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O escopo principal deste trabalho está em dar 
uma contribuição para o estudo e análise da estabilidade de 
sistemas descritos por môdelos da "Dinâmica Industrial". Para 
tanto, os modelos são colocados sob uma formulação matemática 
adequada à aplicação de resultados conhecidos sobre estabilida 
de; basicamente, o segundo método de Liapunov. 
Com base em tais resultados, juntamente com 
outras técnicas e a utilização do computador digital, procura-
-se fornecer as ferramentas necessárias para a análise de tais 
sistemas. 
Os dois primeiros capltulos estão reservados 
à formulação do problema e à apresentação das definições e re-
sultados mais importantes sobre estabilidade. Os capltulos 
subsequentes tratam do problema da busca e determinação dos 
pontos de equilíbrio, da análise de sensibilidade desses pon -
tos em relação à variação dos parâmetros do sistema e da manei 
ra como foi abordado o problema da determinação de um domínio 
de estabilidade assintótica para o caso exemplo. 
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ABSTRACT 
The main objective of this work is to give a 
contribution to the study and analysis of the stability of 
systems described by models for "Industrial Dynamicsn. To this 
end, the models are placed under a mathematical formulation 
suitable for the application of known results about stability; 
specifically, the second method of Liapunov. 
Based on such results, with the use of other 
techniques and the digital computer, an attempt is made to 
furnish the necessary tools to analize such systems. 
The first two chapters cover the formulation 
of the problem, definitions and the most important results on 
stability. The following chapters consider search and determin 
ation of equilibrium points, analysis of sensitivity of these 
points with respect to changes of the system,parameters, and 
the approach taken for the solution of the problem of determin 
ation of the domain of asymptotic stability. A specific example 
is treated in detail. 
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A "Dinâmica Industrial 11 é antes de tudo um mé 
todo de modelização e simulação de sistemas em computadores di-
gitais, nao somente de processos industriais como poderia suge-
rir o nome, mas de quaisquer processos dinâmicos e particular -
mente aplicável a sistemas de "management", sistemas sociais 
ecológicos. 
e 
Sua adequação à simulação de tais sistemas 
geralmente não-lineares, está na relativa facilidade com que, a 
partir do conhecimento do sistema, construimos os modelos a se-
rem simulados. Nos trabalhos de For~ester [a] idealizados des-
te método, bem como de outros [10] que utilizaram a "Dinâmica 
Industrial" para construção e simulação de modelos, nota-se que, 
quando s_e trata de analisar as características das respostas do 
sistema em função da sua estrutura e de uma maneira mais quanti 
tativa, tal análise torna-se bastante trabalhosa, nem sempre fá 
cil, e na maioria das vezes, depende de muitas experimentações 
e tentativas a serem feitas por sucessivas simulações. 
Problemas tais como "instabilidades" e "osci-
lações indesejáveis" nas respostas do sistema, na maioria das 
vezes são difíceis de terem suas causas apontadas. Carente de 
uma orientação sistemática, o problema se torna mais grave quag 
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to maiores a dimensão e complexidade do sistema. 
A motivação deste trabalho está justamente em, 
a partir de resultados teóricos, métodos numéricos, cálculo de 
sensibilidades e a utilização do computador digital, fornecer 
os elementos necessários para uma análise das características 
de estabilidade de uma classe de sistemas nao lineares discre-
tos no tempo aplicável à maior parte dos sistemas de "Dinâmica 
Industrial". o trabalho nao se propoe a resolver os problemas 
teóricos ainda existentes no estudo da estabilidade de sistemas 
não lineares discretos no tempo, limitando-se a apontá-los quan 
do for o caso. 
Considerando-se a análise como sendo o primei 
ro passo para um posterior trabalho de síntese, poderemos, a PªE 
tir do conhecimento das características do sistema, tentar melho 
rá-lo, pois teremos condições de saber quais parâmetros e de que 
maneira eles alteram a posição do ponto de equilíbrio do siste-
ma, ou seja, da solução de regime; saberemos como e quais os p~ 
râmetros mais importantes na estabilidade deste ponto de equilí-
brio. A determinação de um domínio de estabilidade assintótica 
de um ponto de equilíbrio, embora forneça apenas condições suf! 
cientes de estabilidade em relação às condições iniciais, nos for 
nece informação importante sobre os limitesque as variáveis não 
devem exceder, quando do início da operação do sistema, para que 
seja assegurada a convergência para a situação de regime. 
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Convém lembrar o fato de que todas as conclu-
soes acerca de quaisquer características do sistema simulado 
não devem ser precipitadamente atribuidas ao sistema real,pois 
o modelo consta de uma simplificação de sistema real, e com és 
te não deve ser confundido. 
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CAPÍTULO T - FORMULAÇÃO DO' PROBLEMA 
I.l - INTRODUÇÃO 
Os modelos da "Dinâmica Industrial" podem ser 
considerados como sendo da classe dos sistemas não lineares dis 
eretos no tempo. Na realidade, a maioria dos processos reais 
que são simulados sao contínuos; porém, para a sua simulação em 
computadores digitais pelo método da"Oinâmica Industrial'; é ne-
cessário que esses sistemas sejam discretizados, na maioria das 
vezes sem serem discretos. Essa discretização poderá, se não 
forem tomados certos cuidados, introduzir alterações importan-
tes nas características do modelo,de modo a invalidar complet~ 
mente os resultados da simulação. 
Uma das maneiras atualmente utilizadas na si-
mulação de sistemas da "Dinâmica Industrial" consta da utiliza 
ção da linguagem "DYNAMO", especificamente adE1.quàda ao proble-
ma e que consta de um conjunto de rotinas que simulam os sub -
sistemas mais comuns da "Dinâmica Industrial", efetuam automa-
ticamente regressões para as variáveis auxiliares, facilitando 
sobremaneira a simulação [28] • A utilização dessa linguagem, 
e mesmo quando é utilizada a linguagem FORTRAN para a simula -
ção, torna dificil, a partir das equações do sistema que é pro 
gramado, a obtenção de dados e informações para uma análise do 
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sistema em termos quantitativos. 
Para urna análise e especificamente de estabi 
lidade, e é a que nos propomos, é necessário colocar o siste-
ma, a partir das equações de Dinâmica Industrial, sob urna fo,;: 
rnulação matemática adequada; para tanto, certas adaptações e 
hipóteses. ~ ,.. . sao necessarias. Ê o que trata a seção seguinte. 
I.2 - O MÉTODO DA "DINÂMICA INDUSTRIAL" 
A Dinâmica Industrial constitui-se em um mé-
todo de modelização e simulação de sistemas dinâmicos em com-
putadores digitais. A estrutura básica dos sistemas de Dinâ-
mica Industrial é representada por nivé~s e fluxos [8]; tais 
nlveis e fluxos formam seis tipos de malhas interconectadas e 
que constituem a atividade industrial. Cinco delas são repr~ 
sentadas por: material, pedidos, capital, e~~iparnentos e pe~ 
soal. A sexta constitui a malha de informações - é a que in-
terliga as outras cinco. 
Um modelo de Dinâmica Industrial é represen-
tado por um conjunto de equações, cada urna delas definindo u-
ma variável. Essas variáveis podem ser: de fluxo, de n1 -
vel, variáveis auxiliares e variáveis ex0genas. 
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É conveniente, e â Dinâmica Industrial seu-
tiliza disso, dar uma representação pictórica ao sistema de e 
quações através de um diagrama que represente as interrelações 
das equações, o que é muitas vezes mais Útil para explicar a 
estrutura do sistema do que o conjunto de equações que o defi 
ne. 
Segundo essa ideia, nessa seçao é apresenta-
do o conjunto de slmbolos utilizados na construção dos diagra 
mas de modelos da Dinâmica Industrial, e em seguida, as equa-
ções correspondentes. Um modelo completo representando um 
sistema de produção-distribuição faz parte do capitulo VI. 
I.2.1 - Os s1mbolos 
o sistema de símbolos mostra a existência das 
regras de interrelação no sistema, distingue niveis de fluxos, 
separa os seis tipos de fluxos e mostra os fatores que entram 
em uma função de decisão. Porém, o diagrama não define as r~ 
lações funcionais entre as variáveis; o que é feito pelas e -
quações correspondentes indicadas pelo número existente em ca 
da um dos símbolos. 
NÍVEIS 
Um nivel ê representado por um retângulo com 
o nome da variável que representa tal nlvel e o número da equa 
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Os níveis representam as partes do sistema on 
de hã o acúmulo de material, pedidos, capital, etc. As linhas 
de fluxo, segundo o sentido da seta, mostram o tipo de fluxo 
de entrada e de saída do nívelf Os tipos de fluxos sao os re 
presentados abaixo. 
FLUXOS 
Os fluxos ocorrem na entrada e saída dos ní-
veis e representam a movimentação de capital, material, etc 

















A distinção entre os tipos de linhas utiliz~ 
das tem apenas a finalidade de facilitar a compreensão dos mo 
deles. 
FUNÇÕES DE DECISÃO 
São as funções de decisão que determinam a in 
tensidàde dos fluxos: agem como válvulas reguladoras que con-












O símbolo representa o fluxo que está sendo 
controlado e as entradas de inf ormações;s ( somente informações 
entram nas funções de decisão). Também é dado o número da e-
quaçao que define o fluxo (2F) • 
FONTES E ESCOADOUROS 
Um fluxo tem muitas vezes uma fonte ou um es-
coadouro que se considera estarem fora dos limites do modelo. 
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A fonte pode definir uma variável de fluxo, a qual é conside-
rada uma variável exógena (Fig. 4a) ou·~pode existir meramente 
para suprir um fluxo controlado por informações internas do 
siste~a (Fig.4b) • O escoadouro por sua vez, não tem caract~ 
risticas dinâmicas significativas, é apenas uma representação 

















Os fluxos de informç1.ções interconectam as va 
., 
riáveis do sistema; esses fluxos de informaq:ões não afetam as 
variáveis das quais são retirados. A Fig.5 mostra a represen 








A variável auxiliar e o resultado do proces-
samento de informações tomadas em niveis, fluxos e outras va-
riáveis auxiliares. Situam-se dentro das malhas definidas p~ 
los fluxos de informações, entre as tomadas de informações e 
as funções que controlam os fluxos. As variáveis auxiliares 
são representadas nos diagramas (Fig.6) por circulos contendo 
o nome da variável e o número da equação que a define.l'.·-As en-








são os valores numéricos que descrevem as c~ 
racteristicas do sistema e são considerados constantes durante 
a simulação. são representados por uma linha acima ou abaixo 








' ...... ---• 
Fig.7 
são os "delays" que introduzem os atl!asos no 
sistema, definindo os atrasos no tempo entre os fluxos que en 
tram e saem de um determinado nivel. são os "delays" que ba-
sicamente definem a dinâmica do sistema. 
Os"delays" podem ser representados por uma 
combinação de niveis e fluxos, porém a frequência com que apa 
recem nos sistemas fez com que lhes fosse> dada;· uma represen 
tação simplificada (Fig.8a) que é ~qmivalente à representação 
dada pela combinação de nivele fluxo (Fig. 8b) 
CTE 
NIV 



















A Fig.8 representa um "delay" de primeira o:t' 
dem; "delays" de ordem mais elevada são obtidos colocando- se 
em cascata "delays" de primeira ordem. A notação da Fig.8a 
representa: 
FE fluxo de entrada 
NIV nivel 
2N número da equaçao de nível 
CTE constante de tempo de "delay" 
FS fluxo de saida 
3~ número da equação de fluxo correspondente 
Dl ordem de "delay" (primeira ordem) 
I.2.2 - As Equações 
A evolução do sistema nottempo é representa-
da pela sequência dos valores das variáveis resultante da com 
putação periódica do conjunto de equações que define o sisteF< 
ma. A essa sequência de valores das variáveis se convenciona 
dizer, representam o sistema,_ nos instantes T, T+DT, T+2DT , 
etc , e onde DT representa o intervalo de tempo entre dois 
instantes sueeªf!ivos. _ 
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Aos pontos sucessivos no tempo, dá-se a deno 
minação I,J,K, etc., e ao irttervalo entre os instantes J e 
K representa-se por JK. (Para uma exposição detalhada da 
sequência de cálculo, vide ref. [8] ). 
Basicamente sao três os tipos de equaçoes u-
tilizados na descrição dos modelos da Dinâmica Industrial on-
de cada uma dessas equações define uma variável. 
EQUAÇÕES DE NÍVEL 








NIV.K = NIV.J + (DT) (FE.JK - FS.JK) 
Nivel no instante K 
Nivel no instante J 
2N 
Valor do intervalo de tempo considerado entre os ins 
tantes J e K (Constante) 
Fluxo de entrada·durante o intervalo de tempo entre 
os instantes J e K. 
Fluxo de saida durante o intervalo de tempo entre os 
instantes J e K. 
A equaçao 2N define a variação do nivel {NIV) de instante a 
instante a partir dos fluxos de entrada e saída. 
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EQUAÇÕES DE FLUXO (Funções de Decisão) 
As equações de fluxo determinam as intensid~ 
des dos fluxos, geralmente a partir de valores de n1veis, para 
os intervalos de tempo em questão. Todos os valores das vari 
ãveis de fluxo são considerados como sendo constantes entre 
dois instantes sucessivos, ou seja, há a alteração dos valo -
res dos fluxos apenas de intervalo a intervalo, pois durante 
os mesmos, eles são constantes. Um exemplo de um equação de 
fluxo é dado abaixo: ela define o fluxo de saída de um "delay" 







fluxo de saída no intervalo 
nível no instante K 
constante de tempo do "delay" 
3F 
JK 
A equaçao 3F define o valor do fluxo no intervalo JK a PªE 
tir do nível no instante J. 
EQUAÇÕES AUXILIARES 
As equaçoes auxiliares definem as variáveis 
auxiliares que determinam os fluxos de informações, os quais, 
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por sua vez, vao entrar nas funções de decisão. As equaçoes 
auxiliares são utilizadas para facilitar a formulação do mode 
lo, evitando o problema de tornar muito complexas as funções 
de decisão; é através das equações auxiliares que as não line 
aridades são introduzidas no modelo. A computação das variá-
veis auxiliares é feita sem a necessidade do conhecimento dos 
valores de variáveis nos instantes anteriores, como acontece 
nas equações de nível. Elas são computadas no instante gené".'" 
rico K a partir dos valores das variáveis também considera-
das no instante K. A equação abaixo é um exemplo de equação 
auxiliar: 
DFR.K = DHR + DUR IDR.K 
IAR.K 
4A 
O valor de uma variável auxiliar DFR.K é calculado a partir 
de dois n!veis IDR.K e IAR.K e duas constantes DHR e DUR 
(vide problema exemplo - capitulo VI) 
O tipo de formulação dado pela Dinâmica Indu~ 
trial, acima exposto, é particularmente adequado e facilitas~ 
bremaneira, tanto a fase da modelização como simulação de si~ 
temas industriais. Porém, quando se passa para a fase de aná-
lise, e especificamente de estabilidade, tal não ocorre, haven 
do a necessidade de, a partir das equações de Dinâmica Indus-
trial que definem o sistema, colocá-lo sob uma formulação mais 
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adequada e que facilite tal análise. 
Para tanto, considerando que todos os fluxos 
sao constantes durante os intervalos JK, KL .•. etc, se assu 
mirmos que 
FLUX.JK = FLUX.J = FLUX.J+ 
ou seja, se considerarmos todos os valores das variáveis de 
fluxo (constantes durante os intervalos de tempo) como tendo 
o valor da variável no instante, tomado pela direit'â., podere-
mos tratar todos os tipos de variáveis considerando apenas seus 
valores nos instantes, sem levarmos em conta os valores duran-
te os intervalos. Donde, em todas as equações aparecerao ap~ 
nas variáveis consideradas em instantes. 
Tomemos as equaçoes 2N e 3F que definem em 
conjunto um "delay"; a partir do exposto acima e substituindo 
3F em 2N, obteremos: 
NIV.K = NIV.J + (DT) (FE.J - NIV.J) 
CTE 
(II.2.1) 
ou seja, o valor da variável NIV em um determinado instan-
te, depende apenas de valores de variáveis em instantes ante-




NIV.K - NIV.J = (DT) (FE.J - NIV.J) 
CTE 
h. NIV + NIV.J = FE.J 
DT CTE 
Tomando-se o limite da expressao anterior para DT + O , obte 
mos: 
d NIV ('é.) 
d t! + 
NIV(t) 
CTE 
= FE (t) 
que representa um sistema linear de primeira ordem, onde FE(t) 
é a entrada e CTE é a contante de tempo. 
Analisando-se todos os elementos que consti-
tuem os sistemas da Dinâmica Industrial, podemos representá -
-los com dois tipos de elementos: 
1) bloco linear 
4 1 
e k, s 
z-a • 
s(k+l) = (l s(k) + k, e(k) 
2) bloco não-linear (sem memória) 
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N.L l s 
e, a partir desses dois.tipos de elementos com as suas equa -
çoes correspondentes, podemos definir os sistemas da Dinâmica 
Industrial por um conjunto de equações que representam as va-
riáveis de estado do sistema, sendo cada uma das variáveis 
de estado representada por uma variável de nível corresponde~ 
te. 
I.3 - EQUAÇÕES A DIFERENÇAS FINITAS 
Pelo exposto na seçao anterior, podemos, a PªE 
tir do conjunto de equações que definem um sistema da "Dinâmi-
ca Industrial", dar uma representação de variáveis de estado ao 
sistema, definida pela seguinte equação vetorial à diferenças 
finitas: 
X' (k+l) = H(X(k) ,U(k) ,k) (I.3.1) 
k=O, 1, 2 ••• 
.. 
, e a equaçao acima e equivalente a um 
conjunto de n equaçoes escalares 
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x:fk+l) = hi (x1 (k) ,x2 (k), ... ,xm (k), u1 (k), u 2 (k) ••. um (k) ,k) 
i=l,2, ... n 
O vetor X é o estado do sistema descrito por 
I.3.1 e suas componentes xi são as variáveis de estado. 
O vetor U(k) é o controle, ou entrada,e suas·componentes u. (k) 
l. 
são as variáveis de controle, ou no nosso caso, as variáveis 
exógenas. O inteiro n define a ordem do sistema, e geralmen 
te, o nilmero de entradas é bem inferior ao número de variáveis 
de estado, ou seja, m<n. 
Limitando as entradas à classe das entradas 
constantes, uj = cte, j=l, ..• m fazemos com que elas passem 
a fazer parte do sistema, e a equação I.3.1 pode ser escrita: 
X(k+l) = H(X(k),k) (I.3.2) 
onde H: RnxI + Rn , e o sistema I.3.2 é dito ser livre ou 
não forçado. Se ainda considerarmos o sistema como sendo es-
tacionário isto é·,., ,independente do instante considerado, che 
garemos à representação 
X(k+l) = F(X(k)) (I.3.1) 
onde F:Rn + Rn, e que representa um sistema autônomo discre 
to no tempo. A equaçao I.3.1 é considerada uma equaçao ve-
torial a diferenças finitas, autônoma; mas podemos considerá-
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-la como representando um processo iterativo onde k indica o 
número da iteração. Uma outra maneira de considerá-la, apenas 
por questões de notação, é chamá-la de uma equação vetorial re 
corrente,pois o estado seguinte é sempre calculado a partir do 
conhecimento do estado anterior. Nós a consideraremos, apenas 
para uniformização de linguagem, como sendo uma equação a dife 
renças finitas que representa um sistema dinâmico autônomo dis 
ereto no tempo. Limitaremos nosso estudo à classe dos siste -
mas onde o operador F é continuo e diferenciável segundo Fre 
chet no dominio da função. 
A classe dos sistemas a que restringimos o no~ 
so estudo, compõe uma grande parte dos sistemas da "Dinâmica In 
dustrial", dos quais estudamos o comportamento do ponto de vis-
ta da estabilidade, considerando entEadas em degrau no sistema 
(U(k)=cte). A hipótese da diferenciabilidade é válida para 
grande parte dos sistemas, e quando houver o caso das "funções 
auxiliares" serem dadas por tabelas, podemos facilmente obter 
essas funções a partir de regressões polinomiais. 
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CAPÍTlJLO II-· ESTABILIDADE·-· DEFINIÇÕES E RESULTADOS GERAIS. 
II.l - INTRODUÇÃO 
Embora os estudos e resultados sobre estabili 
dade de equaçoes diferenciais sejam numerosos e largamente di-
vulgados, tal fato ainda não ocorre com as equações a diferen-
ças finitas, onde a extensão dos resultados aplicáveis às pri-
meiras ainda carece de maior estudo e divulgação, sendo a bi -
bliografia sobre o assunto ainda bastante restrita. 
Este capítulo tem por finalidade a apresenta-
çao das definições básicas e os resultados fundamentais relati 
vos ao estudo da estabilidade de equações a diferenças finitas, 
ordinárias e de primeira ordem. Tais resultados são, na sua 
maioria, análogos àqueles correspondentes às equações diferen-
ciais e se baseiam no segundo método ou método direto de Liap~ 
nov. A apresentação dos resultados não pretende ser exaustiva 
e estará restrita ao caso dos sistemas autônomos, que é o caso 
que trata esse trabalho. Os resultados apresentados e a maio-
ria das provas podem ser encontrados nas referências [22] e[25]. 
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II.2 - ESTABILIDADE - DEFINIÇÕES 
Consideramos os sistemas autônomos descritos 
pela equaçao vetorial a diferenças finitas de primeira ordem: 
X (k+l) = F (X (k)) (II.2.1) 
k=O, 1, 2, ••. 
onde F:Rn + Rn é continua em todo o domínio. 
Definição 2.1 -
Definição 2.2 -
A solução de (II.2.1) é a sequência {X(k)} 
onde X(k) = Fk(X(O)) i k>O e X(O) é o es-
tado inicial do sistema. 
Todos os pontos X* que satisfazem à rela-
çao X*= F(X*) sao chamados pontos fixos 
de F ou pontos de equilíbrio de (II.2.1) • 
Na teoria de estabilidade de Liapunov, o es-
tudo é relativo aos estados de equilibrio X* de F(X), que são 
zero, para tanto basta que se faça uma mudança de variáveis 
x = X-X* donde o sistema II.2.1 fica: 
x(k+l) = F(x(k)+X*l - X* (II.2.2) 
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ou 
x(k+l) = f(x(k)) (II.2.3) 
que tem x*=O corno ponto de equillbrio. 
Definição 2.3 - O ponto de equillbrio x*=O é estável no sen 
tido de Liapunov, se e somente se, dado um 
t>O existe um ô>O , tal que: sempre que ti-
vermos l jx(O) l 1 < ô a solução {x(k)} de 
II. 2. 3 satisfaz 1 1 x (k) 11 < e: , --J k> O • 
Definição 2.4 - O ponto de equilibrio x*=O é assintotica -
mente estável se e somente se: X*=O é está 
vel no sentido de Liapunov e existe um '( > O 
tal que, sempre que tivermos 11 x-(0) 11 < ! , 
lim x(k) = O • 
k+oo 
Definição 2.5 - O ponto de equilibrio X*=O é globalmente as 
sintaticamente estável," se e .somente se, x. *=O 
é estável no sentido de Liapunov e~ x ,t,Rn; 
lim x(k) =O. 
k+oo 
Definição 2.6 - O ponto de equilibrio x*=O é exponencialrneg 
te estável se e somente se existirem constan-
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, ~-, 
tes ô>O, a>O e O<n<l tais que: a solução 
· {x(k)} satisfaz 
l lx(k) 11 2- a I lx(O} 11 nk 
quando 1 1 x (O} 11< ô 
Definição 2.7 -
k=O, 1, 2, ... 
Seja F um operador tal que F:Rn + Rm, diz-se 
que F é diferenciável segundo Frechet, em X
0
, 
se e somente se existir um operador linear 











1 lhl 1 
= o 
se Fé diferenciável segundo Frechet em x
0 
o 
operador é representado por F' (X ) , onde 
o 






.-e o Jacobiano calculado no ponto X=X o Usare -




) para repr~ 




II.3 - AS FUNÇÕES DE LIAPUNOV 
O método direto, ou o segundo método de Lia-
punov, é todo ele baseado no estudo das "funções de Liapunov" 
que permitem fornecer informação qualitativa sobre a estabil! 
dade do sistema sem a necessidade de propriamente resolver as 
equaçoes. O uso das funções de Liapunov no estudo das equa -
çoes diferenciais data de 1892; porém sua aplicação às equa -
çoes a diferenças finitas foi inicialmente feita por Hahn em 
1958. As funções de Liapunov tem no seu sinal uma caracteris 
tica importante; portanto, são a seguir dadas definições in -
dispensáveis ao seu tratamento. 
Definição 3.1 - A função escalar V(x)· é definida positiva(ne 
gativa) em Nh(~):se1ipara 1 !xi 1 < h temos 
V(X)>0 [v(x) < o] 'X/, X"/ o e V(0)=0 • 
Definição 3.2 - A função escalar V(x) é semi definida posit! 
va (negativa) em Nh(0) se para I lxl 1 < h 
temos V(x) > o [v(x) ~ o] ~ x e V(0)=0. 
Comumente encontram-se funções definidas positivas e n~ 
gativas quando se utilizam matrizes e formas quadráticas; pa-
ra a análise do sinal de tais funções, utilizam-se as condi -
çoes de Sylvester. 
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Teorema 3.1 - Teorema de Sylvester 
Para que a forma quadrática V=xTAx seja p~ 
sitiva definida é necessário e suficiente que a matriz A se 
ja definida positiva, ou seja: se e• somente se todos os deter. 
minantes menores principais forem positivos: 
º1 = 1 ª11 1 > o 
âll ª12 
º2 = > o 
ª21 ª22 
ª11 . . . ª1n 
D = . > o n 
ªnl . . . a nn 
Para que a forma quadrática V=xTAx seja de 
finida negativa é necessário e suficiente que a matriz A se 
ja definida negativa, ou seja, se e somente se, os determi -
nantes menores principais de ordem par forem positivos, e os 
de ordem í.mpar forem negativos. 
(-l)n Dn > O 
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Definição 3.3 - Um mapeamento V:Rn • R é uma função de Lia-
punov para f:Rn • Rn no ponto de equilibrio 
x*=O de x(k+l) = f{x(k)) , se existe uma vi 
Teorema 3.2 
zinhança aberta D de x*=O 
tinua em D e, 
tal que V 
... 
e con 
V(X) > o, ✓ X€. D x;#O e V{O) = o 
8V(x) = V(f{x))-V(x) < O para todos 
f(x) f:_D 
X e' 
Seja f:Rn • Rn um mapeamento continuo numa 
vizinhança aberta S de x*=O ponto de equilibrio de x{k+l}= 
= f{x(k)} ; então: 
Se existir V:Rn • R e for uma função de Li 
apunov para f. em x*=O, então x*=O é um ponto de equili -
brio estável no sentido de Liapunov. 
Se 8V{X) < O para x,f(x)_(. D e x;#O, en 
tão x*=O é assintoticamente estável. 
Se n S=D=R e se V(x) • m com 1 1 X 1 1 • 00 , 
o ponto x*=O é globalmente assintoticamente estável. 
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Convêm salientar que o resultado acima nao 
garante a existência de uma função V. Para que possamos gara~ 
tira estabilidade do ponto ê preciso achar uma função V e 
geralmente na prática, cada caso requer uma análise particular. 
Tomemos o caso onde f(x) é linear; f(x)=Ax 
donde 
x(k+l) = Ax(k+l) (II.2.4) 
arbitramos como função de Liapunov a forma quadrática V(x) = 
= xTPx onde P é uma matriz simétrica definida positiva, don 
de 
para que ~V(x) seja definida negativa, devemos ter que a ma 
triz (P-ATPA) seja definida positiva. 
Teorema 3.4 
Se existe uma matriz simétrica definida posi 
tiva P tal que P-ATPA é definida positiva, então 
1 L 1 <l i=l, 
l. 
n , onde n é a ordem da matriz e À. sao 
l. 
os auto valores de A, e inversamente 
Se IÀ, l<l então existe uma matriz simétrica 
l. 
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definida positiva P tal que P-ATPA é definida positiva. 
Donde conclui-se que AV (x) < O k/ x e Rn ou seja, o Único 
ponto de equilíbrio de II.2.4 é globalmente assintoticamen 
te estável. 
Considerando-se o sistema 
X(k+l) = f(x(k)} 
onde f é continua, se decompusermos f(x) em uma parte li-
near e outra não linear, tal que: f(x) = Ax + g(x),então po-
deremos escrever: 
x(k+l) = Ax(k) + g(x(k)) (II.2.5) 
Teorema 3.5 
Considerando o ponto de equilíbrio X*=O do 
sistema (II.2.5) onde g é continua se: 
a) lim 
11 X 1 1-+0 
e 
1 lg (X) 1 1 
11X11 
i=l .•• n 
= o 
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então, o ponto de equilíbrio: x*==O é assintoticamente estável. 
Se, por outro lado, para algum À, 
1 
é estável no sentido de Liapunov. 
tivermos jÃ. l>l, x*=O não . 1 
Sejam os sistemas da forma de II,2.1 tal 
que F(X) é continua e diferenciável segundo Frechet em X* , 
se tomarmos g(x)=f(x)-F' (X*)x a condição a do teorema 3.5 
é verificada, pois se F(X) é diferenciável segundo Frechet 
em X*, então: 
lim 
1 lx I l+O 
1 IF(X*+x}-F(X*)-F' (X*}xl 1 
1 lx 11 
= o 
como F(X*)=X* , temos: 
lim 
11 x I l+O 
1 IF(X*+x)-X*""'.F' (X*)xl 1 
11x11 
= o 
e pelas relações II.2.2 e II.2.3 temos: 
lim 
11 XI l+O 
llf(x)-F'(X*)x 11 
l lx 11 
donde poderemos enunciar: 
Teorema 3.6 
= lim 
1 lx I l+O 
1 1 g <x> 11 = o 
1.1 x 11 
Se F(X) é continua e diferenciável segundo 
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Frêchet em X*, e tomarmos o sistema II.2.1 deslocado para a 
origem 
x(k+l) = f(x(k)) com f(x(k)) = F' (X*)x(k}+g(x(k)) 
se todos os auto valores de F' (X*} satisfizerem I Ài 1 <l 
i=l, ... ,n então, o ponto de equilíbrio x*=O é assintoti-
camente estável. Se para algum i, 1 À . 1 > 1 , o sistema não é es-
1 
tável no sentido de Liapunov. 
Basicamente, para a análise da estabilidade 
dos,;:pontos de equilíbrio dos nossos sistemas, nos utilizare -
mos do resultado anterior, pois grande parte dos sistemas no 
nosso caso satisfaz as condições do teorema acima. Cumpre no 
tar que o teorema não diz nada sobre o caso onde algum dos Ài 
tenha módulo igual a 1 ., IÀil=l , esse é o chamado "caso 
critico de Liapunov", e para analisarmos o caso não podemos 
aplicar o teorema anterior; tal análise não tem solução sim-
ples e a estabilidade do ponto depende basicamente dos termos 
não lineares. 
II. 4 - DOMÍNIO D:E_ ESTABILIDADE 
Ainda relativamente aos sistemas descritos por 
x(k+l) = f(x(k)} , um conceito importante é o relativo ao domí-
nio de estabilidade do ponto de equilíbrio x*=O, definido co 
mo sendo o conjunto D onde 
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D= {x(O) / lim fk (x(0)1 =O} 
k-+-00 
ou seja, é o conjunto dos pontos x(O) , tais que, uma vez to 
mados como condição inicial para x(k+l) = f(x(k)) a conver-
gência do sistema para x*=O é assegurada. A determinação de 
D embora seja de grande importância no estudo da estabilida-
de, não é um problema trivial, e, no máximo, conseguem~se a-
proximações para D que não necessariamente é convexo [22] 
[3oJ. 
Para sistemas discretos no tempo, os métodos 
para sua determinação restringem-se geralmente aos casos onde 
a dimensão do sistema e n=2 . (j.1] ~ETI 
A maneira como foi encarado o problema para 
os sistemas da Dinâmica Industrial é matéria do capitulo V. 
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CAPÍTULO III - PONTOS DE EQUILÍBRIO 
III.l - INTRODUÇÃO 
Dado um sistema dinâmico descrito pela equa-
ção X(k+l) = F(X(k)) , a nossa preocupação inicial estará em 
sabermos da existência de pontosde equil!.brio nesse sistema, 
uma vez que o estudo e a análise da estabilidade são relati -
vos a esses pontos. Um sistema do tipo de II.2.1 poderá,em 
principio, ter um, dois, •.•• , infinitos ou nenhum ponto 
de equilíbrio, e a priori, apenas considerando a forma da fun 
çao F, prever a existência de pontos de equilibrio,de uma ma 
neira geral, não é um problema solucionado. O "princípio da 
contraçãoº [j_g] [29] nos garante a existência de um ponto de e 
quilÍbrio (ponto fixo), porém sua análise é apenas local e for 
nece apenas condições suficientes de existência. 
Sendo o nosso um problema mais voltado às a-
plicações práticas, uma tentativa no sentido de busca e deter 
minação dos pontos de equilíbrio de um sistema por um método 
computacional, utilizando-se o método de Newton Raphson asso-
ciado a um planejamento de experimentos (plano de BOX) [4] 
é exposto neste capitulo e aplicado ao problema exemplo. 
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III.2 - SOLUÇÃO DE UM SISTEMA DE EQUAÇÕES NÃO LINEARES 
A determinação dos pontos de equillbrio des 
um sistema do tipo II.2.1 pode ser considerado como sendo o 
problema da determinação das soluções ou dos zeros da equaçao 
vetorial 
G (X) = O (III.2.1) 
onde G(X) = F(X)-X , ou seja, G:Rn + Rn é um operador nao 
linear; a equaçao III.2.1 pode ser escrita como um sistema 
de equações não lineares 
X ) = 0 n 
onde X*= (xJ,x~ ... x;> é uma solução, que, se existir, pode 
não ser Única. 
Há, em principio, muitos métodos para a de -
terminação das soluções de III.2.1, que podem ser: métodos 
gráficos, métodos baseados em simulações em computadores ana 
lógicos [11] , isso quando a dimensão do sistema permitir.Pa 
ra sistemas de dimensão elevada é preciso recorrer a métodos 
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numérj.eos, métodos de otimização, todos esses associados à u 
tilização do computador digital. 
Um método bastante utilizado por sua simpli-
cidade e eficiência é o de Newton-Raphson, que fornece uma so 
lução de III.2.1 suficientemente acurada para efeitos de com 
paraçao com X*. Baseia-se em achar uma equação linear 
L X= y (III.2.2) 
que se aproxime a III.2.1 numa vizinhança do ponto X* e se 
ja resolvida por métodos numéricos convencionais. A solução 
X* é dita obtida por linearização de III.2.1 Para a cons 
trução da equaçao linear III.2.4 , sendo G continua e dife 
renciável segundo Frechet, podemos escrever: 
onde 
lim 
llx-x ll • o o 
Se G(X*) = O teremos: 
Seaainda, considerarmos X 
o 
= o 
nas vizinhanças de X* , podemos 
desprezar n(X,X
0
) e obter a equaçao linear 
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ou 
G 1 (X ) X = G 1 (X ) X - G (X ) o o o o 
que tem uma Única solução 
ma aproximação de X* onde 
X=X 1 se G' (X0 ) existe e que é u 
(III.2.3) 
A partir da equaçao III.2.3 podemos formar 
um processo iterativo baseado em que se x
0 
está próximo de 
X*, x1 estará provavelmente mais próximo, e x2 calculado 
a partir de x1 , idem; donde construimos o processo iterati 
vo definido por 
X n (III.2.4) 
que define o processo de Newton Raphson. Observe-se que o 
processo iterativo acima pode ser considerado como sendo u-
ma equação a diferenças finitas de primeira ordem, cujo úni 
co ponto de equilibrio é X*. 
Uma vez que consideramos G sendo diferen-
ciável segundo Frechet, e o processo III.2.4 sendo uma e-
quaçao do tipo de II.2.1 , vamos analisar a estabilidade 
do ponto de equilibrio X* aplicando ôo teorema(3.6). Para 




N(X) = X - [G' (X)] -l G(X) 
N' (X) = I .., ~' (X) ] -l G' (X) -. 
H (X) = n 
âG '(X) - n 
G(X): Hi(X) 
-. 
G (X) T H' (X) 
n 
Como no ponto X=X* temos G(X*)=O, então 
N' (X*)=O , ou seja,os auto valores de N' (X*) são todos nu-
los, donde o processo iterativo descrito por 
sintoticamente estável, além de a condição 
III.2.4 -e as 
Ã.=O garantir a 
J_ 
convergência rápida do processo numa vizinhança de X*. 
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Pelo exposto na página anterior, concluimos 
que: desde que estamos buscando os pontos de equil.ffibrio de 
X(k+l) = F(X(k)) , ou seja, os pontos X* tais que X*=F(X*) 
ou ainda os "zeros" de G(X) = O , qualquer ponto de equili-
brio X* (desde que exista) de X(k+l) = F(X(k)) estável ou 
nao,para o processo iterativo de Newton Raphson é um ponto 
assintoticamente estável, porém não globalmente, isto é, o 
processo III.2.4 tem o seu dominio de estabilidade assin-
totica, que geralmente é pequeno comparado com o domínio de 
X* (X* estável) considerado o processo II.2.1 . 
Desde que tomarmos uma condição inicial para 
o processo de Newton Raphson suficientemente próxima de X*, 
ele convergirá para X*,independente da condição de X* ser 
estável ou não por X(k+l) = F(X(k)) . 
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III.3 ... PLANEJAMENTO DE EXPERIMENTOS 
Como foi citado na introdução deste capitulo, 
nao há condições de saber a priori quantas soluções tem a equa 
ção III.2.1 ou seja, quantos pontos de equilíbrio tem o sis-
tema X(k+l} = F(X{k)) . Uma tentativa no sentido de uma so-
lução prática para o problema, foi a de se recoreer a um or~té 
rio de busca de pontos de equilíbrio em um dado dominio de in-
teresse E , definido a partir de cons.iderações físicas. Ge-
ralmente definido a partir dos valores máximos e mínimos que 
podem assumir as variáveis de estado, 
E= {X:X i <X< X X} m n - - ma 
Sendo E o domínio de interesse, fazemos u-
ma exploração em E ;segundo·· um critério de experimentos (o 
plano de BOX) [4] . Essa exploração, segundo o critério de 
Box, pretende, dentro da idéia do método, conseguir o máximo 
de informações sobre E com um mínimo de experiências. As 
informações sobre E, no nosso caso, sao a existência ou nao 
de pontos de equilíbrio, e o plano irá, a partir da definição 
de E fornecer um conjunto de pontos experimentais que serao 
tomados para condições iniciais para a aplicação do método de 
Newton Raphson. 
Desta maneira, procuramos fazer uma explora-
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çao, sabendo que: desde que existe um ponto de equilíbrio de 
III.2.1 estável ou nao e X o a condição inicial for tomada 
na vizinhança de X* , o processo de Newton Raphson convergi-
rá para X* e ,:téremo-,s, determinado um dos pontos de equilibrio. 
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CAPÍTULO IV - SENSIBILIDADES EM RELAÇÃO AOS PARÂMETROS 
IV .1 - INTRODUÇÃO 
A análise de sensibilidades tem por finalida 
de no nosso caso, a identificação dos parâmetros importantes 
na dinâmica e na estabilidade dos pontos de equilíbrio do sis 
tema. De grande valia é a identificação dos parâmetros que 
influem na "posição" de determinado ponto de equilíbrio, ou se 
ja, de uma solução de regime. Considerando determinado ponto 
de equilíbrio, é dada, a partir de um método proposto por Fad-
deeva [6] , uma maneira de calcular as sensibilidades dos au-
to· -valores do Jacobiano, calculado no ponto de equilíbrio, em 
relação aos parâmetros do sistema. 
Esses resultados nos fornecem dados para uma 
análise da influência dos parâmetros na velocidade de conver-
gência do sistema nas vizinhanças do ponto de equilíbrio, bem 
como na sua estabilidade. Não nos ateremos aos problemas de 
"bifurcação", ou seja, aos valores de parâmetros para os quais 
há a passagem de algum dos À. de 1 },i 1 ~ 1 para I'.~. 1 > 1 ou 
J. J. 
vice-versa; para tàl sugerimos as referências [13] e [30] no 
caso em que a dimensão do sistema é n=2. \ 
Um dos parâmetros importantes, comum a todos 
os sistemas de Dinâmica Industrial é o período de amostragem, 
41 
DT que é introduzido na discretização do sistema, tal parâmetro 
muitas vezes dependendo do sistema é critico no sentido de que, 
a partir dos resultados da simulação podemos ser levados a ti -
rar conclusões erradas sobre o sistema real, desde que a sen-
sibilidade em relação à dâscretização seja muito elevada; cabe 
notar porém que o valor de DT não influi nos pontos de equil! 
brio, ou seja, na solução de regime. 
IV.2 - INFLU~NCIA DOS PARÂMETROS NA POSIÇÃO DO PONTO DE EQUILÍ 
BRIO; 
Consideremos o sistema 
~ 
X(k+l) = F(X(k),P) (IV.2.1) 
onde 
~ n r F:R x R .. -+ Rn e .. e ove-
tor dos parâmetros do sistema. 
Fé diferenciável em relação a P e a X e para P=P, 
fixo, temos: 
X(k+l) = F(X(k)) 
Os pontos de equilíbrio do sistema sao tais que: 
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X*= F(X*,P) (IV. 2. 2) 
ou 
X* = <$ (P) 
e onde $ , a menos de casos bastante sim-
ples, não é conhecida analiticamente. Como estamos interessa 
dos na variação de X* em relação a um determinado parâmetro 
p. º", tomemos as derivadas parciais de ambos 0s1;rmembros de 
J 
IV.2.2 
Jl.ta.s:_, .. consiàerando-se um sistema definido onde 
P=P e calculando as derivadas parciais no ponto X=X*, tere 
mos: 
ílF l 
a>cj X=X* • (IV.2.3) 
X=X* 










que fornece as sensibilidades de todas as variáveis de estado 
no ponto de equil$brio X=X* em relação ao parâmetro pi. 
IV.3 - ·rNFLU!NCIA DOS PARÂMETROS NOS AUTO VALORES DO JACOBIANO 
Um método para o estudo das sensibilidades 
dos auto valores de uma matriz (nxn) em relação aos seus pa 
râmetros é proposto por Faddeeva [6] e será utilizado no nosso 
caso. 
Consideremos a aproximação linear do sistema 
X(k+l) = F(X(k)) no ponto de equillbrio X*. 
X(k+l) = J(X*)X(k) (IV.3.1) 
onde 
aF1 aF1 aF1 
ax1 ax2 ax 
J(X*) = n 
aF aF aFn n n 
ax1 ax 2 




sendo Ài, i=l,2 •.• n os auto valores do Jacobiano calcula-




i o auto vetor associado ao auto 
valor Ài. 
Tomando-se a derivada parcial de ambos os 
membros de IV.3.2 em relação a um dos parâmetros de P = 
= (p1,P2 ••• pr) 
T que denotaremos e chamando 
J(X*} = A , temos: 
+ A~ ap = 




(IV. 3. 3} 
Sejam Wj os auto v&tores de AT, fazendo 




com cada um dos termos de IV.3.3 , 
(IV.3.4) 
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Se em IV.3.4 tomarmos i=j , poderemos escrever: 
<. aA v ,.,T > + ~A avi w,> =<ªvi ATw.>+ & <v. w.> -;;--p 1.' f VY1., "'p I I I a a 1. ap 1. ·3F} 1. 1. 
pois 
e como 





onde os elementos da matriz e = [ :: j 
n a a .. 
c. . = l a 1.J 
1.J k=l xk 
a a .. 
+ __ 1.J 
ap 
(IV. 3. 5) 
-sao dados por: 
calculados no ponto de equilibrio X*; note-se que para o cá! 
a À. 
1 culo de por IV.3.5 necessitamos dos auto vetores a P· 
J 
de A, auto vetores de AT e da solução do sistema IV.2.3. 
A partir dos resultados de IV.3.5 e IV.2.3, 
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a análise será çlirigida no sentido de identificarmos quais os 
parâmetros que tem maior influência na variação dos auto valo-






lor numérico respectivamente de e de [:p;*~. 
notar que poderemos ter os casos onde a sensibilidade, 
de determinados auto valores como da posição de equilibrio, se 
jam elevadas para um certo parâmetro, e, em caso de fazermos 
modificações nos parâmetros do sistema, deve-se ter em mente 
a possibilidade dessas interações. Ou seja, desejando alterar 
algum auto valor, poderemos alterar simultaneamente a posição 
do ponto de equillbrio, bem como o valor numérico de outros au 
to valores, donde uma solução de compromisso é necessária, ve-
rificando-se os valores numéricos de todas as sensibilidades 
de interesse. 
a Ãi 




sao calculados em um determinado ponto de que 
quando vamos calcular a variação de AÃi em um dado auto va-
A Ã. a Ã. 
lar devido a uma variação Ap. 
J 
essa relação é considerada uma 
-- ]. ;; J. ' i 
A Pj a Pj 
aproximação linear das varia -
a partir de 
çoes em X* e é válida apenas para -pequenas variações de AÃi 
e Ap .• Podemos ainda, a partir da magnitude relativa dos 
J 
elementos de um auto vetor associado a um determinado auto va 
lor, identificar em qual variável de estado do sistema tem in 
fluência preponderante esse auto valor. Se,por exemplo, tiver 
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mos o auto valor ~i e o auto vetor a ele associado tiver a 
forma V. = ( o: 3o: o:) T , a variável de estado x2 tem mai J_ 
or influência do modo À. do que xl e X3 que tem, por sua J_ 
vez, a mesma influência do auto valor À. . 
J_ 
CAPÍTULO V-· DOMÍNIO DE ESTABILIDADE 
V.l - INTRODUÇÃO 
O problema da determinação do domínio de esta 
bilidade está intimamente relacionado com a geração de funções 
de Liapunov, embora em certos casos consegue-se a sua determi-
nação a partir de métodos considerados diretos, baseados no es 
tudo das propriedades da fronteira dêsse domínio ~~, os méto 
dos ditos diretos tem sua limitação na dimensão do sistema,que 
se for elevada, torna o problema complexo. 
A geração de funções de Liapunov por um proc~ 
dimento sistemático tem sido uma preocupação constante desde a 
publicação de seu trabalho original (1892). Embora existam mui 
tos métodos [14] e na maioria para sistemas contínuos, tais co 
mo o de Zubov, Krasovskii, e outros, não se pode afirmar que 
o problema da geração de funções de Liapunov tenha sido resol-
vido; sendo esse um dos motivos pelos quai·s o segundo método 
de Liapunov não teve uma maior aceitação nos meios mais volta-
dos às aplicações práticas. No caso das equações a diferenças 
finitas os trabalhos são poucos [11J [2~ ,talvez desestimulados 
pelo conhecimento das dificuldades sentidas no caso das equa -
çoes diferenciais. 
49 
A intenção deste capitulo nao está em expor 
ou analisar os métodos existentes, para o que sugerimos ~4] 
[31] , mas procura mostrar um tipo de solução que pode ser u-
tilizado para a determinação de um domlnio de estabilidade a-
proximado a partir de uma função de Liapunov relacionada com 
a dinâmica do sistema. Para sistemas de dimensão elevada, é 
indispensável a utilização do computador digital para a solu-
ção desse problema. A necessidade da determinação do domlnio 
de estabilidade no· .nosso caso, sistemas de Dinâmica Industri-
al está ligada ao fato de que dado um ponto de equillbrio co-
nhecido, as condições iniciais do sistema não devem ultrapas-
sar certos limites, o que faria com que o sistema se afastas-
se do ponto de equilíbrio desejado. 
O método que utilizaremos, usando funções de 
Liapunov nos fornecerá apenas o domínio aproximado,pois as con 
dições de estabilidade são apenas suficientes. 
V. 2 - FUNÇÃO DE LIAPUNOV 
Desde que vamos determinar o domínio de esta 
bilidade aproximado de um ponto de equilíbrio assintoticamente 
estável pelas funções de Liapunov, teremos que tentar uma fu~ 
ção de Liapunov para o determinado sistema. Para sistemas de 
dimensão elevada é bastante trabalhoso o processo de tentati-
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va e erro, e as considerações flsi.cas sobre o sistema, que em 
outros casos são úteis, tornam-se difíceis; portanto, nos re~ 
tringiremos às formas quadráticas e utilizaremos um critério 
baseado naquele proposto por Schultz ~~ para sistemas conti-
nuos. 
Considerando o sistema 
x(k+l) = f(x(k)) (V2 .1) 
cuja aproximação linear é: 
x(k+l) = Ax(k) (V2. 2) 
onde A = J (X*) 
X* - ponto de êquilibrio assintoticamente estável de X(k+l)= 
= F (X (k)) • 
Seja a transformação linear P tal que x=Pz; nas novas coor-
denadas z o sistema V.2.2 fica 
z(k+l) ~ P-l APz(k) ou 
z(k+l) = A z(k) (V. 2. 3) 
onde 
4 = diag ( \ ,,~2 , ..• , Àn) é a matriz diagonal dos autovalores 
de A , reais e ,\ :/ }~. se i:/j 
J 
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Fazendo-se os raciocínios nas coordenadas z, 




V(z) T :i:: z z 
6V(z(k)) = v(z(k+l)) - v(z(k)) , com V.2.3 
tN(z(k)) = zT(k) AT ,\ z(k) - zT(k)z(k) 
T 
A = A temos 
/N(z) = zT(A 2 - I) z 
À~ <IÀ.1<11 l. . l. 




função de Liapunov na vizinhança do ponto x=O. Uma interpre 
tação dessa função de Liapunov está no fato de que quanto mai-
or o módulo do autovalor À, , tanto menor a "velocidade de 
l. 
convergência" de V(z) correspondente àquela variável de es-
tado z ..• 
l. 
h.V(z) = 6V(z 1 ,z 2 ••• zn) o que faz com que a função 
V(z) assim definida, esteja ligada à dinâmica do sistema nas 
vizinhanças do ponto de equilibrio onde a aproximação linear 
z(k+l) = A z(k) é preponderante em relação aos termos não li 
neares. 
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Desta maneira relacionamos a função V 
.. 
as 
características do sistema nas coordenadas z. Para voltar-
mos ao sistema inicial, é preciso calcular V(x), o que teo-
ricamente é fácil, pois: 
e 
onde V(x) e óV(x) mantém as propriedades de serem defini~ 
das positiva e negativa respectivamente ~~. O problema da 
determinação do dominio de estabilidade resume-se em determi-
nar a máxima superficie fechada no Rn definida por V(x) = 
= XT (P-l)T p-l x = K tal que 6V(X) < O , utilizando 
óV(x) a parÉir do sistema não linearizado, ou seja: 
6V (x) = V(f(x)) - V(x) 
Se para- X+w tivermos K+w o ponto x=O 
será globalmente assintoticamente estável. Quando não for o 
caso, como a função de Liapunov para um dado sistema não é ú-
nica, dependendo de uma melhor ou pior escolha, poderemos de-
terminar um menor ou maior dominio de estabilidade. 
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V. 3 - DETERMINAÇÃO' DO DOMÍN~O' DE ESTABIL.IDADE 
O problema da determinação num~rica do domí-
nio de estabilidade a partir de uma dada função de Liapunov, 
pode ser reduzido a um problema de minimização de uma função 
não linear -AV(X) sujeita a uma restrição de igualdade v(x)= 
= K, ou seja buscar o mínimo de -AV (x) na superficie fecha 
da do Rn dada por V(x) = K. 
O procedimento básico é a procura de -AV(X) 
minimo na superfície V(x) = K e daí dando incrementes para 
K e recomputando o mínimo de -AV(x) nessa superf!cie cuja 
"distância" à origem é "maior". O maior dom!nio será aquele 
determinado pelo K para o qual -AV(x) = O. Esse procedimen 
to é inicializado em valores de K para os quais -AV(x) 
positiva. 
-e 
-Uma das maneiras de colocar o problema e, a 
partir das restrições de igualdade, transformá-lo em um sem 
restrições, ou seja, minimizar a função original aumentada: 
minimizar C' F = { -AV(x) + 2 [v(x)-K] 2} 
onge C' é uma constante positiva que define a precisão re -
querida; quando C' tende a tornar-se suficientemente grand~, 
o minimo de função sem restrições irá se aproximar do minimo 
de função original, satisfazendo a restrição de igualdade. 
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No nosso caso, para a determinação de 6V(x) 
mínimo para cada um dos K foi utilizado o algoritmo "OPTIM" 
Q~ que se baseia na escolha do minimo da função F comput~ 
do em 3n pontos na vizinhança de um ponto inicial X , tra o 
tando-se, portanto, de um método direto de minimização. 
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CAPl:TpLO VI - PROBLEMA EXEMPLO 
VI. 1 - INTRODUÇÃO 
Este capitulo tem por finalidade a apresen 
tação de um problema exemplo de Dinâmica Industrial ao qt;tal 
são aplicados os métodos de análise sugeridos neste trabalho. 
Na parte de computação dos resultados numéricos, muitos probl~ 
mas aparentemente simples do ponto de vista teórico sao de so-
lução difícil quando se exigem resultados dentro de determina 
da precisão. 
Apresenta-se neste capitulo um sistema de 
produção-distribuição simplificado; o conjunto de equaçoes da 
Dinâmica Industrial que define o sistema é transformado em um 
sistema de equações a diferenças finitas de primeira ordem e 
analisado como tal. Não nos prendemos na explicação detalha-
da do modelo pois esta não é a intenção; para consulta, suge-
rimos a referência [ 8] de onde foi retijtado o exemplo. Em se-
guida à apresentação do modelo, é dada uma sequência lógica 
dos programas FORTRAN utilizados com os respectivos resulta -
dos, diagramas de blocos e cujas listagens encontram-se no a-
pêndice. 
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VI.2 SISTEMA PRODUÇÃO-DISTRIBUIÇÃO (Simplificado) 
Nesta seçao sao apresentadas as equaçoes da 
"Dinâmica Industrial", que no conjunto vão constituir o modelo 
do sistema produção-distribuição de bens de consumo duráveis 
considerados ao nível do retalhista. O modelo constitui-se nu 
ma simplificação daquele exposto em detalhes na referência[~, 
capitulo 15. 
Na sequência de apresentação das equaçoes, 
com a definição das respectivas variáveis, será utilizada a 
mesma notação da referência [8]. A numeração das equações é 
aquela referente ao diagrama de blocos do modelo (fig.VI.2.1). 
As letras N referem-se às equações de nível; F, às equa-
ções de fluxo e A às equações auxiliares. 
As equaçoes do modelo sao as seguintes: 
UOR.K = UOR.J + (DT) (RRR.JK - SSR.JK) lN 
DOR pedidos nao preenchidos pelo retalhista (medido.s em 
unidades de bens a serem pedidos) 
RRR Pedidos recebidos pelo retalhista (unidades/semana) 
DT Intervalo de tempo considerado (semanas} 
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IAR.K = IAR.J + (DT) (SRR.JK - SSR.JK) 2N 
IAR Estoque real de bens existente, no retalhista(unidades) 
SRR Pedidos recebidos pelo retalhista (unidades/semana) 
SSR Remessas enviadas pelo retalhista a.os. clientes {unida-": 
des/semana) 
SSR.KL = UOR.K DFR.K 3F 
SSR Remessas enviadas pelo retalhista aos clientes (unid~ 
des/semana) 
UOR Pedidos nao preenchidos pelo retalhista (unidades/se-
mana) 
DFR Atraso (variável) no preenchimento de pedidos pelo re 
talhista (semanas) 
DFR.K = DHR + DUR. IDR.K IAR.K 4A 
DFR - Atraso no preenchimento de pedidos pelo retalhista (se 
manas) 
DHR Atraso mlnimo devido ao manuseio de pedidos pelo reta-
lhista (semanas) 
DOR - Atraso médio no preenchimento de pedidos pelo retalhi~ 
ta quando o estoque de bens é normal (semanas) 
IDR Estoque idea~ desejado no retalhista (unidades) 
IAR Estoque real existente no retalhista (semanas) 
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IDR.K = (AIRX(RSR.K) SA 
IDR Estoque desejado no retalhista (unidades) 
AIR Constante de proporcionalidade entre o estoque e a mé 
dia de vendas pelo retalhista (semanas) 
RSR - Média de vendas (unidades/semana) 
RSR.K = RSR.J + (DT) ( 1 DnR ) (RRR.JK - RSR.J) 6N 
RSR. - Média dos pedidos feitos ao retalhista (unidades/se-
mana) 
RRR Pedidos recebidos pelo retalhista (vendas) (unidades/ 
/semana) 
DRR - Atraso na avaliação da média das vendas do retalhis-
ta (semanas) 
1 
PDl;<.KL = RRR.JK + ( DIR ) (IDR.K - IAR.K) + {LDR.K -
- LAR.K) + (UOR.K - UNR.K) 7F 
PDR Decisão da quantidade de compras a serem efetuadas pe-
lo retalhista (unidades/semana) 
RRR Pedidos feitos ao retalhista (unidades/semana) 
DIR - Atraso na atualização do estoque do retalhista {semanat) 
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IDR Estoque desejado (ideal) no retalhista (unidades) 
LDR Pedidos em trânsito para suprir o retalhista (unidades) 
LAR Pedidos feitos pelo retalhista (unidades) 
U0R Pedidos nao preenchidos pelo retallihista (unidades) 
ONR Pedidos nao preenchidos pelo retalhista; número consi 
derado normal (unidades) 
LDR.K = (RSR.K) (DCR + DMR + DUD + DHD + DTR) 8A 
LDR Pedidos em trânsito necessários para suprir o retalhis 
ta (unidades) 
RSR Média das vendas feitas pelo retalhista (unidades/sema 
na) 
DCR Atraso no processamento dos pedidos no retalhista (se-
manas) 
DMR Atraso na expedição dos pedidos no retalhista (semanas) 
DUD Atraso médio no preenchimento de pedidos pelo distri-
buidor 
DHD - Atraso devdo ao tempo mlnimo de manuseio dos pedidos 
pelo distribuidor (semanas) 
DTR - Atraso no transporte de bens para o retalhista (semana) 
LAR.K = CPR.K + PMR.K + U0D.K + MTR.K 9A 
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LAR Pedidos em trânsito para suprir o retalhista (unidades) 
CPR - Pedidos sendo processados pelo retalhista (unidades) 
PMR Pedidos de compra do retalhista, no correio (unidades) 
UOD Pedidos não preenchidos pelo distribuidor (unidades) 
MTR Bens em trânsito para o retalhista (unidades) 
UNR.K = (RSR.K) (DHR + DUR) l0A 
UNR Quantidade normal de pedidos no retalhista (unidades) 
RSR - Média dos pedidos de compra feitos para o retalhista 
(média das vendas) (unidades/semana) 
DHR - Atraso no manuseio de pedidos pelo retalhista (semanas) 
DUR - Atraso médio no preenchimento de pedidos pelo retalhis 
ta quando o estoque é normal (semanas) 
CPR.K = CPR.J + (DT) (PDR.JK - PSR.JK) 
PSR.JK = CPR.J DCR 
llN 
12F 
CPR Pedidos sendo processados pelo retalhista (unidades) 
PDR Decisão da quantidade de compras feita pelo retalhis 
ta (unidades/semana) 
PSR Pedidos de compra enviados pelo retalhista (unidades/ 
/semana) 
DCR - Atraso no processamento dos pedidos de compra pelo re-
talhista 
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PMR.K = PMR.J + (DT) (PSR.JK - RRD.JK) 
RRD.JK = PMR.J DMR 
13N 
14F 
PMR Pedidos de compra ao retalhista, no correio (unidades) 
PSR Pedidos de compra enviados ao distribuidor pelo reta-
lhista (unidades/semana) 
RRD Pedidos recebidos pelo distribuidor (unidades/semana) 
DMR Atraso do correio - do retalhista para o distribµidor 
(semanas) 
MTR.K = MTR.J + DT (SSD.JK - SRR.JK) 
SRR.JK = MTR.J DTR 
MTR Material em trânsito para o retalhista (unidades) 
15N 
16F 
SSD Remessas enviadas pelo estoque do distribuidor (uni-
dades/semana) 
SRR Remessas recebidas no estoque do retàlhista (unidades/ 
/semana) 
DTR - Atraso no transporte dos bens - do distribuidor para o 
retalhista (semanas) 
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UOD.K = UOD.J,+ DT(RRD.JK - SSD.JK) 
SSD.JK = UOD.J DUD 
17N 
18F 
UOD Pedidos nao preenchidos pelo distribuidor (unidades) 
RRD Pedidos recebidos pélo distribuidor 
SSD Remessas enviadas pelo estoque do distribuidor para o 
retalhista (unidades/semana) 
DUD Atraso médio no preenchimento dos pedidos pe.lo dis -
tribuidor (semanas) 
Note-se que a parte do modelo de produção-
distribuição referente ao distribuidor, no nosso modelo foi 
substituida por um sistema de primeira ordem descrito pelas 
equaçoes 17N e 18F. No nosso estudo, ainda consideraremos 
apenas variações em degrau na quantidade de pedidos feitos ao 
retalhista, ou seja, consideraremos RRR.JK = constante. 
Tomando-se o modelo descrito pelas 18 equa 
çoes de Dinâmica-Industrial acima, colocando-as na forma de e 
quações de diferenças finitas de primeira ordem, representa-
mos o modelo por sete equações,cada uma delas representando 
uma variável de estado. 
63 
O sistema na forma X(k+l) = F(X(k)), uma 
vez definidos os valores numéricos dos parâmetros, é analisa-
do do ponto de vista da estabilidade e os resultados dessa a-
nálise, bem como a sequência dos métodos desen~olvidos para 
utilização em computador digital, fazem parte da seção segui~ 
te. 
VALORES NUMÉRICOS DOS PARÂMETROS DO SISTEMA 
DT = 0,05 semanas 
RRR = 1.100 unidades/semana 
DHR = 1,0 semanas 
DUR = 0,4 semanas 
AIR = 8,0 semanas 
DRR = 8,0 seIJ1anas 
DCR = 3,0 semanas 
DIR = 4,0 semanas 
DMR = 0,5 semanas 
DUD = 2,0 semanas 
DHD = 1,0 semanas 
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~ As equaçoes do modelo colocadas sob a forma 














P1 Pi P1 = x (k}-(- + -} x 4 (k} + -ijx (k)-x (k} -4 P7 Pa Pa ti 2 
x5 (k) + 
Pi Pi 
= - x 4 (k) - - X (k) P7 Pg 5 . 
x 6 (k) + ~ x7 (k) 
Pi 
= - -- x (k) 
Pio P12 6 
x 7 (k) + 
Pi 
x 5 (k) 
Pi 




xl = UOR P1 = DT 
x2 = IAR P2 = RRR 
X3 = RSR P3 = DHR 
X4 = CPR P4 = DUR 
X5 = DMR P5 = AIR 
x6 = MTR p6 = DRR 
X7 = UOD P7 = DCR 
Pa = DIR 




VI. 3. ... RESULTADOS NUMÉRICOS 
O problema da automatização dos métodos de a 
nálise poderia, no nosso caso, ser simplificada de maneira si~ 
nificativa com o uso da Linguagem Formac [27] , adequada para 
a manipulação de simbolo.s, expressões matemáticas e cálculo de 
derivadas. Como não dispunhamos do Formac, não foi possivel 
conseguir uma maior generalização dos métodos, e a cada novo 
exemplo, jacobianos, matrizes de derivadas parciais de parâm~ 
tros tem de ser construidós a partir da determinação manual 
das derivadas , o que em certos casos mais complexos é traba-
lhoso e amplia a probabilidade de se introduzir erros. 
Toda a programaçao foi feita em Fortran IV, 
os diagramas de blocos, bem como as listagens dos programas en 
centram-se no apêndice. 
VI.3.1 - PONTOS DE EQUILIBRIO 
Para a determinação dos pontos de equilibrio 
foi programado (vide apêndice) o método exposto no capitulo 
III; utiliza o algoritmo Newton Raphson, para o qual as cond! 
çoes iniciais são geradas a partir do planejamento de experi-
mentos de Box. 
Definindo-se E={X:X~. <X<X } min- - max a partir das 
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considerações físicas do sistema produção:-distribuição e no 
domínio de continuidade da função F(X(k)) o resultado foi a 
determinação de um ponto de equilíbrio (pag.70) • Fazendo-se 
a extensão de E além da região de interesse, tornando-se in-
clusive valores negativos para X • min , o método determinou ou 
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tro ponto de equilibrio distinto do primeiro anteriormente desc~ 
nhecido (pag.71); esses dois pontos são os dois Únicos pontos 
de equilibrio do sistema. Na determinação dos pontos de ~gu! 
librio, não foi feita a análise do erro de arredondamento do 
processo iterativo de Newton Raphson [29] • Porém os resulta 
dos, pelo menos para o ponto de equilibrio conhecido, sao bas 
tante satisfatórios. 
Dós pontos de equilíbrio encontrados, um deles 
(ponto de equil. n91) é assintoticamente estável, e o outro 
(ponto de·equil. nQ 2) não é estável}. 
Os auto valores do Jacobiano calculado no pog 
to de equilíbrio nQ 1 sao: 
Àl = 0,9499999 + 0,0i 
À2 = 0,9616899 + 0,0i 
À3 = 0,9937499 + 0,0i 
À4 = 0,9833297 + 0,0i 
À5 = 0,9875002 + 0,0i 
À 6 = 0,9000000 + 0,0i 
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Dos auto valores do Jacobiano calculado no 
ponto de equilíbrio n9 2, sãol 
Àl = 0,9937999 + O,Oi 
À2 = 0,8938480 + O,Oi 
À3 = 0,9463988 + 0,03405047i 
À 4 = 0,9463988 - 0,03405047i 
À5 = 1,004577 + 0,02426179i 
À6 = 1,004577 ·-..:-.. , 0,02426179i 
À7 = 1,163699 + O,Oi 
Todos os cálculos de auto valores foram efe-
tuados pelo método QR , pelQ • ,programá•. CTLMAT (vide apêndice) • 
O problema do cálculo dos auto valores de A, 
de sistemas do tipo X(k+l) = A X(k) e onde A é uma matriz 
qualquer, ,,exige que-;sé, •uti:lizem processos bastante precisos , 
pois caso o sistema seja de dimensão elevada e estável, todos 
os auto valores deverão estar no circulo de raio unitário, ou 
seja, um bastante próximo do outro, o que exige do processo 
de cálculo uma boa precisão. 
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VI.3.2 - SENSIBILIDADES 
Para o cálculo de sensibilidades dos auto va 
lares em relação aos parâmetroi;;,há a necessidade do cálculo 
dos auto vetores, que também foi efetuado pela sub~rotina 
CTLMAT (vide apêndice) . O programa de cálculo de sensibilid~ 
desse baseia no método exposto no capitulo IV (listagem de di 
agrama de blocos no apêndice). O programa usa uma série de 
sub-rotinas que efetuam o cálculo do valor numérico de deriva 
das parciais no ponto de qquilibrio. O conjunto de resulta -
dos dá farto material de análise. Por exemplo: a sensibilid~ 
de do ponto de equilíbrio em relação aos parâmetros(pag.75) 
representados por DX(I)/DP(J) , ou seja, sensibilidade dava 
riável de estado X(I) em relação ao parâmetro P(J) no pog 
to de equil1brio X* (ponto de equilíbrio assintoticamente es 
tável). 
Note-se que os parâmetros p6 e Pg - DRR 
e DIR respectivamente, nao influenciam na posição do ponto 
de equilíbrio. O parâmetro p = DT 1 pelos resultados DX(l)/ 
/DP(l) e DX(2)/DP(l) parece ter, embora pequena, éerta in-
fluência na posição de equilíbrio, o que não é verdadeiro, pois 
DT não influi no equilíbrio. O motivo de terem sido encontra 
dos tais valores ( 
DX(l) _ 
DP(l) - 0,1470 e 
DX(2) -
DPil)= 0,2070) e de-
vido ao acúmulo de erros de cálculo, pois já o ponto de equilf 
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brio é determinado com erro de arredondamento, que é adicion~ 
do ao erro introduzido no cálculo dos valores numéricos das 
derivadas nesse ponto. 
Observa.,..se também que p 2 = RRR influi no PºE. 
to de equilíbrio em todas as variáveis de estado, pois é basi-
camente a variável exógena (entrada) que definirá a solução de 
regime do sistema. Ainda sobre a posição do ponto 
brio, cumpre notar que hã uma grande sensibilidade 
de equili-
DX(I) 
DP (J) = 1. 100 
de certas variáveis de estado em relação a certos parâmetros. 
A tais variáveis de estado, correspondem exatamente os parâm~ 
tros que representam as constantes de tempo dos "delays 11 • Por 
exemplo, x
7 
= UOD e p10 = DUD é a constante de tempo do 
"delay" correspondente a x 7 e 
DX(7) 




DP (9) , 
DX (4) 
DP(7) , pois o valor numérico da constante 
de tempo também representa o "ganho" do "delay". 
Poucos sao os parâmetros que influem em mui-
tas variáveis de estado simultaneamente; geralmente as influ-
ências são isoladas, ou se restri-ngem a duas variáveis x 1 e x 2 , 
ou seja, UOR e IAR. Quanto às sensibilidades dos auto valo-
res do Jacobiano no ponto de e,quilibrio em relação aos parâme-
tros, os resultados são pouco mais complexos e sua análise 
mais deli:cada. Porém, nota-se de imediato que todos os auto 
~ 
e 
valores tem sensivel influência do parâmetro p 1 = DT e DL(I)/ 
/DP(l) tem sempre valor negativo; ou seja, os auto valores di 
minuem para um aumento no valor numérico de DT (periodo de a-
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SENSIBILIDADE DO PONTO DE EQUILIBRIO EM RELACAD AOS PARAMETROS 
1 
f 
OX( 1)/ OX(2)/ DX(3)/ DXC4)/ 
1 
1 DX(5)/ 
/')P( 1) -Oo 1470 -002070 -000000 O.IJOOÔ º·ºººº 
/OP( 2) lo3573 809573 1.0000 3.0000 ()., 5000 
/ DP ( 3} llD(, .. 0055 º· 0059 -o .. ºººº -0.0001 -0.0000 
/f)P ( 4) 9%. 95f,9 -ll.'300428 -(J 0000-'} -() ºººº 1 -0.0000 
/ f)p ( 5) 5 .. (148 1+ 11r. 5.0486 (' ººººº -ü.00JO -OoOOOO 
/ l)P ( .,, ). f1 o () n.n r .. o o.o OoC 
/Ti p ( 71 -t~'° cnoo O .Lfl04 -e· .nooo llOúoOOOI o.oouo 
/DP( ?) -(1 o(i(){)'.) Ü o(, fl I"\ 7 ú.ooon Üo 00(J0 OoOOO) 
/:1 ~) 1 C) i"\, r. ij e \~ -:·10 r.,·(ir-)3 -l'oOOUO -o .no00 110000004 
/í"IP (l" l . -~1 0 r, 0 (' n (i .. "l~:02 OoC•OOCJ ºººººº -Oo 0000 
/ i)P ( 1 1 ) -42olqO,J 10'57 .. 81:B ºººººº OoO(lflQ ºººººº 





























mostragem), donde a convergência do processo é mais rápida nas 
vizinhanças do ponto de equilibrio, para perlodos de amostragem 
maiores. Deve-se, portanto, no caso do sistema, fazer uma es-
colha cuidadosa de DT para que seja representado o sistema 
real. 
Nota-se pela magnitude relativa das componeg 
tes de todos os auto vetores que as variáveis de estado x 1 (UOR) 
e x 2 (IAR) , mormente x 2 tem influência de quase todos os au 
to valores do sistema, ou seja, o seu comportamento no tempo 
é uma mistura de todos os modos. Além de DT, as influências 
mais significativas nos valores numéricos dos auto valores são 
dadas pelos parâmetros correspondentes às constantes de tempo 
dos "delays". Por exemplo: Para o auto valor Ã1=0,95000 + 
+ 0,0i, o auto vetor correspondente (pag.78 ) tem as componen 
tes e maiores em módulo., e a sensibilidade maior a-
lem daquela relativa a DT(p1 ) é em relação ao parâmetro p 12= 
= DTR Isto significa que é a constante de tempo do "delay11 
(DTR) que influi no auto valor Àl, que por sua vez influen-
cia basicamente as variáveis de estado x 2 (IAR) e x 6 (MTR) . 
Analogamente para o auto valor À?= 0,97500, é DUD 
~ 
o par~ 






Observa-se tambem que certos parâmetros nao 
tem influência alguma sobre a estabilidade do ponto de equili 
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brio p 2 (RRR) por exemplo, como era de se esperar, pois é a en-J . 
trada do sistema (constante) e outros parâmetros como AIR(p
5
) 
tem muito pouca influência nas características dos auto valo~ 
res. 
Para modificações no sistema através da vari 
ação de seus parâmetros, os resultados são bastante úteis. 
Porem, deve-se ter em conta que a análise é apenas local, isto 
é, em torno do ponto de equilibrio,e de que se alterarmos uma 
constante de tempo para modificar a convergência de alguma va 
riável de estado, alteraremos também a posição do ponto de e-




1\UTO V:'\LC"J!-! ( l) = (J o(~ J 
L\UTO Vt=TiJ:<. 
ºº 0 ,, n ._· o 
o,,o (' ºº 
-0,, o 
o .. (l 
""-~' ::~~! S':.\JS I hI L:Dt.iJES 
.. ,.,..,.,...).,. .... J .. .. ,...,, ..... , .. _, .. "'\ .. 
OL ( l )/Dr( ] ) = - l .' o 1-=•,>(~ rJ E 01 f•o O 
DL ( 1 )/f)D ( 2) = -~ 
,.. 
tJo ~ o " ,_, 
DL( 1 ) /DP( 3) - "":-o ':) l) oP 
DL(l ) / ºº ( 4) = non r.)o {) 
f)L( 1) /DP ( 5) -== .-. e :')o:") " 
DL( 1 }/DP{ 6 ) = ').,-'l (, ºº 
DL { 1 )/[;p ( 7) = ''o() r, · . .Jo 0 
i)L( 1} /OP ( e l -= - ;·,º 6 q9 l.? E-C' 9 U o l' 
OL(l ) / DP ( s ) ·- !) o ~l PoO 
DL ( 1 ) /DP ( lC-) = -· ,; OoJ ' o 
nu 1 ) /DP ( J 1 ) = i_! o t) •.~ o ;'"°l 
DL ( 1 ) / DP ( 12 ) = i-10 5Ci!'t;(:f-Ll ÜoU 
**** ******* **** 
J\I lT ,l V t\ L OR ( 2) = Oo9616<J Co u 
ALTO VETOR 
Oo lOt.'00 E 01 0 .. 0 
ºº l(::'•tV' f :"11 ()o O 
ººº ºº o 
ººº o .. o 
ºº o n,, 0 
ººº ººº 
o .. r ºº o 
****SENSIBILIDADES***** 
OL(2}/0º( 1) = -Do76617E 00 OoO 
Dl(2l/DP{ ?l = Oo7251lt-r'A noO 
OL(?)/11P( 3) = 
OL(2)/0P{ 4) = 
Dl( 2 )/ílP( 5) = 
f)L(?.) /f)P { 6) = 
DL{2 )/íl?{ 7 l = 
íll ( 2} /DP ( 8) = 
0L(2)/í}P( Cl) == 
!1L(2)/0P(1C') = 
DL{Z)/DP( lll = 
DL{2)/DP(l2l :::: -Oo6B216E-09 8oU 
**** ~***~** **** 
J 
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(,>v-·~. ,:i . 
'j 
80 
l\lJTê VALCP.( 3) = ') o ')º3 7 5 J 
1 o 1: ,~ ·': !, f:: íi l C o O 
Co1A21":=-t'-J -Jo'J 
.. 1,, ... t..J., .. \, St:NSIPIL IDADES *~~*** ... f'" '(~ ....... -")' 
OL( 3) /f)p ( 1} = -Jo 12:r'f1E ü'.l 0o0 
r) !_ ( 3 ) / D :1 ( 2 ) = o·.· eº r: 
DL ( 3)/í)P{ 3) = .'lo(' Üo O 
!lL { 3} /f)P( /+) = (1 Q :1 ººº 
DL(3)/0P( '.5 } = J., (j ººº 
f)L( 3)/DP( ú) - :·)o 7 i]J 2 5 t= - •:1 3 ºº (). 
DL(3)/DP( 7) = JoO ººº 
DL ( 3) / OP ( f ) = ,, ··1 o ~ Üo O 
D L ( 3) /1) P { 9) = :•o:) ººº 
OL( 3 )/DP ( h') = \)o·) CoO 
GL ( 3) ;no e ).1) = ' r, o .. o 'O ' 
OU 3) /[)P(l2) = 'o ,l ººº 
**** ******* **** 
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AUTC Vt\VlR. (4) = :).,98333 ººº J 
-íl º 39721.1E-01 O oO 
* ,~;}: ;,~ S[NSIB1LIDADES >!(***"'"' 
OL { 4) /DP { 1) = - 'l ,Q 33333E 00 o .. o 
D L { '1-) /f.'P ( ? 1 ,_ I -- - t~ º 2 L'i t) 1.?.. F - :; H e,,:) 
Dl(4)/DP( 3) = 
,, 
30465E-n5 o,,o ;r, 
DL( 4) /DP (. 4) -- ÍÍo 15352f-(i4 ººº 
OL(4)/0P( 5 ) = - ) º 4 8 2 6 8 E-:·1 6 ').,{) 
-GL(Ltl/OP{ 6) = tJo O o .. o 
DL(t+) /DP( 7) = ') o 5 5 54 2 F - 1 ? 2 O 0 f) 
DL(4l/DP( 8) = -Do 93724E-C 8 ººº 
O·L( 4) /DP ( 9) = Co - ººº ,, 
DL(4)/DP(l0) = ºº o· 0o0 
DL{ 1+)/DP( l l ) = -'Jo 11889E-C5 ºº o 
!JL( t .. i-) /DP ( 12) = (\, 
,.., 
ººº ~; 
**** ******* **** 
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AUTO V,1.LOP.(5) = e~º o J 
AUTO VETOR 
o.,n o,,o 
-0.,26D90E OG 0.,0 
-0.,26510E 00 GeO 
-0,,39764E 00 0.,0 
**~:~=:: SENS IBIL IOAOES *~::(~ * * 
OL( 5) /D P { 1) = -o., 250C'OE (li) ººº 
DL(5)/D?( 2) = Oo0 O.,D 
DL { 5) /DP ( 3) = Jo (} n., e 
OL( 5} /D O { 4) - ºº f) n n .• o ... 
DL(5 l/OP{ 5 ) = e.,'"' i:' 0 f 1 
·• DL { 5) /DP ( 6) = (1 0 J r, Q i) 
Dlt 5) /DP { 7) = (, o -) (; 0 () 
DL(S)/DP( F ) = n º 3 12 5 e E- e 2 fio O 
ou 5) /D P { 9) = ººº So {) 
DL(S}/DP{H'l = n.,:l t·_~ o () 
íll ( 5 ) / DP ( 11) - (~o e ºº o 
ou 5) /0 P { 12) = O., O ().,() 
.. \, ... , J,. ..... ,, , ... , .. ., .. 
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AUTO V.1\L 1Jr.:(6) = iJ,.90000 ººº J 
/\l;T C VETOR 
,., 
\_, o 5957Cf- ,12 o .. o 
no25596E 1C' Ú-o!".l 
Oof\ ººº 
ºº o ººº 
..;..(} _o 75t: 11C E !").-) ººº 
-0., 50 c,on ~ 00 ºº o 
Co 1 il ,,,-, .-, ç: ' - . J1 ººº 
*;t:i;:~'( S EN S IS I L I D A D E S ***** 
OL( 6) /DP { 1 ) = -;J,. 2onooF 01 o .. o 
DL ( 6 l / DP ( 2) = n.,::i ººº 
DL ( 6) /OP ( 3) = '),, f} ººº 
OL(6)/ílP( 4) = ººº ººº 
rL ({, l / QP ( i:;) = ,-) o :) ººº 
Dl (-ó) /DP ( 6) = ,, "· ººº ~- ~o 
OL(6J/DP( 7 l = ··i º n ººº 
OL ( 6) /OP ( 8) = !Jo 27680E-08 ºº o 
i) L { 6 ) ;n P ( q) = o., 2 ii( 1 í·f'J E no ººº 
D L ( 6 ) / f) P ( H- ) - ()oi ººº 
DL ( 6 )!Df-' ( 11) = ºº o ººº 
DL(6}/0P(12) = Do') o.o 
~: !:~ * ::~ ;1,,:,n/,*;,:c,;,~< **** 
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1\UT(; VAL CR ( 7 l = (J.,975C,• n.,o J 
.l'.UTC VETOR. 
-0 º 12 1, 15E ,, •'"'\ ·Jl.,- o .. o 
O. l ( 0'.)0E {)I {_) o o 
n.n ººº 
ºº o ººº 
t) º r! ººº 
-00562(17[ nc ºº () 
-ü .. 56208F. 00 0.,(1 
**** S EN S I F, l L I íl A D ES *,:<-,:'** 
OL( 7) /DP { 1) ·- _·-o., scrocr: 00 ººº 
OL(7)/0P( 21 = ~) õ o ººº . 
DL ( 7 ) / DP ( 3} = lo ,, ºº o >J 
fJ L ( 7) /DP ( 4) = •'o n ººº 
DL(7)/0P( 5) = :,1 o:• r, { ~ o ~., 
DL(7)/fJP( -6 l ·- (}o n ~::\ o ;:) 
DL( 7) /l)P ( 7) -, ~} o -~, 0.,0 
OL(7)/0P( s ) = () º ~ 2 r; 8 8 E - C 8 ººº 
DL( 7) /f) p ( q) = 00 e -·,o:) 
DL(7l/!)D(ti"'l = º J ;- ~ ,. f) E-J 1 {) o ft 
DL { 7) /DP ( 1 1 } = ,)., (i (lo() 
DL( 7) /íJP ( 12) = -'J., e ººº 
VI. 3. J - DOMÍNIO DE ESTABIL.IDADE 
Sabendo-se que o sistema produção-distribui-
ção tem dois pontos de equillbrio, um assintoticamente está -
ve, outro não, depreende-se que: o ponto de equillbrio assin-
toticamente estável não o é globalmente, ou seja, seu domlnio 
de estabilidade assintótica é limitado •. Pelo exposto no capI 
tulo V, para a determinação numérica do domínio de estabilida 
de, fêz-se um programa (vide apêndice) que utiliza o algorit-
mo Optim que é um método direto de minimização; na sua esco -
lha foi levada em conta a facilidade de programação e o fato 
de não haver a necessidade de explicitar a função -:tN(x), o 
que, no nosso caso, tornaria o problema mais complexo. Ova-
lor da função a ser minimizada (EQ) , em dado ponto é calcul~ 
do diretamente pela sub-rotina FONCT que, por sua vez, utili-
za a sub-rotina FU(que é a própria função f) para o cálculo 
de xk+l = f (x(k)) , ou seja 
DELV = f(x(k))T Q f(x(k)) - x' (k) Q X(k) 
onde a matriz Q = (P-l)T P-l 
A primeira dificuldade sentida na utiliza -
çao do processo é_que, para a determinação do mínimo de 
-6V(x) na superfície fechada v1 (x) = KA , o algoritmo 
somente determina mínimos locais, donde para valores de 
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KA crescentes, nao necessariamente os valores de -h.V(x.) de-
crescem em módulo e trocam de sinal. - ,.. . Portanto, e necessario 
fazer uma busca de condições iniciais para que: para valores 
de KA crescentes, o valor de -h.V(x) troque de sinal. 
valores 
-h.V(x) 
o processo .(programa) foi -~inicializado com 
das variáveis K(I) 
é positivo (pag. as). 
(vide apêndice) , para os quais 
7 Para KA(l) = O,llxlO e para 
o valor do incremento h.K = OK 6 = O,lxlO , o valor de h.V (X) 
teve oscilações em seu módulo, e a partir de KA(75), teve u-
ma queda brusca, havendo uma troca de sinal, de KA(86) para 
KA(87) (pag.91). 
O programa faz com que o ponto:'.demínimo para 
o Último valor positivo de h.V(x) seja tomado. como condição 
inicial e com um incremento de KA, (OK) dez vezes menor. 
O problema foi nao se ter conseguido determ! 
nar o ponto exato onde é feita a troca de sinal de -h.V(x)>O 
para -fl.V(x)<O Sucessivas tentativas foram infrutlferas, 
pois o processo de minimização retoma valores negativos de fl.V 
e para valores de KA crescente , o sinal não mais chega a 
trocar. Diante do fato, foi tomado para valor de KAmax o 
Último valor para o qual h.V(x) 
o domínio seria 
V(x) = x'Qx = 7 0,96 X 10 
(DELV) é negativo, ou seja, 
86 
: 
onde a matriz Q 
... 
e: 
-- -- -1 
' 1 ! -1 o{qy3a' 25068270·· -1 .. 30601 -l.OOt::97 
; 
-1 .. 04() 24 -1.01563 lo04154 
-1., Q3g3g i p-,q99 " \j _'j . -25.,69227 1.,30758 lo0J606 1 .. 04120 1 .. 01526 
25 .. 68270• -2 5,, 692 27 65B,, J-47 -31~ 5717] ..,.25., 05282 -25 .. 712 85 -25022449 
l,.3'"1758 -31., 5717;1 1 .. 71047 lo23367 1.,312 lo 25545 
1,, 0!'.1606; -25 .. 282 L,23367 1.,00799 l.O(l) 01 · 1.00085 
1 .. 04120 .. -25 .. 71285 1.,31250 loOOOQl lo 045 05 1.,01283 
1 .. n1s26 -25o2244Y: 1025545 1.,00085 j 1.,01283 lo 334 
A validade desse resultado (valor de KAmax) 





Cll"-1 D l C AU J :~ 1 C li'.L 
K ! lJ = -~1 0 6493'..,;) 1 .;, D n4 p (\ s = l'.o 5 t.. •D:•J 0(;0-02 
K(2}. = -:')o 10153r,,·,,,o i>5 P1\S = (.,,.5,;.JLlr:J Qt)í)-02 
K ( 3 l = -(1 o 5(}(/l;f'f\(]!') [) 02 PAS = ºº 500(),)J 000-02 
K! 4) = c .. sooocr-000 02 PAS = e, o SO(itJ:i) 00 D-02 
K ( 5) = ,,.,1ooococ,no {\2 PAS = O o 500J:i) 000-02 
K(6) = no 30(100 OC· CD 02 PAS - ºº 50:)00'J [!Qíl-02 
K( 7) = Do 200ü00ü(i[) (J2 PAS = ú., 5000J) 00 o-o 2 
EQ( OI = :::o 15737992E 19 




X{4)= 0.,54269999999999D 02 
X{ 5 }= O. 10853999999999D 02 
X(6)= 0.32562C00000000D 02 
X(71= 0.,217079999999990 ()?. 
EQ( 2) = .Jo22989497E 15 
KA( 11 = o.,11oro0000 01 DELV=-t'o367932110 C5 
e C'iL I e i\'I rnrcIAL 
K(ll = - ) 0 7t.l/i7 '.;,~•22 O 
K (2 J = -IJ.,947713620 
K!3l = -no 5427C'<10CD 
K(4l = C•o 542700~.',-l[) 
K { 51 = 1.l. l0854COi1D 
K ( 6) = do 32562('(ViD 
K (7) = Uo217CJ80ú00 
EQ( 0) = o., 51816834 E l 1t 
PONTO OE MINIMO 
X(ll=-0.708273971100000 04 
X< 21=-0.9sz4s21s0100roo 04 
X(3l=-0.542100oonoooooo 02 
X(4l= n.5399864Q999999D ~z 
X(S)= 0.107997299999990 02 
X(bl= ,.3z3g9190nnrncro 02 
X(7}= 0.,215994599S9S99D 02 
EQ( ll = 'lo 1236225(,E 13 
{ i Lt PAS 
U4 PAS 





KA( 21 = üo lZ<J(({;C(,D 07 DELV=-G.,37521667D 05 
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= u º '-i 1' iJ : 1 .i) C' 'J IJ-C 2 
= o. 50íJOO::> OüD-02 
= Oo 50000'.) GOD-02 
= í1 º 500:)0) 0'.)D-02 
= (J., 50000:) OOD-02 
= 005000()) OOD-02 
- O• 50000'.) 000-02 
CGNi.ll CAO INIC!t,L 
K ( ll = -Üo '3262?7170 
K(2l = -00127832370 
K( 3) = -,)o 581 745~i3D 
K(4) ')0518333470 
K(5) = o .. lü l6114CD 
K(6) = üo.3l<J98453D 
K (7 l = 00202211740 
EQI '1 l = lo5 11096418E 15, 




X(4l= Oo515741799g34(8D 02 
X(Sl= Oalnll03341114870 02 
X(6)= 0o~l25394532C5370 02 
X(7)= 0a?01200678R355SD 02 








K~( DELV=-0012464~620 r6 
9( 
= O o 5C•Ov'.1J OiJD-02 
= Go 50GO'J:> OOD-02 
= 0.5CH1flD) OIJD-02 
= ºº 50000:) 000-02 
-= ºº 500)1,)J 000-02 
= 0,.50000) 000-02 
= Oo SOOOJJ OCO- 02 
UJ\:"ICMI 11-;lLI/'L 
~' {l) 
K ( 2) 
K(3) 
K ( 4) 
K ( 5) 
K(6) 
K ( 7) 
fQ( rJ) = (,,4SC56483E 
XC2i=-0.l29113?3·,5Sl'·70 •.:~ 
X(3)=-0o587577G232744SO 02 
X(4l= n.513163Q9n93441D 02 
X(Sl= Oolf1608857B2C44D 02 
X(6)= Üo314li:215".' 1,714f:O ,Y:J 









FQ( 1) = 1)o2B625'tU8E fiR 




,, º 5 1 5 ·1 4 l?. CD 
. .:_.º 101 liJ3340 
')0312539451) 
ll o 2(; 1200680 
91 
-;/+ 1-'AS = Üo 5 '10 l11..•:l O•iD- 02 
C-5 p,\S == o. 5:JOt)'.1) 0 1) 0-D2 
(2 PAS = e,º 5rü(i,>) 000-02 
02 PAS = Oo 50fj'.)OJ 000- 02 
02 PAS = O o 5(•0 f)ü) (iij o-o 2 
02 PAS :::: o. scoooJ orn-02 
02 PAS = Co 5000U'.J 00D-02 
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cn~mre::11r_; HJlCl/\L 
K ( ll = -C.83451Clfl0 U't PAS o::: Oo 50000) OOD-02 
K(2) = ~Oo 12911389D 05 PAS = O e 500QOJ OOD-02 
K 13) = -Oa 58 757702D 02 PAS = O. 5000Cl::l 000-02 
K ( 4) ; Oo 5131 63CSD \_.z PAS = fio 50010) OO.D-02 
K(5) = (· o 10160 8860 02 PAS = G o 50000J OOD-02 
K{6) = O º 3 l ,, 1 O 21 50 02 PAS = Go 500003 OOD-02 
K( 7} = Oo 20120t,68D 02 PAS = 0 .. soo,)u) 000-02 
EQ( () 1 = ;,º 5C023887E 15 
PONTO DE MINIMD 
X ( 1 l =-Do 83%B26507222'0D 04 
X(2l=-0~12975945498Ef70 ~}5 
.x( 3l=-Oo 59051490839085D ()2 
X(4)= 0051572890638908D 02 
X{5)= Oolfll0091353134D 02 
X(6)= 80 312 53163 9719040 02 
XOl= n.20019467544141D 02 
EQ{ lJ = Cio 20190912[ 08 
KA( 87) = Oo97000P00D 07 DELV= Oo28054468D 05 
r,ro: i il J_C \; i lMICIAL 
K{ 1l = - o 13 _-1 t, r, 1 . 1 cq •. ir; P'\S 
KC? 1 = - 1 12'JJ13P9D {I" ,_. o PAS 
K( 3) -= -·Jo ':>3 7S77'?D C:2 PAS 
K ( li) = ·~ 513163c.9D ('2 PAS 
K ( r; ) = Co1,:,11,c~l8óO 02 PAS 
K ( 6) = 'lo 3 141 1' 21 50 cz PAS 
K(7J = eº 2012 <1(168 O 02 PAS 
EQ{ Dl 




X(4)= ~.5[5491302724940 ~2 
X(5)= 0.101095733088450 02 
X(6)= 0o30º4~6323321C50 02 
X(7)= Oo2CU1846154"7470 02 
EQ( 2l = C'o 4Cê92634E 09 
K A { 8P l = ílo 961Crcnc,~ ú7 ílELV=-C-070~919840 05 
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e·,º 5 -\~-, .. .Ji)) 0·_, D-ü 2 
= o. soo•JOJ or,0-02 
= ºº 5 üü 00'.l 000-02 
-= ú o 500ü0) uoo-o 2 
-= Do 5GOi/\):J 0')0-02 
= ºº 500'.)0'.} 000-02 
= 0 o 5C•000) OuD-02 
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e D''ll' r- e 11 :J I 1\Jl CI t,L 
1: ! l) = - ·'. s\3L, 51 r 1,. D í;4 p;\S : u º 5éJ00-l) 0 ,,D-02 
K{2) = -f'·o 1291138SD 05 PAS := o. 5000GJ 000-02 
K( 3) = -ü.53757702D 02 PAS = 0.50000)0úD-02 
K(4) = ':°1 "5c_, ':>491. 3": D -,_,2 PAS -= O., 5U000'.) OOD-02 
K ( 5 l = ~. 1,11()9ç,730 02 P/1S = r:;. 5 uoon::.i Cl'JD-02 
K(6) = ü.309406320 ,"!2 PAS -= oº i;r_•c)ix,:i ono-o 2 
K (-r) = t't. zn,:, l !346 2D 02 PAS = 0., 50C!O(;Q 00D- 02 
PONTO DE MINIMO 
X(ll=-0.8345101L~22109D n4 
X(2)=-0.129ll~RP~5~107D :l 5 
X(3)=-0o5B757702327448D 02 
X(4)= ~.497934207749200 02 
X ( 5 l = 0.10008477575757D 02 
X(6)= 0.304780698788180 (l 2 
X( 7) = 0.199173683099660 02 
EQ( 2) = n.473298?.0E C7 
KA( 89) = Oo9620000GD 07 DELV=-0.712069880 05 
CONCLUSÕES 
Sobre os métodos de análise propostos nesse 
trabalho, somente a contínua aplicaçãoa problemas de Dinâmi-
ca Industrial poderá fornecer elementos para a sua avaliação. 
O método da busca e determinação de pontos de equilíbrio po-
de ser considerado bastante satisfatório, tendo funcionado a 
contento no problema exemplo, sua limitação porém está liga-
da à dimensão do sistema, que se for elevada, exigirá um nú-
mero muito elevado de experimentos, pois sendo n a dimensão 
do sistema, o número de pontos experimentais é dado por MT= 
= 2n + 2n+l. 
A análise de sensibilidades tem suas limita-
çoes devido ao fato de ser uma análise apenas local, porém, 
mesmo assim, fornece dados quantitativos bastante úteis so -
bre a influência dos parâmetros nas características do siste 
ma. 
Talvez, o maior problema seja o do domínio 
de estabilidade assintótica, pois sua determinação, ainda que 
aproximada, para sistemas de dimensão elevada é de difícil so 
lução. Observe-se que a função de Liapunov, que foi tomada 
para o sistema, é válida apenas no caso em que os auto valo -
res do Jacobiano são reais e distintos entre si, que é o caso 
95 
do sistema tomado como exemplo. 
No caso de termos auto valores múltiplos, o 
que é bastante provável de ocorrer, tomando-se T ~ V(z)=z z nao 
teremos ~V(z) negativa definida, ou seja, V(z) ~ -nao sera 
uma função de Liapunov. Portanto, a cada sistema diferente, 
teremos que tentar novas funções de Liapunov, pois um proce-
dimento geral seria dificil de ser encontrado. 
Convém ressaltar que grande parte da análi-
se pode ser facilmente generalizada para qualquer sistema do 
tipo X(k+l) = F(X(k)) desde que se disponha da linguagem 
Formac, pois dai poderemos, a partir da função F, calcular 
automaticamente, Jacobianos, matrizes de derivadas parciais 
e fazer eventuais substituições algébricas, facilitando so-
bremaneira o cálculo. 
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A P '.Ê N D I C E 
PROGRAMAI 
Finalidade: busca e determinação dos pontos de equilíbrio do 
sistema X(k+l) = F(X(k)) , ou das soluções de 
G(X) = O 
Sub-rotina BOX 
- gera pontos experimentais (XO(L,J)) , segundo o 
planejamento de experimentos de Box. 
- argumentos: 
XMI: vetor dos valores mínimos das variáveis 
XMA: vetor dos valores máximos das variáveis 
N: número de variáveis 
MT: número total de pontos experimentais 
Sub-rotina NEWRA 
- computa a solução de um sistema nao linear pelo mé-





. .. . 
: numero var1ave1s 
ITMAX número .. . de iterações do : maximo processo 
EPSl valor numérico que define Jacobi ano 
.. 
sin-: se o e 
gular 
EPS2 : precisão desejada para a solução do si·stema 
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IERRl : =-1 matriz do Jacobiano é s_ingular 




vetor inicial para o processo 
vetor solução do sistema 
Sub-rotina JACO 
- computa os valores numéricos dos elementos da matriz 
(Jacobiano G' (X)) 
- argumentos: 
AA elementos da matriz G' (X) 
XNEW: vetor das variáveis 
P: vetor dos parâmetros do sistema 
N: número de variáveis 
Sub-rotina SILIN 
- computa a solução do sistema linear G' (X) .~X=G(X) 
não homogêneo pelo método de redução de Gauss-Jordan 
- argumentos: 
N: número de variáveis 
EPSl: valor numérico que define se a matriz AA é sin-
gular 
IERRl = -1 matriz AA é singular 
AA: coeficientes da matriz 
X: vetor solução do sistema linear 
99 





X . min 
Gera pontos l'---tai SUBR. 
experimentais BOX 
XO(t,J) 
MT=N 2 +2N+l 
Determinação 
de pontos de 
equilibrio 
(~EWTON~:RAPHSON) 













fH '-1 EN S I Oi•, x:,11 ( 7 l , X M 1\t 7 ) , X S t 2 G , 7 l , X u U.J ( 7l , Xi\ t: 'ri ( 7J , P ( L.:'.. ) 
f\= 7 . 
i"1A=2{, 
NP= 12 




READ{5,2Sl {XMI ( I) 1 XMA(I l tl=l ,N) 
R E AC ( 5, 8 :i ) ( P ( I ) , 1 = 1, NP) 
WRI TE (6, 7(il) 
DO E7 J= 1,NP 
87 HRI1E{6,900lJ,P{J) 
v-iRl Tf:{.:.},7C;) 





00 39 L=l ,MT 
Oü 4L J = 1, ,\J 
40 XOlC{J)=XC(L,J) 
CALL Nf¼RA(N,IT~A/4,EPSl 1 EPS2,IEk~l,lE~~21XCLC,XN~~,?) 
IF(IERRloLTeO)GO TO 333 
IFtIERR2oLTo0lGC TC 44 
IF{INoNEoú)GU TO 65 
33 IN=lí\+l 
lF{If\oGToMA)GU 10 63 
~ R I T E ( (1 , 7 :_ 2 ) · 
H F I T E ( 6 , 3 i: Q ) I f.i 
CC 5C I=l,N 
X S ( H1, I ) = X :,E ~-i( I ) 
5 O ~'I ,, l T [( 6 , 4 ,_~ O ) I , X S { ll' l , I ) 
GU TC )9 
65 CO'i TI NUE 
GO 51 K=l, I;~ 
D=Uo 
DO 14 J =l, N 
14 O=G+(XNHI{ 1 )-XS{(,, I) H'*2 
D= se FT { 1)) 
lF(D.,LTaOI)(-;(J TC 39 
51 C C i\ T 11\U E 
GC TC 33 
44 CONTINUE 
DO 55 I=l,~J 
I F { X U. \-, { l ) º C T o >,),'. :\ ( 1 ) ) G l T C 4 ·'+ 4 
IF{:Xí',[f<i{ l }ol loX'll( l} )';l) rc; ·t'i"t 
55 CCI\TH.UE 
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DO 66 I = 1 ,N 
66 WRITE(6,500)XU(L,I),XNEW( 1) 
¼RITE(G,6üO) 
GO TO 4 1-t4 
333 Ir"= Il"+l 
GU TC '59 
444 IP=lP+l 
39 COI\ T INUE 
wRITE(67334}l:v\ 
\1 RI TE ( 6 , 44 :5) l P 
GD TO 99 
63 ~rn IT f: ( 6, 23} 
99 WlH 1E ( 6, 93) 
29 FORMAT(2Fl5o3} 
ao FCf.°:tJ./I.T(f2J.,S) 
701 FORMAT(//22X, 1 PA~AMET~CS' 1 /J 
900 FüRMAT(8X,I5,F28o~l 
70J FGPWAT(//l3X, 1 XMIN 
8CO FDRNAT(2X,2F20oS) 
XMAX'/) 
7G2 FORMAT(//18X, 1 PJNTO DE EQUILlB~IO',/) 
300 FOR~AT(15X,'----------' 7 15, 1 -------',//) 
4(1') FD RM AT { 1 B X, ' X ( 1 , I 1, 1 ) = 1 , f 14 º ::>) 
500 FO~~AT(2CX,2F2OoS) 
60~ FORMAT(1CX,'ANAlISAR 1 1 ///J 
,334 FURMAT(lOX,15) 
445 FOR~AT(2X,I5) 
23 FORMAT(lCX,'VERIFlCA~ ISOLAMENTC'l 




SUl3 R CIJT I iü- [i,_~X (X::', l, X 1-' A, 1\.f MT) 
Cu>WC-i XC{ l<tj, 7l 
e 1 ;"J E /\ s I U'\ x: n { 7 ) 1 Â,'; ;) ( -, ) f Ur-'; ( 7) f k UM ( 7 ) ' s ( 7) , D ( 7) 
l" T = JV HL-1 + l 
DG 12 1=1 1 \ 
S { I } = ( X ·-11\ ( I } + \>1 I { I l ) / .~" 
O ( l ) = ( X ~,1 ;"j_ ( l ) - A ;,.; I ( ( ) ) / 2 ., 
l,!;•1 ( I ) = S { I ) + U ( I ) / 1\ 
1~ :~UH(l )=S( I l-1)( I J/.~ 
00 11 J=l , 1\ 
· LL=J-1 
LP=2>~ 0:<LL 
1) U 1 l i, = 1 , L P 
LRR=f\i-J + 1 
LTT=l+(K-l}*?**LR~ 
LQC=Z**(LK~-ll+{K-ll*l**LRR 
CO 13 I= L T T, L QÇJ 
13 XC(I,Jl=UM(Jl 
LSS=L TT+2,:,,:, { L?.h-1) 
LP P=K *2 **L?.R 
00 lLJ- I=LSS,LPP 
14 XG { l ,, J ) :.. .~. U, H J } 
11 curn Ii'lUF 
KTT=!'tV+l 
KP µ = Mr-i+ :,1 
J<Q<>l"M+I\ 
DU é T=i<TT,K;J!,) 
CD t J:::: 1 , i·i 
XC){l,J)=S(J) 
IF(l,,f',:f.,(J+;.;,,l))GC TC 6 
XC1 ( I, J l =X,.: d J l 
6 CC 1\ T n~u E 
DO 7 .i ·= l , :·, 
L=Kt;í,)+l 
DO 7 J=L, l(rp 
XU ( J , I l -= S ( I l 
I F ( J º r,:" { I -ti\.) J ) ) C i T [I 7 
X Li ( J , l J = X f1 I ( 1 J 
I C ._, ,·, 11 : , 'i ~-
C Ll ~. 1=1,., 




':i U '.:' f• l L r 1 i·. ,. \; :· .· '· :\ ( '", I T ;·i/', X , l: PS 1, E!; S ? , I [:_/ k 1, I t: :i :-:: 2., -< 'L :J, x·-: :· ;; , f' l 
ü I t·l t· !. S I C ,'~ X !.J L u ( 7 ) , X \ L h ( l ) , .< ( 7 ) , ,--, i\ ( 7 , o J 1 ~ < 12 } , I ,< ( / .) , J ,_; ( 7 ) 
IEflf\1= J 
I~KP?=-) 
;), l · 2 J -= 1 , !,j 
X :-H: \•; ( I ) = X C L iJ ( 1 ) 
z L e "' 1 1 r< 1_; r 
OU S lrE;:..:-=1,ILi:\.:< 
C t\ L L J ,1 C C ( .\,'., x ;·. :: ,1 , P , ,\1 ) 
C~ L L S 1 U.\ ( ,~, .: ,, ':i l , I i-:;,;; l , 1\), X:) 
1 F ( 1 ; • .L o i... T o . ) t~ d T Ll 1 l 
oc: _; I::::l,t\ 
I F {., ', ,~il- o A·, S ( X ( l ) ) o L T º E P S 2 ) G ü T !J 1+ 
3 CC!\T I;\;uf 
GC lC: S 
4 C iJ ·H I ''fü E 
CC ~í I=l,;~ 
X~E~(l}=XNEW{l)+X{I) 
5 CCJ i·H li\ U r-
G C TC 10 
9 IE:l<.~:Z-=+l 
kfTULZN 







DO l I=l,N 















3+P { 12)) 
AA{4 7 4)=-(P(1)/P{7}+P(l}/P(8)} 

















AI\ ( 5, 8) =-{ ( P { llIPl7) p::xNE ,H !t) -( P ( l) / P { q l ) * X'l EI-H 5} ) 
A A { 5, 8} = - ( ( P ( 1 l / P ( 1 O ) ) * X ~Jf ~-4 ( 7} - ( P { 1 ) / P { 12 ) ) *X~ E W ( '> ) ) 





Dl f"Ef\SI CN /J.A{7 ,a), IP (7) ,JC(7) tX (7 J 
NP l=N+ 1 
c,J 7 K=l,N 
l<"'l=K-1 
!31 GA=tJo O 
CC 3 I=l,N 
on 3 J= 1, l\ 
If{KMloEJoG) GO TJ 2 
O ü 1 I I = 1 , K :,n 
IF(IoECoildll)) GOTO 3 
Cü 1 ~lJ= 1, K'-11 
IF(JoECoJC(JJ)) GOTO 3 
1 CONTINUE 











DD 5 J= 1, \P 1 
5 AA{IUK,J)=~A(I~K,Jl/BIGA 
00 7 I=l,N 
lf(Iob.)oIRK) GU Tu 7 
,~JCK=AA{ I,JCK) 
DC 6 J=l,NPl 
6 i~ A ( 1 7 J l = \ ;\ { i 1 J } - .l. J L K * -'\ /1 ( l r, K , J ) 
7 CGf-.T lNlJE 
DO 8 I =l, \J 
IF~ I= IR ( I ) 
JCI=JC( IJ 






Trata-se de um programa elaborado (Iowa 
State University) com linguagem própria, usado na manipula-
ção de matrizes, especialmente adequado aos problemas exis-
tentes em sistemas de controle, tais como cálculo de auto 
vetores, auto valores, inversão de matrizes, etc. Acha-se 
atualmente implantado no Núcleo de Computação Eletrônica da 
Universidade Federal do Rio de Janeiro. Os programas para o 
cálculo de auto vetores e auto valores dão uma idéia de sua 
simplicidade, e cujos resultados são bastante satisfatórios. 
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*PGM AUTO \//\LOPES ,:,e /\UTO VETDRES 
L /\8 L 




*PGM AUTO VALORES 
l!\BL 
RE A.O (MATA) 
PRNT(MATA) 
E I GN ( MATA ) . 
*DATA 
*PGM CALCULO OF Q 
REtiD( ~"1~, TP) 
RE!\D( MilTT) 
LABL 
MA TK=T>.1 1\ TP( 1) 





Finalidade: Cálculo de sensibilidades do ponto de equilibrio 
em relação aos parâmetros e cálculo de sensibili 
dades dos auto valores do Jacobiano (F' (X*)'} em 
relação aos parâmetros. 
Sub-rotina DEFEP 
- computa os valores numéricos de 
- argumentos: 
N: número de variáveis 
NP: número de parâmetros 
Sub-rotina DAAPE 
- computa os valores numéricos de 
- argumentos: 
N número de variáveis 
NP número de parâmetros 
Sub-rotina DAAXIS 







N: número de variáveis 
NP: número de parâmetros 
Sub-rotina SENSI 




: elementos da matriz aA 
apj 
: matriz dos auto vetores de A (por colunas) 
AT: matriz dos auto vetores de AT (por colunas) 
N: número das variáveis 
NP 
... 
de parâmetros : numero 
aL 
ESC3 valor numérico de a l. : p. 
K : Índice do auto valor J 













~, __ . -· 
::; JACO 
axi 
- SUBR. ,. apj Imprime SILIN 
DX(I)/DP(J) - 1 
+ 








cálculo de: :;.. SUBR. 




~I Imprime ( 
·!resultados 
~ ' > 
( FIM 
cnM~C~ XS(7ltDFV(7,12),P(l2l,DAX(7,7,7),DAP{7,7,12J 
DIMPJSifHJ XNFW(7) ,A-"1(7,8) ,X(7),0XSP<7,12) 




R F /l D ( 5 , 5 ':1 (J ) { P ( I } , I = 1 , N P ) 
ºEl\0.{5,5r.n)(XS( Il,I=l,Nl 
RFAC(S,t1'l•lJ.(AU( 1 },-1-=l,N) 
R E A O ( 5 , 6 l\ 8 ) { ( A V ( I , J l , I -= 1 , l\l) , J = l , N} 
R E /\ O ( 5 , é>1'J :'' ) { { A T { I , ..) l , I = 1 , N ) , J = 1 , M ) 
E P S 1 =C,. C ·Y.' I 
NU=N+l 
C.A l L DE F E P ( N , N P l 
DO 1 I=l,1'i 
1 XN Et✓ ( I } = X S { I ) 
DO 2 IP=l,NP 
C~Ll JAC1(AA,XNEW~P,N,NP) 
DO 3 l= l, N 
00 3 J=l,N 
3 AA(I~J)=-AA(I,J) 
DO Lt I = 1, M 
Lt AA{I,NUl=OFP(I,IP) 
CALL SILIN{N,EPSl,IfRRl,AA,XJ 
IF(IERRloGT.O}GO TO 10 
-WRI TE(6 ,Lt4-) f P 
10 Cll!\!TJMUE 
DU 5 I = l, N 
5 DXSP(l,IP)=X(J) 
2 CflNTif'!UE 
W R I T E ( 6 , 7' -~:, l 
t·?--'. I T E ( 6 , 7 ;- l ) ( I , I -= l , 7 } 
DCI l l J-= l , N P 
H P I T J:= { 6 , i [; O ) J , ( DX S P ( I , J ) , I = 1 , \J ) 
11 cornINUf: 
WR ITE(6,9(.'0) · 
WR ITF. {6, 1··,on) 
CALL DAAXIS{N,NP) 
CALL 01\APE(N,NP) 
DO 66 ·I=l,N 
DO 66 J=l, '.'J 
!Yl é6 K=l,NP 
SUMA-=(·º 
00 55 l=l,N 
55 SUMA=SUMA+D4X( I,J,L)*DXSP(L,K} 
SUMA=SUMA+DAP(I,J,K) 
66 AO{I,J,Kl=C~PLX(SUMA,0o0) · 
f1ll 6 K=l,N 
W R l T F_ ( 6 , 1 n :n ) K , ~,u ( K ) 
112 
i,JR ITf ( 6,lnr,2J 
f)0 7 T = 1, N 
WRITF.(6,1003)AV( I ,K) 
7 CONTH-:UE 
hlRITE{ó,F·:'·14) 




~·JRI T!= C 6, 1 ,-·u6) 
6 CílNT rn UE 
4 't F O R M J\ T O 2 X , I2 , ' I E R R 1 = - 1 1 / ) 
700 FORMAT(ZOX'SENSIBILIDADE DO PDNTO OE EQUILIDRIO Eq RE' 
1,'LACAO AUS PAR4METROS 1 //) 
7 ;:;] FOR Mt; T ( J. ·~t-X, 7 ( 1 PX ( ' , I 1, 1 ) / 1 , 9X) / ) 
8(iD FORMAT(3X,'/DP( ',12,') • ,7(Fl3o4 12Xl/l 
9)0 FURMAT(//2X, '****************************',///) 
1n00 F0R~AT(?X,'SENSIBILiílAOFS DOS AUTO VALORES EM RFL\CAO' 
4, 1 AOS PARAMFTROS' ,//) 
1001 FORl'-'ATOH1 1 5X'AUTO VALOF(',Il, 1 } = 1 12Fl0o5,'J'//) 
1002 FOPMAT(8X,'AUTO VfTílR'/) 
1cn3 FURM~T(l:X,2El6o5/) 
1004 c • R~AT(l6X,'**** SFNSIBILIDAD~S *****'/) 
11'005 FORMAT(5X,'íll(',Il,')/DP{',12,'l =• 1 ;~fl4o5/) 
1G06 FORMAT(/20X, 1 ***• ******* **** 1 //) 
5DJ FCRMAT(Fl5o5) 





( 17 M~CI': XS(7),DFP(7,12),P(l2),DAX(7,7,7),0,,\P(7,7,12) 
nnubL[ PRECISitJN XS,íJFP,P,O.L\x,o~'\P 
nn 1 r = 1, \J 
IJ,l 1 J=l, h!P 
J. l)!= ;J ( I f J J .=:io 
ílr:P(l, 1 ):::::?(2)-CXS( l) }/(P(3)+P(4)~<P(5)*XS(3) /XS(2)) 
nr P < 1 , 2 > = r < 1 l 
DF P ( 1 , 3 ) -= P ( 1 ) >',:: X S ( 1 ) / ( P ( 'i ) + P ( 1+ ) ,:, D ( :, ) ,:, X S ( 3 ) / X S ( 2 ) ) :1,<,:, 2 
DF P {l, 4 } = ( P ( l ) >!<X S ( 1 ) ,:,: ( P ( 5 ) *X S ( 3 ) / X S ( 2) } l / ( P ( 3) + P ( 4· ) * P ( 
15)~<XS(3l/XS(2) ),:<:.!<2 
OFP( 1, 5)=(DFP{ J ,3)>i'<(P(L.)*XS(.3) /XS( 2))) 
oi= P ( 2, 1 } = X S ( ú ) / P ( 12 )-X S ( 1 ) / ( P { 3 ) + P ( 4} ;'<p ( 5) * X S ( 3) /X S ( 2) } 
DFP(;~,3)=DFP(1,3) 
DFP(2,4)=0GP(l,4l 
!)f- P ( 2 , 5 ) =D F P ( 1 , 5 l 
D F P ( 2 , 12 } =- ( P ( 1) * X S ( 6 l ) / ( P ( 12 ) l ,:,* 2 
D F P .( 3 , l ) = ( P { ? } / P { 6 l - X S ( 3 l / P ( f> ) ) 
DFP(3,2)=P{l)/P{6l 
DFP(3,6J=-P{l)*P{2J/P(Al**Z+ 0 (l}*XS(3}/P(6)**2 
DF P ( 4., l ) = - ( J. º / P ( 7 ) + 1 º / P ( 8 ) ) *X S ( Lt l + ( L, / P ( 8 l ) * ( xs ( 1) - xs ( 
2 2 } - X S ( 5 ) - XS ( 6 ) - X S ( 7 ) ) + ( 1 º I P ( 8 ) ) ::1.: ( - P { 3 ) - P ( 1-t ) + P { 5 ) +:> ( 7 ) + 
3 P ( 9 ) +P ( lf' l +P ( 11 ) +P ( 1 ;.:: ) ) .,,.,, X S ( 3) + P { 2) 
DFP{4,2 )=P{l) 
O F P ( 4 ,, 3 i =- ( P ( U / P ( B) ) * X S ( 3} 
OFP(4,4J=ryFP{~,3) 
Df O ( 4, 5 l =-DF P (/+, 3 ) 
0FP(4,7)=0FP(4,5}+P(l)*XS(4)/P{7)**2 
0FP(4,8)=fP(1 )/P(8)*,:<?.)*( (XS(t+)-XS( l)+XS{ 2)+XS{5)1-XS(6 
6 )+ X S ( 7 ) ) + X S ( 3 } ~' ( P ( 3 ) + P ( L, ) - P ( 5 ) - P ( 7 ) - P ( 9 ) - P ( l O ) - P (1 1 ) - P 
7 ( 12 l l l 
'1F P ( "· , 0 ) = { P ( l ) ,:, :< S ( 3 ) ) / ,_) ( 3 ) 
nFP(q 1 ]: 1=~FP(4,ªI 
OF P ( 4, 11 l = O F P ( 4, 0 ) 




ílFP("',l).:o:XS(7) IP( l('l-XS(6)/P(l2) 
D F P ( (. , 1 -. l = - P ( 1 H' X <; ( 7 ) / P ( l ., l .;:, ,:, ? . 
1)F P e f., 12) == e r < J 1 ,:, x s { ~- l > / P < 12 > *>:'?. 
O F D ( 7 , l ) = X S ( ':i l / ,) ( '-J ) - X S ( 7 ) / P ( 1, •) 
OFP(7,9)=-(P(ll*XS(5))/P(0)**2 




SU f-H,~ P U TI \ r () ,1. A O ~ { i\J , :~ P ) 
cn M r-1 e: M x s e 7 > , o F P < 7 , 1 2 > , P < 1 2 > , o A x < 7 , 1 , 7 > , o A P e 7, 7, 12 > 
f.HJ Uti. L E PP f C J S ! '.7 N X S , D F P , P , D A X , LH, P 
'10 1 I = 1, N 
!)U l J.-::cJ.,,.! 
DO l K-=l ,i.JP 
1 !l,\P( J,J,K )=C;o 
D=P(3)*XS{?)+P(~l*P(5)*XS(3) 
DAº(l~1,l}=-XS(2)/n 
O A. P ( 1 , l , 3 ) = ( P ( 1 ) * 1 X S ( ?. ) ,:,* ? ) ) / D * ,:,: 2 
OA P ( l , 1 , 4 ) = ( D ( l ) ,:, P ( S ) *X S ( 3 ) *X S ( ? l ) / [) **2 
0'}, P ( l , 1 t 5) = ( P ( 1) * P ( 1t) * X S (?),::X S ( 3) ) / o:::,,:,z 
D.<\ P ( 1, 2 , 1 _) = - ( ? ( 4 ) ,:, P ( 5 l ,:, X S { 1 ) ~' X S ( 3 ) ) / D -:,:, * 2 
D.te P ( 1, 2, 3) = ( P ( 1 ) ,:, P ('+) *P ( 5 ) :>:<X S ( 1.l *X S { 3 ) ,:, ( 2 º ,:,p ( 3) * ( X S ( 2) 
l l -:i:~ ,:, 2+ 2 º ~' X S ( 2 l '-" P ( 4) ,:: P ( 5) * X S { 3 ) ) ) /0* ~-'+ 
D A P ( 1 , 2 , 4 ) ·= ( P ( l } *P ( f+ ) -::, P ( 5 ) * x·s ( 3 ) \'. X S ( 1 ) ~' { 2 º * P ( 3 ) ,:,: xs ( 2 l 
2* P (. 5) :(, X S { 3 ) + 2 ., ,:, ? ( 4 l ,;, ( P { 5 ) ,.., * 2 l * ( X S ( 3 H' * 2 l ) - ( O** 2 l *::> ( 1 ) 
3*º(5PXS(3)*XS( ll )/D'-"~'4 
D:'\ P ( 1 , 2 , 5 } = ( P ( ! ) ~' P ( 4 ) :1,: P ( 5 l ~' X S ( 3 ) ~' X S ( 1 ) * ( 2 º -,:, P ( 3 l * XS ( 2 ) * 
4 P ( 4 ) :): X S C 3 l + 2 º * D ( 5 ) * ( P ( Lt) :O:< O:< 2 ) ,:, {X S ( 3 ) ,:, * 2 ) ) - { D ))q'. 2 ) * P ( 1 ) 
5 *P ( 4 H''< S { 3) >:<XS ( 1) ) / íl*'-"4 
[H\ P (l -, 3 , 1 ) -= ( P ( 4 ) •l< P ( 5 ) -,:, X S ( 2 ) ~' X S ( l ) ) / D,:,":< 2 
Dí.\ P ( 1, 3, 3 l = ( P ( l l "'" P ( 4) ,:, P ( 5 ) * X S { 2 ) •l< X S ( 1 l ,:, { - 2 o*? ( 3 ) * ( X S ( 2 
6 l >!< * 2 ) - 2 ., '!.< P { L1 } ,:,: P ( 5 ) * X S ( 2 H 0 X S { 3 l ) ) /D,:, ~ut 
DAP(1,3,4)=(P(l)*P(5)*XS(2)*XS(ll*D**2-P(l)*P(4)*::> (5)* 
7 XS ( 2 H' X S { 1 l * { 2 " ,;.p ( 3 l ,,. X S { Z} * P ( 5 ) ,:, X S ( 3 l + 2 o * P ( 4 l * ( P ( 5 l * * 2 
8)'!' (XS(3 Hc:<2) l )/D;'o:,4 
O A P ( J , 3 , 5 ) = { l-1 ( l ) ,J< P ( 4 ) * X S ( 2 ) ,:, X S ( l ) ,:, D 1,, ,J< 2 - P ( 1 } * P ( 4 ) "'P ( 5 ) * 
l X S ( 2 }>:< X S ( 1 l * ( 2., *º ( 3 ) ,:q S ( 2) ,:, P ( 4) * X S { 3 ) + 2 o* P { 5 ) * ( P ( !i- ) ,,., * 2 
2 l* (XS(3 }**2))) /0**4 
O.\P( 2 1 1, 1..} =-)flP{ 1, 1,1 l 
'.: " f) { 7 , 1 , 3 ) :: C' ,\ P ( l. , l , ~ l 
Q\P(?,1,4l=OAP(l,1,4l 





'1 !\ P ( ? 1 -~ , l ) =!1 .ti P ( 1, 3 , 1 ) 
f1 td"> ( 2 , 3, 3 ) :::: :J !i. P ( ! , ::, , 3 l 
D ó. P ( 2 , 3 , 4 ) = n "' P e l , -.:_; , i+ l 
·D!\ P ( 2, 3 1 5 ) ·= f H\11 ( 1 , 3, 5) 
llA P ( 2, /: , 1 ) = 1 o IP ( 1 Z ) 
~\P(2,6,12)=-P(l)/P(l2)**2 
DA P ( 3, 3, l ) =- 1 o / P ( 6 ) 
D~º(3 7 3r6l=P(l)/P(b)**2 
f) l\ P ( E~ 7 l f 1 ) -= lo / P ( ~:;) 
,·,.-,o ( .'.., '. • ~ ):c.-P ( 1) /,) {e,) ,::o~) 
[) 1\ P ( 1t , 2 , 1 l = - D t\ P ( 4 , l t 1 ) 
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O~\ P ( 4, 2, ~J } =-DA P { <i , 1 , :-J l 
D/\P(4,3,.l)=(lo/P(8))*(-P(?)-P(4)+P(5)+P(7)+P(9)+P( 10) 
l+P(ll)-t·P(l;~)l 
Dt,P(I,, 3ir.i)=-P( 1) /P( t"'l) 
DAP(4,3,4)=DAP(4,3,3l 
O~P(4,3,5)=-DtP(4,3,3) 
D t, P ( li , 1 ir 7 } = D ;'e P ( .,t , 3 , 5 ) 
Dt~ P (/t, :1 • R l -=- ( r ( 1 ) / P ( e ) * * 2 ) * { - P ( .3) -P ( 4) +P ( 5) +P { 7 )+) ( 9) 
2+P{ Jr')+P-{ lll+P( lt:')) 
DAP(4 1 3y9)=0AP(4,3,5} 
DAP(4,3,10)=QAP(4,3,5) 
D A P ( lt , .i -, J 1 ) = O A P ( 4 , 3 , 5 ) 
D'.\ P ( 4, 3 • 12) =D /1. P ( 4, 1, 5} 
DAP(4,4,1)=-{lo/P(7l+lo/P(B)) 
0AP(4,4,7J=P(ll/º(7)**2 
f) A P ( 4 , 4 , B ) = P ( 1 ) /P ( 8 } * ,_'( 2 
DA P ( 4, 5, l ) = -1 o/? { 8 ) 
O~P(4,~ 9 3)=P(l}/P(8)**2 
D l'Y ( 1~, 6 , 1 ) =D!\ P ( ti- 1 5 , 1 ) 
DAP(4,6.8}=0AP(4,5,8) 
DAP(4,7,l}=DAP(4,5,1) 





n A P ( ó, 6,, l } =- l º /P ( 12) 
DAP(6 7 6,12)=P(l)/P(12)**2 
D A P ( 6, 7 to" l ) = 1 o / P ( 1 íJ ) 
f)l\P(6,7T1~)=-P( l)/P( l!.>)*>:•2 
f1 "' P ( 7 , ~ r l l = - 11 A. i > ( r-j , '5 , 1 ) 
"") 0\ : ) ( 7 1 '5 y ,; ) ::: - i"_, ~. p ( 5 , i:; , (j ) 
G 1-. p ( 7 ' 7 " 1 ) ==- f) L\ o ( 1) ' 1 ' l ) 





CU M ~1 f j\' X .S ( 7 ) -, n ç: P ( 7 , 1 2 ) , P ( 12 l , n 6. X ( 7 , 7 , Y ) , O AP ( 7 , 7 , 12 l 
D1U3Lf PRECISION XS,DFP,P,JAX,DAP 
no 1 1 -= 1, '-1 
f1!: 1 J=l,N 
f)U 1 K= 1, '-1 
l n A X ( I , J , 1< ) ::: ( 1 º 
íl=P{3)*XS(2J+P(4l*P(5)*XS(3) 
nAX(l,1,2)=-(P{ll*?{4l*P(5)*XS(3l l/0**2 
DAX0,1.-,J)=(P(l ):."P(<tl*P(5)*XS(2) )/0**2 
D,'Ã X ( l, 2 , l l =O A X ( 1. , 1 , ·2 l 
f)!\ X ( 1 1 2, 2 ) = ( P ( 1 ) ,;-,p ( 4) *P ( 5 l =:, X S ( 1 ) ,:, X S ( 3) ~' ( 2 º,:,X S ( 2 ) * ( P ( 3 ) 
1 p, *2 + 2 o ,:, P ( 3 l >.'< P ( 4 ) ,<, P ( 5 ) ,:, X S ( 3 l l ) / D* *4 
D/\ X ( l , 2 , 3 l = { P ( l l ;1,,p ( 4 l ,:< P ( 5 ) * X S ( l) * ( ( P { 4 ) * ,:, 2 l * ( P ( 5 ) ,:, * 2 ) * 
7(XS{j)**2l)l/~**4 
ílAX(l,3,2)=0AX(l,2,3) 
nt, x ( 1 , 3 , 3 >-= < p e 1 l ,:,: P < 't J * P < 5 J * x s ( 2 ) * x s < 1 J * e -2,, * P <J ) ,.,0 t 4 ) * 
3 P ( 5 l ,:, Y. S ( ? l - ? º ,:< ( P { 4 l ,:, ,:, 2 l ,:, ( P ( 5 l ,!d~~ ) * X S ( 3 ) ) l /D** 4 
Ot\ X ( 2, l, 2} =DAX ( 1 , 1 , 2) 
D:\ X ( 2, 1 1 3 l = ílti. X ( 1, l, 3) 
OAX(2,2,l )=OAX(l,2,1) 
ílAX{?,2,2)=nAX(l,2,2l 







1ESC2(7,12) ,ESC3(N,NP) ,C(7) 
DO 15 l.:;: 1, N 
C ( I l = ( O., O , O., O) 
00 15 J-=1,N 




DO 17 I=l ,N 








Finalidade: Determinação numérica do domI.nio de estabilidade 
assintótica V(x) = KA 
Sub-rotina OPTIM 
- determina o mínimo local de uma função de n variá-
veis (método direto) 
- argumentos: 
NINC: número de variáveis 
PASK: valor numérico do passo 
NBITER: número máximo de iterações para o processo de 
minimização 
PRECD: precisão relativa desejada para a solução 
IMPRES : impressão das iterações, se Impress=I impressão 
dos·resultados a cada I iterações 
DELV : valor numérico de AV(x} 
KA : valor numérico de K, (V (X.) = K) 
Sub-rotina FONCT 
- computa o valor numérico da função a ser minimizada 
(EQ) 
- argumentos: 






valor numérico de ~V(x) 
valor numérico de K, (V(x) = K) 
número de variáveis 
- computa os valores de x(k+l) = f(x(k)) 
- argumentos: 
NINC: número de variáveis. 
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fJ."• 1•\'-lt '."J L) ( 7, 7 l , K ( 7) 1 P ( 12) , Z ( 7) , X S ( 7) 
_i)(;IJFLr p:~•:ClS Ir·N ,),K, P, z,xs 
í)lt,ÍU!SF'~~ Pl,SK(7) ,VUL(7l 
iV1l Jf L f p r< f- [ T .S I fJ'-! P ;\ S K 1 f) cl V, K A f O K 7 V Ü L 
"r~ t\íl ( r::. , J. 1 • . · } f i I h C , i'!'·, f T F R. , !:·'. PR f S , P k E CD 
l 'Hj F 1) P íV1 !, T ( 3 T. L,, F 1 q o h ) 
R F. t\ C ( çc , 1 · ·: • 7 l ( X S ( I ) 1 I = 1 , N I N C ) 
l(r,7 f=!~ll-l_~;;\T(Fl',o5l 
R ['. Af; ( 5 , 1 :_; l ) ( K ( I ) ., I = 1, H n,1c l 
1 ,~ 1 F O 1-? i\' 1>, T ( r= l • º 5 ) 
NP =12 
Q F A tl ( ':> , 5 5 ) ( P { I ) , I = l, ,. NO t 
55 FOR~AT(r1So5l , 
Rtf0(:,,79) ( (C){ I ,Jl ,I=1,N1NC} ,J=l,NINCJ 
7q FO"<r,tt:T(Fl5o5) 
')r:' l '17 l I = 1. , :·-, I r:c 
1872 K(I)=K{Il-XS(I) 
K/1-=:•., 1 D ;)7 
;lK = t., 1 D :°'' ó 
rJU 11.1 .l',= l (.i D 
TtJL=1)0 l 
rn O=í"' 
0'.1 -4tt I=l,!\'lflC 
on 44 J=l,NIMC 
O ( T , ,J i "'""Íl ( T : ,J ) / 3 '.i n e 5 'J ;_. 
4-4 CONT Il\:Uf 
W·t r T E h , 7 l ) ( ( O ( I , J ) , J = 1 , N I N C l , I = 1, N I N C ) 
71 fCJít'·Lt, T ( 2 X, 7F l 2o 5) 
15 K.~=KA+fJK 
DO 1c77 I=l~N!~C~ 
1 9 7 7 1/ O L ( I ) = K ( I ) 
'.J::J 111 I=l,'.-.!'.JC 
111 Pi\Si<.(I)=;.,~[)-!__i2 
(', L L [: l) T J \' ( f'i ! í< ( , 'J !\ ') K t ,rn ] T f.:" i-º f p !-Z f C l) t J M p R E$-, 0 [ L V t K A } 
rru-:= I RU+] 
\'IF l TE { 'i , 1 1 ) I ;_,: C! , K '\ , :) t:. L V 
11 F :J F i·í i\ T ( / 3 X , 1 :< ,í\ ( ' , I 5 , 1 } -= ' , D 1 5 º 3 , • 
r F ( I r, [ o e To i\\J ,,: /\) ,-; Cl. T n fl f! 
IF([l~J:S(Di:LV)oLTorCL);";o TO f,g 
1 F { ü E L V º GT º :1 ) G.:) TO l 7 
•'.";fJ TC 15 
17 l, /, = K :\ - 1 K 
Cl<.=CK/1_-,o 
1 <J f:;/3 K ( I ) = V fl L ( T l 
GC Tíl 15 
fl .:1 ~? I TF ( ó , 6 :i J) 1< A , I R .J, fl E L V 
f--,. -.. 1 rc .• ~,.,, t_T { 7 x , , '< _,.._ = , , 1= 2 ., ., , , 
... : .\ L L. :: ;< I T 
[- r.j f) 
fFC=',I5, 1 
DELV=' ,D15.,8/) 
DELV=' ,F20, 8) 
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S U p, P. r·u T I N i: í1 PT H1 ( ~,j 11'-J C , P .1\ S l< , ~; R J T F R , P 1~ E Cf) , l ~--1 P R E S , D E L V t K A ) 
( O "1 ~1 U t; f.; ( 7 , 7l , !< ( 7 l 1 ~ ( l 2 ) , Z (.7 ) , X S (7 ) 
D(1ll"Lf P2FC15HJ'.,! iJ,i<,o,z,XS 
DJ "-'f i,5 IO'J- P.".SK {·7 l, :?[LK{ 7 l, i<JON( 7), V,'\Ll<OA ( 7), DIFK(7), 
2DI FKbJ\(7) ,Kf:(7) ,KV(7,7) 
D! ) 1 J P L f f' ~ f C I S I C' \! P . .'.\ S K v O E t K t I<. 8 0 i\l , V A L K B J\ , 0 l F K , D ! F K R ~ , K R , 
3KV,KA,DFLV 
FAC TPA =2o 
WRITF:(A,2'4) 
DO 1 I = 1 , N I !'·JC 
\../R I TE ( G , 2 { i 5) I , K ( I ) , P .AS K ( I ) 
VALKPt,(I)-=K(I) 
D I F K ( I ) -= '' o 




2 DfJ 3 1 = 1 , N I N C 
l<R(I)=K(I) 
I F { f'J ll P. S ( K R. ( I l l o L T" 1 l K P ( I ) =lo 
3 UJNTINUF. 
JF(ISoEQ<>'1)GO TO 5 
DO 4 I = 1 , ~.4 I f;JC 
JF(DA8S(P/\SK(I)~•KR(1)/K(I)l.,GToPRECíl) GOTO 5 
4 CONTINUE 
GO TO 2B 
5 NLI~1=3*NINC 
DO 6 I=l,:,iLIMJ 
Il=T-( ( r-·11/3)>:<J 
T2=(T-1 )/1-+l 
6 !( V ( 17-, I 1 l =K ( I 2) + ( FLO;\ T ( I 1) -2 º ) ,:, P '\~ K ( l % l 1.::K R ( I 2) 
nn ~ I=l,NLIM2 
DO 7 J = 1 , 11H '.'-lC 
L = M OD { { I -1 ) / ( 3 ,;<* L'-1 I N C-J ) } , 3) + 1 
7 K(Jl=l<V{J,L) 
CALL F0NCT(EO,DELV,KA,N1NC) 
IF(l=iJoGEof:CBON)G11 TO 9 
í= 1) 3 C\l.= F G: 
Oi) ?- 1 I = 1 , '! J;" C 
K B O r·H I f l = r-. ( I I ) 
8 C 8N TT t,! UF. 
q COI\JT INU!= 
10 IF(~CR~NoGFoEQMIN)GO TO 19 
FC' 0 =[ O B (l:\J 
IF( 1:;ºr~1º 1 }GiJ Tr-.; l "i 
r, l l 11 T = l , ,,n is, C 
11 ,;.LK{l )=KP.rl~,l(I)-V,\LKhA{I) 
1? nn P r = 1, iH I\; e 
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13 K ( I ) = f< i, r, \ ( T ) + n;: L :< ( T ) 
U\ 1. L F C: \iC T ( [J;, r · •; L V, i<. ,) , f,i l ~! C) 
T F ( F <) o l-: ~- o F 0P ) ::(' T f1 l 5 
o; l 1 4 I = l , N I r,,_; C 
ílf- 1.1" ( I ) =Z o ,;,!)FLI< ( I ) 
llt Ka:Cf,!(I )=KU) 
Gn TU 1:· 
1 5 !) D 1 r--. I = 1 , ',J I N C 
OIFKR~(J)=OIFK(T) 
1 6 ll I f K ( 1 ) .:: K B C! N ( l } - V 1\ L K l1 A ( I ) 
IS= C: 
EQM H~= EQR 
f.: 0 J:)O ~-• = F: Q l{ 
N=N+ l 
IF(NoGTol~PITER)("';CJ TO 27 
DO 1,:1·1=1,"!ll'~C 
IF(D~~S(DIFK{l)/KBO~{I))oGToPRECD)GO TO 21 
l 13 CDNT ll'iUE 
GOTO ~8 
l 0 DO 2C I = 1 , N Ih C 
20 PASK(I}=PASK(I)/FACTPA 
TS=l 
GrJ Ti::' 25 
21 IF(NoLTo2) GO T(l 2'5 
00 2 1, I=1 1 NINC 
I F { C I FK ( I } ;H) I F K ?, t\ ( I ; ) 2 2, 2.4 1 2 3 
22 PASK{l)=PASK(I1/rAcTPA 
GO TfJ 24 
23 PAS~(I)=P~SK(Tl*FACTPA 
24 CUNTI/\!Uf 
25 Ul7H Th!JF 
1),1 2c r=1,:n1\C 
V·\ L!<r, t ( I) =Kü U'·;( I) 
26 i< ( I )=i<.bUl'J ( T l 
<>J TC ;:: 
2 7 kir I 1 F < ó , ~~ -~ 2 > 1,1 
28 U,iH EJJF 
D íl 2 ~) I 4 = l , f'!I N C 
29 K( Ilt)==KRCf.l(TL1) 
\-' R I T F ( f) 1 2 (· 3 } ( J , K ( ,1 l , J = 1 , N J f~ C ) 
WRITE(6,?hlJ~,E~~IN 
e!\ L L FON e T ( ri:i' D~ L V' KA, N I ric ) 
CtJ\T H LI r-
G',= T U•'!i 
201 FO~~~T(/,lnX,3H~Q(,14,4Hl = ,E15~8,//) 
:2.C.'2 FOí<~11\T (lH ,/////?.,X, 3'HWRECISAD DESf:J1\Dt\ NAO FOI JílTI, 
1 5H n /'!, E ~.,i, T 1+ , 12 H I T C .~ .~ C !l f S o , / / ) 
2; 1 3 fl 1 R''1/;T{///,25'.1 , 17~-iP•YHCJ Dl: :-101P.u ,////,(lH ,5X,ZHX(, 
? 1 J. , -~ 1 ' ) = , n :· l º 1 1, , I ) ) 
7 ; !: f(F: ·,• :\ T ( li l j • 3 . X ' 1 e ',,, n T e ,'S I ~n e. I ;\ L t / / ) 
~:"5 i::(jt'/-1 i\T(Jr1X,2HK(,Il, 1tl·!) = ,Dl"o:J,r.:X,6:-iP.I\S = ,D15oB,/) 
s::rrn 
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StJr31;; 1 lUTWI: F!1NCT( UJ ,DFLV,KI\ ,NINC) 
CD ,'J "'' ON Ç { 7 , 7 ) , 1( ( 7 ) , P ( 1 í:. } , 7 ( 7 } , X S ( 7 ) 
D~UBLf pprcISION Q,K,P,Z,xS 
D• U3LE PRECISI0N KA,OELV,Vl,V2,Cl 
e L ='1 º 1 o :.,6 
Vl=r'o 
no 33 I=I,NINC 
n ,1 3 3 J = 1 , '\l r N e 
33 Vl=Vl+Q(I,J)*K(l)*K(J) 
C.A L L FU H~ I I\J C l 
DO 44 I=l,NJNC 







C O 'í M iJ ~~ fJ ( 7 , 7 } , i< { 7 ) , P { 1 2 ) , Z ( 7 ) 1 X S ( 7 } 
D0UBLE PRECISION Q,K,P,Z,XS 
no 11 I=l,i\INC 
11 l(( I l =K ( I l + X S ( I l 
Z ( l l = K ( l ) + P ( 1 ) "'' P ( 2 } - ( P ( 1 ) ~'K { 1 ) ) / ( P { 3 ) + P ( 4 ) ,:, P ( 5) *K ( 3) / K 
1 ( 2 ) ) 
Z ( 2 ) = K ( ?_ ) + { P { 1 ) / 0 ( 12 ) ) ,:, I< ( 6 ) - ( P ( 1 ) ;t: K { 1 ) ) / { P { 3 ) + P ( 1+} * P ( 5 
2)>:<K{3)/K(2)) 
l ( :: } = K { -s ) t· D ( l ) ,!< P ( 2 ) / 0 ( 6 } - ( P ( 1 ) / P { ó ) ) * K ( 3 ) 
Z ( '~ ) = K ( 1\ ) - ( n ( l ) / D ( 7 ) + P ( l ) / P ( d ) ) ,;, K ( 4 ) + ( P ( l ) / P ( B ) ) * { K ( l ) 
3-K(2)-K(5)-K(6)-K(7) )+(P(l)/P(9l)*(-P(3)-P(4)+P(5)+P(7 
td + ? < (n + 0 e 1 -!l + r < 1 u + P < 1 ~~ 1 > 1.< K < ?- 1 + P < 1 > :,'" P 1 2 > 
Z ( 5 ) = K ( i:> ) + ( P ( l ) / P ( 7) ) ,:,K ( 4 ) - ( P ( 1 ) /P ( S) ) ,:,K ( 5) 
Z ( E, l = V h l + { P ( l ) / P ( 1 U. l ) ,:q< ( 7 ) - ( P ( 1 ) / P f l. 2 ) l ,:,:K ( 6 ) 
?.( 7 ) = 1< ( 7) +( P ( l ) / 0 ( c1) ) ~' K ( 5 ) -- ( i) ( 1 ·) / P ( l ) ) ) * K ( 7 ) 
O e, 1 J = 1 , ;·H N C 
1 Z(Il=Z<fl-XS(I} 
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