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Abstract 
s Sensor Network is 
becoming an important research area. In order to make it possible and to facilitate transmission of IPv6 packets over low 
powered networks, 6LoWPAN [2,3] has been introduced. In this paper, we study mobility issues and scenarios which may 
occur in the 6LoWPAN network. We also propose an approach to manage the mobility of nodes efficiently based on 
received signal strength and link quality. Simple load-balancing technique is also incorporated. The 6LoWPAN based 
Wireless Sensor Network can be integrated with grid computing establishing a Sensor-Grid which may also be used in 
various applications.  
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1. Introduction 
In the modern world, many applications based on Wireless Sensor Network (WSN), like patient health 
monitoring, home automation etc., require extensive use of Internet. Therefore, in order to realize the full 
potential of WSN through the Internet, integration of the two technologies is needed and the integration must 
comply with the current and existing standards. The end-to-end communication in WSN can be achieved by 
using a common network protocol working on top of different link technologies (e.g. Wi-Fi, Ethernet and 
802.15.4). The usage of an open standard interface such as Internet Protocol (IP) as the common networking 
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layer provides greater robustness and flexibility to the system [5]. In addition, IP provides transparency for host 
and servers in the network and eliminates the need for using gateways which may be required for interfacing a 
zigbee network with the Internet. Unique addressability of various kinds of devices (sensor devices, PDAs, 
laptops etc.), seamless connectivity as well as wide applicability are also supported [6]. For making the use of 
IP in a WSN environment, we use 6LoWPAN which defines encapsulation and header compression 
mechanisms and allow IPv6 packets to be sent to and received from over IEEE 802.15.4 based networks [7].  
   IP based Wireless Sensor Networks present new challenges when compared with traditional computer 
networks. One of the major challenges is the mobility of the sensor nodes. In an indoor environment, some 
nodes may be mobile and static nodes may be deployed strategically to gather data from the mobile nodes. The 
challenge here is to continue data transmission from the mobile nodes to static nodes in an uninterrupted 
manner.   
  Mobility based communication increases the fault tolerance capacity of the network and prolong the 
lifetime of devices and increases the connectivity between nodes and clusters. Using distributed LoWPANs, it 
is possible to sculpt the devices to cluster around areas of interest, cover large areas, and work more efficiently 
by filtering local data at the node level before it is transmitted. Furthermore, multiple controlled mobile 
elements can be used to provide load balancing and gathering data. In this paper the mobility issues in a 
6LoWPAN environment are studied and an approach is proposed to manage the mobility of nodes based on 
received signal strength and link quality. 
   Rest of the paper is organized as follows. In Section 2, background of this work is discussed. Section 3 
describes different mobility scenarios. Proposed mobility scheme is presented in Section 4. Experimental setup 
is discussed in Section 5. We have analyzed the result in Section 6. Finally we conclude in Section 7 with a 
direction for the future work.  
 
2. Background 
2.1. 6LoWPAN 
The IPv6 packet transmission in 6LoWPAN is challenging because of the low capabilities in terms of 
processing, bandwidth and memory of 802.15.4 devices. The 6LoWPAN format defines how IPv6 
communication is carried in 802.15.4 frames [2]. IPv6 solves the problem associated with IP address space 
from 32 bits to 128 bits and minimum MTU (Maximum Transferable Unit) of IPv6 is 1,280 bytes that is ten 
times the one specified for 802.15.4 networks, as a result the IPv6 adoption as network layer protocol does not 
fit with its MTU specifications. The 40 bytes length of IPv6 header also creates a huge overhead. To overcome 
the MTU requirements of IPv6 and header overhead, 6LoWPAN implements an adaptation layer between 
network and data link layers [3]. The adaptation layer provides fragmentation and reassembling of IPv6 packets 
as well as header compression. Fragmentation of the IPv6 data-gram is required for the MTU specification of 
the 802.15.4 standard, while the header compression is necessary to reduce the header overhead.  
2.2.  Mobility scheme design issues 
6LoWPANs have unique properties to support devices with little memory and power. However, new 
challenges arise when the nodes become mobile. It is crucial to reduce the additional mobility related signaling 
overhead or to possibly avoid it altogether. Especially to optimize power consumption, battery powered devices 
should be correctly discovered and handled by more capable (and possibly mains-powered) devices in the 
network, such as the edge routers. The fundamental goals for mobility support in 6LoWPANs can be listed as 
follows [8]: 
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1. Mobile 6LoWPAN nodes must be addressable by any corresponding node, independent of the current 
whereabouts. Global addressing should be supported. It should satisfy the 6LoWPAN basic protocol. 
2. Mobility related signaling for nodes should be reduced, as much as possible. 
3. Fast handover detection should be supported. 
4. Mobile 6LoWPAN devices should be able to change their location while being in state of hibernation. 
5. Fragmentation must be avoided for signaling messages. 
6. Star topology as well as mesh topology must be supported. 
2.3.  Related work 
While making a survey on the mobility support in 6LoWPAN network, it is found that most works which 
focus on proposing mobility scheme in 6LoWPAN perform evaluation using an analytical approach. In [14], 
inter-pan mobility support for 6LoWPAN is discussed. Simulation is done for the scheme presented. The 
mechanism is evaluated in terms of location update cost versus speed. A network assisted mobility for 
6LoWPAN is presented in [15]. The scheme proposed here helps to predict the future location of the moving 
node and buffer its packets for small amount of time in order to prevent packet loss. In [16], MIPv6 is used to 
design a mobility and fault-tolerance model where fixed IPv6 addressing is used to avoid reconfiguring IP 
addresses when moving node changes network. 
    In this paper, we propose a scheme which handles mobility of sensor resources based on signal strength 
and link quality. Also, the scheme enables load-balancing of sensor nodes to some extent. 
 
3. Mobility scenarios 
In 6LoWPAN network, each edge router forms a PAN with few other nodes and the edge router acts as sink 
node of the concerned PAN. In this discussion, we assume that edge routers are static. So, network mobility is 
beyond the scope here. 6LoWPAN uses flat address space which means that all nodes within one certain subnet 
share the same IPv6 prefix [2]. Two different mobility scenarios may occur for the nodes.  
3.1 Intra-pan mobility 
A node may move around within the periphery of a single PAN. This movement may be termed as intra-pan 
mobility of the concerned node as it is shown in Figure 1(a). It is also called 'micro' mobility where IPv6 prefix 
remains same for the moving node. In this scenario, the moving node updates its current location while keeping 
the radio link with concerned edge router alive.  
3.2 Inter-pan mobility 
If a node moves from one PAN to another PAN, it is inter-pan mobility of the concerned node. This 
movement requires selection of a new edge router in the new PAN where the node moves into. So, it involves 
change in IPv6 prefix of the concerned node. It is termed as 'macro' mobility as well. In Figure 1(b), a node 
moves from PAN 1 to PAN 2 which represents inter-pan mobility 
 
 
757 Suman Sankar Bhunia et al. /  Procedia Technology  6 ( 2012 )  754 – 762 
 
 
 
 
 
 
Figure 1(a) : Intra-pan (b) Inter-pan mobility of node. 
4. Proposed mobility scheme 
In this section, we propose a mobility scheme for addressing inter-pan mobility. The scheme is described in 
two subsections for the moving nodes and the static edge routers respectively. Before that, we briefly discuss 
two important metrics which will be referred in the mobility scheme later on. 
4.1 Received signal strength indicator 
The RSSI is a 5-bit value indicating the receive power in the selected channel, in steps of 3 dB. The current 
RSSI value is stored to the PHY_RSSI register. 
 The PHY_RSSI is an 8-bit register, however, the value is represented in the lowest five bits [4:0] and the 
range is 0  28. An RSSI value of 0 indicates an RF input power < -91 dBm. For an RSSI value in the range of 
1 to 28, the RF input power can be calculated as follows [9]: 
                                          P = RSSI_VAL + RSSI_OFFSET [dBm]                                              (1) 
where the RSSI_OFFSET is approximately 45. It is found empirically during system development from the 
front end gain. A value of 20 from the RSSI register signifies RF input power is approximately 65 dBm. 
4.2 Link quality indicator 
    The IEEE 802.15.4 standard defines the LQI measurement as a characterization of the strength and/or 
quality of a received packet. The LQI values can be associated with an expected packet error rate (PER). The 
PER is the ratio of erroneous received frames to the total number of received frames. The minimum and 
maximum LQI values (0 and 255) should be associated with the lowest and highest quality compliant signals, 
respectively, and LQI values in between should be uniformly distributed between these two limits. It may be 
calculated as [9] :                                         LQI = (CORR   
     where a and b are found empirically based on PER measurements as a function of the correlation value 
(CORR).     
758   Suman Sankar Bhunia et al. /  Procedia Technology  6 ( 2012 )  754 – 762 
4.3 Scheme for moving nodes 
Due to the mobility of nodes communication link with corresponding edge routers may be broken. 
Therefore, certain values of RSSI and LQI are set to define as the threshold for a good link. When the threshold 
is triggered, the moving node initiates a search for other prospective edge routers (ER) in order to avoid 
isolation from the network. The pseudo-code depicted in Figure 2 describes the scheme for the moving nodes 
and Figure 3 represents the route table which is maintained by moving nodes. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 : Pseudo-code for mobility scheme of nodes 
 
 
er.ip er_RSSI er_LQI 
Figure 3 : Route table structure for moving nodes 
4.4 Scheme for static edge routers 
The static edge routers maintain a table for managing the nodes. The table is regularly updated to add a node 
in the PAN. Likewise, when a node leaves the PAN and sends 'release' message to the edge router, the table is 
updated and the corresponding entry is deleted.  
Maximum number of nodes under every edge router is limited. It is aimed at minimizing the chances of 
greater node concentration in any particular PAN. Thus, node distribution among different PANs may be 
bind_edge_router() { 
while (trigger_th() == 1) do  
{ 
 broadcast( solicitation_msg, node.ip); 
/* after receiving solicitation_msg nearby edge routers revert back to 
the node with adv_msg */  
recv(adv_msg,er.ip); 
er_RSSI= get_RSSI(adv_msg);  
er_LQI= get_LQI(adv_msg);  
if  (th_RSSI > er_RSSI && th_LQI > er_LQI)  
Continue; 
else 
 if( chk_ipv6_prefix(adv_msg, solicitation_msg) == 0) 
  update_node_route_table(); 
} 
new_er= select_edge_router();  
/* moving node now selects an edge router from the route table which has 
maximum RSSI value.  If two edge routers have same RSSI value, then the 
edge router with better LQI is prioritized */ 
send(binding_req_msg, new_er.ip); 
/*moving node sends binding information to the UDP socket port of the 
newly selected edge router (new_er)*/ 
recv(ack_msg, new_er.ip); 
/* upon receipt of acceptance, moving node sends release message to 
current edge router */  
send(release_msg, curr_er.ip); 
update_ipv6_prefix(new_er.ip); 
send(ack_msg, new_er.ip);  
}
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achieved. This technique may help in balancing loads, ie. data traffic in the network. The pseudo-code  of the 
scheme running on the edge routers is shown in Figure 4 whereas Figure 5 represents the route table of ER. 
 
 
 
 
 
 
 
Figure 4 : Pseudo-code for mobility scheme of edge routers 
 
node.ip bind_time 
Figure 5 : Route table structure for static edge routers  
 
node.ip  IP of the moving node 
er.ip  IP of the edge router 
curr_er.ip IP of the current edge router 
new_er.ip  IP of the newly selected edge router 
th_RSSI  threshold value of RSSI 
th_LQI  threshold value of LQI 
er_RSSI  RSSI of adv_msg received from an edge router 
er_LQI  LQI of adv_msg received from an edge router 
n_nodes number of nodes in route table 
max_nodes  
 
maximum number of nodes an edge router can bind with 
solicitation_msg solicitation message  
adv_msg advertisement message 
binding_req_msg binding request message 
ack_msg acknowledgement message 
release_msg release message 
dec_msg decline message 
bind_edge_router() Function to bind edge router 
bind_node() Function to bind node 
trigger_th() Threshold trigger in  moving node 
send(msg, nodeIP) Function to send message to node 
recv(msg, nodeIP) Function to receive message from node 
broadcast(msg, ownIP) Function to broadcast message to nodes 
get_RSSI(msg) Function to get RSSI 
get_LQI(msg) Function to get LQI 
chk_ipv6_prefix(adv_msg, 
solicitation_msg) 
Function to check IPv6 of received message 
select_edge_router() Function to select edge router 
update_ipv6_prefix(new_er.ip)  
 
Function to update IP of moving edge router 
update_node_route_table(); Function to update route table of moving node 
update_er_route_table(); Function to update route table of edge router 
update_n_nodes(); Function to update number of nodes with edge router 
Table 1: variables, messages and functions used in pseudo-codes 
bind_node() { 
if (recv( solicitation_msg, node.ip)==1)  
 send(adv_msg,er.ip); 
/* edge router sends adv_msg message in response to the solicitation message 
sent by moving node */ 
if (recv(binding_req_msg, node.ip) ==1 && n_nodes < max_nodes ) 
send(ack_msg, node.ip); 
/* sends acceptance message when edge router finds maximum number of nodes is 
not reached */ 
else 
send(dec_msg, node.ip); 
//declines when edge router has maximum number of nodes 
/* upon receipt of acceptance, moving node sends acknowledgement message to 
current edge router */  
recv(ack_msg, node.ip); 
update_n_nodes(); 
update_er_route_table(); 
}
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5. Experimental setup 
In order to test applicability of the proposed mobility scheme, we have set up a test-bed for experimentation. 
The static edge routers are deployed at different locations and each of them remain connected with Ubuntu 
based PC. Wireshark [10] is installed on Ubuntu as packet sniffing tool. Edge routers and nodes are installed 
with respective schemes which are discussed earlier. 
5.1 Hardware & Software 
     Crossbow's TelosB [12] motes are used as hardware platform for our experiments. It is an open source 
platform designed to enable cutting-edge experimentation for the research community.  
   TinyOS 2.1.1 [13] is used for this work. BLIP, the Berkeley Low-power IP stack [11], is an 
implementation of a number of IP-based protocols in TinyOS. Modifications have been done for some of the 
existing codes to enable the proposed scheme. 
5.2 Testbed 
     Nodes are divided according to their assigned capability in the subnet. Connectivity to the Internet is 
provided via a small set of nodes which function as an interface between the subnet and the Internet. These are 
called Edge Routers. Sensor nodes which route packets among themselves and to and from the edge routers are 
Node Routers. IP is assigned to individual sensor nodes to ensure distinct identities. Using IP all the way to the 
sensor nodes provides transparent connectivity between the Internet and the subnet. We have created a testbed 
for the study. 
6. Evaluation & Discussion 
   For evaluation, two edge routers have been deployed and six nodes have been kept under the PAN of edge 
routers. Among these, one node is destined to be mobile in between these routers. Wireshark is turned on from 
the very beginning on the two PCs which are connected  with the edge routers to monitor packets, time, rate 
and delays in transmission. ICMPv6 packets are sent to the node from the edge router it is binded with. This 
was made through the ping6 application. 
   The moving node keeps reverting back to the edge router even when the signal strength of communication 
link varies. We have shown round-trip time (RTT) and packet drop characteristic with respect to signal strength 
variation in Figure 6(a) and (b) respectively. 
   At a certain point of time the moving node is taken far away from corresponding edge router and the 
signal strength threshold may be triggered.  Consequently, the moving node sends solicitation message to the 
edge routers which is sniffed by both wiresharks. Then the edge routers send router advertisements to the 
moving node. Meanwhile, the node moves closer to the new edge router. Node sends  binding request to the 
new edge router as wireshark sniffs it. When the edge router replies back with acceptance message, the node 
sends a message to current edge router for release. Immediately, current edge router releases the node and a 
message is sniffed about it. Upon successful binding the new edge router receives an acknowledgement and the 
edge router broadcasts a message regarding addition of the node. 
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      We have performed the procedure ten times. Time taken in the total procedure is calculated from both 
the wiresharks. The calculation starts right from the time when moving node sends solicitation message to edge 
routers and ends with the receipt of acknowledgement at the new edge router. The calculated time is averaged 
to approximately 1.97 seconds. 
Figure 6 (a): RTT (b) Packet drop characteristic w.r.t. Signal strength 
 
7. Conclusion & Future work 
In this paper, mobility issues in IP based Wireless Sensor Network is discussed and a mobility management 
scheme is presented. The scheme relies on RSSI and LQI of communication link to select different PANs for a 
mobile node dynamically. The scheme ensures uninterrupted data transmission even for mobile nodes. The 
scheme also ascertains load balancing within the network. This scheme will help to set up a Sensor-Grid 
infrastructure and resources within this infrastructure will share sensory data even when the nodes are mobile. 
As our primary focus is on health-care applications, this mobility scheme coupled with Sensor-Grid 
infrastructure will facilitate continuous patient monitoring while the patient is on move. 
   We have plans to predict directions of the nodes dynamically based on past movement pattern. Mobility 
schemes will be optimized based on the knowledge of forthcoming direction. We also plan to present an 
application specific mobility model which may come handy for the Sensor-Grid infrastructure. 
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