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Algorithms for solving unconstrained nonlinear optimization problems are computational expen-
sive. In each iteration of these iterative methods, a search direction and a stepsize along this direction
are generated. Both computations influence the number of iterations and the number of function eval-
uations required for the whole process. A reduction in the total number of iterations and function
evaluations implies a significant improvement in the performance of the algorithm. In this context,
multi-step parallel algorithms based on the execution of a sequence of trees are proposed in this pa-
per. Different damping parameters are used to define the branches of the tree. Each branch computes
a different stepsize. The performance of the parallel algorithm depends on the number of branches
and the depth of the tree, which can be parameterized and controlled by the user. Results on a set of
test problems to validate the efficiency of our proposals are shown.
1. Introduction
Unconstrained nonlinear optimization problems arise in many applications in science and engi-
neering. Formally, they can be expressed as,
min f(x) : IRn → IR,
x ∈ IRn (1)
where the objective function f(x) is assumed to be at least twice continuously differentiable. These
problems are often expensive to solve in terms of computation resources. The reason can be the size
of the problem and/or the complexity of the objective function. Moreover, sometimes when f(x) is
complex, the gradient of f(x) is not available analytically. In this cases, finite or central differences
are used to approach the gradient, which implies more function evaluations. In this work, we are
concerned with parallel numerical methods for solving these type of problems.
A well known solution to deal with these problems is to use quasi-Newton methods. The paral-
lelization of these methods have been considered by several researches in the past decades. There are
two different ways to deal with this problem, one is to reduce the computational time per iteration,
parallelizing the most costly algebra routines, and the other is to reduce the total number of iterations
of the method. The authors have been working in the context of the first approach during the last
past years [10] [11]. In these papers a parallel implementation of both, the Hessian matrix update
and the computation of the search direction were proposed.
Some works have been devoted to other problems where the function and the gradient evaluations
require high computational times, such as a function evaluation that involves the solution of a system
of differential equations or a large scale simulation. For instance, the parallel strategy to compute
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2the gradient at each iteration is straightforward using finite differences. Formally, this computation
implies n + 1 function evaluations, being n the number of variables, as
∇f(x)i = f(x+ hiei)− f(x)
hi
, (2)
where hi is a small stepsize, and ei denotes the ith unit vector. In this case, if P processors are
available, each processor can compute dn/P e evaluations of the function, but during the evaluation
of f(x) in the line search, P − 1 processors are idle. To avoid this drawback, Schnabel proposed,
in [13], a speculative technique to evaluatemax{P−1, n} components of the gradient at the updated
solution point at the same time that this solution point is computed. Furthermore, Byrd, Schnabel
and Shultz [2] suggest to speculatively compute the gradient and some portion of the Hessian matrix,
and to incorporate this partial Hessian information into the BFGS update.
Finally, there is other ways to approach the parallelization of quasi-Newton methods that has been
suggested by Lootsma [7], van Laarhoven [6], and more recently, by Phua [12]. The idea is to
compute, at each iteration, P independent search directions (multi-search methods) or P different
steplengths along a given search direction (multi-step methods). For massive parallel systems these
two approaches can be combined to achieve high performance. The computational time is reduced
by looking for different solution points at each iteration. There are two reasons for this reduction;
first, the decrease in the number of function evaluations in the line search procedure and, second, a
fast convergence of the method.
In this paper, a description of quasi-Newton methods, specifically the BFGS method, is presented
in Section 2. Our proposals based on a parametric tree to parallelize a multi-step BFGS method are
described in Section 3. Results obtained by our parallel methods in a cluster of PCs are shown in
Section 4. Finally, Section 5 summarizes the main conclusions of this work.
2. Quasi-Newton methods
The success of Newton-type methods is the use of the curvature information provided by the
Hessian matrix, which allows a quadratic model of the objective function. However, quasi-Newton
methods are based on the idea that an approximation to the curvature of a nonlinear function can
be computed without explicitly forming the Hessian matrix. This information is collected as the
iterations of a descent method proceed, using the behavior of the objective function and its gradient.
Therefore, these methods use an approximation to the Hessian matrix instead of the Hessian itself.
At each iteration of the method, when a new solution point is considered, the approximation of the
Hessian matrix has to be updated. One important feature of quasi-Newton methods is the choice
of the Hessian matrix approximation. There are different update formulas [5]. One of the most
commonly used to solve unconstrained nonlinear optimization problems is the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) update.
The BFGS method works with the Hessian matrix approximation, however, to solve the required
system of equations is more efficient to use the inverse of the Hessian matrix approximation. The
algorithm that uses this matrix is called the inverse BFGS method, and it is the one that has been
considered in this work.
Given an initial point xk, a gradient gk and a Hessian matrix approximation Hk, the inverse BFGS
method executes a set of stages at the k-th iteration. Firstly, a direction of search dk = −H−1k gk is
computed. After that, an optimal stepsize αk, along this search direction from xk is found. Therefore,
the next iteration point is given by xk+1 = xk + αkdk. Finally, the approximated Hessian matrix is
updated by the correction matrix Dk, in such a way that Hk+1 = Hk +Dk.
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3A detailed profiling analysis shows that one of the most expensive stages of the inverse BFGS
method is the computation of the steplength along a search direction in every iteration. Both, the
steplength and the search direction influence the number of iterations required for the whole op-
timization process. The search direction can be modified using a different quasi-Newton update.
However, as the BFGS update presents the best behavior in most cases, we just propose to modify
the computation of the steplength. The line search procedure is summarized in detail in the next
section.
2.1. The line search procedure
The line search procedure computes the steplength at each iteration. Computing the steplength αk
at the k-th iteration implies the solution of the following one-dimensional optimization problem [8]:
f(xk + αkdk) = min f(xk + θdk), with 0 < θ ≤ αmax. (3)
The selected steplength has to verify the Wolfe’s conditions,
f(xk + αkdk)− f(xk) ≤ µgTk dk, (4)
∇f(xk + αkdk) ≥ ηgTk dk, (5)
being µ, η ∈ (0, 1).
The best methods to solve this type of problems are the so called safeguarded procedures. These
methods can be considered combinations of the bisection and the linear interpolation methods. Their
efficiency is based on the use of information from the objective function. Polynomials are frequently
used to interpolate f(xk + θdk). If the approximation is inaccurate the procedure may diverge, so an
interval of uncertainty [a, b] is maintained as safeguard.
The line search procedure finds a sequence of improving estimates of a minimizer of f(xk+θdk) in
the interval (0, αmax]. In our proposal, safeguarded cubic interpolation has been used to compute the
sequence of estimates. The procedure computes an interval of uncertainty and the two ”best” points
of the objective function are obtained to be used as interpolation points. Each time an estimate is
computed, for being selected it has to verify the Wolfe’s conditions. If these conditions fail the
interval is changed and a new estimate is searched.
The selection of the initial step is critical to achieve a global convergence of the method. At the
k-th iteration, in the first evaluation of function f , a potentially small steplength αk0 = min(1, γ),
where γ = r(1 + ||xk||1)/||dk||1, is used. The parameter r, called damping parameter, limits the
change in the current solution point xk during the line search. Therefore, evaluations of the objective
function at meaningless points are prevented. A suitable damping parameter can be fixed according
to the particular features of the problem. For example, low values, such as 0.1 or 0.01, may be
helpful when the function varies rapidly.
We are interested in multi-step methods that compute, at every iteration, several steplengths. We
suggest to initialize different values of α using different damping parameters, and establishing sev-
eral parallel quasi-Newton executions, each one starting from a different initial step. The parallel
strategies are described in the next section.
3. Parallel tree techniques
A set of parallel implementations of a multi-step quasi-Newton method based on the parallel
execution of a tree structure is proposed. Each branch of the tree is characterized by a different
selection of the damping parameter at each node. A node is related with a different iteration of the
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4method, so each branch runs a quasi-Newton method in a processor of the parallel system with a
different sequence of damping parameters. The way in which the damping parameters are defined,
and the criterium to select the initial branches of the next tree, each time a checkup is made, are the
differences between the parallel methods. Following, a description of these strategies is presented,
highlighting their benefits and drawbacks.
3.1. Method 1
Since this method is based on the execution of the computations associated to a tree structure, it
is necessary to describe how that tree is built. The number of nodes per branch (β) and the number
of branches characterize the tree. β is an externally fixed parameter, and the number of branches of
the tree corresponds to the number of damping parameters n(r). Each branch consists of a set of
nodes each one with the same value of the damping parameter. This implementation of the tree is
justified by the empirical observation that the best solution is achieved selecting the same damping
values during a certain number of concurrent iterations. In the example of Figure 1(a), five values of
r are considered and β = 2. Therefore, five branches are generated after pairs of iterations.
Once the tree has been defined, in the first iteration, the algorithm starts the execution of the
computational load associated to this tree. Every branch runs a quasi-Newton method in a different
processor with the associated values of damping. Therefore, as many processors as the number of
branches are needed. This tree remains active for β iterations. As soon as the algorithm completes
the computations associated to the tree, the branch that gives the best solution at the moment is
checked. The criterium to select the solution is based on the minimum value of the objective func-
tion. Each time a checkup is performed to select the best branch, the current solution point associated
to this branch has to be broadcasted to the rest of the processors of the system. Therefore, a message
is needed after each β iterations. The arrows in Figure 1 represent Allreduce operations to decide
which branch achieve the best solution.
When the processors receive the current solution point, a new tree is performed, starting from this
point. The process continues until the quasi-Newton method converges.
Our heuristic presents two degrees of freedom: the width and the depth of the tree. The number
of branches is characterized by the width of the tree, and it depends on the amount of different
damping parameters considered. The depth of the tree is defined as the number of iterations between
checkups. The performance of the method is dependent on the parameters that define the tree.
However, in practice the behavior of the method is unpredictable, because the method presents a
drawback. That is, sometimes the branch that is selected as the best in a certain iteration is not the
branch that converges in the minimum number of iterations. For this reason, the method do not
always achieve the best solution. So, a second method is proposed as an alternative.
3.2. Method 2
This method is used to deal with the main drawback of Method 1. The idea is to select more
than one branch each time the checkup is performed. Therefore the m best branches are kept alive.
The value of m depends on the number of processors of the parallel system. In this way, after the
execution of the first tree, m solution points of the quasi-Newton method are available. These points
are used as starting points to perform the branches of new m trees. These trees have again as many
branches as damping parameters are used, as can be seen in Figure 1(b). The process continues until
the solution of the optimization problem have been achieved.
The disadvantage of this method respect to Method 1 is that more computations are needed. In
this case, P = m · n(r) processors are required, instead of the n(r) processors of Method 1. Note
that, from a parallel point of view, in the computation of the first tree (m− 1) · n(r) processors are
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50.01 0.1 0.2 1.0 2.0
0.01 0.1 0.2 1.0 2.0
0.01 0.1 0.2 1.0 2.0
0.01 0.1 0.2 1.0 2.0
(a)
0.01 0.1 0.2 1.0 2.0
0.01 0.1 0.2 1.0 2.0
(b)
Figure 1. (a) An example of the application of Method 1. (b) An example of application of Method
2 with m = 3. For both cases the set of dampings={0.01, 0.1, 0.2, 1.0, 2.0} and β = 2.
idle.
3.3. Method 3
Experimental results show that the selection of damping parameters is important in order to
achieve high performance in the execution of the parallel algorithm. The previous two methods
use a set of unchangeable damping parameters given by the user. However, a new degree of freedom
can be added, if the values of the damping parameters are under the user control. Depending on
the type of the problem, the user can decide to use a set of random damping parameters when the
behavior of the problem is unknown (Method 1 and Method 2) or to start with a suitable damping
and try to find a better value. In this last case, we propose to modify the chosen damping a certain
percentage x. If the number of variations over this damping value is v, a tree with 2v + 1 branches
is generated. The proposed damping parameters for these branches are:
ri − v · x%, · · · , ri − x%, ri, ri + x%, · · · , ri + v · x% (6)
Therefore, the number of processors in this method is P = m · (2v + 1). The user decides, based
on the size of the parallel system, to increase m or v. In both cases, the controlled parameter is the
width of the tree.
Method 3 can be used after an initial fast execution of Method 1. In this way, Method 1 can be
executed with a selected set of dampings during some few iterations, then, the damping parameter
that lead to the best solution in Method 1 is used as the starting damping for Method 3. This method
will refine the damping parameter by controlled variations, improving the performance.
4. Experimental results
The parallel strategies were implemented using MPI in a cluster of PCs. Our benchmark consists
of three well known optimization problems from the CUTE library [1] called “Power”, “Penalty1”
and “Powellsg”, that come from three different and representative applications. The results are
compared with the solutions achieved by the optimization software MINOS [9]. The percentage of
reduction in the total number of iterations (Iter) and in the number of function evaluations (Efun)
achieved by Method 1 respect to MINOS are shown in Figure 2. A set of five different damping
parameters, and values of β from 2 to 10 are used to solve these problems in a parallel system of 5
processors.
2 7
6The efficiency of Method 1 depends on the type of the problem. The highest performance is
achieved for the ”Power” problem, where a maximum speedup of 4.15 is obtained. For the other
two problems low values of β implies discrete results. However, as the depth of the tree increases,
the performance improves. Note that, even a small reduction in the number of function evaluations
is important, because it implies a minor cost in the computation of the steplength. Both reductions
are more significant when there is no analytic gradient available, and it has to be computed by finite
differences.
It can be observed that for some depths of the tree, poor improvements are achieved. The reason
is that according to the mentioned drawback of Method 1, in some cases the best branch selected in
each iteration is not the one that produces a quicker convergence.
The same benchmark and the same set of damping parameters have been used to study Method
2. In this case, the m = 10 branches with the lowest value of the objective function are selected
each checkup. So, the number of processors required in this case is P = 50.The results of Method
2 versus Method 1 are shown in Figure 3 for problems with n = 20. Results for the “Power”
problem are not shown because they are the same for both methods. The reason is that this is a well
conditioned problem for which the branch selected as the best one in Method 1 leads always to a fast
convergence. For the other problems, the greater improvement is achieved in the reduction of the
number of iterations, and specifically, in the “Powellsg” problem, which has the worst results with
Method 1. Also, it is interesting to highlight that for some depths of the tree the solution achieved
by Method 1 fits with the solution of Method 2.
A comparative of the three methods is presented in Figure 4. Method 3 has been applied keeping
only one branch alive each checkup in order to use less processors, explicitly P = 7 is used. The
damping parameter that leads to the best value of the objective function in Method 1 is used. The
selection of the parameters x and v has been made by means of empirical experiments.
In this figure, the different behavior of the two problems is stood out. From the ‘’Penalty1”
problem, improvements between 40% and 50% in both the number of iterations and the number of
function evaluations are achieved. Similar results were obtained for the three methods with values
of β over 4 iterations. Method 3 shows a good behavior, very close to Method 2. Therefore, as
the number of processors needed by this method is much smaller than the one used in Method 2,
Method 3 seems the best option to optimize problem “Penalty1”. The behavior with the depth of
the tree is much irregular for the problem “Powellsg”. In this case, Method 2 presents the best
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Figure 2. Percentage of improvement obtained by Method 1 for problems with 20 variables in a
parallel system of 5 processors.
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Figure 3. Improvement obtained by Method 2 versus Method 1 for problems of size n = 20. The
number of processors is P=5 in Method 1 and P=50 in Method 2.
performance in most cases. However, when the depth of the tree is equal to 4, Method 3 achieved
the best improvement, over 40%. This example stands out how the suitable depth of the tree depends
on the type of the problem and on the method.
5. Conclusions
In this work different strategies to parallelize quasi-Newton methods are described. Three parallel
multi-step algorithms based on the use of parametric trees are proposed. Our objective is to improve
the performance of quasi-Newton methods by reducing the number of iterations and the number
of function evaluations. The proposed heuristics present two degrees of freedom, the width and
the depth of the tree. The width is related to the number of damping parameters, and the depth is
defined as the number of iterations between consecutive checkups. Method 3 adds the set of damping
parameters as a new way of controlling the width of the tree.
Depending on the type of the optimization problem, the best solution is obtained for a tree with
a certain width and depth. However, we can conclude that choosing a suitable set of damping
parameters and an appropriate depth of the tree, an improvement in the performance of the quasi-
Newton methods is obtained. Moreover, Method 3 turns out as the best alternative when the behavior
of the problem is known, since achieves good performances using small parallel systems.
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