Introduction
The U.S. business cycle is characterized by asymmetric fluctuations, as confirmed by a consolidated literature (Milas et al. (2006) and references therein). Defining asymmetry has been an important issue for many years. Sichel (1993) classifies two types of asymmetry: (i) the "steepness" that arises when contractions in the levels are steeper than expansions, corresponding to negative skewness in the first differences of the sample (or, in a graphical perspective, to asymmetry in the level axis); and (ii) the "deepness" that occurs when the series undergoes at an accelerating pace until a minimum, after which it starts to recover with quickly decreasing acceleration until it smoothly recovers the peak, corresponding to negative skewness in the levels (or asymmetry in time axis). Dynamic asymmetry occurs when these two definitions of asymmetry are combined. McQueen and Thorley (1993) use the term "sharpness" to refer to the probability that the transitions to and from the two regimes (expansion and contraction) are not identical. As a logical implication of these definitions, a dynamically asymmetric process can be identified by asymmetry in either conditional mean or in conditional density.
The primary focus of the present research is on out-of-sample forecasting for the U.S. index of industrial production (IIP) and unemployment rate (UN)
1 . These data are displayed in Figure 1 and a simple application of Sichel's test for deepness and steepness is reported in the first panel of Table 1 . All of the series under consideration present at least some type of asymmetry: (i) the type of asymmetry in IIP changes, as quarterly and monthly growth rates amplify the steepness (the lower p-value is 0.07 for the sample at quarterly frequency and 0.06 for the sample in monthly frequency) with respect to the deepness (0.14 and 0.09, respectively), prevailing in the series in yearly growth rates (0.07 for quarterly sample and 0.05 in monthly sample).
(ii) The UN is steep and deep, no matter the transform or frequency. A good forecasting model for the U.S. business cycle must incorporate the dynamic asymmetry in all its possible types previously mentioned. To this aim, which is in most of this literature -particularly the first generation, such as Neftçi (1984); De Long and Summers (1984) ; Rothman (1991) -uses a piecewise linear autoregression with Markov-Switching mean or variance (MSAR) with a pre-specified number of unobserved states (usually two). This approach has been appreciated particularly for its easy implementation and close connections with algorithmic rules for dating; see Harding and Pagan (2006) for recent developments. The present research adopts an alternative strategy to treat the process as a continuum of observable states that oscillate between two extremes and to fit a general, flexible, nonlinear function over the observables using the smooth transition auto-regressions (STARs) introduced by Haggan and Ozaki (1981) ; Chan and Tong (1986) and developed by Teräsvirta (1994) . These piecewise linear models are characterized by a nonlinear function of the transition variable, where a logistic transition is commonly postulated when the series is assumed to have asymmetric oscillations from its conditional mean. We argue that the use of this peculiar transition function is improper in many applications because the sigmoid of the logistic function is reflexively symmetric. As a consequence, the logistic STAR model can reproduce steepness but not deepness, while, as Clements and Krolzig (2003) explain, deepness is the only feature associated with asymmetry in the (un)conditional density of the process 2 .
The econometric literature provides two solutions: the first, proposed by Sollis et al.
(1999) (SLN1) and Lundbergh and Teräsvirta (2006) the SLN1 and LT parametrization conveys a smooth transition, but the effect of increasing the asymmetry parameter often translates to no more than a shift effect in the same transition function if it is not properly restricted. This shift could translate into an almost symmetric predictive density, as shown in Figures 8 and 10 in LT. In other words, the available models for time series limit the econometrician's ability to answer the question: 'When the series return to its original regime? ' Here, our objective is to answer to another, more challenging question: 'Does the left tail of the process's (un)conditional distribution differ from its right tail and, if so, by how much? ' This paper shows that the solution to this methodological question, which is interesting for its descriptive aims, improves the forecasting ability of the STAR models family.
In the next section, Section 2, we introduce a generalized version of the STAR model's logistic transition function with two parameters that govern the two tails of the logistic sigmoid and a logarithmic/exponential that can preserve the smoothness of the transition. The resulting Generalized STAR (GSTAR) model encloses the symmetric STAR -and, thus, linear AR -as special cases. An LM-type test for the null hypothesis that the two tails of the transition function are reflexively symmetric is discussed in Section 3. Section 4 illustrates the forecasting properties of the GSTAR model for the U.S. data, jointly with a discussion on the relevance of the empirical finding. Finally, Section 5 summarizes and concludes. The Supplement provides details on mathematical derivations and definitions, diagnostics, and simulations, as well as additional examples.
Forecasting Models
This section describes the non-linear and dynamic asymmetric models implemented in our analysis. For details on statistical inference, model specification, and parameter estimation, we refer readers to Teräsvirta et al. (2010) , and to Canepa and Zanetti Chini (2016) for what concerns dynamic asymmetric specification. In what follows, we adopt ' . =' to mean 'equal by definition' and '≡' to indicate an equivalence; bold is used for matrix notation; and y t is a realization of a (univariate) time series observed at t = 1−p, 1−(p−1), . . . , −1, 0, 1, . . . , T −1, T . All estimated models for quarterly (monthly) samples include four (eight) lags, but all of the formulas written below refer to general autoregressive order p. Finally, all of the transition variables in our application are assumed to be lags of the dependent variable, so none of the models treated in this section requires exogenous variables.
GSTAR Models
The process {y t } T t follows a GSTAR(p) model if
where the T × 1 vector y t is a dependent variable; z t = (1,
is a transition function of the vector of nonlinear parameters ξ = [γ, h(c k , s t )], which is formed by the vector γ = (γ 1 , γ 2 ) and a function of the K location parameter c k ; the transition variable s t = y t−d , with d > 0 denoting the delay, and defining η t ≡ (s t − c) for ease of notation,
for η t ≥ 0 (µ > 1/2) and
for η t < 0 (µ < 1/2). The transition function G(·, ·) is continuous in γ. Equation (3) (equation (4)) models the higher (lower) tail of the transition function, so it allows for the asymmetric behavior introduced by the slope parameter γ 1 (γ 2 ), which controls the velocity of the transition in each half of the same function. When The Generalized Logistic function is plotted in Figure 2 's panel (b). If we interpret the support of this function as a probability of recession, the resulting sigmoid is consistent with the Sichel (1993) definition of dynamic asymmetry, where, according
to the values of the two slope parameters, the observables are associated with an abrupt (smooth) acceleration in the first half and to a smooth (abrupt) deceleration in the second half. Deepness occurs when acceleration is abrupt in the first half and moderate in second half; on the opposite side, steepness occurs when the acceleration in the first half is moderate and abrupt in the second half. The lack of any identification restrictions in the two slope parameters guarantees that the two types of asymmetry can coexist.
The one-to-one relationship between the new dynamically asymmetric model and the unconditional density of the nonlinear part of the process is shown in Figure   3 's first and second rows. Nonlinear models are always associated with a bimodal distribution; more specifically, in GSTAR parametrization, each γ governs one of these modes. Three special cases are (i) h(η t ) = η t , which suggests that the function nests a one-parameter symmetric logistic STAR model with slope γ 1 = γ 2 = γ; as shown in Figure 3 's fourth row, a value of γ = 1 with 1,000 observations is sufficient to see that density tends to concentrate in the two extremes. . Each of these three special cases is described in this section.
An important assumption is that Q(z) = z p − φ 1 z p−1 − · · · − φ p = 0 has its roots inside the unit circle if the process is characterized by G(0, h(η t )), which suggests that the model is stationary and ergodic under the null hypothesis of linearity 4 .
Finally, { t } T t is assumed to be a martingale difference sequence with respect to the history of the time series up to time t − 1, denoted as
i.e., E[ t |Ω t−1 ] = 0. This assumption is sufficient to build tests based on artificial regressions, as demonstrated in Davidson and McKinnon (1990) , so an important consequence of this assumption is that the test discussed in Section 3 and the three diagnostic tests discussed in the Supplement can still be meaningful if the normality
STAR Models
When γ 1 = γ 2 in (1)-(4), the GSTAR model nests a traditional (possibly, Multiple Regime) STAR model (MRSTAR, henceforth):
where
is a continuous function in the transition variable s t , where the parameter vec- (6) and (5) define the first-order (Multiple-Regime) Logistic
where conditions on γ and c in equation (6) 
where φ and z t are defined as in previous models, s t is a continuous switching 
Testing for Dynamic Symmetry
According to the definition of GSTAR model given in Section 2, the dynamic asymmetry of the series is modelled by parameters γ 1 and γ 2 . Hence, a test for the presence of dynamic asymmetry in the process y t requires the following hypothesis system:
Testing for the null hypothesis of dynamic symmetry requires substituting h(η t ) = η t in models (3)-(4), as otherwise the null hypothesis becomes linear. In both cases, the alternative hypothesis remains dynamic asymmetry. The idea of this test is the same as that of Luukkonen et al. (1988) : the model is linearized via Taylor expansion in order to build an artificial regression whose coefficients incorporate these two slopes. Since Luukkonen et al. assume just one slope parameter, their notation must be modified. Consider (1) with G(γ, h(η t ))| γ=0 and define τ = (τ 1 , τ 2 ) , where
, where the partition conforms to that of τ . Then the general form of the LM statistic is:
whereû is previously defined, are not identified under the null hypothesis; see Davies (1977) . In our framework, the linearization of GLSTAR model leads to the following auxiliary regression: 
previous section 5 . The null hypothesis is
The test statistic:
with SSR 0 and SSR denoting the sum of the squared estimated residuals from the estimated auxiliary regression (11) 
Illustrations

Set-up
In this section the GSTAR model is applied to the U.S. data introduced in Section 1. The peculiar logarithmic/exponential rescaling property of the generalized logistic transition function makes our parametrization particularly useful in fitting the variables characterized by a high level of regime persistence. Therefore, we estimate eight models in order to control for the possible dominance of deepness against sharpness: for each variable (IIP and UN) we consider samples in quarterly and monthly frequencies, using either yearly or monthly/quarterly growth rates.
The literature on point forecasting and evaluation of individual density forecasts under linear models is well established; see Timmermann (2006) and Corradi and Swanson (2006) . To evaluate the forecasts, we adopt four measures of point forecast accuracy: the mean forecast error (MFE), the symmetric mean absolute percentage error (sMAPE), the median relative absolute error (mRAE), and the root mean square forecast error (RMSFE). For accuracy in the density forecasts, we use the logarithmic score (LogS), the quadratic score (QSR), the continuous-ranked proba-bility score (CRPS), and the quantile score (qS) 6 . When the model is nonlinear and its nonlinear function is known, the one-step forecast is immediately available by the least-square criterion. The multi-step ahead forecast is not available in closed form, so it requires numerical integration. Hence, at t + 1, we generate 1, . . . , M draws -for example, from model (1)- (4) conditionally on the estimated nonlinear parameters ξ -and obtain the forecast
t+1 ; ξ|I t ). This forecast is collected to draw, at t + 2, the forecast
t+1 ), and so on until, at t + h,the forecast
t+h−1 ) is obtained and then evaluated as:
The Monte-Carlo approach requires making assumptions on the distribution of random numbers t , which, as we will see in this section, might influence density forecasts. This problem can be partially avoided by block-bootstrapping the sample:
the series is divided into blocks of magnitude b > 1, which are then sampled with replacement, and this is done for every possible contiguous element in the original sample. Thus, the sampled blocks are attached, obtaining the new bootstrap series t+h |I t+h−1 ) and:
In our application we adopt a moving block-bootstrap algorithm with b = 10 and B = 10, 000 draws, which allows us to avoid making assumptions about the distribution of estimated residuals and gives us a forecast that is robust to model parameter uncertainty; see Efron and Tibshirani (1993) , Chapter 8. Then we check to see whether our model performs better than its linear and symmetric competitor(s) us-ing the Diebold and Mariano (1995) 
The U.S. Industrial Production
According to the p-values reported in Table 1 can be interpreted as a global indicator of the series' reactiveness in the contraction phase (that is, 0 is the extreme of contraction and 1 is the maximum of expansion).
The deepness is dominant in the sigmoids that correspond to the series at quarterly frequency in yearly growth rates, while the symmetric model behaves as a step function with almost all observations taking the value of 1 and some 0, so it is similar to a SETAR model.
On the other side, the MRSTAR sigmoid that corresponds to quarterly growth rates is almost linear, while the GSTAR sigmoid is steep and deep. In monthly frequency data, deepness is still great when yearly growth rates are considered, while monthly growth rates are characterized by high steepness and moderate deepness. In both of the monthly frequency series, the MRSTAR transition function is still a zero-onetype, with the only exception in the first function in monthly growth rates. Hence, the symmetric models fail to capture dynamic asymmetry. These results seem compatible with Sichel's conclusion that deepness prevails in the production sector, but according to our model, such a dominance of deepness is sensitive to the basis of the growth rates and never annihilates the role of steepness.
The predictive performances of the GSTAR, MRSTAR, and linear AR models are reported in Tables 2 and 3 for quarterly and monthly data, respectively. Our parametrization is preferable to both alternatives for three measures of point forecasting and two density measures of the total of four measures considered. LogS, the linear specification, is preferred for short-term forecasts and the nonlinear symmetric model is preferred for medium-term forecasts (2 and 4 quarters ahead). On the other hand, in monthly data, the GSTAR model is preferred in three point measures of four and just one density measure (the LogS) of four, while the quadratic and quantile scores support the symmetric nonlinear parametrization, so the linear model is preferable under CRPS. Tables 4 and 5 report the predictive accuracy measures for the same experiment, where forecasts of models for quarterly and monthly data samples are obtained by the block-bootstrap algorithm.
Parameter uncertainty in estimation reduces the point predictive performances of asymmetric models. The symmetric MRSTAR performs better than the GSTAR in one measure (mRAE), and the linear autoregression is preferred in the majority of horizons in MFE and RMFE. On the other side, the asymmetric specification overperforms in three density measures of four -that is, one more than the experiment with no uncertainty. In monthly samples, the GSTAR model is preferable in almost all leads of MFE and mRAE, and in the others the symmetric model prevails in other point measures -although in density measures, only under QS.
The hypothesis of no equal predictive ability is investigated in Table 6 for models of quarterly samples and in Table 7 for models of monthly data samples. The DieboldMariano test does not reject the null hypothesis of no improvement in forecasting ability for nonlinear and dynamically asymmetric specifications with respect to linear (and symmetric) ones. This result appears counterintuitive, since the linearity and asymmetry tests suggest the opposite. Hence, given that the Diabold-Mariano statistics has been built for non-nested models, we use them as an additional check.
The more general Giacomini-White test allows for improvements in the forecasting ability of GSTAR model in short-run horizons, although the p-values blow up as horizons increase, so the evidence of an improvement decays rapidly in the long run. The Amisano-Giacomini test supports the GSTAR model only under CRPS;
however, if the choice is between a nonlinear symmetric model and linear speciÞ-cation, the former is also supported by the quantile measure. In monthly samples the gain in the forecasting ability of asymmetric models is considerably greater for both asymmetric and nonlinear symmetric specifications; the Amisano-Giacomini test supports nonlinear specification and restricts the preference for the GSTAR model to LogS.
The U.S. Unemployment Rate
A graphic inspection of the series of UN in Figure 1 is sufficient to reveal that this variable is strongly countercyclical and, with respect to the industrial production, its business cycle phases are often exacerbated. This finding is confirmed by the tests for linearity and dynamic symmetry in Table 1 : the series in monthly growth rates (the p-value of which is 0.04) is near the limit and is high if the high number of observations is considered 8 . All of the models pass the diagnostic tests for the null of no additive asymmetry and parameter constancy. The hypothesis of serial uncorrelation is rejected only in quarterly samples. Still, we maintain four lags in the model specification because there is no evidence of satisfactory improvement in p-values in tests for serial uncorrelation unless the autoregressive order is augmented up to 8 9 . With the counter-cyclical nature of this variable, the estimated slopes are opposite in sign with respect to industrial production in all the series: γ 1 is positive and γ 2 is negative with higher magnitude in γ 1 . The only exception is represented by quarterly series in yearly growth rates, where the parameters become 1 and -1, respectively.
Figures 5 and 6 depict the transitions of the (G)STAR models for samples at quarterly and monthly frequency, respectively. The sigmoids of UN are characterized by high steepness and moderate deepness, thus confirming Sichel's conclusion that Okun's law is dynamically asymmetric. Moreover, we find that the GSTAR model allows us to parametrize the natural rate of unemployment, which is shown in the lower tail of G: in three cases of four, the sigmoid does not begin at 0 but at 0.1 in the series of yearly growth rates, and at 0.3 in the series of quarterly/monthly growth rates. This important macroeconomic feature is impossible to capture using symmetric models, where the sigmoid always begins at 0. According to the comparison of predictive accuracy reported in Table 2 , the GSTAR parametrization allows for a significant forecasting gain with respect to both AR and MRSTAR models in three measures of point forecasting and almost every density measure. Such supremacy of the dynamically asymmetric specification is confirmed by monthly series (Table   3) for point measures, with some exceptions for short-run and very long-run leads.
On the opposite side, in density measures the better performance of GSTAR (in long-run horizons) is an exception: while the QS supports the symmetric nonlinear parametrization, in CRPS and qS the linear model is preferred. Parameter uncertainty annihilates all predictive performances of asymmetric models. As shown in Table 4 , the MRSTAR beats GSTAR in two point measures (MFE and mRAE) and two density measures (QS and qS), and the linear autoregression wins in other cases. Between the models for monthly samples (Table 5) , the GSTAR is the best performer for almost two leads of MFE and almost all leads of mRAE and in the quadratic measure for density.
The Giacomini-White test allows for improvements in the MRSTAR model's forecasting ability against the linear model in three horizons of four in quarterly data (Table 6 ); the GSTAR model overperforms in short-run and medium-run horizons, but when the horizons increase, the p-values blow up and the evidence of forecasting improvement decays rapidly. The results of the Amisano-Giacomini test are equivalent to the results for industrial production: the GSTAR model beats MRSTAR only under CRPS, while the MRSTAR beats AR in CRPS and qS. In models of monthly data (Table 7) , both the Diebold Mariano test and the Giacomini-White test reject the null hypothesis considerably more strongly than they do in models of quarterly data; the Amisano-Giacomini test allows for improvements in forecasting ability for the case of MRSTAR models against linear models, but only under QS. In the same test, GSTAR performances are also better than its competitors in long-run horizons of LogS, qS and CRPS, while in short-run forecasts, the MRSTAR remains the benchmark in almost all measures.
Discussion
What do we learn from this empirical investigation? First, the GSTAR model char- Second, such superior descriptive accuracy is usually associated with an improvement in point forecasting ability. Ferrara et al. (2015) investigate the forecasting properties of a large set of models -they also add MSARs and time-varying ARsafter the Great Recession using a dataset that is larger than ours. Their conclusions are that (i) the predictive gain that arises from non-linear models is not systematic and, when it does exist, is small 10 . This evidence is explained by Stock and Watson (2012) hypothesis that the Great Recession can be seen as a sequence of unusually 10 "Indeed, the results are rather mixed and depend strongly on the evaluation period. However, predictive gains that stem from nonlinear models may arise from variables that experienced clear regime changes over the sample, such as interest rates, for instance. When comparing the performances of non-linear models, the TVAR model seems to be very similar to the AR model [· · · ] and the MSAR model often leads to the poorest results. On the other hand, the TAR and LSTAR models occasionally perform quite well" (Ferrara et al., 2015, page 678) . large shocks. (ii) They assert that using exogenous variables in time series models is globally preferable with respect to auto-regressions. Although, for reasons of space, we do not consider models with exogenous variables, our evidence supports Ferrara et al.'s first conclusion about dynamically asymmetric models' low gain in terms of forecasting performance only when considering density measures. We confirm Kascha and Ravazzolo (2010) Clark and Ravazzolo (2015) , incorporating stochastic (time-varying) volatility in simple macroeconometric models improves their forecasting properties substantially.
We emphasize that the role of the dynamic asymmetry, particularly its intersection with stochastic/time-varying volatility, has never been investigated. Understanding the role of parameter uncertainty is not easy, and it has limited influence on the forecasting ability of models for pro-cyclical variables. On the other hand, it downgrades most dynamic asymmetric models of anti-cyclical proxies. Therefore, STARs' returns are often preferable when this feature must be taken into consideration.
Finally, our forecast comparisons are based on statistical tests that are originally developed for linear models. Little is known about the impact on uncertain environ-ments if dynamic asymmetry is assumed. The Giacomini and Rossi (2010)'s fluctuation test was supposed to clarify our findings, but according to our preliminary results (not shown), the fluctuation test seems to over-reject the null hypothesis, as they do also when linear autoregression is a reasonable hypothesis. Therefore, we postpone this important issue for later methodological investigation.
Conclusions
The generalized logistic function is applied to the STAR models family as a sim- published on their web pages, which were fundamental to the results of this paper.
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