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ABSTRACT
We propose a novel group testing framework, termed semi-quantitative group
testing, motivated by a class of problems arising in genome screening exper-
iments in addition to other applications such as interpretable rule learning
for decision making. Semi-quantitative group testing (SQGT) is a (possibly)
non-binary pooling scheme that may be viewed as a concatenation of an adder
channel and an integer-valued quantizer. In its full generality, SQGT may
be viewed as a unifying framework for group testing, in the sense that most
group testing models are special instances of SQGT. For the new testing
scheme, we define the notion of SQ-disjunct and SQ-separable test matri-
ces, representing generalizations of classical disjunct and separable matrices.
We describe combinatorial and probabilistic constructions for such matrices
without considering any restriction on the thresholds of the SQGT model (i.e.
SQGT with arbitrary thresholds). Then, we focus on the important special
case in which the thresholds are equidistant, and construct SQ-disjunct and
SQ-separable matrices for this model. While for most of the constructions
described in this dissertation, it is assumed that the number of defectives is
much smaller than total number of test subjects, we also consider the case in
which there is no restriction on the number of defectives and they may be as
large as the total number of subjects. For the constructed matrices, we de-
scribe a number of efficient decoding algorithms based on algebraic methods
and message passing on graphical models. Finally, we introduce the novel
probabilistic group testing framework of Poisson group testing, applicable to
dynamic testing with diminishing relative rates of defectives. For this new
model, we consider both nonadaptive and adaptive testing schemes and de-
velop lower bounds and tight constructive upper bounds on the number of
required tests.
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CHAPTER 1
INTRODUCTION
Group testing (GT) is a general term for a family of test schemes designed
to identify a number of subjects with some particular characteristic – called
defectives (or positives) – among a large pool of subjects. The idea behind
GT is that if the number of defectives is much smaller than the number of
subjects, one can reduce the number of experiments required for identifying
the defectives by testing properly chosen subgroups of subjects rather than
testing each subject individually. In its full generality, GT may be viewed as
the problem of inferring the state of a system from the superposition of the
state vectors of a subset of the system’s elements. As such, GT has found
many applications in communication theory [1, 2, 3, 4], signal processing [5,
6, 7], computer science [8, 9, 10], and mathematics [11]. Some examples of
these applications include error-correcting coding [3, 12, 13], identifying users
accessing a multiple access channel (MAC) [14], [15], reconstructing sparse
signals from low-dimensional projections [5], [6], and many others.
The group testing literature examines two partially overlapping categories
of problems, based on the way the number of defectives is modeled: proba-
bilistic GT and combinatorial GT. In the former case, a probability distribu-
tion is considered for the number of defectives, and the goal is to minimize
the expected number of tests (see for example [16, 17, 18, 19]).1 In the latter
case, the number of defectives (or at least an upper bound on the number of
defectives) is known in advance [7].
Another way to distinguish between different GT schemes is through the
way the tests are performed. In nonadaptive group testing all the tests are
designed in advance.2 In other words, the tests are designed in one pass,
1In some papers, “probabilistic group testing” refers to a probabilistic construction
of tests in a combinatorial GT model. In this report, we refer to such constructions as
“probabilistic constructions” as opposed to “explicit constructions”.
2The design of a single test reduces to selecting the subjects that are present in that
test.
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and the outcome of one test does not affect the design of another test. On
the other hand, in sequential (adaptive) group testing, the result of one test
may be used to govern the design of other tests, leading to more efficient
pooling schemes (see [7] and references therein). Although, in general, se-
quential GT requires fewer tests, in most practical applications nonadaptive
GT is preferred since it allows one to perform all tests simultaneously. This
reduces the overall time required for testing. In what follows, we focus on
combinatorial, nonadaptive GT.
Many different models have been considered for combinatorial GT. In the
original setting described by Dorfman [16] (henceforth, conventional GT or
CGT) the result of a test indicates if there exists at least one defective in
the test; hence, the test output equals 0 if there are no defectives in the test,
and 1 otherwise. Another important model is the additive model [7], also
known as quantitative GT (QGT). In this model, the result of a test equals
the exact number of defectives in that test. In the threshold group testing
(TGT) model [20], if the number of defectives in a test is smaller than a fixed
lower threshold, the test outcome is negative (or equal to 0); if the number of
defectives is larger than a fixed upper threshold, the test outcome is positive
(or equal to 1); and if the number of defectives is between the lower and
upper threshold, the test result is arbitrary (either equal to 0 or 1). The
difference between the upper and lower thresholds is called the gap. In yet
another model introduced in [21], a threshold is fixed beforehand and the
test output corresponds to an additive model output whenever the number
of defectives does not exceed the threshold. If the number of defectives
exceeds the threshold, the output of the test is some value outside the range
of the sub-thresholded additive model output.
In all these models, each subject is assigned a unique binary vector (code-
word) of length equal to the total number of tests. Each coordinate of a sub-
ject’s codeword corresponds to a test and equals 1 if the subject is present
in the test, and equals 0 otherwise. Since in nonadaptive GT all the tests
are designed in parallel, it is convenient to group all the codewords into a
matrix (code) termed the test matrix (test code). The test matrix is a binary
matrix of size m × n, where m is the number of tests and n is the number of
subjects. The design of efficient test matrices has been a topic of interest for
many years: for a comprehensive survey of such matrices, see [7], [22], and
[23]. The two main families of test matrices were originally designed for CGT
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by Kautz and Singleton [24]. The first family is known as disjunct matrices
(or zero-false-drop matrices), while the second family is usually referred to
as separable matrices (or uniquely decipherable matrices). Disjunct matrices
satisfy an inclusion constraint: a d-disjunct matrix has the property that no
column is included in – or is covered by – the component-wise Boolean ORs
of any other ≤ d number of columns. This property enables disjunct matrices
to uniquely identify up to d defectives and also endows them with an efficient
decoding algorithm. Separability is a weaker notion than disjunctness as it
only requires the component-wise Boolean ORs of any two distinct sets of≤ d columns to be different.
Despite the significant interest the subject has garnered in computer sci-
ence, coding and combinatorial theory, and despite the analysis of many
diverse extensions of the underlying problem, group testing has still not seen
widespread use in medical sciences and biology. Two notable exceptions
were the early use of group testing for DNA sequence analysis [22] and the
very recent work on group testing for genotyping and biosensing [25, 26, 27].
The reason behind this practical failure of group testing in life sciences is
that most analytical models do not capture the full complexity of bioengi-
neering systems. Model simplifications are necessarily introduced in order
to derive closed-form expressions on the smallest number of tests required
to perform the experiments or to guarantee test matrix constructions with
provable performance guarantees, thereby neglecting the fact that in practi-
cal applications such simplifications may not be appropriate. For example,
one would be inclined to accept a number of tests higher than those predicted
to be theoretically optimal for a coarse model if there is evidence that the
scheme is suitable for practical implementation.
This work represents the first step in developing a novel framework for
group testing that caters to the unique needs of the emerging field of geno-
typing through high-throughput sequencing.3
3Although this work was motivated by applications in genotyping, the model, results,
and test matrix constructions are applicable to a wide variety of applications in biol-
ogy, communication theory, signal processing, etc. One example of such applications is
interpretable rule learning for decision making, which we will briefly discuss in the last
chapter.
3
1.1 Challenges in genotyping, and motivation for
semi-quantitative group testing
Genotyping is an emerging field in systems biology concerned with deter-
mining genetic variations in the traits of individuals. At the core of every
genotyping method is DNA sequencing – determining the genetic blueprint
of an individual – and a comparative analysis of the sequences obtained
from different individuals. Comparative studies of the DNA makeup play an
indispensable role in medical genetics, the goals of which are to efficiently de-
termine “outliers” in the genetic code that may lead to devastating disorders
or illnesses [25].
One of the most important applications of genotyping is detecting the
carriers of a particular genetic disorder. Since the human genome consists of
pairs of chromosomes, and paired chromosomes contain genes with matching
functionalities, a human who has inherited a mutated gene may not display
the symptoms of the genetic disease. In this situation, the individual has a
normal (unmutated) copy of a gene, which prohibits the disease from being
expressed. Although the carrier does not display disease symptoms, the
offspring of two carriers may have the disease. While affected individuals
can be diagnosed based on their symptoms, a carrier can only be identified
via DNA screening.
In the screening process of genotyping, one targets genomic regions known
to harbor genetic mutations. Until recently, only serial sequencing of the
genome of one individual was possible; however, the introduction of the new
class of genome sequencing methods dubbed the next-generation sequencing
technologies [28] enabled parallel sequencing of the genome. These platforms
break the genomic region of interest into short fragments and perform millions
of sequence reads in a single run (for the description of one such platform,
see Illumina [29]). Due to the high cost of sample preparation for sequenc-
ing, and, in order to fully utilize the potential of the sequencing platforms,
multiplexing a large number of specimens in a single batch is essential. As
a result, group testing presents itself as a natural paradigm to address these
challenges, and the first steps in this direction were taken in [30, 31, 25, 26].
Despite the promising results of applying the existing group testing models to
genotyping, many practical problems still stand in the way of the wide-scale
use of this method.
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One such problem arises from the fact that genotyping methods allow for
more precise readings at the output than classical GT detectors, but still do
not provide full information about the abundance of a target gene in the test.
As a result, test matrices constructed for CGT or TGT underutilize the po-
tential of these sequencers, while test matrices constructed for QGT are prone
to errors due to “overestimating” the sequencers’ precision. Specifically, since
the precision of a sequencer often depends on the number of defectives and
the amount of genetic material in the test, the error is signal/design depen-
dent and cannot be modeled easily. In order to overcome this problem, in
what follows we propose a new framework called semi-quantitative group
testing (SQGT).
In SQGT, the result of a test is a non-binary value that depends on the
number of defectives through a given set of thresholds. The thresholds de-
pend on the sequencer and represent its precision. The SQGT paradigm
may be viewed as a combination of the adder model (QGT) and a decimator
(quantizer). Although QGT has been widely studied in literature, the addi-
tion of a system-dependent decimator makes test construction and analysis
quite challenging. It is worth emphasizing that the application of the SQGT
model is not limited to genotyping, and in general any scheme in which tests
are obtained using a test device with limited precision may be modeled as
an instance of SQGT. In particular, CGT, TGT (with zero gap), and QGT
are all special cases of SQGT.
We also allow for the possibility of having different amounts of sample
material for different test subjects, which results in non-binary test matrices.
Although binary testing is required for some applications – such as the classic
coin weighing problem – in other applications, such as conflict resolution in
multiple access channel (MAC) and genotyping, non-binary tests may be
used to further reduce the number of tests. While in binary test matrices a
value 0 or 1 corresponds to the absence or presence of a subject in a test,
respectively, in non-binary SQGT the value of an entry of the test matrix
reflects the “strength” or “concentration” of a subject in a test. For example
in conflict resolution in MAC, different non-binary values in a test correspond
to different power levels of the users, while in genotyping they correspond
to different amounts of genetic material of different subjects. For example,
if the value corresponding to the jth subject in a genotyping test equals 2,
while the value corresponding to the kth subject is equal to 1, this indicates
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that the amount of DNA of subject j in this test is twice the amount of the
DNA of subject k.
The reason for focusing on integer-valued test matrices, as opposed to real-
valued matrices, is that the sample preparation in genotyping is performed
by robotic arms that are usually programmed to sample the same amount of
DNA. One could program the robotic arm to dispense different amounts of
DNA into test wells, but such a process would be extremely complicated and
imprecise. A better alternative is to program the robotic arm to dispense
the same amount of DNA into a test well multiple times. Since all test wells
contain integer multiples of the same volume of DNA, one can model the test
parameters using bounded integers.
Note that non-binary integer-valued group testing can be also used in
applications where:
• The subjects to be tested come as a whole and cannot be divided into
real-valued parts. For example, in the coin-weighing problem, if one has
n bags of coins, where each bag contains q−1 identical coins, and some
of the bags have counterfeit coins, one can use tests with an alphabet
of size q to find the counterfeit bag with fewer experiments than when
using binary tests.
• A real-valued alphabet may not be practical due to “limited precision”.
With unlimited precision, one could design one single experiment to
find any number of defectives among any number of subjects.
• Some robustness to errors and noise is needed in the testing schemes;
integers, unlike reals, are spaced discretely, which ensures a form of
error protection (see for example [32]).
While there exist information theoretic approaches applicable to the study
of non-binary test matrices [23, Ch. 6], the results on non-binary test matrix
construction relevant to group testing are limited to a handful of papers,
including [33] and [34], where constructions are considered for an adder MAC
channel (i.e. QGT).
For the new model of SQGT with Q-ary test results and q-ary test sam-
ple sizes, Q, q ≥ 2, we define a new generalization of disjunct and separable
matrices, called “SQ-disjunct” and “SQ-separable”, respectively. Probabilis-
tic constructions as well as explicit constructions are provided for these two
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families of test matrices when the number of defectives is much smaller than
the total number of subjects. In addition, the important special case of
SQGT with equidistant thresholds is discussed in detail, and test construc-
tions are provided for this model as well.4 Furthermore, a generalization of
the Lindstro¨m construction for QGT [36] is described, capable of identifying
any number of defectives, even as large as the total number of subjects. The
results corresponding to SQGT described in this dissertation are partially
available in [37, 38, 39, 40, 41].
.
1.2 Challenges in dynamic testing, and motivation for
Poisson group testing
The group testing literature may be divided into two categories based on
how the number of defectives is modeled. In combinatorial GT, the number
of defectives, or an upper bound on the number of defectives, is fixed and
assumed to be known in advance [7]. On the other hand, in probabilistic GT
(PGT), the number of defectives is a random variable with a given probability
distribution [16]. With almost no exceptions, the PGT literature focuses on a
binomial (n, p0) distribution for the number of defectives. Such a model arises
when each of the n subjects is defective with a fixed probability 0 < p0 < 1,
independent of all other subjects. Binomial models are not necessarily sparse,
given that p0 may be a constant and given that the defective selection process
is random.
In Chapter 6, we propose a novel GT paradigm, termed Poisson PGT,
which models the distribution of the number of defectives via a right-truncated
Poisson distribution with parameter λ(n) = o(n). Our motivation for this
assumption comes from clinical testing, where one is interested in identifying
infected individuals under the assumption that infections gradually die out.
A similar scenario is encountered in screening DNA clones for the presence
of certain DNA substrings, where the clones are test subjects and defectives
4SQGT with equidistant thresholds may be viewed as a special instance of quantized
integer compressive sensing, introduced in [32], where the entries of the sensing matrices
as well as the sparse vectors are allowed to be bounded integers. Another topic in the com-
pressive sensing literature related to this SQGT model is quantized compressive sensing,
one instance of which was discussed in [35].
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are clones that contain the given substrings. The distribution of clones con-
taining a given DNA pattern is frequently modeled as Poisson [7]. Other
applications include testing genetic traits that are negatively selected for
(i.e., traits that diminish in time, as they reduce the fitness of a species).
The assumption λ(n) = o(n) ensures that the longer the waiting time or the
larger the number of test subjects, the smaller the average relative fraction
of defectives. In other words, the rate of defectives diminishes with time.
The Poisson PGT model has a number of useful properties that make it
an important alternative to classical binomial models. Although a binomial
distribution with p0≪1 and a large n, where λ=np0 is a constant, converges
to a Poisson distribution with parameter λ=np0 [42], our model allows the
parameter λ(n) of the (truncated) Poisson distribution to grow with n; more
precisely, the model and the results derived in this work are valid even if
limn→∞ λ(n)=∞, as long as limn→∞ λ(n)n =0. Such a model is useful in settings
were test subjects are assumed to arrive sequentially in time, and where tests
are performed only once a sufficient number of subjects n is present. This
model is also applicable to streaming and dynamic testing scenarios [43], in
which the probability that a subject is defective decreases in time so that
newly arriving subjects are less likely to be defective. In such a setting,
classical binomial (n, p0) models are inadequate, as they assume that the
probability p0 of a subject being defective does not depend on the number
of test subjects.
A number of papers have considered a Poisson model to capture the stream-
ing dynamics of the arrivals of subjects to a test center [44], [45]. In contrast,
our model does not make any assumptions on the distribution of the general
subject population, but instead focuses on modeling the number of defec-
tives using a right-truncated Poisson distribution. In addition, the focus of
[44], [45] is on determining the total amount of time (delay) required to test
a batch of subjects arriving at random times. However, here we concentrate
on the completely unrelated problem of finding necessary and sufficient con-
ditions on the smallest number of tests needed for accurate nonadaptive and
semi-adaptive GT. The results corresponding to Poisson PGT described in
this dissertation are partially available in [46, 47].
The dissertation is organized as follows. Chapter 2 describes the SQGT
model. Chapter 3 introduces SQ-disjunct and SQ-separable matrices and
their properties. In Chapter 4, we describe a number of binary and non-
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binary combinatorial and probabilistic constructions for test matrices suit-
able for SQGT in its most general form: SQGT with arbitrary thresholds.
For these constructions, we describe efficient decoding algorithms that can
be used to identify the defectives with zero error probability in the presence
of errors. In Chapter 5, we focus on an important special case of SQGT:
SQGT with equidistant thresholds. For this case, we will describe explicit
and probabilistic test matrix constructions and efficient decoding algorithms
based on algebraic methods and message passing on factor graphs. In addi-
tion, we describe a test matrix construction that enables us to identify any
number of defectives among the pool of subjects, even if the number of them
is as large as n. In Chapter 6, we describe the Poisson PGT model and dis-
cuss lower bounds and upper bounds on the number of tests required to find
the defectives using nonadaptive and semi-adaptive testing methods. The
upper bounds are constructive and therefore correspond to practical testing
schemes that can be used for the purpose of identifying the defectives. Fi-
nally, in Chapter 7, we describe other ideas that we will pursue in the future
corresponding to the application of SQGT for learning interpretable rules for
decision making.
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CHAPTER 2
THE SQGT MODEL
Throughout this dissertation, we adopt the following notation. Bold-face
upper-case and bold-face lower-case letters denote matrices and vectors, re-
spectively. Calligraphic letters are used to denote sets and sequences. Asymp-
totic symbols such as o(⋅) and O(⋅) are used in the standard manner. More
precisely, we say that f(x) = O(g(x)) if and only if there exist M,x0 ∈ R, with
M > 0, such that ∣f(x)∣ ≤M ∣g(x)∣ for all x ≥ x0. Also, f(x) = o(g(x)) means
that for any  > 0, there exists x0 ∈ R such that ∣f(x)∣ ≤ ∣g(x)∣ for all x ≥ x0.
Let Z+ denote the set of positive integers. For a positive integer n ∈ Z+,
we define [n] ∶= {0,1, . . . , n − 1}, and JnK ∶= {1,2, . . . , n}. For simplicity, we
sometimes use X = {xi}s1 to denote a set of s codewords, X = {x1,x2, . . . ,xs}.
Let n, m, and d denote the number of test subjects, the number of tests,
and the number of defectives, respectively. Let Si denote the ith subject,
i ∈ JnK, and let Dj be the jth defective, j ∈ JdK. Furthermore, let D denote
the set of defectives, so that ∣D∣ = d. Let w ∈ [2]n be a binary vector with its
ith coordinate equal to 1 if the ith subject is defective, and 0 otherwise.
We assign to each subject a unique q-ary vector of length m, termed the
codeword of the subject. Each coordinate of the codeword corresponds to
a test. Due to the one-to-one correspondence between the codewords and
test subjects, with some abuse of notation we use D to denote both the set
of defectives and the set of columns assigned to the defectives. If xi ∈ [q]m
denotes the codeword of the ith subject, then the kth coordinate of xi, denoted
by xi(k), may be viewed as the “amount” (or strength) of Si used in the kth
test.1 Note that the symbol 0 indicates that Si is not present in the test. We
denote the test matrix, or equivalently, the code, by C ∈ [q]m×n.
The result of each test in SQGT is an integer from the set [Q], Q > 0. The
1Note that q is actually the available alphabet size and not necessarily the effective
alphabet size. In many constructions in this report, we use an effective alphabet size
smaller than q, but if the maximum available entry of the alphabet is q − 1, we still call
the alphabet size q.
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Table 2.1: Table of symbols and their definitions
Symbol Definition
n Total number of subjects
m Number of tests
d Number of defectives
Q Size of the output alphabet
q Size of the test matrix alphabet
ηl The lth threshold where l ∈ JQKD Set of defectives
w ∈ [2]n Indicator vector of defectives
y ∈ [Q]m Vector of test results
xi ∈ [q]m Codeword assigned to the ith subject
C ∈ [q]m×n Code (test matrix)
e Number of errors in y that C can correct
results of all m tests are represented using a vector of length m called the
vector of test results, y. Table 2.1 summarizes these notations.
Each test outcome depends on the number of defectives and their sample
amount in the test through a quantization function fη(⋅) with Q thresholds,
ηl (l ∈ {1,2, . . . ,Q}), defined as follows.
Definition 1. For a set of thresholds η = [η0 = 0, η1, . . . , ηQ]T and a scalar
α ∈ Z+, we define the quantization function fη ∶ Z+ ↦ [Q] as
fη(α) = r if ηr ≤ α < ηr+1,
where r ∈ [Q]. In words, the function fη(α) returns the index of the quanti-
zation bin that contains its argument.
For a vector of positive integers α, fη(α) is a vector with each entry equal
to the quantization of the corresponding entry of α according to Def. 1. For
two scalars α,α′ ∈ Z+, and a set of thresholds η, we write α ≻η α′ to indicate
that fη(α) > fη(α′). Next, we define the syndrome of a set of codewords
using fη(⋅).
Definition 2. Let X = {x1,x2, . . . ,xs} = {xj}s1 be a set of s ≥ 1 codewords of
length m in a SQGT model with thresholds η = [η0 = 0, η1, η2, . . . , ηQ]T . The
syndrome of X , denoted by yX ∈ [Q]m, is defined as yX = fη (∑sj=1 xj).
By this definition, in the absence of any errors, the vector of test results is
equal to the syndrome of defectives, i.e. y = yD . However, when errors occur,
11
y(k) 10 Q  1· · ·
0, 1, · · · , ⌘1 1, ⌘1, · · · , ⌘2 1, · · · ⌘Q 1, · · · , ⌘Q 1.
dX
j=1
xij (k)
2
Figure 2.1: The outcome of the kth test and its relationship with∑dj=1 xij(k) through the thresholds in a SQGT model with (possibly)
non-binary test design.
C =
0BBBB@
0 1 0 1 2 0 0 2 1 1
1 2 0 1 1 1 2 2 2 1
2 0 2 2 0 2 1 1 1 1
0 2 1 0 2 0 1 2 0 0
1 1 0 2 1 1 1 1 2 1
1CCCCA
0BBBB@
1
1
3
0
2
1CCCCA
S1 S2 S3 S4 S5 S6 S7 S8 S9 S10
y
wT = (0 0 1 1 0 0 0 0 0 1)
Figure 2.2: A test matrix C, indicator vector of defectives w, and the
corresponding vector of test results y, for an SQGT scheme with d = 3,
m = 5, n = 10, q = 3, Q = 4, and η = [0,2,3,5,7]T .
some entries of y may differ from yD . In particular, if e tests are erroneous,
we assume that e entries of yD have changed to an arbitrary value in [Q]2.
The relationship between the syndrome of defectives and the strength of
the defectives in a test is illustrated in Fig. 2.1. One should note that an
underlying assumption in the SQGT model is that ηQ > d(q − 1) to ensure
that the sum of entries corresponding to defectives is always smaller than ηQ.
Figure 2.2 provides an example of a SQGT test matrix, an incidence vector
of the defectives, and vector of test results, with d = 3, m = 5, n = 10, q = 3,
Q = 4, and η = [0,2,3,5,7]T .
Based on the definition, it is clear that SQGT may be viewed as a concate-
nation of an adder channel and a decimator (quantizer). Also, if q = Q = 2
and η1 = 1, the SQGT model reduces to CGT. Furthermore, if Q−1 = d(q−1)
and ∀r ∈ [Q], ηr = r, then SQGT reduces to the adder model (QGT), with
a possibly non-binary test matrix. Similarly, TGT with zero gap and the
model in [21] also represent special instances of SQGT. Another interesting
2Note that this assumption corresponds to the case in which no information is available
regarding the pattern of errors (i.e. worst case scenario). However, more informative
assumptions regarding the error pattern can be considered to simplify the problem, e.g.
errors that change the outcome of a test to the value corresponding to an adjacent bin.
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y(k) 10
dX
j=1
xij (k) 0, 1, 2, · · · , d
(a) CGT
y(k)
dX
j=1
xij (k) 0, 1, 2, · · · , d
0 1 2 · · · d
(b) QGT
y(k)
dX
j=1
xij (k) 0, 1, · · · , ⌘T  1, ⌘T , · · · , d
0 1
(c) TGT
y(k)
dX
j=1
xij (k)
0 1
0, 1, · · · , ⌘
DR
 1, ⌘
DR
, · · · , d
· · · ⌘DR 1 ⌘DR
(d) The model in [21]
y(k) 10 Q  1· · ·
dX
j=1
xij (k) 0, 1, . . . , ⌘   1, ⌘, . . . , 2⌘   1, . . . , (Q 1)⌘, . . . Q⌘ 1
(e) SQGT with equidistant thresholds
Figure 2.3: Different group testing models for the case q = 2. In the figures,
η
T
denotes the threshold in TGT and η
DR
denotes the threshold in the
model described in [21].
special case of the SQGT model is the case where the quantizer has equidis-
tant thresholds. In this case, ηr = rη, where r ∈ [Q + 1], and the syndrome
of s codewords X simplifies to yX = ⌊x1+x2+⋅⋅⋅+xsη ⌋, where ⌊⋅⌋ denotes the floor
function. Figure 2.3 illustrates all these models for q = 2.
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CHAPTER 3
GENERALIZED DISJUNCT AND
SEPARABLE MATRICES FOR SQGT
In this chapter, we introduce two families of test matrices suitable for SQGT,
termed SQ-disjunct and SQ-separable matrices. For each of these families,
we use a set of parameters as described below. A [q;Q;η; (l ∶ u); e]-SQ-
disjunct/separable matrix is a q-ary test matrix for a SQGT model with
thresholds η = [0, η1, η2, . . . , ηQ]T . Such a test matrix is capable of uniquely
identifying any number of defectives between l and u, l ≤ d ≤ u, from a Q-ary
vector of test results containing up to e erroneous test results. For simplicity,
when the test matrix can only identify exactly d defectives (i.e. l = u = d),
we use d instead of (l ∶ u).
3.1 SQ-disjunct matrices
The SQ-disjunct matrices are generalizations of binary disjunct matrices in-
troduced in [24] for efficient zero-error identification of defectives in CGT.
We start by defining the binary disjunct and separable matrices for CGT [24].
Definition 3 (Binary d-disjunct matrices for CGT). A binary d-disjunct
matrix designed for CGT, capable of correcting up to e errors, is an m × n
matrix such that for any set of d + 1 columns, X = {xj}d+11 , and for any col-
umn xi ∈ X , there exists a set of coordinates Ri of size at least 2e + 1, such
that ∀k ∈Ri, xi(k) = 1 and xj(k) = 0, for xj ∈ X and j ≠ i.
In order to introduce the new family of SQ-disjunct matrices, we need the
following definition.
Definition 4. A set of columns X = {xj}s1 with syndrome yX is said to be
included in another set of columns Z = {zj}t1 with syndrome yZ , if ∀i ∈ JmK,
yX (i) ≤ yZ(i). We denote this inclusion property by X ⊲ Z, or equivalently,
yX ⊲ yZ .
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Remark 1. Using this definition, it can be easily verified that if X ⊆ Z, thenX ⊲ Z.
Note that for q = Q = 2 and η1 = 1, Definition 2 is equivalent to the
definition of inclusion for disjunct matrices in CGT [24]. Based on the notion
of inclusion, we may define SQ-disjunct matrices for the error-free scenario,
e = 0.
Definition 5. An m × n matrix is called a [q;Q;η; (1 ∶ d); 0]-SQ-disjunct
matrix if ∀s, t ≤ d and for any sets of q-ary columns X = {xj}s1 and Z = {zj}t1,X ⊲ Z implies X ⊆ Z.
The next two theorems describe some properties of SQ-disjunct matrices.
Theorem 1. A [q;Q;η; (1 ∶d); 0]-SQ-disjunct matrix is capable of identifying
any number of defectives less than or equal to d in the absence of test errors.
In other words, given an error-free vector of test results y ∈ [Q]m, any column
with a syndrome included in y corresponds to a defective, and any column
with a syndrome not included in y corresponds to a non-defective.
Proof. Let xi, i ∈ JnK, be a column of a [q;Q;η; (1 ∶d); 0]-SQ-disjunct matrix.
Since y = yD, if i corresponds to a defective, i.e. i ∈ D, we have y{xi} ⊲ y.
Conversely, by Definition 5, it can be easily verified that if i ∉ D and ∣D∣ ≤ d,
then y{xi} ⋪ y.
We also prove the following result used in subsequent derivations.
Theorem 2. A matrix is [q;Q;η; (1 ∶ d); 0]-SQ-disjunct if and only if no
column is included in a set of d other columns.
Proof. It is easy to verify that if a matrix is [q;Q;η; (1 ∶ d); 0]-SQ-disjunct,
then no column is included in the set of d other columns.
Conversely, let X = {xj}s1 and Z = {zj}t1 be two sets of columns where
s, t ≤ d. From the assumption that no column is included in a set of d
other columns, one can conclude that no column is included in a set of t
other columns whenever t ≤ d. If X ⊲ Z but X ⊈ Z, then there exists a
column xj ∈ X , j ∈ JsK, such that {xj} ⊈ Z. But since {xj} ⊲ X ⊲ Z, then{xj} ⊲ Z, which contradicts the assumption that no column is included in t
other columns.
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Remark 2. From Theorem 2, one can conclude that a matrix is [q;Q; η; (1 ∶
d); 0]-SQ-disjunct if and only if for any set of d + 1 columns, X = {xj}d+11 ,
and for any column xi ∈ X , there exists at least one unique coordinate ki for
which
y{xi}(ki) > yX /{xi}(ki), (3.1)
where y{xi} is the syndrome of {xi}, and yX /{xi} is the syndrome of the other
d columns in X . Note that for equidistant SQGT, (3.1) implies
⌊xi(ki)
η
⌋ > ⎢⎢⎢⎢⎣∑
d+1
j=1,j≠i xj(ki)
η
⎥⎥⎥⎥⎦ .
The uniqueness property in Remark 2 can be proved as follows. Fix a setX and xi,xj ∈ X such that i ≠ j and ki = kj. Using Definition 2, it can be
easily verified that for any coordinate k,
yX /{xi}(k) = y(X /{xi,xj})∪{xj}(k) ≥ y{xj}(k). (3.2)
Using (3.1) and (3.2), one has
y{xi}(ki) > yX /{xi}(ki) ≥ y{xj}(ki). (3.3)
Applying condition (3.1) to xj and using (3.2), one similarly obtains
y{xj}(kj) > yX /{xj}(kj) ≥ y{xi}(kj). (3.4)
Since ki = kj, (3.3) and (3.4) contradict each other, which completes the
proof.
Using the notion of unique coordinate, we can generalize Definition (5) to
SQ-disjunct matrices that are capable of correcting up to e > 0 errors.
Definition 6 (SQ-disjunct matrices). An m×n matrix is called a [q;Q;η; (1 ∶
d); e]-SQ-disjunct matrix if for any set of d + 1 columns, X = {xj}d+11 , and
for any column xi ∈ X , there exists a set of coordinates, Ri, of size at least
2e + 1 such that ∀ki ∈Ri,
y{xi}(ki) > yX /{xi}(ki), (3.5)
and Ri is disjoint of any Rl for which xl ∈ X and l ≠ i; in this equation
16
y{xi} is the syndrome of {xi}, and yX /{xi} is the syndrome of the remaining d
columns in X .
Such a matrix is capable of uniquely identifying up to d defectives, in the
presence of up to e errors in the vector of test results. If a column xi does
not correspond to a defective, its syndrome contains at least e+1 coordinates
satisfying y{xi}(k) > y(k). On the other hand, if xi corresponds to a defective,
its syndrome contains at most e coordinates satisfying y{xi}(k) > y(k).
Remark 3. It can be easily seen from (3.1) and (3.5) that a necessary con-
dition for the existence of a [q;Q;η; (1 ∶ d); e]-SQ-disjunct matrix is that
q − 1 ≥ η1. As a result, there exist no binary [2;Q;η; (1 ∶ d); e]-SQ-disjunct
matrices when η1 > 1.
Remark 4 (Decoding Algorithm:). Definition 6 suggests an efficient de-
coding algorithm for SQ-disjunct matrices with complexity O(mn), which
resembles the decoding algorithm for binary disjunct matrices for CGT. The
decoding algorithm for an m × n [q;Q;η; (1 ∶d); e]-SQ-disjunct matrix works
as follows. For each column xi, i ∈ JnK, count the number of coordinates of
y{xi} for which y{xi}(k) > y(k). If the number of such coordinates is at least
e+1, xi does not correspond to a defective. On the other hand, if the number
of such coordinates is at most e, the column corresponds to a defective.
3.2 SQ-separable matrices
Although SQ-disjunct matrices can be used to find defectives in a SQGT
model via a simple decoding procedure, the requirements imposed on such
matrices may appear too restrictive for certain applications. As a result,
relaxing these structural constraints may lead to a reduction in the number
of tests for fixed values of n. Another shortcoming of SQ-disjunct matri-
ces is that their alphabet size must satisfy q > η1; as a result, in situations
where smaller alphabet size is required, such matrices cannot be utilized.
SQ-separable matrices are a family of q-ary matrices that are capable of
overcoming the aforementioned issues. The SQ-separable matrices are gen-
eralizations of binary separable matrices for CGT [24], defined below.
Definition 7 (Binary d-separable matrices for CGT). A binary d-
separable matrix designed for CGT, capable of correcting up to e errors, is
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an m × n matrix such that for any two distinct sets of columns X and Z,
1 ≤ ∣X ∣, ∣Z ∣ ≤ d, the Boolean sum of the columns in X differs from the Boolean
sum of the columns in Z in at least 2e + 1 coordinates.
Definition 8 (SQ-separable matrices). An m×n matrix is called a [q;Q;η; (l ∶
u); e]-SQ-separable matrix if for any two distinct sets of columns X and Z
that satisfy l ≤ ∣X ∣, ∣Z ∣ ≤ u, there exists a set of coordinates R, with size∣R∣ ≥ 2e + 1, such that ∀k ∈R
yX (k) ≠ yZ(k).
Such matrices are capable of identifying defectives when the vector of test
results contains at most e errors, given that the number of defectives is at
least l and at most u. Note that as the next proposition demonstrates, SQ-
disjunct matrices are special cases of SQ-separable matrices.
Proposition 1. Any [q;Q;η; (1 ∶ d); e]-SQ-disjunct matrix is a [q;Q;η; (1 ∶
d); e]-SQ-separable matrix.
Proof. Consider a [q;Q;η; (1 ∶d); e]-SQ-disjunct matrix and any two distinct
sets of columns X and Z that satisfy 1 ≤ ∣X ∣, ∣Z ∣ ≤ d. Without loss of
generality, assume that ∣X ∣ ≤ ∣Z ∣. Since these two sets are distinct, Z/X ≠ ∅;
let z be a column such that z ∈ Z/X . Since ∣X ∪ {z}∣ ≤ d + 1, using the
definition of SQ-disjunct matrices, one can conclude that there exists a set
of coordinates, R, of size at least 2e + 1, such that ∀k ∈R,
y{z}(k) > yX (k).
On the other hand since z ∈ Z, Definition 2 implies that ∀k ∈ R, yZ(k) ≥
y{z}(k) > yX (k), which completes the proof.
Remark 5. From Definition 8, one can see that a necessary condition for the
existence of a [q;Q;η; (l ∶u); e]-SQ-separable matrix is that l(q − 1) ≥ η1. If
l = 1, this condition simplifies to q−1 ≥ η1, which is the same as the necessary
condition for the existence of a [q;Q;η; (1 ∶ d); e]-SQ-disjunct matrix. This
is expected, since any SQ-disjunct matrix is also a SQ-separable matrix, while
the converse is not true. On the other hand, if q = 2, the condition simplifies
to l ≥ η1. This implies that if the number of defectives is smaller than η1, one
cannot identify the defectives using a binary matrix.
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CHAPTER 4
TEST MATRIX CONSTRUCTIONS AND
DECODING ALGORITHMS FOR SQGT
WITH ARBITRARY THRESHOLDS
In this chapter, we describe test matrix constructions and efficient decoding
algorithms for the general SQGT model in which the thresholds are arbitrary
but are known in advance. We start this chapter by introducing two sim-
ple methods for constructing SQ-disjunct and SQ-separable matrices from
binary disjunct and binary separable matrices for CGT. These two simple
constructions are then used as building blocks (BBs) to construct more so-
phisticated q-ary test matrices for SQGT. These constructions are based
on three new families of integer sequences which represent extensions and
generalizations of Bh and certain types of super-increasing and lexicograph-
ically ordered sequences [48]. These novel sequences are termed “quantized
Bh sequences”, “type-s semi-quantitative lexicographically ordered sequences
(SQLOs)” and “type-l semi-quantitative lexicographically ordered sequences
(SQLOl)”. While SQLOs and SQLOl sequences are special cases of quan-
tized Bh sequences, they exhibit a special nested structure that allows for
computationally efficient decoding algorithms. Finally, in the last section, we
discuss constructions of binary test matrices for applications in which q-ary
test matrices with q > 2 are not applicable.
A summary of different properties of the constructions described in this
chapter is provided in Tables 4.1 and 4.2. Since several constructions were
based on classical binary d-disjunct and d-separable matrices, we explicitly
included these underlying building blocks (BBs) in “Features”. In these cases,
the number of tests m as a function of d, e and n, depends on the specific BBs
used. Given that there are many different constructions for classical binary d-
disjunct and d-separable matrices available in the literature, a comprehensive
survey of all possible SQGT matrices would be well beyond the scope of this
dissertation. We therefore focused on a small set of classical binary disjunct
and separable matrices well-documented in the literature, e.g. [7] and [22].
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4.1 Construction of q-ary SQGT test matrices using
binary disjunct/separable matrices for CGT
Given that SQ-disjunct matrices (Def. 6) represent generalizations of conven-
tional binary disjunct matrices (Def. 3), it is expected that one can construct
SQ-disjunct matrices using conventional disjunct matrices. The following
proposition describes one such construction.
Proposition 2 (Construction 1). Any matrix generated by multiplying a
conventional binary d-disjunct matrix capable of correcting e errors1 by q−1,
where q − 1 ≥ η1, is [q;Q;η; (1 ∶d); e]-SQ-disjunct.
Proof. A conventional binary d-disjunct matrix, capable of correcting e er-
rors, satisfies the condition that for any set of d + 1 columns, Z = {zj}d+11 ,
and for any column zi ∈ Z, there exists a set of coordinates Ri of size at least
2e + 1, such that ∀k ∈Ri,
zi(k) = 1,
zj(k) = 0, for zj ∈ Z and j ≠ i.
Multiplying such a matrix with q−1, where q−1 ≥ η1, produces a q-ary matrix
such that for any set of d+1 columns, X = {xj}d+11 , and for any column xi ∈ X ,
there exists a unique set of coordinates, Ri, of size at least 2e + 1, such that∀k ∈Ri,
y{xi}(k) > 0,
xj(k) = 0, for xj ∈ X and j ≠ i.
As a result, ∀k ∈Ri,
y{xi}(k) > yX /{xi}(k) = 0.
Similar to the case of SQ-disjunct matrices, SQ-separable matrices (Def. 8)
may also be constructed from classical binary separable matrices (Def. 7), as
shown in the next proposition.
1For constructions of binary d-disjunct matrices with error correcting capabilities,
see [7], [49], [50] and references therein.
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Proposition 3 (Construction 2). Any matrix generated by multiplying a
conventional binary d-separable matrix capable of correcting up to e errors by
q − 1, where q − 1 ≥ η1, represents a [q;Q;η; (1 ∶d); e]-SQ-separable matrix.
Proof. The proof is a direct result of Def. 7 and Def. 8, and is hence omitted.
Constructions 1 and 2 provide two simple methods to generate SQ-disjunct
and SQ-separable matrices from their binary counterparts for CGT. However,
these constructions do not fully utilize all the information provided by the
Q thresholds and the Q-ary vector of test results: the dimensions of the SQ-
disjunct and SQ-separable matrices are the same as the dimensions of the
binary disjunct and binary separable matrices. In the next section, we will
describe more sophisticated constructions that overcome this issue.
4.2 SQ-separable matrices using quantized Bh
sequences
In this section, we introduce the notion of quantized Bh sequences and de-
scribe how to use their elements in conjunction with binary disjunct matri-
ces to construct SQ-separable matrices. In addition, we describe construction
methods for quantized Bh sequences as well as efficient decoding methods for
the resulting matrices. The gist of these constructions is horizontal matrix
concatenation, defined as follows.
Definition 9 (Horizontal concatenation). Consider K ≥ 2 matrices Cj ∈
Rm×n, 1 ≤ j ≤K. The horizontal concatenation of these matrices is a matrix
defined by C = [C1,C2 . . . ,CK], such that for j ∈ JKK and l ∈ JnK, the ((j −
1)n + l)th column of C is equal to the lth column of Cj.
Before describing the main results of this section, we introduce a simple
matrix construction that provides the intuition behind the derivations of the
main results.
Theorem 3. Consider a SQGT model with thresholds η = [0, η1, η2, . . . , ηQ]T
satisfying ηQ > η1+max{η2, η3−η1} and Q ≥ 4. Fix a binary d-disjunct matrix
Cb of dimensions mb×nb, capable of correcting up to e errors. Form a matrix
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C of length m = mb and size n = 2nb by concatenating C1 = α1Cb and C2 =
α2Cb horizontally, where α1 = η1 and α2 = max{η2, η3 − η1}. The constructed
matrix is a [q;Q;η; (1 ∶d); e]-SQ-separable matrix with q = max{η2, η3−η1}+1.
Proof. Consider two distinct subsets of columns, X1 and X2, such that 1 ≤∣X1∣, ∣X2∣ ≤ d. Without loss of generality, assume that ∣X1∣ ≤ ∣X2∣. Since the
two sets are distinct, X2/X1 ≠ ∅. Let z′ ∈ X2/X1. By construction, z′ = αzb
for some α ∈ {α1, α2} and some binary column zb of Cb. Let z′′ be another
column of C with the same support as z′, obtained by multiplying zb by{α1, α2}/{α}.
If z′′ ∉ X1, then by the construction of C and Def. 3, there exists a set of
coordinates R of size at least 2e + 1, such that ∀k ∈ R, z′(k) ≥ α1 = η1 and
x(k) = 0, ∀x ∈ X1. Since ∀k ∈R, ∑x∈X2 x(k) ≥ z′(k) ≥ η1, and ∑x∈X1 x(k) = 0,
it follows that
yX2(k) ≥ y{z′}(k) > yX1(k).
On the other hand, if z′′ ∈ X1∩X2, there exists a set of coordinates R of size at
least 2e+1, such that ∀k ∈R, z′(k) ∈ {α1, α2}, z′′(k) ∈ {α1, α2}, and x(k) = 0∀x ∈ X1/{z′′}. Since ∀k ∈ R, ∑x∈X2 x(k) ≥ z′(k) + z′′(k) = α1 + α2 = max{η1 +
η2, η3} ≥ η3 and ∑x∈X1 x(k) ≤ α2 < η3, and since ηQ > η1 +max{η2, η3 − η1}, it
follows that
yX2(k) ≥ y{z′,z′′}(k) > yX1(k).
If z′′ ∈ X1/X2, we have to separately analyze two cases: if z′ = α2zb, then
there exists a set of coordinates R of size at least 2e + 1, such that ∀k ∈R, z′(k) = α2, z′′(k) = α1, and x(k) = 0 ∀x ∈ X1/{z′′}. Since ∀k ∈ R,∑x∈X2 x(k) ≥ z′(k) = α2 ≥ η2, and ∑x∈X1 x(k) = α1 = η1 < η2, it follows that
yX2(k) ≥ y{z′}(k) > yX1(k).
However, for the case that z′′ ∈ X1/X2 and z′ = α1zb, there exists a set of
coordinates R of size at least 2e+1, such that ∀k ∈R, z′(k) = α1, z′′(k) = α2,
and x(k) = 0 ∀x ∈ X2/{z′}. Since ∀k ∈ R, ∑x∈X1 x(k) ≥ z′′(k) = α2 ≥ η2, and∑x∈X2 x(k) = α1 = η1 < η2, we conclude that
yX2(k) < y{z′′}(k) ≤ yX1(k).
This completes the proof.
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In Construction 1, we showed that multiplying a binary d-disjunct matrix
of dimension mb×nb by η1 results in a SQ-disjunct matrix of the same dimen-
sion. On the other hand, Thm. 3 shows that one may increase the number
of test subjects twofold, using only m = mb tests. The increase is achieved
by using a carefully chosen multiplier for the second block. More precisely,
this choice of α2 satisfies two properties. First, since α2 ≻η α1, none of the
two columns of C have the same syndrome, and therefore can be uniquely
distinguished. Second, the fact that α1+α2 ≻η α2 ≻η α1 ensures that if we can
identify a column of Cb that corresponds to at least one defective, denoted
by xb, it is possible to determine if {α1xb}, or {α2xb}, or {α1xb, α2xb} are
the columns of C that correspond to the defectives. These two properties,
combined with the disjunctness property of Cb, ensure that any collection of
up to d items has a unique syndrome after quantization, even in the presence
of up to e errors. This construction can be generalized to include concate-
nations of more than two matrices using the new families of quantized Bh
sequences described next.
We start by defining the standard Bh sequences [48]. Note that throughout
this chapter, with slight abuse of notation, we use A = {α1, α2, . . . , αK} to
denote both a set and/or a sequence consisting of K positive integers. The
exact meaning will be apparent from the context, and it will depend on which
property of A is being discussed. Note that for a set of positive integers A,
one can view the natural ordering of the elements of A as the corresponding
sequence.
Definition 10 (Bh sequence). A finite sequence of positive integers A ={α1, α2, . . . , αK} is a Bh sequence if ∀A1,A2 ⊆ A such that A1 ≠ A2, ∣A1∣ =∣A2∣ = h, one has ∑αi∈A1 αi ≠ ∑αi∈A2 αi.
Similar to the classical Bh sequences which require distinct subset sums
of cardinality h, in quantized Bh sequences we require that the quantized
sums of subsets of size up to h be distinct. These sequences can be used to
generalize Thm. 3 to construct SQ-separable matrices.
Definition 11 (Quantized Bh sequence). A finite sequence of positive
integers A = {α1, α2, . . . , αK} is called a quantized Bh sequence with respect
to η if
1. αK ≻η αK−1 ≻η ⋅ ⋅ ⋅ ≻η α1 ≻η 0 (i.e., all elements of A lie in different
quantization bins).
25
2. ∀A1,A2 ⊆ A such that A1 ≠ A2, ∣A1∣ ≤ h and ∣A2∣ ≤ h, one either has∑αi∈A1 αi ≻η ∑αi∈A2 αi or ∑αi∈A2 αi ≻η ∑αi∈A1 αi (the sums of elements
of distinct subsets lie in different quantization bins).
Intuitively, we require that all the elements of the sequence are located
in different quantization bins, none of them is in the same bin as 0, and
in addition, all the sums that are formed by adding elements of subsets of
cardinality at most h fall into different bins. Note that when K = 2, setting
α1 = η1 and α2 = max{η2, η3 − η1} as was done in Thm. 3 ensures that the
conditions in the aforementioned definition are met.
Remark 6. Note that the cardinality of a finite quantized Bh sequence may
be smaller than the value of h. For example, A = {η1} is a quantized Bh
sequence with respect to η, for any h ∈ Z+. However, one seeks to find
the densest such sequence given an upper bound on the values of its largest
element.
Quantized Bh sequences can be used to construct SQ-separable matrices
as shown in the next theorem.
Theorem 4 (Construction 3). Fix a binary d-disjunct matrix Cb of dimen-
sions mb × nb, capable of correcting up to e errors. Let A = {α1, α2, . . . , αK}
be a quantized Bd sequence with respect to η. Form an m×n matrix C where
m =mb and n =Knb by concatenating K matrices Ci = αiCb, 1 ≤ i ≤K, hor-
izontally. The constructed matrix is a [q;Q;η; (1 ∶d); e]-SQ-separable matrix
with q = αK + 1.
Proof. In order to show that the constructed matrix is [q;Q;η; (1 ∶d); e]-SQ-
separable, we consider two distinct sets of columns X1 and X2 that satisfy
1 ≤ ∣X1∣, ∣X2∣ ≤ d. The idea is to show that the syndrome of these two sets
contain at least 2e+1 different entries. Without loss of generality, we assume
that ∣X1∣ ≤ ∣X2∣. Since the two sets are distinct, one must have X2/X1 ≠ ∅, and
therefore we choose zr ∈ X2/X1. By construction, zr = αrzb for some binary
column zb in Cb and some αr ∈ A.
For the fixed binary column zb, let Z be the set of columns of C generated
by multiplying zb with the elements of A. Let Z1 = X1 ∩Z and Z2 = X2 ∩Z
be the set of columns with the same support as zb in X1 and X2, respectively.
Also, let AZ1 ⊂ A and AZ2 ⊆ A be the set of coefficients used to form the
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columns in Z1 and Z2, respectively. Given that A is a quantized Bd sequence,
we have to separately consider two different scenarios.
Case 1: ∑αi∈AZ2 αi ≻η ∑αi∈AZ1 αi.
By construction of C and Def. 3, there exists a set of coordinates Rr of
size at least 2e + 1, such that ∀k ∈Rr,⎧⎪⎪⎪⎨⎪⎪⎪⎩
zr(k) = αr,
x(k) = 0 ∀x ∈ X1/Z1.
Consequently, ∀k ∈Rr we have the following sequence of inequalities:
yX2(k) ≥ yZ2(k) (4.1)> yZ1(k) (4.2)= yX1(k) (4.3)
where (4.1) follows since Z2 ⊆ X2, (4.2) follows since ∑αi∈AZ2 αi ≻η ∑αi∈AZ1 αi,
and (4.3) follows since x(k) = 0, ∀x ∈ X1/Z1.
Case 2: ∑αi∈AZ1 αi ≻η ∑αi∈AZ2 αi.
In this case, we cannot use the set of coordinates Rr, since (4.2) no longer
holds. On the other hand, this case happens only if AZ1/AZ2 ≠ ∅. Con-
sequently, one has Z1/Z2 ≠ ∅; let zs ∈ Z1/Z2, where zs = αszb for some
αs ∈ AZ1 . Similar to case 1, by considering X2 instead of X1, there exists a
set of coordinates Rs of size at least 2e + 1, such that ∀k ∈Rs,⎧⎪⎪⎪⎨⎪⎪⎪⎩
zs(k) = αs,
x(k) = 0 ∀x ∈ X2/Z2.
As a result, the following inequalities hold:
yX1(k) ≥ yZ1(k) (4.4)> yZ2(k) (4.5)= yX2(k), (4.6)
where (4.4) follows since Z1 ⊆ X1, (4.5) follows since ∑αi∈AZ1 αi ≻η ∑αi∈AZ2 αi,
and (4.6) follows since x(k) = 0, ∀x ∈ X2/Z2. Note that even though ∣X1∣ ≤∣X2∣, unlike for Case 1, we have yX1(k) > yX2(k) for all k ∈Rs.
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4.2.1 Fundamental limits and constructions of quantized Bh
sequences
Quantized Bh sequences ensure that a set of integers and their subset sums
are placed into different quantization bins. As a result, for a fixed set of Q
thresholds η, the existence of quantized Bh sequences with a predetermined
cardinality K depends on the thresholds. As mentioned in Remark 6, the
cardinality of a quantized Bh sequence may be smaller than h. For example,
one can always choose A = {η1} as a quantized Bh sequence with K = 1. For
the case of K = 2, the sequence A = {η1,max{η2, η3 − η1}} used in Thm. 3
is a quantized Bh sequence with respect to η as long as Q ≥ 4 and ηQ >
η1+max{η2, η3−η1}. These two examples imply that for any set of thresholds,
there always exists a quantized Bh sequence, which in the worst case scenario
has cardinality K = 1.
Next, we discuss constructions of quantized Bh sequences with K > 2.
From a practical perspective, and given that in most applications q cannot
be too large, a greedy algorithm for finding a quantized Bh sequence is the
simplest constructive approach. In the greedy approach, one starts with
α1 = η1; then, given the first i elements of the sequence, to find αi+1, one
increases the value of αi until the properties of the quantized Bh sequence
are satisfied.
Although this method works for small values of K, for large values of
K this procedure has a high computational complexity. Alternatively, one
can use standard subset-sum distinct sequences2 [48], and generalizations of
standard Bh sequences to construct a family of quantized Bh sequences as
described in the next theorem.
Theorem 5. Consider a SQGT model with thresholds η = [0, η1, η2, . . . , ηQ]T ;∀s ∶ 1 ≤ s ≤ Q, and let gs = maxi∶1≤i≤s ηi − ηi−1 be the largest gap of the first
s thresholds. Let B = {β1 < β2 < . . .} be a sequence for which all the subset
sums of at most h elements are distinct. For a fixed s, 2 ≤ s ≤ Q, let Ks
be a positive integer small enough to satisfy ηs > gs∑Ksi=max{1,Ks−h} βi. Then
all the sequences of the form As = {gs β1, gs β2, . . . , gs βKs} are quantized Bh
sequences with respect to η.
Proof. Fix a value of s ∶ 1 ≤ s ≤ Q; consider any two distinct sets A1,A2 ⊆ As,
2A subset-sum distinct sequence is a sequence of positive integers such that the sum of
the elements of its subsets are distinct.
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∣A1∣ ≤ h and A2 ≤ h, which are obtained by multiplying the elements of B1 ⊆ B
and B2 ⊆ B with gs, respectively. Suppose fη (∑αi∈A1 αi) = fη (∑αi∈A2 αi);
as a result, there exists r, 1 ≤ r ≤ s, such that ηr−1 ≤ ∑αi∈A1 αi < ηr and
ηr−1 ≤ ∑αi∈A2 αi < ηr. Consequently,
∣ ∑
αi∈A1αi − ∑αi∈A2αi∣ ≤ ηr − ηr−1 − 1 < gs. (4.7)
However, since all the sums of up to h elements of B are distinct and ∣B1∣ ≤ h
and ∣B2∣ ≤ h, ∣∑βi∈B1 βi −∑βi∈B2 βi∣ ≥ 1. Consequently,
∣ ∑
αi∈A1αi − ∑αi∈A2αi∣ = gs
RRRRRRRRRRR ∑βi∈B1 βi − ∑βi∈B2 βi
RRRRRRRRRRR ≥ gs, (4.8)
which contradicts (4.7).
Given this theorem, one can construct quantized Bh sequences using the
sequences mentioned in the theorem or the more strict subset-sum distinct se-
quences, for which many constructions are known in the literature [48, 51, 52].
One should note that for a fixed value of K, the construction of quantized Bh
sequences described in this theorem may not generate the densest sequence;
however, this construction has the important property that it applies to any
set of thresholds and only depends on a condition that can be easily verified
given the thresholds.
Remark 7. All the subset-sums consisting of at most h elements of a quan-
tized Bh sequence must fall into different quantization bins; since there are
Q such bins, the following bounds on the number of elements of a quantized
Bh sequence hold: Let A be a finite quantized Bh sequence with respect to η
such that ∣A∣ = K. If K ≤ h, then K ≤ log2Q. On the other hand, if K > h,
then ∑hi=0 (Ki ) ≤ Q.
Remark 8. Let B be a subset-sum distinct sequence (i.e. a sequence such that
all its subsets sum up to distinct values). Assume that a positive integer K
satisfies the condition in Thm. 5; then, this theorem can be used to construct
a quantized Bh sequence A, ∣A∣ =K, using B = {β1, β2, . . . , βK}. There exists
a large body of literature describing constructive bounds on βK [51], [52]. All
bounds are of the form βK ≤ c2K, where c < 1 is a constant that depends on
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the construction (e.g. c = 0.22002 in [52]). Given a bound of this form, one
has αK < cg2K, where g is the largest gap for the first K thresholds.
The aforementioned bound is exponential in K, where the base of the expo-
nential equals 2. In Lemma 2, we will prove an upper bound on αK in which
the base of the exponential function is strictly smaller than 2. Although this
bound applies to SQLOs sequences, given that any SQLOs sequence is also a
quantized Bh sequence, it can be considered an upper bound for quantized Bh
sequences as well. This implies that the bound in Lemma 2 is asymptotically
tighter than the aforementioned bound.
4.2.2 A decoding algorithm for SQGT matrices constructed
using quantized Bh sequences
We describe next a decoding algorithm for matrices constructed using Theo-
rem 4. Let D denote the set of columns of C corresponding to the defectives.
Also, let XD be the set of binary columns each corresponding to the support
of at least one column in D; clearly, ∣XD∣ ≤ ∣D∣ ≤ d. As an example, suppose
that in a SQGT system D = {[2,0,2,2]T , [6,0,6,6]T , [2,0,2,0]T}; in this case
one has XD = {[1,0,1,1]T , [1,0,1,0]T}.
The decoding procedure is performed in three steps. The idea is to use
the disjunctness property of binary disjunct matrices and the property of
quantized Bh sequences to first recover the set XD in Step 1 and then use
this set to recover D in Steps 2 and 3. The steps of the decoding algorithm
are listed in Algorithm 1.
Theorem 6. Algorithm Dec-QBh is capable of identifying up to d defectives
in the presence of at most e errors in the vector of test results y.
Proof. In the first step of the algorithm, and for each column of the binary
matrix Cb, we count the number of coordinates for which the test result is
smaller than the corresponding entry of the column. In order to show that
the set X recovered in Step 1 is equal to XD, we first show that X ⊇ XD.
Each column in D can be written as zi = αxi, 1 ≤ i ≤ ∣D∣, for some α ∈ A and
some binary column xi in XD. We need to show that if xi ∈ XD, then xi ∈ X ,
or equivalently, the number of coordinates j for which
xi(j) ≤ y(j) (4.9)
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Algorithm 1: Dec-QBh
Input: y ∈ [Q]m, Cb ∈ [2]m× nK , η, A, e ≥ 0
Output: Dˆ
Step 1: Initialize X ← ∅ and Dˆ ← ∅
For i = 1,2, . . . , nK do
If the number of coordinates j for which the i-th column of Cb does
not satisfy xi(j) ≤ y(j) is at most equal to e, set X ← X ∪ {xi}.
End
End
Step 2:
Form B the ordered list of the distinct sums of elements of subsets of A
with cardinality at most d and their corresponding subsets.
Step 3:
Form uD such that uD(j) is the upper threshold of the quantization bin
in which y(j) lies.
For i = 1,2, . . . , ∣X ∣ do
Find βl, the largest element of B such that the number of coordi-
nates j for which
βlxi(j) < uD(j) is not satisfied is at most e.
Let Ai,l ⊆ A be the set with the sum equal to βl.
Set Dˆi ← {columns of C of the form z = αxi, ∀α ∈ Ai,l}.
End
Return Dˆ = ⋃i Dˆi
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is not satisfied is at most e. All the entries of y which are not erroneous
are equal to the corresponding entries of the syndrome of defectives yD . As
a result, (4.9) is trivially satisfied for entries of xi that are equal to zero,
since for these entries yD is equal to zero and an error can only increase the
corresponding coordinate in y. On the other hand, since A is a quantized
Bd sequence, its smallest element satisfies α1 ≥ η1. Consequently, a nonzero
entry of xi results in a nonzero entry in yD , which is a nonzero entry in y
unless an error occurs; since the nonzero entries of xi are equal to 1 (the
smallest positive integer) and there are at most e errors, condition (4.9) is
satisfied for all except up to e nonzero entries. Consequently, X ⊇ XD.
Next, we show that if xi ∈ X , then xi ∈ XD, or equivalently X ⊆ XD. Sup-
pose this is not true and let x ∈ X /XD. Since Cb is a binary disjunct matrix
and ∣XD∣ ≤ d, then there exists a set of coordinates R such that ∣R∣ ≥ 2e+1 and∀j ∈ R one has x(j) = 1 while xi(j) = 0, ∀xi ∈ XD. Consequently, ∀j ∈ R,
one has yD(j) = 0, which implies that y(j) = 0 unless an error occurred.
Since there are at most e errors, x(j) > y(j) for at least e + 1 coordinates,
which implies that x ∉ X . This contradicts the starting assumption. Hence,X ⊆ XD.
Now given that Step 1 recovered the set X = XD, we only need to show that
Step 3 recovers D given XD. For each xi ∈ XD, let Ai,t be the “true” set of
coefficients used to generate the columns in D with the same support as xi.
Also, let βt = ∑α∈Ai,t α be the sum of these coefficients. Since the error-free
entries of y are equal to yD , then for all 1 ≤ j ≤ m, one has βtxi(j) < uD(j)
unless an error occurred in the j-th coordinate. Since there are at most e
errors, there are at most e coordinates for which this condition is not satisfied.
As a result, βl ≥ βt.
In order to complete the proof, we show that no value of β′ ∈ B such that
β′ > βt satisfies the condition in Step 3 and hence conclude that βl ≤ βt. From
the disjunctness property of Cb, there exists a set of coordinates Ri such that∣Ri∣ ≥ 2e + 1 and ∀j ∈ Ri, xi(j) = 1, while all other columns in XD have the
value zero at that coordinate. As a result, ∀j ∈Ri,
∑
z∈D z(j) = ∑α∈Ai,tαxi(j) = ∑α∈Ai,tα = βt.
Since there are at most e errors in y, there exists a set of coordinates R′i ⊆Ri
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with ∣R′i∣ ≥ e + 1, such that ∀j ∈R′i,
uD(j) > ∑
z∈D z(j) = βt.
Consider β′ ∈ B such that β′ > βt. Since A is a quantized Bd sequence,
β′ ≻η βt implies that ∀j ∈ R′i one has β′ ≥ uD(j) > βt. Given ∣R′i∣ ≥ e + 1, the
condition in Step 3 is not satisfied for such a choice of β′ and hence βt ≥ βl.
As a result, Step 3 uniquely recovers βl = βt which corresponds to the setAi,t. Consequently, Dˆ = D in the presence of up to e errors in the vector of
test results, as claimed.
Remark 9. The computational complexity of Algorithm 1 is equal to O(mnK +
2K(K +md)). The computational complexity of Step 1 is O(mnK ). The sec-
ond step requires ∑min{d,K}i=1 (Ki )(i − 1) = O(K2K) summations. Finally, the
computational complexity of Step 3 is O(dm2K).
Due to the exponential growth of the computational complexity of the
decoding algorithm with K, the matrices constructed using quantized Bh
sequences are most suitable for small values of K. On the other hand, for
larger values of K, we introduce two other families of sequences that lead to
matrices with significantly smaller decoding complexity.
4.3 SQ-separable matrices using SQLOs sequences
In this section, we introduce the notion of semi-quantitative lexicographi-
cal order and corresponding sequences, and describe how to construct SQ-
separable matrices using these sequences. Then, we provide a decoding al-
gorithm for such matrices and discuss how they compare to the matrices
constructed using quantized Bh sequences.
As discussed earlier, the matrices constructed using quantizedBh sequences
have a decoding algorithm with computational complexity O(mnK + 2K(K +
md)). Although for small values of K the dominant term is mnK , for large
values of K the exponential growth of the complexity with K is problem-
atic. In this section we introduce the notion of SQLOs sequences and use
them to construct SQ-separable matrices with a decoding algorithm that has
computational complexity linear in K.
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Definition 12 (SQLOs(η, h) sequences). Given a set of thresholds η, a
sequence of positive integers A = {α1, α2, . . . , αK} is termed a SQLOs(η, h)
sequence if
1. αK ≻η αK−1 ≻η . . . α2 ≻η α1 ≻η 0 (i.e., all elements of A lie in different
quantization bins).
2. For any two distinct nonempty nested subsets A1 ⊂ A2 ⊆ A such that∣A1∣ ≤ h and ∣A2∣ ≤ h, one has ∑αi∈A2 αi ≻η ∑αi∈A1 αi (i.e., the sums of
elements of nested subsets fall into different quantization bins).
3. For any two distinct nonempty subsets A1,A2 ⊆ A that are not nested
and ∣A1∣ ≤ h and ∣A2∣ ≤ h, one has ∑αi∈A2 αi ≻η ∑αi∈A1 αi whenever∃α ∈ A2/A1 such that α ≻η α′, ∀α′ ∈ A1/A2 (i.e., two subsets that are
not nested are ordered based on their largest distinct element).
The properties above induce a partial order on the subsets of a SQLOs
sequence.
The SQLOs properties for K = 2 and h ≥ 2 simply become α2+α1 ≻η α2 ≻η
α1 ≻η 0, while for K = 3 and h ≥ 3 it becomes α3 + α2 + α1 ≻η α3 + α2 ≻η
α3 + α1 ≻η α3 ≻η α2 + α1 ≻η α2 ≻η α1 ≻η 0. As an example, it can be easily
verified that A = {3,6,12} is a SQLOs sequence with respect to the thresholds
η = [0,3,6, . . . ,24]T , since fη(12+6+3) = 7 > fη(12+6) = 6 > fη(12+3) = 5 >
fη(12) = 4 > fη(6 + 3) = 3 > fη(6) = 2 > fη(3) = 1 > 0.
SQLOs sequences obey a more stringent set of constraints compared to the
quantized Bh sequences. As a result, one is able to use these constraints to re-
duce the computational complexity of the decoding. In the next proposition,
we show that in fact any SQLOs sequence is also a quantized Bh sequence,
but the converse is not necessarily true.
Proposition 4. A sequence of K positive integers A is a SQLOs(η, h) se-
quence if and only if both of the following properties are satisfied:
1. A is a quantized Bh sequence.
2. ∀i ∶ 1 ≤ i ≤ K and ∀A′ ⊆ {α1, α2, . . . , αi−1} such that ∣A′∣ ≤ h, one has
αi ≻η ∑αj∈A′ αj.
Proof. First, we show that if A is a SQLOs(η, h) sequence, it satisfies prop-
erties 1 and 2. It is easy to see that since A is a SQLOs(η, h) sequence, it
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satisfies the first property of quantized Bh sequences, i.e. αK ≻η αK−1 ≻η⋅ ⋅ ⋅ ≻η α1 ≻η 0.
Let A1 and A2 be two arbitrary nonempty distinct subsets of A such that∣A1∣ ≤ h and ∣A2∣ ≤ h. We need to show that ∑αi∈A1 αi ≻η ∑αi∈A2 αi or∑αi∈A2 αi ≻η ∑αi∈A1 αi. If these two subsets are nested, i.e. if A1 ⊂ A2 orA2 ⊂ A1, from the second property of a SQLOs sequence, it follows that∑αi∈A2 αi ≻η ∑αi∈A1 αi or ∑αi∈A1 αi ≻η ∑αi∈A2 αi, respectively. Otherwise, the
third property of a SQLOs(η, h) sequence ensures that A is a quantized Bh
sequence. On the other hand, from the third property of a SQLOs(η, h) se-
quence, one can directly conclude that the second property of the proposition
holds.
Now we show that ifA satisfies the two properties stated in the proposition,
then it is a SQLOs(η, h) sequence. Since A is a quantized Bh sequence, the
first property of a SQLOs(η, h) sequence is automatically satisfied.
Next, consider two distinct nonempty nested subsets A1 ⊂ A2 ⊆ A such
that ∣A1∣ ≤ h and ∣A2∣ ≤ h. Since ∑αi∈A2 αi and ∑αi∈A1 αi fall into different
quantization bins, due to the second property of a quantizedBh sequence, and
since ∑αi∈A2 αi > ∑αi∈A1 αi, one has ∑αi∈A2 αi ≻η ∑αi∈A1 αi. Now consider two
distinct nonempty subsets A1,A2 ⊆ A that are not nested, such that ∣A1∣ ≤ h
and ∣A2∣ ≤ h. Assume that ∃α ∈ A2/A1 such that α ≻η α′, ∀α′ ∈ A1/A2. In
this case, it holds that
∑
αi∈A2αi ≻η α ≻η ∑αi∈A1αi,
where the last inequality follows from the second property of the proposition.
This completes the proof of the proposition.
As a result of the first condition in Proposition 4, one can directly use
a SQLOs(η, h) sequence instead of a quantized Bh sequence to construct
SQ-separable matrices, as formally stated in the next theorem. In addition,
the second property in Proposition 4 allows us to reduce the computational
complexity of the decoding significantly. This is a consequence of the fact
that superincreasing sequences3 are knapsack-solvable in linear time [53]. In
other words, given an integer and a finite superincreasing sequence, it is
3A superincreasing sequence is a sequence of positive integers such that each element
of the sequence is at least as large as the sum of all the elements preceding it.
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possible to determine in linear time whether the integer can be expressed
as a sum of distinct elements of the sequence, and if so to identify these
elements [53].
Theorem 7 (Construction 4). Fix a binary d-disjunct matrix Cb of dimen-
sions mb×nb, capable of correcting up to e errors. Let A = {α1, α2, . . . , αK} be
a SQLOs(η, d) sequence. Form a matrix C of length m =mb and size n =Knb
by concatenating K matrices Ci = αiCb, 1 ≤ i ≤ K, horizontally. The con-
structed matrix is a [q;Q;η; (1 ∶d); e]-SQ-separable matrix with q = αK + 1.
Proof. The proof directly follows from Proposition 4 and Thm. 4. Since any
SQLOs(η, d) sequence is a quantized Bd sequence, Thm. 4 implies that the
matrix C is a [q;Q;η; (1 ∶d); e]-SQ-separable matrix with q = αK + 1.
4.3.1 Fundamental limits and constructions of SQLOs
sequences
Next, we discuss construction methods and fundamental density limits for
SQLOs sequences. Given a set of thresholds, a simple greedy algorithm can
be used to find a SQLOs sequence by checking the properties in Def. 12. For
example, assuming that η = [0,2,5,6,10,13,15,16,18,21]T and that h ≥K =
3, the greedy algorithm produces A = {2,5,11}. Alternatively, one can use
the following theorem to construct SQLOs sequences using super-increasing
sequences.
Definition 13. A sequence of positive integers B = {β1, β2, . . .} is called
h-superincreasing if ∀j > 1, βj > ∑j−1i=max{1,j−h} βi.
Theorem 8. Consider a SQGT system with thresholds η = [0, η1, η2, . . . , ηQ]T ;∀s ∶ 1 ≤ s ≤ Q, let gs = maxi∶1≤i≤s ηi − ηi−1 be the largest gap of the first
s thresholds. Let B = {β1 < β2 < . . .} be a h-superincreasing sequence.
For a fixed s, 2 ≤ s ≤ Q, let Ks be a positive integer small enough to
satisfy ηs > gs∑Ksi=max{1,Ks−h} βi. Then all the sequences of the form As ={gs β1, gs β2, . . . , gs βKs} are SQLOs(η, h) sequences.
Proof. Let As be a fixed sequence satisfying the conditions of the theorem.
First, we show that As is a quantized Bh sequence. Fix a value of s ∶ 1 ≤
s ≤ Q. Consider any two distinct sets A1,A2 ⊆ As, ∣A1∣ ≤ h and ∣A2∣ ≤ h,
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which are obtained by multiplying the elements of B1 ⊆ B and B2 ⊆ B with
gs, respectively. Suppose that fη (∑αi∈A1 αi) = fη (∑αi∈A2 αi); as a result,
there exists an integer r, 1 ≤ r ≤ s, such that ηr−1 ≤ ∑αi∈A1 αi < ηr and
ηr−1 ≤ ∑αi∈A2 αi < ηr. Consequently,
∣ ∑
αi∈A1αi − ∑αi∈A2αi∣ ≤ ηr − ηr−1 − 1 < gs. (4.10)
Since B1 ≠ B2, the set (B1 ∪B2)/(B1 ∩B2) is nonempty. Let βl be the largest
element of this set, and without loss of generality assume that βl ∈ B1.
Since B is a h-superincreasing sequence and ∣B1∣ ≤ h and ∣B2∣ ≤ h, one has
βl > ∑βi∈B2 βi. This implies that ∑βi∈B1 βi > ∑βi∈B2 βi, or equivalently, that∣∑βi∈B1 βi −∑βi∈B2 βi∣ ≥ 1. Consequently,
∣ ∑
αi∈A1αi − ∑αi∈A2αi∣ = gs
RRRRRRRRRRR ∑βi∈B1 βi − ∑βi∈B2 βi
RRRRRRRRRRR ≥ gs, (4.11)
which contradicts (4.10); hence As is a quantized Bh sequence.
In order to complete the proof, we need to show that ∀αj ∈ As, 1 ≤ j ≤Ks,
and ∀A1 ⊆ {α1, α2, . . . , αj−1} ⊆ As such that ∣A1∣ ≤ h, one has αj ≻η ∑αi∈A1 αi.
Suppose this were not true and that fη (αj) ≤ fη (∑αi∈A1 αi) = r, 1 ≤ r ≤ s.
As a result,
αj − ∑
αi∈A1αi < gs. (4.12)
Let βj = αjgs and let B1 ⊆ B be the set which was used to construct A1. SinceB is a h-superincreasing sequence and ∣B1∣ ≤ h, one has
βj > ∑
βi∈B1 βi⇒ βj − ∑βi∈B1 βi ≥ 1. (4.13)
By multiplying both sides of (4.13) by gs, one has αj −∑αi∈A1 αi ≥ gs which
contradicts (4.12). As a result, As is a SQLOs(η, h) sequence.
Given this result, one can use h-superincreasing sequences to construct
SQLOs(η, h) sequences. For example, the sequence B = {1,2,22,23, . . .} is a
superincreasing sequence, hence an h-superincreasing sequence for any value
of h, and can be used to construct SQLOs(η, h) sequences. Given this se-
quence, one obtains a SQLOs(η, h) sequence such that αK = gs2K−1. Never-
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theless, a simple construction based on recursive equations results in a better
upper bound on the smallest value for αK , as described in Lemma 2.
We next state a theorem by Ostrovsky [54, Thm. 1.1.4] which we will use
in the proof of Lemma 2. The proof of this result can be found in [54, P. 3].
Lemma 1. Let P (x) = xn − a1xn−1 − ⋅ ⋅ ⋅ − an, where all the coefficients ai,
1 ≤ i ≤ n, are non-negative, and at least one is nonzero. If the greatest
common divisor of the indices of the positive coefficients equals 1, then the
polynomial P (x) has a unique positive root r; in addition, for any other root
of this polynomial denoted by r′, one has ∣r′∣ < r.
Given this lemma, we will prove the following result.
Lemma 2. Let γ be the largest positive real root of the polynomial g(x) =
xh+1 − 2xh + 1. Also, assume that a positive integer K satisfies the condition
in Thm. 8; then one can construct a SQLOs(η, h) sequence such that αK =
Og (γK), where g is the largest gap for the first K thresholds, and γ < 2.
Proof. We construct a sequence B as follows. First, ∀1 ≤ i ≤ h, we set
βi = 2i−1. Then, for i > h, we let βi = βi−1 + βi−2 + ⋅ ⋅ ⋅ + βi−h + 1. Clearly, this
sequence is a h-superincreasing sequence. The characteristic equation of this
recurrence is of the form f(x) = xh − xh−1 − ⋅ ⋅ ⋅ − x − 1 = 0, which satisfies
the condition of Lemma 1. In addition, the greatest common divisor of the
indices of the positive coefficients is 1, since all these coefficients are equal
to 1. Consequently, Lemma 1 implies that this equation has a unique real
positive root, γ, and that the absolute values of all the other roots are strictly
smaller than γ. Consequently, βK = O (γK). Simplifying this equation by
multiplying both sides by (x − 1), the equation becomes xh+1 − 2xh + 1 = 0.
Consequently, one has αK = Og (γK), where γ is the largest positive real root
of g(x).
Next, we show that γ < 2. Evaluating g(x) = xh+1 − 2xh + 1 on the real
axis reveals that this function has two local optima at x = 0 and x = 2hh+1 ,
and is monotonically increasing for x > 2hh+1 . On the other hand, g(2) > 0; in
addition, for all h ≥ 1, one has 2 > 2hh+1 ; consequently, ∀x > 2, f(x) > f(2) > 0.
As a result, the largest positive real solution to g(x) = 0 is strictly smaller
than 2 for any finite value of h, i.e. γ < 2.
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4.3.2 A decoding algorithm for SQGT matrices constructed
using SQLOs sequences
We next describe the Dec-SQLOs algorithm, the decoding procedure for ma-
trices based on SQLOs sequences. This algorithm comprises of two steps.
The first step is identical to the first step of Algorithm 1. However, Steps 2
and 3 in Algorithm 1 are replaced by a single step which has a significantly
lower computational complexity than steps 2 and 3. The steps of Dec-SQLOs
are listed in Algorithm 2. The first step identifies the set XD. Given this set,
Step 2 identifies the set of defectives D. In order to show that the second
step can identify up to d defectives in the presence of up to e errors, we state
the following lemma and proposition which we find useful for our subsequent
proofs.
Lemma 3. Consider a SQ-separable matrix constructed using Thm. 7 and
let y be the vector of test results with at most e erroneous entries. Fix any
binary column xi ∈ XD, and let Si be the set of nonzero coordinates of xi.
Also, let S ′i ⊆ Si, with ∣S ′i ∣ = 2e + 1 be the set of coordinates such that for any
fixed k ∈ S ′i , one has y(k) ≤ y(j) ∀j ∈ Si/S ′i . Then, there exists a set S ′′i ⊆ S ′i
such that ∣S ′′i ∣ ≥ e + 1, and ∀j ∈ S ′′i , one has y(j) = yD(j) = fη (∑α∈Ai,t α);
in this equation, Ai,t ⊆ A denotes the set of coefficients corresponding to the
defective columns with the same support as xi.4
Proof. Let Ri be the maximal set of coordinates such that ∀j ∈Ri, xi(j) = 1
and x(j) = 0 for all x ∈ XD/{xi}. Since xi is a column of Cb and since∣XD∣ ≤ d, the disjunctness property implies that such a set exists and that∣Ri∣ ≥ 2e + 1; clearly, Ri ⊆ Si. Let Ai,t be the set of coefficients used to
generate the columns in D with the same support as xi. For all k ∈ Ri,
one has ∑z∈D z(k) = ∑α∈Ai,t α, and ∀j ∈ Si/Ri, one has ∑z∈D z(j) > ∑α∈Ai,t α.
Note that the strict inequality follows since Ri is a maximal set. Since all
the sums of up to d elements of A fall into different quantization bins, for
any k ∈Ri and for any j ∈ Si/Ri, one has
fη (∑
z∈D z(k)) < fη (∑z∈D z(j)) .
4As an example, assume that xi ∈ XD and let {αj1xi, αj2xi, αj3xi} ∈ D be the only
columns in C with the same support as xi in D. In this case, Ai,t = {αj1 , αj2 , αj3}.
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Algorithm 2: Dec-SQLOs
Input: y ∈ [Q]m, Cb ∈ [2]m× nK , η, A, e ≥ 0
Output: Dˆ
Step 1: Initialize X ← ∅ and Dˆ ← ∅
For i = 1,2, . . . , nK do
xi ← the i-th column of Cb
Ni ← number of coordinates j for which xi(j) > y(j)
If Ni ≤ e then
Set X ← X ∪ {xi}
End
End
Step 2:
For i = 1,2, . . . , ∣X ∣ do
Set Si ← {the set of nonzero coordinates of xi}
Set S ′i ← {subset of Si with ∣S ′i ∣ = 2e + 1 s.t. ∀k ∈ S ′i and ∀j ∈ Si/S ′i , one
has y(k) ≤ y(j)}
Initialize the multiset B′ ← ∅
For j = 1,2, . . . , ∣S ′i ∣ do
ηu ← the upper threshold of the quantization bin of y(j)
ηl ← the lower threshold of the quantization bin of y(j)
β ← the integer ηl ≤ β < ηu that can be written as the sum of up to
d elements of A
(use Proposition 5)
Update the multiset B′ ← B′ ∪ {β}
End
Set βˆt ← the element of B′ with at least e + 1 repetitions
Set Aˆi,t ← {the unique subset of A with the sum equal to βˆt}
Set Dˆi ← {columns of C of the form z = αxi, ∀α ∈ Aˆi,t}
End
Return Dˆ = ⋃i Dˆi
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As a result, if there were no errors in y, one would have S ′i ⊆ Ri. Each
erroneous entry of y removes at most one coordinate of Ri from S ′i . Since
there are at most e errors and ∣S ′i ∣ = 2e+1, there exists a set of coordinates S ′′i ⊆S ′i ∩Ri with cardinality at least e+1 for which the corresponding entries of y
are error-free. As a result, ∀j ∈ S ′′i one has y(j) = yD(j) = fη (∑α∈Ai,t α).
Proposition 5. Given a SQLOs(η, d) sequence A and a fixed integer β, one
can identify whether β can be written as a sum of up to d elements of A with
an algorithm of computational complexity O(K), where K = ∣A∣. Given that
the answer to this question is positive, one can identify the elements of A
which sum up to β with computational complexity O(K).
Proof. This problem is known as the knapsack-solvability problem [53]. From
the second property of Proposition 4, ∀i ∶ 1 ≤ i ≤K and ∀A1 ⊆ {α1, α2, . . . , αi−1}
such that ∣A1∣ ≤ d, one has αi ≻η ∑αj∈A1 αj, which also implies that αi >∑αj∈A1 αj.
To find the answer to the query with linear computational complexity, we
perform a standard knapsack recursion [53]. First, we initialize the procedure
by setting β′ ← β and Aˆβ ← ∅. Then, in the i-th iteration, we compare the
value of β′ with the i-th largest element of A, αK−i+1. If β′ ≥ αK−i+1, then
we update β′ ← β′ −αK−i+1 and Aˆβ ← Aˆβ ∪ {αK−i+1}; otherwise, we go to the
next iteration. The procedure stops with a negative answer to the first query
if ∣Aˆβ ∣ > d or if β′ > 0 and no element in A is left that is smaller than or equal
to β′. Otherwise, the procedure stops when β′ = 0 with a positive answer
to the first query, and Aˆβ corresponds to the elements of A that sum up to
β. Note that this procedure is based on the superincreasing property of a
SQLOs sequence, which implies that the largest element of A that is smaller
than β′ must be present in the sum.
The previous proposition and lemma provide the core of the second step
of Algorithm 2. The idea is that for each xi ∈ XD, we use Lemma 3 to findS ′i . The majority of elements y(j), j ∈ S ′i , correctly correspond to the bin
in which βt = ∑α∈Ai,t α is located. Each correctly identified bin contains a
finite number of integers, one of which is the true value of βt. As a result, by
testing each such integer, we can determine whether it can be written as the
sum of up to d elements of A or not using the algorithm in Proposition 5.
The integer for which the answer to this query is positive is equal to βt, which
can then be used to identify the elements of Ai,t.
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Theorem 9. The Dec-SQLOs algorithm is capable of identifying up to d
defectives in the presence of at most e errors in the syndrome of defectives.
Proof. Since the first step of this algorithm is identical to the first step of
the Dec-QBh algorithm, it follows that X = XD. Therefore, we only need to
show that Step 2 recovers D given XD.
Fix a binary vector xi ∈ XD. Fix a coordinate j ∈ S ′i , and let ηl and ηu
be the lower and upper thresholds of the quantization bin corresponding to
y(j). Since all the sums of up to d elements of A fall into different bins, there
exists exactly one subset sum β in [ηl, ηu) that corresponds to the sum of up
to d elements of A. As a result, one can test all the (ηu − ηl) integers in this
bin using Proposition 5 to find the unique value of β that can be written as
sum of up to d elements of A. On the other hand, as was shown in Lemma 3,
there exists a set S ′′i ⊆ S ′i such that ∣S ′′i ∣ ≥ e+1, and consequently ∀j ∈ S ′′i one
has y(j) = fη (∑α∈Ai,t α) = fη (βt). As a result, the element β in the multisetB′ with multiplicity at least e+1 corresponds to βt, or in other words βˆt = βt.
This implies that Aˆi,t = Ai,t, and consequently, Dˆ = D.
Remark 10. The computational complexity of the Dec-SQLOs algorithm is
equal to O(mnK + dm logm + degmaxK), where gmax = maxi=1,2,...,Q (ηi − ηi−1) is
the largest gap between the consecutive thresholds. The computational com-
plexity of Step 1 is O(mnK ). On the other hand, sorting the elements of Si to
find S ′i requires O(dm logm) computations. One can identify the elements
of A that sum up to a fixed integer in linear time., i.e. using O(K) compu-
tational steps. As a result, the algorithm for finding β in each iteration has
complexity O(egmaxK). Hence, finding Aˆi,t requires O(degmaxK) computa-
tional steps.
4.4 SQ-separable matrices using SQLOl sequences
The SQLOs sequences introduced in the previous section resolve the problem
of exponential growth of decoding computational complexity with respect to
K. However, due to the superincreasing property of these sequences (the
second property in Prop. 4) the multipliers αK tend to grow rapidly as a
function of K. In order to overcome this issue while preserving efficient
decoding, we introduce a new family of integer sequences, termed SQLOl
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sequences.
Definition 14 (SQLOl(η, h) sequences). Given a set of thresholds η, a
sequence of positive integers A = {α1, α2, . . . , αK} is a SQLOl(η, h) sequence
if
1. αK ≻η αK−1 ≻η . . . α2 ≻η α1 ≻η 0 (i.e., all elements of A lie in different
quantization bins).
2. For any two subsets A1 ⊆ A and A2 ⊆ A such that ∣A1∣ < ∣A2∣ ≤ h,
one has ∑αi∈A2 αi ≻η ∑αi∈A1 αi (i.e., subsets of different cardinality are
ordered based on the number of their members).
3. For any two distinct subsets A1 = {α′1, α′2, . . . , α′s} and A2 = {α′′1 , α′′2 , . . . , α′′s }
with elements listed in an increasing order such that ∣A1∣ = ∣A2∣ = s ≤ h,
one has ∑α′′i ∈A2 α′′i ≻η ∑α′i∈A1 α′i if there exists r ∶ 1 ≤ r ≤ s such that∀i ∶ 1 ≤ i < r, α′i = α′′i and α′′r ≻η α′r (i.e., two subsets with the same
cardinality are lexicographically ordered).
As an example, consider the set of thresholds η = [0,2,5,6,10,11,15,18]T
and let h = 2 and K = 3. The sequence A1 = {2,5,10} is a SQLOs(η,2)
sequence that has the smallest value for α3, i.e. α3 = 10. On the other hand,
the sequence A2 = {4,5,6} is a SQLOl(η,2) sequence that has the smallest
positive value for α3, i.e. α3 = 6. This simple example illustrates how SQLOl
properties may lead to denser sequences compared to SQLOs sequences.
The SQLOl properties impose a partial order on the subsets of the se-
quence. For example, if K = 3 and h ≥K, these properties become α3 + α2 +
α1 ≻η α3+α2 ≻η α3+α1 ≻η α2+α1 ≻η α3 ≻η α2 ≻η α1 ≻η 0. Similarly to the case
of SQLOs sequences, it is not difficult to see that any SQLOl(η, h) sequence
is also a quantized Bh sequence; however, the converse is not necessarily true.
As a result, the following theorem holds.
Theorem 10 (Construction 5). Fix a binary d-disjunct matrix Cb of di-
mensions mb×nb, capable of correcting up to e errors. Let A = {α1, α2, . . . , αK}
be a SQLOl(η, d) sequence. Form a matrix C of length m = mb and size
n =Knb by concatenating K matrices Ci = αiCb, 1 ≤ i ≤K horizontally. The
constructed matrix is a [q;Q;η; (1 ∶d); e]-SQ-separable matrix with q = αK+1.
Proof. Since any SQLOl(η, d) sequence is a quantized Bd sequence, the proof
follows directly from Thm. 4.
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4.4.1 Fundamental limits and construction of SQLOl
sequences
In [55], two types of lexicographically ordered sequences were defined that
are closely related to the SQLOl sequences. For simplicity, we call these
sequences “lex(h)” and “strong-lex(h)” and we provide their definition for
completeness.
Definition 15. A sequence of positive integers B = {β1, β2, . . .} is a lex(h) se-
quence, if for any two distinct subsets B1 = {β′1, . . . , β′h} and B2 = {β′′1 , . . . , β′′h}
with elements listed in an increasing order, one has ∑β′′i ∈B2 β′′i > ∑β′i∈B1 β′i if
there exists an integer r, 1 ≤ r ≤ h, such that ∀i, 1 ≤ i < r, β′i = β′′i and
β′′r > β′r.
Definition 16. A sequence of positive integers B = {β1, β2, . . .} is a strong-
lex(h) sequence, if it is a lex(s) sequence ∀s ≤ h; in addition, for any two
subsets B1 ⊆ B and B2 ⊆ B such that ∣B1∣ < ∣B2∣ ≤ h, one has ∑βi∈B2 βi >∑βi∈B1 βi.
The strong-lex(h) sequences can be used to construct SQLOl sequences as
shown in the next proposition.
Proposition 6. Consider a SQGT model with thresholds η = [0, η1, . . . , ηQ]T ;∀s ∶ 1 ≤ s ≤ Q, let gs = maxi∶1≤i≤s ηi−ηi−1 be the largest gap of the first s thresh-
olds. Let B = {β1 < β2 < . . .} be a strong-lex(h) sequence. For a fixed s, 2 ≤ s ≤
Q, let Ks be a positive integer small enough to satisfy ηs > gs∑Ksi=max{1,Ks−h} βi.
All the sequences of the form As = {gs β1, gs β2, . . . , gs βKs} are SQLOl(η, h)
sequences.
Proof. The proof of this proposition follows along the same lines as the proof
of Thms. 5 and 8, and is hence omitted.
As we demonstrated through a simple example earlier, the SQLOl proper-
ties may result in denser sequences compared to SQLOs properties. However,
a SQLOl(η, h) sequence constructed from strong-lex(h) sequences accord-
ing to Proposition 6 does not improve the bound αK = Og (γK) derived in
Lemma 2. This can be shown as follows. We define an optimal lex(h) se-
quence as a lex(h) sequence B = {β1, β2, . . . , βK} with the smallest possible
value of βK . In [55, Thm. 1], it was proven that the largest element of an
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optimal lex(h) sequence satisfies βK = O (γK), where γ is the largest root of
xh+1 −2xh +1 = 0.5 Since any strong-lex(h) sequence needs to also satisfy the
lex(h) property, one can conclude that a SQLOl(η, h) sequence constructed
from strong-lex(h) sequences according to Proposition 6 cannot improve the
bound αK = Og (γK).
4.4.2 Decoding algorithm for SQGT matrices constructed
using SQLOl sequences
Next, we describe the Dec-SQLOl algorithm, the decoding procedure for
matrices based on SQLOl sequences. This algorithm resembles the Dec-
SQLOs algorithm, and similar intuition also applies as follows. In the first
step, one identifies X = XD, the set of binary columns corresponding to the
support of the columns in D. To complete the decoding, one needs to identify
the set of elements Ai,t ⊆ A which are used to form the columns in D from
the binary column xi, ∀xi ∈ XD.
Since in the proof of Lemma 3 we only used the quantized Bd property,
this lemma also holds for matrices constructed using Thm. 10. As a result,
using the notation defined in Lemma 3, for any binary column xi ∈ XD there
exists at least e + 1 elements of S ′i , denoted by S ′′i , such that ∀j ∈ S ′′i one
has y(j) = fη (∑α∈Ai,t α). This implies that the majority of elements y(j),
j ∈ S ′i , correctly correspond to the bin in which βt = ∑α∈Ai,t α is located. Each
correctly identified bin contains a limited number of integers, one of which
is the true value of βt. As a result, by testing each such integer, we can
determine whether it can be written as the sum of up to d elements of A or
not. The integer for which the answer to this query is positive is equal to βt,
which can then be used to identify the elements of Ai,t.
As a result, given a SQLOl sequence A and an integer β, the main issue
is to efficiently determine whether β can be written as the sum of up to d
elements of A; and if so, what those elements are. In Lemma 4, an algorithm
with computational complexity of O(K) is described that can perform this
task.
5Note that there exists a typo in the statement of [55, Thm. 1], in which γ is defined as
the largest root of xh+1 − xh + 1 = 0. However, it is evident from the proof of the theorem
that γ is in fact the largest root of xh+1 − 2xh + 1 = 0.
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Lemma 4. Given a SQLOl(η, d) sequence A and a fixed integer β, it is
possible to identify whether β can be written as a sum of up to d elements
of A with complexity O(K), where K = ∣A∣. Given that the answer to this
question is positive, one can identify these elements of A with complexity
O(K).
Proof. Suppose β can be written as the sum of s ≤ d elements of A, and letAt ⊆ A be the subset such that ∑α∈At α = β. The value of s = ∣At∣ can be
easily determined as follows. First, we form the set Γ = {γ1, γ2, . . . , γK}, where
γi = ∑ij=1αi, 1 ≤ i ≤ K. As a consequence of the second property in Def. 14,
for any 1 ≤ i ≤ K, γi is larger than all j-subsets of A for j < i. On the other
hand, due to the third property in Def. 14, γi is smaller than all j-subsets ofA for j ≥ i. Consequently, one can determine s using s = min{i ∶ β < γi} − 1.
Given the value of s, we can determine the elements ofAt successively using
K iterations. First, we initialize the procedure by setting s′ ← s, β′ ← β, andA′ ← ∅. In the i-th iteration, 1 ≤ i ≤ K, we determine whether αi ∈ At or
not. At the beginning of the i-th iteration, A′ equals At ∩ {α1, α2, . . . , αi−1},
and s′ is equal to the number of remaining unidentified elements of At, i.e.
s′ = ∣At/A′∣. In addition, β′ is equal to the sum of s′ elements in At/A′. To
determine whether αi is in At, we use the following rule: if β′ < αi+1 + αi+2 +⋅ ⋅ ⋅ + αi+s′ , then αi ∈ At; the reason is that the sum of any s′ elements of{αi, αi+1, . . . , αK} that does not include αi is at least as large as αi+1 +αi+2 +⋅ ⋅ ⋅+αi+s′ . Therefore, if β′ < αi+1+αi+2+⋅ ⋅ ⋅+αi+s′ , then αi must be in At. Given
that this condition is satisfied, we update A′ ← A′ ∪ {αi}, β′ ← β′ − αi, and
s′ ← s′−1. Otherwise, we go to the next iteration. The algorithm stops after
K iterations. At the end, if s′ = 0 and ∣A′∣ ≤ d, the answer to the first query
is positive and A′ = At. Otherwise the answer to the query is negative.
The decoding algorithm for matrices constructed using Thm. 10 is de-
scribed in Algorithm 3. Note that the main difference between this algorithm
and Algorithm 2 is that in Step 2, we use Lemma 4 instead of Proposition 5.
4.5 Construction of binary SQ-separable matrices
The constructions considered up to this point used an alphabet size of q ≥
η1+1. On the other hand, it is important to address the issue of constructing
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Algorithm 3: Dec-SQLOl
Input: y ∈ [Q]m, Cb ∈ [2]m× nK , η, A, e ≥ 0
Output: Dˆ
Step 1: Initialize X ← ∅ and Dˆ ← ∅
For i = 1,2, . . . , nK do
xi ← the i-th column of Cb
Ni ← number of coordinates j for which xi(j) > y(j)
If Ni ≤ e then
Set X ← X ∪ {xi}
End
End
Step 2:
For i = 1,2, . . . , ∣X ∣ do
Set Si ← {the set of nonzero coordinates of xi}
Set S ′i ← {subset of Si with ∣S ′i ∣ = 2e + 1 s.t. ∀k ∈ S ′i and ∀j ∈ Si/S ′i , one
has y(k) ≤ y(j)}
Initialize the multiset B′ ← ∅
For j = 1,2, . . . , ∣S ′i ∣ do
ηu ← the upper threshold of the quantization bin for y(j)
ηl ← the lower threshold of the quantization bin for y(j)
β ← the unique integer ηl ≤ β < ηu that can be written as the sum
of up to d elements
of A (use Lemma 4)
Update the multiset B′ ← B′ ∪ {β}
End
Set βˆt ← the element of B′ with at least e + 1 repetitions
Set Aˆi,t ← {the unique subset of A with the sum equal to βˆt}
Set Dˆi ← {columns of C of the form z = αxi, ∀α ∈ Aˆi,t}
End
Return Dˆ = ⋃i Dˆi
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SQGT matrices with alphabet size q ≤ η1, and in particular q = 2. This prob-
lem may be solved by noticing that SQGT can be viewed as a generalization
of TGT with a zero gap. While in TGT with zero gap there exist only one
threshold, in SQGT one may have more than one threshold if Q-ary test re-
sults are allowed. This implies that any matrix constructed for TGT is also
a SQ-separable matrix. In [56], Chen and Fu observed that a variation of
binary disjunct matrices, also studied under the name of cover-free families
(see [57, 58, 59]), can be used for TGT. In [60] Cheraghchi showed that a
weaker notion of disjunct matrices, so called threshold disjunct matrices, are
also applicable to the TGT problem and provided constructions with high
rates. In the following theorem, we describe a generalization of these ma-
trices that isf particularly useful for the SQGT model. This generalization
provides binary and non-binary matrices for arbitrary thresholds, η.
Theorem 11. Let ηα be the αth threshold in a SQGT model. Consider a
matrix C ∈ [q]m×n such that for any subset of column-indices S ⊆ JnK with
ηα
q−1 ≤ ∣S ∣ ≤ d, and for any index l ∈ S, any set N ∈ JnK, where ∣N ∣ ≤ ∣S ∣, andS ∩N = ∅, there exists a set of row-indices R with size at least 2e + 1, such
that ∀j ∈R it holds that
∑
k∈SC(j, k) ∈ {η1, η2, . . . , ηα}, (4.14)∑
k∈N C(j, k) = 0, (4.15)
C(j, l) ≠ 0. (4.16)
Then, C is a [q;Q;η; (⌈ ηαq−1⌉ ∶d); e]-SQ-separable matrix.
Proof. Consider two distinct sets of columns (i.e. columns of C), denoted byX and Z, such that ⌈ ηαq−1⌉ ≤ ∣X ∣, ∣Z ∣ ≤ d. Without loss of generality, assume
that ∣X ∣ ≥ ∣Z ∣. Let S be the set of column-indices corresponding to X . Also,
let N be the set of column-indices corresponding to Z/X . Consequently,
ηα
q−1 ≤ ∣S ∣ ≤ d, ∣N ∣ ≤ ∣S ∣, and S ∩ N = ∅. Let l be the index of the column
xl ∈ X /Z. Such a column always exists due to the manner in which X andZ are chosen.
From the definition of C, there exists a set of row-indices with size ∣R∣ ≥
2e + 1 such that ∀k ∈ R, conditions (4.14)-(4.16) are satisfied. This implies
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that ∀k ∈R,
yX (k) > yZ(k).
As a result, C is a [q;Q;η; (⌈ ηαq−1⌉ ∶d); e]-SQ-separable matrix.
The next theorem describes a probabilistic construction for this type of
SQ-separable matrices with q = 2. This construction can be generalized for
q > 2 in a similar manner.
Theorem 12 (Construction 6). Let r = ⌊log2 dηα ⌋ + 1, µ = 123 (1 − 1ηα), and
ρ = 12 ∑αβ=1 ( µηβ−1)ηβ ηβ−1d−1 . Assume that d = o(n). For any i ∈ JrK, form a binary
matrix Ci ∈ [2](m/r)×n by choosing each entry independently according to a
Bernoulli distribution such that the probability of choosing 1 equals Pi = 12i+2ηα .
Now, form a matrix C = [CT1 ,CT2 , . . . ,CTr ]T , where T denotes the matrix
transpose operator. Then C is a [2;Q;η; (ηα ∶ d); 0]-SQ-separable matrix
with probability at least 1 − o(1), provided that m = r (2dρ + δ) log nd , ∀δ > 0.
Similarly, C is a [2;Q;η; (ηα ∶ d); e]-SQ-separable matrix with probability at
least 1 − o(1), if m = r [(4dρ + δ) log nd + 4eρ ], ∀δ > 0.
Proof. The idea behind this construction is that each sub-matrix Ci, i ∈ JrK,
satisfies conditions (4.14)-(4.16) for different sizes of S.
From Theorem 11, we know that for q = 2 it is only required to considerS with size ηα ≤ ∣S ∣ ≤ d; therefore, for any such choice of S we can find
i ∈ JrK such that ηα2i−1 ≤ ∣S ∣ < 2iηα. Fix a choice of S, a choice of l ∈ S,
and a choice of N such that ∣N ∣ ≤ ∣S ∣. Let Ai denote the total number
of such choices. Form Ci by choosing each entry independently according
to a Bernoulli distribution such that the probability of choosing 1 equals
Pi = 12i+2ηα . Let pii denote the probability that a fixed row of Ci denoted by r
satisfies conditions (4.14)-(4.16). Note that since the entries of Ci are chosen
according to an i.i.d. probability distribution, the choice of r does not affect
pii. Let Eβ, β ∈ JαK, be the event that ∑k∈S r(k) = ηβ, and ∑k∈N r(k) = 0, and
r(l) = 1. Consequently,
pii = Pr( α⋃
β=1Eβ) = α∑β=1 Pr (Eβ) ,
where the second equality follows from the disjointness of these events. A
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lower bound on the probability of the event Eβ can be found using
Pr (Eβ) = ∑T ⊆S / {l},∣T ∣=ηβ−1 Pr (r(k) = 1, ∀k ∈ T ) ⋅Pr(r(l) = 1)⋅Pr (r(k) = 0, ∀k ∈ (S ∪N )/(T ∪ {l}))=∑T P ηβ−1i ⋅ Pi ⋅ (1 − Pi)∣S ∣+∣N ∣−ηβ≥∑T P ηβi (1 − (∣S ∣ + ∣N ∣ − ηβ)Pi) .
On the other hand,
Pi(∣S ∣ + ∣N ∣ − ηβ) ≤ Pi(2∣S ∣ − ηβ) = 2Pi(∣S ∣ − ηβ
2
)
= 1
2i+1ηα (∣S ∣ − ηβ2 ) ≤ ∣S ∣ηα 12i+1 ≤ 12 .
As a result,
Pr (Eβ) ≥ 1
2
∑T P ηβi = 12(∣S ∣ − 1ηβ − 1)P ηβi ≥ 12 (∣S ∣ − 1ηβ − 1 )
ηβ−1
P
ηβ
i
= 1
2
(Pi(∣S ∣ − 1))ηβ(ηβ − 1)ηβ (ηβ − 1)∣S ∣ − 1 ≥ 12 (2−3 − 2−i−2/ηα)ηβ(ηβ − 1)ηβ ηβ − 1∣S ∣ − 1
≥ 1
2
( µ
ηβ − 1)
ηβ ηβ − 1∣S ∣ − 1 ≥ 12 ( µηβ − 1)
ηβ ηβ − 1
d − 1
where µ = 123 (1 − 1ηα). Consequently, a lower bound on pii reads as
pii = α∑
β=1 Pr (Eβ) ≥ 12 α∑β=1( µηβ − 1)
ηβ ηβ − 1
d − 1 ∶= ρ, (4.17)
which is independent of i.
Using a union bound and (4.17), we arrive at an upper bound on the
probability that C does not satisfy the conditions in Theorem 11, i.e.
PF ≤ r∑
i=1AiPFi(pii). (4.18)
Here, PFi(pii) is the probability that Ci does not satisfy the conditions in
Definition 8 for a choice of S that satisfies ηα2i−1 ≤ ∣S ∣ < 2iηα.
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Next, let m′ denote the number of rows of Ci, for all i ∈ JrK. If e = 0, then
PFi(pii) = (1 − pii)m′ ≤ (1 − ρ)m′ ≤ exp(−m′ρ) ≜ pF (ρ); (4.19)
otherwise, for e > 0 we can use the Chernoff bound to find
PFi(pii) ≤ exp(−m′ρ2 (1 − 2em′ρ)2) ≜ pF (ρ). (4.20)
Since these upper bounds are independent of i, (4.18) simplifies to
PF ≤ Aα pF (ρ), (4.21)
where Aα = ∑ri=1Ai and pF (ρ) are defined in (4.19) and (4.20) for e = 0 and
e > 0, respectively.
Since Aα is equal to the total number of choices for S, l, and N , one has
Aα = d∑
s=ηα (ns)s
min(s,n−s)∑
z=0 (n − sz ),
where s denotes the size of S and z denotes the size of N . Since (n−sz ) ≤ (ns)
for any z ∈ {0,1, . . . ,min(s, n− s)}, by assuming that d ≤ n2 for simplicity, we
may write
Aα ≤ d∑
s=ηα (ns)
2(s + 1)s < d∑
s=ηα (n es )
2s (s + 1)s
< (d − ηα)(d + 1)d(n e
d
)2d < d3 (n e
d
)2d , (4.22)
where e = exp(1) denotes the base of the natural logarithm and is not
to be confused with the number of errors e that the matrix can correct.
Note that the third inequality follows from the fact that the largest term in∑ds=ηα (n es )2s (s+ 1)s is indexed by s = d. This can be easily shown by noting
that
(n e
s
)2s (s + 1)s( n e
s+1)2s+2 (s + 1)(s + 2) = (1 + 1s)
2s (s + 1)2s
s + 2 e−2n2 ≤ 1n2 s(s + 1) < 1.
Using (4.17), (4.19), (4.21), and (4.22), the probability that C is not an
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rm′ × n [2;Q;η, α;d,0]-SQ-separable matrix is upper bounded by
PF ≤ d3 (n e
d
)2d exp(−m′ρ) = exp (2d logn + 3 log d + 2d − 2d log d −m′ρ) .
As a result, if d = o(n), for any δ > 0, one has PF = o(1) if
m = rm′ = r (2d
ρ
+ δ) log n
d
.
Similarly, the probability that C is not an rm′×n [2;Q;η, α;d, e]-SQ-separable
matrix is upper bounded by
PF ≤ d3 (n e
d
)2d exp(−m′ρ
2
(1 − 2e
m′ρ)2)
= exp(2d logn + 3 log d + 2d − 2d log d − m′ρ
2
(1 − 2e
m′ρ)2) .
Then, if d = o(n), for any δ > 0, one has PF = o(1) if
m = rm′ = r [(4d
ρ
+ δ) log n
d
+ 4e
ρ
] .
Remark 11. As discussed earlier, any matrix designed for TGT without a
gap, such that η
T
∈ {η1, η2, . . . , ηQ}, can be used for the purpose of SQGT.
Hence, the threshold disjunct matrices in [60], constructed probabilistically,
provide an alternative to the matrices in Construction 6 for the SQGT model.
However, as the next lemma indicates, the rate 6 of this family of threshold
disjunct matrices, RTD, is decreasing function of ηT and the highest rate is
achieved if η
T
= η1. Consequently, the matrices described in Construction
6 provide an improvement in the rate, quantified as follows. For any η
T
∈
6We define the rate as R = log2 n
m
.
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{η1, η2, . . . , ηQ}, it holds that
RSQ7
RTD
≥ min
η
T
∈{η1,η2,...,ηQ}
RSQ7
RTD(ηT )
= ⌊log2 dη1 ⌋ + 1⌊log2 dηα ⌋ + 1
∑αβ=1 ( µηβ−1)ηβ ηβ−1d−1( µη1η1−1)η1 η1−1d−1
> ⌊log2 dη1 ⌋ + 1⌊log2 dηα ⌋ + 1 ,
where RSQ7 = log2 nm is the rate of the matrix in Construction 6, and µη1 =
1
23 (1 − 1η1). As an example, if d = ηα = 4η1, then RSQ7RTD > 3.
Lemma 5. The rate of the family of threshold disjunct matrices constructed
probabilistically in [60], denoted by RTD = log2 nm , is a decreasing function of
η
T
(for a fixed d) and the highest rate is achieved if η
T
= η1.
Proof. In order to show that for a fixed d, the rate RTD is a decreasing
function of η
T
= η, 2 ≤ η ≤ d, we express the rate as RTD = Cdf(d,η) , where Cd is
a coefficient that depends on d,
f(d, η) = ⌊log2 dη ⌋ + 1( µηη−1)η η−1d−1 ,
and µη = 18 (η−1η ). Consequently, f(d, η) = (⌊log2 dη ⌋ + 1) d−1η−1 (8η)η. Now, to
prove that RTD is decreasing in η, it suffices to show that f(d, η) is an
increasing function of η, 2 ≤ η ≤ d. Let d be fixed, where d ≥ 3. In what
follows, we prove that ∀η ∈ {2,3,⋯, d − 1},
f(d, η + 1)
f(d, η) ≥ 1.
One has
f(d, η + 1)
f(d, η) = ⌊log2 dη+1⌋ + 1⌊log2 dη ⌋ + 1 (η + 1η )
η+1
8(η − 1) ≥ 27 ⌊log2 dη+1⌋ + 1⌊log2 dη ⌋ + 1 ,
where the inequality follows since η ≥ 2. Let K = ⌊log2 d2⌋. Since 1 ≤ dη+1 < dη ≤
d
2 , we partition the closed interval [1, d/2] into a union of disjoint intervals
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as
[1, d/2] = [1,2) ∪ [2,4) ∪ ⋅ ⋅ ⋅ ∪ [2K−1,2K) ∪ [2K , d/2] = K+1⋃
k=1 Ik,
where for 1 ≤ k ≤K, Ik = [2k−1,2k), and IK+1 = [2K , d/2]. If dη+1 and dη are in
the same interval Ik, i.e. 2k−1 ≤ dη+1 < dη < 2k, then
f(d, η + 1)
f(d, η) ≥ 27 k − 1 + 1k − 1 + 1 = 27 > 1.
If for some 1 ≤ k ≤K, one has dη+1 ∈ Ik and dη ≥ 2k, then
f(d, η + 1)
f(d, η) ≥ 27 ⌊log2 dη+1⌋ + 1⌊log2 dη ⌋ + 1 = 27 k⌊log2 (2k(1 +∆))⌋ + 1 = 27 k⌊log2(1 +∆)⌋ + 1 + k ,
where ∆ = d
η2k
− 1. Since ∆ ≥ 0, one has log2(1 + ∆) ≤ ∆ln 2 . Since dη+1 < 2k,
it follows that ∆ < 1/η. Consequently, log2(1 + ∆) < 1η ln 2 < 1 and therefore⌊log2(1 +∆)⌋ = 0. As a result,
f(d, η + 1)
f(d, η) ≥ 27 k⌊log2(1 +∆)⌋ + 1 + k = 27 k1 + k ≥ 272 > 1.
This proves the claim that RTD is a decreasing function in ηT .
Next, we describe an explicit construction of the family of matrices de-
scribed in Theorem 11. In [60], an explicit construction based on lossless
condensers [61] for TGT matrices was described. In what follows, we explain
how to use the building blocks of [60, Construction 3] for TGT and leverage
the fact that in SQGT we have Q thresholds at our disposal.
The key ingredients of our method are building block matrices for threshold
disjunct matrices (henceforth, BBTD matrices) [60, Construction 3]. BBTDs
are obtained from a strong lossless (k˜, ˜)-condenser7 f ∶ {0,1}n˜ × {0,1}t˜ →{0,1}l˜; if the parameters of the BBTD matrix are m′ × n′, then n′ = 2n˜ and
m′ = 2t˜+k˜(8ηT 2l˜−k˜η
T
) = 2t˜+k˜ Oη
T
(2ηT (l˜−k˜)), where η
T
is the threshold in the TGT
model, and k˜ and ˜ denote the entropy and the error in the definition of a
lossless condenser, respectively. Also, ˜ < (1 − p)/16 for some real parameter
7For the definition and a detailed explanation of strong lossless condensers, see [60,
Definition 1] and [61].
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0 ≤ p < 1. Let γ˜ ∶= max{1,2k˜−l˜2k˜/(10η
T
)}. The following lemma was proved
in [60].
Lemma 6. In a BBTD matrix B with parameters described above, and for
any subset of column-indices S ⊆ JnK with 2k˜−2 ≤ ∣S ∣ ≤ 2k˜−1, and for anyN ∈ JnK, where ∣N ∣ ≤ ∣S ∣, and S ∩N = ∅, there exists a set of row-indices R
with size at least pγ˜2t˜, such that ∀j ∈R
∑
k∈SB(j, k) = ηT (4.23)∑
k∈N B(j, k) = 0. (4.24)
The BBTD matrices described above are used in [60] to obtain the so-
called “regular” matrices, which are then converted into threshold disjunct
matrices.
In the next theorem, we use BBTD matrices to construct SQ-separable
matrix with rates exceeding their threshold disjunct matrix counterparts with
η
T
∈ {η1, η2, . . . , ηQ}.
Theorem 13 (Construction 7). Assume that d ≥ ηα ≥ η1 > 1. Let η′α =
2⌈log2(ηα−1)⌉ be the smallest power of 2 that is at least as large as (ηα−1), let r =⌈log2 ((d − 1)/η′α)⌉, and let p ∈ [0,1). Let B = {Bi}r0 be a set of binary BBTD
matrices constructed for parameter η
T
= η1−1 using a family of strong lossless(k˜i, ˜)-condensers F = {fi}r0, where k˜i = ⌈log2(η1 − 1)⌉+i+1 and  < (1−p)/16.
For each i ∈ [r + 1], fi ∶ {0,1}n˜ × {0,1}t˜ → {0,1}l˜i, and for the corresponding
BBTD matrix, one has Bi ∈ [2]mi×n where mi = 2t˜+k˜i Oη1(2(η1−1)(l˜i−k˜i)) and
n = 2n˜. In step 1, ∀i ∈ [r + 1] construct B′i ∈ [2]2r−imi×n by repeating Bi,
2r−i times according to the rule B′i = [BiT ,BiT , . . . ,BiT ]T . In step 2, form
matrix C′ = [B′0T ,B′1T , . . . ,B′rT ]T . In step 3, fix a d-disjunct binary matrix
D ∈ [2]md×n capable of correcting e1 errors in the CGT model. Form the
binary matrix C such that its kth row is equal to the bit-wise OR of the
ith row of C′ and the jth row of D, where i = ⌈ kmd ⌉ and j = k − (i − 1)md.
Then C is a [2;Q;η; (ηα ∶ d); e]-SQ-separable matrix of dimensions m × n,
where m = 2t˜md(d − 1) η1−1ηα−1 (∑ri=0Oη1(2(η1−1)(l˜i−k˜i))), e = ⌊ (2e1+1)p2t˜γ˜′−12 ⌋, and
γ˜′ = max{1, d−15(η1−1) mini∈[r+1]{2k˜i−l˜i}}.
Proof. First, we provide the sketch of the proof in order to build some intu-
ition. The idea behind the proof is to first show that the interval [ηα−1, d−1]
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is a subset of the interval [2−1η′α , 2rη′α]. Then, using the definition of
k˜i, i ∈ [r + 1], we show that [2−1η′α , 2rη′α] = ⋃ri=0[2k˜i−2 , 2k˜i−1]. Then by
construction of Bi, i ∈ [r + 1], we have that Bi has at least pγ˜i2t˜ rows
that satisfy (4.23) and (4.24) for η
T
= η1 − 1 and 2k˜i−2 ≤ ∣S ∣ ≤ 2k˜i−1, where
γ˜i = max{1,2k˜i−l˜i2k˜i/ (10(η1 − 1))}. Since each B′i is formed by concatenating
Bi vertically 2r−i times, i ∈ [r + 1], then B′i has at least pγ˜i2t˜+r−i rows that
satisfy (4.23) and (4.24) for η
T
= η1 − 1 and 2k˜i−2 ≤ ∣S ∣ ≤ 2k˜i−1.
Similarly, since C′ is formed by concatenating the B′i matrices vertically,
i ∈ [r + 1], it follows that C′ has at least pγ˜i2t˜ rows that satisfy (4.23)
and (4.24) for η
T
= η1 − 1 and ∣S ∣ ∈ [ηα − 1, d − 1] ⊆ ⋃ri=0[2k˜i−2 , 2k˜i−1]. Upon
proving these results, one can reduce the rest of the proof to showing that
C formed by performing bit-wise OR on the rows of C′ and D according to
the description in the statement of the theorem gives a [2;Q;η; (ηα ∶ d); e]-
SQ-separable matrix.
Consider a set of column-indices S such that ηα − 1 ≤ ∣S ∣ ≤ d − 1. Since
η′α = 2⌈log2(ηα−1)⌉, one has
η′α/2 = 2⌈log2(ηα−1)⌉−1 ≤ ηα − 1. (4.25)
In addition, since r = ⌈log2 ((d − 1)/η′α)⌉, one also has
2rη′α = 2⌈log2((d−1)/η′α)⌉ η′α ≥ 2log2((d−1)/η′α) η′α = d − 1η′α η′α = d − 1. (4.26)
Using inequalities (4.25) and (4.26), one obtains η′α/2 ≤ ηα − 1 ≤ ∣S ∣ ≤ d − 1 ≤
2rη′α. Since ∀i ∈ [r + 1], k˜i is chosen as k˜i = ⌈log2(η1 − 1)⌉ + i + 1, one has
2k˜0−2 = 2⌈log2(η1−1)⌉−1 = η′α/2 ≤ ∣S ∣ ≤ 2rη′α = 2⌈log2(η1−1)⌉+r = 2k˜r−1.
This implies that for any set of column indices S, where ηα − 1 ≤ ∣S ∣ ≤ d − 1,
there exists an i ∈ [r + 1] for which 2k˜i−2 ≤ ∣S ∣ ≤ 2k˜i−1. On the other hand,
using Lemma 6 we know that ∀i ∈ [r + 1], Bi has at least pγ˜i2t˜ rows that
satisfy (4.23) and (4.24) for η
T
= η1 − 1 and 2k˜i−2 ≤ ∣S ∣ ≤ 2k˜i−1, where γ˜i =
max{1,2k˜i−l˜i2k˜i/ (10(η1 − 1))}.
In the first step of the construction, ∀i ∈ [r+1], we formed B′i ∈ [2]2r−imi×n
by repeating Bi 2r−i times according to the rule B′i = [BiT ,BiT , . . . ,BiT ]T .
As a result, ∀i ∈ [r + 1], B′i has at least pγ˜i2t˜+r−i rows that satisfy (4.23)
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and (4.24) for η
T
= η1 − 1 and 2k˜i−2 ≤ ∣S ∣ ≤ 2k˜i−1. Since ∀i ∈ [r + 1], one also
has
2r−iγ˜i = 2r−i max{1,2k˜i−l˜i2k˜i/(10(η1 − 1))}
≥ max{1,2k˜i−l˜i d − 1
5(η1 − 1)}≥ max{1, d − 1
5(η1 − 1) mini∈[r+1]{2k˜i−l˜i}} ,
then B′i contains at least p2t˜γ˜′ rows satisfying (4.23) and (4.24) for ηT = η1−1
and 2k˜i−2 ≤ ∣S ∣ ≤ 2k˜i−1, where
γ˜′ = max{1, d − 1
5(η1 − 1) mini∈[r+1]{2k˜i−l˜i}} .
This result, in addition to the fact that for any set of column indices S for
which ηα − 1 ≤ ∣S ∣ ≤ d− 1, there exists a i ∈ [r + 1] for which 2k˜i−2 ≤ ∣S ∣ ≤ 2k˜i−1,
implies that C′ has at least e′ = p2t˜γ˜′ rows that satisfy
∑
k∈SC′(j, k) = η1 − 1, (4.27)∑
k∈N C′(j, k) = 0, (4.28)
for any set S and N , where ηα − 1 ≤ ∣S ∣ ≤ d − 1, ∣N ∣ ≤ ∣S ∣ and S ∩N = ∅.
In order for C to be a [2;Q;η; (ηα ∶ d); e]-SQ-separable matrix,8 we need
to show that for any two distinct sets of columns, i.e. columns of C, denoted
by X1 and X2, for which ηα ≤ ∣X2∣ ≤ ∣X1∣ ≤ d, one has yX1 ≠ yX2 . Note that
this constraint is weaker than the conditions (4.14)-(4.16). Without loss of
generality, we made the assumption that ∣X2∣ ≤ ∣X1∣.
Let S1 and S2 be the set of column-indices corresponding to X1 and X2,
respectively. Since S1 ≠ S2 and ∣S1∣ ≥ ∣S2∣, the set S1/S2 is nonempty. Let
l ∈ S1/S2. Given that ∣S2∣ ≤ d, it follows from the definition of binary d-
disjunct matrices that for the set S2 ∪ {l} there exists a set of row indices of
8Although this construction resembles the construction of threshold disjunct matrices
in [60], one should notice that the matrix C′ generated in Step 2 of Construction 7 is not
a regular matrix (i.e. it is neither a (d−1, e′;η1−1)-regular matrix, nor a (d−1, e′;ηα−1)-
regular matrix). Consequently, [60, Lemma 6] cannot be used directly to show that C is
a SQ-separable matrix.
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D, denoted by RD, with size at least 2e1 + 1, such that
∑
k∈S2 D(j, k) = 0, ∀j ∈RD, (4.29)
D(j, l) = 1, ∀j ∈RD. (4.30)
Let S = S1/{l}. Also, if S1 ∩ S2 = ∅ and ∣S1∣ = ∣S2∣, let N = S2/{k0} where
k0 is an arbitrary column-index of S2. Otherwise, let N = S2/S1. Clearly,∣N ∣ ≤ ∣S ∣.
Next, let RC′ be the set of row-indices of C′ for which (4.27) and (4.28)
are satisfied for the sets S and N . Consider some i ∈ RC′ and some j ∈ RD.
The (j + (i − 1)md)th row of C is formed by finding the bit-wise OR of the
ith row of C′ and the jth row of D. Consequently,
∑
k∈S1 C(j + (i − 1)md, k) =∑k∈SC(j + (i − 1)md, k) +C(j + (i − 1)md, l)= η1 − 1 + 1 = η1, (4.31)∑
k∈S2 C(j + (i − 1)md, k) < η1, (4.32)
where C(j + (i− 1)md, l) = 1 follows from (4.30), and (4.32) is a consequence
of the following argument. First, note that using (4.24) and (4.29), one has∑k∈N C(j + (i − 1)md, k) = 0. As a result, if S1 ∩ S2 = ∅ and ∣S1∣ = ∣S2∣, then
∑
k∈S2 C(j + (i − 1)md, k) = ∑k∈N C(j + (i − 1)md, k) +C(j + (i − 1)md, k0)≤ 1 < η1.
Otherwise, one has
∑
k∈S2 C(j + (i − 1)md, k) = ∑k∈N C(j + (i − 1)md, k) + ∑k∈S2∩S1 C(j + (i − 1)md, k)= ∑
k∈S2∩S1 C(j + (i − 1)md, k)≤ ∑
k∈S1/{l}C(j + (i − 1)md, k)= η1 − 1 < η1.
Since ∣RC′ ∣ ≥ e′ and ∣RD∣ ≥ 2e1 + 1, C has a set of row indices R, ∣R∣ ≥
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e′(2e1+1), for which (4.31) and (4.32) are satisfied. This implies that ∀j ∈R,
yX1(j) > yX2(j), and therefore C is a [2;Q;η; (ηα ∶ d); e]-SQ-separable matrix,
where e = ⌊ (2e1+1)p2t˜γ˜′−12 ⌋. Note that C is an m × n matrix, where n = 2n˜, and
m =md ⋅ ( r∑
i=0 2r−imi) ≈md ( r∑i=0 2r+t˜+log2(η1−1)+1Oη1(2(η1−1)(l˜i−k˜i)))= 2t˜md(d − 1) η1 − 1
ηα − 1 ( r∑i=0Oη1(2(η1−1)(l˜i−k˜i))) .
Remark 12. A comparison between the rate of the matrix described in Con-
struction 7, denoted by RSQ8, and the rate of the threshold disjunct matrix
described in [60] for ηT = η1, denoted by RTD, reveals that
RSQ8
RTD
= ηα − 1
η1 − 1 .
In order to compute this ratio, one needs to carefully calculate RTD, keep-
ing track of the constant values that may be hidden in the asymptotic ex-
pressions. It turns out that if the same d-disjunct binary matrix D is used
in both constructions, nSQ8 = nTD, and mTD = ηα−1η1−1mSQ8.
Different properties of this construction are summarized in Table 4.2. Note
that the parameters of the BBTD matrices used by Construction 7 depend
on the underlying lossless condenser. Different forms of condensers were
discussed in [60], and we refer an interested reader to this paper for more
information. For an asymptotic bound on the number of measurements m
obtained via Construction 7, we used the parameters and condensers outlined
in Construction M8 of [60, Table 1].
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CHAPTER 5
TEST MATRIX CONSTRUCTIONS AND
DECODING ALGORITHMS FOR SQGT
WITH EQUIDISTANT THRESHOLDS
In Chapter 4, we described test matrix constructions and decoding algorithms
for the general case of SQGT with arbitrary thresholds. In this chapter, we
focus on the special case of SQGT with equidistant thresholds, i.e. ηr = rη
and r ∈ [Q+ 1], and use the relationship between the thresholds to construct
test matrices that improve upon the results of previous chapter.
We will describe probabilistic and combinatorial constructions of SQ-disjunct
and SQ-separable matrices, in addition to efficient decoding algorithms. We
first consider the case in which the number of defectives is much smaller
than the total number of items; then, we relax this condition and consider
the case in which the number of defectives can be any number between 0
and n. Finally, we provide an approximate message passing algorithm for
identification of defectives, for constructions for which no efficient decoding
algorithm is known.
Throughout this chapter, we use the notation [q;Q; η; (1 ∶d); e] instead of[q;Q;η; (1 ∶d); e] for simplicity and to emphasize that the test matrices are
constructed for SQGT with equidistant thresholds.
A summary of different properties of the constructions described in this
chapter is provided in Table 5.1.
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5.1 Construction of q-ary SQ-disjunct matrices
The following lemma describes how to efficiently choose the entries of a q-ary
SQ-disjunct matrix for SQGT with equidistant thresholds.
Lemma 7. Given a [q;Q; η; (1 ∶d); e]-SQ-disjunct matrix C ∈ [q]m×n exists,
one can construct a [q;Q; η; (1 ∶ d); e]-SQ-disjunct matrix C′ ∈ [q]m×n that
effectively uses only an (I + 1)−ary alphabet, {0, η,2η, . . . , Iη}, where I =⌊ q−1η ⌋.
Proof. Form C′ by the following substitution: ∀i ∈ JmK and ∀j ∈ JnK, let
C′(i, j) = ⌊C(i,j)η ⌋η ∈ {0, η,2η, . . . , Iη}. Consider a set of d + 1 column-indicesS and fix a column-index l ∈ S. If C(i, l), i ∈ JmK, is a unique coordinate of
the lth column of C for which (3.5) is satisfied for the given set S, the same
condition will still be satisfied in C′ for l and S. The reason is that after the
substitution, the ith coordinate of the syndrome of the lth column remains
unchanged, while the ith coordinate of the syndrome of the other d columns
indexed by S/{l} will have a smaller value. Since this is true for any S ⊆ JnK
with ∣S ∣ = d+1 and for any l ∈ S, C′ is a [q;Q; η; (1 ∶d); e]-SQ-disjunct matrix.
On the other hand, if for i ∈ JmK, none of the columns of C indexed by S
has a unique coordinate in the ith row, then this substitution may generate
a unique coordinate in a column and therefore improve the error correcting
capability of the matrix.
Lemma 7 implies that given an available alphabet [q], in order to design a[q;Q; η; (1 ∶d); e]-SQ-disjunct matrix with minimum number of rows m for a
fixed value of n, one only needs to use a (I+1)-ary alphabet, {0, η,2η, . . . , Iη},
where I = ⌊ q−1η ⌋. We use this lemma to describe a probabilistic construction
for SQ-disjunct matrices with equidistant thresholds.
Theorem 14 (Construction 8). Form a matrix C ∈ {0, η,2η, . . . , Iη}m×n
by choosing each entry independently according to the probability distribution
PX(x) = ⎧⎪⎪⎨⎪⎪⎩ P0, if x = 0P1, if x ∈ {η,2η, . . . , Iη} ,
where I = ⌊ q−1η ⌋, P0 = dd+1 , and P1 = 1I(d+1) . Then C is an mI × nI [q;Q; η; (1 ∶
d); e]-SQ-disjunct matrix with probability at least 1−o(1); asymptotically, mI
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equals
mI ∼ m1(1 + 1
Id+1dd ∑d−1k=0 (dk)( Id−k+1)(Id)k) ,
where m1 is the number of rows of a [q;Q; η; (1 ∶d); e]-SQ-disjunct matrix with
n1 = nI columns, obtained by multiplying the best probabilistically constructed1
binary d-disjunct matrix, capable of correcting up to e errors, by η.
Proof. Fix a choice of d+1 column indices, S ⊆ JnK, and among them choose
one index, l ∈ S. There are ( nd+1)(d + 1) ways to choose S and l. Let piI be
the probability of “success” of a row, i.e., the probability that for a row of C
denoted by r, one has ⌊r(l)η ⌋ > ⌊∑i∈S /{l} r(i)η ⌋. Due to the fact that the alphabet
consists of integer multiples of η, the aforementioned condition is equivalent
to
r(l) > ∑
i∈S /{l} r(i). (5.1)
Let Eβ be the event that (5.1) is satisfied and that r(l) = βη. From this
definition, and the law of total probability, it follows that
piI = Pr( I⋃
β=1Eβ) = I∑β=1 Pr(Eβ). (5.2)
On the other hand, one has
Pr(Eβ) = P1 (P d0 + P d1 d−1∑
k=0(dk)(P0P1)
k ( β−1∑
i=d−k ( i − 1d − k − 1))) ,
where ( i−1d−k−1) counts the number of compositions of i with d − k parts, or
equivalently the number of positive integer solutions to ∑d−kj=1 xj = i. Since
β−1∑
i=d−k ( i − 1d − k − 1) = (β − 1d − k),
1By “best”, we mean a matrix designed probabilistically in a way to have the minimum
m for a fixed n.
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equation (5.2) simplifies to
piI = I∑
β=1P1 (P d0 + P d1 d−1∑k=0(dk)(P0P1)
k (β − 1
d − k))
= IP1P d0 + P d+11 d−1∑
k=0(dk)(P0P1)
k I∑
β=2(β − 1d − k)
= IP1P d0 + P d+11 d−1∑
k=0(dk)(P0P1)
k ( I
d − k + 1)
= (1 − P0)P d0 + (1 − P0)d+1I−(d+1) d−1∑
k=0(dk)( P0I1 − P0)
k ( I
d − k + 1). (5.3)
Consequently, using the union bound, we can derive an upper bound on
the probability that C is not a [q;Q; η; (1 ∶d); 0]-SQ-disjunct matrix,
PF = ( n
d + 1)(d + 1)(1 − piI)m ≤ ( nd + 1)(d + 1) exp(−mpiI)≤ exp ((d + 1) logn − d log(d + 1) + d + 1 −mpiI) .
As a result, for any δ > 0, one has PF = o(1) if
m = (d + 1
piI
+ δ) log n
d
.
This result can be generalized for [q;Q; η; (1 ∶ d); e]-SQ-disjunct matrices,
where e is allowed to grow with n. For a fixed S and l, ∀j ∈ JmK, let Nj be
a Bernoulli random variable with value 1 if the jth row of C satisfies (5.1),
and 0 otherwise. By definition, the random variables Nj are independent
identically distributed (i.i.d.) and Pr(Nj = 1) = piI , for j ∈ JmK. Based on the
Chernoff bound, for 0 < δ < 1, one obtains
Pr( m∑
j=1Nj ≤ (1 − δ)mpiI) ≤ exp(−δ2mpiI2 ) .
By setting δ = 1 − 2empiI , it follows that
Pr( m∑
j=1Nj ≤ 2e) ≤ exp(−mpiI2 (1 − 2empiI )2) ,
which provides an upper bound on the probability that for a fixed S and l,
at most 2e rows of C satisfy (5.1). As a result, the probability that C is not
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a [q;Q; η; (1 ∶d); e]-SQ-disjunct matrix is upper bounded by
PF ≤ ( n
d + 1)(d + 1) exp(−mpiI2 (1 − 2empiI )2)≤ exp((d + 1) logn + d + 1 − d log(d + 1) − mpiI
2
− 2e2
mpiI
+ 2e) .
It can be easily seen that for any δ > 0, PF = o(1) if
m = (2(d + 1)
piI
+ δ) log n
d
+ 4e
piI
.
We can compare the number of tests mI for a matrix constructed using this
method with the number of tests m1 in a matrix constructed by multiplying
a conventional binary d-disjunct matrix with η (Construction 1), provided
that they have the same number of columns n. It can be easily verified – see
for example [7] – that for a fixed n, the distribution PX(x) that minimizes
the number of tests of a conventional binary d-disjunct matrix is the one
that assigns P0 = dd+1 to x = 0 and P1 = 1d+1 to x = 1. Consequently, pi1 =
dd(d+1)d+1 maximizes the probability of “success” of a row.2 Since Construction
1 does not change the dimensions of the underlying binary d-disjunct matrix,
asymptotically it holds that
mI
m1
∼ pi1
piI
. (5.4)
On the other hand,
piI = pi1 + γI ,
where γI = 1Id+1(d+1)d+1 ∑d−1k=0 (dk)( Id−k+1)(Id)k. Consequently,
lim
n→∞m1mI = 1 + 1Id+1dd d−1∑k=0(dk)( Id − k + 1)(Id)k.
Figure 5.1 shows the asymptotic reduction in the number of tests, m1mI , as a
function of I for different values of d. Note that in this theorem, we assumed
2Note that even though pi1 is the optimal probability of success of a row when q−1 < 2η,
the same statement does not necessarily hold for piI found in this construction.
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Figure 5.1: Reduction in the number of tests of a SQ-disjunct matrix based
on Construction 8 for a simple choice of the probability P0.
that I and d do not grow with n. However, we can also consider the case in
which d→∞ (for a fixed value of I) to obtain
lim
d→∞ limn→∞m1mI = limd→∞(1 + 1Id+1dd d−1∑k=0(dk)( Id − k + 1)(Id)k)= lim
d→∞(1 + 1Id+1dd d−1∑k=d−I+1(dk)( Id − k + 1)(Id)k)
= lim
d→∞
⎛⎝1 + I−2∑k=0(Ik) 1II−k (
d
I−k−1)
dI−k−1
⎞⎠
= 1 + I−2∑
k=0(Ik) 1II−k limd→∞ (
d
I−k−1)
dI−k−1
= 1 + I−2∑
k=0(Ik) 1II−k 1(I − k − 1)! ,
where we changed the order of the limit and the summation operations, since
the sum was over a finite number of terms.
Remark 13. It is worth mentioning that instead of setting P0 = dd+1 , one can
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Figure 5.2: Reduction in the number of tests of a SQ-disjunct matrix
constructed based on Construction 8 for the optimum choice of P0. The
parameter u, as before, denotes a known upper bound on the number of
defectives.
consider P0 to be a parameter that may be optimized so as to minimize the
number of tests in the matrix. Making this change does not affect the validity
of (5.3) and (5.4), but it may increase the ratio m1mI . Although finding a
simple closed-form expression for the maximum piI over P0 does not seem
to be straightforward, we evaluated (5.3) numerically to find the maximum
probability of “success” of a row. The resulting ratio m1mI is shown in Fig. 5.2
as a function of I, for different values of d.
5.2 Construction of q-ary SQ-separable matrices
In the previous chapter, we described different methods of constructing q-
ary SQ-separable matrices for an arbitrary set of thresholds, using classical
binary separable matrices for CGT and new sequences. On the other hand,
in the case of SQGT with equidistant thresholds, SQ-separable matrices are
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closely related to separable matrices for the additive model (QGT) defined
below.
Definition 17 (Binary d-separable matrices for QGT). An m×n binary
d-separable matrix designed for QGT, capable of correcting up to e errors, is a
matrix such that for any two distinct sets of columns X and Z, 1 ≤ ∣X ∣, ∣Z ∣ ≤ d,
the arithmetic sum of the columns in X differs from the arithmetic sum of
the columns in Z in at least 2e + 1 coordinates.
Similar to Construction 2, one can use Cb, a binary d-separable matrix for
QGT capable of correcting up to e errors, in order to form C = (q − 1)Cb,
where q−1 ∈ {η,2η, . . .}. Then C represents a [q;Q; η; (1 ∶d); e]-SQ-separable
matrix.
An interesting matrix design for the additive model is the construction by
Lindstro¨m, described in [36, Theorem 8]. In his approach, Lindstro¨m used
a theorem by Bose and Chowla in additive number theory [62] to construct
binary matrices for an adder channel. Multiplying this matrix with η results
in an m× n [q;Q; η;d; 0]-SQ-separable matrix, where m = ⌈d log2L⌉ and L is
a power of a prime such that n ≤ L. A similar idea can be used to further
improve the rate of SQ-separable matrices for equidistant SQGT. The idea
is based on a result, proved in [62], that shows that if L is power of a prime,
there exist L nonzero integers smaller than Ld such that the sums of any d
such integers, i.e., their d-sums, are all distinct modulo Ld − 1.
Theorem 15 (Construction 9). Let L be a power of a prime such that
n ≤ L; also, let q′ = ⌊ q−1η ⌋+ 1. Using the construction in [62], find L non-zero
integers with distinct d-sums. Let the q′-ary representation of these integers
serve as columns of a matrix Cq′. Form the m × L matrix C = η Cq′, where
m = ⌈d logq′ L⌉. A matrix obtained by choosing any n columns of C is an
m × n [q;Q; η;d; 0]-SQ-separable matrix.
Proof. We only need to show that Cq′ is capable of identifying d defectives in
an adder model. Assume that there exist two sets of d columns X = {xi}di=1
and Z = {zj}dj=1 such that ∣X ∩ Z ∣ < d, and ∑di=1 xi = ∑dj=1 zj. Consequently,∀k ∈ JmK, ∑di=1 xi(k) = ∑dj=1 zj(k). Then,
m∑
k=1( d∑i=1 xi(k)) q′k−1 = m∑k=1( d∑j=1 zj(k)) q′k−1,
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which implies that there exist two sets of d integers with the same sum. This
contradicts the assumptions behind the construction of Cq′ and completes
the proof.
5.3 Construction of SQ-separable matrices for
arbitrary number of defectives
The constructions described up to this point are able to identify up to d
defectives in a pool of n subjects whenever d is significantly smaller than n,
say d = o(n) or d constant. It is also of interest to address the same questions
when d is not constrained in size, so that one allows 0 ≤ d ≤ n. This “dense”
testing regime may be of use whenever no bound on the number of defectives
is known a priori or when the number of defectives is inherently large.
In [36], Lindstro¨m described a binary construction for the adder model
capable of identifying up to n defectives. In the next theorem we describe a
generalization of this construction that employs a q-ary alphabet; using this
generalization, we construct a SQ-separable matrix capable of identifying up
to n defectives in an equidistant SQGT model. Extensions of [36] to a q-
ary alphabet were also addressed in [33]. Multiplying these matrices with
η results in a SQ-separable matrix with the same rate as our construction.
But unlike our direct and very simple approach, the methods of [33] and [34]
may only be used in a recursive and rather complicated manner.
Before describing our construction, we state a lemma from [36] that will
be useful in proving the next theorem.
Lemma 8. Let F be a collection of sets such that if B ∈ F , then F contains
all the subsets of B as well. In other words, ∀B ∈ F , if A ⊂ B, then A ∈ F .
Let g ∶ F ↦ {0,1} be a function defined on F such that for some fixed setS ∈ F , one has g(A ∩ S) = g(A) whenever A ∈ F . If C ∈ F and C ⊄ S, then
∑A ⊆ C∣A∣ is odd g(A) = ∑A ⊆ C∣A∣ is even g(A).
Proof. See [36].
Theorem 16 (Construction 10). Let κ ∈ Z+ and m = 2κ − 1. Consider the
set JκK and label each of its non-empty subsets by Si, i ∈ JmK, such that for
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any two subsets Si1 ,Si2 ⊆ JκK, the inequality ∣Si1 ∣ < ∣Si2 ∣ implies i1 < i2. Let
q′ = ⌊ q−1η ⌋+1 and q′′ = ⌊log2⌊ q−1η ⌋⌋; for each Si, form a matrix Ci ∈ [q′]m×(q′′+∣Si∣)
as follows. For j ∈ JmK and k ∈ Jq′′ + 1K, set
Ci(j, k) = ⎧⎪⎪⎨⎪⎪⎩ 2
q′′−k+1
, if ∣Si ∩ Sj ∣ is odd,
0, if ∣Si ∩ Sj ∣ is even. (5.5)
Let Ti,q′′+1 = Si. For k ∈ {q′′ + 2, q′′ + 3, . . . , q′′ + ∣Si∣}, fix any Ti,k ⊂ Ti,k−1 of
size ∣Ti,k∣ = ∣Si∣ − k + q′′ + 1. Set
Ci(j, k) = ⎧⎪⎪⎨⎪⎪⎩ 1, if Ci(j, k − 1) > 0 and ∣Sj ∩ Ti,k∣ is odd,0, otherwise, (5.6)
where j ∈ JmK. Form a matrix C′ = ηC where C = [C1,C2, . . . ,Cm]. The
matrix C′ is an m×n [q;Q; η; (1 ∶n); 0]-SQ-separable matrix, where m = 2κ−1
and n = κ2κ−1 + q′′(2κ − 1).
Proof. As before, we define w ∈ [2]n to be a binary vector such that its
lth coordinate is equal to 1 if the lth subject is defective, and 0 otherwise.
From the construction, the matrix C is formed from m sub-matrices Ci, each
corresponding to a subset of JκK, Si. This implies that each Si corresponds to
a set of variables, i.e. coordinates of w. In addition, we label rows of C using
subsets Si, i ∈ JmK, such that the ith row is labeled by Si. Since each row of
C corresponds to an equation in y = Cw, each Si corresponds to exactly one
equation.
The decoding includes m steps, and in each step one solves for the variables
corresponding to Si, given all the variables corresponding to Si+1,Si+2, . . . ,Sm.
To find the variables corresponding to Si, we form two equations: the first
equation is obtained by adding all the equations corresponding to the odd
subsets of Si while the second equation is obtained by adding all the equa-
tions corresponding to the even subsets of Si. These two equations can be
represented by soddi
Tw = yoddi and seveniTw = yeveni , respectively. Finally, we
form the equation
(soddi − seveni)Tw = yoddi − yeveni . (5.7)
For simplicity, let wik be the k
th variable corresponding to Si, where k ∈Jq′′ + ∣Si∣K. The key in the proof of the theorem is to show that (5.7) is of the
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form
2q
′′+∣Si∣−1wi1 + 2q′′+∣Si∣−2wi2 + ⋅ ⋅ ⋅ +wiq′′+∣Si ∣ = a,
where a is a scalar that depends on y and the known variables corresponding
to Si+1,Si+2, . . . ,Sm. This implies that all the coefficients of the variables
corresponding to S1,S2, . . . ,Si−1 are zero; also, given that wik ∈ [2] for all
k ∈ Jq′′+ ∣Si∣K, the unknown variables can be determined by finding the unique
binary representation of a. Note that the coefficient of the variable wlk , l ≤ i,
in the aforementioned expression equals
∑
j∶ Sj ⊆ Si∣Sj ∣ is odd
Cl(j, k) − ∑
j∶ Sj ⊆ Si∣Sj ∣ is even
Cl(j, k).
We now show that ∀l < i, the coefficients of the variables in Sl of (5.7)
are all zero. Although Lemma 8 cannot be directly applied to our problem
since the matrix C is not binary, we make use of this lemma in our proof as
follows.
Let F = {S}m1 ; this set satisfies the condition of Lemma 8. Let l < i;
due to the specific ordering of the elements of F , we have Si ⊈ Sl, and can
consequently set C = Si and S = Sl. Consider the kth column of Cl, where
k ∈ {q′′+1, q′′+2, . . . , q′′+∣Sl∣}. For this column, let gl,k(Sj) = Cl(j, k). Careful
inspection shows that gl,k(Sj ∩ Sl) = gl,k(Sj), ∀j ∈ JmK, and gl,k(⋅) ∈ {0,1}.
Using Lemma 8, we conclude that
∑
j∶ Sj ⊆ Si∣Sj ∣ is odd
gl,k(Sj) = ∑
j∶ Sj ⊆ Si∣Sj ∣ is even
gl,k(Sj). (5.8)
Next, consider the kth column of Cl, where k ∈ Jq′′K. For this column, let
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gl,k(Sj) = Cl(j, k). Since gl,k(Sj) = 2q′′−k+1gl,q′′+1(Sj), using (5.8) one obtains
∑
j∶ Sj ⊆ Si∣Sj ∣ is odd
gl,k(Sj) = 2q′′−k+1 ∑
j∶ Sj ⊆ Si∣Sj ∣ is odd
gl,q′′+1(Sj)
= 2q′′−k+1 ∑
j∶ Sj ⊆ Si∣Sj ∣ is even
gl,q′′+1(Sj)
= ∑
j∶ Sj ⊆ Si∣Sj ∣ is even
gl,k(Sj).
As a result, ∀l < i and k ∈ Jq′′ + ∣Sl∣K one has
∑
j∶ Sj ⊆ Si∣Sj ∣ is odd
Cl(j, k) − ∑
j∶ Sj ⊆ Si∣Sj ∣ is even
Cl(j, k) = 0. (5.9)
To complete the proof, consider the kth column of Ci, where k ∈ Jq′′ + 1K.
Since (5.7) is formed using the rows labeled by odd and even subsets of Si,
the coefficient of wik is equal to
∑
j∶ Sj ⊆ Si∣Sj ∣ is odd
Ci(j, k) − ∑
j∶ Sj ⊆ Si∣Sj ∣ is even
Ci(j, k) = 2q′′−k+1 ⋅ 2∣Si∣−1 − 0 = 2q′′+∣Si∣−k, (5.10)
where 2∣Si∣−1 is the number of odd subsets of Si. Next, consider the kth column
of Ci, where k ∈ {q′′ + 2, q′′ + 3, . . . , q′′ + ∣Si∣}. From the definition of Ti,k and
its relationship to Ti,k−1, it can be shown that the coefficient of the variable
wik equals
∑
j∶ Sj ⊆ Si∣Sj ∣ odd
Ci(j, k) − 0 = ∑
j∶ Sj ⊆ Si∣Sj ∣ odd
Ci(j, k)
= ∑
j∶ Sj ⊆ Si∣Sj ∣ odd
1 [{∣Sj ∩ Ti,q′′+2∣ odd} ∩ ⋅ ⋅ ⋅ ∩ {∣Sj ∩ Ti,k−1∣ odd} ∩ {∣Sj ∩ Ti,k∣ odd}]
= 1
2
∑
j∶ Sj ⊆ Si∣Sj ∣ odd
1 [{∣Sj ∩ Ti,q′′+2∣ odd} ∩ ⋅ ⋅ ⋅ ∩ {∣Sj ∩ Ti,k−1∣ odd}] = ⋅ ⋅ ⋅ = 2q′′+∣Si∣−k.
(5.11)
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Using (5.9), (5.10), and (5.11), one can write (5.7) in the form
q′′+∣Si∣∑
k=1 2q
′′+∣Si∣−kwik = a,
where a depends on y and the known variables corresponding to Si+1,Si+2, . . . ,Sm.
This completes the proof of the claimed result.
As an example, let κ = 3, η = 2, and q = 5; consequently, m = 7, q′ = 9, and
q′′ = 2. We label the non-empty subsets of J3K as follows: S1 = {1}, S2 = {2},S3 = {3}, S4 = {1,2}, S5 = {1,3}, S6 = {2,3}, S7 = {1,2,3}. In construction
C7, corresponding to S7, fix T7,4 = {1,2} and T7,5 = {1}.3 Based on (5.5)
and (5.6), one has
C7 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
4 2 1 1 1
4 2 1 1 0
4 2 1 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
4 2 1 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Using (5.5) and (5.6), we obtain
C =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
S1 S2 S3 S4 S5 S6 S7S1 4 2 1 0 0 0 0 0 0 4 2 1 1 4 2 1 0 0 0 0 0 4 2 1 1 1S2 0 0 0 4 2 1 0 0 0 4 2 1 0 0 0 0 0 4 2 1 1 4 2 1 1 0S3 0 0 0 0 0 0 4 2 1 0 0 0 0 4 2 1 1 4 2 1 0 4 2 1 0 0S4 4 2 1 4 2 1 0 0 0 0 0 0 0 4 2 1 0 4 2 1 1 0 0 0 0 0S5 4 2 1 0 0 0 4 2 1 4 2 1 1 0 0 0 0 4 2 1 0 0 0 0 0 0S6 0 0 0 4 2 1 4 2 1 4 2 1 0 4 2 1 1 0 0 0 0 0 0 0 0 0S7 4 2 1 4 2 1 4 2 1 0 0 0 0 0 0 0 0 0 0 0 0 4 2 1 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
In order to prove that C′ = 2C is a SQ-separable matrix, we only need to
show that C is a separable matrix for an adder model.
3Note that there exist other choices for T7,4 and T7,5 that provide for valid matrix
constructions.
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Let w ∈ [2]n be a binary vector such that its lth coordinate is equal to 1 if
the lth subject is defective and 0 otherwise. In the adder model, the vector
of test results equals y = Cw, which is a system of linear equations with n
variables and m equations. Note that each set Si corresponds to q′′ + ∣Si∣
variables.
We solve the system of equations in a recursive manner, by first solving
for variables corresponding to Sm, subtracting their effect on the syndrome
and then solving for variables corresponding to Sm−1, and so on.
Returning to our example, we can solve for the variables corresponding toS7 as follows. Add all the equations corresponding to odd subsets of S7. The
result is an equation of the form
sTodd7w = y(1) + y(2) + y(3) + y(7),
where
sodd7 = (8 4 2 8 4 2 8 4 2 8 4 2 1 8 4 2 1 8 4 2 1 16 8 4 2 1)T .
Also, add all the equations corresponding to even subsets of S7. The result
is an equation of the form
sTeven7w = y(4) + y(5) + y(6),
where
seven7 = (8 4 2 8 4 2 8 4 2 8 4 2 1 8 4 2 1 8 4 2 1 0 0 0 0 0)T .
Since the first 21 entries of sodd7 and seven7 are identical, one has
(sodd7 − seven7)Tw = 16w(22) + 8w(23) + 4w(24) + 2w(25) +w(26)= y(1) + y(2) + y(3) + y(7) − y(4) − y(5) − y(6). (5.14)
The equation in (5.14) provides a binary representation of the integer y(1)+
y(2) + y(3) + y(7) − y(4) − y(5) − y(6). Therefore, the variables w(22),
w(23), w(24), w(25), and w(26) are uniquely determined by the equation.
Now, given these variables, one can add all the equations corresponding to
odd and even subsets of S6 to similarly identify w(18), w(19), w(20), and
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w(21). This process can be applied iteratively until all the variables are
uniquely determined.
Remark 14. Construction 10 provides matrices capable of identifying any
number of defectives among n = κ2κ−1 + q′′(2κ − 1) subjects, using m = 2κ − 1
experiments. It can be easily shown that the same approach applies for an
arbitrary number of subjects. For a fixed value of q′′, one can find the smallest
number κ such that n ≤ κ2κ−1+q′′(2κ−1). Removing the (κ2κ−1+q′′(2κ−1)−n)
right most columns of C′ in Construction 10 results in an m×n SQ-separable
matrix, where m = 2κ − 1.
Different properties of this construction are summarized in Table 5.1. Note
that the underlying assumption in all our constructions is that q is fixed
and does not grow with n. For example, in Construction 10, we have m =
2κ − 1 and n = κ2κ−1 + q′′(2κ − 1), where q′′ = ⌊log2⌊ q−1η ⌋⌋. Consequently,
n = 1/2(m + 1) log2(m + 1) + q′′m, and for q′′ = o(log2m), one has
lim
κ→∞ m2n/ log2 n = limm→∞ log2 (1/2(m + 1) log2(m + 1) + q′′m)log2(m + 1) + 2q′′ + log2(m+1)m= lim
m→∞ (1 + o(1)) = 1.
On the other hand, if q = η2κα, for some fixed α > 0, similar calculations
reveal that
m ∼ ( 2
1 + 2α) nlog2 n.
In addition, if q grows faster than exponential with κ (or equivalently, q′′
grows faster than logarithmic with m), then m ∼ 1q′′n.
5.4 Belief propagation decoders for SQGT
The SQ-disjunct matrices, as well as many of the SQ-separable matrices de-
scribed in this and the previous chapter have efficient decoding algorithms
based on algebraic methods. On the other hand, for constructions for which
no efficient decoding algorithm is known, we can consider a different ap-
proach. More specifically, since most proposed SQGT matrices are sparse,
methods based on belief propagation (BP) [63] emerge as a viable decoding
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option for these matrices. In this section, we focus on BP decoders suitable
for SQGT matrices based on probabilistic constructions (such as Construc-
tions 6 and 8). The theoretical guarantees for these matrices hold in the
asymptotic domain, and when the number of subjects is small, these guaran-
tees may not apply. Nevertheless, in what follows, we show that BP decoders
perform reasonably well even for a small number of subjects and large coding
rates, and their performance may be further improved by tailoring the SQGT
constructions to the decoder.
BP is an iterative message passing algorithm for inference on graphical
models, and it is centered around calculating the marginal distributions of
the variables corresponding to the vertices of the underlying graph. BP
decoding for binary disjunct matrices was originally proposed by one of the
authors in [64]. Later on, BP decoding was also considered in [65] for CGT
decoding. Motivated by these two methods, we propose a BP decoder for
SQGT, which performs an approximate bitwise maximum a posteriori (MAP)
decoding of SQGT matrices in the presence of errors. Note that BP decoding
can be used for different error models and assumptions; however, in the rest
of this chapter, we focus on the following model.
Consider a SQGT model with thresholds η as defined in Chapter 2. As-
sume that each subject is defective with probability d/n independent of other
subjects. Note that one consequence of this assumption is that the number
of defectives ∣D∣ is a random variable. Consider a set of n subjects and let
W ∈ [2]n be a random vector representing the incidence vector of defectives.
Also, let wt ∈ [2]n denote the true incidence vector of defectives, i.e. the
realization of W that we want to reconstruct. Also, let C ∈ [q]m×n and
z ∈ [Q]m be the test matrix and the observed vector of (possibly) erroneous
test results, respectively.
The messages passed in a BP decoder depend on the message error model.
We focus on one simple substitution error model for the test results. Let
Y ∈ [Q]m and Z ∈ [Q]m be the random vectors corresponding to the error-
free test results and the erroneous test results, respectively. We model the
effect of false positives and false negatives using two probabilities, γp and γn,
respectively. In other words, for the tth test, if Y (t) ∈ {1,2, . . . ,Q − 2} then
Z(t) = Y (t) with probability 1 − γp − γn, Z(t) = Y (t) + 1 with probability
γp, and Z(t) = Y (t) − 1 with probability γn. If Y (t) = 0 then Z(t) = Y (t)
with probability 1 − γp and Z(t) = Y (t) + 1 with probability γp. Finally, if
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Y (t) = Q − 1, then Z(t) = Y (t) with probability 1 − γn and Z(t) = Y (t) − 1
with probability γn. BP decoders for other substitution error models can be
designed using similar arguments.
For the ith subject, we consider a bitwise MAP estimator, i.e.
wˆMAP(i) = arg max
w(i)∈{0,1}PW (i)∣Z (w(i)∣z) , (5.15)
where PW (i)∣Z(⋅∣⋅) denotes the conditional probability distribution of W (i)
given Z. Henceforth, we use P (⋅) as a generic symbol for probability distri-
bution and for simplicity, do not explicitly display the random variables in
the subscript of P (⋅).
Using the definition of conditional probability, P (w(i)∣z) = P (z,w(i))P (z) . Since
the maximization in (5.15) is performed over different values of w(i), the
value of P (z) does not affect wˆMAP(i). For a function f(w) ∶ [2]n ↦ R, let
the sum of f(w) over all configurations of the variables other than w(i) be
denoted by ∑∼w(i) f(w). In this case, one has
wˆMAP(i) = arg max
w(i)∈{0,1}P (w(i)∣z)= arg max
w(i)∈{0,1}P (z,w(i))= arg max
w(i)∈{0,1} ∑∼w(i)P (z,w), (5.16)
where the last equality follows by marginalizing out all the w(j)’s, j ≠ i,
from P (z,w).
Since the result of the tests are independent of each other conditioned on
W = w, it holds that P (z∣w) = ∏mt=1P (z(t)∣w). Substituting this equality
in (5.16) yields
wˆMAP(i) = arg max
w(i)∈{0,1} ∑∼w(i)P (z,w)= arg max
w(i)∈{0,1} ∑∼w(i)P (z∣w)P (w)
= arg max
w(i)∈{0,1} ∑∼w(i) [
m∏
t=1 P (z(t)∣w)P (w)]
= arg max
w(i)∈{0,1} ∑∼w(i) [
m∏
t=1 P (z(t)∣w) n∏j=1P (w(j))] ,
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where the last equality follows since we assumed that the event that a subject
is defective is independent of the event of other subjects being defective.
Finally, given that each subject is defective with probability d/n, one obtains
wˆMAP(i) = argmax
w(i)∈{0,1} ∑∼w(i) [
m∏
t=1 P (z(t)∣w) (5.17)
⋅ n∏
j=1 (dn I (w(j) = 1) + (1 − dn) I (w(j) = 0))] ,
where I (⋅) denotes the indicator function, equal to 1 if the statement in the
brackets holds, and equal to 0 otherwise.
Using (5.17), we can form a factor graph that corresponds to the bitwise
MAP estimator with n variable nodes and m factor nodes; a factor node
corresponding to test t is only connected to variable nodes corresponding to
subjects present in the tth test. Similarly, a variable node corresponding to
the ith subject is only connected to the factor nodes corresponding to the
tests in which the ith subject is used. As a result, the complexity of the BP
decoder depends on the sparsity of the test matrix, C.
Let N (t) denote the neighbors of the factor node corresponding to test t
in the factor graph. Also, let N (i) denote the neighbors of the variable node
corresponding to the ith subject. Let χ
(l)
i→t(w(i)) denote the message from
the ith variable node to the tth factor node in the lth iteration, 1 ≤ l ≤ L.
Similarly, let χˆ
(l)
t→i(w(i)) denote the message at the lth iteration from the tth
factor node to the ith variable node. The BP message update rules for finding
the marginal distributions of each subject according to the MAP estimator
of (5.17) take the form:
χ
(l+1)
i→t (w(i))∝ (dn I(w(i) = 1) + (1 − dn) I(w(i) = 0)) ∏τ∈N (i)/{t} χˆ(l)τ→i(w(i)),
(5.18)
and
χˆ
(l+1)
t→i (w(i))∝ ∑∼w(i)
⎡⎢⎢⎢⎢⎣P (z(t)∣w) ∏j∈N (t)/{i}χ(l)j→t(w(j))
⎤⎥⎥⎥⎥⎦ , (5.19)
where ∝ denotes “equal up to a multiplicative constant”. For an in-depth
explanation regarding message updates for marginals of a distribution, we
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refer the interested reader to [63] and the references therein.
In order to get an explicit form for the message updates, we need to cal-
culate the term P (z(t)∣w) in (5.19) for different values of z(t). For this
purpose, let ωi ∶= ∑nl=1,l≠iw(l)C(t, l). Then, one has
PZ(t)∣W (0∣w) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
γn I (η1 ≤ ωi < η2) + (1 − γp) I(ωi < η1), if w(i) = 0,
γn I (η1 −C(t, i) ≤ ωi < η2 −C(t, i)) if w(i) = 1,+(1 − γp) I(ωi < η1 −C(t, i)),
PZ(t)∣W (Q − 1∣w) =⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(1 − γn) I (ηQ−1 ≤ ωi < ηQ) + γp I(ηQ−2 ≤ ωi < ηQ−1), if w(i) = 0,
(1 − γn) I (ηQ−1 −C(t, i) ≤ ωi < ηQ −C(t, i)) if w(i) = 1,+γp I(ηQ−2 −C(t, i) ≤ ωi < ηQ−1 −C(t, i)),
and for z(t) = r and r ∈ {1,2, . . . ,Q − 2}, one has
PZ(t)∣W (r∣w) =⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(1 − γn − γp) I (ηr ≤ ωi < ηr+1) , if w(i) = 0,+γp I(ηr−1 ≤ ωi < ηr) + γn I (ηr+1 ≤ ωi < ηr+2) ,
(1 − γn − γp) I (ηr −C(t, i) ≤ ωi < ηr+1 −C(t, i)) if w(i) = 1.+γp I(ηr−1 −C(t, i) ≤ ωi < ηr −C(t, i))+γn I (ηr+1 −C(t, i) ≤ ωi < ηr+2 −C(t, i)) .
Using standard BP message independence assumptions, the marginal distri-
bution of the ith subject after the Lth iteration may be written as:
P
(L)
W (i)∣Z (w(i)∣z)∝ (dn I(w(i) = 1) + (1 − dn) I(w(i) = 0)) ∏τ∈N (i) χˆ(L)τ→i(w(i)).
Upon computing the marginals, the set of defectives may be determined
based on the following two methods. In the first method,
Dˆ = { i ∶ P (L)W (i)∣Z (1∣z) > P (L)W (i)∣Z (0∣z)} , (5.20)
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while in the second method
Dˆ = { i ∶ Si has one of the d largest P (L)W (i)∣Z (1∣z)} . (5.21)
Note that the complexity of this BP decoder can be further reduced by
adapting approaches such as the ones described in the context of q-ary BP
decoding in [66, 67, 68, 69], which will be discussed elsewhere.
For demonstrative purposes, we applied the BP algorithm to an equidistant
SQGT model with η = 2. We used Construction 8 to generate matrices with
n = 100 and d = 15, which represent reasonable parameter choices for the
application at hand. In Fig. 5.3 we plotted the probability of error, Pe, as a
function of q for different values of γp and γn, when m = 50. We generated 400
different sets of defectives (trials) for each choice of q and fixed the number of
iterations in the BP algorithm to L = 20. The set of defectives was obtained
using (5.21). Figure 5.4 shows the performance of the BP algorithm in a
similar setting when (5.20) was used to obtain the set of defectives. To keep
the waterfall curves sufficiently uncluttered, we only reported on noisy SQGT
performance. Note that the probability of false negatives, PFN , is defined as
the probability that a defective is not detected, while the probability of false
positives, PFP , is defined as the probability that a non-defective subject is
detected as defective. Note that in method (5.21), Pe = PFN = PFP .
As may be seen from the simulation results, there is a clear advantage
to using matrices with q ≥ 3 from the perspective of BP decoding in the
presence of errors. Unfortunately, this effect is accompanied by an increase
in the complexity of non-binary BP decoding, which may be mitigated by
applications of the aforementioned methods of [66, 67, 68, 69]. One may also
notice that the decoding error probability of the BP decoder for the matri-
ces with the considered parameters remains bounded above a value close to
0.1. We believe that this phenomenon is not a result of the unsuitability
of BP decoding in SQGT, but rather a consequence of the fact that testing
matrices constructed in the paper were not optimized with respect to the
requirements of loopy BP. Furthermore, the high probability of error may
also be attributed to the fact that the random matrices were generated for
parameters that are not in the range of values that guarantee high proba-
bility for the SQ disjunctness property.4 Particularly, in Construction 8, the
4Testing the SQ disjuctness property for large matrices is computationally demanding
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Figure 5.3: Probability of error as a function of the test matrix alphabet
size q, for different choices of noise parameters. In the model, we fixed
η = 2, n = 100, d = 15, and m = 50.
asymptotic guarantees were results of an upper bound on the probability
that C is not a [q;Q; η; (1 ∶ d); 0]-SQ-disjunct matrix. This bound took the
form
Pr (C is not [q;Q; η; (1 ∶d); 0]-SQ-disjunct) ≤ PF = ( n
d + 1)(d + 1)(1 − piI)m,
where piI was the probability of “success” of a row, as defined in the proof
of Construction 8. However, as an example, when n = 100, m = 50, η = 2,
q = 11, and d = 15, this upper bound is larger than 1, i.e. PF > 1, and we can
therefore not guarantee that the matrix considered for these parameters is[q;Q; η; (1 ∶d); 0]-SQ-disjunct with high probability. A probability of error of
approximately 0.15 for q ≥ 11 shows that even though the considered matrices
may not satisfy the distinctness property, one is still able to correctly identify
the set of defectives with empirical probability approximately 0.85, which is
sufficiently high for the described genotyping applications.
and we did not attempt to determine the exact parameters of the SQGT matrix through
simulation.
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Figure 5.4: Probability of false negatives and false positives as a function of
the test matrix alphabet size q, for different choices of noise parameters.
The solid lines represent the probability of false negatives, while the dashed
lines represent the probability of false positives. We fixed η = 2, n = 100,
d = 15, and m = 50.
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Figure 5.5: Probability of error as a function of m for different noisy and
noise-free scenarios. In this model we fixed η = 2, n = 100, d = 15, and q = 11.
In order to demonstrate the effect of m on the performance of the algo-
rithm, we applied the BP algorithm on an equidistant SQGT model with
η = 2. Using Construction 8, we generated matrices with n = 100, d = 15, and
q = 11. Figure 5.5 shows the probability of error as a function of m for noisy
and noise-free scenarios when (5.21) was used to obtain the set of defectives.
For each m, the BP algorithm was applied on 400 random matrices and ter-
minated with no more than L = 20 iterations. Similarly, Fig. 5.6 shows the
probabilities of false negatives and false positives when (5.20) was used to
find the set of defectives.
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Figure 5.6: Probability of false negatives and false positives as a function of
q for different noise parameters. The solid lines represent the probability of
false negatives while the dashed lines represent the probability of false
positives. In this model, we fixed η = 2, n = 100, d = 15, and q = 11.
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CHAPTER 6
POISSON GROUP TESTING FOR THE
CGT MODEL
In the previous chapter, we discussed test matrix constructions and efficient
decoding algorithms for a special case of the SQGT model: SQGT with
equidistant thresholds. In this chapter, we focus on the CGT model [16],
another important special case of SQGT in which q = Q = 2 and η1 = 1.
For this model, we introduce a novel probabilistic group testing framework,
termed Poisson group testing, in which the number of defectives follows a
right-truncated Poisson distribution. The Poisson model has a number of
new applications, including dynamic testing with diminishing relative rates
of defectives. We consider both nonadaptive and semi-adaptive identifica-
tion methods. For nonadaptive methods, we derive a lower bound on the
number of tests required to identify the defectives with a probability of error
that asymptotically converges to zero; in addition, we propose test matrix
constructions for which the number of tests closely matches the lower bound.
For semi-adaptive methods, we describe a lower bound on the expected num-
ber of tests required to identify the defectives with zero error probability. In
addition, we propose a stage-wise reconstruction algorithm for which the ex-
pected number of tests is only a constant factor away from the lower bound.
The methods rely only on an estimate of the average number of defectives,
rather than on the individual probabilities of subjects being defective.
6.1 Introduction
As discussed earlier, the group testing literature may be divided into two cat-
egories based on how the number of defectives is modeled. In combinatorial
GT, the number of defectives, or an upper bound on the number of defec-
tives, is fixed and assumed to be known in advance [7]. On the other hand,
in probabilistic GT (PGT), the number of defectives is a random variable
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with a given probability distribution [16]. With almost no exceptions, the
PGT literature focuses on a binomial (n, p0) distribution for the number of
defectives. Such a model arises when each of the n subjects is defective with
a fixed probability 0 < p0 < 1, independent of all other subjects. Binomial
models are not necessarily sparse, given that p0 may be a constant and given
that the defective selection process is random.
Here, we propose a novel GT paradigm, termed Poisson PGT, which mod-
els the distribution of the number of defectives via a right-truncated Poisson
distribution with parameter λ(n) = o(n). Our motivation for this assumption
comes from clinical testing, where one is interested in identifying infected in-
dividuals under the assumption that infections gradually die out. A similar
scenario is encountered in screening DNA clones for the presence of certain
DNA substrings, where the clones are test subjects and defectives are clones
that contain the given substrings. The distribution of clones containing a
given DNA pattern is frequently modeled as Poisson [7]. Other applications
include testing genetic traits that are negatively selected for (i.e., traits that
diminish in time, as they reduce the fitness of a species). The assumption
λ(n) = o(n) ensures that the longer the waiting time or the larger the num-
ber of test subjects, the smaller the average relative fraction of defectives. In
other words, the rate of defectives diminishes with time.
The Poisson PGT model has a number of useful properties that make it
an important alternative to classical binomial models. Although a binomial
distribution with p0≪1 and a large n, where λ=np0 is a constant, converges
to a Poisson distribution with parameter λ=np0 [42], our model allows the
parameter λ(n) of the (truncated) Poisson distribution to grow with n; more
precisely, the model and the results derived in this chapter are valid even
if limn→∞ λ(n) =∞, as long as limn→∞ λ(n)n = 0. Such a model is useful in
settings were test subjects are assumed to arrive sequentially in time, and
where tests are performed only once a sufficient number of subjects n is
present. This model is also applicable to streaming and dynamic testing
scenarios [43], in which the probability that a subject is defective decreases
in time so that newly arriving subjects are less likely to be defective. In such
a setting, classical binomial(n, p0) models are inadequate, as they assume
that the probability p0 of a subject being defective does not depend on the
number of test subjects.
A number of papers have considered a Poisson model to capture the stream-
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ing dynamics of the arrivals of subjects to a test center [44], [45]. In contrast,
our model does not make any assumptions on the distribution of the general
subject population, but instead focuses on modeling the number of defec-
tives using a right-truncated Poisson distribution. In addition, the focus of
[44], [45] is on determining the total amount of time (delay) required to test
a batch of subjects arriving at random times. However, here we concentrate
on the completely unrelated problem of finding necessary and sufficient con-
ditions on the smallest number of tests needed for accurate nonadaptive and
semi-adaptive GT.
In addition, a number of papers have considered the problem of binomial
group testing with different subjects having different probabilities of being
defective. This line of work was introduced in [19] under the name generalized
binomial group testing (GBGT). Recently, this problem has received renewed
interest under the name of heterogeneous binomial group testing [70]. In [19],
a two-stage algorithm for GBGT was proposed, resulting in a complicated
minimization problem for the expected number of tests required; unfortu-
nately, no closed-form expression, nor any simply calculable expression, was
provided for the expected number of tests. In [18], a similar problem was
considered in which the goal was to isolate a single defective in the GBGT
model. For this problem, the authors proposed an optimal adaptive pro-
cedure using a binary testing tree, which was obtained for a set of weights
that depend on the probabilities of the subjects being defective. In addi-
tion, an upper bound on the expected number of tests was provided in the
form of a complicated sum. Other papers that consider the GBGT model in-
clude [70], [71], and [72]. As we explain in the next section, although related
to our Poisson model through Le Cam’s theorem, GBGT operates under very
different prior knowledge assumptions and cannot be considered within the
same analytical framework.
The main contributions of this chapter are three-fold. First, we introduce
a novel probabilistic GT model with applications in streaming and dynamic
testing scenarios. This model generalizes probabilistic group testing mod-
els beyond the binomial GT paradigm with constant p0 and other models
previously considered in the literature. Second, we bridge the gap between
combinatorial GT and probabilistic GT methodology by showing how the
algorithms and analytical tools developed for combinatorial GT can be gen-
eralized and adapted for probabilistic GT. To the best of our knowledge, this
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is the first attempt to analyze combinatorial GT and probabilistic GT within
the same framework. Finally, we derive closely matching lower and upper
bounds on the number of tests required for finding the defectives in Poisson
testing using both nonadaptive and semi-adaptive algorithms.
The chapter is organized as follows. Section 6.2 introduces the Poisson
GT model. In Section 6.3, we first use an adaptation of Fano’s inequality to
find a lower bound on the number of nonadaptive tests required to identify
defectives under the Poisson PGT model, with a probability of error converg-
ing to zero as the number of subjects grows. We then proceed to describe
a simple nonadaptive method based on binary disjunct matrices [24]. The
test matrix is constructed probabilistically, with the entries of the matrix
being independent and Bernoulli distributed. Given that the number of tests
obtained via this method does not tightly match the lower bound, we de-
scribe an alternative nonadaptive method with a number of tests differing
from the lower bound by only an arbitrary slowly-growing function in n. The
test matrix in this method does not rely on the disjunctness property and
the entries of the matrix are not i.i.d. distributed. Next, we demonstrate
that this non-i.i.d. construction outperforms standard information-theoretic
sufficient conditions for i.i.d. constructions. Following the practice of bino-
mial probabilistic group testing, in Section 6.4 we use Huffman coding to
find a lower bound on the expected number of tests required by adaptive and
semi-adaptive methods to identify the defectives with zero error probability.
Then, we show that a simple semi-adaptive algorithm identifies all the de-
fectives with an expected number of tests only a constant factor away from
the lower bound.
6.2 Problem setup
Throughout this chapter we adopt the following notation. Simple uppercase
letters are used to denote random matrices, random vectors, and random
variables; similarly, simple lowercase letters are used for scalars. The symbols
log(⋅) and log2(⋅) are used to denote the natural logarithm and the base 2
logarithm, respectively. For a finite integer K ≥ 1, we also make use of the
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K-fold logarithm function, defined as
log(K) n ≜ log log⋯ log´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
K times
n. (6.1)
Note that for K > 1, this function grows slower than log(n).
Let S denote the set of test subjects with cardinality n, among which a
subset of D subjects is defective. In the Poisson PGT model, we assume that
the number of defectives follows a right-truncated Poisson distribution with
parameters λ(n) and n, i.e.,
PD(d) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
c(n)λ(n)dd! e−λ(n), 0 ≤ d ≤ n
0, otherwise.
. (6.2)
Here, D = ∣D∣ denotes the number of defectives and c(n) = eλ(n) /∑nd=0 λ(n)dd! is
a normalization coefficient. Note that c(n) is a decreasing function of n, such
that limn→∞ c(n) = 1. In addition we assume that all subsets of S with equal
cardinality have the same probability of being defective. This assumption is
used to model the setup in which given D = d, the decoder has no information
as to which set of cardinality d is most likely to be the set of defectives.
Let λ¯(n) be the expected number of defectives in the model. It can be
easily verified that
λ¯(n) = E[D] = λ(n) (1−λ(n)n
n!
e−λ(n)) = λ(n)(1−o(1)). (6.3)
A right-truncated Poisson distribution is closely related to a finite support
version of the non-uniform Bernoulli model on the set of test subjects, in
which the ith subject is defective with probability pi, 0 ≤ pi ≤ 1, independent
of all other test subjects. From Le Cam’s theorem [73], it may be deduced
that the number of defectives D under this model satisfies
∞∑
k=0 ∣Pr(D = d) − e−λ(n) λ(n)dd! ∣ ≤ 2 n∑i=1 p2i , (6.4)
where λ(n) = ∑ni pi. As an example, one can choose pi = c/i, for some con-
stant c > 0, to arrive at a model where individual subjects have decreasing
probabilities in i of being defective, so that λ(n) = O(log n). The approxima-
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tion error with respect to the Poisson distribution scales as 2 c ζ(2) = cpi2/3,
where ζ(⋅) denotes the Riemann zeta function. By choosing c sufficiently
small, the approximation error can be reduced to any desired positive level.
Although adaptive and other classes of non-uniform Bernoulli models were
reported in the literature [19], [18], [74], they rely on the exact knowledge of
each probability pi, i = 1, . . . , n. However, even in applications in which a
subject is defective independently from all other subjects, estimating each of
the pi values may be prohibitively difficult. In contrast, Poisson PGT only
makes use of a single aggregate value of the probabilities, λ(n), which is less
informative but usually much easier to estimate.
In the GT framework, each test is performed on a subset of the subjects,
and the result of a test equals 1 if at least one defective is present in the test,
and 0 otherwise. The total number of tests is denoted bym. For non-adaptive
PGT, despite the fact that the defectives are chosen randomly, the number
of tests is deterministic. The question of interest is to find the smallest num-
ber of tests that guarantee a probability of detection error that converges
to zero asymptotically with the number of subjects n. In contrast, adaptive
and semi-adaptive algorithms, in which tests are performed sequentially or
grouped into different stages with the choice at one stage used to inform the
choice at the following stages, call for a random number of tests. The goal is
then to compute the expected number of tests that allows for zero error prob-
ability. In this chapter, we focus on nonadaptive and semi-adaptive testing
schemes, and our main results are summarized and discussed in Section 6.5.
6.3 Nonadaptive methods for Poisson PGT
Nonadaptive group testing refers to group testing methods in which all tests
are designed simultaneously. In other words, in nonadaptive GT the choice
of a test is not allowed to depend on the outcomes of previous tests [7]. The
main advantage of nonadaptive methods is that all the tests can be performed
in parallel, which is of great practical importance for large-scale problems. A
clear disadvantage compared to adaptive methods is the sometime significant
increase in the number of tests.
As mentioned earlier, the CGT model is a special case of SQGT in which
q = Q = 2 and η1 = 1. For completeness, we describe this special case of
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SQGT in more detail in what follows. In nonadaptive CGT, the assignment
of subjects to different tests is usually specified via a binary test matrix
C ∈ {0,1}m×n, wherem denotes the number of tests and n denotes the number
of subjects. If C(i, j) = 1, for 1 ≤ i ≤ m and 1 ≤ j ≤ n, the jth subject is
present in the ith test; on the other hand, if C(i, j) = 0, then the jth subject
is excluded from the ith test. The test results are captured by the binary
vector of test results, y ∈ {0,1}m.
It can be easily observed that the vector of test results is equal to the
Boolean OR of columns of C corresponding to the defectives. Figure 6.1
illustrates the notion of a test matrix, the set of defectives, and the vector of
test results in the CGT model. Note that Si denotes the ith subject in S.
Poi so Probabilistic Group Testing
Amin Emad, Olgica Milenkovic
October 26, 2013
C=
0BB@
1 0 1 0 0 1 1 0 0 0
1 0 0 1 1 0 0 1 0 0
0 1 1 0 1 0 0 0 1 0
0 1 0 1 0 1 0 0 0 1
1CCA
References
[1] G. Atia and V. Saligrama, “Boolean Compressed Sensing and Noisy Group Testing,”
arXiv:0907.1061v4, 2010.
1
S1 S2 S3 S4 S5 S6 S7 S8 S9 S10
Poisson Probabilistic Group Testing
Amin Emad, Olgica Milenkovic
October 26, 2013
y0BB@
0
1
0
1
1CCA
References
[1] G. Atia and V. Saligrama, “Boolean Compressed Sensing and Noisy Group Testing,”
arXiv:0907.1061v4, 2010.
1
	  	  	  	  	  	  
, y =
Figure 6.1: Example of a test matrix and the test results where n = 10,
m = 4, and the set of defectives is D = {S4, S8}.
For a fixed test matrix on n subjects, C, and a decoding algorithm f ∶(C,y) ↦ Dˆ, let E(n) denote the event that the decoding algorithm cannot
identify the set of defectives, i.e. the event that f(C,y) ≠ D. The ulti-
mate goal of most combinatorial nonadaptive GT methods is to ensure that
P (E(n)) = 0. Due to the probabilistic nature of the Poisson PGT model, any
subset of subjects may be defective with a non-zero probability. As a result,
since in nonadaptive GT each test is designed independently from previous
tests, for any fixed test matrix C with m < n, one can always find a choice
of D for which f(C,y) ≠ D.
To verify the correctness of this claim, consider a fixed test matrix C and
a set of subjects S such that each column of C is assigned to one subject
in S; for any set D′ ⊆ S, let yD′ denote the Boolean OR of the columns
of C corresponding to D′. Since in Poisson PGT each subset of S may
correspond to the set of defectives with a nonzero probability, in order to
ensure P (E(n)) = 0, the test matrix must be able to distinguish between any
two distinct subsets of S; in other words, for any two distinct sets D1,D2 ⊆ S,
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we must have yD1 ≠ yD2 . Since in total, there exist ∑nd=0 (nd) = 2n choices for
the set of defectives, at least m = n tests are required (i.e. one has to test
each subject individually).
The discussion above implies that for Poisson PGT, there exists no non-
adaptive test matrix with fewer than n rows and an accompanying decoding
algorithm for which P (E(n)) = 0; as a result, we instead focus on the re-
quirement that the test matrix satisfy the asymptotic condition
lim
n→∞P (E(n)) = 0. (6.5)
In what follows, we propose two nonadaptive test matrix constructions and
decoding algorithms to guarantee that the aforementioned condition is met.1
In order to evaluate how effectively each method uses its tests, we first find
a lower bound on the minimum number of tests required by a nonadaptive
algorithm to ensure (6.5), and then use this bound as a benchmark. The
constructive methods provide upper bounds on the minimum number of tests.
In Section 6.3.1, we use Fano’s inequality [75] to find a lower bound on
the number of tests of the form (1 − )λ(n) log2 n (1 − o(1)), where  is an
arbitrarily small fixed scalar such that 0 <  < 1. In Section 6.3.2, we propose
a test matrix construction using binary disjunct matrices. The entries of the
test matrix are chosen according to an i.i.d. distribution, and the method
requires m = C2α(n)λ(n)2 log2 n (1 + o(1)) measurements, where α(n) is an
arbitrary chosen slowly-growing function of n.
Given the gap between the number of tests in this method and the lower
bound, we propose another method that requires m = C1α(n)λ(n) log2 n(1+
o(1)) tests. The second method is also based on a probabilistic construction,
but the entries of the test matrix no longer follow an i.i.d. distribution. One
major difference between these two methods is that the first method uses the
disjunctness property [24, 22], while for the second method we relaxed this
constraint. Both of these constructions can be extended to identify the set
of defectives in the presence of errors in the vector of test results, and also
employ a decoding algorithm with computational complexity O(mn).
Finally, we use a standard information theoretic approach – combined
with a maximum likelihood decoder – to determine an upper bound on the
1Also, we omit the parameter n whenever possible and tacitly assume the dependence
of the error probability on this parameter.
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minimum number of tests required by any nonadaptive method based on
an i.i.d. test matrix. The number of tests for this approach is of the form
m = C3α(n)λ(n)2 log2 n (1+o(1)), and hence still a factor of λ(n) larger than
the second method. A summary of these results is provided in Section 6.5.
6.3.1 Lower bound on the minimum number of tests
Let Dˆ be the set of defectives recovered by some decoding algorithm using a
fixed test matrix C ∈ {0,1}m×n, and given the random vector of test results,
Y ∈ {0,1}m. Conditioned on D = d, 0 ≤ d ≤ n, let Ed be the error event thatDˆ ≠ D; consequently, P (E) = ED[P (Ed)]. Using Fano’s inequality [75], one
has
H(D∣Y,C,D = d) ≤ 1 + P (Ed) log2 (nd), (6.6)
where H(⋅) denotes the Shannon entropy function [75]. Since conditioned on
D = d, the set of defectives D is chosen uniformly at random, independent
on C, one has
H(D∣C,D = d) = log2 (nd). (6.7)
Using the definition of mutual information [75], we may write
H(D∣C,D) =H(D∣Y,C,D)+I(D;Y ∣C,D)=H(D∣Y,C,D)+H(Y ∣C,D)−H(Y ∣C,D,D)≤H(D∣Y,C,D)+H(Y ∣D)−H(Y ∣CD,D)=H(D∣Y,C,D)+I(Y ;CD∣D), (6.8)
where the inequality follows since conditioning reduces entropy; also, the test
results Y only depend on the columns of the test matrix assigned to the setD and hence H(Y ∣C,D,D) = H(Y ∣CD,D), where CD is the set of columns
of C corresponding to D. Substituting (6.6) and (6.7) in (6.8) yields
log2 (nd) ≤ 1 + P (Ed) log2 (nd) + I(Y ;CD∣D)⇒ P (Ed) ≥ 1 − I(Y ;CD∣D) + 1
log2 (nd) .
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On the other hand, from the following chain of inequalities
I(Y ;CD∣D) ≤H(Y ∣D) ≤H(Y ) ≤ m∑
i=1H(Y (i)) ≤m,
it follows that
P (Ed) ≥ 1 − I(Y ;CD∣D) + 1
log2 (nd) ≥ 1 − m + 1log2 (nd) . (6.9)
Since P (E) = ED[P (Ed)], (6.9) may be used to find a lower bound on m that
ensures P (E) = o(1), as formally stated in the next theorem.
Theorem 17. Let 0 <  < 1 be an arbitrarily small fixed scalar, and suppose
that λ(n) = o(n). Any nonadaptive group testing method designed for Poisson
PGT that satisfies limn→∞P (E) = 0 requires at least m = (1−)λ(n) log2 n (1−
o(1)) tests.
Proof. Let 0 <  < 1. Then, since λ(n) = o(n), for large enough values of n,
λ(n)(1 + ) < n. On the other hand, since P (Ed) ≥ 0, 0 ≤ d ≤ n, then
P (E) = ED[P (Ed)] = n∑
d=0P (D = d)P (Ed)
≥ λ(n)(1+)∑
d=λ(n)(1−)P (D = d)P (Ed).
As a result, a necessary condition for P (E) = o(1) is that for n large enough,
o(1) ≥ λ(n)(1+)∑
d=λ(n)(1−)P (D = d)P (Ed)
≥ λ(n)(1+)∑
d=λ(n)(1−)P (D = d)⎛⎝1 − m + 1log2 (nd)⎞⎠
≥ ⎡⎢⎢⎢⎢⎣ mind∶λ(1−)≤d≤λ(1+)
⎛⎝1− m + 1log2(nd)⎞⎠
⎤⎥⎥⎥⎥⎦
λ(1+)∑
d=λ(1−)P (D = d), (6.10)
where the second inequality is a consequence of Equation (6.9).
Using the Chernoff bound for a standard Poisson distribution, it may be
shown that
∞∑
d=λ(1+)
λ(n)d
d!
e−λ(n) ≤ exp (−λ(n)(1+) log(1+) + λ(n)) ,
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and
λ(1−)∑
d=0
λ(n)d
d!
e−λ(n) ≤ exp (−λ(n)(1 − ) log(1−) − λ(n)) .
Let f1() = (1 + ) log(1 + ) −  and f2() = (1 − ) log(1 − ) + . It can be
easily verified that for  > 0, f1() > 0 and f2() > 0. As a result, from the
above inequalities we obtain
λ(n)(1+)∑
d=λ(n)(1−)P (D = d) ≥ c(n) (1 − e−λ(n)f1() − e−λ(n)f2()) . (6.11)
On the other hand, for n > 2(1 − )λ(n),
min
d∶λ(1−)≤d≤λ(1+)
⎛⎝1− m + 1log2(nd)⎞⎠=⎛⎝1− m + 1log2( n(1−)λ)⎞⎠ . (6.12)
Substituting (6.11) and (6.12) in (6.10), a necessary condition for limn→∞P (E) =
0 is of the form
o(1) > ⎡⎢⎢⎢⎢⎣ mind∶λ(1−)≤d≤λ(1+)
⎛⎝1− m + 1log2 (nd)⎞⎠
⎤⎥⎥⎥⎥⎦
λ(1+)∑
d=λ(1−)P (D=d)
> c(n)⎛⎝1− m + 1log2 ( n(1−)λ)⎞⎠(1−e−λf1()−e−λf2())
> c(n)⎛⎝1 − m + 1log2 ( n(1−)λ) − e−λf1() − e−λf2()⎞⎠ .
As a result, one has
⎛⎝1− m + 1log2 ( n(1−)λ)⎞⎠<o(1)⇒m≥ log2( n(1 − )λ)(1 − o(1)).
This inequality can be further simplified as
m≥ log2( n(1 − )λ)(1 − o(1))≥ (1 − )λ(n) log2 n(1 − )λ (1 − o(1))= (1 − )λ(n) log2 n (1 − o(1)),
where the last equality follows since λ(n) = o(n).
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6.3.2 Constructive upper bounds on the minimum number of
tests
Next, we describe two nonadaptive methods for Poisson PGT and find the
number of tests that ensures limn→∞P (E) = 0. For this purpose, we consider
two separate asymptotic regimes for λ(n): one in which λ(n) = o(n) and
limn→∞ λ(n) = ∞, and another in which λ(n) = o(n) and 0 < limn→∞ λ(n) <∞. Note that the case of constant λ is covered by the latter scenario. We
start by proving the following simple large deviations results, which we find
useful in our subsequent derivations.
Lemma 9. Let D be a random variable following the right-truncated Poisson
distribution, with λ(n) = o(n) and limn→∞ λ(n) = ∞. Then, for any fixed
 > 0, one has limn→∞P (D > ∆) = 0, where ∆ = ⌈λ(n)(1+)⌉ − 1.
Proof. Using Markov’s inequality, one has
P (D>∆) ≤ E[D]⌈λ(n)(1+)⌉ = λ(n)⌈λ(n)(1+)⌉(1−o(1))= 1
λ
(1 + o(1)) = o(1),
where the last claim follows since limn→∞ λ(n) =∞.
Although this lemma is applicable when limn→∞ λ(n) = ∞, for the case
when 0 < limn→∞ λ(n) <∞ (including the case when λ is a constant), the
above arguments do not hold. For this case, we prove a lemma in which a
slowly-growing function of n, i.e. β(n)= log(K) n defined in (6.1), is used to
provide the needed guarantees.
Lemma 10. Let D be a random variable following the right-truncated Pois-
son distribution, with λ(n)= o(n) and 0< limn→∞ λ(n)<∞. Also, let β(n)=
log(K) n, for some finite K >1. Then, limn→∞P (D>∆)=0 for ∆=⌈β(n)λ(n)⌉−
1.
Proof. Before proving the lemma, Using Markov’s inequality, one has
P (D>∆) ≤ E[D]⌈β(n)λ(n)⌉ = λ(n)⌈β(n)λ(n)⌉(1−o(1))= 1
β(n)(1 + o(1)) = o(1),
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where the last equality follows since limn→∞ β(n) =∞.
In our first construction, we use disjunct matrices to devise practical Pois-
son PGT schemes. Although we have already defined these matrices earlier,
we repeat this definition as a reminder.
Definition 18 (Binary ∆-disjunct matrices [24, 22]). A binary ∆-
disjunct matrix for CGT is an m × n matrix, such that for any set of ∆ + 1
columns, X = {xj}∆+11 , and for any column xi ∈ X , there exists at least one
coordinate k such that xi(k) = 1 and xj(k) = 0, for some xj ∈ X , where j ≠ i.
It is well known that binary ∆-disjunct matrices are capable of identify-
ing up to ∆ defectives in the CGT model. In addition, these matrices are
endowed with an efficient decoder with computational complexity O(mn).
The decoding procedure is based on the fact that a column corresponds to a
defective if and only if its support is a subset of the support of the vector of
test results, y. Hence, given y and C, the set of defectives may be identified
with zero probability of error through
Dˆ = {i ∶ supp(xi) ⊆ supp(y)}, (6.13)
where xi is the ith column of C and supp(⋅) stands for the support of a vector
(i.e. the set of its nonzero entries).
We consider a simple probabilistic construction for the test matrix: the
entries of the test matrix follow an i.i.d. Bernoulli(p) distribution, such that
each entry of C is equal to 1 with probability p, and 0 with probability
1 − p. Let ∆ = ∆(n,λ(n)) be a properly chosen function of n and λ(n).
The idea is to identify m, p and ∆ so that C is a ∆−disjunct matrix with
high probability, while at the same time, the probability that the number of
defectives exceeds ∆ is small, as formally stated in the following theorem.
Theorem 18. Assume that D follows the right-truncated Poisson distri-
bution, with λ(n) = o(n) and limn→∞ λ(n) = ∞. Construct a test matrix
by choosing each entry according to a Bernoulli(p) distribution, where p =(⌈λ(n)(1+)⌉)−1, and where  > 0 is arbitrarily small. Then m = e(⌈λ(n)(1+)⌉)2 logn =
eλ(n)2(1+) logn (1+o(1)) tests suffice to ensure limn→∞P (E) = 0 using a de-
coding algorithm with computational complexity O(mn).
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Proof. For any value of ∆ > 0, we may write P (E) as
P (E) = P (E ∣D ≤ ∆)P (D ≤ ∆) + P (E ∣D > ∆)P (D > ∆)≤ P (E ∣D ≤ ∆) + P (D > ∆).
From Lemma 9, we know that ∆ = ⌈λ(n)(1+)⌉−1 ensures limn→∞P (D > ∆) =
0. In order to bound P (E ∣D ≤ ∆), we use the following argument. The test
matrix is constructed in a probabilistic, i.i.d. manner using the Bernoulli(p)
distribution. Given a fixed test matrix C and a vector of test results y,
we use the decoder in (6.13) to find Dˆ. Let E ′ be the event that C is not
∆-disjunct. Since a ∆-disjunct test matrix can identify up to ∆ defectives
with zero error probability, then conditioned on D ≤ ∆, one has E ⊆ E ′. As
a result, P (E ∣D ≤ ∆) ≤ P (E ′∣D ≤ ∆) = P (E ′), where the last equality follows
since the events E ′ and {D ≤ ∆} are independent.
It has been shown in [7, Thm. 8.1.3] that by choosing p = 1∆+1 and piN =
p(1 − p)∆, one can bound P (E ′) as
P (E ′) ≤ (∆ + 1)( n
∆ + 1)(1 − piN)m≤ exp(−mpiN+(∆+1)+(∆+1) logn−∆ log(∆+1)).
Hence, (∆+1)piN logn tests suffice to ensure limn→∞P (E ′) = 0. Substituting
piN = ∆∆(∆+1)∆+1 yields
(∆ + 1)
piN
logn = (∆ + 1)2(1 + 1
∆
)∆ logn
≤ e (∆ + 1)2 logn = e(⌈λ(n)(1+)⌉)2 logn.
In addition, since P (E) ≤ P (E ∣D ≤ ∆) + P (D > ∆) ≤ P (E ′) + P (D > ∆),
m = e(⌈λ(n)(1+)⌉)2 logn = eλ(n)2(1+) logn (1+o(1)) tests suffice to ensure
limn→∞P (E)=0.
The previous theorem relies on the assumption that limn→∞ λ(n)=∞. A
similar approach can be used for the case 0< limn→∞ λ(n)<∞, as described
in the theorem to follow.
Theorem 19. Assume that D follows the right-truncated Poisson distribu-
tion, with λ(n) = o(n) and 0 < limn→∞ λ(n) < ∞. Let β(n) = log(K) n,
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for some finite K > 1. Construct a test matrix by choosing each entry
according to a Bernoulli(p) distribution, where p = (⌈β(n)λ(n)⌉)−1. Then
m = e (⌈β(n)λ(n)⌉)2 logn = e (β(n)λ(n))2 logn (1 + o(1)) tests suffice to
ensure limn→∞P (E) = 0 using a decoding algorithm with computational com-
plexity of O(mn).
Proof. Similarly as in the proof of Theorem 18, we may write P (E) ≤ P (E ∣D ≤
∆) + P (D > ∆), for any ∆ > 0. From Lemma 10, we know that setting
∆ = ⌈β(n)λ(n)⌉ − 1 ensures limn→∞P (D > ∆) = 0. By choosing p = 1∆+1
and invoking the same arguments as those in Theorem 18, we conclude that
m = e (∆+1)2 logn tests suffice for limn→∞P (E ∣D ≤ ∆) = 0. Substituting the
previously computed value of ∆ into the expression for the number of tests
results in m = e (⌈β(n)λ(n)⌉)2 logn.
Theorems 18 and 19 do not account for the presence of errors in the vec-
tor of test results. In order to address this issue, we invoke the following
definition of an error-tolerant binary disjunct matrix.
Definition 19 (Error tolerant binary ∆-disjunct matrices [22]). A
binary ∆-disjunct matrix designed for CGT, capable of correcting up to v
errors, is an m×n matrix such that for any set of ∆+1 columns, X = {xj}∆+11 ,
and for any column xi ∈ X , there exists a set of coordinates Ri of size at least
2v+1, such that ∀k ∈Ri, xi(k) = 1 and xj(k) = 0, for some xj ∈ X with j ≠ i.
In order to identify the set of defectives using these matrices with a zero
error probability, we use the following decoder. For each column xi, i ∈{1,2, . . . , n}, let Ni denote the number of coordinates j ∈ {1,2, . . . ,m} for
which xi(j) = 1 and y(j) = 0 hold simultaneously. Then
Dˆ = {i ∶ Ni ≤ v}. (6.14)
Note that the computational complexity of this decoding method is O(mn).
The next theorems use error-tolerant disjunct matrices in order to bound
the number of tests for a Poisson PGT model that guarantees (6.5) in the
presence of up to v errors in the vector of test results y.
Theorem 20. Assume that the number of defectives follows the right-truncated
Poisson distribution, with λ(n) = o(n) and limn→∞ λ(n) = ∞. Construct
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a test matrix by choosing each entry according to a Bernoulli(p) distribu-
tion, where p = (⌈λ(n)(1+)⌉)−1 and  > 0 is arbitrarily small. Then m =(2 eλ(n)2(1+) logn + 4 e v(n)λ(n)1+) (1+o(1)) tests suffice to ensure limn→∞P (E) =
0 in the presence of not more than v(n) errors, using a decoding algorithm
with computational complexity O(mn).
Proof. Similar to the proof of Theorem 18, we may write P (E) ≤ P (E ∣D ≤
∆) + P (D > ∆), for any value of ∆ > 0. Lemma 9 can be used directly to
show that limn→∞P (D > ∆) = 0, if ∆ = ⌈λ(n)(1+)⌉ − 1. In order to bound
P (E) ≤ P (E ∣D ≤ ∆), the approach of [7, Thm. 8.1.3] used in Theorem 18
can be generalized to show that P (E ∣D ≤ ∆) ≤ P (E ′∣D ≤ ∆) = P (E ′), whereE ′ is the event that C is not an v error correcting ∆-disjunct test matrix. To
bound P (E ′), we first fix a set of column-indices I ∶ ∣I ∣ = ∆ + 1 and let k ∈ I
be fixed. There are (∆ + 1)( n∆+1) ways to choose k and I. For a fixed choice
of I and k, ∀j ∈ {1,2, . . . ,m}, let Nj be a Bernoulli random variable such
that it has a value 1 if the jth row of C has a value 1 in the kth column while
having 0 in each column indexed by I/{k}, and Nj has a value 0 otherwise.
By definition, the random variables Nj are i.i.d., and for j ∈m one has
Pr(Nj = 1) = p(1 − p)∆ ≜ piN .
Using the Chernoff bound for binomial random variables for 0 < δ < 1, one
obtains
Pr( m∑
j=1Nj ≤ (1 − δ)mpiN) ≤ exp(−δ2mpiN2 ) .
By setting δ = 1 − 2vmpiN , it follows that
Pr( m∑
j=1Nj ≤ 2v) ≤ exp(−mpiN2 (1 − 2vmpiN )2) ,
which provides an upper bound on the probability that for a fixed I and k,
at most 2v rows of C satisfy the disjunctness property. As a result,
P (E ′) ≤ ( n
∆ + 1)(∆ + 1) exp(−mpiN2 (1 − 2vmpiN )2)≤exp((∆+1)logn+∆+1−∆log(∆+1)−mpiN
2
− 2v2
mpiN
+2v).
Hence, 2 (∆+1)piN logn+ 4vpiN tests suffice to ensure limn→∞P (E ′) = 0. Substituting
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piN = ∆∆(∆+1)∆+1 , yields
2
(∆+1)
piN
logn+ 4v
piN
=2(∆+1)(1+ 1
∆
)∆ ((∆+1) logn+2v)
≤2 e(∆+1) ((∆+1) logn+2v)=2 e (⌈λ(n)(1+)⌉) ((⌈λ(n)(1+)⌉) logn+2v) .
Consequently, m= (2 eλ(n)2(1+) logn+4 e v(n)λ(n)1+) (1+o(1)), tests suffice
to ensure limn→∞P (E)=0.
Theorem 21. Assume that the number of defectives follows the right-truncated
Poisson distribution, with λ(n) = o(n) and 0 < limn→∞ λ(n) <∞. Let β(n) =
log(K) n, for some finite K > 1. Construct a test matrix by choosing each en-
try according to a Bernoulli(p) distribution, where p = (⌈β(n)λ(n)⌉)−1. Then
m = (2 e (β(n)λ(n))2 logn + 4 e v(n)β(n)λ(n)) (1 + o(1)) tests suffice to en-
sure limn→∞P (E) = 0 in the presence of not more than v(n) errors, using a
decoding algorithm with computational complexity O(mn).
Proof. Since P (E) ≤ P (E ∣D ≤ ∆) + P (D > ∆), for any ∆ > 0, Lemma 10
ensures that limn→∞P (D > ∆) = 0 if ∆ = ⌈β(n)λ(n)⌉ − 1. Repeating the ar-
guments of Theorem 20, we conclude that m = 2 e (∆ + 1)2 logn+4 e v(∆ + 1)
tests suffice for limn→∞P (E ∣D ≤ ∆) = 0. Substituting the previously com-
puted value of ∆ into the expression for the number of tests results in
m = (2 e(β(n)λ(n))2 logn + 4 e v(n)β(n)λ(n)) (1 + o(1)).
In [76], Cheng and Du described the construction of a probabilistic test
matrix for the nonadaptive combinatorial GT model, and proved that their
test matrix can identify up to ∆ defectives from n subjects with high proba-
bility. Although the underlying matrices are not binary disjunct, the decoder
in (6.13) can be used to identify the defectives with high probability. The
construction consists of two steps: in the first step, a nonbinary test matrix
with i.i.d. entries is created; in the second step, a transformation is used to
convert this nonbinary matrix into a binary matrix [76, Thm. 1]. One should
note that as a consequence of this transformation, the entries of the binary
test matrix are no longer i.i.d. We use this construction technique to identify
the set of defectives in Poisson PGT and achieve this with a suitable choice
of ∆. The following lemma is a restatement of the results in [76, Thm. 10],
suitable for our application.
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Lemma 11. The nonadaptive group testing method in [76] can identify up
to ∆ defectives among n subjects, using no more than 3∆log2 3(log2n+log2 11−p)
tests, with probability at least p.
Proof. See [76, Thm. 10] and its proof.
Next, we show how this pooling design can be used to identify the set of de-
fectives in Poisson PGT, while ensuring a probability of error that diminishes
asymptotically.
Theorem 22. Assume that D follows the right-truncated Poisson distribu-
tion, with λ(n) = o(n) and limn→∞ λ(n) =∞. Then, one can identify the set
of defectives such that limn→∞P (E) = 0, using m = 3log2 3λ(n)(1+) log2 n (1 +
o(1)) tests.
Proof. We first write P (E) as
P (E) = P (E ∣D ≤ ∆)P (D ≤ ∆) + P (E ∣D > ∆)P (D > ∆)≤ P (E ∣D ≤ ∆) + P (D > ∆).
Given ∆ = ⌈λ(n)(1+)⌉ − 1, for a fixed  > 0, we use Lemma 9 to conclude
that limn→∞P (D > ∆) = 0. By setting p = 1 − 1logn and using Lemma 11,
we can show that one can identify up to ∆ defectives with no more than
m = 3∆log2 3 log2 n (1 + o(1)) tests, so that the probability of error is bounded as
P (E ∣D ≤ ∆) ≤ 1 − p = 1
logn
.
Consequently, one has
lim
n→∞P (E) ≤ limn→∞P (E ∣D ≤ ∆) + limn→∞P (D > ∆) = 0.
Theorem 23. Assume that D follows the right-truncated Poisson distribu-
tion, with λ(n) = o(n) and 0 < limn→∞ λ(n) < ∞. Let β(n) = log(K) n, for
some value of K > 1. Then, one can identify defectives with limn→∞P (E) = 0,
using m = 3log2 3 β(n)λ(n) log2 n (1 + o(1)) tests.
Proof. Similar to what was done in Theorem 22, we may write P (E) ≤
P (E ∣D ≤ ∆) + P (D > ∆), for any value of ∆ > 0. Given ∆ = ⌈β(n)λ(n)⌉ − 1,
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we use Lemma 10 to conclude that limn→∞P (D > ∆) = 0. By setting p = 1∆+1
and invoking the same arguments provided in the proof of Theorem 22, we
conclude that m = 3∆log2 3 log2 n (1 + o(1)) tests are sufficient to ensure that
limn→∞P (E ∣D ≤ ∆) = 0. Substituting the previously computed value of ∆
into the expression for m results in m = 3log2 3 β(n)λ(n) log2 n (1 + o(1)).
Information theoretic approaches have been used in the study of combina-
torial CGT problem by several authors [23], [77, 78, 79, 65]. In what follows,
we apply these approaches to the Poisson PGT model in order to derive an
upper bound on the minimum number of nonadaptive tests that satisfy (6.5).
We assume that the test matrix is constructed probabilistically: the entries
of the test matrix follow an i.i.d. Bernoulli(p) distribution, such that each
entry of C is equal to 1 with probability p, and 0 with probability 1− p. For
this construction method, we consider a maximum likelihood (ML) decoding
procedure, which given the vector of test results and the test matrix reduces
to:
Dˆ = arg maxD′ P (y,C∣D′)arg maxD′ P (y∣C,D′). (6.15)
Here, P (y∣C,D′) denotes the conditional distribution of observing y given
the test matrix C and set of defectives D′. Note that the second equality
holds since the test matrix is constructed independent of the set of defectives.
The goal is to find the number of tests required to satisfy (6.5). We define
the error event E ′ as the event that there exists a set of subjects D′ ≠ D
such that P (y∣C,D′) ≥ P (y∣C,D). It can be easily verified that P (E) ≤
P (E ′). As a result, a number of tests that guarantees limn→∞P (E ′) = 0 also
guarantees (6.5). Given D = d, 1 ≤ d ≤ n, let E ′i , 1 ≤ i ≤ d, denote the event
that there exists a set of subjects with cardinality d, that differ from D in
exactly i items and is at least as likely as D to the decoder. Given these
definitions, one has
P (E ′) = ED [P (E ′∣D)] = n∑
d=1 c(n) λ(n)
d
d!
e−λ(n)P (∪di=1E ′i)
≤ n∑
d=1
d∑
i=1 c(n) λ(n)
d
d!
e−λ(n)P (E ′i), (6.16)
where the last inequality follows from the union bound.
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At first glance, it may seem that a bound on P (E ′) may be obtained
using an upper bound on P (E ′i) for a fixed value of d (such as the bound
presented in [79]) and subsequent averaging; however, there are two subtle yet
important issues that prohibit us from using this approach. First, in (6.16)
the value of d, and hence i, may be as large as n. Since we are interested
in the asymptotic regime where n → ∞, a bound on P (E ′i) should account
for the growth of d and i with respect to n. Second, all known bounds on
P (E ′i) (see [79] and references therein) rely on a test matrix C with i.i.d.
Bernoulli(1/d) entries. However, in Poisson PGT, the true value of d is
unknown (more precisely, D is a random variable) and cannot be used as a
design parameter in a natural way. In order to overcome the aforementioned
problems, we derive special functions that bound P (E ′i) for different ranges
of d and in addition derive new bounds that do not rely on the value of d as
a design parameter.
We start by observing that in [79], it was shown that for d = o(n), and for
all ρ, 0 ≤ ρ ≤ 1, one has
P (E ′i) ≤ 2−m(Eo(ρ,i,d,n)− ρ log (n−di )(di)m ) (6.17a)
where the error exponent Eo satisfies
Eo(ρ, i, d, n)= −log ∑
Y ∈{0,1}∑T2 (∑T1 P (t1)P (y, t2∣t1,D) 11+ρ)
1+ρ
. (6.17b)
Here, we diverge slightly from the previously used notation and let Y
denote a random variable corresponding to the result of a single test and let
y be a realization of Y . Let (D1,D2) be a partition of D into disjoint sets
with cardinalities ∣D1∣ = i and ∣D2∣ = d− i, respectively. The vectors T1 and T2
are binary-valued row-vectors of length i and d− i, indicating which subjects
in D1 and D2 are present in a given test, respectively. Also, t1 and t2 are
realizations of T1 and T2, respectively.
In order to prove the main results of this section, we need the following
lemma.
Lemma 12. Let h(n) ∶ N ↦ R+ be an increasing function of n such that
limn→∞ h(n) = ∞. Assume that each entry of the binary test matrix is an
i.i.d. Bernoulli(p) random variable, such that ⌈h(n)⌉ p = o(n). Then ∀i, d
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such that 1 ≤ i ≤ d ≤ ⌈h(n)⌉, and ∀ρ such that 0 < ρ < 1, one has the following
bound on the error exponent:
Eo(ρ, i, d, n) ≥ ρ(1 − p)dip(1 − ρ
2
log2(ip) + o(1)) .
Proof. Given h(n) ∶ N ↦ R+, construct the test matrix C such that each
entry follows an i.i.d. Bernoulli(p) distribution, where p = ⌈h(n)⌉−(1+′) for
any fixed ′ such that 0 < ′ < 1. In order to prove this lemma, we use
the results in [79, Lemma VII.1] and [79, Lemma VII.2] which state that∀i, d, n ∶ 1 ≤ i ≤ d ≤ n,
Eo(ρ, i, d, n) ≥ρI(T1;Y ∣T2)−ρ2
2
max
ρ∶0≤ρ<1 ∣ ∂2∂ρ2Eo(ρ, i, d, n)∣ . (6.18)
If ET1[uρ loguρ] is a non-increasing function of ρ, then
∣ ∂2
∂ρ2
Eo(ρ, i, d, n)∣ ≤ ∣∑
T2
∑
Y
gρ ET1[uρ log2(uρ)]∣ , (6.19)
where we used the following notation
uρ = P (y∣t1, t2)1/(1+ρ)∑T1 P (t1)P (y∣t1, t2)1/(1+ρ) ,
gρ = (∑
T1
P (t1)P (y, t2∣t1)1/(1+ρ))(1+ρ) .
In order to simplify the previous equations, we consider different realizations
of uρ for different values of y, t2 and t1. In particular, we consider four
cases based on the realizations of the pair (y, t2). For each case, we find
ET1[uρ loguρ] and show that this expectation is independent of ρ. In addi-
tion, when ET1[uρ loguρ] ≠ 0, we find an expression for gρ.
Case 1: Let y = 0 and t2 = 0. Then, we have
P (y = 0∣t1, t2 = 0) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 if t1 ≠ 0
1 if t1 = 0,
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which implies that
uρ = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 if t1 ≠ 0
1(1−p)i if t1 = 0.
As a result,
ET1[uρ log2(uρ)] = (1 − p)i(1 − p)i log2 ( 1(1 − p)i)
= log2 ( 1(1 − p)i)= i2 log2(1 − p). (6.20)
Since P (y = 0, t2 = 0∣t1) = P (y = 0∣t1, t2 = 0)P (t2 = 0), one has
P (y = 0, t2 = 0∣t1) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 if t1 ≠ 0
P (t2 = 0) if t1 = 0.
Consequently,
gρ(y=0, t2=0)=(∑
T1
P (t1)P (y=0, t2=0∣t1)1/(1+ρ))(1+ρ)
= (P (t1 = 0)P (t2 = 0)1/(1+ρ))(1+ρ)= P (t1 = 0)(1+ρ)P (t2 = 0). (6.21)
Note that (6.21) implies that gρ(y = 0, t2 = 0) is a non-increasing function of
ρ.
Case 2: Let y = 1 and t2 = 0. Then, we have
P (y = 1∣t1, t2 = 0) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 if t1 ≠ 0
0 if t1 = 0,
which implies that
uρ = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
1−(1−p)i if t1 ≠ 0
0 if t1 = 0.
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As a result,
ET1[uρ log2(uρ)] = 1 − (1 − p)i1 − (1 − p)i log2 ( 11 − (1 − p)i)= log2 (1 − (1 − p)i) . (6.22)
Since P (y = 1, t2 = 0∣t1) = P (y = 1∣t1, t2 = 0)P (t2 = 0), one has
P (y = 1, t2 = 0∣t1) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
P (t2 = 0) if t1 ≠ 0
0 if t1 = 0.
Consequently,
gρ(y=1, t2=0)=(∑
T1
P (t1)P (y=1, t2=0∣t1)1/(1+ρ))(1+ρ)
= (P (t1 ≠ 0)P (t2 = 0)1/(1+ρ))(1+ρ)= P (t1 ≠ 0)(1+ρ)P (t2 = 0). (6.23)
Note that (6.23) implies that gρ(y = 1, t2 = 0) is a non-increasing function of
ρ.
Case 3: Let y = 0 and t2 ≠ 0. Then, we have
P (y = 0∣t1, t2 ≠ 0) = 0.
Consequently, uρ = 0 and
ET1[uρ log2(uρ)] = 0. (6.24)
Case 4: Let y = 1 and t2 ≠ 0. Then, we have
P (y = 1∣t1, t2 ≠ 0) = 1
Consequently uρ = 1, and
ET1[uρ log2(uρ)] = 0. (6.25)
In all these four cases, ET1[uρ loguρ] is independent on ρ and therefore a
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non-decreasing function of ρ. Substituting (6.20)-(6.25) into (6.19) gives
∣∂2Eo(ρ, i, d, n)
∂ρ2
∣ ≤ ∣∑
T2
∑
Y
gρ ET1[uρ log2(uρ)]∣
= ∣gρ(y = 0, t2 = 0) i2 log2(1 − p) + gρ(y = 1, t2 = 0) log2(1−(1−p)i)∣= gρ(y = 0, t2 = 0) i2 log2(1 − p) + gρ(y = 1, t2 = 0) log2(1−(1−p)i) , (6.26)
where the last equality follows since gρ is non-negative. Since gρ(y = 0, t2 = 0)
and gρ(y = 1, t2 = 0) are non-increasing functions in ρ, we have
max
ρ∶0≤ρ<1 gρ(y = 0, t2 = 0) = g0(y = 0, t2 = 0)= P (t1 = 0)P (t2 = 0)= (1 − p)d, (6.27)
and
max
ρ∶0≤ρ<1 gρ(y = 1, t2 = 0) = g0(y = 1, t2 = 0)= P (t1 ≠ 0)P (t2 = 0)= (1 − p)d−i(1 − (1 − p)i)
= (1 − p)d1 − (1 − p)i(1 − p)i= (1 − p)d ((1 − p)−i − 1)= (1 − p)dpi(1 + o(1)). (6.28)
Consequently, using (6.26)-(6.28), it can be shown that
max
ρ∶0≤ρ<1 ∣ ∂2∂ρ2Eo(ρ, i, d, n)∣≤ max
ρ∶0≤ρ<1 gρ(y = 0, t2 = 0) i2 log2(1 − p)+ max
ρ∶0≤ρ<1 gρ(y = 1, t2 = 0) log2(1−(1−p)i)= i2(1 − p)d log2(1 − p) + (1 − p)d−i(1 − (1 − p)i) log2 (1 − (1 − p)i)= (1−p)d(i2p2(1+o(1))+ip log2 (1−(1−p)i) (1+o(1)))= (1 − p)dip log2(ip) (1 + o(1)). (6.29)
Next, note that the mutual information in (6.18) can be bounded according
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to
I(T1;Y ∣T2) =H(Y ∣T2) −H(Y ∣T1, T2) ==H(Y ∣T2) = (1 − p)d−i h ((1 − p)i)≥ (1 − p)d−i(1 − p)i log(1 − p)−i= (1 − p)dip (1 + o(1)). (6.30)
Substituting (6.29) and (6.30) into (6.18) yields
Eo(ρ, i, d, n) ≥ ρI(T1;Y ∣T2) − ρ2
2
max
ρ∶0≤ρ<1 ∣E′′o (ρ, i, d, n)∣≥ ρ(1 − p)dip(1 − ρ
2
log2(ip) + o(1)) .
We would like to point out that Lemma 12 is a generalization of a lower
bound on Eo(ρ, i, d, n) from [79], as the bound in [79] does not apply directly
to the Poisson PGT model.
In order to find the number of tests that guarantee P (E ′) = o(1), we
consider separately two asymptotic regimes for λ(n): Theorem 24 presents
the results for the asymptotic regime λ(n) = o(n) and limn→∞ λ(n) = ∞;
similarly, Theorem 25 presents the results for the regime where λ(n) = o(n),
but 0 < limn→∞ λ(n) <∞. Note that the case of constant λ is covered by the
latter scenario.
Theorem 24. Assume that D follows the right-truncated Poisson distri-
bution, with λ(n) = o(n) and limn→∞ λ(n) = ∞. Construct a test ma-
trix by choosing each entry according to a Bernoulli(p) distribution, where
p = ⌈λ(n)(1+)⌉−(1+γ), for some fixed arbitrarily small scalars  > 0 and 0 <
γ < 1. Under ML decoding, one can identify the set of defectives using
m = (2 + δ)λ(n)2+α logn tests so that limn→∞P (E ′) = 0, for any fixed ar-
bitrarily small scalars δ > 0 and α > 0.
Proof. Since λ(n) = o(n), there exists a fixed  > 0 small enough such that
h(n) ≜ λ(n)(1+) = o(n). Choose p = ⌈h(n)⌉−(1+γ), for some 0 < γ < 1. The
probability of error given by formula (6.16) can be rewritten as P (E ′) ≤
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Pe1 + Pe2 , where
Pe1 = ⌈h(n)⌉∑
d=1
d∑
i=1 c(n) λ(n)dd! e−λ(n)P (E ′i),
Pe2 = n∑
d=⌈h(n)⌉+1
d∑
i=1 c(n) λ(n)dd! e−λ(n)P (E ′i).
The idea is to bound these probabilities by finding a tight upper bound on
P (E ′i), independent of i and d, for 1 ≤ d ≤ ⌈h(n)⌉, while using the upper
bound P (E ′i) ≤ 1 for ⌈h(n)⌉ + 1 ≤ d ≤ n. Since P (E ′i) ≤ 1, one has
Pe2 ≤ n∑
d=⌈h(n)⌉+1 c d
λ(n)d
d!
e−λ(n)
≤ ∞∑
d=⌈h(n)⌉+1 c d
λ(n)d
d!
e−λ(n)
= cλ(n) ∞∑
d=⌈λ(n)(1+)⌉
λ(n)d
d!
e−λ(n) . (6.31)
The Chernoff bound for standard Poisson distributions ensures that for
any a ≥ 0,
∞∑
d=λ(n)+a
λ(n)d
d!
e−λ(n) ≤ exp(−(λ(n) + a) log λ(n) + a
λ(n) + a) . (6.32)
Substituting a=⌈λ(n)(1+)⌉ − λ(n) for >0 yields
∞∑
d=⌈λ(n)(1+)⌉
λ(n)d
d!
e−λ(n) ≤ exp (−⌈λ(n)(1+)⌉ logλ(n)+a)
= exp (−⌈λ(n)(1+)⌉ logλ(n) (1 + o(1))) . (6.33)
Consequently, substituting (6.33) in (6.31) yields Pe2 = o(1).
The goal is to find the smallest value of m such that Pe1 = o(1). Since we
have chosen p = ⌈h(n)⌉−(1+γ), for some 0 < γ < 1, using Lemma 12 one can
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show that ∀i, d, 1 ≤ i ≤ d ≤ ⌈h(n)⌉ and ∀ρ, 0 < ρ < 1,
Eo(ρ, i, d, n) ≥ ρ(1 − p)dip(1 − ρ
2
log2(ip) + o(1))
≥ ρ p(1 − p)⌈h(n)⌉ (1 − ρ
2
log2(p) + o(1))
= ρ p e−p ⌈h(n)⌉ (1 − ρ
2
log2(p)) (1 + o(1))
≥ ρ (1 + o(1))⌈h(n)⌉1+γ (1 − ρ2(1 + γ)2 log2(⌈h(n)⌉))≥ ρ (1 + o(1))(h(n)+1)1+γ (1−ρ2 (1+γ)2 log2(h(n)+1)) .
By choosing ρ = 1(1+γ)2 log2(h(n)+1) , one arrives at
Eo(ρ, i, d, n) ≥ 1
2
ρ(h(n) + 1)1+γ (1 + o(1)),
for any i, d such that 1 ≤ i ≤ d ≤ ⌈h(n)⌉. In addition, using the inequality(d
i
) ≤ (d ei )i, it can be easily shown that for 1 ≤ i, d ≤ ⌈h(n)⌉, it holds that
log (n − d
i
)(d
i
) ≤ i log (d(n − d) e2
i2
)
≤ i log (dn e2)≤ h(n) logn (1 + o(1)).
As a result, if
m > ρh(n) logn1
2
ρ(h(n)+1)1+γ (1 + o(1)) = 2h(n)2+γ logn (1 + o(1)),
then (Eo(ρ, i, d, n) − ρ log (n−di )(di)m ) is positive. Therefore, usingm ≥ (2+δ)h(n)2+γ logn
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for any fixed δ > 0, we may write
P (E ′i) ≤ 2−m(Eo(ρ,i,d,n)− ρ log (n−di )(di)m )
≤ 2−mρ( 12 1+o(1)(h(n)+1)1+γ −h(n) logn(1+o(1))m )
= 2−mρ( δ lognh(n)2+γ(1+o(1))2mh(n)1+γ )= 2−ρ(δ lognh(n)(1+o(1)))
= 2− δ lognh(n)(1+γ)2 log2h(n) (1+o(1)) ≜ P1(n).
Since
Pe1 = ⌈h(n)⌉∑
d=1
d∑
i=1 c(n) λ(n)dd! e−λ(n)P (E ′i)
≤ c(n)P1(n) ⌈h(n)⌉∑
d=1 d
λ(n)d
d!
e−λ(n)
≤ c(n)P1(n) ∞∑
d=1d
λ(n)d
d!
e−λ(n) = c(n)P1(n)λ(n),
it follows that
Pe1 ≤ c(n)λ(n)P1(n)= 2− δ lognh(n)(1+γ)2 log2h(n)+logλ(n)+o( lognh(n)log2 h(n) )
= 2− δ lognh(n)(1+γ)2 log2h(n) (1+o(1)) = o(1). (6.34)
Consequently, the probability of error converges to zero, i.e., P (E ′) = o(1)
if m = (2 + δ)h(n)2+γ logn, for any fixed δ > 0 and γ > 0. Substituting
h(n) = λ(n)1+ in the previous expression, and performing some straightfor-
ward simplifications yield m = (2 + δ)λ(n)2+α logn, for δ > 0 and α > 0.
Theorem 25. Assume that D follows the right-truncated Poisson distribu-
tion, with λ(n) = o(n) and 0 < limn→∞ λ(n) < ∞. Let β(n) = log(K) n, for
some finite K > 1. Construct a test matrix by choosing each entry according
to a Bernoulli(p) distribution, where p = ⌈β(n)λ(n)⌉−(1+γ), for some fixed
arbitrarily small scalar γ > 0. Using ML decoding, one can identify defectives
using m = (2 + δ)(β(n) λ(n))2+γ logn tests such that limn→∞P (E ′) = 0, for
any fixed arbitrarily small scalar δ > 0.
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Proof. Let h(n) ≜ β(n) λ(n). Similar to the proof of Theorem 24, we write
P (E ′) ≤ Pe1 + Pe2 , where
Pe1 = ⌈h(n)⌉∑
d=1
d∑
i=1 c
λ(n)d
d!
e−λ(n)P (E ′i),
Pe2 = n∑⌈h(n)⌉+1
d∑
i=1 c
λ(n)d
d!
e−λ(n)P (E ′i).
Since P (E ′i) ≤ 1, one has
Pe2 ≤ n∑
d=⌈h(n)⌉+1 c d
λ(n)d
d!
e−λ(n)
≤ ∞∑
d=⌈h(n)⌉+1 c d
λ(n)d
d!
e−λ(n)
= cλ(n) ∞∑
d=⌈β(n) λ(n)⌉
λ(n)d
d!
e−λ(n) . (6.35)
Since limn→∞ β(n) = ∞, there exists an integer n′ large enough such that
β(n) > 1, for all n > n′. Let n > n′ and substitute a = ⌈β(n) λ(n)⌉ − λ(n)
in (6.32). Then,
∞∑
d=⌈β(n) λ(n)⌉
λ(n)d
d!
e−λ(n) ≤ exp (−⌈β(n) λ(n)⌉ logβ(n)+⌈β(n) λ(n)⌉−λ(n)) .
(6.36)
As a result, substituting (6.36) in (6.35) yields Pe2 = o(1).
Now, we find m such that pe1 = o(1). The ideas behind the proof are similar
to those described in the proof of Theorem 24, except that in this case, we set
h(n) = β(n)λ(n) and p = ⌈h(n)⌉−(1+γ) = ⌈β(n)λ(n)⌉−(1+γ), for some 0 < γ < 1.
As a result, P (E ′) = o(1), if m = (2 + δ)h(n)2+γ logn, for any fixed δ > 0 and
γ > 0. Substituting h(n) = β(n) λ(n) in the previous expression, one arrives
at m = (2 + δ)(β(n) λ(n))2+γ logn, for δ > 0 and γ > 0.
6.4 Semi-adaptive methods for Poisson PGT
An alternative to both adaptive and non-adaptive GT approaches is semi-
adaptive testing. A semi-adaptive GT algorithm is an algorithm in which
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tests are designed in several stages. The tests in each stage are constructed in
a nonadaptive manner and therefore can be performed in parallel. However,
the set of subjects on which the tests are preformed changes from one stage
to the next; in other words, the results obtained during one stage of testing
may guide the choice of test subjects and potential defectives in the next
stage. One of the best known semi-adaptive algorithms is the original 2-
stage algorithm proposed by Dorfman [16].
In the absence of error, a semi-adaptive algorithm is expected to identify
all defectives, even if no prior knowledge regarding the number of defectives
is available. As a result, unlike the case of nonadaptive algorithms in which
one seeks to find a number of tests m for which limn→∞P (E) = 0, in semi-
adaptive framework one is interested in the expected number of tests m¯ that
an algorithm performs in order to identify the defectives with zero probability
of error, i.e., with P (E) = 0. In what follows, we first find a lower bound on
m¯ for any adaptive (and hence, semi-adaptive) algorithm for Poisson PGT
using Huffman coding. Then, we devise a semi-adaptive algorithm and show
that for this algorithm, m¯ is only a constant factor away from the lower
bound.
6.4.1 Lower bound on the expected number of tests
Suppose that the number of defectives follows the truncated Poisson distri-
bution; in addition, assume that for any fixed 1 ≤ d ≤ n, all the sets of D = d
defectives are equally likely.
In what follows, we show that one can use Huffman source coding [75] to
find a lower bound on the expected number of adaptive tests required to
identify the defectives. Let w ∈ {0,1}n be a binary random vector such that
w(i) = 1 if the ith subject is a defective, and w(i) = 0 otherwise. There are 2n
choices for w, contained in a set denoted by W. An adaptive GT algorithm
has to identify the true realization of w, denoted by wt, using a set of tests.
Each such test can be represented as a “yes/no” query of the form “is wt a
member of the set W ′?”, where the set W ′ ⊆W is determined by the design
of the test. For example for n = 5, the query corresponding to a test that
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contains the first, the fourth and the fifth subjects asks if wt ∈W ′, where
W ′ = {
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
1
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
1
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
}.
If the output of the test is 0, the answer to the query is “yes”, since none of
the three subjects in the test are defective and therefore wt ∈W ′; otherwise
the answer to the query is “no” which implies that wt ∈ W/W ′. On the
other hand, it can be easily verified that not every possible subset query
corresponds to a group test [7, 80]. As a result, the minimum expected
number of subset queries required to identify wt provides a lower bound on
the minimum expected number of group tests required to identify wt in an
adaptive manner. One should note that the minimum expected number of
queries of the form above is equal to the expected length of a Huffman code
designed for a source with alphabet W and the corresponding probability
distribution [75].
For a fixed 0 ≤ d ≤ n, let wd,j, j = 1,2, . . . , (nd) be a realization of w with
exactly d entries equal to 1. As a result, the alphabet of the source w is of
the form W = {wd,j}, j = 1,2, . . . , (nd), d = 0,1, . . . , n. It follows that for all
0 ≤ d ≤ n and for all 1 ≤ j ≤ (nd),
P (w = wd,j) = 1(n
d
)P (D = d)
= c(n)(n − d)!
n!
λ(n)d e−λ(n) ≜ P (wd). (6.37)
Theorem 26. Let λ(n) = o(n). Then, the minimum expected number of
tests in an adaptive (and semi-adaptive) group testing algorithm satisfies m¯ >
λ(n) log2 nλ(n) (1+o(1))− log2e λ(n)4n2 . In addition, if λ(n) = o ((n2 log2 n)1/3),
this lower bound simplifies to m¯ > λ(n) log2 nλ(n) (1 + o(1)).
Proof. To prove this theorem, we note that the Shannon entropy [75] of the
source, H(w), provides a lower bound on the average length of the optimum
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Huffman code. Consequently, using (6.37), one has
m¯ ≥H(w) = − n∑
d=0
(n
d
)∑
j=1P (wd,j) log2P (wd,j)= − n∑
d=0(nd)P (wd) log2P (wd)= − n∑
d=0P (D = d) log2P (wd)= ED [log2 1P (wd)] .
By invoking (6.37), the previous expression may be rewritten as
m¯ ≥ ED[λ(n) log2 e−log2 c(n)+log2 n!(n − d)!−d log2 λ(n)]≥ λ(n) log2 e−log2 c+ED[d log2(n−d+1)−d log2 λ(n)]= λ log2 e−log2 c+log2nλE[D]+ED[d log2(1−d−1n )]≥ λ(n) log2 e− log2 c + log2 nλ(n) E[D] − log2 e ED [ d(d − 1)n − d + 1] , (6.38)
where the last inequality follows since log(1+x) ≥ x1+x , for any x > −1. Next,
note that
ED [ d(d − 1)
n − d + 1] = c(n) n∑d=0 d(d − 1)n − d + 1 λ(n)dd! e−λ(n)= λ(n)2c(n) n−2∑
d=0
λ(n)d
d!(n − d − 1) e−λ(n) . (6.39)
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For any d such that 0 ≤ d ≤ n − 2, one has
1
n − d − 1 = 1n ∞∑i=0 (d + 1n )
i
= 1
n
(1 + d + 1
n
+ (d + 1)2
n2
∞∑
i=0 (d + 1n )
i)
= 1
n
(1 + d + 1
n
+ (d + 1)2
n(n − d − 1))
≤ 1
n
(1 + d + 1
n
+ (d + 1)2
n
)
= 1
n2
((n + 2) + 4d + d(d − 1)) . (6.40)
Substituting (6.40) in (6.39) yields
ED [ d(d − 1)
n − d + 1] = cλ(n)2n + 2n2 n−2∑d=0 λ(n)dd! e−λ(n)+ 4cλ(n)3
n2
n−3∑
d=0
λ(n)d
d!
e−λ(n) +cλ(n)4
n2
n−4∑
d=0
λ(n)d
d!
e−λ(n)
< λ(n)2
n2
(n + 2 + 4λ(n) + λ(n)2)
= λ(n)2
n
(1 + o(1)) + λ(n)4
n2
. (6.41)
Substituting (6.3) and (6.41) in (6.38), and by recalling that λ(n) = o(n),
one arrives at
m¯≥λ(n) log2e−log2 c+log2 nλ(n)E[D]−log2eED[d(d−1)n−d+1]> λ(n) log2 nλ(n) (1 + o(1)) − log2 e λ(n)4n2 .
If λ(n) = o ((n2 log2 n)1/3), this bound simplifies to m¯ > λ(n) log2 nλ(n) (1 +
o(1)).
6.4.2 Constructive upper bound on expected number of tests
using an s-stage algorithm
In [81], Li proposed an s-stage algorithm to identify d defectives in a combi-
natorial group testing framework. In what follows, we modify his algorithm
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and show that the expected number of tests performed by s-stage testing
allows one to find all the defectives in a Poisson PGT model, while being
only a constant away from the lower bound of Theorem 26.
Let s = s(n,λ(n)) denote the total number of stages. Also, let Si, 1 ≤ i ≤ s,
be the set of potential defectives at stage i on which the group tests are
performed. In the first stage, we set S1 = S, where S is the set of all subjects,∣S ∣ = n. Then, we randomly divide S1 into disjoint sets of size k1, where
k1 = k1(λ(n), n). If k1 does not divide ∣S1∣, one set will contain fewer than
k1 entries, equal to the remainder of dividing ∣S1∣ by k1. A test is performed
on each of these sets independently. In the second stage, S2 is formed by
pooling all the subjects in sets with a positive test outcome in the first stage.
Similarly, the set S2 is randomly divided into disjoint sets of size k2. Again,
one set may contain fewer subjects as compared to the other sets, and a test
is performed on each set. The procedure continues in the same manner up
to stage s−1. In the last stage, Ss is formed by pooling all the subjects in
sets with a positive test outcome at stage s−1; then, each remaining subject
is tested individually to determine if it is defective. The following theorem
shows that proper choices of s and ki, 1 ≤ i ≤ s−1, may guarantee that the
expected number of tests performed using this algorithm is upper bounded
by a value only a constant away from the lower bound.
Theorem 27. Let λ(n) = o(n) and let λ¯(n) = ED[d]. Then, by choosing
s0 = log nλ¯(n) , s = ⌈s0⌉, and ki = ⌈( nλ¯(n)) s0−is0 ⌉, for 1 ≤ i ≤ s − 1, the expected
number of the proposed semi-adaptive group testing algorithm satisfies
m¯ ≤ e
log2 e
λ¯(n) log2( nλ¯(n)) (1+o(1))
= e
log2 e
λ(n) log2( nλ(n)) (1+o(1)),
where elog2 e ≈ 1.884.
Proof. Assume that D = d is the number of defectives. In the first stage,
divide the test subjects into disjoint groups of size k1. This leads to ⌈ nk1 ⌉
tests. In the ith stage, 1 ≤ i ≤ s − 2, at most d tests are positive, with the
upper bound achieved when each defective is in a different group; as a result,
the number of remaining subjects and the number of tests in the (i + 1)th
stage are at most dki and ⌈d kiki+1 ⌉, respectively. In the last stage, the number
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of remaining subjects and the number of tests both equal to dks−1. Hence,
the total number of tests is bounded as
m ≤ ⌈ n
k1
⌉ + s−1∑
i=2 ⌈dki−1ki ⌉ + d ks−1.
Consequently since s and ki, 1 ≤ i ≤ s − 1, do not depend on d, one has
m¯ = ED[m] ≤ ⌈ n
k1
⌉ + s−1∑
i=2 ED [⌈dki−1ki ⌉] + λ¯(n) ks−1≤ ⌈ n
k1
⌉ + s−1∑
i=2 ED [dki−1ki + 1] + λ¯(n) ks−1= ⌈ n
k1
⌉ + s−1∑
i=2 λ¯(n)ki−1ki + λ¯(n) ks−1 + s − 2.
Substituting s and ki in the previous expressions, one obtains
m¯ ≤ ⌈ n
k1
⌉ + s−1∑
i=2 λ¯(n)ki−1ki + λ¯(n) ks−1 + s − 2
≤ λ¯(n)( n
λ¯(n))
1
s0 (1+o(1))+s−1∑
i=2 λ¯(n)( nλ¯(n))
1
s0 (1+o(1))
+λ¯(n)( n
λ¯(n))
2
s0 +log n
λ¯(n)(1+o(1))≤ e(s − 1)λ¯(n)(1+o(1)) + λ¯(n) e2 + log n
λ¯(n)(1+o(1))≤ e λ¯(n) log n
λ¯(n) (1 + o(1))
= e
log2 e
λ¯(n) log2 ( nλ¯(n)) (1 + o(1)).
6.5 Summary of the results and discussion
In the previous sections, we introduced the Poisson probabilistic group test-
ing framework for modeling the number of defectives according to a random
variable following a right-truncated Poisson distribution. For the proposed
model and under the assumption that λ(n) = o(n), we considered nonadap-
tive and semi-adaptive methods to identify the defectives. These methods
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are based on generalization of combinatorial GT schemes, which to the best
of our knowledge are used in the context of probabilistic GT for the first
time.
In Section 6.3.1, we used information theoretic arguments to derive a lower
bound on the number of tests (Thm. 17). In addition, we derived construc-
tive upper bounds on the number of tests using practical testing schemes
(Thms. 18-23) and information theoretic arguments (Thms. 24 and 25). The
results under the assumption that the vector of test results is error-free are
summarized in Table 6.1. In the table, β(n) is used to represent the slowly-
growing function defined in (6.1), and , α, δ, and γ are arbitrary small
positive constants. In Thms. 20 and 21, we considered the case in which
there are at most v(n) errors in the vector of test results and showed that
m = (2 e (β(n)λ(n))2 logn + 4 e v(n)β(n)λ(n)) (1 + o(1)) tests are sufficient
to identify the defectives using a decoder with computational complexity of
O(mn) if 0 < limn→∞ λ(n) < ∞. Similarly, we showed that if limn→∞ λ(n) =∞, the same decoder requires m = (2 eλ(n)2(1+) logn + 4 e v(n)λ(n)1+) (1 +
o(1)) tests.
The test constructions and decoding algorithms used in Thms. 18-21 rely
on designing test matrices that can identify the defectives with zero error
probability as long as D ≤ ∆, for an appropriate choice of ∆. However, it
is well-known that the minimum number of tests for these matrices satis-
fies2 [82]
∆2
2 log2 ∆
log2 n (1+o(1)) ≤m ≤ ∆2 log2 e log2 n (1+o(1)).
It is not difficult to show that ∆ must be larger than λ in order to have
limn→∞P (D > ∆) = 0. As a result, by requiring P (E ∣D ≤ ∆) = 0, one cannot
obtain upper bounds on the number of tests for Poisson PGT that match
the lower bound in Thm. 17. In order to overcome this problem, we instead
used the less stringent condition limn→∞P (E ∣D ≤ ∆) = 0 in Thms. 22 and
23, and employed the results of [76] to obtain matching upper bounds on
m. One should note that there exist other test constructions and decoding
algorithms that may be used in conjunction with limn→∞P (E ∣D ≤ ∆) = 0 to
2One should note that these bounds correspond to disjunct matrices. One can relax
the disjunct property and yet achieve zero-error probability in CGT using the so-called
separable matrices, which lead to the same asymptotic behavior as disjunct matrices [7].
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Table 6.1: Lower and upper bounds on the minimum number of
measurements m using nonadaptive methods
Theorem Number of tests Assumptions
Thm. 17 m≥(1−)λ log2n(1−o(1)) λ = o(n)
λ = o(n),
Thm. 18 m ≤ eλ2+ log2 n(1 + o(1)) limn→∞λ =∞
λ = o(n),
Thm. 19 m≤eβ(n)2λ2 log2n(1+o(1)) 0< limn→∞λ<∞
λ = o(n),
Thm. 22 m≤ 3log2 3λ1+ log2 n(1+o(1)) limn→∞λ =∞
λ = o(n),
Thm. 23 m≤ 3log23β(n)λ log2 n(1+o(1)) 0< limn→∞λ<∞
λ = o(n),
Thm. 24 m≤(2+δ)λ2+α log2 n(1+o(1)) limn→∞λ =∞
λ = o(n),
Thm. 25 m≤(2+δ)(βλ)2+γlog2 n(1+o(1)) 0< limn→∞λ<∞
Table 6.2: Lower and upper bounds on the minimum expected number of
measurements m¯ using semi-adaptive methods
Theorem Number of tests Assumptions
Thm. 26 m¯ > λ log2 nλ (1 + o(1)) λ = o(n)− log2e λ4n2
Thm. 26 m¯ > λ log2 nλ(1 + o(1)) λ = o ((n2 log2 n) 13)
Thm. 27 m¯≤ elog2eλ log2 nλ(1+o(1)) λ = o(n)
obtain matching upper bounds on m for Poisson PGT (see for example [83]
and [84]); however, since an approach similar to the proof of Thms. 22 and
23 can be used in these cases as well, we choose not to repeat these arguments
and results.
In the second part of our exposition (Sec. 6.4), we focused on the family
of semi-adaptive algorithms. These algorithms are performed in sequential
stages, allowing to design new tests based on the outcome of previous tests in
order to decrease the expected number of tests; in addition, in each stage the
tests are designed and performed simultaneously, allowing parallel testing.
In Sec. 6.4, we used Huffman source coding to find a lower bound on the
expected number of tests; in addition, we showed how Li’s stage-wise algo-
rithm [81] developed for combinatorial GT can be modified for the Poisson
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PGT model. These lower and upper bounds are listed in Table 6.2.
Recent work in the area of group testing has almost exclusively focused
on combinatorial GT. The results derived in this chapter show that there
exists a close connection between methods used for combinatorial GT and
probabilistic GT.
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK
In this dissertation, we introduced semi-quantitative group testing, a novel
framework that unifies and generalizes many group testing models in the
literature and introduces many new interesting open problems with a wide
range of applications. In this work, we showed that conventional group test-
ing, quantitative group testing, threshold group testing, and many other
models fall under the framework of SQGT, and analyzing these models in
one unifying framework can improve upon the known pooling designs and
decoding algorithms. Then, we focused on the most general SQGT model,
which does not enforce any constraint on the choice of thresholds, i.e. their
number and values can be arbitrary. For this general model, we introduced
two families of test matrices, SQ-disjunct and SQ-separable, that are ca-
pable of identifying the defectives in the presence of errors. We described
different explicit and probabilistic construction of these test matrices con-
sidering both binary and non-binary alphabets. Next, we focused on the
important special case of SQGT with equidistant thresholds and described
test matrix constructions and decoding algorithms based on message passing
on factor graphs. Finally, we introduced the novel probabilistic group test-
ing framework of Poisson group testing, applicable to dynamic testing with
diminishing relative rates of defectives. For this new model, we described
both nonadaptive and adaptive testing schemes and derived lower bounds
and tight constructive upper bounds on the number of required tests.
In all these constructions, we assumed that the unknown vector w is a
binary vector representing which subject is defective and which subject is not.
Although this model is sufficient in many applications, it would be useful to
consider the case in which the unknown vector is non-binary but has a small
alphabet size. While some of the constructions discussed in this dissertation
may be applicable to this model, it is not clear if one can generalize all these
constructions for the case of an unknown non-binary vector. As a result,
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new methods may be necessary to construct proper test matrices and design
efficient decoders.
The SQGT model is inspired by applications in which the result of a test
only depends on the number of defectives in a test and does not depend on
the number of non-defective subjects present in that test. However, in many
applications an effect called “dilution” happens, which implies that the result
of a test not only depends on the number of defectives, but also depends on
the number of subjects present in the test. Given a model for the effect of
non-defective subjects on the result of each test, it would be interesting to
design test matrices that are capable of identifying the defectives even in the
presence of this dilatation effect.
Another interesting line of research corresponds to application of the SQGT
model to machine learning and particularly learning interpretable rules for
prediction [85]. The motivation in this line of research comes from the re-
cent growing belief that in the face of high complexity and large datasets,
checklists and other simple scorecards can significantly improve people’s per-
formance on decision-making tasks [86]. For example, in medicine the clinical
prediction rule is a simple decision-making rubric that helps physicians esti-
mate the likelihood of a patient having or developing a particular condition in
the future. Recent machine learning research has attempted to learn clinical
prediction rules that generalize accurately from large-scale electronic health
record data rather than relying on manual development [87, 88]. The key
aspect of the problem is maintaining the simplicity and interpretability of the
learned rule rather than a complicated, uninterpretable “black-box” model.
Such transparency is critical for trust and adoption by users. In [85], the au-
thors developed a method for learning interpretable clinical prediction rules
using conventional group testing techniques. In this model, the authors de-
veloped a classifier in the form of a sparse and-rule or or-rule. However, in
clinical prediction rule learning, one is interested in finding a sparse set of
medical conditions or features with small integer coefficients that are added
together to produce a score. Such a model is between the “1-of-N” and “N -
of-N” forms implied by or-rules and and-rules and falls under the category
of SQGT. In this application, the thresholds of the SQGT, in addition to the
features which will form the rule sets, are learnt from training data. Some
preliminary results corresponding to this application can be found in [89].
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