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Abstract
It is well known that (stochastic) gradient descent
has an implicit bias towards wide minima. In deep
neural network training, this mechanism serves
to screen out minima. However, the precise ef-
fect that this has on the trained network is not yet
fully understood. In this paper, we characterize
the wide minima in linear neural networks trained
with a quadratic loss. First, we show that linear
ResNets with zero initialization necessarily con-
verge to the widest of all minima. We then prove
that these minima correspond to nearly balanced
networks whereby the gain from the input to any
intermediate representation does not change dras-
tically from one layer to the next. Finally, we show
that consecutive layers in wide minima solutions
are coupled. That is, one of the left singular vec-
tors of each weight matrix, equals one of the right
singular vectors of the next matrix. This forms
a distinct path from input to output, that, as we
show, is dedicated to the signal that experiences
the largest gain end-to-end. Experiments indicate
that these properties are characteristic of both lin-
ear and nonlinear models trained in practice.
1. Introduction
Optimization methods can have implicit biases towards cer-
tain solutions (Strand, 1974; Morgan & Bourlard, 1990;
Neyshabur et al., 2014).In the context of deep network train-
ing, such biases have been shown to play key roles in shap-
ing the properties of the learned model. For example, in
binary classification of linearly separable data, among all lin-
ear separators that achieve the global minimum of the train-
ing loss, gradient descent (GD) converges to the maximum
margin separator. This is true for shallow networks (Soudry
et al., 2018), as well as for deep linear fully-connected
models (Gunasekar et al., 2018b) and deep nonlinear net-
works with homogeneous activation functions (Lyu & Li,
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2020). Implicit biases have been studied in many different
context, including for linear convolutional networks (Gu-
nasekar et al., 2018b), matrix factorization (Gunasekar et al.,
2017), weight normalization (Wu et al., 2019), and with
different loss functions (Gunasekar et al., 2018a).
Perhaps the simplest mechanism through which GD and
stochastic GD (SGD) can screen out solutions, is their in-
ability to stably converge to sharp minima (Jastrze˛bski et al.,
2017; Wu et al., 2018; Simsekli et al., 2019). In fact, in
some cases, GD can only converge to the widest of all min-
ima (see Section 2). However, interestingly, the effect that
this has on the resulting trained model, is not yet fully un-
derstood. Keskar et al. (2016) suggested that wide minima
tend to generalize better. This was somewhat supported by
follow up works, showing that in SGD, larger step sizes and
smaller batch sizes impose convergence to wider minima,
which indeed generalize better empirically (Jastrze˛bski et al.,
2017; Hoffer et al., 2017; Masters & Luschi, 2018; Smith
& Le, 2017). However, Dinh et al. (2017) showed that for
networks with ReLU activations, a re-parametrization of the
weights can make any minimum arbitrarily sharper (without
affecting generalization). This suggests that minimum width
is not directly related to generalization, thus begging the
question: What does the width of the minimum affect?
Our goal in this paper is to unveil the properties of wide
minima in deep neural networks. We specifically focus on
linear models trained with a quadratic loss and define the
sharpness of a minimum to be its maximal Hessian eigen-
value, which is the factor affecting stable convergence of
GD and SGD. We start by showing that for linear ResNets
with zero initialization, GD is guaranteed to converge to the
widest of all minima. We then show that these widest mini-
mum solutions possess a special structure, whereby the gain
from the input to any intermediate layer is well behaved.
Furthermore, consecutive layers in those solutions are cou-
pled, forming a distinct path from input to output, which is
dedicated to the signal that experiences the largest gain end-
to-end. Interestingly, similar properties were recently shown
to arise in deep linear networks for binary classification (Ji
& Telgarsky, 2019). However, in our case of vector-valued
regression, the behaviors turn out to be more complex. We
empirically illustrate that the properties we predict are also
characteristic of nonlinear networks trained in practice.
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2. Problem Setting and Motivation
Consider an m-layer linear network whose jth layer per-
forms multiplication by Wj ∈ Rdj×dj−1 . The end-to-end
function fw : Rdx 7→ Rdy implemented by this network is
fw(x) = WmWm−1 · · ·W1x, (1)
where we denoted w = vec ([W1,W2, . . . ,Wm]) ∈ RN .
Here, N =
∑m
j=1 dj × dj−1 and we use the convention
that d0 = dx and dm = dy. To ensure that the network
can implement any linear function from Rdx to Rdy , we
assume that the dimensions of the internal representations
are not smaller than those of the input or output, namely
minj{dj} ≥ min{dx, dy}.
We focus on the quadratic training loss
`(w) = Eˆ
[∥∥y − fw(x)∥∥2] , (2)
where Eˆ denotes empirical mean over paired examples
{(xi, yi)}ni=1. Note that if the input x lies in a low dimen-
sional subspace, (e.g. if the number of training examples n is
smaller than the ambient dimension dx), then there exist di-
rections w˜ in parameter space such that `(w) = `(w +αw˜)
for every w and every α ∈ R. Minima that differ along these
directions may correspond to different end-to-end functions,
yet they have the exact same loss landscape around them.
This implies that the width of a minimum is indifferent to
the end-to-end function in our setting, and in particular it
is not associated with generalization. In our scenario, the
width criterion is only sensitive to different implementations
of the same end-to-end function.
In light of this understanding, we assume that the empirical
second-order moment matrix of x, denoted by Σˆx, has a full
rank. In this case, the end-to-end function minimizing the
loss is unique and can be written as fw∗(x) = Tx, where
T = ΣˆyxΣˆ
−1
x (3)
with Σˆyx denoting the empirical cross second-order moment
between y and x. Thus, the set of global minima of `(w) is
Ω =
{
w ∈ RN : WmWm−1 · · ·W1 = T
}
. (4)
Among all minima in Ω, GD and SGD can only stably
converge to the wide ones (see App. I). Specifically, denote
by Hw the Hessian matrix of `(w) at w and define the
sharpness of a minimum point w∗ to be λmax
(
Hw∗
)
. Then
w∗ is not stable for GD and SGD if its sharpness is larger
than 2/η, where η is the step-size (Wu et al., 2018). In
other words, the larger the step size, the smaller the set of
minima that are accessible by the optimizer. Particularly,
when using the largest step size allowing convergence, we
can only reach elements in the set of widest global minima,
Ω0 = argmin
w∈Ω
λmax
(
Hw
)
. (5)
Our goal in this paper is to unveil the properties of solutions
in Ω0. Our motivation for doing so goes beyond large step-
size training. Indeed, in many cases convergence to a point
in Ω0 is guaranteed also with a small step-size. For example,
we have the following result for gradient flow (GD with an
infinitesimal step size) and for GD with a small step size
(see proof in App. II).
Lemma 1. Assume that Σˆx = I, dy = dx, and that the
weight matrices are all square and initialized to I. Then:
i. Gradient flow can only converge to a widest minimum.
ii. If T is positive definite and its top singular
value is σmax(T), then GD with step size η ≤
1
m min{1, (σmax(T))−2(1−
1
m )} necessarily converges
to a widest minimum at a linear rate.
Note that this lemma is of relevance to modern architectures,
as linear networks with identity initialization correspond to
linear residual networks (ResNets) with zero initialization.
3. Warm-Up: Scalar Networks
Before we present our main results, it is insightful to exam-
ine the simple case where the input, output and all intermedi-
ate representations, are scalars. In this case, the end-to-end
function fw(x) is given by
fw(x) =
m∏
j=1
wjx, (6)
where w = [w1, w2, . . . , wm]T ∈ Rm, and the quadratic
loss is minimized when fw∗(x) = τx, with τ = σˆxy/σˆ2x.
Thus, the set of global minima is given by
Ω =
{
w ∈ Rm :
m∏
j=1
wj = τ
}
. (7)
Observe that these global minima lie within connected val-
leys. For example, in the case of two layers, Ω corresponds
to the hyperbola w2 = τ/w1, shown in Fig. 1. Certain parts
of these valleys are narrower than others, and as predicted
by the theory, GD indeed does not converge to a narrow
part of the valley, even when initialized very close to such a
global minimum.
Direct computation (see App. III.1) shows that for w ∈ Ω,
∂2`(w)
∂wq∂wk
=
2σˆ2xτ
2
wkwq
. (8)
Therefore, letting z = [w−11 , w
−1
2 , . . . , w
−1
m ]
T , we can ex-
press the Hessian matrix at a global minimum as
Hw = 2σˆ
2
xτ
2zzT . (9)
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Figure 1. Level sets of the loss for a two-layer scalar network. The
dashed line corresponds to the set of global minima Ω, and the
green dot to the set of widest minima Ω0. When GD is initialized
nearby a sharp minimum (star), it does not converge to that min-
imum, and rather traverses the valley of minima until reaching a
wide enough point. This occurs both with and without momentum.
Evidently, the Hessian for scalar networks is a rank-one
matrix whose (single) nonzero eigenvalue is
λmax
(
Hw
)
= 2σˆ2xτ
2‖z‖2 = 2σˆ2xτ2
m∑
j=1
1
w2j
. (10)
To determine the widest minima, we need to seek for the
weights that minimize λmax
(
Hw
)
. This boils down to solv-
ing the constrained optimization problem
min
w∈Rm
m∑
j=1
1
w2j
s.t.
m∏
j=1
wj = τ. (11)
As we show in App. III.1, the minimum of this problem is
attained when |w1| = |w2| = · · · = |wm|, so that the set of
widest minima is given by
Ω0 =
{
w : |wj | = |τ | 1m ,
m∏
j=1
sgn(wj) = sgn(τ)
}
. (12)
Substituting |wj | = |τ |1/m into (10), we obtain that the
sharpness of the widest minima is given by
min
w∈Rm
λmax(Hw) = 2mσˆ
2
xτ
2(1− 1m ). (13)
Note that although there exist infinitely many global minima,
there are far fewer widest minima. Specifically, we see that
for scalar networks, Ω0 is a discrete set of cardinality 2m−1.
Geometrically speaking, within each connected valley of
global minima, we have only one widest minimum point.
This property carries over to the vector case, in the sense
that Ω0 is always a set of measure zero within Ω.
This simple exercise of analyzing scalar networks already
reveals several interesting properties of wide minima.
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Figure 2. A two-layer scalar network example for the misleading
nature of minima interpolation. (a) We compute the loss along the
(dashed) line connecting two global minima, one widest (green)
and one sharp (orange). (b) Despite having different widths in R2,
their widths along this 1D cross section are the same. In this setting,
this occurs for any choice of the non-widest solution (orange point).
1. Balancedness. Note from (12) that the widest min-
ima correspond to networks, which are balanced in
the sense that all their layers have the same weight
magnitude. This property turns out to break in higher
dimensions. However, as we will see, the widest so-
lutions are always at least nearly balanced, and they
exhibit interesting coupling properties.
2. Step-size and depth. Observe from (13) that the sharp-
ness of the widest minima scales roughly linearly with
the network’s depth, m. This implies that the deeper
a network is, the smaller the maximal step-size that
allows convergence. As we will see, this property per-
sists in higher dimensions. Interestingly, although this
behavior is known (Nar & Sastry, 2018), it has not been
previously derived from minima width considerations.
3. Valley dimensions. We saw that the Hessian at a
global minimum is always rank-1. This implies that
at every minimum point, m− 1 orthogonal directions
point into the valley, whereas only one direction points
to an ascent slope. We will see that a similar phe-
nomenon occurs also in higher dimensions.
Besides providing a glimpse into the nature of wide minima,
the analysis of scalar networks also allows to assess the
effectiveness of visualization methods. Particularly, it is
common practice to visually compare the widths of two
minima, w(1) and w(2), by plotting the loss along the line
connecting them (Keskar et al., 2016; Jastrze˛bski et al.,
2017). One expects that a wide minimum would appear
wider also along this 1D cross-section. However, our scalar
network analysis reveals that this is typically incorrect. Let
us first take a two-layer example. Figure 2 shows the loss
along the line connecting a widest minimum point w(1)
and a narrower one, w(2). As can be seen, along this cross-
section, both minima have the same width. This is not a
Unique Properties of Wide Minima in Deep Networks
result of some particular choice of w(2). It turns out that
for two-layer scalar networks, the widths along this cross
section are always the same, regardless of how sharp w(2) is
in practice. For deeper scalar networks, this is not always the
case. However, it is still easy to show that this visualization
is frequently deceiving (see App. III.2).
Lemma 2. Consider a scalar linear network. Let w(1) be
a widest minimum and w(2) be some other minimum that
has the same sign pattern as w(1). If the interpolation vi-
sualization shows that w(2) is narrower than w(1), then
there exists another minimum, w(3), which the visualization
would show is rather wider than w(1).
As we empirically show in Sec. 6, this phenomenon is com-
mon also in non-scalar networks with ReLU activations.
4. Main Results
We now move on to the general case of non-scalar deep
linear networks. To simplify notations, we denote
k∏
j=q
Wj ,WkWk−1 · · ·Wq, (14)
where a product over an empty set (q > k) is defined to be
the identity matrix I. We make the following assumptions.
A1 The network has the capacity to implement any lin-
ear function from Rdx to Rdy , namely min{di} ≥
min{dx, dy}.
A2 The data is white, namely Σˆx = I.
We begin by identifying the structure of the Hessian matrix
at a global minimum (see App. IV).
Lemma 3 (Hessian structure). Assume A1. If w ∈ Ω, then
Hw = 2ΦΦ
T , (15)
where Φ = [ΦT1 ,Φ
T
2 , . . . ,Φ
T
m]
T , with
Φk =
(
k−1∏
j=1
WjΣˆ
1
2
x
)
⊗
(
m∏
i=k+1
Wi
)T
. (16)
Here ⊗ denotes the Kronecker product.
Note that Φk is a dkdk−1 × dxdy matrix. Therefore, Φ
has only dxdy columns, while its number of rows is the
total number of parameters in the net, N =
∑m
k=1 dkdk−1.
This shows that for networks with more than one layer, the
Hessian at a global minimum is always rank-deficient. For
example, if dx = dy , d, then we have from Assumption
A1 that N ≥ md2, so that at any global minimum point,
only d2 orthogonal directions point to a slope (the Hessian’s
rank), while the rest point into the valley of minima. In other
words, the dimension of the valley is at least (1− 1/m) of
the ambient dimension N .
In analogy with the scalar setting, we would now like to
exploit Lemma 3 for analyzing the set of widest minima, Ω0.
However, unfortunately, here it is intractable to derive a
closed form expression for λmax(Hw) at an arbitrary mini-
mum point. Yet, our key observation is that it is still possible
to determine the minimal value of λmax(Hw) over the set
of global minima Ω, as well as its associated eigenvector.
That is, we can deduce the sharpness of the widest minima,
without having an explicit expression for the sharpness of
arbitrary minima. We elaborate on the proof technique in
Sec. 5. Specifically, let σmax(T) denote the top singular
value of T, and let u and v be its corresponding left and
right singular vectors. Then we have the following.
Theorem 1 (Width of widest minima). Assume A1 and A2.
If w ∈ Ω0 then
λmax(Hw) = 2m× (σmax (T))2(1−
1
m ) , (17)
and the corresponding eigenvector is b = Φ
(
v ⊗ u).
This result asserts that the widest minima become sharper
as the number of layers increases (their sharpness grows
approximately linearly with m for m  1). Since a
minimum point w∗ is stable for GD if the step-size sat-
isfies η ≤ 2/λmax(Hw∗), we conclude that the max-
imal step-size allowing convergence satisfies ηmax ≤
1
m (σmax(T))
−2(1−1/m). In other words, the step-size
should be taken to be smaller when training deeper models.
As mentioned above, this result was also deduced by Nar &
Sastry (2018), albeit from different considerations (without
explicitly analyzing minima widths).
Next, we turn to analyze the widest minima in terms of the
gain that signals experience as they propagate through these
networks. For general minimum points, the largest end-to-
end gain is σmax(T) (corresponding to the input v), but the
intermediate gain up to layer k < m is unconstrained, as
we can always multiply one weight matrix by α and another
by 1/α without affecting the end-to-end mapping. Widest
minima, however, have special structures. Two questions
are thus in place regarding those solutions: (i) What gain
does v experience up to layer k? (ii) What is the largest gain
that any signal can experience up to layer k?
Theorem 2 (Intermediate gains). Assume A1 and A2. If
w ∈ Ω0 then for all k:
i. v is a right singular vector of
∏k
j=1 Wj with corre-
sponding singular value (σmax(T))
k
m .
ii. σmax(
∏k
j=1 Wj) ≤
√
m× (σmax(T)) km .
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Figure 3. Intermediate gains versus layer number in deep linear networks. Here we visualize eight randomly chosen implementations of
the same end-to-end function T, where the dimension d is 4, and the number of layers m is always 6. For each depth k, the blue dots
depict the singular values of the product of weight matrices from 1 to k, and the red circle corresponds to the gain of the top singular value
of T. The black doted line corresponds the bound of Theorem 2(ii). (a) For arbitrary global minima, the intermediate gains can be high.
(b) For widest minimum solutions, the maximal intermediate gain is well behaved, and v is a singular vector of all partial matrix products.
Similarly,
iii. u is a left singular vector of
∏m
j=k+1 Wj with corre-
sponding singular value (σmax(T))1−
k
m .
iv. σmax(
∏m
j=k+1 Wj) ≤
√
m× (σmax(T))1− km .
Figure 3 illustrates the theorem for six-layer linear networks
designed to solve a linear regression problem involving syn-
thetic data (see App. IX for details). Here Wj ∈ R4×4 for
all layers. The figure depicts eight randomly drawn global
minima, four arbitrary and four widest. The intermediate
gain of v, to which Theorem 2(i) refers, is marked by red
circles. The bound of Theorem 2(ii) is shown as a dotted
black line, and the singular values of the partial matrix prod-
ucts are marked by blue dots. As can be seen in Fig. 3(a), the
intermediate gains in arbitrary global minimum solutions
can be high. However, in the widest solutions (Fig. 3(b)),
the gain that v experiences varies gracefully along the net
(as (σmax(T))k/m), and the maximal gain of any signal
(highest blue point) is never much larger. Finally, we see
that v is indeed one of the singular vectors of the partial
product matrix up to any depth (as the red circle coincides
with one of the blue points in each layer).
In addition to the intermediate gains, it is of interest to ana-
lyze the individual weight matrices. It turns out that in the
widest solutions, the layers exhibit a sort of coupling associ-
ated with the signal v. Specifically, we have the following.
Theorem 3 (Layer coupling). Assume A1 and A2. Denote
rk =
∏k−1
j=1 Wjv, qk = (
∏m
j=k+1 Wj)
Tu, and write
r¯k = rk/‖rk‖, q¯k = qk/‖qk‖. If w ∈ Ω0 then for all k:
i. q¯k and r¯k are a pair of left and right singular vectors of
Wk with corresponding singular value (σmax(T))
1
m .
ii. These vectors are coupled in the sense that r¯k+1 = q¯k.
Remark: From Theorem 2, ‖rk‖ = (σmax(T))(k−1)/m
and ‖qk‖ = (σmax(T))1−k/m.
Theorem 3 indicates that in widest minimum networks, there
forms a distinct path from input to output that is exclusively
dedicated to the signal v. Specifically, when such a network
operates on v, the input to each layer is a singular vector of
that layer, with singular value (σmax(T))1/m. Note that this
singular value is not necessarily the maximal one of each
layer, but it must exist in all matrices. Now, since the input of
each layer is a singular vector, so is its output. Therefore, we
have that consecutive layers in the network have a singular
vector in common, where a left singular vector of one matrix
matches a right singular vector of the next.
We saw that if w ∈ Ω0, then one of the singular values of
each weight matrix must equal (σmax(T))1/m. One may
wonder whether the other direction is also true. As we now
show, if the singular value (σmax(T))1/m not only exists,
but is also the largest one of each matrix, then the network
is necessarily a widest minimum.
Theorem 4 (Sufficient condition). Assume A1 and A2. If
a solution w ∈ Ω satisfies σmax(Wk) = (σmax(T)) 1m for
all k, then necessarily w ∈ Ω0.
Observe that these cases are not rare, in the sense that they
form a set of nonzero measure within Ω0.
5. Proof Outline for Theorem 1
Our results in theorems 1-4 hinge on the ability to character-
ize the widest minima without having an explicit expression
for the top eigenvalue of the Hessian at an arbitrary mini-
mum point. In this section we present an outline of the proof
of Theorem 1, which illustrates how we go about this, and
lays the basis for the proofs of the other theorems.
Note from (1) that w is a concatenation of the vector-
izations of the weights matrices {Wj}. That is, denoting
wj = vec (Wj), we have that w = [wT1 ,w
T
2 , . . . ,w
T
m]
T .
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Therefore, the Hessian has the following block structure,1
Hw =

∂2
∂w1∂w1
∂2
∂w1∂w2
. . . ∂
2
∂w1∂wm
∂2
∂w2∂w1
∂2
∂w2∂w2
. . . ∂
2
∂w2∂wm
...
...
. . .
...
∂2
∂wm∂w1
∂2
∂wm∂w2
. . . ∂
2
∂wm∂wm
 `(w).
(18)
In App. IV we show that if w ∈ Ω, then the (i, j)th block is
given by
∂2
∂wi∂wj
`(w) = 2ΦiΦ
T
j , (19)
where Φi is defined in (16). This implies that we can write
Hw = 2ΦΦ
T , where Φ = [ΦT1 ,Φ
T
2 , . . . ,Φ
T
m]
T .
To study the maximal eigenvalue of the Hessian, we will be
rather looking at the matrix Hˆw = 2ΦTΦ, whose nonzero
eigenvalues coincide with those of Hw. Particularly,
λmax
(
Hw
)
= λmax
(
Hˆw
)
= max
‖b‖=1
2‖Φb‖2. (20)
Using the fact that ‖Φb‖2 = ∑mk=1 ‖Φkb‖2, together with
properties of the Kronecker product (that appears in the
definition of Φk), the right side of (20) can be written as
max
‖B‖F=1
2
m∑
k=1
∥∥∥( m∏
i=k+1
Wi
)T
BΣˆ
1
2
x
( k−1∏
j=1
Wj
)T∥∥∥2
F
, (21)
where b = vec (B) (see App. V.3). Obtaining a closed
form solution to this optimization problem seems intractable.
However, recall that our goal is merely to find the minimal
value of λmax(Hw) over w ∈ Ω. This corresponds to a
minimax optimization problem over w and B, where the
minimum is taken over w ∈ Ω and the maximum over
B ∈ {B ∈ Rdy×dx : ‖B‖F = 1}.
Our solution approach consists of two steps. First, we bound
the objective from below using an expression that is inde-
pendent of w. Then, we show that there exists a particular
choice of w ∈ Ω which achieves the lower bound. This
proves that our bound is in fact the minimax value (i.e. the
minimal value of λmax(Hw) over Ω). To this end, we make
use of the following lemma (see proof in App. V.1).
Lemma 4. Let {Ψk}mk=1 be a set of matrices such that
Ψk ∈ Rdk×dk−1 , then
m∑
k=1
‖Ψk‖2F ≥ m
(∥∥∥ m∏
k=1
Ψk
∥∥∥
2
) 2
m
, (22)
where ‖ · ‖2 is the matrix norm induced by the `2 vector
norm (i.e. the maximal singular value of the argument).
1We use denominator-layout notation for vector-by-vector dif-
ferentiation.
This lemma implies that the objective in (21) can be lower-
bounded by
2m
(∥∥∥ m∏
k=1
( m∏
i=k+1
Wi
)T
BΣˆ
1
2
x
( k−1∏
j=1
Wj
)T∥∥∥
2
) 2
m
. (23)
Let us write out explicitly two consecutive terms of the outer
product,
( m∏
i=q+2
Wi
)T
BΣˆ
1
2
x
( q∏
j=1
Wj
)T
︸ ︷︷ ︸
k=q+1
( m∏
i=q+1
Wi
)T
BΣˆ
1
2
x
( q−1∏
j=1
Wj
)T
︸ ︷︷ ︸
k=q
(24)
It is easy to see that the product of the two terms in the
middle equals (
∏m
j=1 Wj)
T , which in turn equals TT for
global minima. Therefore, if we unwrap the entire outer
product, we get TT in between every two appearances of
BΣˆ
1
2
x , so that (23) reduces to
ν(B) , 2m
∥∥∥(BΣˆ 12xTT)m−1BΣˆ 12x ∥∥∥ 2m
2
. (25)
To recap, we have that if w is a global minimum, then
λmax(Hw) ≥ max ν(B) s.t. ‖B‖F = 1. For the special
case Σˆx = I (Assumption A2), we show in App. V.2 that
max
‖B‖F=1
ν(B) = 2m (σmax(T))
2(1− 1m ) . (26)
We have thus obtained a lower-bound on λmax(Hw), which
is independent of w.
We now determine a particular solution that achieves the
bound. Denote the SVD of T by USVT and let w∗ ∈ Ω be
W∗m = US
1
m
m , W
∗
j = S
1
m
j , W
∗
1 = S
1
m
1 V
T . (27)
Here we slightly abuse the notation S1/mj to denote a
dj × dj−1 diagonal matrix whose kth diagonal entry is
(σk(T))
1/m, the kth largest singular value of T. Note that
for this particular solution, all the weight matrices have the
same set of nonzero singular values, which are precisely
the mth roots of the singular values of T. As we show in
App. V.3, for this solution it is rather easy to compute the
Hessian’s top eigenvalue, which turns out to equal
λmax(HW∗) = 2m (σmax(T))
2(1− 1m ). (28)
Since λmax(HW∗) achieves the lower-bound (26), this
bound must be the minimal value of λmax(Hw). We have
thus established that
min
w∈Ω
λmax(Hw) = 2m (σmax(T))
2(1− 1m ), (29)
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(b) Wide minima (SGD with large step-size)
Figure 4. Intermediate gains versus layer number for six-layer fully connected ReLU networks, trained to denoise MNIST digits. The
maximal gain from input to each layer is marked by a blue dot (analogous to the highest blue dot in Fig. 3). The red circles correspond to
the intermediate gain of the signal that experiences the maximal end-to-end amplification. (a) The gains in the sharp minimum solutions
reached by Adam, are large. (b) The gains in the wide minimum solutions found by SGD, are significantly more balanced.
which completes the proof for λmax(HW). The proof for
the corresponding eigenvector can be found in App. V.4.
Two comments are in place. First, note that as a byproduct,
we obtained that the solution (27) is a widest global mini-
mum. This is actually a special case of Theorem 4, which
applies also to non-diagonal weight matrices, and to matri-
ces whose singular values do not all coincide with the mth
roots of the singular values of T. Namely, we know that
it suffices to require that σmax(Wk) = (σmax(T))1/m for
all k, to guarantee that the solution is a widest minimum.
Second, although we focused on the case Σˆx = I, we con-
jecture that minw∈Ω λmax(Hw) = max‖B‖F=1 ν(B) also
for arbitrary Σˆx. However, in the general setting, there is no
closed form solution for the maximization over B, so that
its study seems to allow no further insight on the width of
the widest minima.
6. Experiments with Nonlinear Networks
Our theoretical results apply to linear networks. Yet, as we
now empirically illustrate, they also nicely capture the be-
havior of nonlinear networks. Here, we trained a six-layer
fully connected network with ReLU activation functions to
denoise images of handwritten digits. We used the MNIST
dataset (LeCun, 1998) and simulated zero-mean white Gaus-
sian noise of standard deviation 1.25, where the pixel range
of the clean images is [0, 1]. The input, output, and all in-
termediate representations had 784 dimensions, so that the
total number of parameters was over 3.6M. We minimized
the quadratic loss (2) using two different optimization meth-
ods: (i) SGD with a large step size and moderate batch size,
a configuration that is known to converge to wide minima
(Keskar et al., 2016); (ii) Adam (Kingma & Ba, 2014) with
a small step size, which can converge to sharp minima (Wu
et al., 2018). We ran each method with four different ran-
dom initializations, and calculated the top eigenvalue of the
Hessian at the minimum it converged to, by using the power
method. We found this eigenvalue was indeed significantly
smaller (roughly 6×) for the minima found by SGD. For
more details about the two configurations, see App. IX.
Intermediate gain We estimated the maximal gain that
any signal can experience up to each layer. We did so by
optimizing the input so as to maximize the norm of the inter-
mediate signal, where we started from numerous different
random initializations and chose the maximum over all runs.
These gains are analogous to the top singular values of the
partial matrix products in the linear setting. As can be seen
in Fig. 4, these gains (blue dots) tend to be high in the sharp
solutions, and quite restrained in the wide ones. A similar
behavior is seen for the intermediate gains of the signal
that experiences the largest end-to-end amplification (red
circles). These are analogous to the intermediate gains of
the vector v in the linear setting.
Minima interpolation For each of the 16 pairs of wide
and sharp minima, we evaluated the loss along the line
connecting them. The result for one pair is shown in Fig. 5(a)
(all 16 pairs showed the same behavior). As can be seen,
the wide minimum appears to be sharper than the sharp one
along this 1D cross-section. To appreciate how distorted
this image is, we also plot in figures 5(d) and 5(e) the loss
along the narrowest cross-section of each minimum, which
visualizes its true width. This illustration confirms that the
interpolation visualization is frequently deceiving also for
nonlinear networks in high-dimensional settings.
7. Related Work
Notions of width Many works studied wide minima in
neural networks, especially in relation to generalization.
These minima are thought to represent simple models, which
are less expected to overfit. However, there is no single
definition for minimum width. Hochreiter & Schmidhuber
(1997) defined it as the size of the connected region around
the minimum where the training loss remains low. Chaud-
hari et al. (2019) used local entropy as a measure of width.
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Figure 5. One dimensional cross-sections of the loss landscape.
(a) The loss along the line connectingw(1) andw(2), the solutions
obtained by SGD and Adam, respectively. Here, the direction
vector is vint = (w(2) −w(1))/‖w(2) −w(1)‖. Along this cross-
section,w(1) appears to be sharper thanw(2). (b), (c) Close-ups on
w(1) and w(2), respectively. (d), (e) Cross-sections corresponding
to the narrowest direction of w(1) and w(2), respectively, which
show that w(1) is in fact wider. Here, v(i)max is the top eigenvector
of the Hessian matrix at w(i).
And Keskar et al. (2016) characterized width using the eigen-
values of the Hessian, and proposed an approximation using
the maximal loss in an -neighborhood of the minimum.
These notions of width were devised with the purpose of
correlating with generalization, although Neyshabur et al.
(2017) and Dinh et al. (2017) argued they often do not suf-
fice for predicting the generalization of solutions. In contrast
to these papers, the definition we studied is associated with
the stability of the optimizer at the minimum. Thus, whether
correlated with generalization or not for nonlinear nets, it is
most relevant for the solutions found in practice by SGD.
Balancedness and alignment We showed that GD and
SGD tend to converge to solutions that are balanced and
aligned. Similar results were studied in different contexts.
For example, it has been shown that gradient flow maintains
the differences between the squared norms of the layers,
both in linear networks (Arora et al., 2018) and in nonlinear
models with homogeneous activation functions (Du et al.,
2018). Notice, however, that as opposed to our analysis,
these results break for GD with a large step size, as the
authors indicated in their work. Interestingly, while our re-
sults apply to linear models trained with a quadratic loss,
similar phenomena occur in deep linear networks for binary
classification trained with a monotonic loss. Specifically, Ji
& Telgarsky (2019) showed that in those cases gradient flow
aligns the layers in the sense that the normalized matrices
asymptotically equal their rank-1 approximations. Addition-
ally, they showed that adjacent rank-1 approximations have
a singular vector in common, where a left singular vector
of one layer asymptotically matches a right singular vector
of the next. Nevertheless, note that networks with vector-
valued outputs trained for regression, as we analyzed here,
exhibit richer and more complex behaviors than models with
scalar outputs trained for binary classification.
Visualization of minima widths It is fairly common to
compare the widths of two minima by plotting the loss along
the line connecting them (Keskar et al., 2016; Jastrze˛bski
et al., 2017). Yet, we are not the first to discuss the limita-
tions of this common practice. For example, Li et al. (2018)
argued that this may depict a misleading picture due to un-
normalized weights. Instead, they offered to plot the loss on
a randomly chosen 2D cross-section, where the perturbation
is normalized with respect to the weights. Here, we gave a
concrete example along with a proof that the interpolation
visualization tends to be deceiving surprisingly often.
8. Conclusion
Gradient descent methods have a bias towards wide minima.
In this work, we proved that for linear networks trained with
a quadratic loss, these solutions possess unique properties.
For example, in wide minima networks, the signal v that
experiences the largest gain end-to-end, is amplified as mod-
erately as possible by each layer. Moreover, no other signal
can experience a significantly larger gain than v up to an in-
termediate layer. Finally, these solutions exhibit a coupling
between the layers, which forms a distinct path for v from
input to output. While our theoretical results apply to linear
networks, our experiments show that these properties are
also characteristic of nonlinear networks trained in practice.
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Unique Properties of Wide Minima in Deep Networks:
Supplementary Material
I. Stability of Minima
It is well know that for a β-smooth function that is bounded from below, GD with constant step size 0 < η < 2/β converges
to a stationary point. A twice continuously differentiable function f is β-smooth if and only if λmax(∇2f(w)) ≤ β for
every point w ∈ RN . Hence, convergence to a stationary point is guaranteed if λmax(∇2f(w)) ≤ 2/η for all w ∈ RN .
This seemingly stringent global requirement can in fact also be replaced by a local one, as shown by Wu et al. (2018).
Specifically, they use the following.
Definition S1. Let w∗ be a stationary point of f . Consider the linearized dynamical system of GD, namely
wk+1 = wk − η∇2f(w∗)(wk −w∗). (S1)
Then w∗ is said to be linearly stable if there exists a constant C ∈ R, such that ‖wk‖ ≤ C ‖w0‖ for all k > 0.
In other words, w∗ is linearly stable if once we have arrived near this critical point, we stay around it. In their paper, Wu
et al. (2018) show that w∗ is a linearly stable minimizer if
λmax
((
I− η∇2f(w∗))2) ≤ 1. (S2)
Note that for all i ∈ {1, . . . , N}
λi
((
I− η∇2f(w∗))2) = λ2i (I− η∇2f(w∗))
=
(
1− ηλi
(∇2f(w∗)))2
= 1− ηλi
(∇2f(w∗)) (2− ηλi (∇2f(w∗))) , (S3)
where λi is the ith largest eigenvalue. Since η and {λi} are all nonnegative, it follows that (S2) is equivalent to
λmax
(∇2f(w∗)) ≤ 2
η
. (S4)
This results asserts that wide minima are stable solutions for GD. In their paper, they also provide a similar result for
stochastic GD (SGD), which shows that the width of a minimum should increase to ensure stability for SGD as well.
II. Proof of Lemma 1
Nar & Sastry (2018) showed that under the Lemma’s conditions, the weight matrices converge at a linear rate to Wi = T
1
m
for all i. According to our Theorem 4, this solution is a widest minimum, thus demonstrating (ii).
Arora et al. (2018) showed that gradient flow (GF) satisfies
Wi(t)W
T
i (t) = W
T
i+1(t)Wi+1(t), ∀t ≥ 0 (S5)
in our setting. Denoting the SVD of Wi(t) by Ui(t)Si(t)VTi (t), we thus have that Ui(t)S
2
i (t)U
T
i (t) =
Vi+1(t)S
2
i+1(t)V
T
i+1(t), which implies that
2
Ui(t) = Vi+1(t), Si(t) = Si+1(t), ∀t ≥ 0. (S6)
2The SVD can be non-unique, however there necessarily exists a decomposition satisfying Ui(t) = Vi+1(t).
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Assume that GF converges to a global minimimum and let USVT denote the SVD of T. Since {Si(t)}mi=1 are identical, they
converge to the same limit, S¯. Let Wi = UiS¯VTi denote the limit of Wi(t). Then, from (S6), we have that V
T
i+1Ui = I
for all i. Consequently,
WmWm−1 · · ·W1 = UmS¯mVT1 . (S7)
But since the left hand side equals T by assumption, the right hand side must coincide with the SVD of T. This means that
S¯ = S
1
m . Again, by Theorem 4, this is a widest minimum, thus demonstrating (i).
III. Scalar Networks
III.1. The Set of Widest Minima
As mentioned in the main text, in the scalar case, the end-to-end function fw(x) implemented by the network is given by
fw(x) =
m∏
j=1
wjx, (S8)
where w = [w1, w2, . . . , wm]T . In our analysis we consider a quadratic loss function, i.e.
`(w) = Eˆ
[(
y − fw(x)
)2]
. (S9)
Our goal is to characterize the set of widest minima of the loss w.r.t. w. It is well known that the optimal coefficient for
linear estimation is given by
τ =
σˆxy
σˆ2x
, (S10)
where σˆ2x = E[x
2] is the empirical second-order moment of x, and σˆxy = E[xy] is the empirical cross second-order moment
between x and y. Therefore, at any global minimum of `(w), we have
m∏
j=1
wj = τ. (S11)
To compute the Hessian matrix of `(w), we first calculate the partial derivative w.r.t. wk,
∂
∂wk
`(w) =
∂
∂wk
Eˆ
[(
y − fw(x)
)2]
= −2Eˆ
[(
y − fw(x)
) ∂
∂wk
fw(x)
]
= −2Eˆ
(y − m∏
j=1
wjx
)∏
j 6=k
wjx
 = 2(σˆ2x m∏
j=1
wj − σˆxy
)∏
j 6=k
wj (S12)
We now complete the derivation by differentiating (S12) w.r.t. wq ,
∂2
∂wq∂wk
`(w) =
∂
∂wq
2(σˆ2x m∏
j=1
wj − σˆxy
)∏
j 6=k
wj

= 2
∏
j 6=k
wj
∂
∂wq
(
σˆ2x
m∏
j=1
wj − σˆxy
)
+ 2
(
σˆ2x
m∏
j=1
wj − σˆxy
) ∂
∂wq
∏
j 6=k
wj . (S13)
Eq. (S11) asserts that σˆ2x
∏m
j=1 wj − σˆxy = 0 at global minima, therefore the second term in (S13) vanishes, and we obtain
∂2
∂wq∂wk
L(w) = 2
∏
j 6=k
wj
∂
∂wq
(
σˆ2x
m∏
j=1
wj − σˆxy
)
= 2σˆ2x
(∏
j 6=k
wj
)(∏
j 6=q
wj
)
. (S14)
Hence, using (S10), we can express the elements of the Hessian matrix Hw as(
Hw
)
k,q
= 2σˆ2xτ
2 1
wkwq
. (S15)
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Let us define the vector z = [w−11 , w
−1
2 , . . . , w
−1
m ]
T , then the Hessian matrix can be equivalently written as
Hw = 2σˆ
2
xτ
2zzT . (S16)
This shows that the Hessian is a rank one matrix, which implies that it has only one nonzero eigenvalue, with a corresponding
eigenvector z. Therefore,
λmax
(
Hw
)
z = Hwz = 2σˆ
2
x
(
τ
)2
zzT z = 2σˆ2x
(
τ
)2 ‖z‖2 z, (S17)
so that the eigenvalue is given by
λmax
(
Hw
)
= 2σˆ2xτ
2‖z‖2 = 2σˆ2xτ2
m∑
j=1
1
w2j
. (S18)
To determine the sharpness of the widest minima, we need to solve the problem
min
w∈Rm
λmax
(
Hw
)
s.t.
m∏
j=1
wj = τ. (S19)
By the inequality of the arithmetic and geometric means, we have that for any feasible point w
m∑
j=1
1
w2j
≥ m×
(
m∏
j=1
1
w2j
) 1
m
= m× τ− 2m . (S20)
Therefore, for all feasible points,
λmax
(
Hw
) ≥ 2mσˆ2xτ2(1− 1m ). (S21)
On the other hand, this inequality can be achieved by setting |w1| = |w2| = · · · = |wm|. This shows that the right-hand-side
is precisely the width of the widest minimum, so that
Ω0 =
{
w ∈ Rm :
m∏
j=1
sgn(wj) = sgn
(
τ
)
and |wj | = m
√
|τ | ∀j
}
. (S22)
III.2. Proof of Lemma 2
In this section we examine the behavior of the loss function on a line connecting two minima.
Claim S1. Assume that τ > 0 and let w(1) and w(2) be minimizers of the objective (S9) in Rm+ . Then, along the line
connecting w(1) and w(2), the loss function will appear sharper around w(1) than around w(2) if
m∑
i=1
w
(2)
i
w
(1)
i
>
m∑
i=1
w
(1)
i
w
(2)
i
. (S23)
Proof. The direction vector of the connecting line is α = (w(1) −w(2))/‖w(1) −w(2)‖. Along this direction, the behavior
of the loss function around w(i) is given by
`(w(i) + ηα) ≈ `(w(i)) + ηαT∇`(w(i)) + η
2
2
αTH(w(i))α. (S24)
Since ∇`(w(1)) = ∇`(w(2)) = 0 and `(w(1)) = `(w(2)), the loss function will appear sharper around w(1) than around
w(2), if αTH(w(1))α > αTH(w(2))α. From (S16), this condition is equivalent to ‖αT z(1)‖2 > ‖αT z(2)‖2, or more
explicitly, ((
w(1) −w(2)
)T
z(1)
)2
>
((
w(1) −w(2)
)T
z(2)
)2
. (S25)
Since z = [w−11 , w
−1
2 , . . . , w
−1
m ]
T , this inequality can be written as∣∣∣∣∣
m∑
i=1
w
(2)
i
w
(1)
i
−m
∣∣∣∣∣ >
∣∣∣∣∣
m∑
i=1
w
(1)
i
w
(2)
i
−m
∣∣∣∣∣ . (S26)
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Note that
m∑
i=1
w
(2)
i
w
(1)
i
≥ m m
√√√√ m∏
i=1
w
(2)
i
w
(1)
i
= m m
√√√√∏mi=1 w(2)i∏m
j=1 w
(1)
j
= m m
√
τ
τ
= m. (S27)
Similarly,
∑m
i=1
w
(1)
i
w
(2)
i
≥ m. Therefore, (S26) can be reduced to
m∑
i=1
w
(2)
i
w
(1)
i
>
m∑
i=1
w
(1)
i
w
(2)
i
. (S28)

Notice that the loss function is symmetric in a sense that if we flip the sign of two scalar layers, then it remains the same.
Therefore, without loss of generality, we can restrict our analysis to a single orthant. Let τ > 0, and w(1) be the widest
minimum in Rm+ , i.e. w
(1)
i = τ
1/m for all i ∈ {1, . . . ,m}. Given a second minimum w(2) ∈ Rm+ for which the connecting
line between w(1) and w(2) is loyal to the true widths, we can construct a third solution w(3) that will appear deceivingly
wider than w(1) over their connecting line. Specifically, let us set
w
(3)
i =
(
w
(1)
i
)2
w
(2)
i
. (S29)
Clearly, w(3) is a global minimum as
∏m
i=1 w
(3)
i = τ . Since w
(2) appears sharper than w(1) along their connecting line,
then according to Claim S1 we have
m∑
i=1
w
(1)
i
w
(2)
i
>
m∑
i=1
w
(2)
i
w
(1)
i
. (S30)
Thus,
m∑
i=1
w
(3)
i
w
(1)
i
=
m∑
i=1
w
(1)
i
w
(2)
i
>
m∑
i=1
w
(2)
i
w
(1)
i
=
m∑
i=1
w
(1)
i
w
(3)
i
. (S31)
Therefore, by Claim S1, w(1) appears sharper than w(3) along their connecting line.
In the special case of two layer networks (m = 2), we have that for any minimizer, w(i)2 = τ/w
(i)
1 . Hence,
w
(1)
1
w
(2)
1
+
w
(1)
2
w
(2)
2
=
w
(2)
2
w
(1)
2
+
w
(2)
1
w
(1)
1
. (S32)
This means that the minima will appear equally wide/sharp.
IV. Proof of Lemma 3
In this section we derive the Hessian matrix defined in (18) at a global minimum point, i.e. for w ∈ Ω. Throughout this
section we will be using the following properties of the Kronecker product. For any matrices M1,M2,M3,M4,
vec (M1M2M3) =
(
MT3 ⊗M1
)
vec (M2) , (P1)(
M1 ⊗M2
)T
=
(
MT1 ⊗MT2
)
, (P2)(
M1 ⊗M2
)(
M3 ⊗M4
)
=
(
M1M3
)⊗ (M2M4). (P3)
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Let us start the computation of Hw by rearranging the loss function so as to simplify the differentiation w.r.t. wk. Specifically,
we have that
`(w) = Eˆ
∥∥∥y − m∏
j=1
Wjx
∥∥∥2

= Eˆ
∥∥∥y − ( m∏
i=k+1
Wi
)
Wk
( k−1∏
j=1
Wjx
)∥∥∥2

= Eˆ
∥∥∥y − ( k−1∏
j=1
Wjx
)T
⊗
( m∏
i=k+1
Wi
)
wk
∥∥∥2

= Eˆ
∥∥∥y − [xT( k−1∏
j=1
Wj
)T ]
⊗
[
I
( m∏
i=k+1
Wi
)]
wk
∥∥∥2

= Eˆ
∥∥∥y − [x⊗ I]T [( k−1∏
j=1
Wj
)T
⊗
( m∏
i=k+1
Wi
)]
wk
∥∥∥2
 , (S33)
where in the third equality we used property (P1), and in the last we used properties (P2) and (P3). To simplify expressions,
we define the following matrices
Uk ,
( k−1∏
j=1
Wj
)T
⊗
( m∏
i=k+1
Wi
)
and X , x⊗ I. (S34)
Thus, the loss function (2) is given by
`(w) = Eˆ
[∥∥∥y −XTUkwk∥∥∥2] . (S35)
Now we are ready to calculate the partial derivative of `(w) w.r.t wk. Notice that Uk is not a function of wk, therefore
∂
∂wk
Eˆ
[∥∥∥y −XTUkwk∥∥∥2] = −2Eˆ [UTkX(y −XTUkwk)] = 2UTk (Eˆ [XXT ]Ukwk − Eˆ [Xy] ). (S36)
Furthermore,
Eˆ
[
XXT
]
= Eˆ
[(
x⊗ I)(x⊗ I)T ] = Eˆ [(xxT ⊗ I)] = (Eˆ [xxT ] )⊗ I = Σˆx ⊗ I, (S37)
where in the second equality we used properties (P2) and (P3), and in the third equality we used the linearity of the Kronecker
product. Additionally,
Eˆ [Xy] = Eˆ
[(
x⊗ I)y] = Eˆ [vec (yxT )] = vec(Σˆyx) , (S38)
where in the second step we used (P1). Overall we have that
∂
∂wk
`(w) = 2UTk
[(
Σˆx ⊗ I
)
Ukwk − vec
(
Σˆyx
)]
. (S39)
Next we prepare Eq. (S39) for differentiation w.r.t wq . First, for all k
Ukwk =
( k−1∏
j=1
Wj
)T
⊗
( m∏
i=k+1
Wi
) vec (Wk) = vec
( m∏
i=k+1
Wi
)
Wk
( k−1∏
j=1
Wj
) = vec( m∏
i=1
Wi
)
.
(S40)
Particularly, this means that the value of the term Ukwk is the same for all k. Hence, Ukwk = Uqwq and therefore
∂
∂wk
`(w) = 2UTk
[(
Σˆx ⊗ I
)
Uqwq − vec
(
Σˆyx
)]
. (S41)
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Now, let us differentiate the vector ∂∂wk `(w) w.r.t. the scalar wq,l, which is the lth element in the vector wq. Notice that
Uk and wq itself are the only terms which depend on wq. Therefore, by the product rule of differentiation using the
denominator-layout notation3
∂2
∂wq,l∂wk
`(w) = 2
∂
∂wq,l
(
UTk
[(
Σˆx ⊗ I
)
Uqwq − vec
(
Σˆyx
) ])
= 2
[(
Σˆx ⊗ I
)
Uqwq − vec
(
Σˆyx
) ]T ( ∂
∂wq,l
UTk
)
+ 2
(
∂
∂wq,l
wq
)
UTq
(
Σˆx ⊗ I
)
Uk. (S42)
However, at a global minimum(
Σˆx ⊗ I
)
Uqwq =
(
Σˆx ⊗ I
)
vec
(
m∏
i=1
Wi
)
= vec
(
m∏
i=1
WiΣˆx
)
= vec
(
ΣˆyxΣˆ
−1
x Σˆx
)
= vec
(
Σˆyx
)
, (S43)
where in the first equality we used (S40), in the second equality we used (P1) and in the third equality we used the assumption
that w ∈ Ω. Hence, for all 1 ≤ q ≤ m we have that(
Σˆx ⊗ I
)
Uqwq − vec
(
Σˆyx
)
= 0. (S44)
Therefore, (S42) is reduced to
∂2
∂wq,l∂wk
`(w) = 2
(
∂
∂wq,l
wq
)
UTq
(
Σˆx ⊗ I
)
Uk, (S45)
for all 1 ≤ l ≤ m. Hence,
∂2
∂wq∂wk
`(w) = 2
(
∂
∂wq
wq
)
UTq
(
Σˆx ⊗ I
)
Uk = 2U
T
q
(
Σˆx ⊗ I
)
Uk = 2U
T
q
(
Σˆ
1
2
x ⊗ I
)T (
Σˆ
1
2
x ⊗ I
)
Uk, (S46)
where Σˆ
1
2
x is the symmetric square root matrix of Σˆx. Let us define the matrices {Φk}mk=1 as
Φk = U
T
k
(
Σˆ
1
2
x ⊗ I
)T
=
( k−1∏
j=1
Wj
)
⊗
(
m∏
i=k+1
Wi
)T(Σˆ 12x ⊗ I) = ( k−1∏
j=1
WjΣˆ
1
2
x
)
⊗
(
m∏
i=k+1
Wi
)T
. (S47)
Thus,
∂2
∂wq∂wk
`(w) = 2ΦqΦ
T
k . (S48)
Finally, the Hessian matrix of the loss function `(w) is given by
Hw = 2ΦΦ
T , (S49)
where Φ = [ΦT1 ,Φ
T
2 , . . . ,Φ
T
m]
T .
V. The Missing Parts of the Proof of Theorem 1
V.1. Proof of Lemma 4
The proof is straightforward. We have
m∑
k=1
‖Ψk‖2F ≥
m∑
k=1
‖Ψk‖22 ≥ m
[
m∏
k=1
‖Ψk‖2
] 2
m
≥ m
[∥∥∥ m∏
k=1
Ψk
∥∥∥
2
] 2
m
, (S50)
where in the first inequality we used the fact that ‖Ψ‖F ≥ ‖Ψ‖2 for any matrix Ψ ∈ Rd1×d2 . The second inequality is due
to the inequality of arithmetic and geometric means. In the final inequality we used the fact that ‖ · ‖2 is a sub-multiplicative
matrix norm, meaning ‖Ψ‖2‖Φ‖2 ≥ ‖ΨΦ‖2 for any pair of matrices Ψ ∈ Rd1×d2 ,Φ ∈ Rd2×d3 .
3Where the derivative ∂A
∂z
of a matrix A w.r.t. a scalar z is laid out according to AT .
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V.2. Maximal Value of ν
On the one hand, for any B ∈ Rdy×dx such that ‖B‖F = 1,∥∥∥(BTT )m−1B∥∥∥
2
≤ ∥∥B∥∥m
2
∥∥T∥∥m−1
2
≤ (σmax(T))m−1, (S51)
where in the second inequality we used ‖B‖2 ≤ ‖B‖F = 1. On the other hand, this upper bound is achieved by B = uvT ,
as ∥∥∥(uvTTT )m−1uvT∥∥∥
2
=
∥∥∥u(vTTTu)m−1vT∥∥∥
2
=
(
vTTTu
)m−1∥∥uvT∥∥
2
= (σmax(T))
m−1‖u‖‖v‖ = (σmax(T))m−1. (S52)
Therefore,
max
‖B‖F=1
ν(B) = 2m× (σmax(T))2(1− 1m ). (S53)
V.3. Maximal Eigenvalue at the Canonical Solution (27)
In (20) we have
λmax
(
Hw
)
= max
‖b‖=1
2‖Φb‖2. (S54)
Note that ‖Φb‖2 = ∑mk=1 ‖Φkb‖2. Using the definition of Φk in (16) we get
‖Φkb‖2 =
∥∥∥∥( k−1∏
j=1
WjΣˆ
1
2
x
)
⊗
( m∏
i=k+1
Wi
)T
b
∥∥∥∥2 = ∥∥∥∥( m∏
i=k+1
Wi
)T
B
( k−1∏
j=1
WjΣˆ
1
2
x
)T∥∥∥∥2
F
, (S55)
where we used (P1) with b = vec (B). Therefore,
λmax
(
Hw
)
= max
‖B‖F=1
2
m∑
k=1
∥∥∥( m∏
i=k+1
Wi
)T
BΣˆ
1
2
x
( k−1∏
j=1
Wj
)T∥∥∥2
F
. (S56)
Substituting the canonical solution (27) in this optimization problem, we obtain
m∑
k=1
∥∥∥( m∏
i=k+1
Wi
)T
B
( k−1∏
j=1
Wj
)T∥∥∥2
F
=
m∑
k=1
∥∥∥( m∏
i=k+1
S
1
m
i
)T
UTBV
( k−1∏
j=1
S
1
m
j
)T∥∥∥2
F
, (S57)
where in the first and the last terms of the series (k = 1 and k = m) we used the fact that U and V are unitary matrices, so
that∥∥∥( m∏
i=2
S
1
m
i
)T
UTB
∥∥∥2
F
=
∥∥∥( m∏
i=2
S
1
m
i
)T
UTBV
∥∥∥2
F
,
∥∥∥BV(m−1∏
j=1
S
1
m
j
)T∥∥∥2
F
=
∥∥∥UTBV(m−1∏
j=1
S
1
m
j
)T∥∥∥2
F
. (S58)
Note that
∏m
i=k+1 S
1
m
i is a diagonal dy × dk matrix, whose qth diagonal entry is (σq(T))(m−k)/m (where σq(T) is
the qth largest singular value of T). Similarly,
∏k−1
j=1 S
1
m
j is a diagonal dk−1 × dx matrix, whose qth diagonal entry is
(σq(T))
(k−1)/m. Therefore, we can write
m∑
k=1
∥∥∥( m∏
i=k+1
S
1
m
i
)T
UTBV
( k−1∏
j=1
S
1
m
j
)T∥∥∥2
F
=
m∑
k=1
∥∥∥(Sm−km )TUTBV(S k−1m )T∥∥∥2
F
, (S59)
where Sα denotes a dy×dx diagonal matrix whose qth diagonal entry is (σq(T))α. Here, we used the fact that the Frobenius
norm is unaffected by zero entries, and thus removed/added zero rows/columns.
Next, we preform the change of variables B˜ = UTBV ∈ Rdy×dx to obtain the following optimization problem
max
B˜∈Rd×d
2
m∑
k=1
∥∥∥(Sm−km )T B˜(S k−1m )T∥∥∥2
F
s.t.
∥∥B˜∥∥2
F
= 1. (S60)
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Writing the objective in terms of the elements of B˜, which we denote by {b˜i,j}, gives
2
m∑
k=1
∥∥∥(Sm−km )T B˜(S k−1m )T∥∥∥2
F
= 2
m∑
k=1
d∑
i=1
d∑
j=1
[
(σj(T))
m−k
m (σi(T))
k−1
m b˜i,j
]2
, (S61)
where d = min{dx, dy} is the number of singular values of T. By changing the order of the summation, we get
max
b˜1,1,...,b˜d,d∈R
2
d∑
i,j=1
b˜2i,j
m∑
k=1
[
(σj(T))
m−k
m (σi(T))
k−1
m
]2
s.t.
d∑
i,j=1
b˜2i,j = 1. (S62)
This is a simple linear optimization problem over the unit simplex, whose optimal value is attained at one of the vertices,
max
i,j∈{1,...,d}
2
m∑
k=1
[
(σj(T))
m−k
m (σi(T))
k−1
m
]2
. (S63)
The maximal value is attained for i = j = 1, thus the value of (21) for the canonical solution is
2
m∑
k=1
[
(σ1(T))
m−k
m (σ1(T))
k−1
m
]2
= 2m× (σmax(T))2(1− 1m ). (S64)
This result shows that the canonical solution (27) is indeed a minimizer of the maximal eigenvalue of the Hessian matrix.
V.4. Proof of the Top Eigenvector of Hw
On the one hand, according to Section 5, for any widest minimum point w ∈ Ω0, the largest eigenvalue satisfies
λmax(Hw) = 2m× (σmax(T))2(1− 1m ). (S65)
On the other hand, the maximal eigenvalue of the Hessian matrix is the solution to the optimization problem (S56), in which
b = vec (B) is the eigenvector of Hˆw (see (S54)). Substituting B∗ = uvT (i.e. b∗ = v ⊗ u) in the objective function, we
get
2
m∑
k=1
∥∥∥( m∏
i=k+1
Wi
)T
B∗
( k−1∏
j=1
Wj
)T∥∥∥2
F
≥ 2m×
∥∥∥∥∥∥
[
B∗
( m∏
i=1
Wi
)T]m−1
B∗
∥∥∥∥∥∥
2
m
2
= 2m×
∥∥∥(B∗TT )m−1B∗∥∥∥ 2m
2
= 2m× (σmax(T))2(1− 1m ), (S66)
where in the second inequality we used Lemma 4 and explicitly unrolled the product, as in (24), and in the last step we
used (S52). This proves that b∗ = v ⊗ u is an eigenvector of Hˆw corresponding to the maximal eigenvalue. Now, since
Hˆw = 2Φ
TΦ and Hw = 2ΦΦT , we have that Φb∗ = Φ(v ⊗ u) is the eigenvector of Hw corresponding to its maximal
eigenvalue.
VI. Proof of Theorem 2
Let us start the proof by presenting two lemmas.
Lemma S1. Let Σˆx = I. If w ∈ Ω0 then for all k ∈ {1, 2, . . . ,m}
∥∥∥uT m∏
i=k+1
Wi
∥∥∥∥∥∥ k−1∏
j=1
Wjv
∥∥∥ = (σmax(T))1− 1m . (S67)
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Proof. First, observe that for B∗ = uvT , the left-hand side of (S67) can be written as∥∥∥uT m∏
i=k+1
Wi
∥∥∥∥∥∥ k−1∏
j=1
Wj v
∥∥∥ = ∥∥∥( m∏
i=k+1
Wi
)T
B∗
( k−1∏
j=1
Wj
)T∥∥∥
2
. (S68)
Now, from Theorem 1 and Eq. (21) we can conclude that
λmax(Hw) = 2
m∑
k=1
∥∥∥( m∏
i=k+1
Wi
)T
B∗
( k−1∏
j=1
Wj
)T∥∥∥2
2
= 2m× (σmax(T))2(1− 1m ). (S69)
Note that since B∗ is a rank-1 matrix, the entire expression within the norm is rank-1, which is the reason we could replace
the Frobenius norm appearing in (21) by the operator norm (the two norms coincide for rank-1 matrices). Furthermore, by
the inequality of arithmetic and geometric means
2
m∑
k=1
∥∥∥( m∏
i=k+1
Wi
)T
B∗
( k−1∏
j=1
Wj
)T∥∥∥2
2
≥ 2m
 m∏
k=1
∥∥∥( m∏
i=k+1
Wi
)T
B∗
( k−1∏
j=1
Wj
)T∥∥∥2
2
 1m
≥ 2m
∥∥∥ m∏
k=1
( m∏
i=k+1
Wi
)T
B∗
( k−1∏
j=1
Wj
)T∥∥∥2
2
 1m
= 2m× (σmax(T))2(1− 1m ), (S70)
where the second inequality is due to the sub-multiplicativity property of the operator norm, and in the last step we unrolled
the product, as in (24), and used (S52). From (S69) and (S70) we obtain that the inequality of arithmetic and geometric
means in (S70) is achieved with equality. This happens if and only if all summands in the series are equal. Thus, we conclude
that for all k ∈ {1, 2, . . . ,m}, ∥∥∥( m∏
i=k+1
Wi
)T
B∗
( k−1∏
j=1
Wj
)T∥∥∥
2
= (σmax(T))
1− 1m , (S71)
and together with (S68), this implies that∥∥∥uT m∏
i=k+1
Wi
∥∥∥∥∥∥ k−1∏
j=1
Wj v
∥∥∥ = (σmax(T))1− 1m . (S72)

While Lemma S1 characterizes the norms of the vectors uT
∏m
i=k+1 Wi and
∏k−1
j=1 Wjv, the next Lemma characterizes
their directions.
Lemma S2. Let Σˆx = I. If w ∈ Ω0 then for all k ∈ {0, 1, 2, . . . ,m}
1∥∥∥(∏mi=k+1 Wi)Tu∥∥∥
(
m∏
i=k+1
Wi
)T
u =
1∥∥∥∏kj=1 Wj v∥∥∥
k∏
j=1
Wj v. (S73)
Proof. From Lemma S1 we have
m∏
k=1
∥∥∥( m∏
i=k+1
Wi
)T
u
∥∥∥∥∥∥vT( k−1∏
j=1
Wj
)T∥∥∥ = (σmax(T))m−1. (S74)
Recall that in our convention (see Section 4), for k = 1,m we have∥∥∥vT( 0∏
j=1
Wj
)T∥∥∥ = ‖vT ‖ = 1, ∥∥∥( m∏
i=m+1
Wi
)T
u
∥∥∥ = ‖u‖ = 1. (S75)
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Therefore, (S74) can be written as
m−1∏
k=1
∥∥∥vT( k∏
j=1
Wj
)T∥∥∥∥∥∥( m∏
i=k+1
Wi
)T
u
∥∥∥ = (σmax(T))m−1. (S76)
On the other hand, by the CauchyâA˘S¸Schwarz inequality we have
m−1∏
k=1
∥∥∥vT( k∏
j=1
Wj
)T∥∥∥∥∥∥( m∏
i=k+1
Wi
)T
u
∥∥∥ ≥ m−1∏
k=1
vT
( k∏
j=1
Wj
)T( m∏
i=k+1
Wi
)T
u
=
m−1∏
k=1
vTTTu
= (σmax(T))
(m−1). (S77)
From (S76) we have that the CauchyâA˘S¸Schwartz inequalities are achieved with equality. Thus, for all k ∈ {0, 1, 2, . . . ,m}
1∥∥∥(∏mi=k+1 Wi)Tu∥∥∥
(
m∏
i=k+1
Wi
)T
u =
1∥∥∥∏kj=1 Wj v∥∥∥
k∏
j=1
Wj v. (S78)

Now we are ready to prove Theorem 2. From Lemma S2, we have
1∥∥∥∏kj=1 Wj v∥∥∥
k∏
j=1
Wj v =
1∥∥∥(∏mi=k+1 Wi)Tu∥∥∥
(
m∏
i=k+1
Wi
)T
u. (S79)
Multiplying by (
∏k
j=1 Wj)
T from the left, (S79) becomes
1∥∥∥∏kj=1 Wj v∥∥∥
(
k∏
j=1
Wj
)T k∏
j=1
Wj v =
1∥∥∥(∏mi=k+1 Wi)Tu∥∥∥T
Tu. (S80)
Note that TTu = σmax(T)v. Therefore,[(
k∏
j=1
Wj
)T k∏
j=1
Wj
]
v =
∥∥∥∏kj=1 Wj v∥∥∥∥∥∥(∏mi=k+1 Wi)Tu∥∥∥σmax
(
T
)
v. (S81)
This shows that v is an eigenvector of
(∏k
j=1 Wj
)T ∏k
j=1 Wj , i.e. a singular vector of
∏k
j=1 Wj . To compute the
corresponding singular value, let us multiply this equation by vT form the left to get the following result.
∥∥∥ k∏
j=1
Wj v
∥∥∥ ∥∥∥( m∏
i=k+1
Wi
)T
u
∥∥∥ = σmax(T). (S82)
Recall from Lemma S1 that ‖uT ∏mi=k+1 Wi‖ = (σmax(T))1−1/m/‖∏k−1j=1 Wjv‖. Substituting into (S82), we obtain
that ∥∥∥ k∏
j=1
Wj v
∥∥∥ = (σmax(T)) 1m × ∥∥∥ k−1∏
j=1
Wj v
∥∥∥. (S83)
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By unwrapping this recursive formula with an initial condition for k = 0 of
∥∥∏0
j=1 Wjv
∥∥ = ‖v‖ = 1, we get
∥∥∥ k∏
j=1
Wjv
∥∥∥ = σmax(T) km . (S84)
The proof for the left singular vector and its corresponding singular value is the same.
Next, we prove the bound on the intermediate gain. By Theorem 1 and Eq. (21),
max
‖B‖F=1
m∑
l=1
∥∥∥( m∏
i=l+1
Wi
)T
B
( l−1∏
j=1
Wj
)T∥∥∥2
F
= m× (σmax(T))2(1− 1m ). (S85)
Now, for any k, we have that
max
‖B‖F=1
m∑
l=1
∥∥∥( m∏
i=l+1
Wi
)T
B
( l−1∏
j=1
Wj
)T∥∥∥2
F
≥ max
‖B‖F=1
∥∥∥( m∏
i=k+1
Wi
)T
B
( k−1∏
j=1
Wj
)T∥∥∥2
F
. (S86)
Furthermore, note that
max
‖B‖F=1
∥∥∥( m∏
i=k+1
Wi
)T
B
( k−1∏
j=1
Wj
)T∥∥∥
F
= max
‖b‖=1
∥∥∥( k−1∏
j=1
Wj
)
⊗
( m∏
i=k+1
Wi
)T
b
∥∥∥
= σmax
( k−1∏
j=1
Wj
)
⊗
( m∏
i=k+1
Wi
)T
= σmax
(
k−1∏
i=1
Wi
)
× σmax
(
m∏
i=k+1
Wi
)
. (S87)
Therefore, this implies that
σmax
(
k−1∏
i=1
Wi
)
× σmax
(
m∏
i=k+1
Wi
)
≤ √m× (σmax(T))(1− 1m ), (S88)
or, equivalently, that
σmax
(
k−1∏
i=1
Wi
)
≤
√
m× (σmax(T))(1− 1m )
σmax
(∏m
i=k+1 Wi
) . (S89)
By the first part of Theorem 2 we have
σmax
(
m∏
i=k+1
Wi
)
≥
(
m∏
i=k+1
Wiu
)
= (σmax(T))
(1− km ). (S90)
Hence, we can further bound (S89) from above as
σmax
(
k−1∏
i=1
Wi
)
≤
√
m× (σmax(T))(1− 1m )
σmax
(∏m
i=k+1 Wi
) ≤ √m× (σmax(T)) k−1m . (S91)
The proof of the other direction is similar.
VII. Proof of Theorem 3
By Lemma S2
1∥∥∥(∏mi=k+1 Wi)Tu∥∥∥
(
m∏
i=k+1
Wi
)T
u =
1∥∥∥∏kj=1 Wjv∥∥∥
k∏
j=1
Wjv. (S92)
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Multiplying both sides by WTk from the left, we obtain
1∥∥∥(∏mi=k+1 Wi)Tu∥∥∥
(
m∏
i=k
Wi
)T
u =
1∥∥∥∏kj=1 Wjv∥∥∥
(
WTk Wk
) k−1∏
j=1
Wjv. (S93)
Using Lemma S2 again for k − 1 we have
(
m∏
i=k
Wi
)T
u =
∥∥∥(∏mi=k Wi)Tu∥∥∥∥∥∥∏k−1j=1 Wjv∥∥∥
k−1∏
j=1
Wjv. (S94)
Plugging this equation in (S93) we get∥∥∥(∏mi=k Wi)Tu∥∥∥∥∥∥∏k−1j=1 Wjv∥∥∥∥∥∥(∏mi=k+1 Wi)Tu∥∥∥
k−1∏
j=1
Wjv =
1∥∥∥∏kj=1 Wjv∥∥∥
(
WTk Wk
) k−1∏
j=1
Wjv. (S95)
From Theorem 2, we know that ‖(∏mi=k Wi)Tu‖ = (σmax(T))(m−k+1)/m, ‖∏kj=1 Wjv‖ = (σmax(T))k/m, and
‖∏k−1j=1 Wjv‖‖(∏mi=k+1 Wi)Tu‖ = (σmax(T))1−1/m . Therefore, (S95) can be reduced to
(σmax(T))
2
m × rk =
(
WTk Wk
)
rk. (S96)
Hence, rk is an eigenvector of WTk Wk with a corresponding eigenvalue of (σmax(T))
2/m. Namely, rk/‖rk‖ is a singular
vector of Wk with a corresponding singular value of (σmax(T))1/m. Using Lemma S2 we have
1
‖rk‖Wkrk = (σmax(T))
1
m × 1‖qk‖qk. (S97)
From this equation we deduce that r¯k and q¯k are pair of singular vectors of Wk, with a singular value of (σmax(T))1/m.
Note that the equality r¯k+1 = q¯k is in fact the result of Lemma S2.
VIII. Proof of Theorem 4
On the one hand, according to Theorem 1
min
w˜∈Ω
λmax(Hw˜) = 2m× σmax
(
T
)2(1− 1m ). (S98)
On the other hand, given an arbitrary minimum point w ∈ Ω
min
w˜∈Ω
λmax(Hw˜) ≤ λmax(Hw)
= max
B∈Rdy×dx
2
m∑
k=1
∥∥∥( m∏
i=k+1
Wi
)T
B
( k−1∏
j=1
Wj
)T∥∥∥2
F
s.t. ‖B‖F = 1 (S99)
≤ max
B1,...,Bm∈Rdy×dx
2
m∑
k=1
∥∥∥( m∏
i=k+1
Wi
)T
Bk
( k−1∏
j=1
Wj
)T∥∥∥2
F
s.t. ‖B1‖F = · · · = ‖Bm‖F = 1.
Here we obtain a separable optimization problem. Let us examine one term from the series
max
Bk∈Rdy×dx
∥∥∥( m∏
i=k+1
Wi
)T
Bk
( k−1∏
j=1
Wj
)T∥∥∥2
F
s.t. ‖Bk‖F = 1. (S100)
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In (S87), we saw that the value of (S100) is
(
σmax
( m∏
i=k+1
Wi
))2
×
(
σmax
( k−1∏
i=1
Wi
))2
≤
∏
i 6=k
(σmax(Wi))
2, (S101)
where we used the sub-multiplicity property of the operator norm (the top singular value). If σmax(Wk) = (σmax(T))1/m
for all k, then ∏
i 6=k
(σmax(Wi))
2 =
∏
i6=k
(σmax(T))
2
m = (σmax(T))
2(1− 1m ). (S102)
Thus,
λmax(Hw) = 2m× (σmax(T))2(1− 1m ). (S103)
Therefore w is a widest minimum.
IX. More Details About Our Experiments
IX.1. Linear Networks
To sample arbitrary global minima, we started with the canonical solution (27), and multiplied the weight matrices by
random matrices from the left and right, such that the the left matrix of one layer cancels out the right matrix of the next (thus
keeping the end-to-end function unmodified). Specifically, let {Ai}m−1i=1 be Gaussian random matrices with i.i.d. entries,
distributed N (0, 1). Then the weights for arbitrary solutions were generated as
Wm = US
1
m
mAm−1, Wi = A−1i S
1
m
i Ai−1, W1 = A
−1
1 S
1
m
1 V
T . (S104)
To obtain widest minima, we minimized λmax(Hw) w.r.t. the weights, by taking random steps over the manifold of global
minima Ω, and greedily progressing towards a widest solution. In detail, we randomly generated a set of matrices {A0i }mi=1
with i.i.d. normally distributed entries. We then set the initial weights of the network to be W0i = A
0
i , for all i 6= j, and
W0j =
( m∏
i=j+1
Ai
)−1
T
( j−1∏
i=1
Ai
)−1
, (S105)
where j was a random integer chosen uniformly over {1, . . . ,m}. Next, we iteratively took small random steps over the
manifold of global minima according to the following update rule.
Wt+1m = W
t
m
(
I + εtA
t
m−1
)
,
Wt+1i =
(
I + εtA
t
i
)−1
Wti
(
I + εtA
t
i−1
)
,
Wt+11 =
(
I + εtA
t
1
)−1
Wt1, (S106)
where εt is the step size at the tth iteration, and {Ati}mi=1 are again random matrices with i.i.d. normally distributed entries.
We continued to the next iteration only if the spectral norm of the Hessian decreased. Otherwise, we generated an additional
set of direction matrices {Ati}mi=1 until we got a decrement. We stopped this process when the objective achieved its minimal
value of 2m× (σmax(T))2(1−1/m), up to a minor error.
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IX.2. Nonlinear Networks
The table below summarizes the parameters and the results for the methods we used in the nonlinear setting.
Method 1 Method 2
Optimization Algorithm SGD Adam
Learning rate 1/2 3× 10−4
Other parameters momentum = 0 β1 = 0.8, β2 = 0.99
Batch size 100 100
Train loss 2.69× 10−2 ± 2.53× 10−5 2.74× 10−2 ± 4.03× 10−5
Validation loss 2.70× 10−2 ± 1.68× 10−4 2.80× 10−2 ± 1.94× 10−4
λmax 1.76± 9.43× 10−3 12.9± 2.2
Table S1. Summary of the two methods we used to train the network.
