This paper examines the application of a support vector regression (SVR) 
Introduction
Cities in South Korea have been industrialized and urbanized for a relatively short time in comparison with those of other countries. They are not well prepared for natural hazards, such as typhoons and floods, and are quite vulnerable to unexpected events, though damages caused by natural disasters have steadily increased due to climate change.
Recently, a wide range of studies related to natural hazards have been conducted in South Korea. This line of research in the field of land use planning generally identified various factors which had a significant effect on damages and tried to provide effective measures for reducing damages. For example, Shim et al., [1] examined the effect of land use characteristics on property damages caused by natural disasters. Their empirical results indicate that the size of an urbanized area, the population density, the size of an industrial district, the size of an agricultural district, the size of a bare land, the size of a levee, etc., have a significant influence on damages. And they proposed the following mitigation measures based on their findings: structural facilities, such as dams and levees, need to be fully equipped in industrial districts; the more systematic approach is required for unstructured and unkept bare lands; the local governments in their study area need to take into account the wider role of green spaces such as parks, grass lands, and wet lands, for mitigating flood losses. Shim et al., [2] classified cities in a metropolitan area based on natural hazard vulnerability. Specifically, they summarized variables related to vulnerability to some significant factors, carrying out a principal component analysis and classified cities conducting a cluster analysis. And they proposed differential mitigation measures for classified cities based on vulnerability. A report by Korea Environment Institute [3] 
Support Vector Machine for Regression
Support vector machine (SVM) has been proven to be a powerful tool in pattern recognition including classification, regression and function approximation [5] . Traditional training techniques usually focus on minimizing empirical risk; i.e., minimize the classification error of training data. However, SVM aims to minimize the structural risk in finding a probable upper bound of the classification error of training data. This has been shown to deliver a higher performance than the traditional empirical risk minimization methods used by many of the learning machines [6, 7] .
Data classification and regression, two critical components of computer science, are being used in increasingly broad and general applications. Support vector classification (SVC) is founded on the principle of minimizing training theoretical structure risk. SVC utilizes existing data to do training and then selects several support vectors by analyzing the training data to represent the whole data. The concept of SVR is similar to that of SVC. It maps regression problems from low dimensional to high dimensional vector spaces to identify the support vector in which the appropriate linear regression equation could be obtained. The scheme of SVM is shown in Figure 1 .
Figure 1. Scheme of SVM
The SVM is originally designed for binary classification in order to construct an optimal hyper-plane so that the margin of separation between two classes, negative and positive, could be maximized [8] . In general cases where the data are not linearly separated, SVM uses nonlinear machines to find a hyper-plane that minimize the number of errors for the training set, as shown in Figure 2 [9, 10] . The aim of SVM training is to find the linear separating
Figure 2. Optional Separating Hyper-plane
The SV algorithm can construct a variety of learning machines using different kernel functions as shown in Figure 3 , some of which coincide with classical architectures.
Figure 3. Architecture of SVM
Three specific kernel functions have provided acceptable kernels [9, 12, 13] . These respective kernel functions are described as follows:
where the degree of the polynominal n is a user-defined value.
▪The radical basis function
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▪The two-layer neural networks (sigmoid)
where k and δ are user-defined values.
Data Construction
The data 1 is comprised of the details of 64 administrative districts within the Seoul Metropolitan Area (SMA) in 2010, which contains three major regions, that is, Seoul Metropolitan City, Incheon Metropolitan City, and Gyeonggi province. The output variable is the amount of damages (DAMAGE) caused by natural hazards such as the wind and floods. The input variables are as follows: the population density (DENSITY), the size of a levee (LEVEE), the size of an industrial district (INDUSTRIAL), the size of an agricultural district (AGRICULTURAL), the size of a river and a stream (RIVER), the size of a park (PARK), the size of a natural grassland (GRASSLAND), the size of an inland wetland (WETLAND), and the size of an unstructured bare land (BARE). The data on the population density and the size of a park was collected from the database of the Korean Statistical Information Service. The data related to land use was calculated using the spatial analysis of GIS (Geographic Information Systems) with the land cover map provided by the Ministry of Environment, as shown in Figure 4 . The descriptive statistics for the data set are given in Table 1 . 
Case Study

Data Pre-processing and Model Requirements Setup
All data values of the input variables were rescaled in the range of "0" to "1" to adjust the group sizes and reduce a process time, using the maximum and minimum values of the respective variables as defined in Equation 4 [11, 13, 14] . For example, the variable AGRICULTURAL (0-317.02) has a wide range of values compared with the LEVEE (0-2.53) or the GRASSLAND (0-8.90). 
where n x is the normalized data value of the original value i x , max x is the maximum value for the input data while min x is the minimum.
The normalized data was divided into two separate sets in the ratio of 85% (the training set) and 15% (the test set) by random selection, in order to carry out a SVR approach. Therefore, both data sets consisted of 54 and 10 cases respectively.
Optimal kernel functions and an appropriate set of related parameters need to be determined in order to structuring SVR models. A SVR approach has a distinct feature to detect them within the pre-specified conditions, differently to other traditional computational intelligence techniques. The diverse kernel functions such as linear, polynomial, radial basis, and sigmoid functions were tried in the preliminary optimization process. The results indicated that the polynomial kernel function was suitable for the training set, based on the mean squared error (MSE). The potential range of functional forms and related parameters was narrowed down by an iterative optimization process. Table 2 shows the best kernel functions and related parameters with the lowest MSE. Therefore, the SVR model trained under the selected kernel function and related parameters was used to verify its predictive performance using the test set which was not used in the training phase. 
Empirical Results
The damages predicted by SVR and multiple OLS 2 regression models are presented in Table 3 , and the distribution of them is illustrated graphically in Figure 5 . As shown in the figure, the damages predicted by the SVR have a distribution more similar to the actual damages than OLS-predicted damages. 
Figure 5. Distribution of Damages Predicted by SVR and OLS Regression Models
The forecasting accuracy was measured by the following established error measuring criteria: root mean squared error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE). Table 4 shows that the SVR gives more precise predictions than the OLS, based on all accuracy measures. 
Relationships between Land use Characteristics and Damages
Relationships between land use characteristics and damages were analyzed by changing the values of a variable related to land use characteristics and keeping the other variables constant in the SVR model. Figure 6 shows the variations in damages relative to the size of an industrial district (INDUSTRIAL) for three randomly chosen cases in the test set. As the size of an industrial district increases, the damages increase as expected. The results reveal the positive and nonlinear relationship between the size of an industrial district and damages. Figure 7 shows the variations in damages relative to the size of an agricultural district (AGRICULTURAL) for three other cases in the test set. The curves also indicate the nonlinear relationship between the size of an agricultural district and damages. In the same way, a SVR approach makes it possible to identify relationships between the remainder related to land use and damages. 
Conclusions
This paper explores the application of a SVR approach to identifying relationships between land use characteristics and damages caused by natural hazards. Our empirical results show that a SVR model is superior to a multiple OLS regression model in terms of the predictive performance, based on accuracy measures. And the nonlinear relationships of damages with land use characteristics such as the size of an industrial district and the size of an agricultural district were identified by a SVR model. We think that the better performance of a SVR model comes from its capacity to capture nonlinear relationships between diverse land use characteristics and damages.
However, although a SVR model is proficient at discovering complicated nonlinear relationships and provides comparatively accurate predictions, it is not desirable to compare SVR and OLS regression models just in terms of the predictive performance, because an OLS regression model has its own advantage that the process and its results are easily interpretable and intelligible. An OLS regression model could be rather complementary to a SVR approach.
Lastly, a separate validation dataset was not used in our empirical analysis due to the lack of data, though it is more advisable to set up the dataset in order to avoid overfitting a specific training dataset. Nevertheless, this paper can broaden the scope of applications of computational intelligence in natural hazards research.
