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ABSTRACT 
Traditional discriminant analysis assumes that the group label of each observation is known. 
However, discriminant analysis may be appropriate even for situations in which the group or 
classification labels of the cases are not known with certainty. This paper proposes a method for 
analyzing data of this sort and develops the properties of that method. Maximum likelihood 
estimates of the parameters under two models of label uncertainty are presented, and their strong 
consistency and asymptotic normality under suitable assumptions are established. Hypothesis tests 
are given for whether the original labels are correct, and for which model of uncertainty is more 
appropriate. Computer implementation of these methods is discussed and an empirical illustration is 
presented. 
The discriminant technique proposed here incorporates a model of the uncertainty in the 
observations' group labels into the estimation of the discriminant vectors, including a parameter that 
measures the uncertainty, or error, in the labels. Two models are examined, one assuming a common 
label error across groups, and one assuming a different label error for each group. The population 
means and a common covariance matrix are estimated simultaneously with the label error parameters 
assuming multivariate normal populations. Estimates of the true group labels are provided, as well. 
The discriminant vectors are computed similarly to traditional discriminant vectors, from 
between-groups and within-groups covariance matrices based on the maximum likelihood estimates. 
The proposed discriminant vectors are shown to be consistent, in contrast to the traditional vectors, 
which are shown to be asymptotically biased when the labels are uncertain. In addition, the overall 
error rate of the classification rule based on the maximum likelihood estimates is shown to achieve the 
Bayes risk in the limit. 
The techniques presented in the paper are illustrated for a data set consisting of married women 
who have been grouped by their labor force status (employed, unemployed, or not in the labor force). 
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Although the labor force status labels are clearly defined by the government, these definitions are in 
some sense arbitrary and may not accurately reflect the true groupings among married women. The 
empirical analysis demonstrates that the new techniques are easy to use and provide interesting 
results that are quite different from those obtained using traditional discriminant techniques. The 
new techniques uncover a large amount of uncertainty in the original labels and provide more 
accurate characterizations of the conceptual groups. 
KEY WORDS: Discriminant analysis; Classification; Maximum likelihood estimation. 
4 
1. THE PROBLEM 
Discriminant analysis is concerned with the problem of distinguishing population groups on the 
basis of observed characteristics. Functions (usually linear) of these characteristics are developed to 
describe the groups and to classify individuals as members of the groups. However, the population 
groups must be unambiguously specified before they can be analyzed by these methods. 
In some situations, the conceptual population groups can be defined by a single characteristic 
that can be observed and measured accurately. Samples of observations that have been grouped on 
the basis of this variable can then be used to estimate the relationships among the population groups 
as functions of other variables. A good example of this situation is distinguishing, on the basis of 
various clinical measurements, between people who die from a particular disease and those who do 
not. 
There are many situations, however, in which the conceptual groups are difficult to define 
quantitatively even when they can be described very clearly qualitatively, often by a single 
characteristic. The difficulty in the quantitative definition may come from the mechanism used in 
measuring the particular grouping variable, or it may come from the inability of any single available 
variable to reflect the groupings accurately. In these cases, sampled observations cannot be assigned 
definitively to the conceptual groups, so estimating the intergroup relationships is more difficult. 
An example of the situation in which the qualitative characteristic cannot be measured 
accurately is the assignment of pottery shards recovered in an archeological dig to their places of 
manufacture. Every piece of pottery was made in a particular place, so the conceptual groups are 
clear, but the incomplete information available to the archeologist thousands of years later does not 
allow a definitive assignment of pottery to location. An example of the situation in which no single 
available variable accurately describes the groups is the categorization of women in the U.S. by labor 
force status (employed, unemployed, or not in the labor force), since these categories were defined by 
the government in a hierarchical fashion that may not accurately capture the groupings among 
married women (e.g., these categories might be redefined, with "homemakers" as a new category). 
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In these cases, the variable that best describes the groupings should be used, e.g., the 
archeologist's best guess as to the place of manufacture. However, it will not be certain how 
accurately the group labels assigned to sample observations represent the true conceptual group labels. 
This, in turn, will lead to uncertainty about whether intergroup relationships estimated on the basis 
of the sample labels accurately reflect the relationships among the conceptual groups. 
The problem of uncertain groupings of observations is more widespread than is generally 
recognized. Many data sets assumed to involve known labels really involve labels with some 
ambiguity. In the past, this ambiguity has rarely been recognized, in part because there has been no 
coherent body of methodology to handle it. 
2. BACKGROUND 
2.1. The Literature 
Two standard methods could be used in analyzing data of the type described above, although 
neither is completely satisfactory. One of these methods is traditional discriminant analysis, in which 
the assigned labels are assumed to be correct. The other method of analysis is clustering, in which the 
assigned labels are ignored completely. Obviously, neither of these two methods is quite correct: the 
first assumes information that may not be correct, while the second throws information away. 
The approach presented in this paper for data with uncertain labels utilizes discriminant 
analysis, rather than clustering analysis, as its basis. The literature on traditional discriminant and 
classification techniques includes complete books (e.g., Hand 1981; Lachenbruch 1975; McLachlan 
1992), as well as chapters in most multivariate statistics texts (e.g., Anderson 1984; Kshirsagar 1972; 
Gnanadesikan 1977). 
Relatively little literature is helpful for the situation of data with uncertain group labels. 
Several papers address the problem of deriving discriminant functions and classification techniques 
when the observations come from a mixture of two normal distributions and are initially unclassified 
(Day 1969; Ganesalingam and McLachlan 1978, 1979; Ashikaga and Chang 1981). A few papers 
present results for the situation when at least some of the observations are mislabeled initially 
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(Lachenbruch 1966; McLachlan 1972; Lachenbruch 1974). The pattern recognition literature contains 
several papers closely related to the research presented here, in that they utilize a model of label 
imperfection in estimating discriminant functions (Shanmugam and Breiphol 1971) and classification 
probabilities (Chittineni 1982). 
2.2 Traditional Discriminant Analysis 
Assume there are g p-dimensional groups or populations, 1r1,· .. ,1r 9 • Let qj denote the 
probability that a randomly chosen observation comes from 1r j• A sample of n observations is taken, 
iij of which are labeled as coming from 1rj, so that L~=1 iij = n. Let &j denote the probability that 
a randomly chosen observation is labeled as coming from 1r j• The observations are p x 1 vectors xij• 
. 1 - . 1 1= ,· · ·,nj, J= ,···,g. Let nj denote the number of observations that truly come from 1r j• so that 
'L ~=1 n j = n as well. When the labels are uncertain, the n j are unknown and are part of the 
information to be estimated from the data. 
When the labels are certain, iij = nj for all j. In that case, the observations are xij• i=1, .. ·,nj, 
j=1, .. ·,g, and the sample mean of the jth group is xj = (1/nj) 'L ~~1 xij· This is the type of data 
for which traditional discriminant analysis techniques are appropriate. A brief review of these 
techniques is now presented. 
Discriminant analysis has three goals: (1) the determination of which variables (dimensions) are 
most important in separating the g groups, (2) the classification of new, unlabeled observations, and 
(3) the extraction of a low-dimensional space of maximal group separation into which the data can be 
projected for graphical and explanatory purposes. The usual method is based on maximizing the 
ratio of between-groups to within-groups variation, Fa = a'Ba/a'Wa, with respect to a, where a' 
denotes the transpose of the px 1 vector a, B = [1/(g-1)] L~=l nj(xj-x)(xj-x)' is the pxp sample 
n· 
between-groups covariance matrix, W = [1/(n-g)] 'L ~=l 'L i,;l (xirxj)(xij-xj)' is the p x p sample 
within-groups covariance matrix, and x = ft L~=l njxj is the px 1 overall mean vector. 
The vector that maximizes Fa is the eigenvector ~ corresponding to the largest eigenvalue f 1 of 
w-1B. The vector ~ that produces the next largest F-ratio is the eigenvector corresponding to the 
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second largest eigenvalue e2 of w-1 B, and so on for the succeeding eigenvalues. There will be 
r :;: min(p,g-1) eigenvectors of w-1B corresponding tor nonzero (not necessarily distinct) eigenvalues. 
To ensure that these eigenvectors are distinct, the aj are usually constrained by the condition that 
A~ WAr = I, where Ar = [~ ,~,. · ·,ar] and I is the r x r identity matrix. Geometrically, these 
eigenvectors define the r-dimensional discriminant space in which the projections of the group means 
are most separated relative to the dispersion of the observations. 
The linear combinations a'x are commonly known as the discriminant functions. The coefficient 
of a particular variable in a discriminant function represents the relative importance of that variable 
to the function. In addition, the correlations of the individual variables with each of the discriminant 
functions can be of use in evaluating the relative contributions of the variables to the functions. 
The usual method for classifying a new observation into one of the g groups is to transform both 
the new observation and the group means into the discriminant space and then to classify by 
minimum Euclidean distance. If all r possible eigenvectors are used to define the discriminant space, 
this procedure is equivalent to classifying the observation by minimum Mahalanobis distance. This 
classification method assumes that the qj are equal for all g groups. If, however, estimates of the qj 
are available (the usual being nj/n), they can be incorporated into the analysis, leading to 
classification by the maximum posterior probability of the observation (see Anderson 1984 for further 
details). 
The usual goodness-of-fit criterion of the discriminant procedure, and a measure of the accuracy 
of the classification rule, is the probability of misclassification. For j,k=1,. · ·,g, let Pkj = P(x is 
classified as 1rklx comes from 1rj). Thus, there are g(g-1) misclassification probabilities, given by all 
Pkj with k:f:j, although the g-1 probabilities Pkj• k:f:j, associated with a particular group j are often 
combined as Qj = P(x is misclassifiedlx comes from 1r j) = '£ k=j:.j Pkj = 1 - P jj· Unfortunately, 
the expressions for both Pkj and Qj are intractable, making it impossible to calculate the exact 
misclassification probabilities. There are several estimators for these probabilities. The most widely 
used, the resubstitution method, tends to underestimate the true misclassification probabilities, but 
several methods have been proposed for correcting this bias. 
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The Bayesian approach to discriminant analysis begins with a prior density p(O) on the vector of 
parameters 0 for the densities of the g groups. The Bayesian posterior density of 0 given the data D 
can be obtained via f(OID) ex p(O)f(DIO), where f(DIO) is the conditional density of the data D given 
that the parameter vector equals 0. To find the likelihood of a new observation x, conditional on the 
data D and assuming that x comes from 1rj, average the density of x given 0, fj(xiO), with respect to 
the posterior density f(OID), obtaining Lj(xiD) = jfj(xiO)f(OID)dO. This conditional likelihood 
Lj(xiD) is also called the predictive density of x within group j. Combining these likelihoods with 
prior group probabilities qj, j=1,· · ·,g, we can estimate the posterior probability that x comes from 1r j 
as qjLj(xiD)/I:f:1 q_tLk(xiD). For further details and a semi-Bayesian approach to discriminant 
analysis, see Geisser (1982) and other references given in McLachlan (1992, Sec. 2.2). 
3. THEORETICAL RESULTS FOR THE UNCERTAIN LABELS PROBLEM 
3.1. Assumptions and Model 
The method presented here incorporates label uncertainty in estimating the discriminant 
functions and provides estimates of the correct labels. The following assumptions are made: 
(1) each observation truly comes from one and only one group, i.e., a unique true label does exist 
for each observation, even though this label is unknown; 
(2) the labeling mechanism does not rely on the data in assigning labels, i.e., the prior label 
information and the data are independent; and 
(3) the groups have multivariate normal distributions with different means but a common 
covariance matrix :E, i.e., 1rk ...., MVN(pk,:E) for k=1,· · ·,g, and the parameters are unknown. 
To develop the discriminant functions, a between-groups covariance matrix is needed. Define 
the p x p population between-groups covariance matrix to be li.q = I: 1=1 qj{pj- p)(pj- p)', where 
the overall population mean is p = I: 1=1 qjl'j and qj is the prior probability that a randomly 
chosen observation comes from 1r j· 
The uncertainty associated with each label can be quantified as the probability that the label is 
correct. If this probability, or some estimate of it obtained independently of the current data, is 
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available for each observation, it can be incorporated directly into the estimation procedure. 
However, because this probability will not be available in most data sets, it must be modeled. 
Let xik denote the ith observation labeled (perhaps erroneously) as k, i.e., as coming from 1rk, for 
i=1,· · ·,iik, k=1,· ··,g. A simple and intuitive model of label uncertainty is: 
P(xik E 1rk) = P(xik truly comes from 1rk) = 1-f for i=1,· · ·,iik, k=1,· · ·,g 
(1) 
P(xik E 1r j) = P(xik truly comes from 1r j) = ;_1 for i=1,· · ·,iik, j,k=1,· · ·,g, j:lk 
where 0 < f < 1. These probabilities are the prior probabilities of group membership for each 
(labeled) observation. Of course, E ~=1 P(xik E 1r j) = 1. This model's assumption of a common 
level of uncertainty for all observations will be generalized to reflect group-dependent error rates in 
Section 3.5. For the sake of simplicity, we omit explicit conditioning on the value of the uncertain 
label k in (1) and throughout the rest of the paper; this conditioning is implicit in the subscript of 
observation xik· 
The parameter f can be interpreted as the overall level of error m the labeling mechanism. 
Thus, if f = 0, all the given labels are correct, while if f = (g-1 )/ g, the given labels have been 
assigned randomly and contain no information. If f = 1, all the given labels are wrong; the labeling 
mechanism knows the correct labels and deliberately mislabels every observation randomly. Note 
that the case of f = 1 does not include the situation in which the observations are clustered correctly 
but the actual labels associated with the groupings are wrong, e.g., all observations truly from 1r j are 
labeled k and vice versa. The latter situation is actually compatible with an f of 0 since the actual 
value of the label is not used by the technique (the label is used only to identify the observations' 
groupings). Although the case off equal to 1 may never occur, an f greater than (g-1)/g might be 
plausible, as it means that more of the labels were incorrect than would result from random labeling 
(e.g., if the labeling mechanism has some misconception about the groups). 
The density of each observation is a mixture of the normal densities of the g groups, with 
mixing parameters coming from the model of label uncertainty. Under model (1), the density of 
observation xik is 
10 
fk(xik) = (1-t)hk(xik) + ~ E h;{xik) , 
g- j=fok (2) 
where h;{xik) is the MVN(pj,~) density associated with 1rj. The posterior probabilities of group 
membership under model (1) are 
P(klxik) = P(xik E 1rklxik) = (1-t)hk(xik)/fk(xik) 
P(jlxik) = P(xik E 1rjlxik) = ; 1 h;(xik)/fk(xik) for JFk. 
Like the prior probabilities in model (1), these posterior probabilities are conditional on the 
(uncertain) label k of the observation xik· 
3.2. Parameter Estimation 
The method used most often to estimate the parameters of a normal mixture density is 
maximum likelihood (see Day 1969; Hosmer 1973; Hassleblad 1966). The maximum likelihood 
estimators (m.l.e.'s) of the parameters of the densities given in (2), denoted by Pj' E, and €, are the 
solution to the equations: 
(3) 
where 
P(klx· ) = (1-£)ejkk 
•k (1 ')' € "' • 
-€ eikk + -=r L.... e 'kn 9 e=j.k ' t:; 
(4) 
for j:f:k 
and 
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These m.l.e. 's must be computed iteratively from given starting values. If the starting value for 
{ is between 0 and 1, the final solution for { is guaranteed to be between 0 and 1 because in that case 
the P( · lx;k) will be between 0 and 1 at each iteration. The properties of the computer algorithm will 
be discussed further in Section 4. There may be several local maxima or solutions to (3). In 
principle, one should check explicitly that the global maximum has been achieved and the m.l.e. 's 
found. 
These estimators are intuitively sensible. The terms P(j lx;k) are estimators of the posterior 
probabilities of membership defined in Section 3.1. Any particular Pj at a given step in the iterative 
process is a weighted average of all the observations, with the weights being equal to the posterior 
probabilities, estimated in that step, that the observations belong to 1r j· The quantity E can be 
interpreted as a weighted covariance matrix. The estimator of f is the average, over all the 
observations, of the L: P(jlx;k) (the total posterior probability that the label of xik is wrong); {can 
#=k 
be interpreted as the estimated overall level of error in the original labels. 
The estimated between-groups covariance matrix, .6.11, is defined as 
where T = L:~=1 L:7~1 (x;k-x)(x;k-x)' is the total sums of squares and cross-products matrix and p 
= (1/n) L: J=1 L: ~=1 L: ~1 P(j lxik)Pj is the estimated overall population mean. Comparing .&11 to 
the population matrix !iq suggests that ft j = L: ~=1 L: 7~1 P(j lx;k) can be considered an estimate of 
nj (which is unknown when the labels are uncertain), so that qj = ft/n is an estimate of qj, the true 
probability associated with group 1r j· 
The estimated discriminant vectors are defined as the eigenvectors &1,· • ·,ar of "t-1.6.11 that 
satisfy A~tir = I where Ar = [a1,· • ·,arl· As in the traditional case, r = min(p,g-1) when the Pj are 
linearly independent, and the rank of .6.11 is r. The interpretation of the coefficients in the 
discriminant functions, ajx, is the same as the interpretation of the coefficients of the traditional 
discriminant functions; they give the relative weights of the variables in separating the groups. Of 
course, just as in the traditional case, it is possible to choose a subset of the eigenvectors to define the 
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discriminant space. If the eigenvalues become very small at some point, i.e., A8 + I•' • ·,Ar are very 
much smaller than AI,·· ·,A8 , then one might want to conclude that the population discriminant space 
had only s dimensions and only ai, .. ·,a8 were necessary. Unfortunately, it is difficult to formulate an 
exact hypothesis test of the significance of the eigenvalues because of the unknown nature of the 
distribution of 't. 
The final parameter to be estimated is the true label of each observation. This label can be 
thought of as a vector, as follows. Let v j denote the 1 x g vector (0,· · ·,0,1,0,· · ·,0) with the jth element 
equal to 1 and all other elements equal to 0. A true label vector Lik of length g can be defined for an 
observation xik that truly comes from 7r j as Lik = v j· The vector of sample posterior probabilities 
associated with that observation, ( P(11xik),· · ·,P(glxik) ), is an estimate of the true label vector of xik· 
In fact, it is the posterior Bayes estimator of Lik with respect to the prior distribution composed of 
the estimated probabilities P(Lik = v j)· This can be seen from the following discussion. Under the 
model of label uncertainty presented in (1), the estimated prior distribution of each Lik is 
multinomial with n = 1, P(Lik = vk) = 1-£, and P(Lik = vj) = 9~1 for each j#=k. The estimated 
posterior distribution of Lik reduces to the expressions defined in ( 4), 
for j=k 
for j:f;k · 
Since the mean of this distribution is the posterior Bayes estimator of the label vector, we get 
(5) 
When a classification decision is not the sole objective, the analyst may obtain additional useful 
information from the relative magnitudes of the probabilities in Lik . 
When one is interested in classifying a new, unlabeled observation, Xo• to a group, the vector of 
estimated posterior probabilities, 
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can be used. P(j IXo) is based on less information than P(j lxik) because it is not conditional on an 
uncertain label as P(j lx;k) is. Of course, if the new observation has been assigned an uncertain label, 
the vector given in (5) can be computed instead. 
It is also possible to make a classification decision for a new, unlabeled observation by extending 
the traditional discriminant analysis methods to the uncertain labels model. One choice of decision 
rule is to classify Xo as 11" j if P(jl.xo) = maxk P(kl.xo). This is equivalent to the rule of classifying Xo 
as 11"j if 653-2logqj = mink(65k-2logqk) where 65k = (Xo-Pk)'iJ""1(.xo-i'k) is the estimated 
Mahalanobis distance of Xo from Pk· This rule can be restated as classifying Xo as 11" j if 
(z0-v3)'(z0-v3)-2logqj =mink [(z0-vk)'(z0-vk)-2logqk], 
where z0 = A~Xo· ilk = A~jlk, and Ar = [ir1,· • ·,irr] so that (z0-vk)'(z0-vk) is the Euclidean distance of 
Xo from Pk in the discriminant space. Recall that this equivalence holds only if all r eigenvectors 
corresponding to the r nonzero eigenvalues are used. When the Ctj are all equal, this classification 
method is based on minimizing the estimated Mahalanobis distance of Xo from Pk• but when the Ctj 
are unequal, the classification is weighted towards those groups with higher prior probabilities. 
These classification methods can also be used to "classify" each original observation to obtain an 
estimate of the true label that is different from the estimate given by (5). The only modification is 
that P( · lx;k) as defined in the m.l.e. algorithm is used in place of P( · IXo)· This procedure is 
equivalent to using only the largest element of the vector given in (5) instead of the whole vector. 
Since it is often desirable to be able to assign each observation to a specific group, this procedure may 
be useful, although it does throw away the information present in the actual values of the conditional 
probabilities. Thus, combining the two labels may be the best solution, i.e., by making a 
classification decision but also examining the vector given in (5). 
The true conditional probability of misclassification of the estimated classification rule given 
above is P j = P[P(jjx) =/= maxm P(mlx) I x E 11" 3]. Unfortunately, the intractability of the distribution 
of the P( · jx) prevents the exact evaluation of these misclassification probabilities. The true overall 
conditional probability of misclassification associated with the optimal classification regions for 
14 
multivariate normal groups can be defined as PM= EJ=t qj Ek=foj Pkj = EJ=t qjQj, where 
Pkj and Qj are defined in Section 2.2. This is the minimum error rate attainable. Again, it is 
impossible to evaluate analytically the multiple integrals needed to derive the value of PM· 
The individual conditional misclassification probabilities defined above cannot be estimated 
from the sample because the observations' true labels are unknown. However, it is possible to 
estimate the overall error rate PM· The estimator suggested here is E0 = 1-~0 E ~,gl maxm 
P(mlx;), where the X; are a sample of n0 unlabeled observations to be classified that are independent 
of the sample used to compute the m.l.e.'s. 
Ganesalingam and McLachlan (1980) examined the properties of E0 for the two-group case. 
First they derived the asymptotic bias of E0 in estimating P M• which equals q1 P 1 + q2P 2 in the two-
group case. They then performed computer simulations to evaluate the bias of E0 when n is small. 
Results were derived assuming three different distributions of the observations, one of which was a 
normal mixture. Ganesalingam and McLachlan concluded, for the normal mixture case, that E0 
performs similarly to the "plug-in" estimator, which is used frequently in traditional discriminant 
analysis and is designed specifically for normal groups with a common covariance matrix. 
If it is impossible to obtain an independent sample of n0 observations, the estimator 
(6) 
can be used, where now the posterior probabilities are associated with the same observations that were 
used in computing the m.l.e. 's. Of course, this estimator will be biased downward, similarly to the 
resubstitution estimator discussed in connection with traditional discriminant analysis. 
In deriving the maximum likelihood results, we have assumed that cis completely unknown and 
must be estimated from the likelihood equations. It is possible, however, that c either is known or 
can be accurately estimated from previous data, e.g., if the labels were assigned by a machine for 
which the labeling error was known from the method of construction of the machine or could be 
estimated from previous test runs of the machine. In this case, the m.l.e. 's of the l'j and E are those 
given in (3) with ( replaced by this prior value of c; there is, of course, no expression for (. 
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A special case of the situation in which £ is known is £ = 0. This is equivalent to having labels 
that are certain, and traditional discriminant techniques are appropriate. In fact, the maximum 
likelihood estimates fJ; and 'E reduce to the traditional estimates, and the discriminant vectors reduce 
to the traditional vectors. 
3.3. Asymptotic Properties of the Estimators 
Small sample properties of the m.l.e. 's, such as expected values and variances, seem to be 
impossible to derive theoretically because of the iterative nature of the estimation procedure. 
However, asymptotic results can be developed. The proofs for all of the following theorems and 
corollaries are given in the Appendix; full details can be found in Lichtenstein (1985). 
Theorem 1. The m.l.e.'s as defined in (3) exist in probability and are strongly consistent estimators 
of the true parameters for 0 ~ £ ~ 1. 
Before presenting the results concerning the asymptotic normality of the m.l.e. 's, we must define 
the matrix J = [J,.,(O)] whose (r,s)th element is given by 
where Rk is the region over which the values of Xk are defined; 9 is a parameter vector of dimension 
pg + !P(P + 1) + 1 equal to (pj,· ··,p~, Ew E12, E22,· • ·,EPP' £); fk = fk(:xk) is the normal mixture 
density given in (2); and qk is the prior probability of an observation being labeled as group k. 
Theorem 2(i). The m.l.e.'s ~Jt,- · ·,fJg, 'E, and f: are asymptotically jointly normally distributed about 
the true parameter values with covariance matrix J01, where J0 = [J,.,(IJ")] and (f is the vector of true 
parameter values, for 0 < £ < 1. 
Theorem 2(ii). When £ = 0, as n-+oo the m.l.e.'s #Jt,···,jJg, 'E, and f: have the following joint 
asymptotic distribution, which is a "truncated" normal distribution: 
(1) with probability !, f: = 0 and "fff(jJ1 ,· • ·,jJg, E) have a joint normal distribution centered at the 
true values and with covariance matrix (J6f1, where J6 is the upper left square submatrix of J0 
of dimension pg + !P(P + 1); and 
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(2) with probability !, 'fll(jJ11• • ·,jJ9 , t, f) have a joint normal distribution centered at the true 
values, with covariance matrix JQ1 (of dimension pg + ! p(p + 1) + 1} and restricted to { > 0. 
The final asymptotic results follow directly from the consistency of the m.l.e.'s and certain 
algebraic identities: 
(1) The matrix .6.4 is consistent, 1.e., .6.4-+aq in probability as n-+oo, n;fn-+qj for all j, and 
ii k/ n -+ qk for all k. 
(2) The quantity clj = n;fn = (1/n) L ~=1 L ~~ 1 P(jlx;k) is a consistent estimator of qj, i.e., clj 
Corollary. The set of eigenvectors aj is a consistent estimator of the set of population eigenvectors aj 
as long as the corresponding nonzero eigenvalues are distinct. 
The parameter t deserves attention beyond its role in the estimation of the discriminant vectors 
and group labels since, as mentioned earlier, t measures the overall error rate in the labels. It is 
therefore useful to derive hypothesis tests concerning t. The most interesting hypothesis is that the 
original labels are correct, i.e., H0: t = 0. A test can be constructed based on the generalized 
likelihood ratio. 
Begin by defining the sample within-groups covariance matrix as W = [1/(n-g)] L :=1 L ~~1 
(xik -xk)(xik -xk)' and the sample between-groups covariance matrix as B = [1/(g-1 )] L :=1 iik (xk-
x)(xk -x)', where xk = (1/iik) 2: ~~ 1 xik and x = (1/n) 2: :=l fikxk = (1/n) 2: :=I 2: ~~ 1 xik· The 
relationship to the matrices Wand B defined in Section 2.2 is clear. 
Theorem 3. The a-level asymptotic likelihood ratio test of H0 : t = 0 rejects H0 when -2 ln 
A > x~(l-2a) where 
- -n/2 ng niik -
A = IWI - k=I i=l e~kk ' 
li-.1-n/2 n g n nk [<1 .). t "" • ] 
,u k=I i=1 -t eikk + g-1 L.J l-:f=k eikl 
eikk = exp[-!(xik-xkyw-1(xik-xk)} the denominator of A is computed from the original m.l.e.'s of 
(3), and x~(l-2a) is the (1-2a)th quantile of the x2 distribution with 1 degree of freedom. 
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Of course, it is also possible to construct a likelihood ratio test similar to the one above for a 
general hypothesis H0 : f = f*. The form of this asymptotic test is now to reject H0 when -2 ln 
>. > x~(l-a) where 
>. = IEf*l-n/2 Q I} [(1-E*)efkk + -:; '£ e f= k e:ke] 
ltrn/2 Q I} [(1-f)eikk + g~ 1 '£ e t= k eike] 
and Ef* and e:kl are the m.l.e.'s computed with f = f* fixed (see Kendall and Stuart 1979, pp. 246-
247). 
3.4 Assessment of the Estimators 
In investigating the merits of aJ.x,· · ·,a~x as the discriminant functions, we can compare them to 
the obvious competitors, aJ.x,·. ·,a~x, where the aj are the eigenvectors obtained by using the 
traditional discriminant technique as if the labels were correct. An important question is whether 
using traditional techniques on data with uncertain labels, i.e., ignoring the uncertainty, gives much 
less accurate results than the theoretically correct but more complicated m.l.e. technique. The large-
sample properties of the techniques will be compared here. 
The limits of W and B, the sample within-groups and between-groups covanance matrices 
defined in Section 3.3, can be derived very easily since each xk is based on iik i.i.d. observations. 
Theorem 4. 
[(n-g)/n] w --+ :E + uf with probability 1 
and 
with probability 1 , 
as n--+ oo and iik/n --+ qk for all k, where Uf = '£ ~=1 qjPjPJ - '£ :=1 qkE(xk)E(xk)' is a 
nonnegative definite matrix, and E(xk) = (1-E)Pk + [f/(g-1)] E Pe• which follows from equation (2). 
ef:k 
Consequently, even in the limit, W will "overestimate" the true within-groups covariance matrix 
and B will "underestimate" the true between-groups covariance matrix. The direction of the bias of 
W 1 B in estimating :E"" 1 ~q is uncertain, since 
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(7) 
so the bias depends on the actual values of :E and fie Because we are ultimately interested only in 
the consistency of the eigenvectors of W 1 B in estimating the eigenvectors of E""14q, it is more 
appropriate to look at the asymptotic bias of W 1B in estimating aE""14q + bl (which has the same 
eigenvectors as E""14q). Examining (7) reveals that the bias will be zero when E""1 Ut = dl for any 
constant d :/= 0. This is a restrictive condition; many reasonable configurations of the groups would 
result in :E-1fJ£ 'f: dl and a traditional estimate that is asymptotically biased. 
We have just shown that using traditional discriminant techniques when the labels are uncertain 
results in inaccurate estimates; the magnitude of the inaccuracy depends on the configuration of the 
groups. We now move on to examine how well the correct m.l.e. technique estimates the true 
parameters. 
Theorem 5. The estimated error rate given in (6) achieves the Bayes risk in the limit, i.e., E -+ R in 
probability, as n-+oo and fik/n-+ qk for all k, where R = :E:=l qkE2)r(xk)] is the Bayes risk and 
r(xk) = 1 - maxm P(mlxk). 
3.5. Group-Dependent Errors 
A model of the uncertainty in the labels that may be more appropriate for many data sets 
allows for group-dependent errors. Formally, this model is: 
P(xik E 1rk) = P(xik truly comes from 1rk) = 1 - tk 
tk P(xik E 1r ;) = P(xik truly comes from 1r ;) = g-1 for j :/= k , 
where 0 ~ tk ~ 1, k = 1,· ··,g. 
It is possible to interpret tk as the level of error in the kth label, i.e., as the error rate of the 
labeling mechanism in assigning the label k to observations. For example, in the data on the labor 
force status of U.S. women discussed in Section 1, it is quite possible that the official government 
category of "not in the labor force" is more accurate than the other two categories because these 
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women are more homogeneous, e.g., in staying home to take care of small children. Particular values 
of fk can be interpreted similarly to the corresponding values of f. Thus, fk = 0 means that all the 
observations labeled k are correctly labeled, while fk = 1 means that all those observations are labeled 
incorrectly. And f k = (g-1) / g means that the label k was assigned randomly to observations that 
were equally likely to have come from 1r 1,. · ·, 1r 9 • 
The distribution of an observation x labeled k is now fk(x) = (1-fk)hk(x) + [fk/(g-1)] E j=:fok 
h;(x), where h;(x) is the MVN(P;• E) density associated with 11";· The m.l.e.'s of the parameters are 
denoted by fJ;, "E, and ek, and are the solution to the equations: 
where 
for j :/= k 
and 
These m.l.e.'s can be interpreted in much the same way as those of Section 3.2, and their asymptotic 
properties, as well as the proofs of these properties, are essentially the same as those presented in 
Section 3.3. 
The estimated discriminant vectors are then derived in the same way as for the previous model, 
i.e., a1, .. ·,ar are the eigenvectors of t-1..&9. It is interesting to note that, if g = 2, the asymptotic 
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discriminant function is equivalent to DM of Lachenbruch (1966). Just as in the common error 
model, I;-l &i -+ 'E-1.6., in probability and aj -+ aj in probability for j = 1,· · ·,r as n-+ oo and fik/n -+ 
qk for all k. 
As in the common f case, the sample matrices W and B do not estimate the population matrices 
correctly. The result of (7) in Section 3.4 holds with the nonnegative definite matrix Ut: defined in 
Theorem 4 replaced by an analogous but more general matrix Ut: , in which tk replaces tin E(xk). 
k 
Finally, it is useful to derive hypothesis tests concerning the error terms tk. There are two 
hypotheses of major interest in the group-dependent case. The first is the hypothesis that the 
observations originally labeled k are correctly labeled, i.e., H0: tk = 0 for a specific, arbitrary k. The 
second hypothesis is that the error rates in the labels are the same across groups, i.e., H0: t 1 == · • · == 
t 9 == f f= 0. Both of these hypotheses can be tested using a generalized likelihood ratio. 
Theorem 6{i). The a-level asymptotic likelihood ratio test of H0: tk == 0 for a single specified k 
(1 $ k $g) rejects H0 when -2 en A> x~(1-2a) where 
with the m.l.e.'s in the numerator computed with the particular tk set to 0, and with the denominator 
computed from the original m.l.e.'s in (8). 
Theorem 6(ii). The a-level asymptotic likelihood ratio test of H0: t 1 == • • • = t 9 = t :/: 0 rejects H0 when 
-2 en A> x;_1(1-a) where 
with the numerator computed assuming a common t (and thus the m.l.e.'s given by (3)), and with 
the denominator computed from the m.l.e.'s in (8). 
21 
4. COMPUTER ALGORITHM 
The properties of the simple normal mixture algorithm have been studied fairly extensively (Day 
1969; Hassleblad 1966; Everitt and Hand 1980). Since the m.l.e. algorithm presented in this paper is 
very similar to the algorithm for a simple normal mixture, it is reasonable to assume that many of its 
properties are also very similar. 
There are two different types of methods that are typically used in estimating the parameters of 
a normal mixture: (1) a special root-finding technique such as Newton-Raphson, and (2) the EM 
algorithm (Dempster, Laird and Rubin 1977). The root-finding method involves inverting a square 
matrix of second derivatives of order pg + ~ p(p + 1) + g -1. Since the EM algorithm involves solving 
the likelihood equations directly, iterating from some starting value until a criterion of convergence is 
satisfied, it is the preferred method. Day (1969) derived an algebraic modification of the original 
equations that requires less computation per iteration, but unfortunately is appropriate only for two 
groups. 
Day (1969) also mentioned the difficulty that there will be several local maxima for almost 
every data situation. Everitt and Hand (1980, p. 47) stated that "· · · in the multivariate situation 
satisfactory initial estimates are almost essential if one is to avoid misleading solutions." However, 
Peters and Walker (1977, p. 365) stated that "· · · with probability 1 as N approaches infinity, this 
procedure converges locally to the strongly consistent maximum-likelihood estimate." They defined 
local convergence to a limit as convergence to that limit whenever the starting values are "sufficiently 
near" the limit. In fact, Peters and Walker proved local convergence to the m.l.e. for a more general 
scheme that includes the simple scheme of using the maximum likelihood equations directly. Thus, 
although in small samples one must worry about finding the m.l.e. (perhaps by using the algorithm 
with different starting values), asymptotically one is safe. Of course, only local convergence to the 
m.l.e. has been proven; thus, there is still the problem of choosing "good" starting values. 
Since the uncertain labels equations also fit into the framework of the EM algorithm, it makes 
sense to use that type of algorithm in solving them. In addition, by analogy with the theory 
presented for the simple mixture case, it is reasonable that this type of algorithm will have good 
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properties and will converge locally to the m.l.e. with probability 1 as n goes to infinity. Of course, 
the same difficulties concerning starting values arise. 
The problem of finding the solution to the maximum likelihood equations was discussed in 
Section 3.2. However, there is no problem in the actual computation of the estimators. If equations 
(3) are solved iteratively from a starting value of { that is between 0 and 1, the estimates { in all 
successive iterations must also be between 0 and 1; this is because the estimated P( ·lx;k) will be 
between 0 and 1 in every iteration when { is between 0 and 1. And if the maximum occurs at { = 0 or 
{ = 1, the algorithm converges to the correct value without difficulty. What happens can be described 
as follows (using the case of { = 0 to illustrate): if the solution to the likelihood equations would 
result in { < 0, the algorithm keeps trying to reach that value by pushing { to smaller and smaller 
values. However, { is constrained to be greater than or equal to zero, so the parameter estimates 
change less and less. Since the criterion of convergence for the algorithm is that the estimates change 
less than a given amount, convergence is achieved at (or very close to) { = 0. 
It would be possible to check whether oen L/ of evaluated at f = 0 is negative before allowing the 
iterative process to begin, in which case no iteration is necessary and the m.l.e. 's are { = 0 and the 
associated 'P/s and E. However, since the algorithm converges fairly rapidly to the solution with 
€ = 0 when oen L/ of is negative, the added computational burden of evaluating the first partial 
derivative appears unnecessary. 
5. AN EMPIRICAL EXAMPLE: EMPLOYMENT STATUS OF MARRIED WOMEN 
5.1. Economic Background of the Problem and Description of the Data 
The analysis presented in this section illustrates the techniques developed in the paper using the 
example described in Section 1 involving the employment status of married women. The discussion 
here will be brief; for further details see Lichtenstein (1985). 
The U.S. Bureau of Labor Statistics (BLS) defines three employment status categories: 
employed, unemployed, and out of the labor force. The official definitions of these categories are 
hierarchical in the sense that "having a job takes precedence over seeking work" (Niemi 1974, p. 333) 
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and seeking market work takes precedence over being active in nonmarket work. The unemployed 
category is defined as civilians who are not employed (in market work) in the survey week but are 
available for work. Thus, "a housewife who is seeking employment in the market is defined as 
unemployed, with her search for a job taking precedence over her nonmarket work" (Niemi 1974, p. 
333). 
Economic theory implies that the employment categories may not be the best way of grouping 
women in two specific ways. First, many women labeled as being out of the labor force have chosen 
the "predominant female option of a nonmarket 'occupation' ... of homemaker" (Johnson 1983, p. 61) 
in much the same way that other women have chosen a market occupation. Thus, these women 
should have some characteristics that are similar to those of some women who are officially employed. 
Second, there is instability in the unemployed category because of the high mobility of women 
into and out of the labor force. An unemployed woman may get discouraged and drop out of the 
labor force because the nonmarket occupation of homemaker is an acceptable option for her. In 
addition, a homemaker who happened to look for a job at some point in the month prior to the 
survey would be considered unemployed, while another homemaker with similar characteristics who 
did not have time to look for a job would be considered out of the labor force. 
The data of this example were collected on 5,355 married women who were part of a sample of 
husbands and wives taken from the Current Population Survey of 1975 (since the data are published 
in March of the following year, this is officially the March 1976 Current Population Survey). 
Therefore, conclusions reached in this analysis apply only to U.S. married women living with their 
husbands. 
5.2. Model Selection 
Traditional discriminant analyses provide the basis for the choice of a tentative model to be 
used by the m.l.e. techniques. The stepwise discriminant procedure of SPSS was used, as it provided 
a wide range of useful output and was flexible and easy to use. The models were judged on the basis 
of economic theory, misclassification percentages, plots of the data in the discriminant space, and the 
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canonical correlations associated with the discriminant vectors. 
The abbreviations UE for unemployed, EM for employed, and NL for out of the labor force will 
be used for the three groups. Nine observations with unusually large values for certain variables were 
deleted from all analyses because they distorted the choice of model while not contributing anything 
important. In addition, the sample was randomly divided in half because it was so large, with one 
half being used to validate the results obtained for the other half. 
Since there are three groups and more than one variable, the discriminant space is two-
dimensional (its dimension equals min(p, g -1 )), and there are two discriminant vectors. Simulation 
studies had revealed that problems occur in ranking the discriminant vectors by the size of their 
associated eigenvalues (and hence in comparing specific discriminant vectors across techniques). 
Thus, although denoting the vectors as first or second based on the size of their associated eigenvalues 
may be unclear (but convenient as a notational convention), the general interpretation of the 
coefficients in the individual vectors is unaffected. 
The final model chosen on the basis of the preliminary analyses had a reasonable condition 
index of 23 (see Thisted 1988, Sec. 3.5) and no serious collinearity problems. We will discuss the 
vectors further in Section 5.4 when we compare the traditional and m.l.e. methods. 
When the m.l.e. techniques were used for the chosen model, they produced some unexpected 
results. Both algorithms converged to m.l.e. 's of the group means with values of the variable "race" 
equal to 0 or 1, with the variance of the race variable equal to 0 (which, of course, causes E to be 
singular). This suggested that the race variable should not (and, in fact, could not) be in the model 
and demonstrated that the m.l.e. technique can be used for variable selection. Further investigation 
revealed that removal of the race variable from the analysis did not change the results very much. 
The m.l.e. algorithm was quite expensive to run on such a complex problem and such a large 
data set. Thus, both half samples being used were themselves randomly split, with no substantial 
effect on the estimates. 
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5.3. Classification Results 
The estimated label errors, probabilities of misclassification, and classification results are given 
in Table 5.1. The classification tables are based on classifying each observation to the group for 
which its posterior probability is greatest. The stability of the error parameters was assessed by 
validating the results on other observations, which indicated that the error parameter estimates and 
misclassification probabilities were remarkably stable, making it possible to interpret and evaluate the 
error parameters with a great deal of confidence. 
Since the computed chi-square (1 degree of freedom) value of 240.56 has a p-value of less than 
.000001, the hypothesis that the overall error rate in the labels is zero (~ = 0) can clearly be rejected. 
Hence, our suggestion that the official BLS definitions of the employment categories are inaccurate for 
wives with husbands present seems to be correct. Furthermore, the hypothesis that the error rate in 
the labels is the same for all three groups (f1 = ~2 = E3) can clearly be rejected, since the computed 
chi-square (2 degrees of freedom) value of 447.59 has a p-value of less than .000001. 
The misclassification probabilities estimated from both the original and new observations are 
lowest for the group-dependent error model. The large difference between the traditional and m.I.e. 
misclassification probabilities is due in part to the different definitions of the posterior probabilities in 
the two cases (the m.I.e. values incorporate the modeled prior probabilities). However, even allowing 
for that difference, the group-dependent error model classifies observations much more accurately. 
The appropriate model for this data set seems to be the group-dependent error model; hence, most 
attention in the rest of this section will be focused on results for this model. 
The values of the £j are extremely informative. The economic theory presented in Section 5.1 
discussed the high degree of instability in the unemployed category, thus explaining the large value of 
£2, the error in the UE label. The large value of £3, the error in the EM label, indicates that 
employed women are very heterogeneous in age, educational level, presence of young children at 
home, and family wages. The size of £1 implies that those women labeled NL are extremely 
homogeneous, as might be expected. The combination of £1 and £3 supports the economic theory that 
suggested a similarity between women labeled NL and some women labeled EM. 
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Table 5.1 
M.L.E. TECHNIQUE RESULTS: 
ESTIMATED LABEL ERRORS AND CLASSIFICATION RESULTS 
Common Error Model 
Overall error in original labor force category labels: £ = .24664 
Test statistic for null hypothesis f = 0: 240.56 
Number of iterations= 47 
(p < .000001) 
Total probability of misclassification estimated from original observations= .11475 
Total probability of misclassification estimated from new observations = .12528 
Group Dependent Error Model 
Error in original label NL: 
Error in original label UE: 
Error in original label EM: 
£1 = .07445 
£2 = .67135 
£3 = .78346 
Test statistic for null hypothesis E1 = E2 = E3: 447.59 
Number of iterations= 49 
(p < .000001) 
Total probability of misclassification estimated from original observations = .04236 
Total probability of misclassification estimated from new observations = .04429 
Traditional Model 
Total probability of misclassification estimated from original observations = .30785 
Total probability of misclassification estimated from new observations = .32205 
27 
The classification results for the traditional discriminant analysis provide additional support for 
the hypothesis that the category UE is unstable. All of the women initially labeled as UE were 
reassigned. Of course, unequal within-group covariance matrices might also have caused this result, 
since classification results based on a pooled within-group covariance matrix, which these are, would 
not accurately account for the spread of the data in that case. In fact, a test of the homogeneity of 
the covariance matrices for the three groups indicates that they are very different from each other. 
However, the classification results computed using individual within-group covariance matrices are 
very similar to those computed using a pooled covariance matrix. Thus, the suggestion that the error 
in the label UE is large seems valid. 
5.4. Discriminant Vector Coefficients 
Table 5.2 contains the standardized discriminant vectors obtained by the three estimation 
techniques. The matrix of standardized vectors, S, is obtained as S = DV, where V is the output 
matrix of eigenvectors that satisfy the relationship V'EV = I, D = diag( D-11, • • • ,upp} and the u.U are 
the diagonal elements of 't. 
Looking first at the traditional discriminant vectors, it can be seen that the second vector is 
contributing very little, since the associated eigenvalue is very small. The second vector seems to be 
separating the women primarily on the basis of their full-time wage. 
A comparison of the traditional vectors with the group-dependent error vectors shows how 
different the two sets of results are. The greatest difference is that in the group-dependent error 
analysis, both vectors contribute substantially to the discrimination. An examination of the first 
vector reveals that the general pattern of coefficients is similar to that of the traditional vector, 
although certain variables seem more important and others less important than for the traditional 
vector. The second vector seems to be discriminating primarily on the basis of the women's full-time 
wage; this is similar to the behavior of the second traditional vector, except that the sign of the 
coefficient has changed. 
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Table 5.2 
STANDARDIZED DISCRIMINANT VECTORS 
Traditional Technique 
Variable 
Presence of children under 6 
Husband's full-time wage 
Husband's potential unemployment payment 
Wife's full-time wage 
Wife's potential unemployment payment 
Indicator for wife under 30 
Wife's education level 
Eigenvalue 
Vector 1 
.56614 
.58001 
-.29596 
-.71663 
.94801 
-.27361 
-.37591 
.32029 
Common f: M.l.e. Technique 
Variable 
Presence of children under 6 
Husband's full-time wage 
Husband's potential unemployment payment 
Wife's full-time wage 
Wife's potential unemployment payment 
Indicator for wife under 30 
Wife's education level 
Eigenvalue 
Vector 1 
.69924 
.56477 
-.06158 
-.65495 
.41490 
-.37262 
-.46189 
.57355 
Group-Dependent f:; M.l.e. Technique 
Variable 
Presence of children under 6 
Husband's full-time wage 
Husband's potential unemployment payment 
Wife's full-time wage 
Wife's potential unemployment payment 
Indicator for wife under 30 
Wife's education level 
Eigenvalue 
Vector 1 
.08938 
.35163 
-.68733 
-.68085 
1.44293 
-.01345 
-.13030 
1.08089 
Vector 2 
-.24426 
.17260 
.05664 
.65071 
.29699 
-.13656 
-.00381 
.00648 
Vector 2 
-.05179 
.23718 
-.77810 
.04530 
1.18710 
.00815 
-.02168 
1.39822 
Vector 2 
.01443 
-.02489 
.35267 
-1.01154 
-.02645 
.05692 
-.02574 
2.26460 
29 
5.5. Plots of the Discriminant Spaces 
For the sake of brevity, we merely summarize these results here. Plots of the group means in 
the traditional and m.l.e. discriminant spaces can provide insight in several ways. First, these plots 
reveal that the distances among the group means are small compared to the spread of the data for all 
three techniques. Hence, the results must be viewed somewhat judiciously because the m.l.e. 
techniques do not perform as well when the means are close together as when the means are well 
separated relative to the within-group spread. 
Second, the configuration of the means helps in the interpretation of the discriminant vectors 
and the characterization of the groups. The traditional means are practically on a straight line, which 
is in accordance with the previous conclusion that the second vector was not contributing very much; 
it is clear from the plot that the first vector separates the NL women from the rest. 
The group-dependent error means are quite widely separated and clearly span a two-dimensional 
space. One of the means is very close to the mean of the initial NL group; this is in accordance with 
the small €1. The means of the other two groups are reversed in their spatial configuration from that 
of the corresponding traditional means; this is due to the change in sign of the key coefficient in 
vector 2 (see Table 5.2). 
It is also of great interest to compare the initial label and final label of each observation by 
examining plots of the individual data points transformed into the different discriminant spaces. The 
plot of the data transformed into the group-dependent error m.l.e. space indicates that the three 
groups corresponding to the three means are quite distinct. It seems that the women originally 
labeled EM have been split into two groups, while the women originally labeled NL are still grouped 
together and concentrated in approximately the same location as in the traditional space. 
5.6. Conclusions 
Based on the analysis presented here, it seems that the official employment categories do not 
reflect the true employment status groupings of married women. It must be mentioned that there is 
another possible explanation for the results presented in this section. If the population within-group 
covariance matrices are not equal, the unequal variation of the groups can be confused with the label 
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errors. In that case, the estimated common within-group covariance matrix, f:, is really estimating 
an "average" of the three population within-group covariance matrices. Observations that are not far 
from the mean of the group defined by their uncertain labels in the metric of the correct covariance 
matrix for that population may appear far in the metric of the estimated average of the covariance 
matrices, thus confusing the m.l.e. algorithm into considering them mislabeled (which will, of course, 
result in an incorrectly inflated estimate of f/ 
The sample within-group covariance matrices are different for the three groups defined by the 
original uncertain labels and the hypothesis that the population within-group covariance matrices are 
the same is rejected based on these sample covariance matrices. However, at the present time there is 
no way to determine whether the population within-group covariance matrices are equal if the labels 
truly are uncertain. Either the original labels are correct and the inequality of the population 
covariance matrices is causing the appearance of label errors, or the original labels are uncertain and 
the equality of the population covariance matrices is still undetermined. In the latter case, unequal 
population covariance matrices might still affect the estimated label errors, in directions depending on 
the relative sizes of the three within-group covariance matrices. 
Assuming that the population covariance matrices are all the same, the analyses presented in 
this section demonstrate how the techniques proposed in this paper can improve on the traditional 
discriminant techniques. Valid group-dependent error rates in the labels were estimated with 
associated discriminant vectors that produced lower misclassification probabilities. 
Our results agree with the conclusion reached by Johnson (1983) that the definitions and 
methodology used to determine unemployment status categories have considerable influence on 
unemployment statistics for women. In the analysis described in this section, many of the women 
labeled EM had characteristics that grouped them together with women labeled NL. One can 
interpret this as supporting Johnson's view that home production can be recognized as one form of 
employment. Thus, the m.l.e. techniques proposed in this paper uncover a phenomenon suspected in 
other studies and help to redefine groupings hypothesized to be inaccurately defined. 
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6. CONCLUSION 
The problem discussed in this paper, uncertain group assignments in a discriminant setting, is 
much more widespread than is generally recognized. Analysts usually ignore the uncertainty in the 
groupings and utilize existing statistical techniques. There is a need for a method that explicitly 
accounts for the error in the group labels and estimates its prevalence. 
The statistical technique suggested here can be recommended for several reasons. First, the 
model of label uncertainty is intuitively appealing, and the parameter estimators are intuitively 
sensible. Second, the parameter estimators have good asymptotic properties, which the traditional 
estimators, computed by ignoring the uncertainty in the labels, do not. Finally, the computer 
algorithm proposed is reasonably straightforward, since it is a form of EM algorithm, and appears to 
have good properties. For the first time, problems involving uncertainly grouped observations can be 
analyzed properly. The properties of the techniques discussed in this paper have been shown to 
support the worth and practicality of these techniques. 
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APPENDIX: PROOFS 
Proof of Theorem 1. 
The strong consistency of the m.l.e.'s is proved by an extension of the proof in Wald (1949). 
The following assumptions in addition to those in W aid are necessary: 
1. The parameters are identifiable. 
2. :E is nonsingular. 
3. There exist constants ih,···,q9 such that iik/n--+qk as nk--+oo. 
Wald's proof is for the case of i.i.d. observations; we extend his proof to the case of g groups of 
i.i.d. observations. Assumption 1 above is equivalent to Assumption 4 of Wald. Assumptions 1-8 in 
Wald's paper hold for each of the fk(x) if his Assumptions 3, 5, and 7 are replaced by Assumption 9 
given at the end of that paper. Lemmas 1-3 of Wald's paper hold for each fk(x); this follows directly 
from the assumptions of these lemmas. 
Wald proved the result in two steps. Rewrite his Theorem 1 (the first step) as 
where w is any closed subset of the parameter space that does not contain the true value tr. Then the 
proof follows directly from the strong law of large numbers and Slutsky's Theorem, just as in Wald's 
paper. Wald's Theorem 2 (the second step of the proof) applies with no changes, so the strong 
consistency of the m.l.e. 's is proved. 
Proof of Theorem 2. 
The proof of the asymptotic normality of the m.l.e. 's requires the following additional 
assumptions: 
4. For almost all xk t: Rk and for all IJ t: E>, 
and 
exist for r, s, t = 1,· · ·, pg + !p(p+1) + 1; k = 1,. ··,g. 
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5. For almost all xk f Rk and for every (} f 8, 
and 
where F kr(xk) and F krs(xk) are integrable over Rk, and 
f Hkrst(xk) fkdxk < Mk 
Rk 
(k = 1,· · ·,g; r, s, t = 1,· · ·,pg + ~p(p+1) + 1), where the Mk are finite positive constants. 
6. For all(} f 8, the matrix J = [Jr8 (0)] is positive definite with finite determinant. 
The proof of part (i) follows very closely the proof of Theorem 1(iv) of Bradley and Gart (1962), 
which develops the asymptotic properties of mixture distributions. Letting (} = (p.1 ,· · ·,p.g, E, f), this 
theorem states that '\[ff(O-Oo)-+Z in distribution as n-+oo and fik/n-+qk, where Z"' MVN(O,JQ1) 
and (Jo is the vector of true parameter values. The proof is based on expansions of the partial 
derivatives of the log likelihood function en L = E ~=1 E ~~1 en fk(x;k). 
The proof of part (ii) follows the proof of part (i) with one modification. As before, the 
quantities [Ben fk(x;k)f80r] , i=l,· · ·,fik, are i.i.d. values that can be negative. Hence 
f=O 
has an asymptotic marginal normal distribution. However, f is restricted to be greater than or equal 
to zero, so { itself cannot have an asymptotic marginal normal distribution, and the joint asymptotic 
distribution of all the estimators is restricted to being nonnegative in the { dimension. Note that 
although the matrix J;j is equal to the upper left square submatrix of J0 of dimension pg + ~p(p + 1), 
(J;n-1 and the corresponding upper left square submatrix of J01 are not necessarily the same, because 
f has not been shown to be asymptotically independent of the other parameters. 
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Proof of Corollary 
Since ~~ ~ .6.q, basic results about limits ensure that t-16.9 ~ :E-1.6.q in probability. Since 
E t-1~~=~~ is symmetric and E is positive definite symmetric, Lemma 2.1 of Tyler (1981) ensures 
that >.j ~ >.j in probability, j = 1,· · ·,r, and that the total eigenprojection associated with 5.1,· · .,).r = 
p ~ P = total eigenprojection associated with >.1,· · ·,>.r in probability, as long as >.1,· · ·,>.r are distinct. 
Proof of Theorem 3 
The proof of the asymptotic distribution of -2 en >. for the i.i.d. case, where >. is the generalized 
likelihood ratio statistic, can be found in Kendall and Stuart (1979, pp. 246-247). This proof, which 
assumes the asymptotic multivariate normality of the estimators, applies directly to the uncertain 
labels case. The only modification necessary, because of the truncated distribution of { when c = 0, is 
that the critical value used is x~(l-2a) instead of the value x~(l-a) given in Kendall and Stuart. 
This change is required by the fact that the hypothesis will never be rejected when { = 0. 
Proof of Theorem 4 
Since x1k,· · ·,xiik,k are i.i.d., (1/iik) E ~~1 xikxik ~ E(xkx'k) with probability 1 and xk ~ E(xk) 
with probability 1 as iik ~ oo, by the strong law of large numbers. Thus, it can be shown 
using Slutsky's Theorem and certain algebraic identities that 
n~gw~ 2:::=1 <ik[E+(l-c)JlkPk + g~1 Ee:f=kPePe]- 2:::=1 qkE(xk)E(xk)' 
= E + E ~=1 QjJljJlj- E :=1 qkE(xk)E(xk)' = E + uf 
with probability 1 as iik ~ oo and iik/n ~ qk. Similarly, it can be shown that 
g-1 - g 
""""ir B ~ E k=1 qkE(xk)E(xk)' 
-[2:::=1 <ik(< 1-c)pk + g~1 Ee:f:kPe)][E:=1 <ik(<1-c)pk + g~1 Ee:f=kPe)J 
= aq- uc 
with probability 1 as iik ~ oo and iik/n ~ qk. Now, Uc can be written as 
uf = E :=1 qkc(1-c)(Pk -p(k))(Pk -p(k))' 
+ E :=1 <ik g~1 E €:f=k (Pe-P(k))(Pe-l'(k))' 
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where P(k) = [1/(g-1)] E t;:fok Pe· Hence u{ is nonnegative definite since it can be written as the sum 
of nonnegative definite matrices. Of course, Uf should be nonnegative definite to ensure that E + Uf 
is a covariance matrix. 
Proof of Theorem 5 
The estimated error rate of (6) can be rewritten as 
where P(jlx;k) = maxmP(mlx;k). By the weak law of large numbers, Slutsky's Theorem, and the 
consistency of the P( ·lx), 
in probability as n--+ oo and fik/n--+ qk. 
Proof of Theorem 6 
The proof of part (i) follows that of Theorem 3. The proof of part (ii) follows that of Theorem 
3 also, except that a 1-a critical value is used because the hypothesis no longer involves the boundary 
of the parameter space. In addition, since there are now g-1 restrictions on the parameters, the 
distribution has g-1 degrees of freedom instead of only one (Kendall and Stuart 1979, pp. 246-247). 
