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ABSTRACT 
 
 Change of residence is a commonly occurring event in urban areas. It 
reflects how people interact with the social or physical environment. Thus, by 
exploring the movement patterns of residential changes, geographers and other 
scholars hope to learn more about the reasons and impacts associated with 
residential mobility, and to better understand how humans and the environment 
mutually interact. This is especially meaningful if exploration is based on micro 
scale movements, since residential changes within a city or a county reflect how 
the urban structure and community composition interact. Local differentiation, as 
an inevitable feature among movements at different places, can best be examined 
based on data at the micro scale. Such work is meaningful, but there have not 
been appropriate approaches for assessment and evaluation. The majority of 
traditional methods concentrate more on aggregate movement data at a national 
scale. So, in order to facilitate research examining movement patterns from a 
mass of individual residential changes at a micro scale, a toolkit, implemented by 
computational programming, is introduced in this dissertation to integrate both 
exploratory as well as confirmatory methods. This toolkit also employs a creative 
method to explore the spatial autocorrelation of residential movements, reflecting 
the local effects involved in this social event. The effectiveness and efficiency of 
this toolkit is examined through a concrete application involving 2,363 residential 
movements in Franklin County, Ohio.  
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CHAPTER 1: INTRODUCTION 
1.1 Overview 
Residential mobility is a defining characteristic of U.S. society today. A 
2003 U.S. Census Bureau migration report1 states that over 22 million people 
were officially labeled as domestic migrants between 1995 and 2000. In fact, 
these statistics still do not fully reflect the real situation. Although recent 
relocation data is currently not available, research conducted in the 1970s showed 
that approximately 20% of the entire population in the U.S. relocated their 
dwelling each year, and over half of the population changed places of residence at 
least once in six years (Moore, 1972). It has been 40 years since this last research 
effort, and many changes have taken place since then, including rapid economic 
growth, shifts in transportation technology, and other social dynamics. It is 
reasonable, therefore, to believe that migration as a whole has experienced 
significant expansion since the 1970s. Thus, the phenomenon of residential 
change continues today. 
Studies of residential changes can enable better understanding of how 
humans and the environment engage in mutual interactions in different places and 
at different scales. Every residential movement, though appearing as a simple 
trajectory over space, can essentially reflect the mechanisms by which two types 
of human-environment interactions, residential relocation as a product of 
                                                 
1 See: http://www.census.gov/prod/2003pubs/censr-7.pdf 
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environmental changes and environmental changes as a product of relocation, are 
processed. These two interactions can be elaborated on through two examples: 
settlement expansions are often followed by downtown environmental 
degradation, economic growth, and increased rates of immigration; and the 
expansion of residential buildings or reshaping of the socioeconomic structure of 
communities in suburbs also leads to a disturbance of natural habitats. Based on 
these two examples, on one hand, a change of residence can be considered as a 
reaction adopted by the moving agent, either an individual or a family, as a 
response to changes in the physical or social environment. Change of dwelling, 
therefore, becomes a consequence driven by a human-environment interaction. 
On the other hand, residential relocation can impact both the natural environment 
and human communities. Based on this perspective, change of dwelling can be 
viewed as a catalyst for changes in the environment. A simple behavior of 
residential movement, therefore, serves dual roles—cause as well as 
consequence—in human-environment interaction. As a result, through an 
exploration of causes and implications of residential movements, it is possible to 
develop a better understanding of how people and the environment interact with 
each other on both the social and physical level.  
It is especially meaningful to examine the effect of a collection of 
residential movements as a way of studying the immediate changes in the 
composition of many urban neighborhoods. The information associated with 
change of residence can also provide insights into the mechanism under which 
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urban structure constrains residential choices. Therefore, residential movement is 
an important issue. 
Research on residential movement has been carried out for more than a 
century (Ravenstein, 1885; Quigley and Weinberg, 1977), and is still of broad 
interest (Dieleman, 2001; Rae, 2009). Studies persist today because there remain 
many uncertainties and puzzles associated with the phenomenon, especially when 
the research focus concerns mass individual records of residential movements 
happening at a micro scale. For example, the reason behind a residential change 
may seem to be a simple question when only an individual move is considered; 
the answer can be as straightforward as taking a new job, changing school district, 
finding a better environment, relocating for marriage, or moving just for fun. But 
the issue is no longer simple if the question becomes why a collection of 
residential changes occurred. Such questions can involve hundreds or thousands 
of movements, each with their own specific reasons while experiencing different 
processes. Formally, the U.S. Census Bureau’s Current Population Survey (CPS) 
recognizes 18 different categories of factors potentially causing changes of 
residence in the U.S.2  
Another difficulty that has not yet been addressed by existing research is 
the need to focus on a collection of individual events at a micro scale, such as 
within a county or a city, whereas the majority of conventional studies have been 
                                                 
2See: http://www.census.gov/population/socdemo/migration/cps2009/tab23-1.xls 
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concerned with intercounty or interstate movements. Despite this fact, the 
majority of events among all types of residential changes happen at the micro 
scale, within a city or a county. Moore (1972) indicated in his report that those 
residential movements crossing counties and states, although they had attracted 
significant academic attention, were but the “tip of the iceberg” since more than 
60% of all residential changes occurred within less than five miles of their origin 
(see Butler et al., 1969).  This fact also indicates that changes in dwellings are 
highly localized. Conventional work focused on residential changes at a macro 
scale or concerned with movement data at an aggregated level cannot fully 
capture local trends and patterns in movements.  
How to effectively and efficiently analyze collective residential changes 
and explore reasons and impacts associated with such movements has become a 
question that has attracted different academic fields with varying perspectives on 
how best to interpret these data. Geographers, for instance, who are interested in 
spatial arrangements and spatial relationships, often consider residential 
movements as a spatial process. The spatial pattern for a group of residential 
changes over an area is thought of as the byproduct of a range of potential social 
and physical factors. As such, for a collection of residential movements, 
geographers are interested in the general tendencies reflecting underlying social or 
physical dynamics. Based on this, scholars expect to better understand residential 
mobility by exploring spatial patterns in movement data (Lowe and Moryadas, 
1975).  
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Although it is meaningful, searching for spatial patterns from mass 
complex movements is not straightforward. From a spatial perspective, a 
residential movement can be represented as a simple geometric shape with a few 
basic components: a directed line segment with a fixed origin from which the 
moving agent is leaving, and a fixed destination to which the moving agent is 
relocating. In other words, the spatial trajectory of a residential movement can be 
geometrically represented as a directional line segment, or an arrow. However, the 
interest is not an individual arrow but the spatial patterns stemming from a 
collection of such arrows. When a great many of these simple geometries is 
overlaid on a map, they comprise an extremely intricate fabric containing valuable 
information and knowledge.  
Many studies have been conducted over the past few decades to explore 
this complex structure of movement trajectories. Different research methods have 
been introduced and utilized for this exploration, including cartography-based 
mapping methods, socioeconomic analyses, statistical and geometric analytics, 
Geographic Information System (GIS)-based visualization, and so on. The interest 
of this type of exploration has also gradually progressed from aggregate data at a 
macro scale to individual data at a regional scale. Along with these changes in 
methodology and spatial scale, the purpose of such studies has changed as well: 
traditionally, global tendencies in residential movements have been the sole focus, 
but today more attention is being paid to identifying local characteristics in 
movement patterns. 
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In the interest of better understanding relationship between residential 
mobility and social and natural environments, the transitions from aggregate to 
individual data and from broad to local scale analysis are logical and more 
appropriate for two reasons. First, information derived from individual data is 
more accurate than that derived from aggregate data. Second, movement data 
collected at a relatively micro spatial scale, such as within a city or neighborhood, 
can provide more detailed insights. Movement data collected at the national level 
are just as meaningful for other studies, for example, studies on macro tendency 
of national migration, but they are not appropriate for studying local knowledge 
related to residential changes, especially given the fact that regional 
differentiations are inevitable for residential movements (Quigley and Weinberg, 
1977). Taking into account that human-environment interactions are inevitably 
place-dependent, a comparison of movement patterns with different local effects 
in different places can provide useful insight about how regional issues affect 
residential movements (Fotheringham, 1997). Therefore, exploring spatial 
patterns from mass individual movements at the micro scale, while paying 
specific attention to local effects associated with such patterns, can be considered 
a reasonable and effective research direction for studying the phenomenon of 
residential changes. 
This research issue has been challenging, mainly because of 
methodological and technological capabilities. Exploring movement patterns 
typically involves studying data that often consist of a large number of individual 
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observations, each of which can also contain multiple attributes. Two traditionally 
used methods for exploring patterns from spatial data, cartographical analytics 
and statistical testing, become inefficient or even ineffective when they are used 
to examine movement patterns. For cartography-based visual analytics, hundreds 
of thousands of movement trajectories may need to be displayed on a single map, 
making identification of movement patterns difficult or impossible. Even if there 
were a significant pattern present in the data, it could easily be masked by an 
overwhelming mass of lines (Andrienko et al., 2008). In order to overcome this 
problem and efficiently detect potential patterns from a large number of 
individual movements, new visual analytic methods are needed capable of 
highlighting specific patterns from vast movement data.  
Another commonly used approach is statistical testing, which also has 
inherent inefficiencies. If no potential pattern can be detected or no pattern can be 
assumed, hypothesis testing based approaches become ineffective for establishing 
any significance to movement patterns (Andrienko and Andrienko, 2006). Taken 
with redesigned visual analytics, however, statistical methods might prove 
efficient and effective for exploring and evaluating patterns in mass movement 
data. Recently, exploratory spatial data analysis (ESDA)-based studies have 
recognized this necessity and researchers have suggested possibilities for 
combining visual analytics and statistic methods (Thomas and Cook, 2005). As 
yet, there has not been a systematic toolkit developed that reflects this necessity, 
synthesizing both confirmatory and exploratory approaches.  
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While the development of such a toolkit would benefit research on 
residential movement, additional methods are needed to take into account 
associated local effects. Generally speaking, in the discipline of spatial sciences, a 
local effect is defined as spatial similarity among proximate phenomena. In terms 
of residential mobility, local effects can be interpreted as similar behaviors or 
patterns among proximate movements. Defining what proximity means in the 
context of movement data, however, is not straightforward. While the distance 
between points can be directly used to measure proximity in point data, it 
becomes inappropriate when considering actual movements. Neither the distance 
between origins nor the distance between destinations can fully reflect spatial 
proximity between movements. Therefore, in order to better understand the local 
effects of movement, it is first necessary to determine a measurement for 
movement proximity.   
In practice, there is yet another difficulty when dealing with hundreds of 
thousands of individual moves — computational power. Since manipulation and 
analysis of a large dataset will inevitably involve a great number of computations, 
the toolkit for studying movement pattern from mass residential changes must be 
implemented using a computational program. This will likely involve several 
steps, starting with data manipulation. Recent advanced techniques in spatial data 
collection have resulted in storage efficiencies for geographic data in different 
GIS-supported data formats. The first step, therefore, is to convert the different 
kinds of spatial residential mobility data into a uniform format that facilitates 
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efficient manipulation using a computational program. Next, the spatial 
movement data needs to be visualized using specifically designed interfaces for 
data observation and analysis. Third, functions for quantitative evaluation of 
visually detected patterns need to be implemented and integrated with visual 
analysis.  In sum, a computer-supported integrated toolkit, which includes data 
manipulation, visualization and data analysis, is needed for examining movement 
patterns, as well as associated local effects, from hundreds or thousands of 
individual data associated with residential changes.  
 
1.2 Problem Statement 
As part of the larger goal of better understanding residential mobility, this 
dissertation proposes to develop methods that enable one to detect spatial patterns 
and local effects from a collection of individual residential movements at a micro 
spatial scale. In the initial phase, this research will focus on movement as a vector, 
where it has an origin and a destination. This general format is a common shape 
describing change between two time periods, for example, journey to work, 
manufacturing location to market, or change of dwelling. For a spatial trajectory 
of residential change, the origin represents the old dwelling and the destination 
represents the new residential location. 
This dissertation research is neither for analyzing any single event of 
residential change nor for studying data at aggregate levels. Instead, the focus of 
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this research is identifying spatial patterns and tendencies that are potentially 
associated with a collection of movement events, each of which shall contain 
accurate address information that records exact locations for an origin and a 
destination.  
This research will concentrate on residential movements occurring over a 
relatively micro spatial scale. Ideally, this scale is limited to a city or a county 
containing an urban area. There are two reasons for limiting the spatial scale. First, 
local effects that potentially determine variations in spatial patterns of movements 
can be better detected and established from data at this level. Detection of such 
local effects is invaluable for planning and policy making. Second, residential 
movements at this scale demonstrate more direct evidence of urban structure 
dynamics and community composition. In summary, focusing attention on 
residential movements at a micro scale is better for detecting particular behavior 
and understanding potential mechanisms that underlie these human-environment 
interactions.   
This dissertation details a computational toolkit consisting of data 
manipulation, visualization, and analytical methods. Given some of the expected 
functions that will be developed, the toolkit shall integrate both exploratory and 
confirmatory data analysis approaches. In practice, this toolkit will offer visual as 
well as statistical movement pattern insights. To equip the proposed toolkit with 
these functions, the research is structured to address a series of sub-questions:  
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1. How can patterns in mass individual movements be detected? 
2. How can the statistical significance of detected patterns be tested? 
3. How can local effects in movement data be assessed? 
4. How can socioeconomic and/or environmental information be accounted 
for in pattern detection? 
 The first question considers utilizing exploratory data analysis when 
dealing with mass movement records for identifying any potential pattern. To 
quantitatively establish and verify the potential pattern—a task addressed by the 
second question—it is necessary to first determine the pattern that potentially 
exists in the data. In addition, while there are global tendencies in spatial patterns 
of movements, there will also be local variations. Therefore, when questions 1 
and 2 have been addressed, the research will then move to the third question. And 
finally, since the overall purpose of this research is not for discovering spatial 
appearances of residential changes, but understanding the reasons and impacts 
associated with these movements, question 4 requires that the developed toolkit 
support further analysis for relating detected patterns and local effects to social or 
physical attributes of the movements. 
 Addressing each of the four questions is not independent of each other, but 
rather mutually supportive when implemented within the toolkit by means of a 
computational program. The dependencies are many: first, in methodology, 
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exploratory and confirmatory approaches will be integrated; second, global 
tendency and local effects will be compared in the toolkit; and third, detected 
spatial patterns and their potential socioeconomic and/or environmental 
relationships will be assessed. A successful integration of the proposed sub-
components will result in something that facilitates better understanding of how 
humans and the environment mutually interact. 
 
1.3 Contribution 
This dissertation research proposes a toolkit, by means of a computational 
program, for exploring spatial patterns from mass individual movements of 
residential changes at the micro scale. It not only aims to estimate spatial 
characteristics within data, but also attempts to better understand the social and 
physical reasons and impacts associated with observed changes of residence. 
Success in this research can provide several contributions in other related 
academic fields. 
First, the research suggests a general way to explore the spatial appearance 
of a phenomenon of interest. From a geographic perspective, spatial arrangement 
and distribution of phenomena are shaped by particular underlying social and 
environmental factors in different places. Embodying this general logic, the 
research explores the pattern of residential movements as a means of better 
understanding the relationship between residential changes, urban structure and 
 13
neighborhood composition. In this context, the research focus is on collective 
movement events instead of independent cases. This research can be viewed as a 
spatial analytical framework for studying society and the environment. 
Second, this research is focused on movements with accurate address 
information at a micro scale, rather than aggregate data at a macro scale. In other 
words, the research will focus on individual data; not a single movement, but 
mass individual records of residential movements. In the literature, there has been 
considerable focus conducted on aggregate data at a macro scale using mature 
methods that can be effectively and efficiently applied. However, the limitations 
of aggregate data have also been noted with more discussion focusing on the 
necessity of using refined data that can generate more nuanced information 
discovery (Dieleman, 2001). Additionally, the development of technologies for 
spatial data tracking and collection has been accompanied by the availability of 
accessible data sets that provide accurate records detailing spatial and 
socioeconomic attributes. This dissertation attempts to advance methodology in 
order to keep pace with the rapidly accelerating availability of spatial data, or big 
data. 
This research will offer two significant contributions to methodology. The 
first is in the context of dealing with mass residential movements that have 
complex structure. Conventional methods have utilized aggregate data to avoid 
the chaos encountered when visualizing vast numbers of movement trajectories 
over space. This research will suggest a new method for data standardization, 
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where independency and accuracy for each movement record will be maintained 
but unwanted details that bring chaos into data visualization will be eliminated. 
The methodology will suggest an effective information extraction process, which 
can preserve spatial variations among movement events. The second contribution 
is the integration of an exploratory approach with a confirmatory method. While 
the former can be utilized for qualitatively detecting potential patterns from mass 
spatial data, the latter is useful for quantitatively verifying the significance of 
detected patterns. This integration overcomes limitations associated with the two 
approaches when they are utilized independently, and offers a creative approach 
for exploring and establishing possible patterns from mass spatial data with little 
or no a priori knowledge. 
This dissertation also proposes a toolkit that supports practical 
applications in urban analysis. Spatial patterns from mass residential movements 
in a certain area, if established, would function as critical evidence for changes in 
urban structure. Urban planners, for example, can use this toolkit to investigate 
the spatial tendency of residential changes, which can then be used to examine 
whether the practical changes of dwellings fit with the planned strategy for urban 
evolution. The toolkit can also be used in studies about politics, for example, to 
analyze whether different social classes possess different types of moving 
behaviors when relocating to new dwellings, and whether social dissimilation is 
occurring after residential changes. In sum, this research can offer scholars an 
effective and efficient tool for investigating real changes in the social 
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environment by analyzing residential movements. Such a toolkit does not 
currently exist. 
 
1.4 Organization 
 This dissertation will present a computational toolkit for exploring spatial 
patterns from mass residential movements at the micro scale. Chapter 2 provides a 
literature review of existing work and academic contributions in the field. Several 
primary methodologies, including cartographic, empirical, geometrical, and visual 
analytics are discussed, and their respective merits and limitations reviewed. In 
addition, different backgrounds from which primary methodologies have been 
developed are introduced to better understand contextual factors. 
Chapter 3 discusses the research objectives. It will elaborate on the 
practical meaning of spatial pattern for mass movements—the distribution of 
movement distances and directions, and why it is a way for exploring the reasons 
and impacts associated with changes of dwelling. Further, local effects associated 
with movement patterns will be explained in detail as well. A creative way to 
implement the evaluation of local effects for movement data will be introduced.  
 Chapter 4 introduces functions and methods to be included in the toolkit. 
This includes: movement data manipulation, visual standardization, exploratory 
and confirmatory pattern estimate for both global and local data, analysis of 
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distance decay with directional bias, and exploration of vector association. These 
exploratory functions and methods together comprise the toolkit for examining 
patterns from mass individual residential movements.   
Chapter 5 details a practical application of the developed approach. The 
application involves 2,363 residential movements occurring in Franklin County, 
Ohio. Recent urban planning strategies are possible to evaluate. Using the toolkit, 
a northwest oriented tendency, coincident with regional planning strategy, can be 
established from observed behavior. This provides evidence that reality meshes 
with urban development policy. Directional bias in distance decay can also be 
tested using this toolkit. Finally, the toolkit identifies several movements with 
characteristics of spatial association. These analyses and findings provide strong 
evidence for the effectiveness and efficiency of this toolkit. 
Chapter 6 summarizes this research, and provides a scope for future 
investigations. 
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CHAPTER 2: LITERATURE REVIEW 
In his book titled “Why Families Move,” Rossi (1955) posed a research 
question of great interest to many social science scholars studying how and why 
people relocate residences between cities, counties, and other geographical 
regions across the U.S, though they have worked on this topic for more than a 
century. Early academic interests in residential movements were primarily 
cartography based, dedicated to describing the spatial and temporal processes for 
residential changes on a map. While early work did not directly propose exploring 
the reasons for and impact of residential changes, attempts to estimate tendencies 
and patterns of movements across space suggested interest in the spatial 
appearance of a collection of moving events.  
Early cartography studies were followed by social science based empirical 
methods that relied on different case studies to investigate societal or 
environmental factors related to residential mobility. While many factors were 
identified related to residential changes, there was little universal agreement 
among researchers on how these factors actually influenced mobility. Empirical 
methods were inevitably subjective and unique to individual studies, and therefore 
deemed inappropriate for use in further analysis. Social scientists were in need of 
a general research tool that used a systematic approach to analyze residential 
changes across regions taking into account case studies as well as overall trends in 
movement. Geographers, with their special interest in spatial configurations and 
arrangements of phenomenon, suggested the use of pattern detection approaches, 
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defined in terms of the spatial distribution of moving distances and moving 
directions. Residential mobility was thus studied using these two geometries, 
supported by quantitative analysis used to explain not only why but also how 
families were moving. However, because of dependency on a positivistic 
paradigm and available aggregate macro scale data, such geometry based methods 
were found to be excessively reliant on global theories or laws of spatial patterns 
and ignored local effects. This problem became evident when mass movement 
data at the individual level became more accessible.  
Corresponding to the emergence of new geometric approaches was visual 
analytics, which facilitated the implementation of exploratory data analysis 
approaches. Different from conventional confirmatory data analysis concerned 
with examining whether the distribution of spatial data fit a hypothetical pattern, 
exploratory data analysis utilized a different means to search for potential patterns 
from data of interest. Various visual interfaces were designed to detect potential 
patterns from movement data. This approach, however, lacked a systematic way 
for evaluating detected patterns that utilized different visual interfaces, thereby 
leading to several problems. One was patternicity, suggesting a pattern can be 
found even if in reality such a pattern is actually not significant. This is a problem 
because the analytical method is meant to estimate the pattern, not create it. The 
other problem was that the patterns detected by different visual analytics were 
sensitive to unique methods, lacking case-cross validation for the detected 
patterns based on different exploratory methods. 
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A review of existing methods suggests that an effective and efficient 
method for exploring spatial patterns for mass residential movement data requires 
a combination of both exploratory data analysis approaches and statistical 
methods. Details associated with the above summary are now reviewed. 
 
2.1 Cartographical Methods 
In the interest of learning from data, visual displays are often considered 
to have advantages because visualization better serves the mechanism of human 
perception (Card et al., 1999). An image, compared with a page of mathematical 
functions or words, can provide comprehensive, immediate, and efficient 
information. This is especially significant when the data of interest is large in size 
with complex attributes (Keim et al., 2008). The target of this research, namely 
developing an effective method for the display of mass residential movements, 
can be considered such a case. 
In spatial data analysis, there is a tradition of applying visual analytics for 
detecting patterns. Early use in this area can be traced to visual displays, such as 
Napolean’s disastrous 1812 Russian campaign as well as the 1864 French wine 
export charts, both developed by Charles Minard (see Tufte, 2001). Seminal 
attempts to display residential mobility, in particular, can be attributed to 
Ravenstein (1885), who used arrows and abstract shapes to illustrate residential 
movements from London to other regions in Britain. Ravenstein’s work is 
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considered a landmark in the use of visual analytics to study residential mobility. 
His work, while appearing to be straightforward by simply describing the general 
quantities of migration flows based on surveyed and aggregated data, was an 
attempt to use visual analytics to illustrate the spatial characteristics of residential 
movements.  
In these early examples, visualization actually was equivalent to 
cartographical work, which directly displayed a natural or social phenomenon on 
a map. The advantage of using cartographical visualization when exploring 
movement data was that complex movement behaviors could be represented on a 
map and then interpreted.  By reading the map, people received some insights 
about spatial and temporal behavior, including where the movements were 
occurring, how they were increasing or decreasing over time, and the general 
tendency of clustering or dispersing. Using visualization, data would be 
immediately transformed to knowledge. Of course, people could also arrive at 
such knowledge by reading literal descriptions. For example, knowledge 
associated with Napolean’s 1812 Russian campaign can be gained from reading 
Tolstoy’s “War and Peace.” However, such literal reading experiences could 
never be as efficient as viewing Minard’s graph, which conveys the disaster of the 
Russian campaign in mere seconds. This supports the view that image recognition 
better serves the mechanism of human perception (Card et al. 1999). 
Because cartographical work basically utilized movement data that had 
been aggregated or grouped to some geographical unit, the results were limited to 
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general patterns at a macro scale. Computational techniques starting in the 1950’s 
made possible cartography-based approaches that have continued to this day for 
the assessment of complex movement data (Kern and Ruston, 1969; Tobler, 1987; 
Rae, 2009). Applications that use this method, however, are still restricted to 
show only general and obvious patterns in movement data. One serious 
disadvantage is that when individual observations are mapped without 
aggregation or grouping, the vast amount of data can mask potentially significant 
patterns. In such instances, pure cartography-based visualization of unaggregated 
movement data will usually suggest a pattern of chaos but not any meaningful 
insight. While traditional cartography-based visualization can generate static 
maps showing the shape of movements, it has limited exploratory capability when 
studying a large data set (MacEachren and Kraak, 1997). So, it is reasonable to 
question whether cartography-based visual analytics is really an effective and 
efficient method for the analysis of large movement datasets.  
 
2.2 Empirical Methods  
Research on residential mobility has been approached in very traditional 
social science ways. It is different from studying this phenomenon in the physical 
sciences, which usually derive and examine theories about basic dynamics 
through controlled experiments; in the social sciences, on the other hand, there are 
few opportunities to do controlled experimentation because real social events can 
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rarely be simulated. Therefore, to understand the basic mechanism for a social 
event, research in social science often relies on surveys or observation using 
collected data. From this, insight about the general tendency can be inferred and 
such experience becomes information. This can be used to explain the reasons for 
the social event, and is the logic for the empirical approach in social science. 
Initial work exploring factors associated with residential movements 
followed the above stated logic supplemented with empirical methods. Over time, 
cartographers became dissatisfied with describing the general trajectories of 
residential movements for different regions using descriptive methods as they 
could only portray the process of movements. Researchers were keen to identify 
the social or environmental factors driving these changes in dwellings. Social 
scientists, therefore, started using socioeconomic analysis based on empirical 
methods that searched for potential reasons or impacts associated with residential 
movements in the different case studies. Socioeconomic analysis was extensively 
employed to investigate causes and consequences of residential movements in the 
context of society and the environment; many social factors were also examined 
in relation to residential mobility. Some studies, for instance, focused on the 
positive relationships between changing jobs and changing houses (Clack and 
Davies Withers, 1999; Van Ommeren et al., 2000). Another study looked at the 
reasons driving residential mobility, including life changing events, such as 
marriage, birth, divorce, and death of parents or partners (Dieleman, 2001). 
 23
Although the effects of such external factors have been extensively 
demonstrated, a range of typical factors were found to lead to different moving 
behaviors for different moving agents. The moving agent’s marital situation was 
considered to be an internal reason driving variations in residential movements 
(Speare and Goldscheider, 1987). Other internal factors for relocating that were 
considered included age (Clark and Onaka, 1983; Rossi, 1955; Speare, 1970, 
1974), sex (Golstein and Mayer, 1964), and family composition (Astone and 
McLanahan, 1994; Brown and Moore, 1970; Dieleman, 2001). Under the same 
physical or social environments, but influenced by any number of these internal 
factors, different moving agents often possessed different modes of behavior 
(Quigley and Weinberg, 1977).  
Some researchers have characterized moving behavior as being place-
dependent. For example, given the same marital conditions, residential 
movements have been observed to occur differently at different places or at 
different spatial scales (Brown, 1975; Morrison, 1972; Speare, 1970). Such place-
dependency could be caused by a diverse range of housing policies (Clark et al., 
1997; Long, 1991; Strassman, 1991) or housing market situations (Clark and 
Dieleman, 1996; Dieleman et al., 2000) across regions. At the micro scale, racial 
composition of the community (South and Crowder, 1998), neighborhood 
economics (Lee et al., 1994), and transaction cost (Weinberg et al., 1981) also 
were seen as playing into place-dependent factors.  
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Given such local effects, moving behaviors under similar social conditions 
can manifest atypically in different places. This is an inevitable result by 
empirical methods. Experience, which at a fundamental level informs social 
phenomena, is in itself place-dependent. Scholars have found that socioeconomic 
analytics can successfully tell us what these social or environmental factors are in 
the context of residential movements; however, it fails to tell us how such factors 
work. As Quigley and Weinberg (1977) point out, empirical studies generally 
reach an agreement on whether local factors influence residential movements, but 
utilize different questions, measurements, and areas, of which there is little 
universal agreement.  
Experience based methods are not appropriate for exploration of 
residential mobility from mass individual movement data with spatial attributes. 
One obvious reason is that to study a phenomenon based on empirical evidence 
would take a long time because experience has to be built by extensive 
observation and analysis. Data, on the other hand, can be collected and analyzed 
in a short time. Furthermore, it is almost impossible to view each case of 
residential change since movements are collected with independent attributes and 
information. To build a cognitive framework for all possible common tendencies 
or characteristics generally associated with all the cases would not only be time-
consuming but also subjective and locally sensitive.  
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2.3 Geometrical Methods 
Geographers, based on their interest in spatial configurations and spatial 
characteristics of phenomena on earth, have analyzed spatial patterns of 
residential movements in the context of interactions with environmental factors.  
From a geographer's perspective, a movement is essentially a spatial process 
composed of a trajectory over space. This spatial concept is of less importance in 
a socioeconomic analysis of residential mobility where spatial arrangements must 
reflect some social or environmental dynamic that influences the moving 
behaviors within these areas. Although the categories of such behavioral factors 
and their varied effects are probably unknown and also difficult to investigate 
directly, the spatial patterns driven by those factors can provide a glimpse into the 
effects on residential changes from a social or environmental perspective. When 
compared with a socioeconomic analysis of residential mobility, the study of 
spatial patterns in residential movements is more straightforward and manageable. 
For every residential movement, there must be two basic associated spatial 
elements, no matter where the moving behavior is happening. These elements are 
moving distance and moving direction. Distance is often recognized as an 
indicator of spatial interaction (Taylor, 1975; Fotheringham and O’Kelly, 1989) 
between the origin and destination of a movement. Direction is considered to be 
useful for revealing the geographical structure or social context about the places 
where movements are happening (Adam, 1969). So, geographers have been 
concerned about the spatial distribution of moving distances and directions in 
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movement data, which generally indicates spatial patterns of movement as a way 
to better understand not only “why” but also “how” residential movements occur 
(Lowe and Moryadas, 1975).  
Geographical studies on distance and direction in residential movements 
began in the 1960s, at a time when quantitative methodology held extensive and 
deep influence in geographical research. Influenced by the paradigm of 
positivism, researchers were dedicated to exploring global theories and laws for 
various social phenomena relying mainly on mathematics and statistics. Their 
goal was to elevate this field to the level of “real” science rather than a collection 
of regional studies. Exploration of residential movements was an ideal topic for 
implementing such a positivist view of geographical investigations. As discussed 
earlier, the conventional approach of using empirical methods was rapidly losing 
favor because of the difficulties that these methods posed in studying residential 
mobility case by case from a regional perspective. Therefore, there was a need to 
identify a set of general features characterizing all residential movements, which 
would function as markers to understand the complexities associated with 
movement. Distance and direction were two fundamental spatial components that 
sufficiently expressed movement in any given area, thereby providing researchers 
with the formal tools they needed to study population movements.  Distance and 
direction were also ideal geometries that could be mathematically analyzed, and 
quantitative methods based on a positive paradigm could be utilized directly to 
investigate the characteristics within the spatial arrangement of these two 
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geometries over space. Because of these advantages, considerable research has 
been carried out to explore geometrical features associated with residential 
movements. 
Early work investigated the distribution of moving distance (Morrill, 
1963) and moving direction (Adams, 1969) independently. Subsequent research 
combined the two when recognizing the mutual influences between distance and 
direction (Wolpert, 1967; Brown and Holmes, 1971). This offered several 
advantages. First, spatial patterns were established as a focus of interest when 
dealing with complex factors and effects for residential movements. Second, 
distance and direction were chosen as two basic foci when exploring movement 
patterns. So, such work essentially represented geometrical analysis, which was 
meaningful since it transformed spatial complexity within movement patterns into 
manageable geometries, enabling more attention to be paid to the essence of 
spatial movement.  
Two disadvantages, however, affected the application of this geometrical 
analysis for further research on movement patterns. First, as a method influenced 
by the quantitative revolution in geography, the exploration concentrated on 
establishing global laws. Of course, some critical characteristics globally 
associated with movement patterns were established, for example, distance decay 
(Taylor, 1975; Fotheringham and O’Kelly, 1989). However, having established 
that place-dependency was important in confirming residential movements, this 
method was prone to emphasizing global characteristics, essentially ignoring local 
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effects. It was especially inappropriate given that the final purpose was to better 
understand how different factors impact or were impacted by residential changes 
at different places or at different scales; in these instances, local effects were 
actually more worthy of analysis than global laws (Fotheringham, 1997). A 
second drawback was the limited availability of spatial data in 1960s, which led to 
most of the studies applying geometrical methods that were based on aggregate 
data at the macro scales. During this time it was acceptable to focus more 
attention on global characteristics existing in spatial patterns of aggregated 
movement data. Today, however, since data can be accessed at the individual 
level with better locational accuracy, the research focus is more likely to be on 
local effects rather than global tendencies when exploring movement patterns 
(Fotheringham and Pitts, 1995; Rae, 2009). Therefore, the conventional approach 
of relying on distance and direction had to be improved to integrate more 
functions that support an analysis of local effects.    
 Local effects, represented as spatial dependence or spatial heterogeneity 
(Anselin, 1988), if they exist, are important for revealing the differentiated 
relationships among the same phenomenon at different places. Given that the 
purpose of this research is to explore the mechanisms of human-environment 
interaction by investigating spatial patterns for residential movements, local 
effects, if they exist, along with the detected patterns are especially worthy of 
analysis. Local effects have been a research topic in geography since the 1990s 
(Fotheringham, 1997) because of the availability of detailed spatial data. 
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Meanwhile, a series of methods for exploring local effects has also been 
developed. However, current research has not adequately explored distance and 
direction issues in a local context (Lu and Thill, 2003).  
 
2.4 Visual Analytics and Exploratory Data Analysis 
Visual analytics is another major research methodology related to the 
analysis of movement patterns. Different from traditional cartography-based 
visualization, modern visual analytics is no longer for merely drawing shapes or 
geometrical structures of data. It is an analytical component in a system of 
information analysis, which involves data transformation and manipulation, 
computer-assisted technology, cognitive and perceptual principles, and design 
theory (Thomas and Cook, 2005). The intent of visualization is not limited to the 
shape or geometrical structure of the data, but is extended to the attribute of 
abstract data and data relationships. 
Given the complexity of movement data, there is often limited 
transcendental knowledge about possible movement patterns. To detect any 
potential pattern, in practice visual analytics are applied to design experimental 
interfaces examining possible spatial and temporal characteristics in movement 
data. For example, parallel coordinate plots help visualize the multiple 
relationships among movement data (Guo et al., 2005; Andrienko and Andrienko, 
2006; Chen et al., 2008); Kriskograms help visualize the intensity of movements 
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in time and space (Xiao and Chun, 2009); ringmaps visualize temporal tendency 
in movements (Zhao et al., 2008); and the space-time cube helps visualize abstract 
spatial-temporal trajectories for movements (Kraak, 2003; Mountain, 2005). With 
such work, temporal and spatial characteristics and relationships among 
movements are directly “seen” instead of the shapes of movements. This series of 
visual analytics based methods actually reflects the philosophy of exploratory data 
analysis (EDA).  
Exploratory Data Analysis (EDA) is a methodological paradigm promoted 
by John Tukey (1977). EDA is also considered an analytical philosophy that 
includes a series of concrete methods. It is concerned more about data, rather than 
any “global” law or theory beyond practical data. In contrast to EDA, we have 
Confirmatory Data Analysis (CDA), which focuses on the theoretical distributions 
or transcendent hypotheses that can be utilized to examine the data of interest. 
The different foci of these two approaches offer complementary logic for data 
analysis. CDA holds the logic of global and theoretical patterns, which forms the 
practical distribution of the data; the analytical purpose here is to test, based on 
statistical principles, whether or not the distribution for a collection of observed 
data follows a hypothetical pattern. In contrast, EDA emphasizes analytical logic 
because the exploratory estimate of possible patterns for the data of interest must 
first be processed in order to formulate hypotheses for statistical testing. Thus, 
CDA is for examining, while EDA is for searching. 
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The fundamental purpose of EDA is to let the data speak for itself. 
According to Tukey, EDA is “an approach to learning from data aimed at 
understanding the world” (Tukey and Wilk, 1966). Therefore, the EDA paradigm 
seeks to detect more details about the observed world; in conventional terms, the 
understanding of the real world was overly simplified by using theories or 
models. Consistent with the EDA philosophy, a set of analytical strategies have 
been developed to facilitate exploratory analysis. EDA, therefore, also reflects a 
group of analytical methods (Smith and Prentice, 1993). Most of such exploratory 
methods are visual analytics or graph techniques, i.e., box plots, histograms, 
scatter plot, run chart, Pareto chart, and so on (Tukey 1980). 
Another important aspect of modern visual analytics is its ability to 
enhance interactive techniques, thereby generating communication between 
human perception and data. Visual analytics help in integrating human 
understanding in data exploration, and can further benefit decision-making 
processes (MacEachren and Kraak, 1997; MacEachren, 2004). Such interactive 
communication helps improve the capability of understanding spatial and 
temporal patterns in mass data (Andrienko and Andrienko, 1999). Modern studies 
related to interactive techniques focus on features such as selecting different 
layers on a map, zooming in and zoom out, and map brushing (Jiang and Li, 2005; 
Andrienko et al., 2007, 2008; Rae, 2009). In recent advances, dynamically linked 
windows have proven to be an effective and efficient means for exploring spatial 
data with complex attributes as they allow simultaneous selection of related 
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features across multiple visual interfaces (Anselin 1998, Andrienko and 
Andrienko 1999). Thus, from cartography to EDA, research in visual analytics in 
movement data exploration has made significant strides to enhance pattern 
detection capabilities from mass movement data. 
In spite of its many successes, however, using visual analytic methods for 
studying movement still faces many challenges. Patternicity, discussed by 
Shermer (2008), is one of them. Patternicity means that people may find 
“meaningful patterns from meaningless noise” simply because people would like 
to observe what they believe, even though what they believe is not always true. 
Patternicity is not a metaphysical discussion, but rather a concrete problem 
associated visual analytics. At least two aspects of visual analytics face this 
problem. First, interactive techniques invariably lead to patternicity, the reason 
being that interaction in visualization is often considered a double-edge sword. On 
one hand, as previously discussed, it allows communication between data and 
users, and integrates human knowledge and experience in data exploration for 
efficient detection of patterns. On the other hand, such human factors can bring 
potential problems since different people have different interpretations based on 
their own knowledge and experience. This potential drawback in patternicity 
results in people observing what they believe, and they will probably have 
different beliefs. 
Another challenge posed by visual analytics is that the information derived 
or conclusions arrived at are often method-dependent. It is true that various visual 
 33
interfaces appear effective for detecting patterns for their respective case study. 
Unfortunately, none of them have been applied to a case-cross examination for 
testing validity on different research cases. So, it is possible that different choices 
in visual interfaces may lead to different patterns for the same group of data. In an 
extreme case, meaningful patterns can always be detected just by means of a 
specifically designed visual interface. 
The reason for these two challenges in visual analytics is a lack of 
scientific and quantitative methods supporting assessment of significance for 
detected patterns. Although modern visual analytics is often implemented using 
computational techniques, it is essentially a qualitative method. No approach in 
visual analytics can automatically evaluate the level of “meaningfulness” for 
detected patterns. Therefore, an effective and efficient toolkit for exploring and 
estimating spatial patterns in mass residential movements should integrate visual 
analytics as well as a quantitative testing. In general, exploratory data analysis 
should not be considered independent from other statistical testing methods. Even 
Tukey never viewed EDA as a replacement for CDA, though the two have 
exclusive philosophies (Benhrens and Yu, 2003). As part of a comprehensive data 
analysis regimen, the two methodologies play different roles at different stages, 
and they are complementary. In Tukey’s summary, a complete data analysis 
should move through a series of stages from “exploratory… rough 
confirmatory… confirmatory data analysis”, and from “pattern identification” to 
“pattern confirmation” (Tukey, 1986). 
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2.5 Other Systematic Methods 
Two kinds of approaches have been suggested as a way of addressing 
problems surrounding visual analytics. Both approaches involve integrating 
systematic and scalable capabilities in visual analytics. The first approach 
involves data reorganization by transforming movement data into some form of 
scalable shape in a system. One example applying this logic is based on 
Hagerstrand’s time geography paradigm (Hagerstrand, 1970; Lenntorp 1977, 
1978). By transforming movement data to a space-time path or a prism, spatial or 
temporal characteristics in movements could be efficiently established. 
Additionally, the established patterns can be compared with other patterns from 
other cases. Using GIS techniques, this space-time approach was extensively 
utilized to explore the spatial-temporal intensity of movement behaviors (Kwan, 
1998; Weber and Kwan, 2003). Another example with the same analytical 
philosophy utilized predefined geometrical indices to measure geometric 
characteristics in spatial data. The measurement was able to quantitatively 
establish the tendency of spatial-temporal processes for the data (Wentz, 2000; 
Williams and Wentz 2008). Since geometrical indices are scalable and case-
independent, the results based on this measurement can be compared in different 
case studies. 
The second approach was to potentially integrate quantitative 
measurements with the visual analytics for exploring movement patterns. 
Currently, the most direct application of quantitative evaluation for movement 
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patterns is distance decay modeling. Based on the theory of spatial interaction, 
this research approach mathematically describes the relationship between moving 
intensity and moving distance (Taylor, 1975; Fotheringham and O'Kelly, 1986). 
The utilization of regression analysis supports statistical testing in its conclusion. 
The problem, however, is that it ignores moving direction. 
Circular statistics, on the other hand, focus on the distribution of the 
moving direction. Here, a histogram-oriented method is used to explore the 
pattern of direction; it supports quantitative testing of the significance (Brunsdon 
and Corcoran, 2006). While this method is effective for exploring direction, it 
ignores distance. Since both distance and direction are indispensable, it is still not 
feasible to apply only circular statistics to study movement patterns. 
 
2.6 Summary 
A review of past and current methods applied to various kinds of research 
in residential mobility provides a history of the approaches used. Whether 
straightforward or complex, these methods have attempted to suggest effective 
and efficient ways to better analyze changes of residence. While each method has 
necessarily responded to changes in the research focus or the availability of new 
data, in terms of exploring information from mass residential movements (for 
which detailed and accurate attribute needs to be collected), it is clear that none 
have offered a meaningful methodology for efficient and accurate assessment. A 
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newly designed toolkit, which combines all possible functions suggested from 
existing methods, is no doubt a highly desirable direction for research in this area. 
Such a toolkit will offer an innovative analytical interface via the use of visual 
analytics for the detection of possible spatial patterns in movement data. 
Quantitative methods will also be used to test the significance of the initially 
detected patterns. For pattern detection, both visual analytics and statistical 
analysis are considered indispensable for a comprehensive framework that 
facilitates the assessment of mass movement data. Finally, global tendencies and 
local effects from the spatial pattern of residential movements will be 
simultaneously analyzed, with corresponding analytics.  
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CHAPTER 3: SPATIAL PATTERNS OF RESIDENTIAL MOVEMENTS 
Chapter 2 reviewed the major existing approaches used to investigate 
residential movement. Through such review, the necessity of creating new 
methods that combine exploratory analysis approaches and confirmatory analysis 
metrics for better examining and exploring residential movement data has been 
shown. To fulfill this niche and design an effective and efficient toolkit, it is not 
only necessary to review the merits and limitations associated with existing 
methods, but also important to make clear the research objectives here. 
The ultimate goal is always to learn the mechanisms under which humans 
and the environment interact, and studying residential changes help move in this 
direction. In the past when there was limited availability of residential movement 
data, research mainly sought to describe the process of residential movement 
using an aggregate approach. The growing availability of residential movement 
data and case studies at different places required a more systematic and replicable 
approach for exploring residential movements. Spatial patterns of residential 
movements, namely the distribution of moving distance and direction, were 
considered to be appropriate since these two features are the common attributes 
characterizing any movement. Geometrical methods implied by a quantitative 
paradigm supplemented the analysis of moving distance and direction. But, 
focusing on global laws and aggregate data at a macro scale signaled the 
shortcomings with geometric methods when used to examine spatial patterns in 
residential movements. Today, with mass residential movement data at a micro 
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scale containing hundreds or thousands of individual records available, a re-
evaluation is necessary. Simple descriptions of the process of each movement are 
not effective and efficient, let alone direct investigation of reasons behind each 
movement. On the other hand, with spatial patterns as the research objective, the 
focus utilized in conventional geometrical methods must evolve. Traditionally, 
geometrical methods considered distance and direction as independent elements. 
Now, exploration of spatial patterns must take into account the mutual 
relationship between the two spatial features and examine the distribution of the 
two simultaneously. Further, identification of spatial patterns from mass 
residential movements will not only seek to estimate a global pattern but also to 
search for local characteristics. Exploration of local effects on residential 
movements will be a necessary component of the research pursued here. 
 
3.1 Spatial Patterns in Movement Data 
When a group of events or phenomena occur in space, it is possible that a 
specific spatial configuration or distribution results. In spatial science, an event or 
phenomenon can typically be represented as points, lines, or polygons. Generally 
speaking, spatial patterns refer to the specific spatial configuration or arrangement 
of features of interest over space (Chou, 1995). These features can be arranged 
without any mutual relationship, appearing as chaos in space, also called 
‘randomness’; or, more frequently, they can appear correlated. The arrangement 
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of these features can be driven without purpose, as a completely spontaneous 
consequence. Alternatively, they can look ‘shaped’ as if driven by a specific 
reason or trend.  Studying spatial patterns in geographical terms often involves 
using the processes of visualization, analysis, recognition, and interpretation, all 
of which help to answer questions such as “how do movement patterns appear in 
space” and “why do they look as they do.” Insights into the characteristics of 
spatial patterns result in knowledge of the dynamics of spatial processes (Getis 
and Boots, 1978).  
Applying this general logic to the study of spatial patterns in residential 
movements helps us to better understand why and how people change their 
dwellings. Since spatial patterns are often shaped by a range of underlying 
dynamics in human-environment interactions, detection of such patterns can also 
provide clues for understanding these dynamics.  
 Movement data, as introduced previously, is a record of spatial trajectory 
for tracking behavior over space. Within the context of change in residence, a 
movement can be represented in the simplest format: a spatial trajectory with only 
two vertices, a beginning (move-out location) and an ending (move-in location). 
Other kinds of movements can also be associated with multiple stationary points, 
representing different interruptions within a movement. A behavior of residential 
change in space, however, can be viewed as a dual-phase movement, from an 
origin to a destination. 
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 There are two perspectives to view this form of dual-phase trajectory: one 
concentrates on the origin and destination points, the other is concerned with the 
link between. Based on the first perspective, a spatial trajectory of residential 
change can be viewed as a special case of “continuous sets of positions occupied 
by an object in geographic space over some time period” (Mark and Egenhofer, 
1998); or, a “correspondence between paired locations” (Lu and Thill, 2003). 
Simply put, a movement is viewed as points, and the spatial pattern of residential 
movements can be viewed as spatial arrangement of point pairs over space. 
 Point pattern analysis has long been of interest in spatial science, with 
well-established methodologies in place (Diggle, 1983; Fotheringham, et al., 
2000). Research has focused on the pattern for a group of individual points. 
However, when it comes to the study of spatial arrangements for paired points, 
such point pattern analysis methods encounter difficulties. First, for the spatial 
pattern of residential changes, it is no longer about a group of single point events, 
but rather a group of paired points. Second, a residential movement represented as 
a pair of point events is not a simple assembly of multiple point sets, but rather a 
single object, a moving agent occupying two locations across time periods. There 
is a one-to-one relationship for each origin to a corresponding destination. Though 
there have been multivariate spatial point analysis methods for studying 
relationships in multiple point sets (Diggle, 1983), such relationships are often 
derived between groups instead of between individuals. As such, they are not 
appropriate for evaluating movement data more generally. Third, viewing the 
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pattern of movements as an arrangement of paired point events is equivalent to 
analyzing a group of correspondences. In other words, the issue relates to an 
“inter-pair analysis” for a group of pairs, instead of an “intra-pair analysis” for 
each single pair. Because of such characteristics, point pattern analysis cannot be 
directly applied to movement pattern analysis. It is also not appropriate to treat 
patterns of residential movements as spatial configurations of points. 
 The other perspective views the residential movement as a spatial 
trajectory of residential change, or more specifically, as a directional line with 
fixed length. In geometry, this is a vector of distance and direction. Based on this 
perspective, the spatial pattern in residential movements can refer to a spatial 
arrangement of vectors over space, or, in a more basic way, a spatial arrangement 
of the dual components: distance and direction.  
Exploring the distance and direction tendencies of movement behavior has 
long been a research topic in geographic analysis. Past studies have often treated 
distance and direction as two independent features without paying adequate 
attention to them simultaneously. Since neither of these two facets can 
independently form a complete movement, there is a need for an approach that 
explores spatial patterns of movements using methods that analyze distance and 
direction. Compared with viewing residential movement as a paired point, 
considering the vector of distance and direction makes intuitive sense and 
becomes analytically tractable. 
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3.2 Spatial Patterns of Vectors 
A vector is a line segment with a fixed distance and direction. A spatial 
trajectory of residential movement fits the following geometrical form: a 
trajectory line starting from the move-out location and ending at the move-in 
location. Therefore, exploring the spatial patterns of residential movements can be 
equivalent to exploring the spatial patterns of vectors, i.e., how their distances and 
directions are distributed over space. 
3.2.1 Distance 
Distance is a basic means for measuring the space separating objects. 
Therefore, describing the structure of space has invariably relied on distance. But 
distance is not only used to measure separation; it is also used to quantify the 
possible intensity of a relationship and interaction between geographical events. 
According to the second part of the “First Law of Geography” (Tobler, 1970), 
since locations that have close proximity relate more to each other, it is reasonable 
to expect that locations separated by shorter distances are more related. This 
expectation has been globally examined in previous research and has become a 
fundamental theory for spatial science, the theory of “Distance Decay” (Taylor, 
1975; Fotheringham and O’Kelly, 1989). Today, progress in travel and 
communication technologies has possibly weakened the effect of spatial 
interaction (Fellman et al. 1999), especially in cases without physical movement. 
But movements of residential change, which can only be realized by physically 
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moving, are still believed to be influenced by distance effects, especially for those 
at a micro scale (Rae, 2009)  
Distance decay theory states that intensity of mutual interaction between 
two geographically separated locations decreases as distance increases. The 
mathematical model describing such a decay tendency was originally derived 
from the gravity model in physics, and formulated in general terms as 
(Fotheringham and O’Kelly, 1989): 
βα
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I =   (3.1) 
Taking the behavior of residential movement as an example, the interpretation of 
this equation is as follows: the indices i and j are, respectively, understood as the 
move-out location and move-in location. ijI  , therefore, represents the number or 
frequency of moves from i to j. iP and jP  indicate push or pull factors, 
respectively, associated with residential movements from i to j. Such factors could 
be population size, education opportunity, economic activity, and so on. ijd  is a 
measure of distance separating points i and j. Depending on the situation, ijd  can 
be described using Euclidean distance over space or travel distance through a 
transportation network. Finally, α and β are parameters defining the tendency of 
decay effect. Because of the relationship between distance ijd and interaction ijI , 
this formula is also recognized as the Inverse Distance Function. It is likely that 
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α and β will need to be estimated or fitted in practice (Wilson, 1967; 
Openshawn, 1975).  
When 1=β , equation (3.1) suggests a simple linear decay function. In 
certain software, there are assumed relationships for distance decay. ArcGIS uses 
2=β as a default. This yields an inverse-square power equation, which is the 
original form of the gravity function. The value of β decides the slope of the 
distance decay curve, which is the core question when estimating the distance 
decay tendency. In reality, for residential moving behaviors, either 1=β  or 
2=β  is a naïve estimate to describe the tendency of distance decay (Taylor, 
1975). A more general distance decay function can be expressed by the function: 
kdedf )()( ϕ−=  (3.2) 
 Of course, equation (3.2) is exponential and allows different relationships 
to be accounted for. Taylor (1975) summarizes a series of logarithmic functions to 
specify this general form of distance decay based on a general regression equation: 
)(log dbfaI −=   (3.3) 
where I is the intensity of movements; )(df is a function for distance; and a  and 
b are regression parameters to be estimated. Taylor (1975) has given two model 
categories and five specific expressions: 
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1) Single-Log models mddf =)( : 
Square root exponential: dbaI −=log   (3.4) 
Exponential: bdaI −=log   (3.5) 
2) Double-Log models ddf mlog)( = :  
Normal: 2log bdaI −=  (3.6) 
Pareto: dbaI loglog −=   (3.7) 
Log-normal: 2)(loglog  dbaI −=  (3.8) 
Among these five specific forms, the issue to resolve is which one, if any, would 
best describe the distance decay tendency in observed behavior by using 
regression analysis. Taking into account the different study regions, research 
targets of moving agents, and spatial scales, it is expected that the estimates for 
the regression specification will also differ. Conversely, different estimates and 
values in parameters may help to reveal information associated with moving 
behaviors. This reflects, in essence, the purpose of exploring spatial patterns of 
residential movements, namely to better understand how people change their 
residences over space. Therefore, one important task in exploring spatial patterns 
of residential movements is to estimate the distribution of moving distances. 
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3.2.2 Direction 
 Direction is another spatial property defining a vector. Exploring the 
spatial distribution of moving distance alone is not sufficient for investigating the 
spatial pattern of movements, as some empirical research has concluded (Adam, 
1969; Fotheringham and Pitts, 1995). To emphasize the importance of direction in 
forming movement patterns, Fotheringham and Pitts (1995) asked an interesting 
question: Which distance is shorter, from Atlanta to Chicago, or from Atlanta to 
Miami? For most people, the instinctive response would probably be “it is farther 
from Chicago to Atlanta than to Miami,” which has also been demonstrated using 
migration patterns where more residential movements have occurred between 
Atlanta and Miami than between Atlanta and Chicago. In reality, however, 
Atlanta is spatially closer to Chicago than to Miami, with more migrations 
occurring over a longer distance. Distance, here, fails to explain the pattern. Thus, 
when exploring the spatial distribution of vectors associated with residential 
changes, analyzing direction will be important. 
 There are at least two aspects of spatial information that are related to 
direction in residential movements. The first is spatial structure of locations 
between which residential changes are occurring. At a macro scale, such spatial 
structure is composed of the geometric relationship between geographical regions. 
For example, for inter-state migration when movement data has been aggregated, 
moving direction is a reflection of relative relationships among the regions where 
the moves are occurring. This was observed in cartographic studies over a century 
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ago that illustrated national tendencies of internal migration within the US and 
Britain (Ravenstein, 1885; Tobler, 1987; Rae, 2009). For example, after World 
War II there was a high frequency of residential movements towards Southwest 
regions in the US, reflecting interest in the Sun Belt region and the depression of 
industrial regions in the Northeast. 
 For individual changes of residence at a micro scale, the distribution of 
moving directions is a reflection of urban evaluation. Given the fact that there is 
directional variation associated with residential changes for different social 
classes, it is possible to gain a better understanding of the underlying mechanism 
of changes occurring in neighborhood composition and urban dissimilation. For 
urban planners, research in spatial arrangement of moving directions within a city 
can also be utilized to examine whether a specific planning strategy has been 
effective in generating movements toward certain areas (Quigley and Weinberg, 
1977). So, exploration of movement vectors can help to provide insight into 
spatial dynamics and structure of geographic changes at different spatial scales, 
e.g., national development, urban sprawl, neighborhood shifting, and so on. 
 The other aspect of spatial information related to moving direction is the 
mental map (Adam, 1969). Lynch (1960) interpreted how mental references of the 
real spatial environment operate. Individuals learn this reference of space based 
on their interaction with the environment; and this interaction is restricted by both 
physical and social factors (Golledge and Stimson, 1997). A place with more 
acquaintances is mentally closer than a strange place, even if this strange place 
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may be physically closer. For example, a stock broker working on Wall Street 
likely sees the city of London as much “closer” than a ghetto in the Bronx. 
Because of this cognitive fact, physical distance is not necessarily consistent with 
human cognition (Golledge and Stimson, 1997). But it can be hard to directly 
investigate the factors that influence mental maps; in this case, direction can be 
used as a useful clue (Adam, 1969). 
Everyone’s mental map dictates their response to the environment. A 
change in residence is one such response. For a moving agent, the choice for a 
new residential dwelling has to be restricted within an “awareness space,” which 
is usually shaped by people’s “activity space” and “contact space” (Clark, 1969; 
Brown and Longbrake, 1970; Brown and Moore, 1970; Moore and Brown, 1970).  
Information about “awareness space” can be achieved by exploring the modes of 
individual behaviors in residential changes. Such a mode, as explained previously, 
is not only indicated by the distribution of moving distances but also by the 
pattern of moving direction. As a result, it is necessary and meaningful to explore 
direction as the other aspect when investigating spatial patterns of movement 
vectors. 
 Similar to distance, which reflects a relationship between an origin and 
destination, direction is also a relative property defined by the position of the 
destination from the origin. But the measure of a unique direction has been based 
on deviation from an established orientation system, which can be constructed 
locally or globally. “Locally” means the direction is based on a fixed center of the 
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study area. In early research using aggregated data, such a center usually 
represented a downtown or a CBD (Adams, 1969; Wolpert, 1967). Figure 3.1 
illustrates such a direction, which essentially is the angle of the move with respect 
to the location of the fixed center. It is a direction defined by 3 points, the 
destination, the origin, and the fixed center. 
Figure 3.1. Measuring directions based on a fixed-center orientation system 
As shown in Figure 3.1, there are two residential movements, O1-D1 and O2-D2; 
and there generate two move directions, α (angle C- O1-D1) and β (angle C- O2-
D2). This definition of direction is based on the 1950’s model of a city that was 
circularly structured (i.e., circular zone I, II, and III, in Figure 3.1); each circular 
zone with respect to the fixed center, downtown or CBD, possesses similar social 
conditions. For example, the housing situation within the same circular zone is 
similar. Thus, if the movement direction is 0 or 180 degrees (i.e., movement O1-
C
O1
D1 
O2
D2
α
β
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D1, with direction α ; origin O1 is at zone II and destination D1 at zone II), this 
means there is a significant change of the housing environment along with the 
change of dwelling; but if the direction is approximately 90 degrees (i.e., 
movement O2-D2, with direction β ; both origin O2 and destination D2 are at 
zone II), it probably indicates that migrants chose new housing of about the same 
kind as their former housing. 
 Of course, the city model used for the fixed-center orientation system may 
seem to be too simple, and probably unable to capture the complexity of a modern 
city. Given a complex city structure in reality, moving direction defined based on 
this fixed-center system is likely inappropriate. Therefore, a “globally” defined 
orientation system is utilized. It is the orientation system for ordinary use defined 
by North at the top, South at the bottom, East to the right, and West to the left, as 
shown in Figure 3.2. Although the major four directions have been defined, 
directional measurement is still based on where the primary direction is and the 
degree value for each of four major directions. In this research, the primary 
direction and degree are established as shown in Figure 3.2: East at o0 , with 
others following a counterclockwise order, i.e. North = o90 , West = o180 , and 
South = o270 .  
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Figure 3.2. Orientation system for this research 
 Based on this system, the direction for a specific movement is measured 
by its directional deviation from the East. The reason for this is to facilitate 
implementation in the toolkit. This directional system is the same as that used in 
trigonometric calculations. This makes implementation in a computer program 
more efficient. 
 The research interest when analyzing directions is not for an individual 
angle but the pattern for a collection of move directions. Therefore, establishing a 
system for directional measurement is not sufficient; there needs to be a method 
for summarizing a collection of directions. But, this is not straightforward. 
Different from distance, which in mathematics is a contiguous variable, direction 
is a recurring variable repeating every 360 degrees, or every π2  in radians. Given 
this characteristics, there is difficulty in investigating direction by ordinary 
measures. For example, arithmetic mean is not appropriate in measuring average 
angle for a series of directions. The average for value 0 and 360 is 180; whereas, 
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180 degrees is completely opposite to the average of 0 and 360 degrees. In 
geometry, 0 and 360 degrees are totally the same. There is a specific algorithm to 
calculate the average of a group of directions (Gaile and Burt, 1980): 
1. Convert all circular quantities (angles, directions, etc.) from polar 
coordinates to corresponding points at Cartesian coordinates, based on 
trigonometric transforms. This means that given a directionα , its 
corresponding point at Cartesian coordinates is )sin,(cos αα , where 
cos is Cosine function and sin is Sine function in Trigonometry; 
2. Compute the arithmetic mean of these corresponding points; 
3. Convert the point of arithmetic mean back to angle by inverse tangent 
functions ( tana ); this then represents the average of the original 
directions. 
Mathematically, this algorithm is equivalent to the formula: 
)cos1,sin1(2tan
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a ααα     (3.9) 
 Compared to the summary by calculation, visual analytics are more often 
used to detect insight in the directional patterns. Given the specialty of direction 
as a recurrent variable, there is also a corresponding interface for implementing 
visual analysis of directional pattern. Figure 3.3 illustrates an example of this 
interface, which is called direction rose diagram, or wind rose. 
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Figure 3.3. An example shape of a wind rose for direction 
 The wind rose diagram, essentially, is a circular form of histogram. 
Conventionally, in a histogram built in Cartesian coordinates, a unit length along 
the x-axis represents a unit interval. In a wind rose diagram, such an interval is 
represented by a unit of angle. For example, in Figure 3.3, there are 8 of such 
directional intervals, each of which covers 45 degree. And in a conventional 
histogram, the height of an interval along the y-axis is proportional to the counts 
of events within that interval. Similarly in a direction rose, the counts of 
directions within an angle range are proportioned to the radius of the 
corresponding section. Using the diagram in Figure 3.3 as an example, the most 
counts are within the north-northwest portion while there is no event orienting to 
east-southeast. By this visual summary, researchers can then detect the global 
orientation associated with a group of movements. This graphic interface can be 
utilized to identify sub-groups of movements at different regions within a global 
area and identify locally directional tendencies.   
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3.2.3 Distance and Direction 
 Representing a movement as a vector with distance and direction brings a 
methodological convenience for spatial pattern analysis since it can be 
implemented using geometric and statistical methods, as previously discussed. 
Unfortunately, existing approaches have focused on either distance or direction, 
but not both (Adams, 1969; Taylor, 1975; Fotheringham and O’Kelly, 1989; 
Fotheringham and Pitts, 1995). As these two components together define a vector, 
ignoring one or the other will create problems in analysis.  
 
Figure 3.4. Analysis of distance with respect to four directional sections 
 The difference between distance and direction makes it difficult to 
combine the two attributes in a uniform analysis. The principle applied in existing 
research when attempting to simultaneously consider the two features is to treat 
direction as a context for distance analysis. Thus, the distance decay tendencies 
are separately investigated with respect to different directional regions. Figure 3.4 
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illustrates this principle. Of course, based on the same principle, the analysis of 
direction can be implemented for a group of movements with respect to the 
distance intervals as well. The distance, in this case, become the analytical context 
for examining directional patterns. 
 Figure 3.4 only illustrates a graphic explanation of the principle when 
examining distance-direction patterns for movements. A more sophisticated visual 
interface is needed to support visual identification of distance-direction pattern. 
There are three difficulties that need to be overcome when designing this 
interface. First, based on principles of combining distance and direction in an 
interface, movement data has to be standardized. This is because the investigation 
of directions is based on an established center, while in reality movements can be 
distributed anywhere. Standardizing the movement data, while preserving 
distance and direction for each movement, is a reasonable operation to be 
implemented in the toolkit. Second, distance and direction must be treated 
equally. Third, it must be possible to gain insight into distance-direction patterns 
from movements. The toolkit provides statistical testing in the analytical interface 
to support the evaluation of any detected characteristics associated with 
movement pattern.  
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3.3 Local Effects in Residential Movements 
In addition to the simultaneous analysis of movement distance and 
direction, another issue ignored in traditional research on spatial patterns in 
residential movements is the consideration of local effects. In this research, when 
mass movement data at a micro scale is of interest, consideration of local effect 
among movement behavior is a necessary focus. And there must be appropriate 
methods to deal with this issue. 
Local effects, in general, refer to two well-known properties that are 
observed in most geographic phenomena, spatial heterogeneity and spatial 
dependence. Spatial heterogeneity refers global variation among observations 
across different locations. In contrast, spatial dependence indicates similarity 
among observations located nearby. The two properties are not contradictory: 
while the former indicates an effect at a macro level, the latter relates to properties 
at a micro scale (Anselin, 1989; de Smith et al., 2009). But both show the effect 
caused by spatial locations. The relationship between geographical objects is 
locally sensitive, and has been verified as a fundamental mechanism on the earth 
(Openshaw et al., 1987; Anselin, 1995; Brunsdon et al., 1998). Such a universal 
effect did not attract attention in early research influenced by the positivism 
paradigm which was only concerned about global laws, but now more and more 
research has indicated that it is naïve to assume a global pattern is applicable to 
the enitre world (Fotheringham, 1997).  
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Focusing on the micro scale, the local effect can be embodied as spatial 
association, meaning that spatially proximate objects possess similarity. For areal 
and point data, spatial association has been extensively examined (Openshaw et 
al. 1987; Fotheringham and Zhan, 1996; Murray and Estivill-Castro 1998; de 
Smith et al., 2009). But there have been few examinations for movement data. 
Such work has only explored the national scale to which the movement data were 
aggregated (Fotheringham and Pitts, 1995). No research has focused attention on 
a county or city scale and examined the effect of spatial association in individual 
movements. Focusing at a micro scale is necessary and meaningful. For 
residential movements, spatial association indicates that spatially proximate 
movements have a similar mode in distance and direction. At a global level, if 
such an effect can be established, it suggests that originally proximate residences 
remain nearby after a change in residence. This is valuable information for urban 
planners and decision makers, since such information potentially indicates a 
consistency in communities even after residential changes. On the other hand, if 
empirical research establishes that the effect of spatial association does not exist 
in residential movements, this finding can suggest an inconsistency in urban 
structure after change of residence.  
At a local level, identification of spatial association in movements is more 
meaningful. If the effect can be demonstrated as a significant property associated 
with a specific movement, this movement then can be reasonably considered as a 
representative for its neighbors since they have similar distance and direction. 
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Exploration of the spatial distribution of such movements, then, is possible. If 
clusters of movements that are spatially associated are established, it suggests a 
similar mode of movement behavior in residential changes with respect to 
locations. Relating geographical context to these established locations, then, 
reveals further information regarding the mechanism driving residential changes. 
For example, if locations are associated with some social characteristics (like 
education opportunity, economic conditions, ethnic composition, etc.), then they 
would be deemed factors leading to a similar mode of movement. Thus, 
investigation of spatial association in movements at a local level can help reveal 
characteristics of place-dependence in the interaction between moving agents and 
the natural or social environment, something that has been observed in many 
empirical studies (Quigley and Weinberg, 1977) but has not been systematically 
examined.  
 
3.3.1 Measures of Spatial Association 
 Approaches for measuring spatial association are based on 
“autocorrelation” measurements in time series. These approaches have focused on 
areal data, but also point data (Cliff and Ord, 1973; Goodchild, 1986). The most 
common indicators used to describe spatial autocorrelation are Moran’s I (Moran, 
1950) and Getis-Ord’ G (Getis and Ord, 1992; Ord and Getis, 1995). Both are 
global, reflecting an interest in the entire study area and whether it exhibits 
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clustering or a random pattern. They are not able to tell where the clusters, if there 
any, are located. Moran’s I is specified as follows: 
∑
∑ ∑
∑ ∑= i i
i j jiij
i j ij Z
ZZW
W
NI 2   (3.10) 
where: N is the total number of observations; iZ  is the deviation of the variable 
of interest iX  with respect to the mean, XXZ ii −= ; and ijW  is the binary 
weights matrix defining the spatial relationship (i.e. adjacency, neighbor, and so 
on) between observation i and j. 
 Anselin (1995) proposed a local indicator of spatial association (LISA) 
based on Moran’s I to investigate where clusters are in a study area. This is as 
follows: 
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The original Moran’s I is the average of all LISA iI , N
I
I i i
∑= . Both Moran’s I 
(3.10) and its local version LISA (3.11) are associated with a statistical 
distribution, based on which their derived value can be tested for significance.  
 By examining the structure of such measures for spatial association, it is 
found that, either for global or local scale, it has two components, spatial 
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relationship ( ijW ) and the variable of interest ( ijZ ). The result derived by the 
measure is associated with a theoretical distribution by which its significance can 
be tested. If the derived index is iσ , it can be calculated as: 
),( ijiji ZWf=σ  (3.12)  
Assumingσ is a threshold value corresponding to a specific significance in the 
theoretical distribution for iσ , the decision about significance of the derived 
pattern can be interpreted as:  
   ,σσ ≥i  the derived pattern is statistically significant; 
  ,σσ <i  the derived pattern is not statistically significant. 
 This principle for measuring spatial association (3.12) is utilized here to 
help construct a special measure for evaluating the effect of spatial association in 
movement data.  
 
3.3.2 Vector Spatial Association 
It is not straightforward using existing measures (i.e. Moran’s I, LISA, and 
so on) to examine spatial association in movement data. Despite extensive 
developments for more efficiently measuring spatial association in different 
spatial data (for example, see Openshaw et al. 1987; Fotheringham and Zhan, 
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1996; Murray and Estivill-Castro 1998), none are appropriate for movement data 
due to several inevitable limitations associated with implementation.   
 First, existing measures are mainly concerned with areal data or point 
data, but are not appropriate for movement data when evaluating spatial 
relationship between objects. For areal data or point data, the spatial relationship 
is straightforward. For areal data, neighbors can be defined as spatial objects 
sharing a common boundary. For point data, points separated by a distance shorter 
than a threshold value can be defined as neighbors. Such topologic or distance 
based assessments can be directly facilitated by most GIS software. 
Unfortunately, for movement data the spatial neighbor relationship is difficult to 
assess. The reason is that making a comparison is complicated in movements, 
given origin, destination, and direction. Figure 3.5 illustrates the difficulty of 
establishing neighbor relationship for movements.  
 
Figure 3.5. Spatial “neighbor” relationships for a pair of movements 
 The paired movements in Figure 3.5a intersect at a mid point, but they 
cannot be viewed as “neighbors” since their origins and destinations are 
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significantly separated. While the paired movements in Figure 3.5b share an 
identical origin, they are not “neighbors” due to their different directions. The pair 
in Figure 3.5c possesses no common point, but could be considered neighbors 
since their origins and destinations are both close and they share similar distance 
and direction. Here, neither topologic adjacency nor distance is suitable for 
assessing spatial neighbors in movement data. However, this assessment is 
necessary for evaluating spatial association since the effect, as introduced 
previously, is a property shared by spatially close objects. Assessment of spatial 
neighbors is therefore a prerequisite for examining spatial association. 
 The second limitation associated with these existing measures of spatial 
association when being applied to movement data is that they are usually used for 
assessing non-spatial attributes. They do not measure whether neighboring objects 
share a similarly geometrical shape; instead, they measure whether neighboring 
objects are similar with respect to one of their attributes. For example, given a city 
separated into different census tracts, such existing measures can be used to 
examine whether close tracts possess similar economic attribute; but they do not 
measure whether the neighboring tracts share similar spatial configurations, e.g., 
the size or the orientation of the tract (Chou, 1995). For examining spatial 
association in movement data, however, the focus is on the two spatial attributes 
of movement data, distance and direction. The two constitute a movement, but are 
not attached to a movement. 
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 Third, existing measures for spatial association currently focus only at a 
univariate attribute not multivariable. However, there are two variables of interest 
in a movement vector, which means that ijZ  in function (3.12) must be composed 
of ijdisZ )(  for distance and ijdirZ )(  for direction. But the two variables, distance 
and direction, possess totally different properties and belong to different 
theoretical distributions.  
 Some exploratory spatial data analysis (ESDA) based methods have been 
proposed for implementing the evaluation of spatial association in movement data 
(Anselin et al. 2002; 2006). While these ESDA based methods provide an 
interface for detecting spatial association visually, they are not able to 
quantitatively evaluate the significance of detected patterns. 
Based on function (3.12) for assessing spatial association, a more 
quantitative measure can be developed. The associated limitations mentioned 
above must be addressed. First, data conversion is necessary. It includes two 
parts: using a measurable distance between vectors for assessing spatial 
neighbors; and treating distance and direction as operational attribute. The first 
part involves constructing an appropriate spatial weights matrix ijW . Some 
research suggests using the distance between origins for assessing neighbors in 
movements (Oden and Sokal, 1986; Rosenberg, 2000; Lu and Thill, 2003). Other 
research suggests aggregating the vectors to a spatial area where the origin or 
destination are located, and then neighbor relationship in movements can be 
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assessed based on area (Berglund and Karlström, 1999). The second part of data 
conversion considered here is to construct the association index ijZ . Some 
research has proposed treating the association for distance and direction 
independently. For example, Oden and Sokal (1986) and Rosenberg (2000) 
examined directional association in each origin of movement, but ignored 
distance. And Berglund and Karlström (1999) considered both distance and 
direction, using the Getis-Ord’ G statistic (Getis and Ord, 1992; Ord and Getis, 
1995). However, this research failed to account for movement at the individual 
level. Lu and Thill (2003) explored vector association by decomposing it into 
origin and destination association, utilizing a point-based method for analysis.  
These attempts suggest several clues for developing an appropriate 
measure for vector spatial association. Since it is hard to assess spatial proximity 
for movement data directly, the measure of proximity can be initially 
implemented as a point between the movements. Then, distance and direction can 
be viewed as two attributes associated with this specific point. For vectors, 
proximate origins and similar distance and direction have the potential to result in 
destinations being close to each other, indicating that the entire vectors must be 
spatially close. This is exactly what spatial association for movement is all about. 
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3.4 Summary 
 This chapter first explains why exploring spatial patterns of residential 
movements is important for better understanding human-environment interaction. 
The spatial patterns are derived from mass individual movement records, each of 
which possesses accurate locational information. Different from the spatial pattern 
derived from aggregate data by geometrically-based methods, in this research the 
investigation of spatial patterns explores movement distance and direction 
simultaneously as well as examines local effects.  
 There has been considerable research treating a movement as a vector and 
investigating the distribution of distance and direction. The two properties are 
fundamental in geographical analysis. Distance is an indicator of spatial 
interaction intensity, and direction indicates geographical structure of the 
environment. Methods for analyzing the two properties have been well developed 
since the 1960s. However, most of these methods are inappropriate for analyzing 
mass individual movements at a micro scale. The problem is that most of the 
work done thus far has treated distance and direction independently. This 
research, proposing to examine patterns in movement data, explores distance and 
direction simultaneously. 
 Further, local effect in residential movements is an important component 
of spatial pattern in movements. Such effect for movement data can be expressed 
as nearby movements possessing similar distance and direction. In general, this 
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can be measured using spatial association indicators, such as Moran’s I (Moran, 
1950) at the global scale, or LISA (Anselin, 1995) at the local scale. Despite their 
usefulness in general application, these measures become inappropriate when 
applied to movement data, since spatial proximity is hard to measure. This 
research proposes a way to solve this difficulty, enabling the measure of spatial 
association to be applied to residential movements. It considers distance and 
direction as two attributes associated with the origin of movement, allowing 
vector spatial association to be measured based on origins for which the spatial 
proximity can be determined using point data.  
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CHAPTER 4: METHODS 
The previous chapters discussed shortcomings with existing methods for 
studying residential movements. This chapter will introduce methods and 
functions to be included in an exploratory toolkit for facilitating pattern analysis 
in residential movement data. 
 
4.1 Programming Tool: Python 
 The toolkit proposed in this research for exploring spatial patterns of 
movement needs to be developed, consisting of functions and methods 
implemented in a computational program. This toolkit will inevitably involve 
hundreds, thousands, or even millions of movements. In addition, each movement 
is associated with multiple spatial and non-spatial attributes. Only a 
computational program could efficiently handle the organization of such data. 
Second, visual analytics are one of the major methods utilized here for movement 
data analysis. Various visual graphics are needed to explore different properties 
and attributes in movements. Third, this toolkit is not an individual function but 
rather an integration of different methods. Computational programming represents 
an appropriate framework for such integration. 
This research uses Python for implementing the proposed functions and 
methods included in the toolkit. Python is a high-level computer language 
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designed to support objected-oriented and structured programming. Compared 
with other low level compiled languages such as C, C++, or Fortran, Python is 
more readable with more expressive syntax. Because of this, Python has been 
extensively utilized by social science scholars with a limited background in 
programming (Rey and Anselin, 2007). 
 Another important reason for choosing Python is that there are many open 
source libraries that have been developed and packaged for direct utilization in 
and integration with a tool programmed in Python. As a result, the developer does 
not need to duplicate the programming of some basic functions commonly used in 
research projects, for example, data storage and extraction from a GIS database 
(Rey, 2009). Based on the specific focus on movement data in this research, a few 
preexisting open source libraries are utilized: Shapely, wxPython, Scipy and 
Matplotlib. 
4.1.1 Shapeley3 
 This is a C language compiled library that can be directly used in Python 
for manipulating GIS data, especially shapefiles. Integrating this package enables 
the toolkit to access functions for extracting coordinate information from input 
data. Since this research focuses on movement distance and direction, coordinates 
for the origin )  ,( YOXO  and destination )  ,( YDXD  of a move play a fundamental 
role in determining distance and direction.  
                                                 
3 For the context of shapelib package, see: http://shapelib.maptools.org/ 
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4.1.2 wxPython4 
 This is an open source GUI (graphical user interface) library for Python. A 
series of widgets serving as the necessary components of a graphical interface, 
including windows, canvas, and input-box, among others, are included in this 
library and can be called in a Python program directly. Additionally, some basic 
drawing actions, such as the creation of points, lines, and polygons, can be called 
directly from the library as well. Because of this cross-library functionality, 
wxPython serves as the core package for implementing visualization in this 
research. 
 
4.1.3 Scipy & Matplotlib5 
 While Scipy is an open source library for scientific computation in Python, 
Matplotlib is a library that facilitates plotting within Python. The two packages 
together are similar to MATLAB, a business-oriented mathematical software 
extensively utilized in science and engineering. By calling these two packages in 
Python, implementation of statistical calculations and statistical plots are 
possible. 
 
                                                 
4 For the context of wxPython package, see: http://wxpython.org/ 
5 For the context of Scipy and Matplotlib package, see: http://www.scipy.org/SciPy 
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4.2 Framework of the Toolkit 
 Given the research problem discussed in Chapter 1 and research objectives 
in Chapter 3, a framework for the proposed toolkit consists of the modules shown 
in Figure 4.1. 
 
Figure 4.1. Conceptual framework of the proposed toolkit  
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 The framework summarizes a general structure for data analysis in the 
toolkit. First, the movement data records are processed and converted into a 
standard format. Using the manipulated data, visualization based analysis is then 
performed, incorporating exploratory data analysis using multiple interfaces. 
Dynamically linked windows are necessary with these interfaces to facilitate 
interactive functionality. Based on visual analytics, quantitative examination is 
included to test visually detected patterns, at both the global and local scale. 
Additionally, exploration of vector association is possible for exploring 
geographical context. 
 The sections that follow provide details about included components shown 
in the framework. 
4.3 Movement Data Organization 
The sheer size and complexity of a dataset containing hundreds, thousands 
or millions of residential movement records, each of which is associated with 
accurate address information as well as other attributes, leads to difficulties in 
efficient data analysis. To overcome such difficulties and ensure the functionality 
of the toolkit, there is necessarily an initial process of data organization, as shown 
in the flowchart in Figure 4.1. This is needed to organize the input data in a 
standard format that allows for the spatial attributes to be highlighted and 
separated from other attributes associated with movements. 
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The format of input data in this research is assumed to conform to some 
Geographic Information System (GIS) standard, such as shapefiles data or tabular 
data. Regardless of which data type is used, accurate address information for the 
origin and destination of each movement is needed. Extracting such address 
information from input movement data is the core operation for data organization. 
Shapely is used to extract coordinates for the origin and destination of 
each movement from the input data. The input data is assumed to be associated 
with a specific projected coordinate system such as a Universe Transverse 
Mercator (UTM) or State Plane Coordinate (SPC) system. Each movement is then 
stored as a coordinate pair:  
])_  ,_(  ),_  ,_[( dYidXioYioXi , 
where “i” indicates the ID of movement record. Based on the ID, the toolkit 
generates a tabular form for storing the basic address information, as shown in 
Table 4.1.  
 This table reflects the view that a movement is an amalgamation of 
“continuous sets of positions occupied by an object in geographic space over 
some time period” (Mark and Egenhofer, 1998). With this organization of 
movement data, spatial analysis can be applied a point level to explore 
relationships among origins, or among destinations, of different movements; it 
can be also applied to origin-destination pairs. 
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 Basic Information  
Movement ID Origin Destination 
1 (X1_o, Y1_o) (X1_d, Y1_d) 
2 (X2_o, Y2_o) (X2_d, Y2_d) 
3 (X3_o, Y3_o) (X3_d, Y3_d) 
   
. . . 
. . . 
. . . 
Table 4.1. Tabular form of movement data with ID and basic information 
 Based on coordination information, movement distance and direction can 
be derived. As the second step of data organization, this toolkit provides 
functionality for deriving distance and direction.  
The distance attribute for each movement event is defined as the 
Euclidean distance from the event’s origin to its corresponding destination, 
derived as follows: 
2
__
2
__ )()( oidioidii YYXXD −+−=  (4.1) 
where iD is the Euclidean distance between the origin and destination of 
movement i , ( )oioi YX __  ,  are the origin coordinates for movement i , and 
( )didi YX __  ,  are the destination coordinates for movement i . 
 Given the coordinates of the origin and destination, the direction attribute 
for a movement event is derived using an inverse trigonometric function and 
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based on an orientation system as shown in Figure 3.2. Direction iα  (in degree) 
for each movement i  is derived according to following functions: 
1. If dioi YY __ ≥ : 
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 if   ,/180tan180
  if       ,/180tan0
 if                                                      ,90
π
πα  (4.2) 
 
2. If dioi YY __ < : 
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 if       ,/180atan180
  if       ,/180atan360
 if                                                         ,270
π
πα  (4.3) 
In functions (4.2) and (4.3), π  is the angle in radians (equivalent to o180 ), and 
atan is the inverse tangent function. 
With the extracted coordinates for the origin and destination, two groups 
of spatial information for a movement are generated. The first group is “basic 
 75
attributes” — the location information for the origin and destination. The other 
group is “deductive attributes” – the distance and direction information. Along 
with other attributes, physical as well as socioeconomic, associated with 
residential change, each movement is organized in tabular format as illustrated in 
Table 4.2.   
Basic Attribute Deductive Attribute 
Movement ID 
Origin Destination Distance Direction 
Other Attribute 
i (Xi_o, Yi_o) (Xi_d, Yi_d) Di iα  … 
Table 4.2. Tabular organization of a residential movement in the toolkit 
This tabular format provides an effective way for organizing movement 
data in a computational program. Hundreds, thousands, or millions of residential 
movement records can be processed if they are organized accordingly. 
Horizontally, all attributes for a single movement event i can be mutually related 
by the ID; vertically, assessment of each type of attributes can be processed along 
the column.  
In summary, GIS-based movement data will be converted to a common 
tabular format and spatial attributes, distance and direction, of a movement will be 
specifically derived. 
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4.4 Standardization of Movement Data  
Once movement information is processed to be in an accessible format, 
the next step is visualization of the data through appropriate interfaces, as 
indicated in Figure 4.1. Visualization, as discussed in Chapter 2, is a critical 
component in exploratory spatial data analysis. More generally, it provides 
opportunity for gaining potential insight into spatial arrangement of geographic 
events. 
Visualization of movement trajectories can be achieved using cartographic 
visualization of line features. Figure 4.2 illustrates such visual output. 
 
Figure 4.2. Cartographic visualization of movement vectors 
To accomplish this, the coordinates of the two ends of a movement must be 
transferred to a window coordinate on the computer screen, as follows: 
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0minmax
min xXscale
XX
XXXs +×−
−= , (4.4) 
0minmax
min yYscale
YY
YYYscaleYs +×−
−−= , (4.5) 
where:  
X  and Y are the real coordinate for a endpoint of a movement; 
Xs  and Ys are the corresponding window coordinate on screen for endpoint (X, 
Y); 
maxX / maxY are the largest X / Y coordinate associated with the original 
movement dataset; minX / minY are the smallest X / Y coordinate associated with 
the original movement dataset; so min)max( XX − is the horizontal extent of the 
dataset while min)max( YY − is for the vertical extent; 
Xscale /Yscale are the window extents at horizontal / vertical scale on screen; 
0x  and 0y are the adjustment parameters to locate the features at appropriate 
positions inside the window on screen. 
 The fact that form (4.5) for Y conversion is different from (4.4) for X 
conversion is because the primary point )0 ,0( of a window on the computer 
screen is at the upper-left corner and the Y coordinate increases when a point is 
motioning downward. But for a common coordinate system, i.e., UTM or SPC, 
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based on which the original coordinate of movement data is recorded, the primary 
point )0 ,0(  is at lower-left corner and the Y coordinate increases when a point is 
motioning upward. So when converting the Y coordinate from reality to a window 
on computer screen, (4.5) is opposite.  
 After preparing the screen for displaying movements, the program uses 
wxPython package to implement the visualization of the spatial data. Figure 4.1 
has illustrated that the initial visualization is map based, showing the original 
shape and location of the movement data. In the output graph, as shown in Figure 
4.2, each movement is mapped as a vector. To clearly indicate the direction, each 
vector is therefore drawn as an arrow that starts at the moving-out place (origin) 
and ends at the moving-in place (destination). And in this visual output, the 
boundary of underlying study area is drawn as well, assuming the GIS polygon 
data for the study area is available. Including such background or topographical 
information provides more geographic context.  
 
Figure 4.3. Movement selection based on two strategies 
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This visualization interface is also enabled with a selection function. 
Selection operations enable user interaction, when users are concerned with a 
special group of movements rather than the entire dataset. The selection can be 
implemented based on two strategies, select by attribute and select by location, as 
exhibited in Figure 4.3. Respectively, Figure 4.3a is an example of selection by 
attribute: movements possessing an attribute satisfying some criterion are 
selected. Such selection criteria, for example, can be “the marital status is single” 
or even “moving distance beyond 10 miles”. Figure 4.3b is an example of 
selection by location: those highlighted movements are all with their origins 
within Region II.  
 Based on a query operation on the tabular organization of the movement 
data, the selection method is implemented as: 
1. Selection by attribute — It is a query operation in Python as: [attribute value] <, 
or =, or > (value); 
2. Selection by location — It is a topological operation can be implemented by 
Shapelib: Point ( )oioi YX __  ,  or ( )didi YX __  ,  within/ not within Polygon 
( ) ( ) ( )] , , , ,[ 2211 nn yxyxyx K . 
 Cartographic visualization of movements may be limited in providing 
meaningful insight, especially when there are hundreds or thousands of vectors in 
a map. Such a display probably only suggests “Chaos”. This suggestion, although 
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seemingly plausible, is usually unsubstantiated because mass of lines on a map 
often completely mask any real pattern within the vectors. To effectively derive 
real insight into spatial patterns from mass of vectors, there must be an advanced 
process for data standardization that removes any non-significant details and 
highlights the spatial essence of interest from the data. 
 As discussed in the previous chapter, there are two perspectives to view 
the spatial essence of a vector: a correspondence between two end points; or a 
combination of distance and direction. There are two methods for implementing 
visual standardization. The first method maintains the origin and destination of 
movements but eliminates the links between. As a result, the movements are 
visually converted into two groups of points, origins and destinations. Methods 
for point pattern analysis, for example nearest neighbor or quadrat analysis, can 
be utilized for revealing any underlying spatial patterns within the two groups of 
points (Diggle, 1983; O'Sullivan and Unwin, 2010). This method inevitably 
involves a disadvantage as it ignores the link between origin and destination in 
movement. As a result, patterns identified in the origin group of points cannot be 
logically related to patterns identified in the destination group. And the 
meaningful information within the distance and direction can not be explored. 
Such information, as discussed in the previous chapter, is critical for 
understanding the broader patterns in residential movements. 
 A second approach is viewing a vector as a combination of distance and 
direction, ignoring the detailed location information for origin and destination of 
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movement, but preserving move distance and direction. A unique method is 
suggested here for evaluation: moving all of the vectors’ origin or destination to 
an identical center while maintaining distance and direction. The effect is shown 
in Figure 4.4.   
 
Figure 4.4. Visual standardization for vectors (a. Standardized by origin; b. 
Standardized by destination) 
This visual standardization of movements involves coordinate conversion. 
Function (4.4) and (4.5) convert the coordinate for each movement into a screen 
coordinate in a window; it is a conversion in scale. By standardizing the 
movements, moving the origins or destinations to an established point, it is a 
conversion in position. Given: 
)  ,( YsoXso  is the window coordinate for an origin and )  ,( YsdXsd is the window 
coordinate for corresponding destination; )  ,( vu  is the window coordinate for the 
established center. 
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The conversion functions for visual standardization are: 
1. Standardized by origin: 
usoX =′ ; 
vsoY =′ ; 
uXsoXsdsdX +−=′ ; 
vYsdYsosdY +−=′ .  (4.6) 
2. Standardized by destination: 
uXsdXsosoX +−=′ ; 
vYsoYsdsoY +−=′ ; 
usdX =′ ; 
vsdY =′ . (4.7) 
In both (4.6) and (4.7), )  ,( soYsoX ′′ is the standardized coordinate for the origin 
and )  ,( sdYsdX ′′  is for the standardized destination. 
Intuitively, the standardized movements provide a more direct and clear 
illustration of the distribution of distances and directions. Distances are abreast 
with each other from the same start, and directions are arranged in a uniform 
circle to form something like a rose. In this standardized interface, potential 
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patterns in the arrangement of distances and directions cannot be easily masked. 
Thus, patterns in the distances and directions can be simultaneously illustrated 
based on this standardized format. If longer moving distances are clustered in a 
certain direction, for example, they would be effectively shown. Even without 
descriptive statistics, the distribution of the distances and directions can be 
illuminated.  
 
4.5 Visual Exploration of Movement Patterns 
 The toolkit implements further analysis for distances and directions based 
on the standardized vectors. Of course, some traditional methods can also be 
implemented without this standardized interface, such as histogram for distances 
and wind rose for directions. They are effective and efficient when exploring the 
two spatial features individually, and thus it is reasonable to maintain these 
analytics in this toolkit as a supportive function. Scipy and Matplotlib have been 
functionalized with the capability to program the histogram, which can be called 
in this toolkit. Figure 4.4 gives examples for these two histograms. 
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Figure 4.5. Histograms for distance and direction (a. Histogram for distance; b. 
Wind rose for direction) 
 
4.5.1 Exploratory Analysis Interface 
To generate an interface for simultaneously exploring distance and 
direction, it is first observed that the standardized vectors can be conceived as a 
group of destinations radiating out from a fixed center, if all origins have been 
relocated to a central point (or a group of origins radiating out from a fixed point, 
if their destinations have been relocated to this central point). The spatial 
relationship between every destination to the established center simultaneously 
includes the binary components for a vector movement, distance and direction.  
Since the endpoints (the destinations, if vectors are standardized by origins) 
are located away from an established center, one can imagine that they are 
distributed along a series of circular sections. The width for each circular section 
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represents a unit range of length away from the established center. Further, each 
circular section can be separated into several equal fan sectors based on a 
directional range. Based on this idea, as shown in Figure 4.6a, a partition scheme 
is possible. This partition scheme is the new analytical interface developed here. 
In geometry, this is a series of homocentric circles with directional separations; 
and in a function, it is a dual histogram for distance and direction. 
 
Figure 4.6. A partition scheme for standardized vectors (a. the partition scheme is 
generated by identical distance and direction intervals; concentric circles 
surrounding an established center partition the vectors by equal length interval 
(the radius of the largest circle equals to the largest vector length), and 
homocentric rays from the center partition the vectors by equal angel interval; b. 
partition scheme is set over standardized vectors.) 
This partition scheme is set over the standardized vectors by lining up 
their identical center. Each endpoint for a vector, then, is located in a particular 
section of the partition. On the other hand, each section of the partition scheme 
separates the vector distance and direction into a regularly spaced interval. The 
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number of endpoints in each section can then be counted, as a frequency of 
movements within a particular range of distance and direction. So, the distribution 
of endpoints over this partition scheme represents the distribution of distances and 
directions for all movements. This form of dual histogram achieves a research 
target of examining the distribution of distances and directions simultaneously. 
Based on the partition scheme over standardized vectors, a color gradation 
is applied to each section to enable visual understanding. The darkness of color in 
each section is accordance to the counts of endpoints in this section. The more 
endpoints in a particular section, the darker the fill color. This is implemented by 
the color property when drawing an object in wxPython. In Python programming, 
the parameter controlling the darkness of each partitioned section is set to be 
proportional to the count of endpoints within that section. And by this group of 
colors, the distribution of the dual attributes can be qualitatively explored, as done 
in a traditional histogram for a single variable.  
4.5.2 Dynamically Linked Windows 
 To support the exploration of relationships between identified patterns and 
other spatial or non-spatial attributes of movements, dynamically linked windows 
technology is proposed to function with various visual interfaces, as indicated in 
the conceptual framework in Figure 4.1. In the review of visual analytic methods 
in Chapter 2, this technology has been introduced as an effective and efficient 
method for exploring relationships between attributes (Anselin, 1998; Andrienko 
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and Andrienko, 1999). In general, this approach allows for the selection of items 
in one analytical interface to trigger the simultaneous selection of corresponding 
items in other analytical interfaces. This technology has been extensively utilized 
in spatial data analysis and has also been implemented in software, including 
GeoDa (Anselin et al., 2006). Dynamically linked windows can be used as a tool 
for simultaneously visualizing a multitude of information and complex 
interconnections, as is necessary for this research. In practice, this method can be 
used to relate movements with significant patterns or local effects to their 
socioeconomic characteristics. Additionally, movements with certain 
socioeconomic characteristics can be tested for significant patterns. With the 
connection between detected spatial patterns and other attributes associated with 
residential movements, exploration of spatial patterns can be more efficiently 
transformed into knowledge about human-environment interaction. 
 This technology is implemented in the toolkit based on object-oriented 
programming methods, a characteristic of Python. In detail, the different forms of 
movement data in the toolkit, either as a record in an input table or an arrow on 
screen, represents a unique object with a specific ID. Therefore, despite different 
images in different interfaces, they can be mutually dealt with because of the 
unique ID. A movement being selected in a window, for example, leads to other 
images displaying this movement to be highlighted. So, based on the same ID for 
an object, the link is built for different forms of unique movement in the toolkit, 
enables using dynamically linked windows. 
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4.6 Statistical Analysis of Movement Patterns 
After potential patterns are qualitatively detected, they need to be tested 
for significance. Therefore, according to the designed flowchart illustrated in 
Figure 4.1, the following step for exploring movement pattern is to statistically 
test the visually detected patterns. Using the partition scheme, the distribution of 
distance and direction is equivalent to the distribution of endpoints extending out 
from an identical center. Thus, movement pattern is equivalent to point pattern 
over the partition scheme, similar to quadrat analysis. It can be seen that the 
partition scheme as a dual histogram resembles the interface in quadrat analysis 
for point pattern (for details of quadrat analysis, see O'Sullivan and Unwin, 2010). 
While the conventional quadrat is a partitioning of 2-dimensional space, this pie 
shape scheme is a partition of distance-direction space.  
Based on the analytical principle of quadrat analysis, goodness-of-fit 
metrics can be applied to examine whether the actual distribution of distance and 
direction follows a theoretical pattern. First, the number of endpoints in each 
section is counted. Then, a distribution based on a theoretical pattern is assumed 
and the expected number of endpoints in each section is derived. It follows that 
the practical counts for each section can be compared statistically with the 
expected number. To implement this statistical test, a hypothesis based method 
needs to be used. The null hypotheses, “H0”, and alternative hypothesis, “HA”, 
can be stated as: 
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H0: the distribution of distances and directions of all the movements conform to a 
particular pattern; 
HA: the distribution of distances and directions of all the movements does not 
conform to a particular pattern. 
Pearson’s chi-squared test (Plackett, 1983) is an appropriate goodness-of-
fit metric. The measure is: 
( )∑
=
−=
n
i i
ii
E
EO
1
2
2χ   (4.8) 
where: 
i  = index of partitioned section ( n  total); iO = observed number of endpoints for 
movements in the section i ; and iE  = expected number of endpoints for 
movements in the section i .  
The critical value, 2χ , follows a chi-squared distribution. By comparing this 
calculated value to the chi-squared distribution with n - 1 degrees of freedom, the 
p-value can be derived. If the derived p-value is beyond a pre-stated significance 
level, the null hypothesis should be rejected and the observed pattern is found to 
be significantly different from the expected pattern.  
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4.7 Global and Local Patterns 
Relationships found using the above process would constitute a global 
pattern for the entire set of movements. It is also meaningful to explore the pattern 
for a specific subset of movements and test whether this subset possesses a similar 
or different pattern to the global pattern. As introduced in section 4.4, there are 
two selection strategies to generate a subset of interest, spatially or non-spatially. 
The spatial approach is based on whether movements start/end in a particular 
area. For example, the subset can include movements originating from a 
downtown region. Given this subset of movements, a corresponding analysis can 
be processed to examine whether residence changes from downtown share a 
similar pattern to all residence changes in the entire study area. The subset can 
also be derived according to non-spatial attributes. For example, the subset could 
include all non-white moving families. Then, a corresponding evaluation about 
whether these non-white families share similar moving behaviors with the global 
population is possible. By this kind of comparison between global and local 
patterns, it is possible to explore whether community dissimilation or mixture is 
occurring in a city or region. This analysis can also suggest advice for urban 
planners or politicians responsible for making policy decisions. 
To implement this comparison, the patterns for global and local data can 
be derived simultaneously. This can be realized by dynamically linked window 
technology. The subset of movements is selected from the standardized vectors, 
by either selection strategy. Then, the global and local data is analyzed using the 
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same partition scheme, which conceptually represents a universal system of 
distance-direction structure. In each pie section, there will be two counts of 
endpoints, one for the entire dataset (global) and the other for the subset (local). 
Given the two series of counts, two histograms using color gradation can be 
generated. Visual comparison between global and local data for their spatial 
behavior in distance and direction is possible.  
 The difference between two patterns can be quantitatively evaluated by 
hypothesis testing as well. In this case, the null (H0) and alternative hypotheses 
(HA) are: 
H0: the distribution of distances and directions for the local subset of movements 
is consistently distributed with all movements 
HA: the distribution of distances and directions for the local subset of movements 
is not consistently distributed with all movements 
 The goodness-of-fit metric can also be applied, but variables in the chi-squared 
test function differ. For the global-local comparison, the interpretation of the 
variables in equation (4.2) is: 
i  = index of partitioned section ( n  total); 
iO = the proportion of endpoints for locally selected movements in the section i ; 
iE  = the proportion of endpoints for entire movements in the section i . 
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Different from the goodness-of-fit metric used previously, iO and iE  in this 
situation are no longer the absolute counts but the proportion of endpoints in each 
section over their respective total number of movements. Since the total number 
of movements for the entire area and subset are not same (the number for the 
subset is smaller than the number for entire data), proportions are necessary in this 
case. 
 To avoid the conversion from counts to proportion, linear regression 
analysis can be used as a substitute for the chi-square test. The counts for the local 
data are treated as the dependent variable while the counts for the entire data are 
treated as the independent variable. Then, the regression function is: 
iii bGaL ε++×=  (4.9) 
where: =iL  the counts of the endpoints for local data in section i ; =iG  the 
counts of the endpoints for entire data in the same section i ; a and b are the 
regression parameters; and iε  is the regression error for the section i . 
The similarity between global and local patterns can be tested by the 
coefficient of determination, R-square, of the linear regression model. Here, R-
square indicates the proportion of the local pattern “explained” by the global 
pattern. The lower the R-square value, the less consistency there is between local 
and global patterns, and the more likely the null hypothesis should be rejected. 
This would lead to a conclusion that the global and local distributions are not 
similar.  
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Although the linear regression approach avoids the conversion of absolute 
counts to proportions, there is a problem of independence. Linear regression 
assumes that the explanatory variable and dependent variable are mutually 
independent. In this case, however, since the subset is a part of the entire set of 
movements, the two are correlated. The inevitable existence of correlation 
violates the assumption of independence for a linear regression approach, and 
presents a statistical problem. Although R-square can still be used to indicate the 
relationship between global and local pattern, this potential problem must be 
acknowledged.  
The linear regression function can be implemented using Scipy. Along 
with using Matplotlib, a scatter plot interface related to the linear regression 
model can be also created to depict the comparison. The advantage of using a 
scatter plot is that the outliers can be visually highlighted. Assisted by 
dynamically linked windows, such outliers in a scatter plot can be related to the 
corresponding sections of the partition scheme. This would indicate which ranges 
of distance and direction in the global and local patterns are dissimilar. This 
information is useful in revealing spatial heterogeneity in movement patterns and 
exploring potential reasons explaining why some families move, either with 
different spatial attributes or with different socioeconomic characteristics.  
 
 
 94
4.8 Distance Decay and Directional Bias 
 Distance decay is one of the fundamental characteristics inherent to any 
movement pattern (Taylor, 1975; Fortehringhan and O’Kelly, 1989). It is 
therefore meaningful to also include this in the toolkit, as shown in Figure 4.1. 
The literature indicates, however, that it is too simple and naïve to assume that the 
tendency of distance decay is isotropic for residential movements (Fortehringhan 
and Pitts, 1997). Therefore, the toolkit in this research will also examine whether 
there is directional variation in distance decay for residential movements 
As introduced in Section 3.2.1, distance decay can be quantified by a 
series of regression equations suggested by Taylor (1975), see equations (3.4) to 
(3.8). The regression equations model the relationship between intensity of 
movements and movement distance. Which specific regression equation of the 
five gives the most accurate description of the observed distance decay is the task 
that must be assessed using the toolkit. The evaluation of regression relies on a 
statistical test, such as R-square or P-value. This can be formalized as: 
),( dIg xx ←λ , (4.10) 
where: xλ  is a test index (i.e., R-square or P-value) used for evaluating the 
regression equation ),( dIg x ; I is the intensity of movements; d is the movement 
distance; and xg  refers to the five nonlinear regression models for distance decay 
(see equations 3.4 to 3.8).  
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 This toolkit utilizes R-square for the test of xλ  to assess which specific 
equation best describes the observed distance decay. So, after applying each 
regression model ),( dIg x , the one associated with the highest xλ  (R-squares) is 
deemed as the most appropriate model for fitting the observed decay effect.  
 
Figure 4.7. Interface for investigating global distance decay tendency 
 To implement the evaluation, movement intensity and movement distance 
must be derived. In the standardized interface, shown in Figure 4.6, intensity of 
movements is equivalent to intensity of endpoints; thus, movement intensity is 
derived based on endpoints within different distance ranges. A series of distance 
ranges away from the established center can be separated by a series of concentric 
circles with different radii, similar to the proposed partition scheme. To guarantee 
the accuracy of this investigation, the number of distance ranges for exploring 
distance decay can be larger than the number of circles in the proposed partition 
scheme for exploring movement patterns. Figure 4.7 illustrates this consideration. 
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 Intensity iI  is calculated based on the counts of endpoints and the area of 
each circular section. The series of intensities, then, is examined based on their 
relationship to the radius of the corresponding circular section id . This represents 
the distance range, using the above mentioned regression models (4.9). In this 
case, iI is the intensity of endpoints in the ith circular section, and id is the radius 
in accordance with the ith circular section. 
The potential effect of directional variation in distance decay, however, is 
somewhat problematic, since the counts of endpoints in each circular section are 
not directionally classified. To detect such an effect, each circular range is 
separated into different directional sections. For example, as shown in Figure 4.8, 
each circular range is directionally partitioned into North, South, East, and West 
sections. 
 
Figure 4.8. Interface for investigating distance decay over different directions 
Regression results for the entire data (global) can then be used for each 
directional section (local) to establish the appropriate decay effect. In detail, the 
five specific forms of decay models (equations 3.4 – 3.8) are examined with 
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respect to each directional section. According to the test formalized in equation 
(4.10), the most appropriate regression model ( )dIg x ,  for each directional 
section can be estimated.  
After estimation, it is possible to examine whether the specific decay 
function for each directional partition is consistent with other partitions, as well as 
with the global decay. Since different regression models indicate different decay 
effects, differences among the established regression equations for each 
directional section reflect a potential directional bias in distance decay among the 
movements. This examination is formalized as: 
If: ( ) ( ) ( ) ( ) ( )dIgdIgdIgdIgdIg WestEastSouthNorthglobal ,,,,, ==== ,  
then the distance decay is Isotropic; otherwise, the distance decay is Anisotropic. 
 This comparison between the specific regression models, however, is still 
qualitative in that no evaluation of pattern significance can be derived. In 
statistics, a more systematic method for evaluating the similarity or difference 
between regression models can be conducted by comparing the confidence 
intervals of regression parameters. That is, given a regression model, 
ε++= xbay 11 , a confidence interval with a specific significant level can be 
derived for the parameters a and b as ( mina , maxa ) and ( minb , maxb ), respectively. 
For a second model, ε++= xbay 22 , which is to be assessed for similarity, this 
involves examining whether ∈2a ( mina , maxa ) and ∈2b ( minb , maxb ). If so, the 
second model is deemed similar to the first at a specific significance level. 
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 For this research, this method can be used to evaluate the similarity or 
difference between models for global decay and directionally partitioned decay. 
Since the interest is decay tendency, the evaluation only needs to focus on the 
slope parameter b in a regression model. Once a regression model for global data 
has been derived, εβα ++= xy , a confidence interval with a specific 
significance level for the slope parameter β  can be derived as well, ( minβ , maxβ ). 
Then, the slope parameter ib  ( i  represents the four directions respectively) in the 
regression model for each directional partition is tested for whether 
∈ib ( minβ , maxβ ). If the test derives a positive result, it indicates that the two 
regression models possess significantly similar slope. Practically, this means that 
the directionally partitioned data possess similar decay tendency as the entire 
dataset. The global regression model for distance decay can be appropriately used 
to describe the decay tendency for movements along a specific direction. 
 The above method is used for the comparison between global and local 
datasets. The comparison between a pair of directional instances involves a chow 
test. Originally developed in time series analysis, the chow test evaluates whether 
the coefficients in two linear regressions on different dataset are statistically equal 
(Chow, 1960). It is especially useful when the two datasets are subsets of a global 
dataset, like the directionally categorized movements from an entire group of 
movements. Given two regression models, ε++= xbay 11  and ε++= xbay 22  
for two subsets, the chow test statistic is: 
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where: 1S  is the sum of squared residuals (SSR) from the first dataset, 2S  is the 
SSR from the second dataset, and CS  is the SSR from the combined data; 1N  and 
2N  are the number of observations in each group and k  is the total number of 
parameters (in this case, 2). The null hypothesis of the chow test asserts that 
21 aa =  and 21 bb = . And the test statistic f  follows the F distribution with k  
and kNN 221 −+  degrees of freedom. If the null hypothesis is rejected, the 
parameters for the two regression models are deemed significantly different, and 
the two models are deemed different. For this research, if the two regression 
models for distance decay for different partitions are considered as different, then 
it is deemed that there is a directional bias between the two partitioned groups of 
movements. 
This is the proposed method for evaluating distance decay in movement 
data. The toolkit incorporates this method for detecting directional effect in 
distance decay. Such examination is based on regression analysis, which in 
Python can be implemented using Scipy. Along with the Matplolib, regression 
plots corresponding to different regression models derived by Scipy can be 
generated for visual evaluation of distance decay.  
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4.9 Exploratory Analysis of Vector Association 
 The fourth component in the toolkit illustrated in Figure 4.1 is to explore 
the vector association among movement data. Vector association, as a 
representation of the local effect on spatial patterns in movement data, means that 
spatially adjacent movements possess similar spatial characteristics. Based on the 
exploratory framework suggested in Section 3.3.2, an algorithm for the 
identification and evaluation of spatial association in movement data is proposed.  
 A vector association index iσ  is developed based on equation (3.12) for 
measuring spatial association in any spatial data. According to this measure, the 
index is comprised of two factors, the spatial weights matrix ijW  defining spatial 
neighbor relationships between movements, and the distance and direction 
association index matrix ijZ . Based on the discussion in Section 3.3.2, the spatial 
weights are derived based on distance between origins of movement. Distance and 
direction are viewed as two associated attributes with the origin. In this way, 
difficulties in evaluating proximity in movement data can be addressed, and 
distance and direction can be tractable. 
1. Vector Spatial Weights  
  Vector spatial weights ijw  is a binary index, defining the spatial neighbor 
relationship between movement i  and j . If the two movements are considered as 
neighbors, 1=ijw ; otherwise 0=ijw . Since movement data is difficult to assess 
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in terms of a neighbor relationship between two vectors directly, this research 
proposes to use the origin of each movement as the spatial base for the 
assessment. Thus, a point-based method can be used to evaluate the spatial 
relationship for movement data. Specifically, the shortest neighbor distance 
method is used here, as illustrated in Figure 4.9. 
 
Figure 4.9. Neighboring vectors based on origin distance 
 There are three moves, i , 1, and 2; and the threshold distance d is a user-
defined value. Since the origin for movement 1 is within a range d to movement 
i , the two are considered neighbors, so 11 =iw ; but the distance between the 
origin of movement 2 and movement i  is beyond d, so 02 =iw . 
 To implement this, the distance between each pair of origins is needed: 
22 )()( joiojoioij YYXXd −+−= , (4.12) 
where )  ,( ioio YX  is the coordinate for the origin of movement i  and )  ,( jojo YX  
is for the origin of movement j .  
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 The user must assign a threshold distance d for establishing the neighbor 
condition. The toolkit allows users to provide this threshold value based on their 
knowledge of the research question and context. Assigning a binary value for the 
spatial weight ijw  , then, is possible, according to: 
⎪⎩
⎪⎨
⎧ ≤
=
 otherwise  ,0
 if  ,1 dd
w
ij
ij  (4.13) 
 The above process is implemented using Shapeley. The calculation of 
distance is also based on the basic attribute for movement data in the tabular 
organization form, as shown in Table 4.2.  
 
2. Distance and Direction Association Index  
 The distance and direction association index ijz  is also a binary index, 
describing the similarity in distance and direction simultaneously between 
movement i  and j . If the distance and direction are considered to be similar 
between movement i  and j , 1=ijz ; otherwise 0=ijz . To evaluate distance and 
direction similarity in movements, a distance and direction similarity zone is 
proposed, as illustrated in Figure 4.10. 
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Figure 4.10. Example of similarity zone for assessing vector association 
The similarity zone is a dual interval covering both distance and direction. Given 
id  as the distance for movement i  and iα  as the direction, the center for the dual 
attributes is defined as ( )iid α  , . od  and oα  are the user defined distance and 
directional interval for assessing similarity. So, the distance and direction 
similarity zone for movement i  is ( )    , oioi dd αα ±± . There are some extreme 
situations when the lower or upper bound of the similarity zone must be 
specifically defined:  
For distance, this is: if 0<− oi dd , then the lower bound is 0, and the similarity 
zone for distance part will be )  ,0( oi dd + . 
For direction, this is: if 0<− oi αα , then the lower bound is )360( oi αα −+ ; if 
360>+ oi αα , then the upper bound is )360( −+ oi αα . 
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If jd  is the distance for movement j  and jα  is the direction, then, based on the 
similarity zone as shown in Figure 4.10, the distance and direction association 
index ijz  can be derived, as follows: 
( )
⎪⎩
⎪⎨
⎧ +−∈+−∈
=
otherwise  ,0
),( and     , if  ,1
ˆ
oioijoioij
ij
ddddd
z
ααααα
 (4.14) 
ijijij wzz ×= ˆ  (4.15) 
Equation (4.14) evaluates the similarity between movement i  and j . Equation 
(4.15) indicates that for movement i  and j , ijz  can only be 1 if the 
corresponding ijw  has been established as 1. The purpose is to guarantee that 
movements with similar distance and direction ( 1=ijz ) can only exist among 
neighboring movements ( ijw =1) . 
 Based on the spatial information for each movement from the tabular 
organization of movement data, as shown in Table 4.2, the above derivation of the 
distance and direction association index can be processed by logic operations in 
Python.   
3. Vector Association Parameter  
 After deriving the vector spatial weights ijw  and the distance direction 
association index ijz , a vector association parameter iσ  can be derived for each 
movement i  as follows: 
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Because of equation (4.15), it must be true that ∑∑ ≤ j ijj ij wz . Thus, the range 
for the vector association parameter follows )1  ,0(∈iσ . Given this derivation, the 
vector association parameter iσ  is actually a ratio. It measures the proportion of 
similar movements within neighbor movements for the host movement i .  
 When 0=iσ , this indicates that none of the neighbor movements shares 
similar distance and direction with the host movement i ; so movement i  is 
considered to possess no property of vector association. In contrast, when 1=iσ , 
it indicates that all neighbor movements are deemed to be similar in distance and 
direction with the host movement i ; and movement i  in this case is considered as 
a perfect representative. In general iσ  will have a value between 0 and 1, for 
which the effect of vector association needs to be tested against a theoretical value 
with a specific significant level. There are two ways to test the significance of iσ , 
one is based on the comparison with a threshold value, and the other is based on a 
pseudo distribution derived by simulated permutation.  
 The threshold value based method needs a user-assigned value oσ  
representing a specific significance level. For example, 5.0=oσ  indicates a 
threshold criterion that is a half of a movement’s neighbors (defined by the origin 
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based distance) share a similar pattern in distance and direction with the host 
movement. The evaluation is processed based on whether oi σσ ≥ . The effect of 
vector association for movement i  would be significant; otherwise, the effect of 
vector association for movement i  is not significant. The decision for the 
threshold value oσ  in this case is controlled by a user. This way of significance 
testing allows for more interaction by the user and enhances adaptability 
associated with the toolkit for different case studies. The disadvantage, however, 
is that the derivation based on this method is subjective and incomparable cross 
different regions. To overcome this problem, a statistics based test is necessary. 
The difficulty in directly using a statistical method for testing vector association is 
that there is no theoretical distribution for the value of observed vector 
association, without which a statistics based test for significance level is 
impossible. To create such a theoretical distribution for vector association, a 
simulated permutation method is proposed. 
 This method has been used to create a “pseudo” theoretical distribution of 
attributes in polygon data by Geoda (Anselin, 2006; Rey and Anselin, 2010). The 
principle of this method is to randomly simulate a spatial pattern numerous times, 
based on which a permutation is possible. The specific pattern of interest  is also a 
member of this permutation. The position of this specific event within the 
permutation must be associated with a significant level as well, making a pseudo 
significance test possible. 
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 In detail, to test the significance of vector association, an algorithm for 
randomly simulating permutation is proposed here: 
 (a).  Based on the previously introduced method, for  movement i , a 
vector association iσ  is derived; meanwhile, a list of neighboring 
movements for i  is derived as well, and is recorded as )( jNi ; 
 (b). For each movement j in the list )( jNi , the toolkit randomly 
selects a new destination ),( yxD j′  from the whole set of possible 
destinations to replace the old destination ),( yxD j ; so a new 
movement j′  is created, and after the replacement is finished for 
the entire list )( jNi , a new list )( jNi ′  is created (since the origin 
for each neighboring movement j  is maintained, each newly 
created movement j′  is still the neighbor of movement i ); 
 (c). The method for evaluating distance and direction similarity is 
applied again for evaluating the similarity between movement i  
and each movement j′  in the new neighboring list )( jNi ′ , and 
finally a new vector association iσ ′  is derived; 
 (d). Repeat steps (b) and (c) 99 times and generate an empirical 
distribution )(σiΣ , which includes the 99 simulated iσ ′  and the 
initial iσ ; 
 108
 (e). Compare the initial iσ  to the empirical distribution )(σiΣ  and 
assign a pseudo significance level ip  for the initial vector 
association iσ  for movement i  (for example, if iσ  is larger than 
50 iσ ′ s in the distribution )(σiΣ , the pseudo significance level for 
iσ  is 0.5); 
 (f). Compare the pseudo significance level ip  with a specific 
significance level p (i.e., 0.95, 0.9, and so on), and evaluate the 
significance for the vector association iσ . 
 This way of significance testing for vector association is based on a 
simulated distribution. The permutation is generated by massive random patterns 
plus a specific pattern of interest. Comparing this specific pattern with a great 
many random patterns helps to estimate whether it is a significant outlier. 
Although the simulated distribution is not a completely theoretical distribution 
(“pseudo” significance), a decision based on this distribution is effective for 
establishing significance. This method, therefore, makes the test of significance 
for vector association systematic and comparable across cases. Evaluation of 
statistical significance for vector association therefore becomes possible. 
 Assisted by dynamically linked windows, the movements considered as 
exhibiting the effect of spatial association can be highlighted on multiple 
interfaces, showing their geographic locations and distribution over the study 
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area. If they are relatively concentrated in a specific region, it is reasonable to 
conclude that the movement pattern in this region is relatively homogeneous.  
 
4.10 Summary 
 This chapter introduces various functions and methods included in the 
toolkit summarized in Figure 4.1. The input movement data are organized in a 
uniform format. The two research foci, moving distance and moving direction, are 
specifically derived based on the location information of each movement. Other 
attributes associated with residential movement are also specifically stored.  
 Movements are standardized by locating their origins or destinations at an 
identical center. While the original geographical structure for all movements is 
lost, the distribution of the distances and directions are maintained and 
highlighted. Potential patterns for this dual feature can be viewed more 
efficiently. Exploratory analysis for examining the distribution of distances and 
directions is possible out based on standardized movements. A distance-direction 
partition scheme is created to investigate the distribution of endpoints of the 
standardized vectors. This partition scheme essentially serves as a dual histogram. 
Another advantage of this partition scheme is its similarity to the quadrat 
approach for point pattern analysis. Based on the same principles as quadrat 
analysis, this partition scheme facilitates statistical testing. Exploratory and 
confirmatory analyses are therefore integrated in this method to identify and 
establish patterns for residential movement. 
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 Relying on the same partition scheme, patterns identified in the entire 
dataset and patterns identified in a subset of the dataset can be quantitatively 
compared. This comparison helps to determine whether residential movements for 
a subset of moving agents, either with specific spatial attributes or socioeconomic 
attributes, share similar behavior to the entire set of movements. This is local 
exploration. Another kind of local exploration is to investigate directional bias in 
distance decay. To implement this, directionally separated endpoints of vectors 
are investigated along with their distance. Then, a distance decay tendency can be 
quantitatively described for each respective directional zone. These directionally 
specific descriptions can be compared with a global description of distance decay 
tendency to see whether direction is a significant factor.   
 Finally, the toolkit proposes an approach to identify vector spatial 
association. Vector association refers to the idea that spatially proximate changes 
of residence possess similar behavior in distance and direction. Chapter 3 
suggested a framework for implementing this exploration, which is to treat 
distance and direction as two attributes associated with every movement’s origin 
in order to avoid problems encountered when directly measuring spatial proximity 
for movement data. This is possible by using a buffer or k-nearest neighbor 
method. Neighbor vectors (based on their origins) can be estimated for every host 
movement. Then, from these neighbors, vectors sharing similar distance and 
direction with the host movement can be further labeled as spatially similar 
neighbors. Such similarity is based on whether the neighbor’s dual variables, 
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distance and direction, are within a distance and direction zone of another. 
Finally, a ratio between the counts of spatially similar neighbors to the counts of 
all neighbors can be generated for each movement. If the ratio is significant, the 
movement can be considered to possess an effect of vector association, and can 
thus serve as a representative for nearby movements according to distance and 
direction.  
 Along with all analytical interfaces in the toolkit, dynamically linked 
windows technology is essential. In visualization, this technology realizes the 
simultaneous selection of features of interest in multiple interfaces. Through the 
utilization of this technology, identified patterns or local characteristics can be 
related to other attributes, spatial or non-spatial. Therefore, the exploration of 
movement patterns can transform knowledge about the reasons or consequences 
related to changes of residence. This is the basic purpose of this research, and it is 
fulfilled by the toolkit. 
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CHAPTER 5: APPLICATION 
 This chapter presents a practical application of the developed toolkit to 
demonstrate the effectiveness and efficiency of the proposed methods. Global and 
local patterns are examined from a real data set that includes 2,363 records of 
residential movements. Additionally, geographical context is accounted for in 
order to provide further insight into identified patterns. Figure 5.1 shows the 
general appearance of the toolkit, including various interfaces to access functions. 
Insights about movement patterns for the 2,363 records are evaluated using the 
toolkit. 
 
Figure 5.1 General appearance of the toolkit with some visual interfaces 
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5.1 Data and Study Area 
 The 2,363 residential changes occurring within Franklin County, Ohio are 
examined. Located in central Ohio, as shown in Figure 5.2, Franklin County 
contains the state’s capital city Columbus. According to the most recent census 
report released in 20106, the population of Columbus is 787,033, while the 
population of Franklin County is 1,163,414. 
 
Figure 5.2. Franklin County, Ohio 
                                                 
6 See: http://www.dispatch.com/content/stories/local/2011/03/09/census-shows-ohio-more-
diverse.html 
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 The original data from which the 2,363 residential changes are derived 
contains 39,232 residential transactions of home sales and purchases in Franklin 
County, Ohio from October 2004 to April 2006. From the complete data set, the 
2,363 records used in this analysis were successfully geocoded as matched pairs 
in a GIS database.7   
 According to a series of reports by Mid-Ohio Regional Planning 
Commission8, from 2000 to 2030 the northwest region of Franklin County is 
planning for more employment opportunities and increased economic growth. 
Meanwhile, suburbanization is expected to intensify as the Columbus 
Metropolitan continues to expand. Thus, cities in the regions surrounding U.S 
Route 33, including Dublin, Upper Arlington and townships in the northwest part 
of Franklin County, will likely attract more residents. Since the research data is 
derived from residential changes from 2004 to 2006, it is reasonable to assume 
that the patterns of these residential movements will reflect aspects of planned 
behavior. Our study will therefore use the developed toolkit to thoroughly explore 
patterns in the 2,363 residential movements, as well as associated local 
characteristics, in order to assess observed behavior. 
                                                 
7 This original residential transaction data is from First American Real Estate. The 
data was manipulated and geocoded by the Center for Urban and Regional 
Analysis (CURA) at the Ohio State University.  
 
 
8 For the detail reports, see: 
http://www.morpc.org/info_center/dataport/dataport.asp 
It includes summary and forecasting about demographics, land use, economic 
developments, transportation,etc. 
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5.2 Global Patterns of Residential Movements 
 The general tendency for the 2,363 movements is examined, qualitatively 
as well as quantitatively. The data is cartographically visualized using the toolkit 
to see whether any significant patterns are observed. Unfortunately, as is shown in 
Figure 5.3, this direct visualization only suggests “chaos”. No meaningful insight 
about any spatial patterns can be directly derived from this graphic.  
 
Figure 5.3. Visualization of 2,363 residential movements  
Basic descriptive statistics indicates that the average movement distance is 
4.68 miles and the average direction is 94.85 degrees. This distance suggests that 
movements are approximately 4 blocks; while the directional average indicates 
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movements are generally to the north9. However, the two values alone, paired 
with the 2,363 vectors displayed in Figure 5.3, provide virtually no meaningful 
information about spatial patterns of residential change. 
 
5.2.1 Exploratory Analysis of Distance and Direction 
 To get more meaningful insights about spatial pattern for these residential 
movements, visual analytics is utilized. The conventionally used histogram for 
distances and wind rose for directions are generated to investigate the distribution 
of the two attributes individually, as shown in Figure 5.4. These two figures offer 
more detailed information about distances and directions. The histogram for 
distance clearly shows that distance decay is a significant tendency for these 
residential changes. Meanwhile, the wind rose histogram of direction suggests a 
relatively even distribution, with only a slight concentration of movements toward 
the north. Of course, compared with the two average values, these visual 
summaries suggest more detailed information about the spatial characteristics of 
residential movements; however, the derived information is still general. Thus, 
there remains a need for additional, more thorough visual analytics. 
                                                 
9 The system of direction in this research is defined as: 0 or 360 degrees 
represents East, 90 degrees is North, 180 degrees is West, and 270 degrees is 
South. The directional order is counterclockwise. 
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Figure 5.4. Histograms of movement distances and directions 
Analysis of the 2,363 movements now turns to methods detailed in chapter 
4. Figure 5.5 illustrates the standardized results achieved by either relocating the 
origins for all movements to an identical center (Figure 5.5a), or by relocating 
their destinations (Figure 5.5b). Although the distribution of movement distances 
and directions is still not directly discernable from these graphics, the tendencies 
of each are much clearer than in Figure 5.3. For example, after standardization, it 
can be seen that there is a higher intensity of movement vectors with shorter 
distances, suggesting evidence of distance decay. And more importantly, 
exploring distance and direction simultaneously is possible. 
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Figure 5.5. Vector standardization based on origins and destinations 
Following the procedure for movement data analysis introduced in the 
previous chapter, a partition scheme separating the movement vectors into 
different zones based on distance and direction is generated and overlaid upon the 
standardized vectors, as illustrated in Figure 5.6. The radius of the largest circle 
represents the longest moving distance among the 2,363 movements 
(approximately 22.97 miles). This distance is then evenly partitioned into 4 
intervals to generate four distance rings, representing unit distance zones. The 
width of each zone is approximately 5.74 miles. Further, the partition scheme 
evenly separates the distance ring into eight directional sections, each of which 
covers 45 degrees. In total there are thirty-two distinct distance-direction sections, 
each covering an even range for distance and direction. 
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Figure 5.6. Origin-standardized vectors inside the partition scheme 
 This partition scheme mimics a quadrat system for point pattern analysis, 
with the 32 sections in place of grid cells. This similarity means that the number 
of endpoints within each of the distance-direction sections can be counted, as 
done in quadrat analysis. The counts of endpoints in each distance-direction 
section reflect the number of movements for a corresponding distance and 
direction range. The counts of endpoints, or the frequencies of movements, can be 
visually illustrated by color gradation. Figure 5.7 gives a color summary of the 
frequencies in distance-direction for the 2,363 movements. The darker the section, 
the more movements for the corresponding distance and direction range. 
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Figure 5.7. Color gradient showing endpoint density  
 The general pattern for the 2,363 movements becomes more evident in 
Figure 5.7. The 8 sections of the innermost circle are much darker than thoese for 
any peripheral section, suggesting that there is a significantly higher frequency of 
movements that are shorter in distance. The color lightens moving farther from 
the center; in the outermost circle, there is essentially no color filled any section, 
indicating that movements with a distance approaching the maximum are rare. 
This clearly suggests distance decay as a dominate pattern in residential changes. 
Beyond the detection of patterns in distance, directional variation can be 
simultaneously observed. For example, within the same distance circle, the 
section representing the north-northwest directional zone is always associated 
with a darker color than the other 7 directional sections. This directional 
imbalance suggests a tendency for more residential changes to be oriented 
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towards the northwest. Thus, Figure 5.7 serves as a dual-histogram for distance 
and direction, combining the histogram for distance and wind rose histogram for 
direction (see Figure 5.4) into a unique display, and making movement pattern 
more discernable. The general insights into distance decay and directional 
variation for the movement data can be observed simultaneously. This is one of 
the research goals, and the above estimation derived using the partition scheme 
provides evidence of the effectiveness of this toolkit. 
 
Figure 5.8. An example of dynamically linked windows 
 When a general pattern for distances and directions has been detected, a 
further question can be raised regarding where movements with special distance 
and direction are distributed over the study area. For example, as shown in Figure 
5.8a, the highlighted section has the darkest color and thus the greatest intensity 
of movements within the corresponding range of distances and directions. Such a 
range of distance is less than 5.74 miles and of direction is between 315 degrees 
and 360 degrees (north-northwest direction). It is possible to observe the 
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movements in Figure 5.8b through dynamically linked windows. This clearly 
shows that most of such residential movements, whose distance is less than 5.74 
miles and direction is within a range of 315 degrees and 360 degrees, concentrate 
in the northwest part of Franklin County. Given that the vectors are standardized 
based on their origins and that the counts of endpoints in Figure 5.8a are actually 
the counts of destinations in each section, it is reasonable to conclude that those 
highlighted movements in Figure 5.8b are centrifugal: they are leaving the central 
part of Franklin County and moving to peripheral regions. Such peripheral regions 
are precisely those considered to be areas of attraction for residential migration as 
suggested in the Mid-Ohio Regional Planning Commission’s forecasting reports.  
In theory, movements with such distances and directions could also be 
located in the southeastern part of the study area, representing movements coming 
from southwestern suburbs to the central part of Franklin County (downtown 
Columbus). In reality, however, there is no such tendency being observed in 
Figure 5.8b. This reflects a fact that suburbanization is dominant in this study 
area. Given this, most residential changes are to the northwest suburbs of Franklin 
County (in accordance with the forecasted tendency by Mid-Ohio Regional 
Planning Commission), and suburbanization is a dominant tendency for 
residential changes in this research. The toolkit facilitated identification of such a 
tendency beneath the chaos that 2,363 movements suggest initially. 
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5.2.2 Directional Bias in Distance Decay Tendency 
 To further explore the relationship between distance and direction, 
directional bias in distance decay for the 2,363 residential movements is 
examined. Although such a directional effect has been detected previously, this 
was done without confirmatory examination. To support qualitative exploration, 
the tendencies of distance decay for the entire data set and for subsets of the data 
based on different directions are now quantified. 
  
Figure 5.9. 18 distance zones and 4 directional sections for 
examining distance decay 
 The relationship between intensity of movements and movement distance 
is explored. The first step is to categorize movements into classes based on 
distance; thus, the 2,363 movements are categorized using 18 zones, each 
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approximately 1.28 miles in width. This is equivalent to the distance rings in the 
partition scheme. Figure 5.9 illustrates this series of distance rings. In addition to 
distance, four directional sections are considered, as shown in Figure 5.9. The 
points shown represent the origin-standardized vectors’ endpoints.  
 The global relationship between intensity of endpoints in each distance 
rings (without considering the directional partitions) and the radius of each 
distance circle can be illustrated in a plot, shown in Figure 5.10. 
 
Figure 5.10. Plot of destination intensity and moving distance 
 It is evident in Figure 5.10 that the relationship between intensity of 
endpoints and distance follows a nonlinear decay tendency. The question is which 
specific nonlinear function (see equation 4.9) best describes this global tendency. 
The toolkit applies each of the five functions to the data set, producing the results 
shown in Figure 5.11. 
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Figure 5.11. Tests of different nonlinear regression functions for distance decay 
 The most appropriate function is found to be the exponential equation, as 
it has the highest R-square value, 0.9757. Thus, the function used for describing 
the global decay tendency is established as: 
)384.0273.4exp( dI ×−=  (5.1) 
 where I  is the predicted intensity of endpoints within the distance ring and 
d represents the distance of the corresponding ring’s radius. 
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 Such exploration is conducted for data that has been categorized into 
different directional zones as well. Figure 5.12 summarizes the quantitative 
descriptions of such tendencies for the four directional zones. 
 
Figure 5.12. Estimated distance decay functions for movements in 
each of the four directional zones 
 It is interesting that square root exponential function is most appropriate 
for each of the four directions; none of them follow the same trend as the global 
tendency, however. According to the evaluation method proposed previously, this 
result follows: 
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This suggests that distance decay is Anisotropic. 
 Mathematically, the square root exponential function results in a more 
gradual rate of decay than the basic exponential function. This means that the 
decay tendency is faster globally than it is for any of the directional zone subsets 
considered.  
 
 
Figure 5.13. 3D display for illustrating distance decay tendency 
 To provide an intuitive display of the directional effect of distance decay, 
a 3D display for the distribution of endpoints is generated and shown in Figure 
5.13. Figure 5.13a is a simulation of endpoints’ intensity, based on the global 
decay function estimated in equation (5.1). There is no consideration of 
directional effect. Figure 5.13b reflects the reality of the distribution of endpoints. 
 128
It is clear that in Figure 5.13a that the cone is associated with a uniformly sharper 
slope in every direction, while in Figure 5.13b the slope from the top to bottom of 
the curve is flatter in some directions. These observations are consistent with the 
conclusion derived from the global and directional functions for distance decay 
tendency. 
 At this point, the derived knowledge about the directional bias in distance 
decay for the 2,363 movements is still qualitatively based. It is necessary to 
quantitatively test the significance of the detected directional effect based on the 
methods introduced in section 4.8. First, the toolkit tests whether the derived 
decay tendency for the entire dataset (global) can be used to describe each 
directionally partitioned subset. To implement this test, the global pattern must be 
modeled by the square root exponential function that has been found to be the 
most appropriate model for each partitioned subset. A square root exponential 
regression equation for the global pattern is: 
)377.2503.7exp( dI −=  (5.2) 
According to the results summarized in Figure 5.11, the square root exponential 
regression model can also appropriately summarize the global distance decay 
tendency, with R-square value 0.964. The test is to evaluate whether the globally 
slope value, -2.377, is significantly different from the slope for each of the 
directionally partitioned dataset. Table 5.1 summarizes the confidence interval 
(with 95% significance level) of the global slope as well as the slope of each 
partitioned subset. 
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95% Confidential Interval 
Global 
Lower Upper 
East West North South 
-2.377 -2.621 -2.134 -2.123 -2.06 -2.116 -2.162 
Table 5.1. Slope values of regression models for global and local datasets 
 From this summary, it is clear that the slope values for “north”, “east”, and 
“west” subsets are not within the 95% confidential interval (-2.621, -2.134) of the 
global slope. This indicates that the decay tendency for the “north”, “east”, or 
“west” partition is significantly (with 95% significance level) different from the 
globally estimated decay tendency. While the globally estimated tendency 
indicates a sharper decay slope, the decay tendency for the “north”, “east”, and 
“west” partitions is significantly smoother, since the distribution of move distance 
along these two directional partitions is more even. If the globally based model 
(equation (5.2)) is used to describe the pattern of distance decay for the entire set 
of movements, such a directional effect cannot be appropriately captured. 
 Using the chow test, the toolkit can also test the similarity of decay 
tendency between each pair of directional partitions, as introduced in section 4.8. 
The test evaluates whether the two regression models are statistically different. 
Table 5.2 shows the chow statistic for each pair of regression models. 
 East West North South 
East -- 0.4356 1.5228 0.3965 
West  -- 0.9244 2.1755 
North   -- 4.7941 
South    -- 
Table 5.2. Summary of chow test for each pair of directional partitions 
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 The chow test follows the F distribution. Therefore, each chow statistic in 
Table 5.2 corresponds a cumulative probability of ( Ff ≥ ), where f  is the 
calculated statistic and F  is the theoretic value from F distribution. From the F 
distribution table, such corresponding probability can be found, as shown in Table 
5.3 
 East West North South 
East -- 0.35 0.77 0.32 
West  -- 0.59 0.87 
North   -- 0.98 
South    -- 
Table 5.3. Cumulative probability corresponding to the chow statistic 
 It is shown in Table 5.3 that the probability for all the comparisons except 
between “north” and “south” are lower than 0.9. If 0.9 is set as the significance 
level for the test, then, the similarity or difference of the decay tendency for each 
pair of directional partitions can be assessed, as shown in Table 5.4. 
 East West North South 
East -- Similar Similar Similar 
West  -- Similar Similar 
North   -- Different 
South    -- 
Table 5.4. Similarity/Difference of decay tendency between directional partitions 
 Since the significance level for evaluation is set at 0.9, only decay 
tendencies for the “north” and “south” partitions are considered significantly 
different. If the significance level decreases to 0.8, patterns for the “west” and 
“south” are considered significantly different as well. Such derivations based on a 
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quantitative method further verify the observations by previously that moving 
distance in residential changes orientating north or west are evenly distributed. 
Further, this verifies that new residential regions developed in the northwest 
region of the study area have attracted more new residences. Because of 
imbalance in regional development, directional bias in movement patterns of 
residential changes has occured.  
The toolkit has facilitated estimation of the distance decay tendency, 
globally and directionally, and associated directional effects in distance decay 
have also been detected. More details about the spatial patterns associated with 
the 2,363 movements have been identified. The next section tests for significance 
in detected patterns. 
5.2.3 Confirmatory Test for Detected Pattern 
 The directional differentiation from the global tendency in distance decay 
has been detected, but remains to be tested for significance. A goodness-of-fit 
metric is used for hypothesis testing. The partition scheme with 36 distance-
direction sections, as shown in Figure 5.6, is examined. In this context, the 
practical pattern is the real distribution of endpoints in each section, while the 
theoretical pattern is the simulated counts of endpoints in each section derived 
based on equation (5.1). This ignores the directional effect across all directions. A 
null hypothesis is as follows: 
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H0: “The real distribution of the endpoints in the partition scheme conforms to 
the simulated pattern based on the global distance decay function”.  
 
Figure 5.14. Counts of practical and simulated endpoints in partitioned sections 
(a. Practical counts; b. Simulated counts) 
 
Actual 214 177 199 186 201 179 212 265 
Simulated 210.6 210.6 210.6 210.6 210.6 210.6 210.6 210.6 
Actual 83 63 81 61 51 64 62 84 
Simulated 69.73 69.73 69.73 69.73 69.73 69.73 69.73 69.73 
Actual 17 16 20 17 17 21 18 27 
Simulated 12.81 12.81 12.81 12.81 12.81 12.81 12.81 12.81 
Actual 2 6 2 2 3 4 7 2 
Simulated 1.98 1.98 1.98 1.98 1.98 1.98 1.98 1.98 
Note: each row of the table records the 8 counts in each distance circle starting 
from the north-northeast corner and progressing in clockwise order 
Table 5.5. Counts of endpoints in each partitioned section  
 Figure 5.14 and Table 5.5 summarize the two series of counts of endpoints 
in each partitioned section. Since the partition scheme is similar to the quadrat 
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approach for point pattern analysis, the chi-squared test is used, based on function 
4.8. In this case, the simulated counts are represented by the expected variable iE , 
and the actual counts are the observed variable iO . By inputting the values for 
iO and iE from Table 5.1 for the Chi-squared test, the calculated statistic
2χ  is 
found to be 38.9915, with 31 degrees of freedom and a p-value of 0.1534. Given 
this p-value, the null hypothesis that the global distance decay function describes 
the real pattern of endpoints would be rejected, but not with strong statistical 
confidence. In other words, this confirmatory test suggests that, although the 
directional effect is not found to be statistically significant, the 2,363 residential 
changes oriented towards different directions still possess different patterns. A 
global estimate of distance decay tendency is not sufficient to capture all 
directional variations in the data examined here. 
 At this point, characteristics associated with the patterns of 2,363 
movements at a global level have been examined qualitatively and quantitatively, 
including the distribution of distance and direction, and the distance decay and 
associated directional bias. Through the use of dynamically linked windows, 
movements exhibiting particular patterns are identified from the map-based 
visualization. Using this technology, the next step is to compare local 
characteristics against global patterns with the goal of estimating more detailed 
insights from the movement data. 
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5.3 Pattern Comparison between Global and Local 
 we now focus on whether the pattern for a subset of the data is consistent 
with the global pattern. Exploration of such a question can help to reveal whether 
residential changes lead to social differentiation in a city or region. 
 To examine this, the 20 richest census tracts are considered locally 
interesting. This is based on median household income. There are 264 tracts in 
Franklin County, and the 20 tracts with the highest median household income 
were selected.10 The residential movements with their destinations located inside 
these 20 census tracts are selected to form a sample subset. The question is: “are 
the distribution of distances and directions for those movements with destinations 
in the richest neighborhoods significantly similar to the respective distributions 
for all movements in Franklin County?”  
In Figure 5.15a, highlighted polygons are the 20 richest census tracts in 
Franklin County. In Figure 5.15b, the movements whose destinations fall within 
the 20 census tracts are highlighted. This sample contains 538 movements. Figure 
5.15c is similar to Figure 5.6 but the vectors are standardized by destinations. The 
highlighted vectors correspond to the selections in Figure 5.14b.  
                                                 
10 The census data is from the “Census 2000 Summary File 1(SF 1) 100-Percent 
Data” for all the tracts in the Franklin County, Ohio. Data can be download online 
at the website: 
http://factfinder.census.gov/servlet/DownloadDatasetServlet?_lang=en&_ts=2985
70454949 
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Figure 5.15. Selected movements with destinations in the 20 richest census tracts 
 It is hard to generate any insight about the pattern of distances and 
directions for these selected movements through only map-based visualization in 
Figure 5.15b. However, the standardized vectors, as shown in Figure 5.15c, can 
provide more detail. These vectors are standardized based on their destinations, 
differing from the previous example in Figure 5.5, because the focus is now on 
the movements with their destinations in specific areas. Examining Figure 5.15c, 
it is noticed that most of the highlighted vectors are oriented toward the North. 
This result is likely due to the fact that 18 out of the 20 selected tracts are in the 
northern portion of Franklin County (see Figure 5.15a).   
For further exploration, the toolkit is utilized to test for significant 
similarity or difference between patterns for the entire data compared to the 
subset. All vectors and highlighted vectors in Figure 5.15c are compared, with 
respect to the number of endpoints, and denotes origins (again, since the vectors 
are standardized by destination). Figure 5.16 and Table 5.6 summarize the 
observed and expected counts. 
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Figure 5.16 Counts of entire and subset of origins in partitioned sections  
(a. Entire dataset; b. Subset data) 
 
Global 201 179 212 265 214 177 199 186 
Local 35 30 55 92 57 43 47 28 
Global 51 64 62 84 83 63 81 61 
Local 7 5 22 34 23 14 12 6 
Global 17 21 18 27 17 16 20 17 
Local 0 1 4 5 3 3 7 1 
Global 3 4 7 2 2 6 2 2 
Local 0 0 2 0 1 1 0 0 
Note: the order of table cells corresponding to the partition sections is the same 
with Table 5.1. 
Table 5.6. Counts of origins in the partitioned sections for 
global data and local data 
 Since the sum of movements for the global and local sets are different, 
linear regression is used here to avoid converting absolute counts to proportions in 
 137
implementing goodness-of-fit testing, in accordance with the discussion in 
Section 4.7. Based on the linear regression approach (see equation 4.9), the global 
counts are the independent variable and the local counts are the dependent 
variable. The toolkit derives a linear regression function as follows: 
GlobalLocal ×+−= 255.002.2 , (5.3) 
with an coefficient of determination ( R-square value ) of 0.87. This R-square 
value indicates that the two patterns, generally, are statistically similar. In short, 
the local pattern, which is for the subset of movements with destinations in the 
richest regions of the study area, is similar to the global pattern for the complete 
set of 2,363 residential changes. 
 Though there is an issue of independence when using linear regression to 
examine the difference between an entire dataset and a local subset, the findings 
suggests a difference between the two. It is useful here because a regression plot 
can offer more details about the difference between a global and a local pattern, as 
shown in Figure 5.17. 
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Figure 5.17. Link between the plot of regression line and the partitioned scheme 
The advantage of this visual analysis is that the outliers, which denote the 
sections in the partition scheme representing distance-directional intervals, can be 
directly observed. The presence of such outliers actually suggests which distance 
and directional intervals for the two patterns are not similar. By using 
dynamically linked windows, these partitioned sections corresponding to the 
selected outliers in Figure 5.17a can be highlighted, as shown in Figure 5.17b. 
These selected outliers are under the regression line, which indicates that the real 
count of origins for the subset data is lower than its predicted number. It is 
interesting to note that the corresponding sections in Figure 5.17b are all at the top 
half of the partition scheme and they are all within short distance zones. Given the 
arrangement that movements in Figure 15c are standardized by the destination, 
such an imbalanced distribution of highlighted sections indicates that the number 
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of these movements oriented towards the South with shorter distances is less than 
the predicted value. In this case, the prediction is based on the global pattern for 
all movements. It follows that within a specific range of distances and directions, 
the movement patterns for a local data set are different from the global pattern.  
This example demonstrates that the toolkit can effectively select a 
subgroup of data from the 2,363 movements based on a criterion of attribute or 
location and establish the degree of similarity/difference in movement patterns 
between the subgroup and complete dataset. Additionally, the toolkit specified the 
range of distance and direction for which the two patterns for global and local are 
differentiated. Comparing such findings to a primal map-based visualization 
(Figure 5.3), the toolkit is useful in the exploration of movement patterns and 
associated characteristics. Facilitated by this toolkit, more detailed information 
about residential movements is found. 
 
5.4 Exploring Vector Association 
 Vector association refers to the case where movements share similar 
distances and directions with neighboring moves. This effect will be evaluated 
using the vector association index, which is a ratio between the sum of the 
distance and direction association index and the sum of vector spatial weights. 
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 Based on the details in Section 4.9, the vector spatial weights ijw  must be 
derived to define the neighbor relationship between movements. The derivation 
involves using the shortest neighbor distance method, for which a user defined 
threshold distance is given: d = 1 mile. One mile is used because it is 
approximately the average span of a census tract in Franklin County. Based on 
equation (4.11), distance between origins is derived. Based on equation (4.12), 
then, the vector spatial weights ijw  is assigned a binary value, 1 or 0, defining the 
neighbor relationship between movement i  and j . A neighbor list, ( )jM i , for 
each movement i , is constructed as well: ( )jMj i∈ , if 1=ijw . 
  The toolkit finds that the minimum number of neighboring movements 
was 0, and a maximum number of 86. Table 5.7 summarizes the frequencies of 
movements with respect to different ranges of neighbors.  
Range of 
neighbors 0~10 11~20 21~30 31~40 41~50 51~60 61~70 71~80 >80 
Counts 188 402 588 473 317 145 74 73 114
Table 5.7. Counts of movements with respect to neighbor ranges 
 Next, the distance direction association index ijz  is derived. The 
examination of distance and direction similarity is based on a user defined 
similarity interval ( )ood α ,  for both distance and direction. In this application, the 
similarity interval is set in accordance with the size of the unit section in the 
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partition scheme used. Specifically, the distance interval is defined as 1/8 of the 
maximum distance for the entire data set, approximately 87.28/97.22 =  miles. 
The distance similarity zone for each movement i is set as ( )87.2±id . If the 
lower bound is less than 0 for a movement, the distance similarity zone will 
be ( )87.2  ,0 +id . The directional interval is defined as 22.5 degrees, or 1/16 of a 
complete circle. The directional similarity zone for each movement 
i is ( )5.22±iα . Given that the direction repeats every 360 degrees, if the lower 
bound ( )5.22−iα  is a negative value, we use ( )ii αα +=−+ 5.3375.22360 . If 
the upper bound ( )5.22+iα  is larger than 360, we use 
( )5.3373605.22 −=−+ ii αα .  
 Based on equation (4.13) and (4.14), the vector spatial weights ijw  is 
assigned a binary value, 1 or 0, defining the similarity of distance and direction 
between movement i  and j , given i  and j  has been examined as neighbor. 
 After the vector spatial weights ijw  and the distance direction association 
index ijz  were derived, the vector association parameter iσ  can be calculated 
based on equation (4.15). It is a ratio examining the proportion of similar 
movements from neighboring movements for movement i . The identification of 
vector association effect is based on the significance of iσ , and the significance 
can be tested by two methods, as introduced in section 4.9  The first method is 
based on a user assigned threshold value σ  . 5.0=σ  is used here. It indicates 
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that half of movement i ’s neighboring movements share similar distance and 
direction . The toolkit estimates that out of the 2,363 movements, only 9 
movements are identified as possessing a vector association index 5.0>iσ . The 
toolkit provides visualization of these vectors, and is shown in Figure 5.18 (lines 
in red is established as processing vector association). Since the number is small, 
it is hard to derive a meaningful description for the spatial distribution of these 9 
movements over the study area. It also indicates the effect of vector association is 
not strong in this case. 
 
Figure 5.18. Movements with significant vector association: 5.0=σ  
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 The second method uses a simulated distribution for vector association to 
test significance. In detail, derived vector association iσ  is compared with 99 
simulated iσ ′ s based on randomness. The significance level is set at 0.9. Thus, if a 
iσ  is larger than at least 90 simulated iσ ′ s, it is considered a significant outlier 
from a random pattern, and the effect of vector association in movement i  is 
deemed significant. The toolkit identifies such movements and highlights them in 
the map based visualization, as shown in Figure 5.19. 
 
Figure 5.19. Movements with significant vector association: 
pseudo significance = 0.9 
 Figure 5.19 suggests several clusters. The clusters are mainly located in 
the southwestern, western, northwestern, and eastern parts of the study area. This 
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discovery reveals a potential insight that the residential movements occurring in 
these regions, either arriving there or leaving there, possess relatively more 
common tendencies than residential events happening in other regions of the 
study area. Given the previously established patterns on a global scale that show 
suburbanization as a dominant tendency for residential changes in this area, it is 
reasonable to conclude that many new residences in the northwest portion of the 
area most likely originated in nearby areas. In short, the residential changes in the 
clustered areas highlighted in Figure 5.19 represent a consistent tendency for the 
composition of the community to remain unchanged after changes of residence. 
 The toolkit not only examined the effect of vector association at varying 
significance levels, it also identified the movements exemplifying such effects in 
a map for further exploration of the underlying geographic context. Additionally, 
in terms of the important issue of extracting local effects from beneath the chaos 
of 2,363 movement trajectories displayed on a map (see Figure 5.3), the proposed 
method effectively identified local characteristics associated with the movements. 
Relating such findings with previously established movement patterns, systematic 
knowledge from a practical dataset of movements was derived. 
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5.5 Summary 
Through a series of analyses, the toolkit facilitated pattern assessment and 
exploration for the 2,363 residential movements in Franklin County, Ohio. At the 
global level, distance decay has been confirmed as a significant tendency for the 
distribution of movements. But it also quantitatively detected that a global 
equation was not able to fully describe characteristics in the distance decay 
tendency, since the directional bias was also established as an effect. Findings 
suggested that there is a relatively dominant orientation towards northwest for the 
global tendency. Additionally, it was found that for these northwest-oriented 
movements, the slope for their distance decay tendency is not as steep as the 
general trend.  
 Another meaningful discovery was that movements with shorter distances 
and northwest-oriented directions comprise the largest proportion among the 
entire 2,363 movements in this area. Using dynamically linked window 
technology, it was found that most these movements were from the central area to 
the northwest part of Franklin County. This observation is in accordance with the 
intentions of the Mid-Ohio Regional Planning Commission plan that the 
northwest region in Franklin County support new residential and business centers.   
 The toolkit also facilitated investigation of local characteristics associated 
with the identified movement patterns as well. The research examined movements 
into the richest 20 census tracts in Franklin County. The pattern for such 
movements could potentially represent the spatial behavior for the most affluent 
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when changing their residence in this area. Their movement pattern was 
established and compared with the global pattern for the entire data set of 2,363 
movements. It was found, qualitatively as well as quantitatively, that the local 
pattern was actually similar to the global pattern. This indicates that these “rich” 
residential movements did not exhibit a significant difference in spatial behavior 
from the complete set of movements. But the comparison also revealed that, for 
these selected movements, the rate of distance decay was relatively more gradual 
than it was for the entire data set. This is most likely due to the fact that the “rich” 
residential changes mainly move to more proximate areas. 
 The methods introduced in Chapter 4 for examining vector association in 
movement data have been utilized here identify the movements possessing this 
effect. It was found that when the significant level of vector association is set at 
0.5, only 9 movements from the 2,363 were identified to exhibit such 
characteristics. Such a low count suggests that vector association, where spatially 
proximate residential movements share similar patterns in distances and 
directions, was not significant at this level for this region. However, when the 
significant level was decreased to 0.25, many more movements were identified as 
possessing vector association. Their distribution over the study area had even 
formed several movement clusters. This discovery indicated that in some sub-
regions, such as the northwest, residential movements shared more similarity in 
patterns than the movements in other sub-regions. This represents important 
insights associated with residential changes in Central Ohio.  
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  Returning to the initial visualization shown in Figure 5.2, it is hard to 
imagine that such insights about movement patterns at both the global and local 
scales could be derived from the depicted chaos. Without the toolkit, such 
identification would not be possible. An understanding of the general pattern and 
local characteristics for movement data becomes possible as a result of the 
inclusion of various approaches and methods in the toolkit. Such understanding is 
based not only a qualitative exploration but also quantitative analysis. 
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CHAPTER 6: CONCLUSION AND FUTURE RESEARCH 
 This dissertation introduced a toolkit consisting of a series of functions 
and methods for exploratory and confirmatory examination of spatial patterns 
from mass residential movements at a micro scale. 
Residential movement is an important research topic across many 
academic disciplines, with significant planning and policy implications. This is 
due to the fact that changes of residence often reflect how humans and the 
environment interact. On one hand, physical or social changes in the environment 
can result in changes of residence. On the other hand, changes of residence can 
also lead to physical impacts on the environment or social changes to 
communities and cities. For these reasons a lot of attention has been paid to better 
understand the mechanisms associated with residential change. A number of 
methodologies have been suggested for exploring residential changes, including 
visual analytics, socioeconomic analysis, geometric methods, statistic methods, 
and exploratory data analysis. Such methods have had varying success in better 
understanding the reasons for, and impacts of, the phenomenon of residential 
movement. Disadvantages and difficulties associated with these methods exist as 
well, especially in cases where a need to focus on global as well as local patterns 
from mass individual movements exists. No existing approach can sufficiently 
address these issues, particularly in an integrated systems based environment. 
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This dissertation proposed a toolkit that integrates exploratory as well as 
confirmatory methods for examining spatial patterns, or more specifically the 
arrangement of distances and directions, in movement data. By detecting patterns 
from mass individual movements, the toolkit aimed to provide an efficient way 
for exploring various factors and reasons relating to detected patterns. Specially, 
functions enabling the identification of local characteristics in movement patterns 
are included in this toolkit.  
The toolkit organized the different forms of residential movement data 
into a tabular format, with which the information for movement distance and 
direction are specifically derived. Then, to efficiently detect patterns from mass 
movements, the toolkit provided ways to visually standardize movements by 
relocating their origins or destinations to a common location. Based on 
standardized movements, a partition scheme is introduced. Similar to quadrat 
analysis for point pattern detection, the partition scheme divides the standardized 
movements into a series of distance-direction intervals. The distribution of 
movement distance and direction can then be qualitatively as well as 
quantitatively investigated. By using such an analytical process, movement 
patterns for 2,363 residential changes within Franklin County, Ohio could be 
evaluated.   
Thanks to dynamically linked windows technology, which has been 
included in all visual graphics in the toolkit, local deviations associated with 
subsets of movements can be identified from global movements. This technology 
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was used to examine patterns for 538 movements from the complete data set of 
2,363 movements. This subset was selected based on the movements’ destinations 
located in the richest portions of the study area, and are thus representative of the 
residential changes for a specific social class. The toolkit facilitated enhanced 
understanding of movement patterns. 
Another important function included in this toolkit is exploring vector 
association among movements. In this research, vector association is defined as 
similar performance in both distance and direction for spatially proximate 
movements. Conventional methods fail to explore this issue due to difficulty in 
measuring spatial proximity in movement data. This research proposes a new 
method that derives proximity based on a movement’s origin, treating distance 
and direction as a dual-attribute. Then, through a user defined similarity interval 
for distance and direction, association among movements was assessed. The 
effectiveness of this method is demonstrated in the analysis. 
This dissertation has proposed a toolkit for examining movement patterns 
from mass residential movements, and the research objectives have been 
achieved. However, there are many avenues for future research. First, 
implementation of some functions is based on subjective decisions. As a result, 
some insights might not be statistically robust. For example, the size of the 
distance-directional interval in the partition scheme is user defined. Another 
example is the similarity interval used to explore vector autocorrelation. Because 
of this, varying user-defined settings may lead to different insights about patterns. 
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On one hand, such user-defined settings are good in that they allow more freedom 
to users when utilizing this toolkit for various applications. On the other hand, this 
lack of an objective standard may lead to a lack of systematic comparability 
among different case studies if results are sensitive to user defined settings. To 
overcome this problem, methods are needed to enable more robust statistical tests. 
Second, the developed toolkit concentrates on the spatial dimension of 
residential changes. As a next step, temporal dimensions should be included. The 
distribution of residential movements over time can also suggest insights into how 
humans and the environment interact. Research on spatial-temporal tendencies in 
geographical data has become an important area of interest. Temporal effects, 
similar to local effects, can also result in differentiation by the same social or 
physical factors on residential movements’ patterns. To support exploration of 
temporal effects, new approaches that integrate both spatial and temporal features 
in movement data is needed. Further, capabilities that can address both qualitative 
identification and quantitative evaluation for temporal patterns are needed. This 
means exploratory as well as confirmatory approaches for the temporal analysis. 
With such developments, it is believed that this toolkit can exhibit 
additional strength as a tool for effectively and efficiently detecting information 
from mass residential movements.  
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