Real-time learning requires on-line complexity estimation. Expectation-maximisation (EM) and sampling techniques are presented that enable simultaneous estimation of the complexity and continuous parameters of Gaussian mixture models (GMMs) which can be used for density estimation, classi cation and feature extraction. The solution is a maximum a posteriori probability (MAP) estimator that is convergent for xed data and adaptive with accruing data. Issues resolved include estimating the priors for element covariances, means and weights and calculating the local integrated likelihood (evidence) of the solution. The EM algorithm for MAP estimation of GMM parameters is established and extended to include complexity estimation (ie. iterative pruning). The EMS algorithm is introduced which incorporates a sampling stage that enables iterative growth of the GMM. Early trials involving speech data indicate that the likelihood of hidden Markov speech models can be very substantially increased using this approach.
INTRODUCTION
Complexity estimation in neural networks has tended to be a computationally costly process, but developments in the eld of constructive algorithms 1] o er substantial e ciencies at the expense of good generalisation. This paper examines a Bayes inspired learning approach that simultaneously o ers improvements in speed and generalisation performance for Gaussian mixture density estimators. The popularisation of the expectation-maximisation (EM) algorithm by Dempster, Laird and Rubin 2] in 1977 and its use in maximum likelihood estimation of the parameters of Gaussian mixture models, most prominently in speech processing, has exposed a series of key problems with both the EM algorithm and Gaussian mixture models (GMMs). The standard EM process does not estimate the number of GMM elements, and this is determined, for example, by enumeration and cross validation. Furthermore, EM solutions to the maximum likelihood (ML) tting problem are local maxima and saddle points, and are often very poor ( g 1). Markov chain Monte Carlo methods can more closely approximate the Bayesian solution 3, 4] , but these are exceedingly slow. The approach taken here is to modify the ML EM algorithm for GMMs to include easily obtainable priors in order to (i) estimate the GMM's complexity simultaneously with its continuous parameters, (ii) to obtain smooth well generalising models, and (iii) to extend the EM algorithm to include a sampling phase that can increase the model's complexity adaptively. The result is a fast algorithm that is applicable to real-time problems, and converges if the number of data is constant. We avoid the legitimate criticism of Bayesian methods, that the priors have to be speci ed in advance, by estimating the priors from the data. If the GMM's parameters are grouped into a set , X is the data, and the priors on are themselves parameterised by a hyperparameter we may write:
The MAP estimate of the hyperparameter MAP gives us the \best" prior to use with the data X. Optimising over the hyperparameters or integrating out has been the subject of recent interest 5, 6] . In the case of the priors considered here we show that the hyperparameters are well determined by the data and that therefore little is lost by estimating them 7] . Conventional approaches to estimating the priors (empirical Bayes, cross validation and the evidence framework 8]) all require iteration, each step of which involves estimating all the ordinary parameters. We avoid this by estimating the hyperparameters directly from the data. Our approach is to set up a similar, but simpler estimation problem and then to show that the simpli ed estimate closely approximates the MAP estimate.
GAUSSIAN MIXTURE MODELS
Gaussian mixture models nd application in density estimation, classi cation, feature extraction, and as state representations in hidden Markov models. Their form is that of a classical two layer neural network with a rst layer of repeating nonlinear elements and a linear output layer. The output is the probability density of an input datum x given a model comprising n Gaussian elements each with weight, mean and covariance matrices i , i and i respectively: (2) If the N independent training data are assembled into a set X the posterior of the GMM's parameters is
This likelihood is a mixture of high dimensional Gaussians and a mixture of multinomial distributions in the element weights. Maximising this likelihood directly using EM often gives GMM estimates that are rough or 
THE PRIORS
Neural networks and other semiparametric models that contain repeating elements are particularly well adapted to approximate Bayesian procedures involving hyperparameter estimation because the hyperparameters tend to be well speci ed by the data. The parameters of models with repeating elements may be written as a set of sets of element parameters: = ff i g n i=1 & residual pars.g.
Allowing the parameters of each element to be the independent and conditioned by the same hyperparameters imposes a product structure on the prior:
where i is the parameter vector for element i, and is the set of hyperparameters. This structure is reminiscent of the structures in the likelihood arising from data independence, and in the same way, provided there are su cient data and elements the hyperparameters are well de ned. In this application we are using the priors to regulate the smoothness and complexity, and the prior dependencies between the weights, means and covariance matrices can be relaxed, giving the structure
Estimating the hyperparameters (not shown in this equation) is then a matter of choosing the optimal prior for the covariances and weights.
A truncated inverse exponential prior for covariances.
The truncated inverse exponential (TIE) distribution introduced by McMichael 9] is a relative of the inverse Wishart distribution, but has quite a di erent action in EM. For technical reasons, priors on mixture distribution parameters must be proper; the TIE prior is a truncated form of the otherwise improper inverse exponential distribution. The TIE prior is truncated outside a convex volume containing the origin, ; (7) is the covariance hyperparameter, crit and crit is the critical value of Tr( ?1 i i ) outside which the prior is truncated. It is chosen to be su ciently large that the truncation boundary is never reached. A robust estimator for i is described later.
Truncated uniform priors for the element means
To calculate a MAP GMM it is computationally convenient to use priors conjugate with the element distributions, and the conjugate prior for the mean is the normal distribution. However, probable normal priors would tend to bias the element means together. This problem is avoided by using a truncated uniform distribution, which provided its support is large enough, behaves as a at normal distribution. The posterior of the element means decreases along paths leaving the convex hull of the data which is comparable in volume to j2 data j 1 2 . The element means are likely to be enclosed within an ellipsoid H with linear dimensions -times (at least twice) those of the convex hull of the data. We therefore set the prior for the element means to be a truncated uniform distribution bounded by H: 
Cross validation studies 9] show that data seems to weakly to favour values of close to ?1, which have the e ect in EM of driving the weights of elements with small weights even smaller.
ESTIMATING THE HYPERPARAMETER
If the means are Gaussian distributed with covariance then the distribution of the di erenced data z (z jk := x j ? x k ; j 6 = k) is also a Gaussian mixture:
p(zj ; ) 1 n N(0; 2 ) + n ? 1 n N(0; 2( + )): (11) We now estimate using EM applied to a two element mixture distribution with the means of both elements constrained to zero. If desired, the covariances may be constrained to be spherical. Direct application of ML EM often results in local minimum solutions in which the two covariances are identical. To avoid this, an elementselective sample weighting scheme was introduced which selectively weights the data seen by one of the elements so that data close to the origin count more. The formal rederivation of the appropriate EM equations follows below. Given previous-step parameters ? and sample weighting condition S, and an element i with a Gaussian likelihood function p(z j ji; ? ), the (frequentist) probability 
where data is the data covariance matrix. A robust lq estimator for is
where C is a weighting criterion, q = :25, p(Cji = 0) = 0:99 and p(Cji = 1) = 0:01. The element likelihoods are biassed low by a Dirichlet prior which reduces each by a small amount (= 0:005) and renormalises in the manner of equation 18. This estimator is quite good enough for estimating the prior covariance hyperparameter , and functions well with heavily non-Gaussian data. Figure 2 shows the standard deviation circles for the two elements and the di erenced data from a three dimensional data set.
Fig 2: Di erenced data estimator for
To explore the quality of the covariance hyperparameter estimator we introduce the factor which scales the 
MAP EM FOR GAUSSIAN MIXTURES
The MAP EM algorithm for GMMs with the above priors comprises a conventional E-step which furnishes the quantities P(ijx j ; ? ) and P(ij ? ) 9], and the Mstep: 
PRUNING WITH EM
Perhaps surprisingly, it is also possible to estimate model order at the same time as the continuous parameters. The M-step can be adapted to decrement the number of elements according the the MAP criterion. Let I be an indicator vector for the GMM elements of length n comprising 1s and 0s, a 1 indicating the presence of the corresponding element. We augment the GMM parameters by I so that ! f ; Ig, marginalise to calculate the evidence for I (see below) and then estimate I. Pruning occurs if sum(I MAP ) < sum(I ? MAP ). Normalised Stirling numbers of the second kind 9] give a well founded prior for the total number of elements n and can be approximated to by p(njN) N! n!(N?n)! . Fortuitously, the above process is closely approximated by deleting elements when their weights fall well below 1=(the number of data). At these levels the likelihood favours element deletion, as do the priors. Figure 5 shows the convergence of a complex GMM onto a well-tting smooth and simple solution.
THE EMS ALGORITHM: GROWING & PRUNING
There remains the possibility of the algorithm getting stuck in a weak local maximum. To prevent this we introduce the possibility of model complexity incrementation by augmenting EM by a sampling step 11], in this case, for introducing new GMM elements. In this EMS algorithm the means and covariances of the a candidate element are sampled from a candidate distribution. The change in evidence (see below) due to including the candidate is calculated, and the candidate is accepted if it increases the evidence. The pruning and growing technique can be applied to sequential modelling (real-time) problems with only minor alteration to achieve a fast real-time GMM estimator. Figure 6 shows two measures of model complexity evolving over time as more data becomes available. (full line) numbers of elements versus number of data for sequential modelling of the`doughnut' data set. There were initially 3 data rising gradually to 1000.
CALCULATING THE EVIDENCE
The integrated likelihood of (evidence for 8]) a model structure for a data set is the probability of the data given the model structure; it is the marginalisation of likelihood over the parameters. When the likelihood is unimodal and approximately Gaussian in shape the following expression approximates the evidence,
(21) The priors and the likelihood can be evaluated from the expressions above, and the covariance of the MAP estimates of the parameters V MAP can be approximated by the Cramer-Rao bound. Making the further assumption that the elements are well separated, and the means and variances are independent leads to expressions for the weight covariance matrix V , the covariance of the estimates of the mean, V i and of the covariances, V i . Under these assumptions it can be shown that 
Meng and Rubin describe extensions of EM for estimating parameter covariances 13]. The average log of the evidence (under a mild abuse of notation) is log p(XjX;M)], while the cross validation likelihood is log p(XjX; M)]. IfX and X are drawn from the same distribution, in the limit of in nite data both these quantities are equal. Figure 3 shows simultaneous plots of the log of this approximation to the evidence averaged over the 300 data, and the cross validation log likelihood averaged over 2000 data. The cross validation scores are slightly less noisy but are much less responsive to hyperparameter variations. The value of evidence is that it is a self-contained measure of the generalisation performance of a local MAP estimate such as we can obtain with EMS.
AN EXAMPLE WITH SPEECH DATA
Hidden Markov models for speech processing rely on GMM state representations. These models are so complex that conventional complexity determination strategies are unworkable. It is usual to use spherical element GMMs and these require large numbers of elements to model high dimensional data accurately, each one having d+2 parameters, where d is the dimension of the feature space. The EMS approach to GMM estimation enables complexity estimation that has hitherto been impossible. To evaluate the GMM growing and pruning algorithm speech data was split into state segments by hand and the corresponding state features were calculated. For the state b 3 the optimal number of elements and the average cross validation log likelihoods of models trained on about 300 data and tested on about 300 data were computed and are shown in table 1. Each datum contained 25 features. A major improvement in accuracy and reduction in complexity follows from using full elliptical elements. The cross validation likelihood is 992 times better that the best that spherical elements can supply. Identifying this type of gain would not be feasible without a complexity estimating algorithm. 
