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Abstract 
NeuroHub: Portable and Scalable Time Synchronization Instrument for Brain-Computer 
Interface and Functional Neuroimaging Research 
Nicholas V. Grzeczkowski 
Dr. Hasan Ayaz, PhD 
 
 
 
The advent of new and improved brain imaging tools in recent decades has provided 
significant progress in understanding the physiological and neural bases of motor and 
cognitive processes and behavior. As neuroimaging and brain sensing technologies are 
further developed, they are miniaturized and become portable and wearable, allowing brain 
activity monitoring in ecologically-valid everyday environments. This introduces the 
possibility of using multiple systems concurrently on i) the same brain: multimodal/hybrid 
measurements for better identification of neurophysiological markers, and ii) multiple 
brains: hyperscanning for novel investigations of brain functions during social interactions.  
In all of these new directions, seamless integration of various neuroimaging 
systems is required. More specifically, precise time synchronization of acquired data 
streams is necessary for proper analysis and interpretation of results. However, there are 
currently no standards for interoperability and neuroimaging systems have many different 
designs and interfaces. Experiment setups using multiple systems may require extensive 
development for a customized solution that would need reconfiguration at the expense of 
additional time and effort, with the risk of possibly varying precision based on the custom 
solution.  
To address these issues, we have developed NeuroHub, a scalable device that can 
provide plug and play and reliable time synchronization by interfacing with common ports 
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in neuroimaging systems. The device consists of a custom printed circuit board that fits 
atop an inexpensive and readily available development board for an Atmel ATmega2560 
embedded microcontroller.  It is housed in a 6 x 11 x 3.5 cm durable plastic casing, smaller 
than most smart phones, and includes BNC, serial, and parallel communication ports 
located around its perimeter. The device propagates any synchronization marker it receives 
from one of the ports and broadcasts it to all systems connected at other ports. The device 
can be extended as necessary by connecting multiple NeuroHub units. Verification and 
validation tests indicated reliable byte transmission with 100% accuracy of transmission 
and a consistent 1.020 millisecond latency in its standard configuration. A program was 
also developed for automated testing with Monte Carlo simulation, by sending and 
receiving event markers in various configurations. Through these tests, it became clear how 
unfit the use of multiple common computer ports is for sub-millisecond precise modality 
recording, due to their non-embedded nature. This problem is alleviated using NeuroHub 
as it allows synchronization of each computer through only one port.  
NeuroHub was implemented in two use cases to demonstrate its potential: i) 
Multimodal spatial navigation brain computer interface (BCI) that used simultaneous EEG 
and fNIR for enabling controlling actions within MazeSuite generated virtual environment. 
ii) Synthetic speech perception study which utilized two different fNIR systems 
simultaneously to record from a larger area. In the first use case, the naïve P300 response 
is used as a selection mechanism for a number of options for first-person navigation of a 
maze. fNIR measurements are used to assess if the person is attentive to the stimuli, which 
results in higher accuracy scores. For this setup to be successful, markers between the 
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software for stimulation presentation, EEG recording, P300 analysis, maze presentation, 
and fNIR recording must be synchronized. In the second use case, subjects are presented 
with audio recordings of 5 sentences over 4 levels of quality of speech signal, ranging from 
natural speech to low quality synthesized speech, and asked to rate them for naturalness 
and intelligibility, while fNIR measurements are recorded to provide quantitative data 
about how cognitively taxing the synthesized speech is that has become common in 
everyday devices. In this experiment, information must be synchronized between the 
stimulus computer and the two fNIR recording devices. Both of these use cases 
demonstrate NeuroHub’s utility in next generation experiment setups with the goal of 
helping brain computer interface and functional neuroimaging research. 
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Chapter 1: Introduction 
 
1.1 Motivation 
In the rapidly expanding field of neuroscience and brain-computer interface (BCI) 
research, there is a proliferation of experimental setups that incorporate the use of more 
than one recording modality. With multiple modalities, it is possible to extract new 
features that aren’t possible otherwise, resulting in a more robust BCI or experimental 
recording setup. This typically makes the experimental setup more complex and the 
synchronization of data more difficult as there are more computers that need to work in 
unison and more data to temporally align. Another type of experimental setup, in which 
the neural basis for social interaction is studied by simultaneous recording from multiple 
subjects, is referred to as hyperscanning. As with multimodal setups, the separate streams 
of data must be aligned temporally. Event markers are used to align the data in both of 
these types of setups, but this raises the problem of sending the markers from multiple 
systems to multiple other systems in order to accurately align the data. Not only does this 
require cumbersome setup, extra planning to get everything to work together seamlessly, 
but it also involves the use of information transmission protocols that are not compatible 
and were not designed to accommodate signals with high temporal resolution, and 
therefore are not precise in their transmission.  
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1.2 Specific Aim 
This project aims to develop a portable and scalable device to alleviate the 
complexities that arise from hybrid multimodal and hyperscanning setups, for efficient 
arrangement of custom setups and reliable event marker transmission. Currently, the 
markers must be sent via temporally unreliable protocols and each setup requires the 
development of this information flow. This project also aims to review current brain-
computer interface literature on hybrid setups and categorize them. With a device that is 
specifically designed to overcome these challenges, new setups could more easily be 
developed and temporal imprecision could be eliminated. 
With the use of a dedicated embedded system, the envisioned device could 
implement common ports (serial, parallel, and digital) and protocols (RS-232, SPP and 
TTL) broadcast a received marker out to all other on-board ports with respective 
protocols. The device would act as a hub that bridges multiple independent systems 
including stimulus presentation, functional neuroimaging (EEG, fNIR and fMRI) and 
other recording systems. The result would be that all recording computers receive all 
event markers, which would allow simple data alignment. This would also eliminate the 
need for a dedicated solution that can only work with a specific experimental setup.  
 
1.3 Approach 
First, current hybrid brain-computer interfaces are reviewed and common 
neuroimaging modalities noted. This provided the foundation and basic understanding of 
the present state of the field, and the context for which the device is intended. It does not 
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provide an in-depth review of modalities or meta-analysis which can be found elsewhere, 
rather, it shows the trend of hybrid setups and why they are a growing interest. From 
there, the difficulty of setting up these systems is outlined, and design requirements are 
identified. Then, system specifications are defined to accommodate these requirements. 
Next step is the implementation of prototype systems and testing. The first few iterations 
of the devices are prototyped, implementing new features and design changes. Finally, 
the device is then tested for lag time and reliability.   
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Chapter 2: Background 
 
This chapter aims to review the literature in the field that has necessitated the 
device. Brain computer interface research is especially useful for locked-in syndrome 
patients who have no other way of communicating with the outside world. It provides 
them with a method to control a computer or other machinery using their brains alone. 
There are various paradigms that use different techniques to extract information from one 
or more neuroimaging modalities. These modalities are being more and more frequently 
used sequentially or in parallel to gain faster, more accurate control of a BCI, a more 
useful BCI, or a deeper understanding of how the brain functions. With these increasingly 
complex setups, communication protocols are utilized to synchronize the data being 
recorded and analyzed on multiple computers.  However, computers are not designed to 
be highly accurate in their timing of the protocols, which results in varying lag times that 
decrease the precision of timing. The proposed device is meant to both simplify the setup 
of these complex systems and solve the lag time problem. 
 
2.1 Brain-Computer Interfaces 
Brain-computer interfaces, or BCIs, are systems that allow the user to voluntarily 
control the computer using thoughts alone, in the case of active BCIs, record the response 
to a stimulus intentionally chosen by the user, as in the case with reactive BCIs, or record 
a response to understand the state the user’s brain is in, as with passive BCIs [1-3]. A 
reactive BCI is one that is used for voluntary control, but relies on a response from an 
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external stimulus, such as a light blinking at a certain frequency. These interfaces can be 
either invasive or noninvasive. Invasive BCIs (also referred to as Brain-machine 
interfaces, or BMIs) involve the implantation of electrodes, for single cell recordings 
(which can be arranged in matrices) with high spatial frequency or implantation of 
electrodes directly over the cortex under the skull to record large amounts of neurons 
firing synchronously, known as electrocorticography (ECoG) [4]. Non-invasive imaging 
has many forms, some examples being electroencephalography (EEG) [5], 
magnetoencephalography (MEG) [6], functional magnetic resonance imaging (fMRI) [7, 
8], functional near-infrared spectroscopy (fNIR)[9, 10], and positive emission 
tomography (PET)[11]. The most popular brain imaging techniques rely on the 
hemodynamic or electrophysiological responses. The following sections aim to outline a 
medical condition BCIs are typically intended for, two popular and portable 
neuroimaging methods, EEG and fNIR, their usefulness in BCIs, and a review of hybrid 
BCIs. 
 
2.1.1 Locked-In Syndrome 
Locked-in syndrome is a condition in which the affected is aware of their 
surroundings but is unable to take action in it. It can be the result of various forms of 
medical complications, such as amyotrophic lateral sclerosis (ALS), also known as Lou 
Gehrig’s disease, multiple sclerosis, brain injury or hemorrhage, nerve damage, stroke, or 
some circulatory diseases[11]. The most common cause for locked-in syndrome, 
however, is ALS. ALS is a progressive neurodegenerative disease that causes the 
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degeneration of motor neurons, resulting in an inability for the brain to control muscle 
movement.[12, 13]. It starts with muscle weakness and eventually, as muscles become 
less and less stimulated, they atrophy (become smaller). Eventually the afflicted can 
become totally paralyzed and therefore categorized as having locked-in syndrome. 
Locked-in syndrome patients cannot move anything with the exception of their eyes and 
sometimes facial muscles, however cognitive activity and brain function stays intact 
throughout this process in majority of these patients [14, 15].  
Living in such a state is understandably a difficult hardship to cope with, with no 
output to the ideas they wish to express. Their thoughts are absolutely suppressed and the 
afflicted constantly need to be cared for by others, greatly decreasing their quality of life. 
This is where the necessity for brain-computer interfaces is relevant. If better methods to 
control communication setups or physical mechanisms are developed, some of the pain of 
locked-in syndrome could be alleviated. 
 
2.1.2 Non-invasive BCIs 
Non-invasive brain imaging has typically been used in brain-computer interfaces 
to provide an output for the patient, although invasive devices have also been under 
development for some time and the field is currently growing rapidly [2]. These non-
invasive BCIs use different modalities and rely on different techniques to come up with 
an appropriate method of control. Each of these modalities has benefits and 
disadvantages which have to be weighed carefully according to application. By using 
different modalities together, those benefits can be combined and new dynamics can be 
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understood. Because communication is so important for the wellbeing and quality of life 
of the patient, a lot of focus has been placed on developing speller setups and techniques 
to make them faster. Research has not been limited to helping the disabled, however. 
Much can be learned about the brain using BCIs and non-invasive imaging systems are 
widely used for various forms of neuroscience research. 
 
2.2 Electroencephalography in BCIs 
 
2.2.1 EEG Principles 
Electroencephalography, or EEG, utilizes electrodes (conductive passive sensors) 
to capture the electrical changes due to neural activity over the scalp noninvasively. The 
change in voltage over the scalp is due to massive numbers of neurons firing in synch at 
different frequencies. This is mainly due to the interactions between neurons: a synapse 
from one neuron could excite or inhibit another neuron in various complex ways that are 
beyond the scope of this review.  The electrical signals picked up by the electrodes placed 
on the skull are known as local field potentials (LFPs). Oscillations of LFPs due to 
synchronous activity are more commonly known as brain waves.  Reading these brain 
waves allows certain insight on what is happening in the brain. 
Historically four major types of continuous rhythmic sinusoidal EEG waves 
(rhythms) are recognized (alpha, beta, delta and theta). Delta is the frequency range up to 
4 Hz and is often associated with the very young and certain encephalopathies (cerebral 
diseases) and underlying lesions.  Theta is the frequency range from 4 Hz to 8 Hz and is 
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associated with drowsiness, childhood, adolescence and young adulthood. This EEG 
frequency can sometimes be produced by hyperventilation. Theta waves can be seen 
during hypnagogic states such as trances, hypnosis, deep day dreams, lucid dreaming and 
light sleep and the preconscious state just upon waking, and just before falling asleep.  
Alpha (Berger's wave) is the frequency range from 8 Hz to 12 Hz. It is characteristic of a 
relaxed, alert state of consciousness and is present by the age of two years. Alpha 
rhythms are best detected with the eyes closed. Alpha attenuates with drowsiness and 
open eyes, and is best seen over the occipital (visual) cortex. An alpha-like normal 
variant called mu is sometimes seen over the motor cortex (central scalp) and attenuates 
with movement, or rather with the intention to move. Beta is the frequency range above 
12 Hz. Low amplitude beta with multiple and varying frequencies is often associated with 
active, busy or anxious thinking and active concentration. Finally, Gamma is the 
frequency range approximately 26–80 Hz. Gamma rhythms appear to be involved in 
higher mental activity, including perception, problem solving, fear, and consciousness. 
EEG recording has high temporal resolution, meaning it can differentiate activity 
that are very close in time, as the readable signal has a fast fluctuation in voltage level. 
One disadvantage of this modality, however, is that it has a low spatial resolution. It is 
therefore difficult to identify and locate the source(s) of oscillations. Using high density 
electrode array such as 128 or 256, and it may be possible to estimate source locations 
and contributions using sophisticated techniques such as independent component 
analysis[16].  Although more invasive techniques have been developed, such as 
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electrocorticography (essentially intracranial EEG), that offer higher spatial resolution, 
EEG remains popular for its noninvasiveness and its many uses. 
The most common use of EEG is for clinical applications specifically epilepsy 
and sleep studies, in which neuropathologies yield abnormalities in the EEG signals. 
Epilepsy results in seizures in which normally asynchronous brain oscillation behavior 
abnormally synchronizes and fires in excess. Surgeons that are about to perform an 
epilepsy surgery on epileptic patients who do not respond to medication use EEG in the 
process of locating the region of the brain that is the source of the seizure. EEG has also 
been shown able to detect the onset of a seizure. Other diagnostic uses for EEG include 
comas, encephalopathies (a wide variety of brain disorders), and brain death. EEG is also 
used in sleep studies, as brain oscillations change at different stages during the night. 
 
2.2.2 Sensors and Instrumentation 
The standardized layout of the electrodes is known as the International 10-20 
system, 10 and 20 being the percentages of distance between electrodes from the anterior 
to posterior and medial to lateral directions, respectively.  The ground electrodes are 
usually placed behind the ear. Most electrodes are passive, requiring amplification and 
the injection of a special conducting gel (or, in some setups, saline solution) to get a 
signal. Active electrodes are able to acquire readings without the use of gel, but the signal 
they pick up is noisier and the electrodes are too expensive to be considered useful in 
many settings. For simpler objectives, such as entertainment purposes or to provide 
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consumers with rough biometrics, active electrodes are used because they are simpler to 
set up. For academic or clinical use, passive electrodes are usually used. 
In passive electrode EEG setups, amplification of the signal is necessary. This is 
accomplished with an amplifier that is hooked up to the electrodes on the cap which also 
samples the signal and sends them to the recording program on the computer. The 
particular model used in one of the use case setups was the NeuroScan NuAmps digital 
amplifier model 7181. It has 40 unipolar analog inputs, and can also be used for other 
types of neurophysiological signals, such as ECG, EOG, and EMG. It has a parallel port 
connection in the back that allows the integration of event markers from a stimulation 
software package to the recorded signal. 
There are many software packages available for custom stimulus presentation. 
Among the more popular packages are E-Prime, Presentation, and BCI2000. They offer 
standard paradigms and the ability to customize them to suit the needs of the 
experiment/BCI. Mazesuite [17], a spatial navigation software developed at Drexel 
University, was another stimulation package that was used in one of the use case setups. 
 
2.2.3 Examples of EEG based BCIs 
Over the past 30 years EEG has been demonstrated in many settings as a 
successful brain sensing modality for various BCI paradigms. Among the most well 
studied of these paradigms is the P300-based matrix speller [18] which uses the P300 
evoked potential that occurs when a user recognizes a rare target stimulus. An event-
related potential (ERP) is an EEG based signal that is response to an internal or external 
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stimulus. Experimental psychologists and neuroscientists have discovered many different 
stimuli that elicit reliable ERPs from participants. The timing of these responses is 
thought to provide a measure of the brain's information processing and communication 
timings. P300 response occurs at around 300ms as a positive peak in the oddball 
paradigm, for example, regardless of the stimulus presented: visual or auditory. Because 
of this general invariance in regard to stimulus type, this ERP is understood to reflect a 
higher cognitive response to unexpected and/or cognitively salient stimuli. 
 The P300 based BCI acts on a characteristic response due to a resolution of 
anticipation of sorts. When an awaited stimulus presents itself, a positive response can be 
seen at about 300 ms after the stimulus in the EEG recording. The usual stimulus 
presentation is visual, although auditory [19, 20] and tactile [21, 22] based P300 BCIs 
have also been developed [23].  
 For visual stimuli, the presentation is usually a matrix of the alphabet and some 
other characters necessary for typing. The characters randomly blink, one at a time, and 
the user is instructed to watch their intended character and count the number of time it 
blinks within a set amount of time.  By identifying a consistent P300 response for a single 
letter on all cycles of the run, the BCI analysis software can determine which of the 
characters was intended to be selected during the run and in turn select that character. 
This type of BCI was first developed in 1988 by Farwell and Donchin [18]. Other uses 
for P300 in BCIs have been developed and include other types of speller layouts and 
analysis techniques that have improved performance [24-27] and P300 for spatial 
navigation [28]. For a review of P300 based BCIs paradigms, refer to [29]. Another 
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notable improvement was the use of delta and beta band powers to predict when the user 
is paying attention to the system [30]. 
 Another common type of BCI also makes use of the visually evoked rhythms in 
occipital lobe[31].  One can cause entrainment of the EEG signal to a frequency by 
gazing at a display flashing at that frequency. Thus, flashing icons at different 
frequencies provides the user with a frequency-coded selection that can be identified 
through EEG recordings made between the Pz and Oz locations over the visual cortex. 
This type of BCI works off of a response known as steady state visually evoked potential, 
or SSVEP. The amplitude of SSVEP greatly increases near the center of the visual field, 
and therefore is strongest when the user is gazing at a flashing icon. Therefore, by 
looking at an icon, the user can select it. 
 For analysis in searching for an SSVEP, first the peak frequency is detected, then 
it is determined if the peak is above a certain threshold.  If it is above the threshold, the 
icon coded with the above-threshold frequency is selected. The amplitude of the response 
also is dependent on the frequency, with some frequencies showing a greater response 
than others. Therefore, it is advantages to use those frequencies that are more detectable. 
Lower frequencies cause flickering that can be annoying to users, so higher frequencies 
can be used; however, higher usable frequencies are more difficult to detect. The 
advantages of SSVEP are that it is fast and there is no training required, as with most 
other types of EEG based BCIs [32-34]. 
 Sensorimotor rhythms have also been incorporated in BCI[35]. Motor imagery 
based BCIs require the user to imagine using parts of their body as a control mechanism 
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[36-38]. Typically this comes in the form of power asymmetry of mu (8 to 12 Hz) 
rhythms between the left and right hemispheres [39]. For example, a user may be asked 
to imagine moving their left, and alternatively their right, hand. Classifiers are identified 
after training the BCI and online analysis used to control the system. These systems are 
asynchronous and provide the user with self-paced timing of whatever the BCI is 
intended to control, whether that be a wheelchair [40] or a specialized speller setup[41]. 
Another asynchronous feature that can be extracted from EEG to for control is the 
regulation of slow cortical potentials, or SCPs [42, 43], although this is less commonly 
used for inherent difficulties the method presents.  
EEG has been shown to be a useful modality for controlling BCI systems, with a 
few standard feature extraction methods with advantages and disadvantages of each. 
Current research in the field often involves improving these methods by changing 
stimulus presentation, using different analysis techniques, or using those features to 
control different parts of a system. Other passive uses include sleep research [44] and 
other neuroscience areas. All of these setups require event markers to align stimulus 
presentation with sub-millisecond EEG data being acquired. It is therefore crucial for the 
usefulness of the system that the event markers are precisely aligned. 
 
 
 
 
P a g e  | 14 
 
2.3 Functional Near-Infrared Spectroscopy in BCIs 
 
2.3.1 fNIR Principles 
Optical brain imaging takes advantage of optical properties of hemoglobin in 
blood to track metabolism related changes in order to reveal information about brain 
function. Functional near-infrared spectroscopy, or fNIR, is the use of near infrared light 
to measure the cortical hemodynamic changes of a brain area by observing changes of 
light absorption in that specific area [45-47]. When neurons are activated, they use 
energy in the form of glucose. This process requires oxygen, which is transported to the 
cells by oxy-hemoglobin, which is then deoxygenated. Oxy-hemoglobin and deoxy-
hemoglobin absorb light at different wavelengths, hence two different near infrared 
wavelengths can be used to spectroscopically resolve concentration changes of each 
chromophore (light absorbing molecule).  The changes in oxy-hemoglobin (HbO), deoxy-
hemoglobin (HbR), total-hemoglobin (summation of HbO + HbR) and hbD (difference in 
hemoglobin) changes can be used to determine the brain activity in a specific location or 
over time. This is also similar to functional magnetic resonance imaging (fMRI) based 
Blood Oxygenation Level Dependent (BOLD) signal as both measure the same 
underlying hemodynamic changes. However, due to large instrumentation, high cost, 
complicated setup and subject restrictions (no metal, need to stay motionless in supine 
position, high data collection nose) of fMRI, it is not as amenable to neuroergonomic 
studies as fNIR.  Diffuse optical techniques (those used for fNIR) have been shown to 
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have similar results to fMRI measurements [48] and therefore could be used in situations 
where fMRI is impractical either by nature of experimental protocol or cost. 
fNIR operates on the fact that human tissue is relatively transparent to light in the 
near infrared wavelength window (the optical window is around 650 to 950 nm) and light 
in this range is therefore able to penetrate and read the relative changes in transparency. 
While skin and bone are relatively invisible to near-infrared light, hemoglobin, the 
protein that transports oxygen in red blood cells, is responsible for most of the attenuation 
in tissue. Laser diode or LEDs are used to transmit light at wavelengths at which oxy-
Hemoglobin and deoxy-Hemoglobin are most responsible for absorption: 850 nm and 
730 nm, respectively. The light travels through the tissue in a banana shaped curve to 
sensors placed in the surrounding area, with the distance from the transmitter determined 
by the depth of tissue intended to be read, which is approximately half the separation of 
the light source to the sensor.  
This modality is much less expensive to build and operate than fMRI, and is also 
much more portable, which are reasons that it is gaining in popularity in research. 
However, fNIR can only measure outer cortex and cannot measure deeper brain 
structures as an inherent limitation due to optical nature of the tissue. However, temporal 
resolution of fNIR can be much higher than fMRI, allowing recording more temporal 
characteristics. The ability of the system to measure the hemodynamic response using 
such a portable, even wearable low cost system has increased the popularity of the 
modality. It is most commonly used in passive BCIs but, as it has been shown that a user 
can voluntarily activate the hemodynamic response, it is also able to be used for active 
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BCIs. It has also been used in clinical applications such as depth of anesthesia monitor 
[49], and even variations of the technology has been implemented as medical devices that 
has received FDA approval for use in a portable handheld intracranial bleeding monitor, 
Infrascanner [50]. 
 
2.3.2 Sensors and Instrumentation  
There are various devices available that make use of optical diffusion techniques 
to provide metrics about the hemodynamic response, and depending on their complexity, 
are able to utilize several techniques for more information, at the tradeoff of a more 
complex and expensive system. These measurement types are time domain, frequency 
domain, and continuous wave. Time domain involves very short pulses into the tissue 
that are measured and analyzed for temporal distribution of light by scattering and 
diffusion. Frequency domain involves modulating the amplitude of the light at various 
frequencies, where the amplitude decay and phase shift give information about the optical 
properties of the tissue. Continuous wave flashes light at a constant amplitude and 
measures the attenuation of the signal at relevant wavelengths. Each of these systems is 
composed of one or more transmitters, sensors, and electronic hardware. If there is only 
one light source, the system is a point-measurement system, while more than one source, 
providing a map of brain activity, the device is classified as an imaging instrument. 
The portable continuous wave fNIR sensor for prefrontal cortex has been 
developed by the Optical Brain Imaging team at Drexel University in collaboration with 
Dr. Britton Chance. The system has been used in a spectrum of application areas that 
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require quantitative measurements of the hemodynamic response in a natural 
environment, such as an objective analysis of cognitive workload [9, 51-54], working 
memory [55-58], attention[59, 60], problem solving[61, 62], learning/training [46, 63], 
neuromarketing[64], brain disorders[15, 65], and rehabilitation [66-69]. For such 
applications, the continuous wave method is utilized, because it is portable, affordable, 
and easier to engineer than time domain or frequency domain methods. This makes it 
able to be used in a variety of situations that the other methods would be unable to. 
The current fNIR imaging system consists of a headband that attaches to a base 
system. The headband contains a flexible circuit board inside a silicone band, with 4 LED 
light sources and 10 detectors, each 2.5 cm away from the light source. Each of the light 
sources are measured by the four surrounding detectors for a total of 16 fNIR acquisition 
channels, or voxels. Each source pulses 2 or 3 different wavelengths: one for oxy-
hemoglobin, one for deoxy-hemoglobin, and one for dark current. The sampling rate is 2 
Hz, and during a sampling period 48 measurements are made (at each voxel, at each 
wavelength). The measurement data is sent via USB port to a computer and recorded 
using COBI Studio, also developed at Drexel University [47, 70].  
 
2.3.3 Signal Processing and Analysis 
 To obtain useful information from the data acquired, the Modified Beer-Lampert 
law is used. The Beer-Lampert law states that the amount of light that passes through a 
medium is proportional to the amount of light absorbing molecules in the medium. It also 
takes into account the absorption properties and concentration of the molecule and the 
P a g e  | 18 
 
distance the light must travel through the medium. It must be modified, however, to take 
into account the scattering effects of tissue. Using the following equation, one can 
determine the amount of oxy-hemoglobin and deoxy-hemoglobin in the area between the 
source and the detector. 
log (
𝐼0
𝐼
) = 𝛼𝑐𝐿𝐵 + 𝐺 
 𝐼0 represents the intensity of the light entering the medium, and 𝐼 is the intensity 
of the light measured after passing through the medium. 𝛼 represents the absorption 
coeffiencent of the molecule in question, 𝑐 is the concentration of the molecule, and 𝐿 is 
the length the light must travel through the medium. 𝐵and 𝐺are the modified parts of the 
equation, and they represent an experimentally derived correction factor for 𝐿 and a 
constant attenuation factor due to the optical properties of tissue, respectively. To assess 
the effect that a stimulus has on signal attenuation, a baseline recording is made and 
compared to the post-stimulus reading. The difference can be rearranged to make the 
following relation between the attenuation ratio and the change in concentration: 
∆𝑐 =
log (
𝐼𝑟𝑒𝑠𝑡
𝐼𝑡𝑒𝑠𝑡
)
𝛼𝐿𝐵 + 𝐺
 
 Although continuous wave systems are less susceptible to motion artifacts [71], 
there is still a need for motion artifact correction. Motion artifacts appear as spikes that 
corrupt the data. Numerous methods have been deployed to address this need, either by 
using an accelerometer [72] to sense movement or by using signal processing methods 
such as statistical filtering[73] or wavelet based algorithms [74] to reject the artifacts. 
Also contaminating the data are scattering and absorption changes from the superficial 
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layers of the scalp, another problem which correction efforts have been applied. Both 
principle component analysis and independent component analysis have been applied to 
remove changes due to the hemodynamic response in skin blood flow, as this is irrelevant 
to brain function [75]. Classical statistical analysis methods, such as ANOVA and t-tests, 
are commonly used to analyze fNIR data. A review of motion artifact removal for fNIR 
can be found in [76]. A review of fNIR instrumentation and methodology can be found in 
[77]. 
 
2.3.4 Examples of fNIR based BCIs  
 This section reviews various recent BCIs that utilized fNIR. A wide variety of 
applications have been found for fNIR. Although there have been systems developed that 
use the hemodynamic response as a voluntary control mechanism, the majority of fNIR 
based BCIs are passive studies on cognitive load. As fNIR measurements are directly 
related to changes in levels of oxy-hemoglobin and deoxy-hemoglobin due to the 
hemodynamic response, and the hemodynamic response is caused by brain activation, 
fNIR can be used to predict brain activation due to cognitive workload with the correct 
correlates [9]. It has also been used to monitor training of simulated piloting of unmanned 
aerial vehicles (UAVs), where Ayaz et al. found a high correlation of brain activity to the 
users’ performance as well as their self-reported experience [9, 56, 78]. Moreover, other 
followup studies also confirmed that fNIR measurements can be used to predict the 
mental task load as well as the training effect, level of expertise in a given task[46, 52, 
54, 57, 58].  
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 In [79, 80], the assessment of cognitive neural correlates was convincing enough 
to suggest the use of fNIR as a BCI mind switch. In other words, the user of the BCI 
would be able to control a BCI by volitionally changing their mental state. A simple, one-
channel fNIR BCI was developed for this purpose in [81]. This idea was taken further 
through implementation into a virtual environment in which the user navigated using a 
traditional computer keyboard but interacted with doors in the environment using fNIR. 
After a training phase in which the user received fNIR biofeedback, the user was then 
assigned the task of navigating a maze with 5 doors, each being opened by voluntary 
changes in brain state [82]. In another example, called Brainput, Solovey et al. 
demonstrate the possibility of using fNIR data to control a passive negative feedback 
system that in turn controls the autonomy of a system the user is controlling. They 
showed that with this approach they were able to improve performance metrics [83]. 
 fNIR has also been used to study how the brain learns. In [47], fNIR was used in 
combination with Mazesuite [17] to show how to study the brain while it leans spatial 
navigation. In other learning protocols, verbal-spatial working memory was studied for 
increased working memory capacity in training, as well as other improvements to 
learning that are based on experimental data [57]. That particular study found a negative 
relationship between verbal working memory performance and bilateral ventrolateral 
prefrontal cortex (VLPFC) activation.  
 More uses have been found to use fNIR as a BCI besides a two state mind switch. 
In one study, fNIR data was used for a 4 class (left hand, right hand, left foot, and right 
foot) motor-imagery BCI with which all three participants of the experiment achieved 
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accuracies that were higher than chance (54 %, 50 %, and 33 %) [84]. It would then be 
logical to use this in combination with EEG based motor imagery for a more accurate 
system than the two modalities achieve individually. As fNIR used in the previous 
example reads from the prefrontal cortex only, it is understandably more difficult to 
predict intended movements than by measuring oxy and de-oxy hemoglobin at the motor 
cortex, which was done successfully in [85]. Although this study was only comparing 2 
states (left hand vs. right hand) compared to the other study’s 4, they achieved 73 % 
accuracy using Support Vector Machines (SVM) and 89 % accuracy using Hidden 
Markov Model (HMM) algorithms.  
The number of uses for fNIR is growing constantly and are too numerous to list 
everything here. Other notable examples include using fNIR for developmental 
neuroscience [71, 86] and imaging the medial prefrontal cortex (where information about 
self is processed) to understand how basic psychological need satisfaction affects the 
difficultly of deciding while answering questions about self [87]. Following this trend, 
studies will continue to improve fNIR data analysis and fNIR-based BCI performance. 
 
2.4 Hybrid BCIs 
 Hybrid BCI (or hBCI [88]) research has stemmed from the need for better 
performance systems, which is necessary if BCIs are ever to be commonly used in 
clinical settings [89]. A hybrid BCI is one that employs the use of more than one BCIs, or 
one BCI and another system, or both [90]. It has been noted in [91] that there is 
inconsistent language used in literature to describe the differences in hybrid BCIs and 
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attempts to categorize them. That group defines two BCIs being used together as a pure 
hybrid, a BCI that also incorporates another physiological signal as a physiological 
hybrid, and a system that uses another, non-physiologically based assistive technology as 
a mixed hybrid. In these definitions, they fail to categorize BCIs that use different 
features from the same modality. This is necessary as unimodal hybrid BCIs have also 
become a recent trend. The multiple systems can also be classified as being combined 
sequentially, where one system controls the other, or simultaneously, where both systems 
are processed in parallel. Reviews in hybrid BCI research can be found at [90] and [91]. 
This section aims to define the differences in unimodal and multimodal BCIs and 
give examples of each. The main categories can be broadly defined as follows: BCIs that 
utilize multiple analytical techniques from the same modality, BCIs that employ multiple 
modalities, and those that use a combination of both. The third category will not be 
covered thoroughly, however, because no systems were found that match this description.  
Physiological and mixed hybrids will not be separately covered. 
 
2.4.1 Unimodal Hybrid BCIs 
 Unimodal Hybrid BCIs make use of multiple paradigms from the same modality 
at the same time. They extract different features from the same modality, but not 
necessarily the same set of data. One EEG feature could be extracted from the occipital 
lobe, which is being combined in a BCI with a motor imagery scheme that uses data from 
the around the sensorimotor cortex.  The advantages of various analysis techniques are 
combined by using the strengths of each used feature in creative and appropriate ways. 
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Using more than one modality can combine the advantages of each modality and make a 
faster, more informative, and easier to use BCI setup. For example, an unimodal hybrid 
setup mentioned earlier used both P300 in its traditional form, but added the use of delta 
and beta band powers to improve accuracy by attempting to understand when the user 
was paying attention to the system [30]. Another type of unimodal hybrid BCI technique 
is known as hyperscanning. Hyperscanning typically involves measuring the same 
modality on more than one subject to study social interaction. For examples of this 
reference [92-97].  
 P300 ERPs and SSVEPs were used together in a P300-based speller matrix for an 
asynchronous BCI that used SSVEP techniques to determine control state (on or off) 
[98]. This is an improvement because P300-based BCIs are typically synchronous and 
require that the user be actively engaged at all times or the system will produce false 
results. Looking at the screen produced an SSVEP, which the system responded to by 
activating the P300 system. Because SSVEP is better suited for asynchronous control 
than P300, it was also used to make another P300-based BCI asynchronous, in which the 
user selected discrete commands for a smarthome environment in [99]. In this case, 
SSVEP was used as an on/off switch for the system, and resulted in high accuracy and 
reliability.  
 As P300 is a good feature to use when discretely selecting one out of many 
options and motor imagery is better for continuous control of fewer options, the two have 
been used together for various purposes. In [100], the two were combined sequentially to 
control a wheelchair. P300 is first used to select a location to which the wheelchair is to 
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travel, then for stopping the wheelchair, first a fast P300 stop command was 
implemented, then a motor imagery stop command was used in its stead to see the 
difference. Although the response time was very similar, the motor imagery command 
managed to attain zero false acceptances. The two features were used together for control 
of a virtual environment, using motor imagery for navigation and P300 to control virtual 
devices [101]. Although this setup did not improve accuracy, it showed P300 and motor 
imagery used in combination for a novel setup. The two features were also used in 
combination in another example to control a robot [102]. 
 Motor imagery has also been used in combination with SSVEP in various setups. 
In [103], the two were used together to show that higher classification accuracy is 
possible using both rather than each individually. LEDs blinking at SSVEP-appropriate 
frequencies were used to indicate which direction the user was imagining. With motor 
imagery alone, 74.8 % accuracy was achieved and with SSVEP alone, the average was 
76.9 % accuracy. Using the two together in a hybrid system produced higher accuracy 
that averaged at 81.0 %. Furthermore, the number of BCI illiterate subjects, who achieve 
less than 70 % accuracy, was reduced to 0 (originally 5) in the hybrid setup. This is 
significant as illiterate subjects are a great challenge for BCI research [104]. Motor 
imagery was also used as a brain switch to turn on an SSVEP controlled orthosis. SSVEP 
was used to control opening and closing tasks, and in combination with the motor 
imagery controlled mind switch, false positives were reduced by more than 50 % [105]. 
Another example of an SSVEP-motor imagery hybrid BCI is [106], in which the two 
were used in sequential combination to control functional electrical stimulation (FES), a 
P a g e  | 25 
 
technique used to control limbs that can no longer be controlled by the brain but still have 
functioning muscles.  
 
2.4.2 Multimodal Hybrid BCIs 
 Multimodal hybrid BCIs use more than one modality at a time. They work 
together to overcome physiological and recording limitations imposed on systems by the 
individual modalities, and in their combination are able to come to new findings, as well 
as improving accuracy and reducing error. The most common modalities record 
electrophysiological or hemodynamic changes. Since unimodal setups do not have high 
spatial and temporal resolutions, combining modalities allows for a new spatiotemporal 
resolution. Multimodal setups have also given insight to the mechanisms that govern 
neurovascular coupling [107] although a clear description of it remains elusive [108].  
 Multimodal hybrid BCI analysis methods are categorized, although it is notably 
difficult to do so. There are asymmetric or symmetric methods, and supervised, 
unsupervised or model driven methods. Supervised methods are asymmetric because they 
choose an independent variable from one modality, to which the other modality is fitted. 
Unsupervised methods do not require the predictor variable, but interpretation of results 
is not as easy as with supervised methods. Model driven analyses are difficult to develop 
because a robust realistic model of hemodynamic and electrophysiological measurements 
is difficult to establish [107].  
 Electrooculography (EOG), the measurement of eye muscle potentials, has been 
used as a control mechanism on its own [109-111], but has also recently been used in 
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parallel with EEG for a novel control scheme [112]. In it, the user controls the direction 
of a machine using EOG while controlling the state (stop, forward, or do nothing) of the 
system with EEG. To control the state, power spectral density in the alpha and beta bands 
were used, with different methods to control the bands instructed to the user. To stop, the 
user closed their eyes, which increased the alpha band. To move forward, the user thinks 
about moving forward, which increases beta. If both bands were under threshold, nothing 
was done. In this fashion, 100 % accuracy was reached for stopping completely and 
turning left or right, 87 % for moving forward, and 95 % for the no action state. In 
another example, EEG was used in an EOG controlled system to tell if the user was 
paying attention  [113]. The combination of EOG with EEG is advantageous because 
there is a relatively high accuracy rate, it doesn’t require many electrodes, and there is a 
short training time.  
 EEG has also been used with other modalities. It was used with electromyography 
(EMG), recording the electrical activity from skeletal muscles, to assist with the problem 
of muscle fatigue [114]. Also using  EEG with EMG, [115] proposed the development of 
a speller using EMG to control a selection “click” on whatever letter the user was 
viewing. In the paper, they compare the use of EEG to EOG for letter selection.  
 More frequently, EEG is being used with fNIR for improved systems. In [116], 
the two were used together to improve accuracy in motor execution and motor imagery 
tasks, although the slow hemodynamic response may increase reaction time. For executed 
motor tasks, the mean accuracies without EEG were 71.1 % and 73.3 % for HbO and 
HbR, respectively, but with EEG accuracies were improved to 92.6% and 93.2%. For 
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motor imagery tasks, the accuracies improved from 71.7% and 65.0 % to 83.2 % and 80.6 
%. In the study, it is reported that classification accuracy was able to be improved in over 
90 % of the subjects using the hybrid approach. NIRS measurements were also used as a 
mind switch for an EEG motor imagery controlled robot in [117]. In chapter 5, a setup 
using P300 with fNIR is presented in more detail. 
 In another example, fNIR was used for a mind switch to turn on or off an SSVEP-
based orthosis control BCI. With this setup, Pfurtscheller et al. were able to achieve 100 
% accuracy [105]. In [118], fNIR data was used in parallel with a P300 spatial navigation 
BCI to predict performance rates. In another study, NIRS measurements were used with 
transcranial Doppler ultrasonography (TCD) to improve accuracies during a verbal 
fluency task in a block-stimulus paradigm [119]. Used alone, NIRS produced a mean 
accuracy of 76.1 ± 9.9 %, and TCD an accuracy of 79.4 ± 10.3 %. Used together, they 
produced a mean accuracy of 86.5 ± 6.0 %. In this study, 5 out of 9 participants were able 
to significantly improve accuracies (p<0.05) using the hybrid setup over the two imaging 
techniques used individually.  
 As stated previously, one of the advantages of using fNIR is the ability to use it in 
more common situations than fMRI could for its size and nature of the signal. Also, it has 
been shown to improve results being used in real life situations rather than mock tasks 
that are common with fMRI. In one such example, the results from an fMRI and fNIR 
recorded mock apple peeling task on the prefrontal cortex were  compared to prefrontal 
cortex readings on a real apple peeling task that would not have been possible in an fMRI 
setup [120]. The results showed increased activation in the real apple peeling sessions, 
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showing the potential for fNIR to be used in real situations that would not be otherwise 
possible with fMRI. Also using fNIR data with fMRI data, [121] found that it was 
possible to use fNIR to reduce variance in fMRI residual error by up to 36 %.  
 
2.5 Need for a Solution 
Because of the nature of novel experimental BCI setups, they require features 
specific to the experimental design. This requires the added task of making all of the 
involved systems work together, which is time consuming and gets in the way of the 
research. These systems are often complex themselves, and when the data from more 
than one monitor is required to be synchronized to markers that corresponds with the time 
of an important protocol event or stimulus, there is the added task of temporally aligning 
the data. Also, the imprecise timing schemes of standard computer protocols would cause 
imprecise recording of event marker times, increasingly so with more data arriving at 
another port, such as from a neuroimaging device or even a computer mouse. More 
information on this in provided in chapter 4. 
 
2.6 Current Approaches 
Recording can be done on an expensive, hardware dedicated data acquisition 
device, as long as the output is in volts. This leaves out the usefulness of transmission 
protocols. Other efforts to synchronize data in real time include frameworks multimodal 
interactions with virtual environments[122], augmented reality[123],  and activity 
recognition such as through wearable and ambient sensors [124]. Highly precise timing is 
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not pertinent in these situations. There are a number of costly options at websites like 
http://gridconnect.com/ that offer RS-232 to UDP options, RS-232 splitters, or similar 
pieces of hardware, which could be used as routing solutions for the signals. However, 
most previous efforts have been custom assembled for the requirements of a setup. 
This issue has been addressed in a software based solution developed by the 
Swartz Center for Computational Neuroscience at UC San Diego called the Lab 
Streaming Layer, or LSL (https://code.google.com/p/labstreaminglayer/). It provides 
support for a variety of devices to work over a network and temporally aligns them. It is 
full featured, with a recording program, online viewers, and more, but requires 
programming experience to integrate into a custom experimental setup. As is described 
later in this document, through testing it was found that using the computers’ protocols 
for time synchronization can be disastrous for temporal precision of data, for they are not 
embedded systems and this sort of timing is inherently unimportant to the operating 
system, and communication over these protocols is necessary for recording from devices. 
Because of this, there is often lag that is unknown and unaccounted for in the results, 
which could lead to false conclusions being reached. Effort is required if the user intends 
to have a minimal lag time. 
In LSL, each stream of data must have an offset timing according to the nature of 
the stream for temporal correction. Different modalities in the streams have been tested 
with varying results (http://sccn.ucsd.edu/~mgrivich/Synchronization.html). Also, the 
attached computers are running on different computer clocks, and a variable drift likely 
caused by temperature variations on the clocks speeds. This website explains that in their 
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testing of LSL, outliers can be explained by OS lag or drift due to a statistical error in the 
fit of a DAQ: http://sccn.ucsd.edu/~mgrivich/LSL_Validation.html. That is with one 
stream of data from one computer to another, measured using a 2048 Hz sampling rate. 
Time synchronization in LSL is described here: 
https://code.google.com/p/labstreaminglayer/wiki/TimeSynchronization and is not 
specialized for synchronization of multiple streams. It relies on the timestamp each 
system/device provides via UDP, and if the device isn’t reliable, neither are the 
timestamps. There are documented efforts to characterize devices’ lag time using LSL, 
such as http://wiki.neuroelectrics.com/images/a/a5/NEWP201401-WhitePaper-
EventSynchronization.pdf. Essentially, lag time can only be corrected so much. 
It is those drawbacks in mind that the device being presented here aims to 
alleviate. Researchers ideally should be able to focus on the experiment at hand rather 
than devoting time to working out inevitable technical difficulties. These difficulties both 
distract the researcher with frustration and waste time that should be used on the 
experiment itself, setting back the flow of progress.  
An ideal setup would allow the researcher to simply connect all event trigger 
output ports (whatever type of port it might be) to a single plug and play microcontroller-
based device that is also connected to the computers that need to receive the markers 
through those same ports. The device would replicate all data flowing in to all ports 
flowing out for maximum simplicity in setup. Because the system would be a dedicated 
embedded device, all input to the device is being sent to all receiving computers at the 
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same time, and lag time due to OS port protocol would be negligible because all data is 
coming in through one port. 
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Chapter 3: Device Design and Development 
 
3.1 Device Design 
The selection of the microcontroller used required an understanding of both the 
specifications of the desired application as well as what is available on the market to fill 
those requirements. The first step was deciding what the most important features the 
device must have, and from there make a list of general requirements. After determining 
the general requirements necessary for the device, a microcontroller and development 
platform were chosen that could fulfill those needs, and development was continued from 
there. 
 
3.1.1 System Requirements 
The device must be able to make connecting computers in BCI setups simpler. It 
must be highly temporally precise and reduce the time needed to wire the system 
together. The first and most important two requirements decided were that the device had 
to be fast enough to respond in time to sub-millisecond event triggers and that the most 
popular communication protocols used for transmitting event triggers must be available. 
The timing was so important because EEG requires high temporal precision and the event 
triggers must be sent immediately after they are received. The popular protocols are 
important because the device is meant to make custom setups easier, so the popular 
protocols are the most important to be incorporated. That way, incorporating systems 
with different networking options can easily be integrated, providing an easy plug and 
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play setup procedure. Another advantage of having multiple commonly used ports is the 
ability to convert protocol types to types without having to write custom conversion 
scripts in the stimulus software. 
Design constraints were decided on with the idea to make the device inexpensive 
and simple to use. For example, the device was first developed (when still in the 
breadboard development phase) to have switches from each of the ports to each of the 
other ports, to provide custom routing abilities. That way, the user could control which 
port is sending to which other port. Several methods were implemented and tested, but 
this was later decided to be omitted, as this could provide a problem to a researcher. In 
the nature of a simplistic design, the extra complexity was deemed unnecessary and could 
possibly cause more harm than good. Redundancy of information showing up at ports 
would not be a problem, as the researcher must intentionally be listening to the data 
anyway. It is likely that during the setup of an experiment, the user could become 
frustrated trying to troubleshoot why a marker isn’t being transmitted because a switch 
was accidently overlooked, and typically some software is listening to the signal, which 
is why information being redundant is not a problem. Compared to the complexity and 
cost of neuroimaging systems, the device should be simple to use and the cost of making 
it should be minimal. Testing must show the device to have negligible and repeatable lag 
time to prove efficacy. 
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3.1.2 System Specifications 
In picking the most useful connection types to integrate, the serial port was 
determined to be the most important because of its popularity. Another important event 
marker method is through the use of a transistor-transistor logic, or TTL pulse, which was 
to somehow be transmitted in some fashion to the other ports. For the first generation of 
the device, these two were deemed necessary and other protocols were to be implemented 
in later generations. 
Because the serial port is so commonly used in these applications and provides 
bidirectional information transfer, it was decided to put 4 serial ports on the board. If 
more ports are needed, NeuroHub could be daisy chained to other NeuroHubs by simply 
connecting a serial cable between them.  Typically, serial communication is achieved 
using the RS-232 protocol, which does not operate at the same voltage levels as most 
microcontrollers. Microcontrollers operate at 0 V (logic 0) to 5 V (logic 1), while RS-232 
operates at around 13 V (logic 0) and – 13 V (logic 1). A level conversion chip is 
necessary in this case. 
Software serial communication is possible by bit banging. Bit banging is the 
process of sampling the pins at a rate sufficient to read all bits and implementing the 
protocol by use of software. However, bit banging is notoriously unstable and therefore 
not optimal for this application. Microcontrollers often have UART communication that 
allows the hardware to control the serial data. This method is more stable and therefore 
hardware serial communication was decidedly necessary. 
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 The serial communications settings were to be set for standard, i.e. the most 
common, settings, and the settings of the computer needed to be adjusted if necessary. 
The standard RS-232 connector is the DE-9 connector, shown below. For more 
information on RS-232 protocol, see the development section, 3.4. 
 
 
  
Figure 1: Picture of a male DE-9 connector and serial pinout. 
 
 
TTL pulses were to be sensed by input pins and converted to a byte to be 
transmitted through the other ports. A popular connector used to connect TTL 
communicating devices, and the one on the back of the fNIR Devices fNIR Imager, is a 
Bayonet Neill-Concelman, or BNC, connector. Perhaps the BNC port could send the byte 
serially, but this would add unnecessary complexity for an uncommon procedure in this 
sort of setup. Serial digital interface (SDI) using a BNC connection exists in the 
professional video world, but is not used to send event markers in experimental setups 
and therefore is unnecessary. Because the bytes from other ports could not simply be 
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converted to a TTL pulse, the TTL port was decided to be input only. The way this was 
handled was sending the American Standard Code for Information Interchange (ASCII) 
code for the character “1” to all other ports if the TTL line was pulled high, and likewise 
“0” if the line was pulled low. Any other TTL cable could easily connect to the BNC 
connector by attaching the signal wire to the inner wire and the ground to the outer 
conductor and it would work the same way, as long as it operates at 5 V.  
 
 
 
Figure 2: Picture of a BNC connector. 
 
 
During development of the first generation board, more research went into 
popular communication connections that event markers are sent across. One such 
connection, the parallel port, has become somewhat outdated in the computer world and 
is no longer included on most computers, but is still used for event marker 
communication from various software and hardware packages. For example, the 
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NeuroScan NuAmps EEG amplifier receives event markers via parallel port and places it 
alongside the incoming EEG data. There are different protocols that are used over the 
parallel port. There is protocol for automatically detecting the type of protocol that will 
be used to communicate over the line, but because only basic parallel communication was 
found to be used on available systems, implementation of other protocols was put off 
until found to be necessary. The parallel port was implemented into the second generation 
board, and although basic parallel communication does not require all of the pins to be 
used, the lines were still physically connected to microcontroller ports in the case that 
other protocols were to be implemented. For this, the chip used needed to have enough 
digital in and out ports to accommodate the 25 pins on the DB-25 connector, the most 
common connector used for parallel ports and the one that was to be used the NeuroHub.  
 
 
 
Figure 3: Picture of a male DB-25 connector and parallel port pinout. 
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The reasoning for the inclusion of mentioned protocols and microcontroller 
selection was stated above for the purpose of reasoning design decisions. The specifics of 
development of these features will be described in the development section that follows. 
 
3.2 Device Development and Implementation 
After making the decision as to what the development environment and 
microcontroller should be, the development of required features was begun. Initial 
implementation was completed on a breadboard before committing to a design. The 
printed circuit board was designed using CAD software, printed, and tested for 
functionality after the chip was programmed. The device was then assembled into a 
finished product.  
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Figure 4: Board bring-up cycle diagram. 
 
 
The development of an entire electronic device system is known as board bring-
up. It includes validation and debugging, and the sequence is repeatable at any stage of 
the prototype development. It involves the assembly of the device, the hardware 
development, the coding of the software, and programming the firmware of the 
microcontroller. It must be verified that the board has been assembled correctly. The 
hardware is then tested for basic functional connectivity. The code is debugged, and the 
firmware uploaded and tested. This is repeated through the development of new 
prototypes. 
 
Software 
Test: Recode
Assembly 
Test: Repair
Hardware 
Test: Rework
Firmware 
Test: Reflash
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3.2.1 Development Platform and Microcontroller Selection 
During the initial stages of device development, it was difficult to understand 
what specifications the device needed, as microcontrollers have an overabundance of 
options, and it wasn’t clear which of them were absolutely necessary from the design 
decisions made. Therefore, the necessary options were laid out, the microcontroller 
market was researched, and the least expensive microcontroller that fit the description 
was selected, because the device was to be kept at as low a cost as possible. Also 
important to select before development was started was the development platform. 
Typically, in microcontroller based device design, the microcontroller is attached to a 
board with the necessary components to have it up and running, while having the pins 
available to be attached to a breadboard or other prototyping platform. This allows the 
developer to eliminate microcontroller setup as a possible source of error during 
debugging the software testing phase of board bring-up. 
For serial communications, at least 4 hardware dedicated universal asynchronous 
receiver/transmitters (UART) were required. As mentioned before, software implemented 
serial communications are reputably less stable than their hardware counterparts. A 
UART basically translates data between serial and parallel communications, which is 
important because the microcontroller deals with bytes in parallel. An integrated chip 
made for this purpose could possibly have been used, but this would take up additional 
ports on the microcontroller which could prove to be limiting. It was decided that the 
microcontroller selected should have the necessary UARTs built in. This was the 
bottleneck requirement; most chips with 4 UARTs supplied the other options as well. 
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 Because the device requires superior temporal precision, a high clock speed was 
required. A pin change interrupt pin on the chip was necessary for TTL pulses. Enough 
digital in and out ports were required for when the parallel port protocol was to be 
implemented in generation 2, and an SPI bus for Ethernet and SD logging card was 
necessary for when generation 3 was to be developed. 
For efficient development, it was decided that a hardware debugging setup would 
be useful as part of the setup, whether it be on board or with an external 
debugger/programmer, although this was later decided against due to weighing 
advantages (see development section). A breadboard/prototyping area was preferred but 
not necessary, as most pins can be accessed via wires to a breadboard. It was to be 
programmed in C. 
The development setup selection was important, for there are many options and 
the selection would have a major impact on the project workflow. The two major setups 
in question were using a development/evaluation board, or using a surface mount (SMD 
or SMT) breakout board on top a breadboard and using a programmer with debugging 
capabilities. A breakout board makes the pins of a surface mount chip available to use on 
a breadboard for development and prototyping. The breakout board would be needed 
when picking a specific chip because the chips with at least the specifications required 
are SMD which cannot be used by itself on a breadboard. Only through-hole components 
can be used directly on a breadboard and all of the chips with required features were not 
available in through-hole configuration. The reasons against using a breakout board is 
that it requires hardware configurations that are already available on a development 
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board, which would be time consuming and more risk for human error where it isn’t 
necessary. However, the chips are very inexpensive compared to development boards, 
and it was possible that the hardware setup would need to be eventually transferred to a 
PCB, so setup knowledge would have be useful for when the PCB is to be designed. As is 
described later in the document, this (transferring to the breadboard) was not the case, 
and the added frustration of debugging hardware configurations would surely have been a 
setback. It was decided early on to obtain a development board rather than constructing 
one myself using a breakout board. 
All boards examined offered a programming environment tailored for use with its 
respective board, and most, if not all, could be programmed in C. C was chosen as the 
programming language as it is currently the most popular language to program 
microcontrollers with, as well as being well documented with most example code being 
written in that language. An 8-bit chip was chosen for its relative simplicity in setup 
compared to 16 or 32 bit systems, which are generally more expensive and draw more 
power. The additional resources they offer were also not necessary for this device. 
FGPAs were considered but not included in the search as the extra complexity and 
configurability was not needed. Popular development boards marketed to hobbyists such 
as Arduino, Raspberry Pi, and the Intel Galileo, were also considered.  
The most relevant microcontroller development boards were selected from top 
microcontroller producers and compiled on a spreadsheet alongside certain attributes key 
to selecting the most appropriate board. Where it was appropriate, a parametric search 
was used pointing to the options with the most available UARTs, as stated before, this 
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was the bottleneck feature. A wide variety of available options were included in the 
search to give a clear idea of what is available on the market. The spreadsheet can be 
found in appendix E. 
 
3.2.2 Generation 1 Development 
 
3.2.2.1 Serial Capability Integration 
As mentioned before, during the initial stages of device development and while a 
chip and development environment were being selected, a basic development board and 
integrated development environment (IDE), Arduino, was used. The specific board used 
was the Arduino Mega 2560. It has the highest specification microcontroller of all of the 
Arduino boards, the Atmel ATMega2560 microcontroller chip. The Arduino platform 
was useful at this stage because of its simplicity and ease at implementing features, which 
comes at the expense of speed and memory. 
The development phase commenced using a breadboard and the Arduino 
programming environment. The Arduino programming language was used in this case to 
make sure the hardware was wired correctly, but it was not used in the device except for 
initial development purposes. The integrated development environment, or IDE, for 
Arduino takes up too much overhead for this application when compiling the code, 
making the code run slower. As per the design requirements of speed, lag was to be kept 
at a minimum, so C was used for the programming of the device. C is typically the 
language used to program AVR microcontrollers. Upon comparing sizes of the .hex files 
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(the result of compilation and that which is programmed onto the chip) from simple code 
in both the Arduino IDE and its identically functioning counterpart in Atmel Studio 6 in 
C, we found that the Arduino compiled version takes up about 10 times the amount of 
space in the flash memory, although a quantitative comparison of speed was not 
conducted. 
 
 
 
Figure 5: Picture of an Arduino Mega 2560. 
 
 
The first protocol implemented was serial communication. While parallel ports 
send all the information in a byte across 8 data lines, serial communication uses one line 
for data transmitted in a string of pulses. The hardware dedicated UARTs convert the 
serial data to usable parallel bytes to be processed by the firmware on the chip. However, 
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because the microcontroller and the serial operate at different voltage levels, a level 
shifter IC made specifically for this application, MAX-232 by Maxim Integrated, can be 
implemented. The microcontroller operates at TTL levels: 0 V is logic 0 and 5 V is logic 
1. RS-232 operates at a much higher voltage range: +13 V is logic 0, while -13 V is logic 
1. The logic levels are flipped and voltages are dangerously high for the chip. The MAX-
232 chip converts the voltage and logic levels of both transmitting and receiving lines. 
The actual chip used was the MAX-3232 on a breakout board.  The MAX-3232 is a 
variation that offers conversion of 2 bidirectional serial channels. It was wired to the 
Arduino board on pins TX0 (transmit serial 0) and RX0 (receive serial 0) for one serial 
connection and TX1 and RX1 for another.  
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Figure 6: Atmel AVR ATmega2560 pinout. 
 
 
The setup was assembled on a breadboard and the code tested for functionality. 
Once the setup was validated as functioning as intended, we switched programming 
environments to Atmel Studio 6, a free compiler used to program Atmel chips in C. A 
USBtinyISP programmer which was soldered together and assembled was used in 
combination with AVRDude, an AVR utility used to edit the contents of the ROM and 
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EEPROM memory of the AVR line of microcontrollers, to write the .hex files to the 
chip’s flash memory. The .hex files are the output files of the compile process, formatted 
for use in microcontrollers, and burned to the chip with the programmer. In this method 
of development, the in-circuit serial programming (ICSP) pins on the Arduino board are 
utilized instead of the USB port to program the board. Every time the chip is rewritten, 
the old contents are erased, which leads to the Arduino bootloader being erased. The 
bootloader is there originally to allow the Arduino user to program the device without 
any additional hardware, as in with the USB port. Programming the chip via the ICSP 
chips erases this bootloader as well, and unfortunately the programmer that we were 
using came out before the ATmega2560, and was not compatible with it. This was not of 
consequence, because the future iterations of the software were to be uploaded to the 
board in the same way and the Arduino IDE was not to be used.  
As for the programming of the chip to deal with serial data as specified by the 
design, two methods of routing the data from these ports were initially considered. The 
first code to be written used a method known as polling, which involved checking all the 
ports, one at a time, for information, and if it found information there,  it would output 
that same information at all of the other ports.  
The next method to be implemented was an interrupt based system. An interrupt 
driven system is advantageous in this sort of situation because the program doesn’t 
manually check each port, but has dedicated triggers that initiate a segment of code. In 
this way, a flag is posted which breaks the program off from wherever it is and completes 
the interrupt code. Essentially the microcontroller is automatically constantly checking 
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for certain actions to take place if it is set up properly. These actions stop the main 
portion of the firmware code and run another section of code specially designed for that 
action. Because interrupts can be fired in the middle of running other interrupt code, at 
the beginning of each interrupt service routine (ISR), global interrupts are turned off, then 
turned back on after the code is complete. The microcontroller then looks to the other 
interrupt addresses and if a flag was set it jumps to the appropriate ISR. This was added 
in the case that two event markers are sent simultaneously, which otherwise might have 
resulted is partial bytes being sent. 
Each serial port had its own ISR programmed. First, global interrupts were turned 
off, as mentioned previously. Second, the byte was stored to a variable, then that variable 
was written to all other ports. Interrupts were then turned back on and the flag was 
cleared. 
A method (a custom function) was created to initialize all four of the UARTs and 
set them to the most standard serial communication settings by changing the registers for 
those options. It would be run whenever the program was started, i.e. when the device 
was plugged in. The desired baudrate and was used to calculate the settings of two 
registers used to regulate baudrate by using a timing crystal attached to the Arduino 
board. The baudrate could then be easily changed in the code if for some reason it was 
needed in communicating with other devices or computers in the setup with a different 
baudrate. It was set to default at 9,600 bits per second, what serial ports are typically set 
to as default. It was decided that the UARTs would not require stop bits or parity, and 
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that characters received and transmitted would be 8 bits long (which can be changed, if 
necessary). 
It was at this point that it was realized that the ATmega2560 is an ideal chip for 
the project, as it contains all of the necessities for the project and the features that we 
intended to implement. It was decided that development would continue on the Arduino 
board for a few reasons. The boards are inexpensive and readily available, making the 
device easier to replicate and daisy chain if needed. Also, if absolutely needed, the 
firmware code can be customized as necessary for a project. We were familiar with the 
development setup by this time so staying with the Arduino saved development time as 
well. Also, rather than having to design a board that catered to the microcontroller’s 
needs, focus would be placed on functionality and a board would be designed to be used 
as a “shield,” or custom board made for Arduino. The board has a need for external 
physical components, which would have been time consuming to debug and transfer to a 
PCB design after the features had been developed. There were no notable disadvantages 
(with the exception of no debugging capabilities) to this approach, and the advantages 
were numerous enough to come to the conclusion that it was the most reasonable method. 
 
3.2.2.2 TTL Pulse Sensing Capability Integration 
In the development section, it was mentioned that an input pin would be used to 
detect TTL pulses and convert the pin changes to bytes, “1” for when the pin went high 
and “0” for when the pin went low. There are a few pins on the ATmega2560 that can be 
attached to interrupt routines for level changes. Second in interrupt priority only to the 
P a g e  | 50 
 
RESET pin is the INT1 pin, the External Interrupt Request 1, so when the pin changes the 
response is immediate. The INT pins can be configured to interrupt in one of four 
conditions (low, high, rising, or falling) and are viewed as independent interrupts, rather 
than triggering an entire port’s interrupts with any pin change like with PCINT. The pin 
can detect a rising pin or a falling pin as long as the pulses are longer than 50 
nanoseconds. Because the microcontroller operates at 5 V, no level conversion was 
necessary. 
Like with the serial initiation, a custom function was created to run on device 
startup that set the registers for options required for TTL pulse functionality. Pin 1 on 
port D is where the INT1 interrupt is located.INT1 was configured to sense any level 
change edge, and the interrupt was activated. More information can be found in 
Appendix C. 
The code proceeded as follows. If a pin change was detected, as in the case of 
receiving an event trigger, the interrupt is fired. It first turns off global interrupts, then 
checks if the pin is high or low (different interrupts cannot be set up for each, 
unfortunately). If the pin is high, it stores the character “1”, or 0x31 in hex, to a variable, 
and if the pin is low, it stores the character “0”, or 0x30 in hex, to a variable. It then sends 
the variable to all other ports as it did with the serial ports.  
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Figure 7: TTL Pulse to serial transmission of bytes with ASCII values equivalent to 
the changed state of the line. Left represents the line being pulled low, transmitted 
as "0”, or 0x30 in hex. Right represents the line being pulled high, transmitted as 
“1”, or 0x31 in hex. 
 
 
The code was tested by creating a breadboard friendly BNC connector, with the 
signal line connected to the interrupt pin and the outside shield connected to ground. It 
was tested using the fNIR system, which sends a TTL pulse event marker when various 
actions are completed. Every time one of these actions was completed, a “1” then a “0” 
would appear on serial monitoring software connected to a serial port, which showed that 
the port was functioning as intended. 
 
3.2.2.3 PCB Design   
After testing the code out on a circuit board setup, a more complete product, a 
printed circuit board, was developed. The boards were first printed then assembled, in 
different methods for different versions of the board. The board was to fit over an 
Arduino board as a “shield.” A plastic case meant to encase an Arduino with a shield was 
used for the device case. The board was improved in a second version. 
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A common PCB CAD program, Eagle CAD, was selected because it is one that is 
commonly used and well documented so it was relatively easy to set up the board. The 
device parts to be used were either found in existing parts libraries or created from 
scratch. A MAX238 through-hole IC chip was used, and the necessary capacitors were 
attached accordingly. The serial ports were wired to their spots on the chip, and the chip 
was attached to the headers corresponding to the correct pins on the Arduino. The BNC 
port was also attached to its necessary pin and to ground. The parts were wired together 
as shown in figure 8. 
 
 
 
Figure 8: Schematic wiring of first generation NeuroHub. 
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The PCB was then arranged and routes created. The first generation board was to 
be printed at Drexel’s Electrical Engineering facilities, but problems with the machine-
printed board slowed development for a brief period of time. The machine could only 
print two layers, and the through holes weren’t plated. This resulted in the necessity to 
solder only the side of the board from which a trace emerges, which was often under the 
plastic of the piece being soldered on. Routing everything on the opposite side of the 
board from the part on the next print fixed the problem. Vias, holes that connect different 
sides of the board, could be added, but those available were the wrong size for most 
components and had to be placed at a free spot on the board rather than the component 
hole. 
 
 
 
Figure 9: Printed circuit board design of first generation NeuroHub. 
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Another problem encountered with the board was the ability of the traces to stick 
to the board. The PCB printer was an LPKF ProtoMat S62, a prototype PCB milling 
machine. Much like a protoboard, the copper traces were relatively lightly attached.  In 
the first design, the RS-232 connectors were to stick out of the side of the case through 
holes, attached to the PCB at a right angle. Therefore, whenever the serial ports were 
attached or detached, there was strain on the traces that were attached to the pins from the 
right angle connector, which caused the traces to break connection on a few occasions. In 
retrospect, the traces could have been made larger, which could have helped, but it was 
also not clear what the problem was at the time. The board would work, then would stop 
working without anything haven been intentionally changed. For this reason, the plans for 
the second generation of the board included a setup where the ports are attached to the 
side of the case with wires to the board. That way, the strain goes to the strong plastic 
case and freely moving flat ribbon cables.  
The milling machine caused other development setbacks as well. On one printing, 
the printer’s alignment was off so the top traces and outline were not correctly aligned. 
On the final board of generation one, a few wires were used to bridge connections that 
had broken. 
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Figure 10: First generation NeuroHub PCB. 
 
 
Because the board was going to fit over an Arduino board, the board was made 
the same outline as the Arduino Mega 2560. The BNC port was put on the opposite side 
of the power and USB connections, and 2 serial ports were put on each side. As 
mentioned before, they were to be soldered on using right angle connectors, as was the 
BNC connector. 
Initially, the case was to be printed with a 3D printer, but typically prototype 
cases are selected from the large variety of premade electronics cases on the internet. One 
was found that suited the needs of the project. To access the ports with the case on, 
adjustments needed to be made to the case. This was done using a Dremel tool. The 
initial cuts were made to the size of the port, then additional material was grinded away 
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to fit the top of the case on correctly and provide space for the metal casing that fits 
around the ports. Unfortunately, this left an unsightly gap from the bottom of the 
connectors to where the bottom part of the case met the top part. The previously 
mentioned idea to have the connectors detached from the board would solve this. The 
case was labeled, and with that NeuroHub generation 1 was completed.  
 
 
 
Figure 11: First generation NeuroHub assembled. 
 
 
3.2.3 Generation 2 Development  
The second generation board was to both add features and improve the setup from 
lessons learned in developing the first generation. The original idea of having a parallel 
port for the second generation was the most important improvement, while a 
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professionally printed board, a new layout, and a different assembly approach were 
additional improvements to be made.  
 
3.4.3.1 PCB Design 
Parallel port development was started on a solderless breadboard but was not 
completed until after the PCB was finished and files sent to a printing house in an effort 
to save time. In Eagle CAD, the BNC port was moved to the opposite side of the board to 
fit into a convenient hole in the plastic casing meant for an Ethernet connection that is 
very similar in size. Where the BNC port was, two parallel lines of header holes were 
placed to connect to the parallel port. These header holes were attached to appropriate 
ports on the microcontroller. The entire range of pins on the parallel port was attached to 
microcontroller ports, in case other protocols were to be implemented later in 
development.  
The most important 8 bits of the parallel port, the data line, were attached to port 
A of the ATmega2560. Ports E and G were to be used for control and status lines, 
respectively. All 3 of these ports were located directly underneath the location of the 
parallel port connector. This proximity made routing the board more simple for a two-
sided design.  
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Figure 12: Additional schematics added for second generation NeuroHub. 
 
 
 
Figure 13: Printed circuit board design of second generation NeuroHub. 
 
 
3.4.3.1 Parallel Port Integration 
The board was then sent to a PCB printing house, OSH Park 
(https://oshpark.com/), for a durable, quality printed board, which was then assembled. 
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The serial and parallel port connectors were attached to one end of ribbon cables with the 
other end being attached to a line of pin headers to fit in designated holes on the board. 
Rather than carving up the side of the plastic casing, holes were drilled to the size of the 
ports (with the exception of the BNC connector). The idea is that the headers can be slid 
through the port holes, put in their designated holes, and soldered from the other side of 
the board. The ports were screwed into place. The assembly process is explained in more 
detail in appendix A. 
There are two roles played in parallel port protocol, and usually the computer 
plays the “master” role, controlling a “slave” attached device and requesting information 
from it. When there is a parallel port available on a computer, it is usually a female 
connector. 
As the board was to be implemented first with setups in the Drexel University 
labs, it seemed an appropriate starting place to research the type of parallel port protocol 
to be used. The EEG amplifier available was the NeuroScan NuAmps digital amplifier 
model 7181. A specially designed stim-to-scan cable is used to connect the male DB-25 
parallel port at the back of a computer to a female DE-9 connector on the amplifier. 
Typically, a stimulation protocol software package sends event triggers over the parallel 
port, which is received by the amplifier and stored alongside the EEG data sent to a 
recording computer. It uses no special protocol, it just sets the data line to the byte to be 
sent for a brief duration and returns all of the lines to low. Further research showed that 
this is often the case, and checking for responses from a receiving device (such as part of 
standard parallel protocol) is normally overlooked to save time. For this reason, the 
P a g e  | 60 
 
parallel port was developed into a female unidirectional port that takes incoming bytes 
from the other ports and puts them in parallel over the data line. 
Once again, a function was created to initialize the parallel port. All lines of the 
standard parallel port protocol were appropriately set to input and output lines, although 
this wasn’t completely necessary for the setup described. In fact, all serial and TTL ISRs 
had been programmed to send the received byte to the parallel port using SPP protocol, 
but because there was no acknowledgement from the amplifier, the protocol 
implementation added no further function.  
The idea was to further develop the port to act as a computer would, automatically 
detecting the type of protocol the receiving device was capable of. However, this had the 
problem of not being able to be the slave from another computer. This could be 
accomplished by switching the state of the port with a mechanical switch or possibly 
adding another port that is male, but such physical altercations would have to wait for the 
next generation of the device, and the current implementation was sufficient for the 
available setups. 
To test the code, an event marker diagnostic that is part of the NeuroAmps 
Acquire software (which is used for EEG data collection). Bytes were sent from a 
computer to one of the serial ports that relayed the byte to the parallel port.  At the end of 
the other ISRs (including whichever was sending the byte), the data line would be set to 
all zeroes, to terminate sending of the byte. The code runs at a speed that, with the brief 
time that the byte is on the data line, the amplifier being used to test the port rarely saw 
the byte. To solve this, code was added that pulled the data line low every 5 milliseconds. 
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That way, nothing would be affected if the code was interrupted while counting to 5, but 
the parallel port would remain high for 5 milliseconds, and if the event marker isn’t 
picked up, it is due to the amplifier’s sampling frequency of the event markers and not 
the fault of NeuroHub. When tested alongside EEG data recording, the markers show up 
as the decimal equivalent of the hexadecimal value that represents the byte sent. 
 
 
 
Figure 14: Second generation NeuroHub assembled. 
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Development of the third generation of NeuroHub was started, and the plan is to 
implement Ethernet capabilities as well as SD card data logging capabilities. For future 
plans for the device, please see the future development section in chapter 6. 
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Chapter 4: Testing and Validation 
 
 The first tests to assess system characteristics were completed using the first 
generation board and custom timing software. Upon reviewing the initial results, it was 
realized that they have much more to do with how the computer handles protocols than 
lag resulting from the device. To acquire actual lag time produced by the device, an 
oscilloscope was used. Those results are presented first. A full set of tests was then 
completed to address the protocol lag problem and expose its weakness, which the results 
are then presented afterwards. First, however, the testing setups are presented. 
 
4.1 Reliability and Variability Testing Setup 
During the development of the device, performance tests were devised to 
determine the properties of the system and how it performs in a setup, specifically 
studying lag time. As defined by the design requirements, one of the most crucial features 
is extreme precision of the timing of the system. This equates to minimal lag time. It is 
important to test the device over many iterations, for experimental protocols can be 
lengthy and the device cannot lose precision over time. As doing this testing manually 
would prove to take an unreasonable amount of time, applications were developed to 
automate the testing and record the results. The data was then statistically analyzed to 
produce metrics that represent the system. As it turned out, the information acquired 
about lag time had more to do with variability of the computer hardware/software setup 
than of the device. This, along with the knowledge that the device has a very consistent 
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1.020 millisecond lag time as measured with the oscilloscope, further proves the need for 
the device in these setups. 
 
4.2 Program Design and Development  
The initial purpose of testing was to determine the reliability and speed of the 
setup.  It was to be tested to be sure that the bytes being transmitted were the same as 
those being received and in a reasonable amount of time. The program was to run in 
every possible configuration, then compare the variations in outcome. The various setups 
included from each port to other ports. The tests were to be run over many iterations, to 
show the mean lag time and standard deviation over many tests. While testing, it became 
obvious that the differences in the computer’s setup had a great effect on lag time, so 
these differences were tested as well. To fulfill these testing requirements, specialized 
timing programs were developed in C#.  
The language chosen for the development of the testing program was C#. This 
was chosen for its simplicity in implementing the necessary features, for development 
time was intended to be minimal and C# embodied the low-level/complexity tradeoff 
required for such a program. It contains the necessary functions for sub-millisecond 
timing accuracy and easy access to serial ports. Microsoft Visual Studio was the chosen 
development environment. To make the testing setup as simple as possible, a basic 
graphical user interface (GUI) was developed. When the program is started, it checks for 
available COM ports on the computer and presents them in two drop down selection 
boxes, one to send and one to receive. The user also defines the length of the test in 
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iterations of bytes to send and receive. Two buttons were included: one to start recording, 
and one to exit the program.  When the “Start “button is pressed, the selected COM ports 
are opened with a baud rate of 9,600, that which the device operates at, and all buttons 
and selection controls disabled.  
To prevent other processes from interrupting during testing, the ThreadPriority 
and ProcessPriorityClass properties were set to the highest value. To stabilize the CPU 
cache and pipeline, a warmup of 1,500 milliseconds was used. This significantly 
improved the results of the first few iterations, which otherwise were unusually higher 
than the rest of the data. A system diagnostic tool, the Stopwatch class, contains methods 
to provide sub-millisecond timing metrics, and is part of the System.Diagnostics 
namespace. This was chosen for its robust feature set and ability to count at a high 
temporal resolution. It has the ability to measure in clock ticks, therefore providing the 
most accurate resolution possible. At the start of the warmup, the stopwatch object is 
reset, then started and run until its ElapsedMilliseconds property reaches 1,500. The 
actual testing is then begun.  
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Figure 15: Timing program process loop diagram. 
 
 
Whatever value was set in the “Iterations” input box is compared to a counter in a 
for loop. Inside the loop, a random byte is placed in an array, after which the stopwatch is 
reset and started, then the byte is send out over the selected “COM Out” port. The 
program then waits until there is an incoming byte to read on the “COM In” port, stops 
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the stopwatch, and checks to see if the random byte that was sent out was properly 
received. Stringbuilder was used to store the data as it is being recorded. This was 
preferable to string concatenation because it is an intrinsically mutable string class, 
whereas string concatenation is actually making a new string every time something is 
added to it, which takes significantly longer. The data being recorded is also displayed in 
the GUI’s textbox while it is recording for debugging purposes. 
Because there is not a simple TTL out setup on most PCs, a custom setup needed 
to be devised to test the BNC port on the device. The first attempt at a solution used 
automated triggers to control COBI studio, the program used to interact with and record 
data from the fNIR system, which has the ability to be controlled by triggers sent via a 
serial port. It also has the ability to record other incoming bytes to a marker file with 
timestamps attached. These features were exploited for the custom timing setup. One 
such trigger to control the program is byte 251, which initiates baseline. There are two 
other triggers, 253 for starting recording, and 254 for ending recording, but when 
recording has ended, the program also stops the current experiment, which would not 
work in this case, as 1,000 measurements needed to be made at a time. Typically, as soon 
as baseline is complete, recording begins, but there is a feature in COBI studio to turn 
that off.  
A C# program was written to send the baseline byte every 11 seconds, to allow 
time for the baseline reading to be taken and restarted. The TTL pulses from the fNIR 
device goes high when the baseline is started, then low again 150 milliseconds later, then 
high again when the baseline is completed, and low, once again, 150 milliseconds later. 
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Since the NeuroHub device was designed to send the character “1” (byte 45) when the 
line goes high to 5V, and character “0” (byte 48) when the line goes low to 0V, each 
baseline recording supplied 4 marker timestamps. As such, 250 baseline measurements 
were taken per testing session, for a total of 1,000 measurements.  
These markers were routed back to COBI studio to be stored in the marker file. 
Because COBI studio listens to only one COM port, both the baseline trigger and the 
TTL high and low markers were sent through the NeuroHub device, through serial port 
and BNC connector, respectively. A serial cable was also connected to the computer 
running COBI studio, so it was able to listen to both the testing program running on one 
computer and the TTL pulses coming from the back of the fNIR device. This shows how 
NeuroHub makes setups simpler by overcoming the limitations of available testing 
software. As in previous tests, the resulting marker file was imported into MATLAB to 
be analyzed.   
After the data had been acquired, there was found to be a much higher standard 
deviation for the TTL pulse setup than the serial setup. Because there were so many 
points in the testing setup that could have added lag time that were out of my control, 
simplification of the setup was required to remove other variability. 
The 5 V digital pins on an Arduino are the right level and relatively easy to 
control, so a script was written in the Arduino IDE to fulfill this purpose. It pulls the pin 
high for 25 ms, then pulls it low for 25 ms. The C# timing program was modified to be 
used to with this setup. It listens to the COM port, and makes sure that it is receiving “1” 
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then “0” byte, as well as recording the time between them (which should be 25 
milliseconds).  
 
4.3 Data Analysis 
To describe the characteristics of the device in a clearer way, a MATLAB script 
was used to perform calculations and display the information. Because the testing 
program exported a tab-delimited text file with ticks in the first column, a Boolean value 
representing if the byte received was the same as the one that was sent in the second, and 
milliseconds calculated (ticks/frequency times 1,000, frequency is in ticks per second) in 
the third, the values were easily imported into MATLAB. It then created relevant graphs 
and calculations to describe the results of each test. 
All ten tests in the session were stored in one folder with the script. The script 
started by clearing all data in the workspace and provides a location to enter the 
identification of the test session in the same folder (for example, computer 1, running on 
Windows 7, using USB ports, serial port 1 to serial port 2). The workspace was then 
saved in case it was to be used later. All data was loaded into easy to read matrices, 
separating all tests in the session into different columns. Two matrices were created, one 
for the lag time calculated in milliseconds, and one with all of the Boolean success 
values.  
The success values were first checked to be all true, as any incorrect byte would 
constitute a failure and would not be acceptable. 2 arrays were then created to find the 
mean of each test and the standard deviation of each test.  
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The next part of the script created plots of the data. It started by plotting each of 
the tests in the session on subplots, the x-axis being the iteration, and the y-axis being the 
lag time of that iteration. The title of the plot, as well as all generated graphs, was created 
using the identification string at the beginning of the program for ease of labeling. This 
plot was stored, then another plot was created using all data points in the session. 
After the plots were completed, the script created histograms. The histogram is 
meant to show the probability that the lag time would fall within a certain window after 
the byte was sent. This gives a clear picture as to what the typical response time is. Like 
with the plots, the histograms were made first on a subplot for each test, then in one big 
histogram for all tests in the session. Also like the plots, the histograms were 
automatically saved in the same folder. A bar graph was then created which showed the 
mean lag time of all the tests in the session as different bars, with error bars showing 
standard deviation of each test. The standard deviation between the all tests in the session 
was found, as well as the mean of all iterations in all tests in the session.  
The script was copied to each folder with data and the identification of the test 
was changed accordingly. All tests were run and their results were stored, either 
automatically for the figures, or copied to an Excel spreadsheet for all other calculated 
values, for easy reference. The data was analyzed the same way. 
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4.4 Results  
All tests were determined to be successful, as the success rate for correct byte 
transmission was 100%.This is necessary, as any unsuccessful transmission would result 
in inaccurate event marking, potentially ruining the data.  
 
 
 
Figure 16: Successful byte transmission in the tests. 
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The rest of the results will be arranged by testing purpose, according to 
comparisons that seemed most necessary. The specifications for each computer are also 
included. The most important results are included here; please refer to appendix D for all 
results. 
 
4.4.1 Oscilloscope Measured Lag Time  
By the time the testing of the first generation by the testing program was 
completed (again, presented after this section), the second generation of the board was 
ready. All testing was immediately switched to generation two. The first tests’ results 
showed little about how the device responded and more about the flaws of using non-
embedded systems for high temporal precision brain computer interfaces and 
experimental protocols. Because of this, testing was moved from custom timing programs 
to the oscilloscope. The setup for testing each port was conducted and the results were 
very consistent. 
On the oscilloscope used, there were two BNC connections for the two available 
channels. One computer was used to send repeated bytes over a serial connection, while 
another was used to acquire a screenshot of the oscilloscope. To measure the lines going 
in and out of the device, only the appropriate lines were wired to both the data stream and 
the oscilloscope channels, i.e. the Tx and Rx lines, as well as ground. The following is a 
screenshot of the oscilloscope measuring lag time of serial data transmission. The lag 
time was found to be negligible.  
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Figure 17: Oscilloscope screenshot of one byte transmission. The first (top) line is 
the input signal (receiving Rx line), the second (bottom) line is the signal being sent 
from NeuroHub (all other Tx lines). 
 
 
The results were very precise, with a consistent delay of 1.020 milliseconds, for 
the entire duration of testing and at all ports. Even after a considerable length of time 
(about 30 minutes) of constantly receiving and transmitting bytes, the lag time remained 
the same. As is seen in figure 17, the device waits until it has received the entire byte 
before sending it to the other ports. There is negligible delay from after having received 
the byte to sending it out. In the firmware, writing the data to all of the other ports comes 
after the parallel port, so the fact that testing the parallel port on the oscilloscope isn’t 
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possible (there are 8 parallel lines and only 2 inputs on the oscilloscope) was of no 
negative consequence because it is guaranteed to be faster.  
 
 
 
Figure 18: Byte transmission timing explanation, at 9,600 bits per second. 
 
 
The lag time is mostly the time it takes to send a byte serially at a baud rate of 
9,600 bits per second. This was the baud rate used because it is the standard default on 
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most systems, but if needed the code for NeuroHub could easily be changed to 
accommodate another baud rate. Also, because the parameters of the UARTs can be 
individually set, they could easily be set for their own settings and NeuroHub act as a 
baud rate converter. With a higher baud rate, the lag time would be shorter, but this 
increases risk of faulty byte transmission. At a rate of 9,600 bits per second, each bit is 
held on the line for 0.1047 milliseconds. With the start bit, there are 9 bits to send, 
totaling 0.9375 milliseconds. After the USART completes reception of the byte, it causes 
the microcontroller to jump to that particular USART’s interrupt code, which then takes 
time to run. The lag time was measured to be 1.020 milliseconds and 0.9375 milliseconds 
were needed to receive the byte, which leaves 0.0825 milliseconds to carry out the 
interrupt code. The microcontroller’s clock is running at 16 MHz (or 62.5 nanoseconds 
per cycle), so the interrupt code takes 1,320 cycles to complete. 
 
4.4.2 Serial to Serial and TTL to Serial 
The first computer tested on was a Sony Vaio laptop. Under the hood, it has a 64 
bit Intel i5 CPU running at 2.53 GHz, with 4 GB RAM. This computer was used to test 
all serial ports to each other, to assure consistency across all ports. The computer had no 
native serial ports, so serial to USB converters were used. The results across all ports 
were very similar, and so only port 1 to port 2 and TTL to port 1 are included here. See 
appendix D for the rest of the testing results. 
First shown is serial transmission from serial port 1 to port 2. The first graph 
shows the mean lag time of each test with standard deviation bars. The tests were 
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completed at different times, and the results were fairly consistent. The second graph 
shows a histogram of all iterations of all tests from port 1 to port 2 for a clear 
visualization of the data. All charts show consistent results, as do the results from the 
other ports. The mean lag time was 2.788 ms, with a standard deviation of 0.250 ms, and 
a standard deviation between tests of 0.033 ms. 
 
 
 
Figure 19: Bar graph of serial port 1 to serial port 2 mean transmission time, as 
determined by the timing program, with error bars. 
P a g e  | 77 
 
 
 
 
Figure 20: Histogram of transmission times from serial port 1 to serial port 2, as 
determined by the timing program. 
 
 
The following results are from the BNC port to port 1. It has a consistently 
slightly higher lag time, which was unexpected, but once again is likely due to the testing 
setup rather than the device itself. The mean lag time was 3.525 ms, with a standard 
deviation of 1.449 ms, and a standard deviation between tests of 0.329 ms. 
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Figure 21: Bar graph of TTL to serial port 1 mean transmission time, as determined 
by the timing program, with error bars. 
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Figure 22: Histogram of transmission times from TTL to serial port 1, as 
determined by the timing program. 
 
 
In conclusion, the test results from TTL to serial port 1 were much more varied 
than those from serial port 1 to port 2. The original TTL to serial test results are not 
included because they were entirely too variable. This testing setup removed most of that 
variance, but it is suspected that much of the inconsistency is again due to the testing 
setup, as an Arduino and a different timing program was used. That is not to say that the 
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Arduino is or the timing program itself were inconsistent, rather that the introduction of 
different testing variables could create unknown timing inconsistencies.  
 
 
Table 1: Mean and standard deviation of lag time from all tests from all serial ports 
to other serial ports and TTL to all serial ports and the standard deviation between 
individual tests. 
  
Mean 
(ms) 
Standard Deviation 
(ms) 
Standard Deviation between Tests 
(ms) 
P1 to P2 2.788 0.250 0.033 
P1 to P3 2.681 0.316 0.028 
P1 to P4 2.812 0.252 0.042 
P2 to P1 2.828 0.248 0.045 
P2 to P3 2.782 0.295 0.051 
P2 to P4 2.826 0.242 0.041 
P3 to P1 2.817 0.270 0.053 
P3 to P2 2.814 0.244 0.039 
P3 to P4 2.816 0.251 0.043 
P4 to P1 2.794 0.274 0.062 
P4 to P2 2.819 0.270 0.066 
P4 to P3 2.590 0.323 0.018 
TTL to P1 3.525 1.449 0.329 
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TTL to P2 3.420 1.298 0.253 
TTL to P3 3.375 1.175 0.281 
TTL to P4 3.412 1.252 0.354 
 
 
4.4.3 USB and Native Serial With and Without Additional Information Influx 
 
These tests were intended to compare the use of a USB to serial converter to a 
native serial port, as the first computer didn’t have a native serial port. Also, it is running 
Windows 7 as computer 1, but on different hardware. The tests on this computer had the 
most interesting results which further clarified the need for the device.  
In this section, there are results of 5 different types of tests. While testing the USB 
port, it was noted that the lag times are significantly higher when the mouse was being 
moved. The mouse was a USB mouse, and was therefore inputting information to the 
USB port on the computer when it was moving. As such, comparing the tests moving the 
mouse and not moving the mouse would yield interesting results. To test if the lag was 
due to the fact that the mouse was also using a USB port, the two types of tests, moving 
mouse and still mouse, were conducted when the native serial ports were being tested. 
First examined is the serial to USB port with the mouse still. It appears that there are 
times that are preferred by the fact that there are histogram bins with high amounts of 
instances next to bins with nothing. The fact that the distribution isn’t even close to being 
even is a result of the protocol and not random chance. The mean lag time was 5.860 ms, 
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with a standard deviation of 1.201 ms, and a standard deviation between tests of 0.172 
ms. 
 
 
 
Figure 23: Bar graph of mean serial transmission time over USB ports without 
input from other USB ports, as determined by the timing program, with error bars. 
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Figure 24: Histogram of transmission times over USB ports without input from 
other USB ports, as determined by the timing program. 
 
 
The same tests were repeated, but this time while moving the mouse. There is 
significantly higher mean lag time and standard deviation. The variability in between 
tests could have been due to moving the mouse at different rates, but the conclusions 
drawn are the same nonetheless. The mean lag time was 13.27 ms, with a standard 
deviation of 5.768 ms, and a standard deviation between tests of 0.284 ms. 
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Figure 25: Bar graph of mean serial transmission time over USB ports with input 
from other USB ports, as determined by the timing program, with error bars. 
 
 
In the following histogram, it appears that there are lag times that were preferred, 
specifically at 17 ms, which is unacceptable. This presumably had something to do with 
the other information being received at the USB port where the mouse was plugged in. 
This is the most glaringly obvious reason why USB ports should not be used in high 
temporal precision neuroimaging setups.  
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Figure 26: Histogram of transmission times over USB ports with input from other 
USB ports, as determined by the timing program. 
 
 
The native serial port was much more consistent, even when information is being 
inputted into the USB port, pinpointing the extreme lag time problem to the USB port 
usage. The mean lag time was 7.054 ms, with a standard deviation of 0.023 ms, and a 
standard deviation between tests of 0.012 ms. 
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Figure 27: Bar graph of mean serial transmission time over native serial ports, as 
determined by the timing program, with error bars. 
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Figure 28: Histogram of transmission times over native serial ports, as determined 
by the timing program. 
 
 
Very similar results were found even when the mouse was moving, unlike with 
the USB port. The mean lag time was 7.048 ms, with a standard deviation of 0.028 ms, 
and a standard deviation between tests of 0.006 ms. 
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Figure 29: Bar graph of mean serial transmission time over native serial ports with 
input from non-native serial ports (as in other tests, with USB serial ports), as 
determined by the timing program, with error bars. 
P a g e  | 89 
 
 
Figure 30: Histogram of transmission times over native serial ports with input from 
non-native serial ports (as in other tests, with USB serial ports), as determined by 
the timing program. 
 
 
Here, the tests were completed on the native serial ports without the device. These 
results were also very consistent, at about 1 ms faster than the same port with the device. 
These tests were completed before oscilloscope testing, which also showed a consistent 1 
ms lag time. This is when it was understood that the variance in the tests is due to the 
computer and not the device. The mean lag time was 6.044 ms, with a standard deviation 
of 0.023 ms, and a standard deviation between tests of 0.009 ms. 
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Figure 31: Bar graph of mean serial transmission time over native serial ports 
without the use of NeuroHub, as determined by the timing program, with error 
bars. 
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Figure 32: Histogram of transmission times over native serial ports without the use 
of NeuroHub, as determined by the timing program. 
 
 
The tests performed on this computer demonstrated the unacceptable variability of 
lag time between protocols, especially USB. Testing without the device also yielded 
relevant results, as it showed that the device had little to do with the lag times that were 
being experienced in the tests. 
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Table 2: Mean and standard deviation of lag time from all tests in the configurations 
explained in this section, and the standard deviation between individual tests. 
  Mean (ms) Standard Deviation (ms) Standard Deviation between Tests (ms) 
USB, Mouse Still 5.860 1.201 0.172 
USB, Mouse Moving 13.27 5.768 0.284 
Serial Port, Mouse Still 7.054 0.023 0.012 
Serial Port, Mouse Moving 7.048 0.028 0.006 
Serial Port, No Device 6.044 0.023 0.009 
 
 
4.4.4 Different Operating Systems on the Same Hardware 
The purpose of these tests was to see the effect of the operating system used. The 
computer was running Windows XP when it was first tested, then the operating system 
was replaced with Windows 7 and tested again. The mean lag time for XP was 6.594 ms, 
with a standard deviation of 0.823 ms, and a standard deviation between tests of 0.219 
ms. 
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Figure 33: Bar graph of mean serial transmission time using Windows XP, as 
determined by the timing program, with error bars. 
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Figure 34: Histogram of transmission times using Windows XP, as determined by 
the timing program, with error bars. 
 
Here, the operating system was changed to Windows 7 and tested again. The 
mean lag time was consistently higher using Windows 7, which was likely due to the fact 
that the same hardware was being used to run a more taxing operating system. It also 
appears that there was a greater difference between tests, indicating a greater variance 
from using the ports at different times. The mean lag time was 7.660 ms, with a standard 
deviation of 0.845 ms, and a standard deviation between tests of 0.1621 ms. 
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Figure 35: Bar graph of mean serial transmission time using Windows 7, as 
determined by the timing program, with error bars 
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Figure 36: Histogram of transmission times using Windows 7, as determined by the 
timing program, with error bars 
 
 
Table 3: Mean and standard deviation of lag time from all tests from all serial ports 
to other serial ports and TTL to all serial ports and the standard deviation between 
individual tests. 
  Mean (ms) Standard Deviation (ms) Standard Deviation between Tests (ms) 
Windows XP 6.594 0.823 0.219 
Windows 7 7.660 0.845 0.162 
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4.5 Discussion 
One of the main design objectives for this device was to alleviate the problem of 
different computers running on their separate clocks.  The results from these tests opens 
discussion on using standard computer ports for scientific research. 
The differences in testing results from system to system and the relatively large 
variances found in the data sets appear to show less about the device itself and more 
about the systems on which it was running. The device is an embedded system with a 
precise clock running at a high speed, and the computation needed for this program was 
not taxing the system heavily. With the exception of Windows Embedded Compact, 
made for use in embedded systems, no version of Windows is a real-time operating 
system. A real-time operating system operates as an embedded system does:  timing is 
critical so it is put as top priority. All other versions of Windows are general-purpose 
operating systems, meaning they take their time to complete the time at task, and the time 
they take to finish the task is not important. For example, the time it takes for a program 
to open or complete an action in Windows is not important, but the timing of a brake 
system in a car is critical. 
 Serial ports are going the way of the dinosaur and are seen on less and less 
computers each year as newer protocols such as USB are on every computer. As these 
tests have showed, USB is unfit for temporally reliable event marker routing. Part of the 
USB protocol is a Start of Frame (SOF) packet identifier sent from the host every 1 ms to 
provide a time base. This explains why the lag times are on the millisecond, but not why 
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there would be so much more lag when one USB port was receiving information. At a 
sub-millisecond resolution modality, such as EEG, a lag time of 17 or 18 ms is a serious 
problem, and the variance in lag times is unacceptable. Native serial ports have a 
reasonable lag time, but faking one with USB converters in not advised. A better solution 
would be a custom embedded BCI system.  
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Chapter 5: Use Case Demonstrations 
 
To demonstrate the utility of NeuroHub and its use in experimental setups, this 
chapter describes two different scenarios. Using the equipment in Drexel University’s 
CONQUER Collaborative lab, multimodal and hybrid setups were tested with the device, 
and data was gathered from the devices for online classification as well as post analysis. 
These entirely different two experiment setups also highlight the flexibility of NeuroHub. 
Although future work will expand possibilities, this section aims to show that NeuroHub 
is useful in various setups and does in fact simplify and improve the experiment setup 
procedures. 
The first scenario used to demonstrate the application of NeuroHub is a hybrid 
fNIR and EEG BCI setup. It aims to find a correlation between attention state and fNIR 
recorded hemodynamic changes to improve performance of a spatial navigation P300-
response based EEG BCI [118]. NeuroHub coordinates event markers between BCI2000, 
the P300 stimulus software, NeuroScan Acquire, the EEG recording software, MazeSuite, 
the maze navigation software, and COBI Studio, the fNIR recording software. All but one 
of the ports were used making the otherwise difficult setup much easier to assemble and 
have the markers go where they need to go.  
The second scenario was an unimodal setup that monitored different parts of the 
brain with multiple fNIR instruments to quantitatively compare the unconscious effort of 
the brain to understand various qualities of synthesized speech to natural speech [125]. 
This is particularly important for user experience research because synthesized speech is 
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more and more frequently being used on devices we use daily. Different devices were 
useful to use to measure a greater portion of the brain and define stronger neural 
correlates. The information from these devices needed to be aligned through a setup that 
sent different types of markers from the stimulus software to the two fNIR recording 
systems through two serial ports. With NeuroHub, the setup is made simpler by sending 
one marker through one port to both systems. 
 
5.1 Use Case #1 – Multimodal Spatial Navigation BCI 
 
5.1.1 Introduction 
The first setup used demonstrated the application of NeuroHub to a hybrid fNIR 
and EEG setup. The experiment itself aims to find a correlation between attention state 
and fNIR recorded hemodynamic changes to improve performance of a spatial navigation 
P300-response based EEG BCI. NeuroHub coordinates event markers between BCI2000, 
the P300 stimulus software, NeuroScan Acquire, the EEG recording software, MazeSuite 
[17], the maze navigation software, and COBI Studio, the fNIR recording software. Here 
the experiment is presented in a simplistic fashion, in the context of shedding light on the 
usefulness of NeuroHub. Refer to the original paper for further details. 
 
5.1.2 Background 
 As outlined in chapter 2, P300 based BCIs show the user a sequence of stimuli 
and the user is asked to attend to the stimuli and wait for a particular desired stimulus. If 
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the user is attentive, a noticeable positive response can be measured in the EEG signal 
about 300 ms after the stimulus. Typically, this involves a number of selections on a 
screen individually flashing randomly. As such, the user can select an object onscreen by 
counting the number of times it flashes during a set amount of time. By performing 
online analysis, the computer can understand which of the objects the user wished to 
select. This is dependent on the user being attentive, however, as lower performance is 
achieved if not. Performance results are determined by asking the user which icon they 
intended to select. 
 Also explained in chapter 2 is fNIR, an optical brain imaging technique used to 
measure changes in oxygenation of hemoglobin in the prefrontal cortex. Activity in the 
brain is linked with an increase in oxygenation, and therefore this technique is used to 
measure localized brain activity. This has been shown to be useful in a number of BCIs, 
and here is used to measure how attentive the user is to the stimuli being presented to 
them. In this experimental protocol, it is used passively to examine if there is a link 
between high performance accuracy of the P300 and oxygenation changes in hemoglobin 
in the frontal lobe. Detection of attention shift for increasing P300 BCI performance has 
also been demonstrated previously using EEG only [30]. 
 
5.1.3 Materials and Methods 
In this experiment, the subject is seated in front of two computer monitors 
connected to two computers. One computer is used to display the P300 stimulus, record 
EEG data from the EEG amplifier, and provide online analysis of the data to determine 
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the P300 icon selected. The second was used to display a first person view of the maze 
and record the fNIR data. 
The following diagram is representative of the setup without using NeuroHub. 
 
Figure 37: Diagram describing the flow of information in use case 1 without 
NeuroHub implementation. 
 
Coordination of event markers between both computers and their software takes 
considerable effort. For example, MazeSuite only accepts event markers to control the 
maze by serial or TCP/IP, COBI Studio only accepts serial or parallel markers and sends 
only serial markers or TTL pulses for certain events, and NeuroScan Acquire only 
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receives data markers via a custom parallel port cable. In this experiment, all event 
markers should be available for all recording software for post-hoc analysis as well as 
controlling the MazeSuite software.  
To accomplish this, NeuroHub was used. The EEG recording computer was 
connected to one of the serial ports on NeuroHub, while the EEG amplifier was attached 
to the parallel port. The second computer was connected to two serial ports, and the BNC 
connector on the back of the fNIR Imager was connected as well (although, in hindsight, 
this was unnecessary as fNIR was being recorded the entire time and therefore there were 
no TTL pulses on the line). In this way, all stimulus presentation markers were sent to 
both EEG and fNIR data streams, and control markers were sent to MazeSuite and COBI 
Studio. All event data was transferred to all locations using this very simple setup. EEG 
data was recorded from 9 locations at 250 Hz: FCz, Cz, CP3, Cpz, CP3, P3, Pz, P4, and 
Oz. fNIR data was recorded at 2 Hz. 
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Figure 38: Diagram describing the flow of information in use case 1 with NeuroHub 
implementation. 
 
 
The experimental protocol consisted of two parts. In the first part, EEG data was 
recorded to train the P300 BCI system. The subject was instructed to select a specific 
icon, and count how many times it flashes, then click, when instructed, on the icon that 
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they intended to select. This was repeated for 24 runs. In the second part of the 
experiment, the subject is asked to navigate to the exit of a series of mazes. The subjects 
were instructed when to look at the matrix and when to look at the maze navigation 
screen. 
 
 
 
Figure 39: Left – the 3x3 P300 BCI matrix used. Right – the training manual selection 
screen. From [118]. 
 
 
Figure 40: Time line for a run. From [118]. 
 
The EEG signals were bandpass filtered from 0.5 to 12 Hz and stepwise linear 
discriminant analysis, or SWLDA, was used to classify weights to predict the intended 
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target during on line analysis. fNIR data was lowpass filtered at 0.1 Hz for each run from 
0 to 15 seconds, as well as using an artifact detection system (sliding window motion 
artifact rejection). Changes in oxygenated and deoxygenated hemoglobin were calculated 
from this data.  
 
5.1.4 Results and Conclusion 
 The experiment was determined to be a success, because the system worked 
seamlessly and markers made it to all necessary data, control, and online analysis 
locations. The fNIR and EEG marker files show all spatial navigation markers. The user 
was able to successfully train the system and navigate the maze, but because the results 
from this particular setup were from only one subject, only a brief description of results 
from the original publication will be presented here for conclusiveness.  
The following table shows the first 20 synchronization markers received, in 
decimal format and the timestamp (in seconds, since recording was started) that the 
device marked as the time the marker was received.  
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Table 4: First 20 synchronization markers from use case 1 experimental protocol. 
Showing byte received by EEG and fNIR recording systems, as well as the 
timestamp (from start of recording) and time from the first marker received. 
EEG 
Data   
fNIR 
Data   
Byte 
Value 
Timestamp 
(s) 
Time from 
first marker 
(s) 
Byte 
Value 
Timestamp 
(s) 
Time from 
first marker 
(s) 
95 0.376 0 95 90.089 0 
77 5.316 4.94 77 95.019 4.93 
67 38.012 37.636 67 127.714 37.625 
77 41.724 41.348 77 131.432 41.343 
68 74.432 74.056 68 164.139 74.05 
77 78.136 77.76 77 167.841 77.752 
66 110.832 110.456 66 200.53 110.441 
77 114.536 114.16 77 204.248 114.159 
65 147.228 146.852 65 236.929 146.84 
77 150.964 150.588 77 240.662 150.573 
72 183.604 183.228 72 273.304 183.215 
77 187.332 186.956 77 277.037 186.948 
66 220 219.624 66 309.706 219.617 
77 223.728 223.352 77 313.43 223.341 
67 256.432 256.056 67 346.144 256.055 
13 260.124 259.748 77 349.828 259.739 
66 292.796 292.42 66 382.502 292.413 
77 296.54 296.164 77 386.236 296.147 
67 329.22 328.844 67 418.927 328.838 
77 332.924 332.548 77 422.629 332.54 
 
     
 
 
 To find the discrepancies in the timestamps, the difference was found between the 
amounts of time recorded from the first timestamps of each device. The mean 
discrepancy in time recorded by the recording devices was found to be 0.0136 seconds, 
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with a standard deviation of 0.0073 seconds. The following histogram shows the 
distribution of differences from the fNIR timestamp to the EEG timestamp. 
 
 
Figure 41: Histogram showing the frequencies of the difference in EEG and fNIR 
times from the first marker. 
 
 
 For both left and right hemispheres, oxygenated hemoglobin increases and 
deoxygenated hemoglobin decreases more for high performance runs than for low 
performance runs over the course of the stimulus presentation. The effect is stronger in 
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the left hemisphere. These results show that fNIR can be used as a predictor for attention 
in a P300 based BCI system. This could further be implemented into a sort of switch that 
turns off control if the user is not paying attention, rather than guessing at what is 
essentially noise for the desired target.  
The purpose of this experiment was to demonstrate if fNIR data can be used to 
make a better P300 BCI. In the original publication, it is mentioned that more subjects 
and larger sample sizes would be needed for validation. NeuroHub made setup and 
accurate alignment of event markers simple as it was intended to do. If the experiment is 
repeated in future studies, NeuroHub should be used in the setup. 
 
5.2 Use Case #2 – Synthetic Speech Perception BCI 
 
5.2.1 Introduction 
 The second use case demonstration involved the implementation of NeuroHub 
into an experimental setup that aims to measure cognitive processing costs associated 
with synthetic speech perception. The setup is unimodal and involves event markers from 
a stimulus program presenting the sounds to 2 fNIR recording systems. The two systems 
have different requirements for receiving event markers, which originally were dealt with 
by sending the markers in their required formats over two separate serial ports. With the 
NeuroHub, they were able to be sent from the same serial port on the stimulus computer 
to two different fNIR recording systems that image different parts of the brain. Although 
precise event marker timing is not as crucial for fNIR as it is for EEG because of the slow 
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nature of the hemodynamic response, this is an example where NeuroHub makes the 
setup simpler. 
  
5.2.2 Background 
As synthesized speech more commonly becomes a part of daily life through the 
use of devices that need to speak a more widely varying vocabulary than would be 
practical to use all natural recordings, it unconsciously causes the brain to fill in gaps 
while trying to understand what is being said. This can lead to an inaccurate 
understanding of the information being transmitted, as well as longer reaction times and 
eventually fatigue. Typically, tests that assess these negative features are self-reported 
and therefore are difficult to obtain quantitative results from. Brain imaging modalities 
such as fMRI [126] and PET [127] have been used for this purpose, but introduce noise 
and are unable to place the subject in a realistic situation. These studies showed that the 
prefrontal cortex, the area of the brain monitored by the fNIR system used here, is 
significantly activated in response to this type of task.   
 The purpose of this experimental setup was to identify neural correlates using a 
prefrontal cortex monitoring fNIR system in combination with an fNIR system that is 
capable of imaging other parts of the brain than the prefrontal cortex. Using information 
from different parts of the brain, a more complete understanding of the effects 
synthesized speech has on cognitive processing can be gained.  
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5.2.3 Materials and Methods 
In this experiment, the subjects listen to a series of statements in varying qualities: 
1 being natural speech, the other 3 being synthesized speech. There were 5 different 5 
second long sentences that were repeated in these differing qualities, to which the user 
then had to give a self-reported metric on intelligibility, naturalness, and overall quality 
of sound on a scale of 1 to 5, 5 being the best.  
Event markers were sent from the audio stimulus program via serial to both the 
computer connected to the fNIR Devices system and to the Hitachi ETG-4000 fNIR 
system. The difficulty with this setup, however, is that the Hitachi receives the event 
markers in packets of three bytes, whereas the computer setup recording from the fNIR 
Devices system receives only one byte. The three bytes received by the Hitachi are a start 
byte, the event marker byte, and a stop byte. Therefore, the stimulus presentation 
computer setup was customized to send the separate formats over two separate serial 
ports. To simplify the setup, they only need to be sent over one serial port to both 
systems. 
The following diagram is representative of the setup without using NeuroHub. 
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Figure 42: Diagram describing the flow of information in use case 2 without 
NeuroHub implementation. 
 
 
The following diagram is representative of the setup with the NeuroHub. 
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Figure 43: Diagram describing the flow of information in use case 2 with NeuroHub 
implementation. 
 
 
 The fNIR signals were low-pass filtered at a cutoff of 0.1 Hz to remove high 
frequency noise. The stimulus package sent event markers which were used to extract the 
fNIR data from 5 seconds pre-audio playing to 5 seconds after the audio was completed. 
The rest periods before the audio playing were compared to the periods while audio was 
playing to obtain average oxygenation change for each run. 
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5.2.4 Results and Conclusion 
The discrepancies in timestamps was found in the same way it was for use case 1. 
The following are the first 20 markers. 
 
Table 5: First 20 synchronization markers from use case 2 experimental protocol. 
Showing byte received by both fNIR recording systems, as well as the timestamp 
(from start of recording) and time from the first marker received. 
Hitachi 
fNIR Data   
fNIR 
Devices 
Data   
Byte 
Value 
Timestamp 
(s) 
Time 
from first 
marker 
(s) 
Byte 
Value 
Timestamp 
(s) 
Time from 
first marker 
(s) 
1 61287.35 0 1 403.198 0 
8 61288.56 1.21 8 404.331 1.133 
2 61289.95 2.6 2 405.8 2.602 
3 61294.95 7.6 3 410.812 7.614 
4 61295.75 8.4 4 411.649 8.451 
8 61303.56 16.21 8 419.421 16.223 
8 61303.65 16.3 8 419.442 16.244 
3 61307.56 20.21 3 423.418 20.22 
4 61308.25 20.9 4 424.103 20.905 
8 61316.06 28.71 8 431.868 28.67 
3 61318.95 31.6 3 434.778 31.58 
4 61319.65 32.3 4 435.488 32.29 
8 61327.45 40.1 8 443.294 40.096 
3 61328.85 41.5 3 444.677 41.479 
4 61330.25 42.9 4 446.066 42.868 
8 61341.65 54.3 8 457.456 54.258 
3 61343.54 56.19 3 459.344 56.146 
4 61344.85 57.5 4 460.729 57.531 
8 61356.25 68.9 8 472.164 68.966 
3 61358.04 70.69 3 473.847 70.649 
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The mean of all discrepancies is 0.0081 seconds, and the standard deviation is 
0.0466. The following is a histogram showing the distribution of discrepancies:  
 
 
Figure 44: Histogram showing the frequencies of the difference in fNIR times from 
the systems’ first markers. 
 
 
All synchronization markers were successfully received by both systems so 
NeuroHub was successful. In this second setup, the arrangement of marker information 
flow was not necessarily simpler, but would save the researcher time in developing the 
setup, as they would not have to send two different formats of markers out from separate 
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serial ports. Instead, only one marker was necessary, and if other devices needed to be 
added, they would simply need to be attached to the NeuroHub that is already in place. 
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Chapter 6: Future Work and Conclusion 
 
6.1 Future Work 
NeuroHub currently supports serial, parallel, and TTL pulse event marker 
transmission. These are the first set of communication protocols to be implemented 
because they were the most common for setups. Development has already been started on 
a third generation device that would offer even more features. This sections describes 
present the work that has been completed on it as well as ideas and direction for future 
improvements. 
 The next major improvement for the device is the implementation of Ethernet 
capabilities and an SD card based data logging feature. The device would be able to send 
and receive information being sent over a UDP or TCP/IP stream. This would be useful 
for a number of reasons. First, as with the protocols already implemented, the device 
would be able to send the markers received there to other ports and send information 
arriving at other ports to a computer on the network. Secondly, it could be used as an 
extension to lab streaming layer to benefit from the advantages of both systems, in the 
same way that hybrid systems benefit from the advantages of different features or 
modalities. Although LSL has its drawbacks which this device aims to remedy, the 
usefulness of its features cannot be dismissed, as it offers many options which would be 
useful in custom setups. NeuroHub, being a microcontroller based embedded system 
dedicated to eliminating lag time due to non-embedded operating systems and un-
complicating event marker connection setups, could be implemented with lab streaming 
P a g e  | 118 
 
layer, with its full featured customizability, over Ethernet, providing the best of both 
worlds.  
A chip was selected, the ENC28J60 by Microchip, that is designed to handle 
Ethernet protocol over serial peripheral interface (SPI) protocol, which the ATmega2560 
supports. SPI operates in master/slave mode in which multiple slaves can operate on the 
same line sequentially, selected over individual slave select lines controlled by the 
master. SD card protocol also operates over SPI. So, if the microcontroller (the master) 
wished to address the ENC28J60, it would first notify the chip over the slave select line 
then interact with the chip over the master out slave in (MOSI) and master in slave out 
(MISO) lines. If the chip then wanted to address the SD card, it would stop 
communication with the ENC28J60, select the SD card as slave, then interact with the 
card over the same MOSI and MISO lines. Because the Arduino programming language 
is much simpler to implement new features, the wiring of the chip to the microcontroller 
has been tested on a breadboard using Arduino first. A few C based AVR libraries for the 
ENC28J60 exist, which would be useful in speeding development time. Further 
development would result in the Ethernet port functioning first as the other ports 
function, duplicating information, then a solution would be developed to include LSL, as 
mentioned previously.  
 The idea of developing an SD card data logging setup is to provide an accurate 
backup, in case the computers somehow fail to correctly record the markers. As 
mentioned previously, SD card protocol is also SPI, but the SD card and the 
microcontroller operate at different voltage levels. The microcontroller operates at 5 
P a g e  | 119 
 
volts, while the card operates at 3.3 V. Directly connecting the card to the chip would 
likely cause damage to either or both. Therefore, a level conversion IC would be needed. 
The HEF4050BP chip by NXP Semiconductors was selected as a suitable option to meet 
this need. Development would proceed much like for Ethernet: first Arduino language on 
a breadboard, then a suitable C library would be used. 
 These chips, especially the ENC28J60, require other external components to 
function. The schematics including these components and how the chips are to be 
connected to the Arduino pins have been started, but it is likely that the board would need 
4 sided printing, as arranging the components and routing the wires on the board layout 
proved difficult if not impossible with 2 layers, and the parallel port hasn’t been added 
yet. With 4 layers, the design would be much simpler.  
 The components would also need to be rearranged, as presently the Ethernet jack 
is where the BNC port is on the second generation board and an appropriate spot for 
either the BNC port or parallel port has not been decided on. No additional code, except 
initial attempts to use the ENC28J60 with the ATmega2560, has been generated. It would 
also be useful to further develop the parallel port code. These is no suitable library 
available to handle more advanced protocols, and because they are master/slave based 
protocols, a solution would need to be developed which dealt with this decision, possibly 
with a switch that designated the port as master or slave, or the addition of a male parallel 
port.  
 In short, there are many directions this project could go. Earlier in the thesis, it 
was mentioned that this device would not be able to completely solve the problem but 
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only alleviate some of its symptoms. To complete solve the problem, an embedded 
recording system would need to be developed. It would be optimal if existing software 
and drivers could be ported to the specialized recording device. As for the device itself, 
suggestions have been made for its further development, but this list is not complete and 
other options should be explored. 
 
6.2 Conclusion 
 This project set out as an attempt to shed light on problems arising from 
complications due to the use of multiple computers in a BCI system and propose and 
develop a solution. The problem of setup complexity was relatively simple to illustrate, 
whereas the problem of needing millisecond precise timing from computers and protocols 
that are not embedded or intended for millisecond precise timing at all was less 
straightforward. The incredible amount of variation in lag times in USB data transmission 
is unfit for use in BCIs. Also, the incompatibility of event marker transmission protocols 
used by different software or recording devices leaves the researcher with the task of 
finding the way to make the system work together. NeuroHub was designed for 
remedying these issues in a simple, inexpensive tool that can be assembled by anyone 
with little to no experience in electronic devices. 
 With future improvements, the design and plans of NeuroHub could accomplish 
these goals even more completely, handling more protocols and offering more features to 
give the user more time to do research by taking away time spent on attempting to make 
everything work together. The possibility of using NeuroHub alongside a software-based 
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data handling system such as the lab streaming layer opens the door to even more options 
and useful setups. Although this project focused on its intended use, BCIs, the device 
could also be used in any situation where precise timing of event markers to coordinate 
data between computers is needed. 
 What was initially intended to test the device attached to a real computer turned 
into an exhibition of just how bad the problem of variable lag time actually is, and 
provided more than adequate data to show beyond a doubt that the issue is real and open 
discussion on the adequacy of personal computers for high temporal resolution recording 
and the possibility of developing a true solution to the problem. As such, NeuroHub is 
only a crutch for this problem which researchers can easily utilize, but the problem still 
remains and thus should be more thoroughly addressed. NeuroHub on its own performed 
consistently and reliably with an 100 % transmission accuracy rate and virtually no 
deviation from a 1.020 millisecond lag time.  
 NeuroHub reliably broadcasts event markers over a few standard protocols which 
simplifies the setup of BCI systems and ensures markers are being sent to all recording 
devices at the same time. The intent is that this will aid BCI research and in turn help 
alleviate some of the psychological pain that comes with not being able to communicate 
with loved ones or do anything for oneself at all due to locked-in syndrome, as well as 
further our understanding on how the brain works and other useful findings resulting 
from neuroimaging research.  
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Appendix A: Board Assembly Guide 
 
 
 
NeuroHub was designed and developed to be made by readily available 
components and easily assembled so it can be duplicated and expanded on. This guide 
intends to provide the reader with step-by-step instructions on obtaining the necessary 
parts, assembling the board, and programming the microcontroller.  
All of the parts are relatively common and certainly not difficult to obtain. The 
can be found at Mouser Electronics or Digikey Electronics. The Arduino Mega 2560 can 
be purchased for much less from other online stores. Here is a parts list and, if a specific 
part is required, their corresponding Digikey part number: 
- MAX238 IC – Serial logic conversion: MAX238CNG+-ND 
- AC to DC Wall Adapter – Arduino power supply: T983-P5P-ND 
- Plastic case: 1050-1003-ND 
- BNC Mount: A97553-ND 
- 5x 1.0 uF Capacitors (any will work) 
- 4x Female Serial Connectors (any will work) 
- Female Parallel Port Connector (any will work) 
- Header pins 
- 24 pin IC socket adapter 
- Ribbon cable 
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Some basic tools are also needed. Basic soldering supplies such as a soldering 
iron, flux, solder, helping hands, etc. are required, as well as a wire stripper and a Dremel 
tool. If you are building this device and don’t have access to the original schematics, 
layout, or code, you can refer to appendix B for schematics and board layouts, and 
appendix C for the code.  
The board layout then needs to be printed, either by an in-house PCB milling 
machine or by being sent to a fabrication house. Getting the board sent to a fabrication 
house is preferable as, in my experience, in-house milled boards can be problematic. The 
board pictured here was printed at OSH Park (https://oshpark.com/). 
 
 
 
 
 
First, solder the IC socket in place, as well as the capacitors. Be sure they are the 
correct polarity: refer to appendix B. Solder the headers into place on the opposite side of 
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the board. The BNC connector can also be attached at this point. After soldering, the 
MAX238 IC can be placed in the socket adapter. The following image shows the board 
with all components soldered in place. 
 
 
 
 
 
Next, ribbon cable should be used to attach the ports to the board. For the serial 
ports, cut a short strip of 5 wires and strip both ends of the wires. You can either separate 
the wires using a blade and individually strip them or, if you have one available, a wire 
stripper that can handle multiple wires at once can be used. One end should be soldered 
to the top row of pins on the DE-9 connector, while the other end should be soldered to 
either a single row of headers or the headers can be soldered to the board first and a press 
connector can be attached to the other side of the ribbon cable. The press connector 
option allows for the device to be taken apart if necessary. The press connector is 
attached by setting the connector, with the unstripped cable inside, in a vice, which is 
then slowly closed on the connector and cable inside. Repeat the process with the DB-25 
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connector for the parallel port. Electrical tape is used to separate the rows of wires and 
electrically isolate them from each other. Heat shrink wrap can also be used. The 
following is a parallel port connector being assembled. 
 
 
 
 
 
Here is a picture of a DE-9 connector attached to a row of headers. The bottom 
line of pins on the connector is not attached to anything because they are not used.  
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The Arduino board then needs to be programmed. This can be done in a number 
of ways. The way used during development of NeuroHub was using a simple in circuit 
serial programmer (ICSP), the USBtinyISP. It is an option that is inexpensive, easy to 
assemble, and simple to use. The kit can be purchased from http://www.adafruit.com/ and 
is compatible with AVRDUDE (http://www.nongnu.org/avrdude/), a utility used to 
download, upload, or otherwise manipulate the ROM and EEPROM contents of AVR 
microcontrollers. The following steps will outline the programming process using these 
tools, although many other options are available.  
After assembling the programmer as the instructions provided outline and setting 
up AVRDUDE, the code must be compiled and uploaded to the board. Open the Atmel 
Studio solution or, if the code is not available, start a new one in C for the Atmel 
ATmega2560 and copy the code in appendix C. After compiling the project, connect the 
programmer to the board, open a Windows command line and change the directory to 
where the .hex file was compiled (should be in the Release folder in the folder where the 
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project is saved).  Check the configuration by using the command “avrdude –c usbtiny –p 
m2560”. The response should not indicate an initialization fail or not being able to find 
the USB device, USBtinyISP. If there are no errors (consult the AVRDUDE and 
USPtinyISP online information if there is), using the command “avrdude –c usbtiny –p 
m2560 –U flash:w:filename.hex” where filename is the name of the project. This will tell 
the programmer to write the .hex file (the compiled code) to flash memory on the 
microcontroller. 
Alternatively, the board can be programmed using the Arduino IDE, although the 
code has not been developed or tested. This would avoid requiring the programmer, but 
could possibly introduce lag time due to the overhead required by Arduino.  
The plastic case must be modified to fit the electronics inside. This can be done 
using a Dremel tool. Mark the locations where the headers are and trace the back (behind 
the plating) of the connector on the casing. Starting holes can then be drilled, and the hole 
cleared with an appropriate Dremel bit. The pictures below show the plastic case after 
modification.  
 
 
P a g e  | 143 
 
 
 
 
Make sure the connectors fit inside their locations, then mark the screw locations 
and drill pilot holes. If the headers for the connectors are attached to the ribbon cable, put 
them through their holes and put them in their positions. They can then be soldered in 
place, then the connectors can be screwed in as well. If push connectors were used, the 
connectors can be screwed to the plastic case, and the connectors hooked up to the 
headers that were previously soldered to the board. The Arduino can be fit into the 
bottom half of the casing and the top half fit in place, but only after the plastic posts that 
are in the way of the top portion of the device are cut in half.  
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During assembly of the second generation of NeuroHub, possible improvements 
were noted. Header spacing should replace the DE-9 connectors that were still used from 
the first generation board, and an “on” LED light should be used. See chapter 6 for more 
discussion on possible future directions of the project. With more capabilities, the 
NeuroHub could be an even more useful tool for new hybrid BCI setups. 
 
 
P a g e  | 145 
 
Appendix B: Schematics and Board Layouts 
 
 
 
Generation 1 
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Generation 2 
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Generation 3 
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P a g e  | 152 
 
  
P a g e  | 153 
 
Appendix C: Source Code 
 
 
 
Microcontroller Code 
#define F_CPU 16000000UL 
#include <avr/io.h> 
#include <util/delay.h> 
#include <avr/interrupt.h> 
 
#define BAUDRATE 9600 
#define BAUD_PRESCALLER (((F_CPU / (BAUDRATE * 16UL))) - 1) 
 
//Declaration of our functions 
void USART_init(void); 
void parallel_init(void); 
void TTL_init(void); 
 
int main(void){ 
 USART_init();        //Call the USART initialization 
 parallel_init(); 
 TTL_init(); 
  
 sei(); 
  
 while(1) 
 { 
  _delay_ms(5); 
  PORTA = 0x00; 
 }        
  
 return 0; 
} 
 
void parallel_init(void){ 
 // Parallel Port setup 
 DDRA = 0xFF; // Make all of PORTA output, this is the data line 
 DDRE |= (1<<PE5); // Make PE pin5, or pin 3 on Arduino, output, this is strobe 
line 
  
 DDRE &= ~(1<<PE4); // make PE4 pin4, or pin 2 on Arduino, input, this is busy 
line 
 PORTE |= (1<<PE4); // Activate pull-ups in PORTE pin 4 
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} 
 
void TTL_init(void){ 
 //BNC setup 
 DDRD &= ~(1<<PD1);    //Configure PORTD pin 1 (pin 20 or INT1) as an input 
to check the level 
 PORTD |= (1<<PD1); //enable pullup resistor 
 EICRA=(EICRA&(~(0<<ISC11|1<<ISC10)))|(0<<ISC11|1<<ISC10); 
//Configure INT1 to sense any edge 
 EIMSK|=(1<<INT1); //Enable INT1 interrupt 
} 
 
void USART_init(void){ 
  
 UBRR0H = (uint8_t)(BAUD_PRESCALLER>>8); // Register where we set the 
baudrate 
 UBRR0L = (uint8_t)(BAUD_PRESCALLER); 
 UCSR0B = (1<<RXEN0)|(1<<TXEN0)| (1<<RXCIE0); // Activate the RX and 
TX pins, and enable UART interrupts 
 UCSR0C = (3<<UCSZ00); // sets USCZ00 to 1 and USCZ01 to 1 as well,  
  
 UBRR1H = (uint8_t)(BAUD_PRESCALLER>>8); 
 UBRR1L = (uint8_t)(BAUD_PRESCALLER); 
 UCSR1B = (1<<RXEN1)|(1<<TXEN1)| (1<<RXCIE1); 
 UCSR1C = (3<<UCSZ00); 
  
 UBRR2H = (uint8_t)(BAUD_PRESCALLER>>8); 
 UBRR2L = (uint8_t)(BAUD_PRESCALLER); 
 UCSR2B = (1<<RXEN2)|(1<<TXEN2)| (1<<RXCIE2); 
 UCSR2C = (3<<UCSZ00); 
  
 UBRR3H = (uint8_t)(BAUD_PRESCALLER>>8); 
 UBRR3L = (uint8_t)(BAUD_PRESCALLER); 
 UCSR3B = (1<<RXEN3)|(1<<TXEN3)| (1<<RXCIE3); 
 UCSR3C = (3<<UCSZ00); 
  
} 
 
ISR(INT0_vect) 
{ 
 cli(); 
 char ReceivedByte; 
   
 if((PIND & (1<<PD1)) == 0) 
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 { 
  ReceivedByte = 0x30; // Send '0' 
 } 
 else 
 { 
  ReceivedByte = 0x31; // Send '1' 
 } 
 
 // Write to parallel port 
 PORTA = ReceivedByte;// write byte to the data port 
  
 // For SPP protocol 
  while(PE4 != 1){} // is the busy line low? if its high, wait 
  PORTE &= ~(0<<PB5); //when it is low, pull strobe low 
 // 
 
 // Serial send 
 UDR0 = ReceivedByte; 
 UDR1 = ReceivedByte; 
 UDR2 = ReceivedByte; 
 UDR3 = ReceivedByte; 
 // 
  
 // Finishing SPP protocol 
  PORTE &= ~(1<<PE5);// pull strobe high 
 // PORTA = 0x00; 
 // 
  
 sei(); 
} 
 
ISR(USART0_RX_vect) // USART0 Received Byte Interrupt  
{ 
 cli(); 
 char ReceivedByte; 
 ReceivedByte = UDR0;  
  
 // Write to parallel port 
 PORTA = ReceivedByte;// write byte to the data port 
 
 // For SPP protocol 
 // while(PE4 != 1){} // is the busy line low? if its high, wait 
 // PORTE &= ~(0<<PB5); //when it is low, pull strobe low 
 // 
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 // Serial send 
 UDR1 = ReceivedByte;  
 UDR2 = ReceivedByte;   
 UDR3 = ReceivedByte;  
 // 
  
 // Finishing SPP protocol 
 // PORTE &= ~(1<<PE5);// pull strobe high 
 // PORTA = 0x00; 
 // 
  
 sei();  
} 
   
 
ISR(USART1_RX_vect) 
{ 
 cli(); 
 char ReceivedByte; 
 ReceivedByte = UDR1;  
  
 // Write to parallel port 
 PORTA = ReceivedByte;// write byte to the data port 
 
 // For SPP protocol 
 // while(PE4 != 1){} // is the busy line low? if its high, wait 
 // PORTE &= ~(0<<PB5); //when it is low, pull strobe low 
 // 
 
 
 // Serial send 
 UDR0 = ReceivedByte;  
 UDR2 = ReceivedByte;  
 UDR3 = ReceivedByte;  
 // 
  
 // Finishing SPP protocol 
 // PORTE &= ~(1<<PE5);// pull strobe high 
 // PORTA = 0x00; 
 // 
   
 sei(); 
} 
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ISR(USART2_RX_vect) 
{ 
 cli(); 
 char ReceivedByte; 
 ReceivedByte = UDR2;  
  
 // Write to parallel port 
 PORTA = ReceivedByte;// write byte to the data port 
  
 // For SPP protocol 
 // while(PE4 != 1){} // is the busy line low? if its high, wait 
 // PORTE &= ~(0<<PB5); //when it is low, pull strobe low 
 // 
 
 // Serial send 
 UDR0 = ReceivedByte;  
 UDR1 = ReceivedByte;  
 UDR3 = ReceivedByte;  
 // 
  
 // Finishing SPP protocol 
 // PORTE &= ~(1<<PE5);// pull strobe high 
 // PORTA = 0x00; 
 // 
  
 sei(); 
} 
  
ISR(USART3_RX_vect) 
{ 
 cli(); 
 char ReceivedByte; 
 ReceivedByte = UDR3;  
  
 // Write to parallel port 
 PORTA = ReceivedByte;// write byte to the data port 
 
 // For SPP protocol 
 //while(PE4 != 1){} // is the busy line low? if its high, wait 
 //PORTE &= ~(0<<PB5); //when it is low, pull strobe low 
 // 
 
 // Serial send 
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 UDR0 = ReceivedByte; 
 UDR1 = ReceivedByte; 
 UDR2 = ReceivedByte; 
 // 
  
 //Finishing SPP protocol 
 //PORTE &= ~(1<<PE5);// pull strobe high 
 //PORTA = 0x00; 
 // 
  
 sei(); 
} 
 
ISR(INT1_vect) 
{ 
 /* 
 THIS IS HERE FOR WHEN EEP IS DEVELOPED 
 */ 
} 
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Time Testing Code 
using System; 
using System.Collections.Generic; 
using System.ComponentModel; 
using System.Data; 
using System.Drawing; 
using System.Linq; 
using System.Text; 
using System.Threading.Tasks; 
using System.Windows.Forms; 
using System.IO.Ports; 
using System.IO; 
using System.Diagnostics; 
using System.Threading; 
 
 
namespace DeviceTest 
{ 
    public partial class Form1 : Form 
    { 
        ///Declare variables  
 
        // Start stopwatch  
        Stopwatch stopwatch = new Stopwatch(); 
 
        decimal dataPoints; 
        bool correctByte; 
 
        //Open a stringbuilder 
        StringBuilder sb = new StringBuilder(); 
 
        Random random = new Random(); 
 
        // Declare byte to send 
        byte[] sentByte = new byte[1]; 
        byte[] receivedByte = new byte[1]; // read byte allocation 
 
        public Form1() 
        { 
            InitializeComponent(); 
        } 
                         
        private void Form1_Load(object sender, EventArgs e) 
        { 
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            { 
                /// Load up COM port settings 
                List<String> tList = new List<String>(); 
                comPortOut.Items.Clear(); 
                foreach (string s in SerialPort.GetPortNames()) 
                { 
                    tList.Add(s); 
                } 
                tList.Sort(); 
 
                //comPortOut.Items.Add("Select COM port"); // COM OUT loadup 
                comPortOut.Items.AddRange(tList.ToArray()); 
                comPortOut.SelectedIndex = 0; 
                //comPortIn.Items.Add("Select COM port"); // COM IN loadup 
                comPortIn.Items.AddRange(tList.ToArray()); 
                comPortIn.SelectedIndex = 1; 
                 
            } 
        } 
 
        private void startButton_Click(object sender, EventArgs e) 
        { 
            // Disable all options 
            comPortOut.Enabled = false; 
            comPortIn.Enabled = false; 
            startButton.Enabled = false; 
            exitButton.Enabled = false; 
            // Enable the stop button 
            stopButton.Enabled = true; 
                         
            /// Set the serial ports to selected values 
            serialPort1.PortName = comPortOut.SelectedItem.ToString(); 
            serialPort1.BaudRate = 9600; 
            serialPort1.Open(); 
            serialPort2.PortName = comPortIn.SelectedItem.ToString(); 
            serialPort2.BaudRate = 9600; 
            serialPort2.Open(); 
 
            // Testing prep and warmup 
            Process.GetCurrentProcess().ProcessorAffinity = new IntPtr(2); // Uses the 
second core 
            Process.GetCurrentProcess().PriorityClass = ProcessPriorityClass.High; // 
Prevents other processes from interrupting Threads 
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            Thread.CurrentThread.Priority = ThreadPriority.Highest; // Prevents other threads 
from interrupting this thread 
             
            textBox1.AppendText(Environment.NewLine); 
 
            textBox1.AppendText("Warmup"); 
            textBox1.AppendText(Environment.NewLine); 
            stopwatch.Reset(); 
            stopwatch.Start(); 
 
            // Clear the stringbuilder (for multiple testing in one session) 
            sb.Clear(); 
 
            while (stopwatch.ElapsedMilliseconds < 1500)  // A warmup of 1500ms to 
stabilize the CPU cache and pipeline 
            { } 
            stopwatch.Stop(); 
 
            textBox1.AppendText("Beginning Testing"); 
            textBox1.AppendText(Environment.NewLine); 
             
            // Testing begins here 
            serialPort2.DiscardInBuffer(); 
            serialPort1.DiscardOutBuffer(); 
            serialPort1.DiscardInBuffer(); 
            serialPort2.DiscardOutBuffer(); 
 
            for (int repeat = 0; repeat <= dataPoints; ++repeat) 
            { 
                
               //sentByte = Convert.ToChar(Convert.ToInt32(Math.Floor(26 * 
random.NextDouble() + 65))); 
                sentByte[0] = (Byte)random.Next(255); 
                textBox1.AppendText("Write byte: " + sentByte.ToString()); 
                textBox1.AppendText(Environment.NewLine); 
               
                stopwatch.Reset(); 
                
                // Test Start 
                serialPort1.Write(sentByte, 0, 1); //Send the byte 
                stopwatch.Start(); 
                while (serialPort2.BytesToRead == 0)  
                { } 
                stopwatch.Stop(); 
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                serialPort2.Read(receivedByte, 0, 1); 
                // Test Stop 
 
                textBox1.AppendText("Read byte: " + receivedByte.ToString()); 
                textBox1.AppendText(Environment.NewLine); 
                 
                // Is the byte received the same as the one sent out? 
                if (receivedByte[0] == sentByte[0]) 
                    correctByte = true; 
                else 
                    correctByte = false; 
                 
                // Display information in real time 
                textBox1.AppendText(Environment.NewLine); 
                textBox1.AppendText("Elapsed ticks: " + stopwatch.ElapsedTicks + " 
Frequency: " + ((stopwatch.ElapsedTicks * 1000.0) / Stopwatch.Frequency) + " Correct? 
" + correctByte + stopwatch.ElapsedMilliseconds);  
                textBox1.AppendText(Environment.NewLine); 
 
                // Add to string builder for storing in .txt file 
                sb.AppendLine(stopwatch.ElapsedTicks + "\t" + correctByte + "\t" + 
((stopwatch.ElapsedTicks * 1000.0) / Stopwatch.Frequency)); // Add the new data points 
to the Stringbuilder 
                decimal dataLeft = dataPoints - repeat; 
 
                // clear serial port buffers 
                serialPort2.DiscardInBuffer(); 
                serialPort1.DiscardOutBuffer(); 
            } 
             
            textBox1.AppendText("Done"); 
            // Testing is complete 
                         
            textBox1.AppendText(sb.ToString()); // Shows results in the test box for a quick 
lookover 
            StopRecording(); 
            this.Invoke(new EventHandler(SaveDialog)); 
        } 
         
        private void exitButton_Click(object sender, EventArgs e) 
        { 
            StopRecording(); 
            Application.Exit(); 
        } 
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        private void stopButton_Click(object sender, EventArgs e) 
        { 
            dataPoints = 0; 
            StopRecording(); 
        } 
                 
        public void SaveDialog(object sender, EventArgs e) 
        { 
            /// When the timer runs out or STOP is pressed, a Save Dialog appears 
            SaveFileDialog saveFileDialog1 = new SaveFileDialog(); 
 
            saveFileDialog1.Filter = "txt files (*.txt)|*.txt|All files (*.*)|*.*"; 
            saveFileDialog1.FilterIndex = 1; 
            saveFileDialog1.RestoreDirectory = true; 
            saveFileDialog1.FileName = "DeviceTest0"; 
            if (saveFileDialog1.ShowDialog(this) == DialogResult.OK) 
            { 
                File.WriteAllText(saveFileDialog1.FileName, sb.ToString()); 
            } 
        } 
         
       public void StopRecording() 
        { 
 
            dataPoints = 0;             
            // Enable all custom options 
            comPortOut.Enabled = true; 
            comPortIn.Enabled = true; 
            startButton.Enabled = true; 
            exitButton.Enabled = true; 
            // Diable the stop button 
            stopButton.Enabled = false; 
 
            // Close Com ports 
            if (serialPort1.IsOpen) 
            { 
                serialPort1.Close(); 
            } 
            if (serialPort2.IsOpen) 
            { 
                serialPort2.Close(); 
            } 
        } 
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       private void label1_Click(object sender, EventArgs e) 
       { } 
      } 
} 
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Time Testing GUI 
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TTL Time Testing Code 
using System; 
using System.Collections.Generic; 
using System.ComponentModel; 
using System.Data; 
using System.Drawing; 
using System.Linq; 
using System.Text; 
using System.Threading.Tasks; 
using System.Windows.Forms; 
using System.IO.Ports; 
using System.IO; 
using System.Diagnostics; 
using System.Threading; 
 
namespace fNIRautomation 
{ 
    public partial class Form1 : Form 
    { 
        // Start stopwatch  
        Stopwatch stopwatch = new Stopwatch(); 
 
        decimal dataPoints; 
        bool correctByte; 
        bool byteReceived; // Has a byte been sent? True or false 
        int inByte; 
        decimal waitTime; 
        long totalTicks; 
        long stopTicks; 
        long startTicks; 
        double TTLms; 
        
 
        //Open a stringbuilder 
        StringBuilder sb = new StringBuilder(); 
 
        Random random = new Random(); 
 
        // Declare byte to send 
        byte[] receivedByte = new byte[1]; 
        byte[] lastByte = new byte[1]; // read byte allocation 
 
        public Form1() 
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        { 
            InitializeComponent(); 
        } 
 
        private void Form1_Load(object sender, EventArgs e) 
        { 
            /// Load up COM port settings 
            List<String> tList = new List<String>(); 
            comPortOut.Items.Clear(); 
            foreach (string s in SerialPort.GetPortNames()) 
            { 
                tList.Add(s); 
            } 
            tList.Sort(); 
            comPortOut.Items.AddRange(tList.ToArray()); 
            comPortOut.SelectedIndex = 0; 
        } 
 
        private void button1_Click_1(object sender, EventArgs e) 
        { 
            // Disable all custom options 
            comPortOut.Enabled = false; 
 
            startButton.Enabled = false; 
 
            /// Set the serial ports to selected values 
            serialPort1.PortName = comPortOut.SelectedItem.ToString(); 
            serialPort1.BaudRate = 9600; 
 
            serialPort1.Open(); 
 
            // Set number of data points to take based on inputted value 
            dataPoints = dataPointBox.Value; 
            // waitTime = wait.Value * 1000; 
 
            Process.GetCurrentProcess().ProcessorAffinity = new IntPtr(2); // Uses the 
second core 
            Process.GetCurrentProcess().PriorityClass = ProcessPriorityClass.High; // 
Prevents other processes from interrupting Threads 
            Thread.CurrentThread.Priority = ThreadPriority.Highest; // Prevents other threads 
from interrupting this thread 
            // Clear the stringbuilder (for multiple testing in one session) 
            sb.Clear(); 
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            stopwatch.Start(); 
            while (stopwatch.ElapsedMilliseconds < 1500)  // A warmup of 1500ms to 
stabilize the CPU cache and pipeline 
            { } 
            stopwatch.Stop(); 
 
 
            // Testing begins here 
            serialPort1.DiscardOutBuffer(); 
            serialPort1.DiscardInBuffer(); 
 
            // First byte received should be 1, so pretend last byte received was 0 
            lastByte[0] = 48; 
            stopwatch.Start(); 
 
            for (int repeat = 0; repeat < dataPoints; ++repeat) 
            { 
 
                //  stopwatch.Reset(); 
                startTicks = stopwatch.ElapsedTicks; // mark start of test 
                // Test Start 
                while (serialPort1.BytesToRead == 0) 
                { } 
                stopTicks = stopwatch.ElapsedTicks; // mark stop of test 
                 
                serialPort1.Read(receivedByte, 0, 1); 
                serialPort1.DiscardInBuffer(); 
 
                // Is the byte received the same as the one sent out? 
                if (receivedByte[0] == 49) // received byte was 1 
                    correctByte = (lastByte[0] == 48); 
                else if (receivedByte[0] == 48) // received byte was 0 
                    correctByte = (lastByte[0] == 49); 
 
                // Store current byte to lastByte to be compared for correctByte received 
                lastByte[0] = receivedByte[0]; 
                totalTicks = stopTicks - startTicks; 
                TTLms = 25-((totalTicks * 1000.0) / Stopwatch.Frequency); 
 
                // Add to string builder for storing in .txt file 
                sb.AppendLine(totalTicks + "\t" + correctByte + "\t" + TTLms); // Add the new 
data points to the Stringbuilder 
                textBox1.AppendText(totalTicks + "\t" + correctByte + "\t" + TTLms); // Add 
the new data points to the Stringbuilder 
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                textBox1.AppendText(Environment.NewLine); 
 
                // clear serial port buffers 
               // serialPort1.DiscardOutBuffer(); 
                 
            } 
 
            StopRecording(); 
            this.Invoke(new EventHandler(SaveDialog)); 
        } 
 
        public void SaveDialog(object sender, EventArgs e) 
        { 
            /// When the timer runs out or STOP is pressed, a Save Dialog appears 
            SaveFileDialog saveFileDialog1 = new SaveFileDialog(); 
 
            saveFileDialog1.Filter = "txt files (*.txt)|*.txt|All files (*.*)|*.*"; 
            saveFileDialog1.FilterIndex = 1; 
            saveFileDialog1.RestoreDirectory = true; 
            saveFileDialog1.FileName = "DeviceTest0"; 
            if (saveFileDialog1.ShowDialog(this) == DialogResult.OK) 
            { 
                File.WriteAllText(saveFileDialog1.FileName, sb.ToString()); 
            } 
        } 
 
        public void StopRecording() 
        { 
 
            // Close Com port 
            if (serialPort1.IsOpen) 
            { 
                serialPort1.Close(); 
            } 
        } 
    } 
} 
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TTL Time Testing GUI  
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MATLAB Analysis Code Example  
%% Serial to Serial Data Analysis - Computer 1, Windows 7, USB, P1 to P2 
% Nicholas Grzeczkowski 
  
%% Preparation 
  
% Cleanup workspace 
clc, clear, close all 
  
% Identify Testing Configuration 
testId = '1, Windows 7, USB, P1 to P2'; %declare computer test number here 
height = 170; % height of individual histogram bars, raise if clipping, lower if they look 
like lumps 
errorSpace = .1; % space around error bar, raise if they look too close to borders 
  
%Import all relevant data in this folder 
DeviceTest01 = importdata('DeviceTest01.txt'); 
DeviceTest02 = importdata('DeviceTest02.txt'); 
DeviceTest03 = importdata('DeviceTest03.txt'); 
DeviceTest04 = importdata('DeviceTest04.txt'); 
DeviceTest05 = importdata('DeviceTest05.txt'); 
DeviceTest06 = importdata('DeviceTest06.txt'); 
DeviceTest07 = importdata('DeviceTest07.txt'); 
DeviceTest08 = importdata('DeviceTest08.txt'); 
DeviceTest09 = importdata('DeviceTest09.txt'); 
DeviceTest10 = importdata('DeviceTest10.txt'); 
  
% store all in data.mat 
save('data'); 
  
%% Load data into usable files 
  
% Not loading ticks, just calculated milliseconds 
success = [DeviceTest01.textdata(:,2) DeviceTest02.textdata(:,2) 
DeviceTest03.textdata(:,2) DeviceTest04.textdata(:,2) DeviceTest05.textdata(:,2) 
DeviceTest06.textdata(:,2) DeviceTest07.textdata(:,2) DeviceTest08.textdata(:,2) 
DeviceTest09.textdata(:,2) DeviceTest10.textdata(:,2)]; 
lagtime = [DeviceTest01.data DeviceTest02.data DeviceTest03.data DeviceTest04.data 
DeviceTest05.data DeviceTest06.data DeviceTest07.data DeviceTest08.data 
DeviceTest09.data DeviceTest10.data]; 
  
  
% compile all lag times into one array 
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completeLag = [lagtime(:,1); lagtime(:,2); lagtime(:,3); lagtime(:,4); lagtime(:,5); 
lagtime(:,6); lagtime(:,7); lagtime(:,8); lagtime(:,9); lagtime(:,10)]; 
  
% Number of bins array 
bin = min(lagtime(:)):.05:max(lagtime(:)); 
  
%% Finding accuracy, averages, standard deviations 
  
%Check if 100% accurate 
%Create a cell array of all 'True', then compare to output file 
trueCellArray = repmat({'True'},[1001 10]); 
allCorrect = isempty(setxor(trueCellArray,success)) %if this is 1, all values are true 
  
for i = 1:10 
    meanTests(i) = mean(lagtime(:,i)); % Column 1 will contain averages 
    stdTests(i) = std(lagtime(:,i)); % Column 2 will contain std dev 
end 
  
%% Plots 
  
% All tests in individual plots 
ind_plots = figure; 
for i = 1:10 
    y = 1:length(lagtime); 
    s2(i) = subplot(2,5,i);  
    plot(y,lagtime(:,i)); 
    % All tests in graph 
    title(['Test ', num2str(i)]) 
     axis([0 1000 min(lagtime(:)) max(lagtime(:))]) 
    xlabel('Iteration') 
    ylabel('Lag time (ms)')     
end 
suptitle(['Plots of All Tests, Computer ', num2str(testId)]) 
print(ind_plots, '-dpng',['Ind_Plot_comp ',testId]); 
  
% plot of all tests 
all_plots = figure; 
plot(completeLag) 
axis([0 10000 min(lagtime(:)) max(lagtime(:))]) 
suptitle(['Plots of All Tests, Computer ', num2str(testId)]) 
xlabel('Iteration') 
ylabel('Lag Time (ms)') 
print(all_plots, '-dpng',['All_Plot_comp ',testId]); 
  
P a g e  | 173 
 
%% Histograms 
  
% All tests in individual histograms 
ind_hist = figure; 
for i = 1:10 
    s(i) = subplot(2,5,i); 
    hist(s(i),lagtime(:,i),bin) 
    axis([0 max(lagtime(:)) 0 height]) 
    xlabel('Lag time (ms)') 
    ylabel('Number of instances') 
    title(['Test ', num2str(i)]) 
end 
suptitle(['Histograms of All Tests, Computer ' , testId]) 
print(ind_hist, '-dpng', ['Ind_Hist_comp ',testId]); 
  
% Histogram of all tests 
all_hist = figure; 
hist(completeLag,bin); 
xlabel('Lag time (ms)') 
ylabel('Number of instances') 
suptitle(['Histogram of All Tests, Computer ' , testId]) 
print(all_hist, '-dpng',['All_Hist_comp ',testId]); 
  
%% Bargraph with error bar 
bargraph = figure; 
  
bar(meanTests,'r','Edgecolor','b') 
axis([0 11 min(meanTests(:))-max(stdTests(:))-errorSpace 
max(meanTests(:))+max(stdTests(:))+errorSpace]); 
hold; 
errorbar(meanTests,stdTests,'k') 
suptitle(['Mean Lag Time Across All Tests, Computer ', num2str(testId)]) 
xlabel('Test Number') 
ylabel('Lag time (ms)') 
print(bargraph, '-dpng',['Bargraph_comp ',testId]); 
  
%% Overall calculations 
meanAll = mean(lagtime(:)) % mean of all data points 
stdAll = std(lagtime(:)) % standard deviation of all data points 
stdBetweenTests = std(stdTests) % std deviation between entire test scores 
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Appendix D: All Testing Results 
 
 
 
Serial to Serial and TTL to Serial  
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USB vs. Native Serial 
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Operating Systems 
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