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Abstract
A retinal image quality assessment algorithm based on generic image
quality indicators is introduced in this document. The image features used
are colour, focus, contrast and illumination which are analysed using dif-
ferent image processing techniques, from which the new application given
to histogram backprojection stands out. The four image feature assess-
ment algorithms yield fourteen measures that are combined to evaluate the
image suitability for diagnostic purposes. Beyond being the foundation
of the overall retinal image quality classification, these four algorithms
also provide important information to a fundus camera operator, as they
report on the respective generic image feature (colour, focus, contrast
or illumination) quality. This kind of information can be used to better
adjust the image capture process.
The performance of each algorithm was thoroughly appraised through
comparison of the automatic classification results on retinal images col-
lated from a range of different sources, including proprietary, DRIVE,
Messidor, ROC and STARE datasets with human made classification, re-
vealing areas under the ROC curve close to the perfect value of 1. The
overall algorithm performance was also evaluated through comparison
against human made grading, evidencing a sensitivity of 99.76% and a
specificity of 99.49% in a dataset with 2032 retinal images from Messidor
and proprietary datasets.
Furthermore, the algorithm computational complexity and sensitivity
to image noise and resolution were also experimentally quantified demon-
strating very good performance and confirming the usability of the solu-
tion in an ambulatory environment.
Thus, the combination of the aforementioned features creates a novel
contribution to retinal image quality assessment, whose efficiency is demon-
strated by the results.
Keywords: retinal image quality, colour assessment, focus assess-
ment, contrast assessment, illumination assessment.
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Suma´rio
Neste documento e´ descrito um algoritmo de avaliac¸a˜o da qualidade de
imagens retinogra´ficas baseado em crite´rios gene´ricos de qualidade de ima-
gem. As caracter´ısticas da imagem utilizadas sa˜o cor, focagem, contraste
e iluminac¸a˜o, analisadas usando diferentes te´cnicas de processamento de
imagem, das quais se destaca a nova aplicac¸a˜o dada a` retroprojecc¸a˜o do
histograma. Os quatro algoritmos de avaliac¸a˜o das caracter´ısticas da ima-
gem da˜o origem a catorze medidas que sa˜o combinadas para aferir a ade-
quac¸a˜o da imagem para fins de diagno´stico. Para ale´m de serem a base
da classificac¸a˜o global da qualidade da imagem retinogra´fica, estes qua-
tro algoritmos tambe´m fornecem informac¸a˜o importante ao operador da
caˆmara retinogra´fica, uma vez que indicam a qualidade da respectiva ca-
racter´ıstica da imagem (cor, focagem, contraste ou iluminac¸a˜o). Este tipo
de informac¸a˜o pode ser utilizado para melhor ajustar o processo de cap-
tura da imagem.
O desempenho de cada algoritmo foi extensivamente avaliado atrave´s
da comparac¸a˜o dos resultados de classificac¸a˜o automa´tica de imagens re-
colhidas de um largo espectro de fontes, incluindo bases de dados pro-
prieta´rias e tambe´m pu´blicas (DRIVE, Messidor, ROC e STARE), com
a classificac¸a˜o efectuada por avaliadores humanos, dando origem a a´reas
abaixo da curva ROC perto do valor o´ptimo de 1. O desempenho global
do algoritmo foi avaliado atrave´s da comparac¸a˜o feita contra a classi-
ficac¸a˜o humana, evidenciando uma sensibilidade de 99.76% e especifici-
dade de 99.49% num conjunto de dados constitu´ıdo por 2032 imagens
retinogra´ficas de uma base de dados proprieta´ria e da base de dados Mes-
sidor.
Ale´m disso, a complexidade computacional do algoritmo e a sua sen-
sibilidade ao ru´ıdo e a` resoluc¸a˜o das imagens foram tambe´m experimen-
talmente quantificadas, demonstrando um desempenho muito bom e con-
firmando a usabilidade da soluc¸a˜o em condic¸o˜es de ambulato´rio.
Assim, a combinac¸a˜o das caracter´ısticas mencionadas cria uma nova
contribuic¸a˜o para a avaliac¸a˜o da qualidade de imagens retinogra´ficas, cuja
eficieˆncia e´ demonstrada pelos resultados.
Palavras-chave: qualidade de imagens retinogra´ficas, avaliac¸a˜o da
cor, avaliac¸a˜o da focagem, avaliac¸a˜o do contraste, avaliac¸a˜o da iluminac¸a˜o.
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Chapter 1
Introduction
1.1 Problem Contextualization
Presently, as the population at risk rises, especially diabetic one, eye diseases
are also rising fast. Indeed, the International Diabetes Federation (IDF) has es-
timated that diabetes prevalence for 2011 had risen to 366 million, representing
8.3% of the world’s adult population. It has also predicted that until 2030 the
number of people with diabetes would rise to 552 million [1]. Therefore, know-
ing that after 15 years of diabetes, the prevalence of diabetic retinopathy (DR)
lies near 98%, there are nearly 366 million people susceptible of suffering from
DR [2]. It is important to notice that DR is on the priority list of eye conditions
which can be partly prevented and treated, and thus, within the framework of
VISION 2020, frequently examination of the retina must be performed. VISION
2020 is a global initiative launched in 1999 by the World Health Organization
that aims to eliminate avoidable blindness by the year 2020 [3].
It is also known that age-related macular degeneration (AMD) affects 25 to 30
million people worldwide and its incidence is expected to triple by the year 2025.
Moreover, the population at risk is rising due to advances in overall healthcare,
leading to a higher percentage of people over the age of 65 [4, 5, 6]. However,
due to the lack of easily-administered treatments or prevention, AMD is not one
of the diseases considered as a priority for VISION 2020. Even so, the growing
knowledge about this disease and the continuing increase of life expectancy may
lead it to be included on the initiative [7].
As depicted above, there are a huge worldwide population which must be
frequently seen by a specialist in order to guarantee an earlier diagnose of any
of those retinal diseases (diabetic retinopathy or age-related macular degener-
ation). To do so, the most practical and common technique is digital fundus
photography, which allows non invasive inspection of the retina [8]. However, the
resulting digital retinal images must be examined by a human grader, usually
a trained ophthalmologist or optometrist, which makes the whole process very
difficult and slow due to the scarcity of specialized human resources. In fact, by
the year 2009 the International Division of American Academy of Ophthalmol-
ogy estimated there were approximately 200 000 ophthalmologists worldwide
[9]. Moreover, by the year 2011 the World Council of Optometry was repre-
senting approximately 250 000 optometrists worldwide [10]. Those numbers are
1
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insufficient considering the present and future needs, especially if one takes into
account elderly population growth [2, 11, 12, 13, 14, 15].
In order to regularly survey populations health status, despite the shortness of
human graders, some countries, such as Australia, Scotland, United Kingdom
and United States of America, have established some guidelines for national
screening of eye diseases. One example of these guidelines is the reduction of
the original seven-field criterion (seven retinal images with different fields of
view) for DR classification to only two-field or one-field. This decision is due to
the complexity involved in properly obtaining those seven fields of view, which
require lengthy procedures and demands high amounts of storage as well as
highly trained/experienced image graders to analyze these seven fields of view
data.
These screening programmes are focused on DR, since this disease satisfies all
the criteria for screening, such as significant morbidity, high prevalence among
diabetic population, simple criteria used on diagnosis process, effective treat-
ment (specially during the initial stage of the disease, while it is asymptomatic)
and cost effectiveness [16]. AMD also satisfies some of these criteria, such as
diagnosis based on simple criteria and sufficiently high prevalence among el-
derly population, and, therefore screening programmes are also suitable for this
disease [4, 5, 6].
Nevertheless, in these screening initiatives, which have the potential to im-
prove health care services, it is mandatory to reduce workload. So, in order to
discard healthy patients from this manual grading and thus reducing the work-
load, an automated assessment of digital retinal images must be performed.
There are some automated clinical decision support systems that address these
needs [8, 16], including Retmarker®, a Critical Health family of software prod-
ucts.
Moreover, in order to better understand the underlying causes and progres-
sion of DR and AMD, the research community needs to analyze in detail large
datasets of retinal images over a large period of time. Carrying out a study with
these characteristics based only in human graders is a time-consuming task.
Hence, few studies have been done and only some centres or research groups,
such as the Ocular Epidemiology Research Group from the University of Wis-
consin, have financial resources to complete them. Therefore, automated retinal
images analysis, by alleviating the need for human intervention, may provide
better conditions for more studies to be performed, increasing the knowledge of
retinal diseases such as DR and AMD [16].
However, there are a number of constrains that must be overcome in order to
develop better and trustworthy automated retinal images analysis systems. One
of those is related to insufficient quality of some retinal images to be graded,
which prevalence has been reported from 4.85% to 17.3% in a considerable
number of studies (see Chapter 3 - Retinal Images for more details). Indeeed,
automated assessment software which simply verifies if an image shows any char-
acteristic features of DR and/or AMD without taking into account overall image
quality can produce high false positive or false negative rates due to insufficient
image quality. Moreover, in a telemedicine environment, having automated real-
time retinal image quality assessment procedures is highly advantageous, since
keeping ungradable images might mean the need to call back patients in order
to repeat the retinal exams, with time and financial costs. Even regarding lon-
gitudinal studies (observational research that involves repeated observations of
2
1.2. Document Overview
the same variables over long periods of time), quality assessment during image
acquisition is very important, as an image “rejected” due to quality problems
may result in exclusion of that patient from the study or a decrease in the sta-
tistical power of the results [17]. Furthermore, since photographers’ experience
may vary, a real-time retinal image quality assessment offers more objective
measurements, avoiding subjective analysis [18]. Thereby, this thesis is focused
on this particular problem, the automatic evaluation of retinal image quality,
looking forward to develop a computationally efficient automated assessment of
retinal image quality with computation time concerns. The developed algorithm
and herein described is now integrated as an automated retinal image quality
assessment module in Retmarker® family of products.
1.2 Document Overview
The present document is structured as follows: Chapter 2 introduces some
concepts about eye anatomy and diseases; Chapter 3 lists the main conclu-
sions about retinal image quality from the Atherosclerotic Risk in Communities
(ARIC) study [19]; Chapter 4 presents a review of recent published work on the
subject of retinal image quality assessment; Chapter 5 lists the datasets used
during the development and testing of the algorithm; Chapter 6 consists of a
detailed description of the proposed algorithmic solution; Chapter 7 presents
the results obtained by the application of the retinal image quality assessment
to the chosen datasets and their comparison to the results of quality assessment
by human graders; Chapter 8 analyses the results and discusses their value;
Chapter 9 summarizes the most important points of the work and draws some
conclusions; and Chapter 10 closes the document by referring the future work.
Also included are three annexes: Appendix A where details and screenshots
of the implemented Graphical User Interface are presented; Appendix B which
presents the output result of the integration in Retmarker® family of products;
and Appendix C which presents detailed information about the implemented
functions and their relationship.
1.3 Scientific Contributions
 J.M. Dias, C.M. Oliveira, L.A. Cruz; “Evaluation of retinal image grad-
ability by image features classification”; Accepted in HCIST 2012 - Inter-
national Conference on Health and Social Care Information Systems and
Technologies, Vilamoura, Portugal.
 J.M. Dias, C.M. Oliveira, L.A. Cruz; “Retinal image quality assessment
using generic image quality indicators”; Submitted to Information Fusion
Journal, Special Issue on Medical Image Computing.
 J.M. Pina˜o, C.M. Oliveira, A.T. Mora, J.M. Dias; “Detection of anatomic
structures in retinal images” in R. Natal and J.M. Tavares (eds.) Medical
Image Processing and Computational Vision, Springer. (Due: January
2013).
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Chapter 2
Eye Anatomy and
Pathologies
2.1 Eye Anatomy
The human eye has three different coatings: fibrous, vascular pigmented, and
nervous coating. The first one is composed of the cornea, a clear transparent
layer on the front of the eyeball, and its continuation, the sclera which corre-
sponds to the opaque white part of the eye that helps protect the eye. The
second one consists of the choroid, which is a highly pigmented and vascularised
layer, the ciliary body, and the iris, which is located behind the cornea. Finally,
the third coating, retina, contains cones and rods (light-sensitive cells), allowing
one to see [20, 21].
In order to introduce other eye structures, especially the contents of the eye-
ball, let one consider the light path into the eye. As the light irradiates the
eye, it suffers refraction in the aqueous humour (watery substance between the
cornea and lens, filling the anterior and posterior chambers) and continues his
way through the pupil just before reaching the optic fundus. The amount of
light through the pupil is controlled by the iris which works as the diaphragm of
a camera, widening or narrowing the pupil to adjust to different light conditions
[20, 21].
When the light reaches optic fundus it first suffers refraction in the lens (a
crystalline and biconvex structure just behind the iris) and then in the vitreous
humour (a transparent jelly-like substance filling the space between the lens and
the retina) allowing it to be focused in the retina [20, 21].
In the retina there are two types of nerve cells with different shapes: cones
and rods. The cones are sensitive to bright light and are responsible for colour
vision. Instead, the rods are sensitive to dim light. These nerve cells trans-
late the received light into electric impulses which proceed to the optic nerve,
transmitting them to the visual centre of the brain, allowing one to see. It is
important to notice that there is a blind spot in the retina where there are
no light-sensitive cells. This anatomical landmark corresponds to a small spot
where the optic nerve leaves the retina (also known as optic disc) [20, 21].
Also in the retina, there are two important anatomical landmarks: macula
or macula lutea, a highly pigmented yellow area near the centre of the retina
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responsible for central/high resolution vision, and fovea, a small pit near the
macula centre that contains the largest concentration of cone cells in the eye
[20, 21].
Figure 2.1: Eye Anatomy [22].
2.2 Eye Pathologies
The human eye evolved as a direct extension of the brain, and thus is a very
delicate organ which may be affected by many different pathologies. Some of
the most common are [2, 23, 24, 25]:
 Hyperopia: this illness is characterized by a better focusing on distant
objects than on close ones. There are some reasons for this eye behaviour:
the eye ball is too short and thus the lens focuses the image in back of
the retina, the lens has not enough focusing power, or the cornea has not
enough curvature.
 Myopia: as opposed to the previous case, this disease is characterized by
a better focusing on close objects than on distant ones. The reasons for
this are exactly the opposite as for the hyperopic: the eye ball is too long
and thus the lens focuses the image in front of the retina, the lens has too
much focusing power, or the cornea has too much curvature.
 Astigmatism: this is a refractive problem in which the eye does not focus
light evenly. This is due to irregularity in the curvature of the cornea or
lens.
 Strabismus: usually caused by weakness of the muscles that control eyeball
movement.
 Conjunctivitis: inflammation of the membrane that covers the front of the
eyeball, which may be caused by virus, bacteria, allergies, or exposure to
chemicals.
 Retinal Detachment: small pieces of the retina become detached from the
underlying layers.
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 Cataract: develops at an early stage in people with diabetes and causes
the eye lens to become opaque. However, this disease may affect people
without diabetes. In fact, this is a frequent illness in people over age 65.
 Glaucoma: it is a set of eye problems that together causes an increase in
fluid pressure inside the eye which may lead to optic nerve damage and
loss of vision. This disease is almost twice as likely to affect a person with
diabetes than other adults
However, there are a lot more eye pathologies which are less known by the
general population. Some of these are diabetic eye pathologies, such as diabetic
retinopathy (DR), and age-related macular degeneration (AMD), which are the
focus of this thesis.
2.2.1 Diabetic Retinopathy
Diabetic population may suffer from several eye specific problems as a conse-
quence of diabetes, which can cause severe vision loss or even blindness [23,
25, 26]. In fact, diabetic retinopathy is the most common diabetic eye pathol-
ogy (between 40% and 45% of Americans diagnosed with diabetes suffers from
diabetic retinopathy to some degree) and a leading cause of blindness in Ameri-
can adults. This disease has two main stages: nonproliferative retinopathy and
proliferative retinopathy. The first can be divided in three stages [23, 26, 27]:
I. Mild Nonproliferative Retinopathy: microaneurysms are usually the first
sign of diabetic retinopathy and so, they begin to appear in this early
stage of the disease. This lesion corresponds to small areas of balloon-like
swelling in the retinal blood vessels. Fresh microaneurysms are red, but
eventually become yellower over time.
II. Moderate Nonproliferative Retinopathy: in this stage, increased microa-
neurysms swelling cause the occlusion of blood vessels that nourish the
retina.
III. Severe Nonproliferative Retinopathy: at this stage a lot more blood vessels
are blocked, reducing the blood flow to several areas of the retina. As a
response, the tissue sends signals to the body in order to grow new blood
vessels for nourishment.
Along with microaneurysms, other lesions may appear during nonproliferative
retinopathy stages, such as hard exudates (yellow extracellular accumulations
of lipoproteins resulting from abnormal vessels leakage) and intraretinal haem-
orrhages (as a result of microaneurysms rupture) [23, 27].
Proliferative retinopathy is the most advanced stage. It is a consequence of
the body response that causes the growth of new blood vessels during the more
evolved nonproliferative retinopathy stage. These new bloods are abnormal and
fragile and if they leak blood into the centre of the eye, severe vision loss and
even blindness can result. This causes severe and widespread ischemia, inducing
new blood vessels development. With neovascularisation spreading, also fibrous
tissue grows which may lead to tractional retinal detachment [23, 26, 27].
Moreover, it is important to notice that if fluid leaks into the centre of the
macula, it causes macula swelling and thickening, blurring vision. This lesion is
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called macular edema and affects central vision from the early stages of retinopa-
thy, although it is more likely to occur as the disease progresses. One important
fact is that about half of the people with proliferative retinopathy also have
macular edema [23, 26, 27, 28].
(a) (b)
Figure 2.2: Effect of diabetic retinopathy in human vision: (a) normal vision
and (b) the same scene viewed by a person with diabetic retinopathy [26].
As mentioned, DR is characterized by a number of features on which auto-
mated retinal image analysis systems can be based. The fact that these lesions
are well known and that DR is a treatable pathology, especially during an early
stage, are very strong arguments that support screening programmes [16].
2.2.2 Age-related Macular Degeneration
Age-related macular degeneration is a pathology associated with aging which
gradually affects the outermost layer of retina, the retinal pigment epithelial
cells. These cells transport nutrients and other chemical composites between the
choroid below and the retinal tissue above. This disease heavily affects macula,
the part of the eye that allows one to see fine detail, impairing sharp/central
vision and is a leading cause of vision loss in 60 years old and older Americans.
It has two basic forms, wet and dry, and can also evolve to macular edema [28].
Wet AMD is also known as advanced AMD since it does not have stages like
dry AMD, usually has a greater impact on vision and its evolution is very fast.
It is characterized by new blood vessel development in the choroid layer just
under macula. These new blood vessels often leak fluid and grow fibrous tissue,
which severely affects the macula and thus central vision [16, 23, 29].
Dry AMD occurs when the light-sensitive cells in the macula slowly break
down, gradually blurring central vision in the affected eye. This break down
seems to result from deterioration of retinal pigment epithelial cells. Unfortu-
nately, this process is a continuos cycle, because as the photoreceptors degener-
ate, they release debris which causes retinal pigment epithelial cells to failure.
Furthermore, it is the most common form of the disease (90% of all AMD) and
has three stages, which may occur in one or both eyes [16, 23, 29]:
I. Early AMD: retina shows several small drusen or a few medium-sized
drusen (drusen look like tiny yellow dots and alone do not usually cause
vision loss). However, there are still no symptoms or vision loss.
II. Intermediate AMD: at this stage there are many medium-sized drusen or
one or more large drusen, leading to changes in retinal pigment epithelial
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cells. Hence, symptoms begin to appear and some people see a blurred
spot in the centre of their vision.
III. Advanced Dry AMD: the accumulation of more and more drusen causes
serious changes in retinal pigment epithelial cells. As depicted before,
this process affects light-sensitive cells and supporting tissue in the central
retinal area. Therefore, more people start to see a blurred spot in the
centre of their vision. This blurred spot may get bigger and darker over
time, gradually impairing central vision.
(a) (b)
Figure 2.3: Effect of age-related macular degeneration in human vision: (a) nor-
mal vision and (b) the same scene viewed by a person with age-related macular
degeneration [29].
Although not as easily as DR, also AMD is treatable and characterized by
lesions that may be detected with an automated retinal images analysis. There-
fore, screening initiatives are also useful, leading to a reduction of disease pro-
gression [16].
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Chapter 3
Retinal Images
Retinal images are mainly obtained through three techniques: fundus camera
imaging, scanning laser ophthalmoscope or optical coherence tomography. The
most widely used from these three is fundus camera imaging, especially digital
modality, which produces similar images to those in Fig. 3.1 [30].
The manual grading of these images is the most common way to analyse
them, which makes the whole process slow and subjective. Thus, an automated
analysis of digital retinal images would be preferable. It offers the potential to
perform a large number of automated assessment for conditions such as DR and
AMD with time and cost savings, reducing the workload required from highly
trained human graders. It also offers more objective measurements than current
observer-driven techniques, which are not free from observer bias and fatigue
[8].
(a) (b)
Figure 3.1: Good quality retinal images: (a) showing non-proliferative diabetic
retinopathy and (b) with age-related macular degeneration typical lesions [31].
However, not all digital retinal images look like the above and a part of them
have some quality problems, becoming images that cannot be graded, even by
a human grader (see Table 3.1, which presents the reported ungradable image
prevalence in a set of articles). Those quality problems are closely connected
with the complexity of retinal image acquisition. In fact, as this is a multistep
process, there is a great number of photography phases in which retinal im-
age quality may be affected [18]. Hence, retinal image impairement may arise
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from different sources, such as patient’s head or eye movement, blinking, poorly
dilated pupils, camera lens dirtiness or eye lens opacity [32, 33]. Moreover,
ungradable retinal images frequency is also closely related to the lack of pho-
tographers’ capacity to evaluate retinal image quality, since they are often less
trained individuals than ophthalmologists or graders [17, 33].
Ungradable Image Prevalence Source
4.85% (from 10000 exams) of exams had at
[34]
least an ungradable image
8.8% (from 981 patients) of patients had an
[35]
ungradable image in at least one eye
11.0% (from 2771 patients) of patients had an
[36]
ungradable image
11.3% (from 1039 images) of images were
[37]
ungradable
11.9% (from 5575 patients) of patients had an
[38]
ungradable image in at least one eye
12.0% (from 1676 patients) of patients had
[39]
ungradable images
17.3% (from 98 patients) of patients had an
[40]
ungradable image in at least one eye
Table 3.1: Reported ungradable image prevalence in a set of articles.
It is noteworthy that, for this thesis purpose, image quality is not related
with the loss of quality by retinal images when subjected to processing, such
as compression for efficient storage and transmission. Within the framework
of this thesis, retinal image quality is defined with respect to ophthalmologists’
or graders’ capacity of using the image for diagnosis purposes, which can be
impaired by incorrect field definition, uneven illumination and/or contrast, poor
focus or other artefacts [16].
3.1 Retinal Images Quality
Based on the grading protocol of the Atherosclerotic Risk in Communities
(ARIC) study available in the Fundus Photograph Reading Centre website [19],
a brief description of the factors that may impair a retinal image is presented
next. Accompanying this description are some examples of impaired retinal im-
ages. Furthermore, it is noteworthy that the following set of aspects which most
affect how useable are the retinal images resulted from an evaluation of retinal
images (with 45 ◦ field of view - FOV) taken from participants in the ARIC
study for hypertensive and/or sclerotic changes. Also in this study, graders
were asked to assess the retinal images and to look for characteristic lesions of
diabetic retinopathy and age-related macular degeneration.
At the Fundus Photograph Reading Centre, graders use the following conven-
tions in evaluating the presence and severity of abnormalities [19]:
 None: used to indicate that a lesion is not present. More specifically, this
classification should be used if there is a suggestion that a lesion may be
present, but the reader is less than 50% certain that the lesion is in fact
present.
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 Questionable: used to indicate that the presence of a lesion is probable.
There are two possible situations of use: the first is when the reader is
more than 50% certain but less than 90% certain that the lesion is present;
the second is when the reader thinks that the lesion is present but is unsure
that all observers would agree.
 Definite: used to indicate the definite presence of a lesion. In fact, this
should be used if the reader is at least 90% certain that the lesion is
present.
 Cannot grade: used to indicate that the image is ungradable due to im-
paired quality or a confounding condition. However, if any specific lesion
can be seen in any part of the retinal image, it should be assessed as such
even if the remainder of the image is ungradable.
Moreover, in this study, graders were also asked to separately evaluate the
five aspects of retinal image quality which most affect the grading process:
 Focus and clarity;
 Field definition;
 Visibility of the optic disc;
 Visibility of the macula;
 Artefacts.
3.1.1 Focus and Clarity
This parameter is evaluated as a whole by the reader, based on its impact on
the detection and assessment of subtle abnormalities, such as focal narrowing
of arterioles or retinal microaneurysms. Focus and clarity is graded as follows:
 Good: well-focused throughout (see Fig. 3.2a);
 Fair: slightly soft or soft only in some areas. Subtle abnormalities such as
arteriolar narrowing and microaneurysms are fully gradable (see Fig. 3.2c);
 Borderline: impaired focus and clarity complicates the reader’s decision-
making process, but ultimately is adequate to assess arteriolar narrowing
and microaneurysms. Or, some portions are good and others are inade-
quate (see Fig. 3.2d);
 Inadequate: impaired focus and clarity prevent the assessment of arteriolar
narrowing and microaneurysms (see Fig. 3.2f);
 Cannot grade: cannot evaluate focus and clarity, usually because of an
obscurity such as a total blink (see Fig. 3.2i).
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3.1.2 Field Definition
This aspect is evaluated by the reader on the basis of correct positioning of the
two major retinal landmarks, the optic disc and the macula. Field definition is
graded as follows:
 Good: optic disc is 1.5 Optic Disc Diameter (ODD) to 2.5 ODD from
nasal edge, and vertically centred. Macula is within image (see Fig. 3.2a);
 Fair: optic disc is at least 1 ODD from nasal edge and macula is within
image;
 Poor: optic disc is omitted or less than 1 ODD from nasal edge of image
(see Fig. 3.2b) or macula is omitted from image;
 Cannot grade: cannot evaluate field definition, usually because of an ob-
scurity such as a total blink (see Fig. 3.2i).
3.1.3 Disc Obscured or Missing
In order to evaluate this parameter, the grader analyses if any portion of the
disc is either obscured by an artefact, such as a dark shadow or a blink, or
omitted from the image due to poor field definition. Optic disc impairment is
assessed as follows:
 No: disc is visible;
 Yes: disc is either obscured or missing (see Fig. 3.2i).
3.1.4 Macula Obscured or Missing
As the previous case, this parameter is evaluated by analysing if the macula is
either obscured, most commonly by a dark shadow resulting from poor pupillary
dilation, or omitted because of poor field definition. Macula impairment is
assessed as follows:
 No: macular area is visible;
 Yes: macular area is either obscured or missing (see Fig. 3.2k).
3.1.5 Artefacts
Artefacts are all the remainder parameters which may affect retinal image qual-
ity and do not completely fit within the previous ones. The following artefacts
were taken into account: haze, dust and dirt, lashes, arcs, uneven illumination
over macula, uneven illumination over edge, uneven illumination over optic disc,
and total blink. These aspects are evaluated as either present or absent, not
considering severity. To do so, graders uses example images of the various arte-
facts to aid decisions about their presence. If any artefact is present, then the
grader should refer which is it.
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Haze
During the study, two types of haze were considered: overall haze and edge haze.
Overall haze is characterised by an overall reduction in clarity and generally
produces a dimmer and yellower colour than is usually seen (see Fig. 3.2e and
3.2f). Edge haze is a white, hazy appearance at the edge of the retinal image,
generally whitest and most opaque at the periphery and diffusing towards the
centre of the image (see Fig. 3.2c and 3.2d).
Dust and Dirt
Dust and dirt artefacts are soft-edged and out of focus because dirt on the
camera lens is far anterior to the retina and therefore in a different plane of
focus than retinal features. The retinal images shown in Fig. 3.2a, although
excellent in every other way, exhibits one small dust spot at 5:00 o’clock near
the field periphery.
Lashes
Artefacts from lashes or partial blinks are a bright yellow-white flare from the
edge of the field toward the centre, as in retinal imagens of Fig. 3.2g and 3.2h.
As the case of dust and dirt, also this kind of artefacts are soft-edged and out
of focus since camera lens is anterior to the retina and therefore in a different
plane of focus.
Arcs
Arcs may result from improper lens cleaning and are hard-edged white, yellow,
or rainbow-shaded artefacts at the field periphery. Usually follow the circular
motion used to clean the lens, as shown in retinal images presented in Fig. 3.2j
and 3.2k.
Uneven Illumination over Macula
The grader assesses uneven illumination as present in the macula if the macular
area is lightly shadowed, darkly shadowed or totally obscured. Uneven illu-
mination over the macula is present in retinal images shown in Fig. 3.2h, 3.2j
and 3.2k. This artefact usually occurs in non-mydriatic retinal images when
the pupillary dilation is less than optimal and may be the reason for obscured
macula, an aspect already discussed before.
Uneven Illumination over Edge
Uneven illumination is marked as present on the edge if a dark shadow is placed
on the edge or periphery of the field, or extends from the centre of the field
to the edge. Retinal images shown in Fig. 3.2h and 3.2k present illumination
problems on the edge of the field.
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Uneven Illumination over Optic Disc
If any dark shadow extends over any part of the optic disc, then uneven illumi-
nation is marked as present on it. This factor may lead to obscured optic disc
classification.
Total Blink
A total blink results in bright yellow-white artefact obscuring all or most of the
field. Hence, field definition and focus are usually ungradable and both disc and
macula are obscured, resulting in an ungradable image. Fig. 3.2i shows a total
blink.
One may consider that these parameters fit into two different categories:
generic criteria (focus and clarity, and artefacts, except uneven illumination
over macula, optic disc or image edge) and structural criteria (field definition,
visibility of the optic disc, and visibility of the macula). It is on these criteria
that the state-of-the-art of retinal image quality assessment is based, as depicted
in the next Chapter.
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3.2 Retinal Image Gradability Summary from
ARIC Study
A summary of the study results is presented in Table 3.2, using as example some
retinal images that are presented just below the table.
Example Field Definition Focus and Clarity Disc Obscured or Missing Macula Obscured or Missing Artefacts Gradability
Fig. 3.2a Good Good No No - Gradable
Fig. 3.2b Poor Good No No Haze (edge) Impaired
Fig. 3.2c Good Fair No No Haze (edge) Gradable
Fig. 3.2d Good Borderline No No Haze (edge) Impaired
Fig. 3.2e Good Borderline No No
Haze (overall)
Impaired
Uneven illumination (macula)
Fig. 3.2f Good Inadequate No No
Haze (overall)
Ungradable
Uneven illumination (macula)
Fig. 3.2g Good Good No No Lashes Gradable
Fig. 3.2h Good Good No Yes
Lashes
ImpairedUneven illumination (macula)
Uneven illumination (edge)
Fig. 3.2i Cannot grade Cannot grade Yes Yes Total blink Ungradable
Fig. 3.2j Good Borderline No No
Dust and Dirt
Impaired
Uneven illumination (macula)
Fig. 3.2k Good Borderline No Yes
Dust and Dirt
ImpairedUneven illumination (macula)
Uneven illumination (edge)
Table 3.2: Summary of retinal image quality assessment for 11 examples of
retinal images from ARIC study.
(a) (b)
Figure 3.2: Examples of retinal images from ARIC study [19].
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(c) (d)
(e) (f)
(g) (h)
Figure 3.2: Examples of retinal images from ARIC study (cont.) [19].
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(i) (j)
(k)
Figure 3.2: Examples of retinal images from ARIC study (cont.) [19].
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Chapter 4
Retinal Image Quality
Assessment State-of-the-Art
As mentioned before, assessing retinal images quality is useful due to a large
number of factors that may mislead DR or AMD automated assessment. Nev-
ertheless, an automated evaluation of image quality is a problem not only in
the field of medical imaging but also in many other image processing systems.
Notwithstanding, the specific problem addressing retinal images does not allow
one to use most of the image quality assessment approaches. In fact, the method
must be blind (i.e. no reference image to be directly based on, although with-
drawing features from training images is an acceptable approach), a common
drawback that makes classical quality assessment impossible to use. Therefore,
some different approaches have been developed and tested by the scientific com-
munity. This section presents a brief description of those approaches grouped
in three different categories:
 Generic image features based methods: these methods have been devel-
oped by employing only simple image features, as illumination or contrast
and not requiring anatomical segmentation;
 Eye structure based methods: these methods have been put into practice
by taking into account the importance of some eye structures in the quality
of an image. They all perform anatomical segmentation or other object
recognition approach;
 Eye structure and generic image features based methods: these methods
have been thought by combining the two aforementioned methods.
It is important to notice some resemblance between these different categories
and those ones considered regarding retinal image quality. As in that case,
also the state-of-the-art of retinal image quality assessment can be grouped by
considering two main criteria: generic image features and eye structure criteria.
These two criteria join together to give rise to a third group of state-of-the-art
approaches, which evaluates image quality based on both criteria.
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4.1 Generic Image Features Based Methods
These methods try to apply simple image features in order to obtain a good
image quality classification, while avoiding eye structure segmentation.
The first approach ever described to assess retinal image quality was carried
out by Lee et al. [41] in 1999. The authors followed a histogram approach,
withdrawing knowledge from it in order to measure contrast, brightness and
signal-to-noise ratio in the image. They defined a template intensity histogram
based on the analysis of 20 excellent quality images (from a set of 360 images).
Convolving this template with the histogram of a given retinal image, a quality
index Q is obtained. This index has a value between 0 and 1, meaning Q=0
that the image is ungradable.
Despite no results were found related to Lee et al. approach, at the time, it
surely seemed promising. However, in 2001, a Lalonde et al. [33] analysis of
about 50 retinal images of various qualities showed that the connection between
image quality and histogram similarity is not that strong. In fact, they found
some ungradable images whose histogram resembled the template histogram
(regarding excellent quality images). Moreover, also good quality images were
found with notably different histograms when compared with the template.
Hence, Lalonde et al. followed a slightly different histogram approach. Their
method relies on two different criteria. The first one, distribution of the edge
magnitudes in the image (dedge), is analysed using the global histogram. They
noticed that the histogram of gradable retinal images has some resemblance
with a Rayleigh distribution with a smother drop as the intensity increases.
Instead, ungradable images show a Rayleigh distribution with an abrupt drop,
as Fig. 4.1 shows.
Figure 4.1: Examples of gradable (top) and ungradable (bottom) retinal images
and the corresponding edge distributions reported by Lalonde et al.. The colours
of these greyscaled images were inverted for visibility reasons [33].
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Knowing that images with a higher degree of focus have sharper borders and
thus have higher edges magnitude, this criterion may be interpreted as a measure
of focus.
The second criterion, intensity distribution (dintensity), tries to analyse image
illumination considering that good retinal images should not have too many
extremely dark or extremely white pixels. Once again, the authors kept in mind
Lee et al. approach and therefore they defined an ideal intensity histogram using
some good quality images. However, instead of a global analysis, Lalonde et al.
developed a region-based approach.
Based on this two measures dedge and dintensity, Lalonde et al. tried to find
a decision border that allows them to classify retinal images in three different
classes: “Good”, “Fair” and “Bad”. The results are shown in Fig. 4.2.
Figure 4.2: Scatter plot showing the separability of the three classes “Good”,
“Fair” and “Bad” reported by Lalonde et al. [33].
The plot suggests that it is feasible to use simple measures, such as dedge or
dintensity, to distinguish between gradable and ungradable images. Nevertheless,
these results were obtained with a dataset short in images, as it is possible to
conclude by the reduced number of dots in the previous plot. So, in order to
validate the algorithm, it is imperative to test it with a large dataset. Regarding
computation time, nothing was reported by the authors.
An evident shortcoming of Lee et al. and Lalonde et al. approaches is that
their analysis is very limited, relying solely on histogram properties which hardly
take into account a sufficiently large variance of retinal images appearance.
Only in 2009, a new generic image quality approach arose. Bartling et al. [42]
focused their method on image sharpness and illumination in order to classify
the quality of retinal images. Hence, the authors divided the original image into
smaller squares and analysed each one separately.
Sharpness evaluation begins with a Laplacian operator to verify the struc-
tural content of each square. This structural content measure corresponds to
the image standard deviation after applying the Laplacian operator. Then,
squares with sufficient structural content are analysed in terms of their high fre-
quency magnitudes using a two-dimensional discrete wavelet transform. Higher
frequency magnitude means higher sharpness.
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In order to analyse image illumination, Bartling et al. chose to split it in two
parameters: brightness and contrast. Applying the approach used by Lalonde
et al. for measuring the intensity distribution of retinal images, Bartling et al.
designed two weighting functions, one for brightness and the other for contrast.
Therefore, brightness is computed using the mean intensity value of each square
and the respective weighting function. Contrast is calculated using the stan-
dard deviation within each square and the respective weighting function. The
illumination result is obtained by simple addition of brightness and contrast
measures.
Bartling et al. algorithm calculates the image quality score based on sharpness
and illumination measures and classify the image as falling into one of four
quality groups. Moreover, their method accepts any field of view (FOV) of the
retina and does not require the presence of optic disc or macula.
With their method, the authors achieved a concordance between computed
and human quality score, following a kappa value [43] approach and using 1000
images, within a range of [0.52,0.68] with a median kappa value of 0.64. However,
an unweighted kappa value approach (no image differs more than one category)
was also used to analyse the concordance between all human observers. The
median kappa value was 0.55. Therefore, although the results were not excel-
lent, Bartling et al. work demonstrates that an automatic assessment of retinal
image quality is executable and more objective than human graders.
Also in 2009, Davis et al. [17] published an article about retinal image quality
assessment which relies on a total of seventeen features calculated for each colour
channel in the CIELab space (CIELab is a colour model that represents colour
perception qualities of the human eye; for further information please consult
[44]) and for each one of seven regions within the retinal image, as shown in
Fig. 4.3.
Figure 4.3: Retinal image showing the seven regions used by Davis et al. [17].
In order to assess retinal image colour, Davis et al. applied mean, 1st and
3rd quartiles measures for each colour channel in the CIELab space. Moreover,
image luminance was also evaluated and to do it, the authors used mean inten-
sity, skewness (a measure of symmetry, or more precisely, the lack thereof) and
kurtosis (a measure of how peaked or flat is the histogram relative to a normal
distribution). Davis et al. also desired to assess image contrast. Hence, contrast
measures included intensity variance (exploits the fact that low variance means
low contrast), generic contrast based on co-occurrence matrices from Haralick
[45] features (based on the distribution of grey intensity difference between pixels
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within a given neighbourhood), entropy from Haralick features (high contrasted
retinal images have largest entropy value) and spatial frequency (takes into ac-
count that sharp edges increases spatial frequency). All features used by Davis
et al. are listed below:
 Mean intensity;
 Skewness;
 Entropy;
 Spatial frequency;
 Median;
 Variance;
 Kurtosis;
 8 Haralick features;
 1st Quartile;
 3rd Quartile.
However, the authors’ intention was to assess retinal image quality solely
on simple measures and therefore, keep computation time as low as possible.
Hence, they tried to conclude which features are the most relevant to retinal
image quality assessment. Nevertheless, the results showed that the fifteen most
important features contribute to 90.4% of the overall classification and the more
relevant feature just contributes to 15.9%. Thereby, they chose not to discard
any feature, achieving 100% of sensitivity and 96% of specificity in identifying
ungradable images in a dataset composed of 200 images with two different fields
of view (FOV): 30 ◦ and 45 ◦. According to the authors, the feature computation
takes less than a second on standard laptop computer.
The evaluation of retinal image quality based on generic image features (es-
pecially with Davis et al. approach) seems to be very accurate and, due to
its generic nature, have the potential to be used on different medical imaging
techniques. Moreover, the major advantage of these methods is their relative
simplicity and therefore, computation “lightness”, making them amenable to
use in computational-power-constrained platforms such as those typically used
in screening initiatives.
4.2 Eye Structure Based Methods
The first eye structure based method for retinal image quality assessment was
proposed by Usher et al. [46] in 2003. The authors followed a vessel area
approach, considering the fact that higher clarity and area of the detected vessels
mean higher retinal image quality. They considered a classification problem
with two classes (gradable and ungradable) discriminated by a threshold. The
algorithm was tested in a dataset of 1746 images and a sensitivity of 84.3%
and a specificity of 95.0% were obtained in detecting patients with at least one
ungradable image. No information about images FOV or computation time was
found.
A major drawback of this method is that even if some thin vessels are not
detected, the existence of an abnormaly large number of thick vessels with sig-
nificant area may mislead the algorithm [32, 37, 47].
Keeping in mind the work done by Usher et al., in 2005, Lowell et al. [48]
presented a new method based on the retinal image vasculature. It analyses
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the presence of small vessels in a circular area around the macula which allows
classifying image quality. Although the results were good, the algorithm has a
major drawback, which is the need for vessel and macula segmentation. When
dealing with low quality retinal images, the segmentation process is highly im-
paired and so it is the whole algorithm. No information about images FOV or
computation time was found [49].
In 2006, Niemeijer et al. [49] proposed a much more complex method to clas-
sify image quality which has three main steps. The first one was named Image
Structure Clustering (ISC), whose purpose is to obtain a set of clusters using a
multiscale filterbank to analyse image structures. Each of these clusters repre-
sents pixels on identical image structures which enable to obtain ratios between
these structures. The second phase is feature calculation based on the obtained
clusters. The whole feature set is: the 5 bins of the normalized histogram of the
ISC clustered pixels and the 15 bins of the normalized histograms of the red,
green and blue image plan (5 bins for each channel). The final step is image
classification based on the extracted features.
In order to reduce the feature set, Niemeijer et al. used a sequential forward
floating selection (SFFS) algorithm which performs feature selection. However,
the best results were obtained with a SVM classifier and no feature selection.
This classifier achieved an area under Receiver Operating Characteristic (ROC)
of 0.9968 in a series of tests (1000 images each, 500 with normal quality and 500
with lower quality) with different training and test sets using a total of 2000
images with 30 ◦ or 45 ◦ FOV.
Regarding computation time, the authors reported a running time for a new
image of approximately 30 seconds, nevertheless the software had not been
optimized. No specifications about the computer properties used to test the
algorithm were given by the authors. Therefore, this method has the ability
of providing reliable image quality scores without explicitly localizing major
anatomical landmarks, but it requires a considerable computation time to clas-
sify a new image.
Also in 2006, Fleming et al. [37] took the work produced by Usher et al. and
Lowell et al. to a new level. Thereby, this new method is also partly based
on blood vessels analysis, which is performed through the total length of the
detected vasculature within a region centred on the automatically detected fovea
(using Hough transform). This first phase allows image clarity assessment. The
second phase was thought to evaluate field definition. For this purpose, a set of
constrains including optic disc diameter, distance between optic disc and fovea,
arcade vessels length and image vertical alignment were defined by Fleming et
al..
The authors reported a sensitivity of 99.1% and specificity of 89.4% in the
detection of ungradable retinal images on a dataset of 1039 images, but no in-
formation about computation time was given. It is also noteworthy that this
method (developed for 45 ◦ FOV) is not field of view independent. This is due to
the applied threshold in the first step of the algorithm which may be dependent
on camera resolution, and due to the defined field requirements that may differ
according to retinal image FOV.
Two years later, in 2008, Giancardo et al. [30, 50] proposed a new method
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inspired in the work of Niemeijer et al., but only focused on eye vasculature
and not on the entire eye structure. Hence, after a mask detection phase, this
new FOV independent method proceeds with a blood vessel segmentation using
the mathematical morphology method presented by Zana et al. [51]. Based on
the detected eye vasculature, a set of features (including blood vessels density)
is withdrawn by fitting an ellipse to the mask and obtaining the local vessel
densities employing polar windows which reference the initial ellipse. The set
of features is completed by the addition of 5 bins of the normalized zero mean
and unit variance histogram for each RGB colour channel. Fig. 4.4 summarises
the aforementioned process.
Figure 4.4: Feature set composition reported by Giancardo et al. [30]. (a)
Original Image. (b) Detected mask and fitted ellipse (dashed line). (c) Vessel
Segmentation. (d) Local window in polar coordinates. (e) Colour histogram.
Using this feature set, the authors employed a classifier in order to assign
a quality measure to retinal images. This quality measure corresponds to the
posterior probability for a given feature set to belong to the “Good” quality
class. The results are presented in Table 4.1.
Retinal Image Quality Classification
Approach Classifier “Good” “Fair” “Poor” “Outlier”
Giancardo et al.
SVM (Linear Kernel) 100% 83% 0% 11%
SVM (Radial Kernel) 100% 91% 0% 11%
kNN (k=1) 100% 66% 0% 11%
kNN (k=8) 100% 83% 0% 66%
Niemeijer et al. ISC, SVM (Radial Kernel) 83% 41% 0% 0%
Table 4.1: Performance comparison between Giancardo et al. approach and
their implemetation of Niemeijer et al. algorithm [30].
These results were obtained in a dataset composed of 84 macula centred reti-
nal images and took an average time of approximately 4 seconds for each image
on a 2.4 GHz machine with 2 GB of RAM.
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The more recent method that follows an eye structure approach was proposed
by Hunter et al. [32] in 2011 and its retinal image quality assessment is focused
on contrast and quantity of visible blood vessels within 1 Optic Disc Distance
(ODD) of the fovea, and on contrast between foveal core region and background
retina. Thus, the first step is optic disc and fovea detection based on the algo-
rithm presented by Lowell et al. [52]. Then, the eye vasculature is segmented
using a previously developed method by Hunter et al. [53] and the algorithm
proceeds to image quality assessment. This step begins with blood vessels eval-
uation within 1 ODD of the fovea using the number of vessel pixels, the average
distance of those pixels from the fovea centre and the contrast with the local
background. The next step is to calculate the contrast between a circular re-
gion centred on the fovea with 10 pixels radius (this is foveal core region) and a
doughnut-shaped region with an inner radius of 30 pixels and an outer radius of
60 pixel, both centred on the fovea (this region corresponds to the background
retina).
In order to test the developed algorithm, Hunter et al. used a dataset com-
posed of 200 retinal images with 750 by 750 pixels and compared the capacity
of their method to classify ungradable images with other proposed algorithms,
as shown in Table 4.2.
Retinal Image Quality Classification
Approach Sensitivity Specificity Accuracy
Hunter et al. 100% 93% 94%
Usher et al. 100% 87% 88%
Lalonde et al. 100% 19.5% 28%
Table 4.2: Comparative performance of Hunter et al. method with their imple-
mentation of Usher et al. and Lalonde et al. algorithms [32].
Further analysis were performed by the authors in order to evaluate the ability
of the proposed method to correctly classify retinal images on a 1 to 5 quality
scale (1 is the highest quality score). The results, using 100 images to set
thresholds and the remainder 100 to test the algorithm, are summarized in
Table 4.3.
Retinal Image Quality Classification
Grade Correct Incorrect Accuracy
1 25 1 96%
2 33 0 100%
3 20 3 85%
4 15 4 73%
5 7 0 100%
Table 4.3: Hunter et al. method performance by quality grade [32].
It is noteworthy that no information about images FOV or computation time
was reported by the authors.
The major shortcoming regarding this method is that it is very focused on
macular area, not taking into account other important eye structures. However,
the authors mentioned that further work is required to include optic disc clarity
and image alignment on the retinal image assessment algorithm.
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The leading drawback of these eye structure based methods is that they are
complex and error prone due to their segmentation steps to identify anatomical
landmarks. However, once correctly done, this segmentation phase can be very
useful on image quality assessment and on later DR or AMD automatic detection
algorithms.
4.3 Eye Structure and Generic Image Features
Based Methods
In 2010, Paulus et al. [54] proposed a new method which combines eye structure
analysis and generic image quality assessment. In order to analyse eye anatom-
ical landmarks, the authors followed an approach similar to ISC introduced by
Niemeijer et al.. However, in opposition to this one, Paulus et al. method
also incorporates global information by applying k-means clustering directly on
the pixel intensity instead of local gradient information. Moreover, sharpness
metric (gradient magnitude) is used to measure the distinctness between optic
disc and blood vessels, and a contrast measure is derived from inter-cluster dif-
ferences. Generic image quality assessment features are completed with three
Haralick [45] features: entropy (evaluates image sharpness), energy (measures
image homogeneity) and contrast, all based on co-occurrence matrices.
Different feature combinations were tested by the authors. The highest ungrad-
able classification performance was achieved by the combination of Haralick fea-
tures, sharpness metric and clustering, as Table 4.4. shows. The dataset used
for algorithm evaluation was composed of 301 retinal images (236 with good
quality and 65 with bad quality) with 22.5 ◦ FOV and a resolution of 1600 by
1212 pixels.
Retinal Image Quality Classification
Features Sensitivity (Specificity of 80%) Accuracy AUC*
ISC 78.5% 86.7% 87.2%
Sharpness 46.2% 79.4% 60.9%
Clustering 89.2% 86.3% 90.7%
Haralick 90.7% 89.7% 92.7%
Clustering + Sharpness 87.7% 86.4% 89.3%
Haralick + Clustering 93.9% 90.4% 94.0%
Haralick + Sharpness 95.4% 91.0% 94.8%
Haralick + Clustering + Sharpness 96.9% 91.7% 95.3%
Table 4.4: Performance of Paulus et al. method when evaluating ungradable
retinal images and using different features [54]. *AUC stands for Area Under
ROC Curve.
The total computation time reported was 5.4 seconds on an Intel® Core 2
Duo Quad Q9550 machine running at 2.4 GHz and with 3 GB of RAM.
This kind of methods combines the best features of generic and structural ap-
proaches while trying to avoid or eliminate those approaches drawbacks. Thus,
a more robust and complete method is expected to be developed, and yet keep-
ing low computational time. However, the only known algorithm exploiting this
combination was unable to avoid retinal image FOV dependence, since 22.5 ◦
FOV images do not show fovea, and thus it is not applicable to retinal images
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with more commonly used fields of view. Thereby, is possible to reckon that only
generic image quality based methods are FOV independent, which is an impor-
tant advantage once a unique “screening” FOV has not yet been established.
Proving this lack of a single and internationally accepted FOV for screening
purposes, are the national guidelines for DR screening settled by some different
countries, such as Australia, Scotland, United Kingdom and United States of
America [16].
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Materials
In order to develop and test the retinal image quality assessment algorithm,
several public datasets were used and also two proprietary datasets were con-
sidered.
5.1 Public Datasets
 DRIVE [55]: 40 retinal images divided into training and test sets, both
containing 20 images. The images are from diabetic retinopathy screen-
ing program in The Netherlands, have a 45 ◦ field of view (FOV) and a
resolution of 768 by 584 pixels.
 Messidor [56]: 1200 gradable retinal images from 3 ophthalmologic de-
partments in France. All of the images have a 45 ◦ FOV and a resolution
of 1444 by 960 pixels, 2240 by 1488 pixels or 2304 by 1536 pixels.
 ROC [57]: 100 retinal images from a diabetic retinopathy screening pro-
gram. No information is given about retinal image FOV or resolution, but
is possible to notice a wide range of image resolutions.
 STARE [58]: 81 retinal images with 35 ◦ FOV and a resolution of 605 by
700 pixels [59].
5.2 Proprietary Datasets
 Proprietary dataset #1: 848 ungradable retinal images from an ongoing
DR screening initiative in the centre region of Portugal. All of the images
are non-mydriatic, have a 45 ◦ FOV, a resolution of 768 by 584 pixels and
are manually graded by a human grader from Association for Innovation
and Biomedical Research on Light (AIBILI).
 Proprietary dataset #2: 456 retinal images from a DR screening program
in Chennai, India. All the images are non-mydriatic, have a 45 ◦ FOV and
a resolution of 2240 by 1488 pixels. These images come from a different
ethnic group from those of the images in the other datasets.
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Chapter 6
Implemented Algorithm
Retinal image quality assessment is typically performed by a human grader
through checking specific image features. For example, the human grader might
classify a retinal image as “ungradable” due to the darkness around the optic
disc. This approach requires prior knowledge about the location of eye struc-
ture landmarks. Since retinal image quality assessment is expected to be the
first step in the whole automated retinal image analysis software, this human
methodology seems not to be appropriate to be replicated. Thus, the proposed
retinal image quality assessment algorithm is only based on generic image char-
acteristics. Therefore, the proposed method does not rely on any eye structure
segmentation step, an especially difficult one when image quality is too low.
The implemented algorithm begins with a pre-processing phase, after which
four different image features are evaluated, namely colour, focus, contrast and
illumination which were chosen based on the ARIC study [19]. The retinal
image quality classification as “ungradable” or “gradable” (examples are shown
in Fig. 6.1) relies on the information given by those four assessment algorithms.
(a) (b)
Figure 6.1: Examples of (a) “ungradable” and (b) “gradable” retinal images.
Two kinds of information were tested as input for the overall quality classifier:
the first one considers the quality classification of the four image features as
the inputs for the overall retinal image quality classifier; the second one uses
the measures that carry information about image colour, focus, contrast and
illumination as inputs for the quality classifier. Detailed information about the
proposed algorithm is given in the following sections.
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6.1 Image Pre-Processing
Before analysing retinal image quality, each image is subjected to a pre-processing
phase, which includes image masking and cropping to remove irrelevant image
information. As an optional step, image resize might be applied, as Fig. 6.2
shows.
Figure 6.2: Retinal image pre-processing algorithm flowchart.
6.1.1 Image Masking
Image masking is the process of labelling image pixels as background, which
in retinal images case corresponds to the black area surrounding the region of
interest (ROI) or foreground, which is the actual eye fundus photography. In
order to obtain the image mask, some different techniques has been reported in
the literature, such as those based on simple thresholding [60, 61, 62] and those
based on region growing [50].
The image masking algorithm here described fits into the simple thresholding
class. In order to obtain the threshold value, a statistical study of 361 images
(from DRIVE, STARE and the proprietary dataset #1) was conducted.
In order to keep computation time as low as possible, the first step of the
image masking algorithm is to reduce (using bicubic interpolation) the original
retinal image to a version with 25% of the original area (i. e. 50% of the
original size). Bicubic interpolation was chosen due to its higher quality when
comparing with nearest-neighbour or bilinear interpolations.
The visualization of the dataset composed of 361 images allowed concluding
that the red channel has the higher contrast between background and fore-
ground. Therefore, the next step is to use the red channel pixels within four
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image corners to compute the threshold. Each considered corner has an area
given by equation (6.1) and is shown in Fig. 6.3.
area = (0.05× number rows)× (0.05× number columns) (6.1)
In the previous equation, number rows and number columns are, respectively,
the number of rows and the number of columns of the input image.
Figure 6.3: Corners (in grey) of the image red channel that are used to compute
the image masking threshold value.
The mode (area mode) of the red channel pixels within those four image areas
are used to compute the threshold value according to equation (6.2).
threshold = 2× log(9)
log(area mode)
× area mode (6.2)
In the previous math formulae, 9 is the median value of the 361 area mode
values obtained in the performed statistical study. This threshold formulation
takes into account the variance between different retinal images and considers
the possibility of existing pixels from the background with a red value higher
than the median value (through 2× log(9)/log(area mode)). The factor of 2 is the
result of tests with different retinal images from the dataset in which it proved
to be sufficiently robust to allow a good image masking computation. The
logarithms division allows the threshold value to adapt itself to retinal images
with different characteristics. For example, when area mode is greater than 9
its value should not be doubled, but instead multiplied by a factor between 1
and 2 in order to take into account the possibility of background red values
higher than the median value, but not allowing the threshold to be too high so
that it leads to the computation of an incorrect image mask.
The threshold computed by equation (6.2) is then applied to the red channel
of the 25% area retinal image, after which two morphological openings [63] are
applied, in order to remove tiny regions from the background and foreground
regions. These two openings remove from the image mask all connected com-
ponents that have fewer pixels than:
 0.01% of the total number of pixels in the original image if the total number
of pixels in the background is lower than 1% of the total number of pixels
in the original image;
 2.5% of the total number of pixels in the original image otherwise.
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All these percentages were empirically set through direct analysis of the com-
puted mask for each one of the 361 images in the dataset.
The final image masking step involves mask resizing (using bicubic interpo-
lation) to the original size and its element-wise multiplication with the original
retinal image. The whole masking algorithm is summarized in Fig. 6.4.
Figure 6.4: Retinal image masking algorithm flowchart.
6.1.2 Image Cropping
The cropping step reduces retinal image size (and mask size as well), as Fig. 6.5.
shows, and thus decreases processing time. The implemented cropping algo-
rithm is inspired by [60] in which the image mask is used to find a bounding
box around retinal image ROI.
The cropping algorithm here presented starts by searching for the retinal
image ROI edges and, keeping a small border from them (1% of the number of
rows for the top and bottom edges and 1% of the number of columns for the
left and right edges), crops the original image, as sumarized in Fig. 6.6. In the
searching phase, the algorithm aims to find, starting from the left of the image
mask, for the first column with a sum over rows that is nonzero, corresponding
to the left side of the retinal image foreground. The process is repeated starting
from the right of the image mask, which allows finding the right side of the
retinal image foreground. This procedure is also replicated starting from the
top and bottom of the image mask, being found the top and bottom of the
retinal image foreground.
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(a) (b)
Figure 6.5: Comparison between an (a) original retinal image and its (b) version
after cropping.
Figure 6.6: Retinal image cropping algorithm flowchart.
6.1.3 Image Resizing
As mentioned before, image resizing might be applied after image masking and
cropping steps. Image resizing is performed only in case the image diagonal
(computed during image cropping phase) is lower than 400 pixels or higher than
1500 pixels. These values correspond to the range of the diagonal values found
on the datasets used during the development of the whole quality algorithm and
thus, in order to avoid possible misclassifications due to extreme image size, it
was decided to implement image resizing and standardize image diagonal range.
If image resizing is performed, also the computed image mask is resized.
The implemented image resizing step finds the number of rows and columns
that correspond to an image diagonal within 500 and 1400 pixels. Thus, the
number of rows and columns of the original cropped retinal image is iteratively
downsampled by a factor of
√
2 (so that the image area is halved at each iter-
ation) until an image diagonal between 500 and 1400 pixels is reached. When
it does, the retinal image is resized using bicubic interpolation by a factor of
(
√
2)n, where n is the number of performed iterations. It is noteworthy that
during this process the image aspect ratio is kept unchanged.
A summary of the image resizing algorithm is presented in Fig. 6.7.
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Figure 6.7: Retinal image resizing algorithm flowchart.
6.2 Colour Assessment Algorithm
This algorithm classifies retinal image colour as “bright”, “dark” or “normal”,
as exemplified in Fig. 6.8. In order to do it, colour indexing is performed,
using histogram backprojection, a technique introduced by Swain et al. [64]
and widely employed in object recognition and tracking [65, 66, 67, 68, 69], but
not on retinal image quality assessment.
(a) (b) (c)
Figure 6.8: Examples of (a) “bright”, (b) “dark” and (c) “normal” retinal im-
ages.
As stated by Swain et al. [64], histogram backprojection answers the question
“Where in the image are the colours that belong to the object being looked for
(the target)?”. In retinal image contrast assessment case, the object looked for
is a colour palette represented by a defined colourmap (with 64 bins) for each
possible classification. A statistical study of 11 bright retinal images from the
proprietary dataset #1 allowed defining the “bright colourmap” [63]. Similarly,
statistical studies of 7 dark from the proprietary dataset #1 and 232 normal
retinal images from Messidor and ROC datasets allowed defining the “dark
colourmap” and “normal colourmap”, respectively.
The “bright colourmap” was defined as follows:
 Left-most index: mean of the average values (for each colour channel) of
the 11 “bright” retinal images (RGB: [192, 170, 95]);
 Right-most index: mode of the median values (for each colour channel) of
the 11 “bright” retinal images (RGB: [255, 255, 106]).
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These statistical measures were chosen by visual inspection of the correspond-
ing colour and due to their agreement with bright colour assessment purpose,
giving rise to the colourmap shown in Fig. 6.9.
Figure 6.9: Bright colourmap.
In order to show the effect of using the “bright colourmap” in the different
coloured retinal images, that colourmap was used to obtain an indexed version
of the images of Fig. 6.8. The results are shown in Fig. 6.10.
(a) (b) (c)
Figure 6.10: Indexed (a) “bright”, (b) “dark” and (c) “normal” retinal images
using “bright colourmap”.
Regarding the “dark colourmap” it was defined as described next:
 Left-most index: minimum of the average values (for each colour channel)
of the 7 “dark” retinal images (RGB: [24, 24, 15]).;
 Index #26 (40% of the colourmap is at the left of this index): mode of
the median values (for each colour channel) of the 7 “dark” retinal images
(RGB: [31, 34, 22]);
 Right-most index: maximum of the average values (for each colour chan-
nel) of the 7 “dark” retinal images (RGB: [49, 42, 28]).
The percentage of 40% was obtained through the statistical analysis of the
“dark” retinal images dataset by evaluating the percentage of pixels that are be-
low the mode of the median values for each colour channel. Moreover, the three
statistical measures that define the three “landmarks” of the “dark colourmap”
were chosen by visual inspection of the respective colour and due to their ade-
quacy to dark colour evaluation, yielding the colourmap shown in Fig. 6.11.
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Figure 6.11: Dark colourmap.
Once again, in order to show the effect of using the “dark colourmap” in the
different coloured retinal images, that colourmap was used to obtain an indexed
version of the images of Fig. 6.8. Fig. 6.12 shows the results of the histogram
backprojection process.
(a) (b) (c)
Figure 6.12: Indexed (a) “bright”, (b) “dark” and (c) “normal” retinal images
using “dark colourmap”.
Finally, the “normal colourmap” was defined as follows:
 Left-most index: minimum of the median values (for each colour channel)
of the 232 “normal” retinal images (RGB: [96, 30, 0]);
 Index #26 (40% of the colourmap is at the left of this index): mode of
the median values (for each colour channel) of the 232 “normal” retinal
images (RGB: [173, 66, 19]);
 Right-most index: maximum of the median values (for each colour chan-
nel) of the 232 “normal” retinal images (RGB: [239, 110, 51]).
The percentage of 40% was obtained through the statistical analysis of the
“normal” retinal images dataset by evaluating the percentage of pixels that
are below the mode of the median values for each colour channel. Moreover,
the three statistical measures that define the three “landmarks” of the “normal
colourmap” were chosen by visual inspection of the respective colour and due to
their suitability to normal colour assessment, allowing defining the colourmap
shown in Fig. 6.13.
Figure 6.13: Normal colourmap.
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The “normal colourmap” was used to obtain an indexed version of the images
of Fig. 6.8 and the results are presented in Fig. 6.14.
(a) (b) (c)
Figure 6.14: Indexed (a) “bright”, (b) “dark” and (c) “normal” retinal images
using “normal colourmap”.
As it is possible to conclude by analysing Fig. 6.10, 6.12 and 6.14, each one
of the classifications has its own indexed image signature set, enabling to easily
distinguish “bright”, “dark” and “normal” retinal images. In order to do it,
for each retinal image being analysed, each one of these colourmaps is used to
perform colour indexing, yielding three different indexed images (B, D and O
with n pixels). The average values of these three indexed images give rise to
three different colour measures computed as in equations (6.3)-(6.5).
CM1 =
1
n
n∑
i=1
Bi, B i is the i
th pixel of B (6.3)
CM2 =
1
n
n∑
i=1
Di (6.4)
CM3 =
1
n
n∑
i=1
Oi (6.5)
These three measures carry the information about the brightness, darkness
and normality of retinal image colour, allowing its classification.
A summary of the colour assessment algorithm is presented in Fig. 6.15.
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Figure 6.15: Colour assessment algorithm flowchart.
6.3 Focus Assessment Algorithm
Retinal image focus is classified as either “blurred”, “borderline” or “focused”,
as exemplified in Fig. 6.16. Regarding image focus, a wide range of approaches
can be found on the literature: based on image gradient [70, 71, 72, 73], based
on high pass filtering through Laplacian operator [72, 73, 74] and based on
grey-level variance [72, 73], all early proposals for measuring degree of focus.
More recently, some new focus measures have been proposed, such as central
moments [75], discrete wavelet transform [76, 77, 78], Chebyshev moments [79]
and steerable filters [80]. Moreover, some of the retinal image quality assessment
methods apply explicit focus measures, such as the one based on histogram
analysis [33], the one based on image gradient magnitude [54] and the one based
on Laplacian operator together with a spatial frequency analysis [42].
(a) (b) (c)
Figure 6.16: Examples of (a) “blurred”, (b) “borderline” and (c) “focused”
retinal images.
42
6.3. Focus Assessment Algorithm
The method used in this work is a combination of two aforementioned ap-
proaches since focus information is gathered through Sobel operator (one of the
many gradient operators) applied to the grey scaled retinal image [63] followed
by a multi-focus-level analysis. Therefore, the focus assessment algorithm begins
with the application of four variants of the Sobel operator shown in Fig. 6.17
to a gray scaled version of the input image. The information given by them is
gathered into a single gradient map that is used to compute focus measures.
Figure 6.17: Variants of the Sobel operator used to generate the gradient map.
The next step is the computation of a new image mask which aims to remove
foreground edges that otherwise would mislead the classification. Therefore,
the new mask is computed by shrinking the original one in 3% of the maximum
number between the number of rows and columns. In Fig. 6.18 is exemplified
the result of the new image mask in the “focused” retinal image of Fig. 6.16.
(a) (b)
Figure 6.18: Gradient map (a) before and (b) after the application of the fore-
ground edges mask. Image colours are inverted for visualization purposes.
The previous steps facilitate image focus degree assessment, which is per-
formed by a sequence of three focus-level stages, each one computing one focus
measure. The three focus measures are computed according to equations (6.6),
(6.8) and (6.10), using the auxiliary focus measures described by equations (6.7)
and (6.9).
FM1 =
1
n
n∑
i=1
Oi, O i is the i
th pixel of O (6.6)
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fm2 =
1
n
n∑
i=1
L1i (6.7)
FM2 = FM1− fm2 (6.8)
fm3 =
1
n
n∑
i=1
L2i (6.9)
FM3 = fm2− fm3 (6.10)
In the previous equations, n is the number of image pixels, O is the gradient
map of the original grey scaled image obtained through the Sobel operators, L1
and L2 are the gradient maps of the low-pass filtered versions of the original grey
scaled image obtained using, respectively, 3x3 and 5x5 moving average filters.
Equation (6.6) exploits the information gathered by the four Sobel operators
into one single gradient map and aims to estimate image focus through the
mean of that gradient map. This is viable since sharper images tend to show
a higher gradient map mean. Regarding equations (6.8) and (6.10), the idea
behind them is that a “focused” retinal image tends to be more affected by the
low-pass filtering steps than “blurred” ones and the differences reflect this effect,
which is exemplified in Fig. 6.19. Therefore, “focused” retinal images tend to
have higher values of FM2 and FM3 than the “blurred” ones.
A summary of the focus assessment algorithm is presented in Fig. 6.20.
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(a) (b) (c)
(d) (e) (f)
Figure 6.19: Comparison of the effect of low-pass filtering in “blurred” and
“focused” retinal images. (a) Original “blurred” retinal image from Fig. 6.16,
after (b) 3x3 moving average low-pass filtering and after (c) 5x5 moving average
low-pass filtering. (d) Original “focused” retinal image from Fig. 6.16, after (e)
3x3 moving average low-pass filtering and after (f) 5x5 moving average low-pass
filtering. “Focused” retinal images become brighter at each low-pass filtering
unlike the “blurred” ones which are barely affected. Since image colours are
inverted for visualization purposes, brighter means lower gradient. Thus, low-
pass filtering has a much higher effect on “focused” images than on “blurred”
ones.
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Figure 6.20: Focus assessment algorithm flowchart.
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6.4 Contrast Assessment Algorithm
Retinal image contrast is classified as “low” or “high”, as Fig. 6.21 shows. In the
literature, a set of different approaches to measure contrast were found: based
on the difference of Gaussians (DOG) model [81, 82, 83], on the illumination-
reflectance image formation model proposed by Stockham [84, 85], on histogram
analysis [86], on spatial frequency [87, 88], on discrete cosine transform [89]
and based on standard deviation [90]. Moreover, some of the retinal image
quality assessment implementations employ explicit contrast measures, either
being solely based on co-occurrence matrices [54] from Haralick [45] features, or
based on variance, spatial frequency and Haralick’s entropy and co-occurence
matrix [17], or simply based on histogram analysis [41].
(a) (b)
Figure 6.21: Examples of retinal images with (a) “low” and (b) “high” contrast.
Since contrast is related with colour perception, an easier way of solving con-
trast measuring problem is to perform colour indexing, using histogram backpro-
jection, just like in the colour assessment algorithm. Once again, a colourmap
was defined [63] based on a statistical study of 170 highly contrasted retinal
images (from DRIVE, STARE, ROC and Messidor datasets). The “contrast
colourmap” with 256 bins was set up after manually selection of three vessel
pixels and three fundus eye pixels from each one of the 170 highly contrasted
retinal images and defined as described next:
 Left-most index: minimum value (for each colour channel) of the vessels
data (RGB: [87, 31, 4]).
 Index #51: median values (for each colour channel) of the vessels data
(RGB: [153, 58, 24]).
 Index #101: maximum value (for each colour channel) of the vessels data
([217, 115, 63]).
 Index #156: minimum value (for each colour channel) of the fundus eye
data (RGB: [251, 147, 87]).
 Index #206: median values (for each colour channel) of the fundus eye
data ([186, 110, 38]).
 Right-most index: maximum value (for each colour channel) of the fundus
eye data ([128, 72, 2]).
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This colour arrangement allowed defining a colourmap in which one end is
composed of usual vessel colours and the opposite end of common fundus eye
colours, enabling contrast assessment. As before, the statistical measures used
to obtain the colourmap were chosen by visual inspection of the respective
colour and due to their adequacy to contrast assessment purpose, leading to
the colourmap presented in Fig. 6.22.
Figure 6.22: Contrast colourmap.
In order to help understanding the role of this “contrast colourmap”, it was
used to obtain an indexed version of the retinal images of Fig. 6.21. The results
are shown in Fig. 6.23, where it is possible to notice a much higher contrast
between eye fundus and vessels in the retinal image with “high” contrast.
(a) (b)
(c) (d)
Figure 6.23: Comparison of the effect of low-pass filtering in retinal images with
“low” and “high” contrast. (a) Original indexed version of the original retinal
image with “low” contrast from Fig. 6.21 and after (b) 3x3 moving average
low-pass filtering. (c) Original indexed version of the original retinal image
with “high” contrast from Fig. 6.21 and after (d) 3x3 moving average low-pass
filtering.
However, the difficulty of finding a good contrast measure is not solved by
this step. Inspired on histogram analysis [41, 86] and on the definition of con-
trast change given by Ginsburg [91], who defined contrast as 100% when the
image spans the full range of displayable grey levels and only 50% when the
same image is linearly compressed to span only on half of the range [60], four
contrast measures are computed. These measures rely on a 16 bins histogram
analysis and are computed according to equations (6.11)-(6.14), where PXi is
the percentage of pixels within the ith bin of the indexed image X. These four
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measures are computed after new image masking using a narrower mask ob-
tained by reducing the original one in 5% of the maximum number between
the number of rows and columns. The rationale behind this new mask is that
contrast in the edges of the retinal image has not the same importance as the
one in the centre region of it, and it can even mislead the contrast assessment
algorithm.
CtM1 =
16∑
i=1
(|POi − 0.0625|) (6.11)
CtM2 =
16∑
i=1
f(x)
{
f(x) = 0 if 1 ≥ POi > 0
f(x) = 1 if PO1 =0
(6.12)
CtM3 =
16∑
i=1
(|PL1i − 0.0625|) (6.13)
CtM4 =
16∑
i=1
f(x)
{
f(x) = 0 if 1 ≥ PL1i > 0
f(x) = 1 if PL11 =0
(6.14)
In the previous expressions, O is the original indexed image derived by back-
projection using the colourmap in Fig. 6.22 and L1 is the low-pass filtered
version of it obtained using a 3x3 moving average filter. The smoothing step is
expected to remove tiny regions within retinal image foreground where a high
contrast is found, such as near lesions and which can mislead the final classifi-
cation. This smoothing does not hurt the image contrast evaluation since one
is mostly interested in the visibility of larger scale anatomical landmarks such
as vessels and retina background. This effect is shown in Fig. 6.23, where it is
possible to notice the indexed images smoothness after low-pass filtering.
The equations (6.11) and (6.13) evaluate the flatness of the image histogram
at a macro-level, parcelling out the index range ([0, 255]) into 16 bins. Retinal
images with “high” contrast are expected to have lower values of CtM1 and
CtM3 than the ones with “low” contrast, since each bin have a pixel percentage
that is closer to the percentage of a uniformly distributed histogram (in this
case: 100%/16 = 6.25%). Regarding equations (6.12) and (6.14), they measure
how much the 16 bins histogram is condensed in certain bins by counting the
number of bins with 0 pixels. Once again, retinal images with “high” contrast
are expected to have lower values of CtM2 and CtM4 than the ones with “low”
contrast.
A summary of the contrast assessment algorithm is presented in Fig. 6.24.
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Figure 6.24: Contrast assessment algorithm flowchart.
6.5 Illumination Assessment Algorithm
Retinal image illumination is classified as either “uneven” or “even”, as Fig. 6.25.
shows. In the literature a group of illumination estimations and measures are
described: some of them are based on image smoothing [92, 93], others are
based on histogram analysis and its normal distribution [94], others on average
greyscale intensity [59, 95], others on homomorphic filtering and polynomial
surface estimation [96] and a widely used technique is based on a bias estima-
tion model [97, 98, 99, 100]. Moreover, a retinal image quality assessment work
[17] explicitly uses some colour channels measurements in order to assess reti-
nal image illumination: mean intensity, skewness and kurtosis for each image
channel.
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(a) (b)
Figure 6.25: Examples of retinal images with (a) “uneven” and (b) “even”
illumination.
The implemented approach for illumination detection in retinal images uses
colour indexing, a very different technique from the aforementioned ones. Once
again, this method only facilitates the computation of valuable and useful fea-
tures that allow to correctly classifying retinal image illumination. Starting from
the “Jet” colourmap provided by Matlab® [63] and performing only one little
modification by replacing dark blue with black (in order to guarantee a wider
range of colours), the illumination colourmap was defined. This colourmap is
shown in Fig. 6.26.
Figure 6.26: Illumination colourmap.
This colour arrangement has huge advantages, since the main colours of retinal
images are in one side of the colourmap and less significant colours, such as black
or yellow, are sufficiently pulled apart to allow using simple statistic measures
(mean and variance) to infer relevant information (Fig. 6.27 clearly shows this
fact). So, after backprojection and low-pass filtering, using a 3x3 moving average
filter, of the retinal image to obtain a smoother indexed image, four measures are
used to assess illumination quality. It is noteworthy that the low-pass filtering
step is performed in order to obtain a less “noisy” indexed image as it is possible
to notice in Fig. 6.27.
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(a) (b)
(c) (d)
Figure 6.27: Comparison of the effect of low-pass filtering in retinal images with
“uneven” and “even” illumination. (a) Original indexed version of the original
retinal image with “uneven” contrast from Fig. 6.25 and after (b) 3x3 moving
average low-pass filtering. (c) Original indexed version of the original retinal
image with “even” contrast from Fig. 6.25 and after (d) 3x3 moving average
low-pass filtering.
The four illumination measures are computed as in equations (6.15)-(6.18)
where O stands for the original image with n pixels after indexing using the
illumination colourmap.
IM1 =
1
n
n∑
i=1
Oi, O i is the i
th pixel of O (6.15)
IM2 =
√√√√ 1
n
n∑
i=1
(Oi − IM1)2 s.t. Oi < IM1 (6.16)
IM3 =
√√√√ 1
n
n∑
i=1
(Oi − IM1)2 s.t. Oi > IM1 (6.17)
IM4 =
√√√√ 1
n
n∑
i=1
(Oi − IM1)2 (6.18)
In one hand, equation (6.15) exploits the fact that evenly illuminated images
present a higher average, since main colours of retinal images correspond to
higher colourmap indices. On the other hand, expressions (6.16), (6.17) and
(6.18) are expected to be have larger values if the retinal image is unevenly
illuminated, as they measure index variances for the sets of pixels below and
52
6.6. Overall Image Quality Classification
above the image average, and for the whole image.
A summary of the illumination assessment algorithm is presented in Fig. 6.28.
Figure 6.28: Illumination assessment algorithm flowchart.
6.6 Overall Image Quality Classification
In order to obtain the final retinal image classification as “ungradable” or “grad-
able”, two different architectures were tested. One relies on the classification
of the four image features assessed by the algorithms described in the previous
sections. The other relies on the fourteen measures computed in the same four
assessment algorithms. In both architectures, in order to perform the classifi-
cation step for each image feature assessment algorithm and for overall retinal
image quality, a machine learning approach was chosen. The three main char-
acteristics of a machine learning problem are the existence of a pattern, the un-
feasibility of a mathematical description of the problem and the availability of a
large dataset. Since the problem one is trying to solve has all three features, this
was a natural choice. Therefore, four different approaches were tested for each
assessment algorithm: Feed-Forward Backpropagation Neural Network (FFB),
Radial Basis Function Network (RBF), k-Nearest Neighbours Classifier (kNN)
and Support Vector Machine (SVM) (consult [101] for detailed information).
For each one of them, different architectures were tested by the modification of
internal parameters (e.g. the number of neurons in the hidden layer of the Feed-
Forward Backpropagation Neural Network or the kernel function of the Support
Vector Machine). For the final retinal image quality classification, only different
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architectures of Feed-Forward Backpropagation Neural Network, Radial Basis
Function Network and k-Nearest Neighbours Classifier were tested. Moreover,
once the well-known image processing expert Alan Bovik stated that the devel-
opment of an automated image quality assessment should involve the human
observer [17], it was decided to establish direct contact with human graders for
dataset validation purposes. It turned out to be very helpful once it allowed un-
derstand which image features matters the most when evaluating retinal images
and supported the selection of colour, focus, contrast and illumination as the
foundation features of the whole algorithm. Therefore, the classifiers training
and testing steps were performed using datasets ratified by a human grader from
AIBILI and obtained from those described in Chapter 5 - Materials. Moreover,
classifiers testing were performed by 4-fold cross validation, keeping 75% of the
dataset for training and 25% of the dataset for testing, which are percentages
near the common 70%:30% ratio.
6.6.1 Overall Quality Assessment Relying on Image
Features Classification
In this architecture, the overall image quality classification algorithm operates
the four classification values describing retinal image colour, focus, contrast and
illumination quality to produce an image quality value, as Fig. 6.29 presents.
Figure 6.29: Retinal image quality assessment algorithm flowchart relying on
image features classification.
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6.6.2 Overall Quality Assessment Relying on Image
Features Measures
In this second architecture, the overall retinal image quality classifier uses the
fourteen measures from the four image features assessment algorithms instead of
the respective quality value, as shown in Fig. 6.30. Although the classifications
of image colour, focus, contrast and illumination quality are not used to evaluate
overall retinal image quality, they are still computed since they give relevant
information about image quality.
Figure 6.30: Retinal image quality assessment algorithm flowchart relying on
image features measures.
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Chapter 7
Results
In this Chapter are presented the classification results for the four different
feature extraction algorithms, addressing image colour, focus, contrast and il-
lumination, and also the results for the two implemented architectures of the
overall retinal image quality assessment algorithm. The quality of the classi-
fiers was measured using two widely known classification performance measures,
sensitivity and specificity. These measures are commonly used to evaluate the
performance of binary classifiers and are computed according to equations (7.1)
and (7.2).
sensitivity =
number of true positives
number of true positives + number of false negatives
(7.1)
specificity =
number of true negatives
number of true negatives + number of false positives
(7.2)
However, two of the four image feature assessment algorithms produce a “triple”
classification instead of a binary one. Therefore, in those cases (colour and focus
assessment algorithms), binary classification was reproduced by following an
one vs. all approach for each possible classification. This means that if one is
evaluating the performance of the classifier in detecting “bright” retinal images,
it must be considered the following definitions:
 True positives are the number of correctly classified “bright” retinal im-
ages;
 False negatives are the number of true “bright” retinal images that are
classified as “dark” or “normal”;
 True negatives are the number of “dark” or “normal” retinal images that
are not classified as “bright”;
 False positives are the number of true “dark” or “normal” retinal images
that are classified as “bright”.
Similar premises were followed for “dark” and “normal” retinal images from
the colour assessment algorithm and for “blurred”, “borderline” and “focused”
retinal images from the focus assessment algorithm.
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Furthermore, one of the requisites of the image quality evaluation method is
that its classification performance should not be sensitive to variations in the
resolution of the images, i.e. it should work equally well with images of differ-
ent sizes. Thus, possible variations within the computed measures caused by
different image resolutions should be identified and analysed. In order to do
it, a statistical study of the variations observed in the values of the fourteen
measures in response to changes in the resolution of the images was performed.
It was used a set of images that included 20 retinal images of each class and
conducted three sets of measurements: one using the original images, one with
halved area versions of the original images, and another using doubled area
versions of the original images. The halved area versions were obtained by sub-
sampling the original images by
√
2 in each direction after bicubic interpolation.
The doubled area versions were obtained by upsampling the original images by√
2 in each direction using bicubic interpolation of the original image. Bicubic
interpolation was chosen due to its higher quality when comparing to nearest-
neighbour or bilinear interpolations. The results of this study are also presented
in this Chapter.
Moreover, as the target application environment of this image evaluation so-
lution includes ambulatory environments where energy sources are not always
available or plentiful, it is important to ensure real-time operation capabilities.
To guarantee that the computational requirements of the retinal image quality
assessment algorithm do not conflict with these constraints, the running com-
plexity of the whole algorithm was evaluated. The results of this complexity
analysis are reported later on in this Chapter.
7.1 Colour Assessment Algorithm
7.1.1 Colour Measures Variation
As described before, a statistical study was performed in order to analyse colour
measures variation with different image sizes. Table 7.1 presents the results,
corresponding to the median variation relative to the values for the original
resolution images on each set of 20 retinal images for each possible classification
(“bright”, “dark” and “normal”).
Colour Value Halved Area Doubled Area
Measure Range “Bright” “Dark” “Normal” “Bright” “Dark” “Normal”
#1 [1,64] -0.13% 0.00% 0.00% 0.05% 0.00% 0.00%
#2 [1,64] 0.13% -0.21% 0.13% -0.06% 0.19% -0.01%
#3 [1,64] -0.13% -0.06% -0.04% -0.01% 0.04% 0.05%
Table 7.1: Range and variations with resolution for each colour measure and
classification.
7.1.2 Colour Classification Performance
With a dataset composed of 100 “bright”, 100 “dark” and 300 “normal” retinal
images from ROC, Messidor and proprietary dataset #1, the best performance
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was achieved by a Feed-Forward Backpropagation Neural Network with 10 neu-
rons in the hidden layer, as it can be concluded by analysing Table 7.2.
Classifier Performance “Bright” “Dark” “Normal”
FFB
Sensitivity 99.00% 98.80% 100.00%
Specificity 100.00% 100.00% 98.90%
RBF
Sensitivity 95.00% 95.00% 99.14%
Specificity 98.89% 100.00% 96.20%
kNN
Sensitivity 95.12% 97.50% 100.00%
Specificity 100.00% 99.63% 97.50%
SVM
Sensitivity 95.00% 97.50% 100.00%
Specificity 100.00% 100.00% 96.25%
Table 7.2: Best colour assessment algorithm classification performance for each
classifier type.
Since the performance of neural networks may vary due to the randomized
weights initialization, a statistical study was carried out in order to evaluate
performance variations over 10 classifier training-testing cycles with randomized
initial weights. Table 7.3 shows the results.
“Bright” “Dark” “Normal”
Sensitivity 99.00±0.00(%) 98.80±0.42(%) 100.00±0.00(%)
Specificity 100.00±0.00(%) 100.00±0.00(%) 98.90±0.21(%)
Table 7.3: Colour classifier performance and its variation with initial network
weights.
Considering the classes “bright” and “dark” as the negative cases and “nor-
mal” as the positive case of retinal image colour quality, a Receiver Operating
Characteristic (ROC) curve was obtained by thresholding the output of the
implemented classifier (see Fig. 7.1). The area under ROC (AUC) was also
computed and has a value of AUCColour = 0.9993.
(a) (b)
Figure 7.1: (a) ROC curve of the colour classifier. (b) Detail of the ROC curve
presented on the left.
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7.2 Focus Assessment Algorithm
7.2.1 Focus Measures Variation
Table 7.4 presents the results of the previously discussed statistical study, corre-
sponding to the median variation relative to the values for the original resolution
images on each set of 20 retinal images for each possible classification (“blurred”,
“borderline” and “focused”).
Focus Value Halved Area Doubled Area
Measure Range “Blurred” “Borderline” “Focused” “Blurred” “Borderline” “Focused”
#1 [0,255] -0.68% 0.19% 0.59% -0.54% 0.00% -1.05%
#2 [0,255] 0.07% -0.20% 0.06% -0.02% 0.19% -0.68%
#3 [0,255] 0.07% 0.03% 0.11% -0.06% 0.04% -0.10%
Table 7.4: Range and variations with resolution for each focus measure and
classification.
7.2.2 Focus Classification Performance
For the focus assessment algorithm, it was used a dataset composed of 120
“blurred”, 120 “borderline” and 200 “focused” retinal images from DRIVE,
STARE, ROC, Messidor and proprietary dataset #1. The best performance was
achieved by a Feed-Forward Backpropagation Neural Network with 50 neurons
in the hidden layer, as Table 7.5 shows.
Classifier Performance “Blurred” “Borderline” “Focused”
FFB
Sensitivity 97.25% 98.58% 99.60%
Specificity 99.78% 98.72% 99.58%
RBF
Sensitivity 92.50% 90.00% 100.0%
Specificity 100.00% 98.44% 94.81%
kNN
Sensitivity 90.00% 90.00% 100.00%
Specificity 100.00% 97.92% 97.74%
SVM
Sensitivity 90.00% 97.50% 100.00%
Specificity 100.00% 97.92% 98.68%
Table 7.5: Best focus assessment algorithm classification performance for each
classifier type.
As in section 7.1.2, it was performed a statistical study to evaluate the effect
of the randomized weights initialization on classifier performance. Table 7.6
shows the results for the best performing classifier.
“Blurred” “Borderline” “Focused”
Sensitivity 97.25±0.79(%) 98.58±1.11(%) 99.60±0.32(%)
Specificity 99.78±0.26(%) 98.72±0.45(%) 99.58±0.44(%)
Table 7.6: Focus classifier performance and its variation with initial network
weights.
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Considering the class “blurred” as the negative case and classes “border-
line” and “focused” as the positive cases of retinal image focus quality, a ROC
curve was obtained by thresholding the output of the implemented classifier (see
Fig. 7.2). The area under ROC was also computed and has a value of AUCFocus
= 0.9867.
(a) (b)
Figure 7.2: (a) ROC curve of the focus classifier. (b) Detail of the ROC curve
presented on the left.
7.3 Contrast Assessment Algorithm
7.3.1 Contrast Measures Variation
Table 7.7 presents the results of the previously discussed statistical study, corre-
sponding to the median variation relative to the values for the original resolution
images on each set of 20 retinal images for each possible classification (“low”
and “high”).
Contrast Value Halved Area Doubled Area
Measure Range “Low” “High” “Low” “High”
#1 [0,187.5] -0.00% -0.04% 0.01% 0.24%
#2 [0,15] 0.00% 0.00% 0.00% -0.00%
#3 [0,187.5] 0.02% 0.17% 0.11% -0.16%
#4 [0,15] 0.00% 0.00% 0.00% -0.00%
Table 7.7: Range and variations with resolution for each contrast measure and
classification.
7.3.2 Contrast Classification Performance
Using a dataset composed of 85 “low” and 170 “high” contrast retinal images
from the DRIVE, STARE, ROC, and Messidor datasets several machine learning
techniques were tested. The best performance was achieved by a Feed-Forward
Backpropagation Neural Network with 3 neurons in the hidden layer, as Ta-
ble 7.8 shows.
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Classifier Performance “Low” “High”
FFB
Sensitivity 94.94% 97.71%
Specificity 97.71% 94.94%
RBF
Sensitivity 90.59% 97.65%
Specificity 97.65% 90.59%
kNN
Sensitivity 97.06% 94.12%
Specificity 94.12% 97.06%
SVM
Sensitivity 96.47% 94.12%
Specificity 94.12% 96.47%
Table 7.8: Best contrast assessment algorithm classification performance for
each classifier type.
Once again, in order to evaluate performance variation of the classifier due to
randomized weights initialization, a statistical study similar to that of section
7.1.2 was carried out and the results are presented in Table 7.9.
“Low” “High”
Sensitivity 94.94±0.79(%) 97.71±0.19(%)
Specificity 97.71±0.19(%) 94.94±0.79(%)
Table 7.9: Contrast classifier performance and its variation with initial network
weights.
Considering the class “low” as the negative case and “high” as the positive
case of retinal image contrast quality, a ROC curve was obtained by thresholding
the output of the implemented classifier (see Fig. 7.3). The area under ROC
was also computed and has a value of AUCContrast = 0.9783.
(a) (b)
Figure 7.3: (a) ROC curve of the contrast classifier. (b) Detail of the ROC
curve presented on the left.
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7.4 Illumination Assessment Algorithm
7.4.1 Illumination Measures Variation
Table 7.10 presents the results of the previously discussed statistical study, cor-
responding to the median variation relative to the values for the original res-
olution images on each set of 20 retinal images for each possible classification
(“uneven” and “even”).
Illumination Value Halved Area Doubled Area
Measure Range “Uneven” “Even” “Uneven” “Even”
#1 [1,256] 0.05% 0.03% 0.04% 0.07%
#2 [0,16256.25] -0.04% -0.16% -0.02% -0.16%
#3 [0,16256.25] -0.04% -0.01% -0.07% 0.00%
#4 [0,16256.25] -0.05% -0.08% -0.05% -0.08%
Table 7.10: Range and variations with resolution for each illumination measure
and classification.
7.4.2 Illumination Classification Performance
With a dataset composed of 200 “uneven” and 200 “even” illumination retinal
images from DRIVE, STARE, ROC, and Messidor datasets, a Feed-Forward
Backpropagation Neural Network with 4 neurons in the hidden layer achieved
the best performance, as presented in Table 7.11.
Classifier Performance “Uneven” “Even”
FFB
Sensitivity 99.25% 99.50%
Specificity 99.50% 99.25%
RBF
Sensitivity 88.50% 92.25%
Specificity 92.25% 88.50%
kNN
Sensitivity 95.00% 96.50%
Specificity 96.50% 95.00%
SVM
Sensitivity 74.50% 56.00%
Specificity 56.00% 74.50%
Table 7.11: Best illumination assessment algorithm classification performance
for each classifier type.
In order to evaluate performance variation of the classifier with the random-
ized weights initialization, a statistical study was carried out (see section 7.1.2).
Table 7.12 shows the results.
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“Uneven” “Even”
Sensitivity 99.25±0.54(%) 99.50±0.33(%)
Specificity 99.50±0.33(%) 99.25±0.54(%)
Table 7.12: Illumination classifier performance and its variation with initial
network weights.
Again, considering the class “uneven” as the negative case and “even” as the
positive case of retinal image illumination quality, a ROC curve was obtained
by thresholding the output of the implemented classifier (see Fig. 7.4). The area
under ROC was also computed and has a value of AUCIllumination = 0.9984.
(a) (b)
Figure 7.4: (a) ROC curve of the illumination classifier. (b) Detail of the ROC
curve presented on the left.
7.5 Overall Image Quality Classification
The final quality classifier was evaluated with a dataset composed of 848 “ungrad-
able” and 1184 “gradable” retinal images. The “ungradable” images were taken
from the proprietary dataset #1 and the “gradable” images came from the
Messidor dataset after discarding 16 images of doubtful quality. The classifica-
tion was first performed using different classifiers to find the best performing
classifier using the two different inputs of this final classifier (the quality classifi-
cation of the four image features and the fourteen measures describing those four
image features quality). This initial study was limited to Feed-Forward Back-
propagation Neural Networks, Radial Basis Function Networks and k-Nearest
Neighbours Classifiers. Then, the best performing classifiers (one for each input
type) were compared in order to decide which should be subjected to further
tests and finally implemented in the whole quality assessment algorithm.
7.5.1 Overall Quality Classification Performance Relying
on Image Features Classification
Table 7.13 shows the classification results regarding the approach that relies
on the quality classification of the four image features (colour, focus, contrast
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and illumination), which were obtained using different types of classifiers on the
dataset described before.
Classifier Performance “Ungradable” “Gradable”
FFB
Sensitivity 97.41% 99.49%
Specificity 99.49% 97.41%
RBF
Sensitivity 95.64% 97.38%
Specificity 97.38% 95.64%
kNN
Sensitivity 90.92% 95.61%
Specificity 95.61% 90.92%
Table 7.13: Comparison of the best overall quality classification performance of
each classifier type relying on image features classification.
Even though the differences in performance between the three classifiers are
not large, the best overall results were obtained by the Feed-Forward Backprop-
agation Neural Network with 8 neurons in the hidden layer.
The effect of weights randomized initialization of this classifier was studied
using an approach similar to that described in section 7.1.2. The dispersion
results presented in Table 7.14 show that the classifier performance is insensitive
to the mentioned effect.
“Ungradable” “Gradable”
Sensitivity 97.41±0.00(%) 99.49±0.00(%)
Specificity 99.49±0.00(%) 97.41±0.00(%)
Table 7.14: Overall quality classification performance relying on image features
classification and its variation with initial network weights.
Once again, considering the class “ungradable” as the negative case and
“gradable” as the positive case of overall retinal image quality, the performance
of the classifier was plotted on a ROC curve reproduced in Fig. 7.5. The com-
puted area under the ROC curve has a value of AUCQuality = 0.9970.
(a) (b)
Figure 7.5: (a) ROC curve of the retinal image quality classifier relying on image
features classification. (b) Detail of the ROC curve presented on the left.
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7.5.2 Overall Quality Classification Performance Relying
on Image Features Measures
Table 7.15 presents the classification results regarding the approach that re-
lies on the fourteen measures describing the four image features, which were
obtained using different types of classifiers on the dataset described in the be-
ginning of the section 7.5.
Classifier Performance “Ungradable” “Gradable”
FFB
Sensitivity 99.76% 99.49%
Specificity 99.49% 99.76%
RBF
Sensitivity 97.71% 99.72%
Specificity 99.72% 97.71%
kNN
Sensitivity 91.39% 95.69%
Specificity 95.69% 91.39%
Table 7.15: Comparison of the best overall quality classification performance of
each classifier type relying on image features measures.
Once again, the differences in performance between the three classifiers are
quite small. However, the best overall results were obtained by the Feed-Forward
Backpropagation Neural Network with 14 neurons in the hidden layer.
Furthermore, the effect of randomized weights initialization was also studied
in this case using an approach similar to that described in section 7.1.2. The
dispersion results presented in Table 7.16 show that the classifier performance
is also insensitive to this randomized step.
“Ungradable” “Gradable”
Sensitivity 99.76±0.00(%) 99.49±0.00(%)
Specificity 99.49±0.00(%) 99.76±0.00(%)
Table 7.16: Overall quality classification performance relying on image features
measures and its variation with initial network weights.
Once more, considering the class “ungradable” as the negative case and “grad-
able” as the positive case of overall retinal image quality, the performance of the
classifier was plotted on a ROC curve reproduced in Fig. 7.6. The computed
area under the ROC curve has a value of AUCQuality = 0.9987.
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(a) (b)
Figure 7.6: (a) ROC curve of the retinal image quality classifier relying on image
features measures. (b) Detail of the ROC curve presented on the left.
7.6 Algorithm Computation Time
As mentioned before the target application environment of the proposed im-
age classification procedure puts some constraints on the computational power
required by the classification algorithm, which should be as low as possible.
It is important to note that the time spent training the classifiers is not very
important as this can be made offline in less constrained environments.
In order to quantify the computation cost of the developed classification algo-
rithm it was performed a worst case computational cost analysis. The worst case
occurs when assessing the quality of the images from the proprietary dataset #2
which have almost no black background (see Fig. 7.7) and so require the pro-
cessing of more pixels than the images of the other datasets which have a larger
percentage of black background pixels that are masked out and/or cropped dur-
ing the pre-processing stage.
Figure 7.7: Example image from the proprietary dataset #2.
Considering 8 different resolutions (for this study the image resizing step
during pre-processing phase was disabled) for all the 456 images of this dataset,
it was possible to conclude that the computation time varies linearly with the
total number of pixels, as it is shown next.
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7.6.1 Overall Quality Assessment Relying on Image
Features Classification
For each retinal image size that was tested, it was measured the processing time
per image using a non-optimized Matlab® implementation of the algorithm
relying on image features quality classification. The tests were performed on a
laptop computer with an Intel® Core 2 Duo 2.00 GHz CPU and equipped with
3 GB of RAM. The average processing times are shown in Table 7.17 ordered
by increasing image resolution.
Image Resolution Number of Pixels Computation Time per Image (s)
280 x 186 52080 0.35
396 x 263 104148 0.51
560 x 372 208320 0.87
792 x 526 416592 1.59
1120 x 744 833280 3.05
1584 x 1052 1666368 5.88
2240 x 1488 3333120 11.63
3168 x 2104 6665472 23.25
Table 7.17: Computation time per image of the algorithm relying on image
features quality classification for a set of different image resolutions.
As Fig. 7.8 shows, computation time varies linearly with the total number of
pixels.
Figure 7.8: Computation time variation with the total number of pixels using
the algorithm that relies on image features classification (data fitting obtained
by least squares method).
7.6.2 Overall Quality Assessment Relying on Image
Features Measures
As before, for each retinal image size that was tested, it was computed the
average processing time per image of the algorithm relying on image features
measures in the same laptop computer. Table 7.18 presents the results.
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Image Resolution Number of Pixels Computation Time per Image (s)
280 x 186 52080 0.31
396 x 263 104148 0.51
560 x 372 208320 0.88
792 x 526 416592 1.61
1120 x 744 833280 3.00
1584 x 1052 1666368 5.82
2240 x 1488 3333120 11.53
3168 x 2104 6665472 23.05
Table 7.18: Computation time per image of the algorithm relying on image
features measures for a set of different image resolutions.
As Fig. 7.9 shows, computation time varies linearly with the total number of
pixels.
Figure 7.9: Computation time variation with the total number of pixels using
the algorithm that relies on image features measures (data fitting obtained by
least squares method).
As presented, both performance results and computation time of the Feed-
Forward Backpropagation Neural Network with 14 neurons in the hidden layer
using the fourteen measures describing image colour, focus, contrast and il-
lumination justify the adoption of that classifier for the final image quality
classification.
7.7 Overall Quality Classification Performance
under Noisy Conditions
For completeness sake it was decided to test the final classifier (Feed-Forward
Backpropagation Neural Network with 14 neurons in the hidden layer using
the fourteen measures describing image colour, focus, contrast and illumina-
tion) with noisy images in order to evaluate the robustness of the classification
performance indicators to the presence of noise in the images.
These noisy images are out of the scope of this work (that aims to assess
retinal image quality which may have been impaired as a result of patients’
movements or technicians’ error) and are not expected to be commonly found.
In fact, modern electronic image sensors produce images which under normal
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illumination conditions are virtually noise-free, and that is the case of sensors
used in the capture of retinal images where a flash is used to illuminate the eye
fundus providing the ideal imaging conditions.
Even so, three different types of noise were added to the original retinal images
(Fig. 8.1 shows examples of these noisy images) and the degraded images were
classified using the algorithm under study. A literature survey focused on the
effects of noise on retinal image processing and on the characterization of image
sensors suggested the use of Gaussian noise with 0 mean and 10−3 standard
deviation [102, 103] and Salt & Pepper noise affecting 5% of the retinal image
[104]. It was also considered Speckle noise with the same standard deviation
used in the Gaussian noise, despite the fact that no mention about this kind of
noise was found in the literature related to retinal image processing.
The (noise-free) retinal images used in this test were the same used to train
and test the final classifier (Messidor and proprietary dataset #1). Three dif-
ferent sets of noisy images were constructed by adding noise to the clean images
and each set was then processed by the image features (colour, focus, contrast
and illumination) quality and overall quality classifiers (trained using clean
data). The noisy image quality classification was compared to human made
quality classification and the resulting performance measures are presented in
Table 7.19.
Added Noise Performance “Ungradable” “Gradable”
Gaussian (µ = 0 and σ = 10−3) Sensitivity 99.65% 99.92%
Specificity 99.92% 99.65%
Salt & Pepper (affecting 5% of the retinal image)
Sensitivity 100.00% 0.00%
Specificity 0.00% 100.00%
Speckle(σ = 10−3) Sensitivity 99.65% 99.92%
Specificity 99.92% 99.65%
Table 7.19: Quality classification performance of the final classifier in noisy
conditions.
As will be analyzed in more detail in Chapter 8 - Discussion, it is clear that
the effects of noise in no way degrade significantly the classifier performance.
7.8 Retinal Image Quality Study
Since the implemented retinal image quality assessment algorithm showed good
performance, it was decided to study retinal image quality from the point of
view of the four image features under analysis. Therefore, using the datasets
(Messidor and proprietary dataset #1) previously used on the quality classifier
performance evaluation, it was computed the number of images rejected by each
one of the assessment algorithms. At this point it is important to clarify what
means image rejection. Hence, in this particular study, an image is considered
to be rejected by the respective algorithm if:
 Colour is classified as “bright” or “dark”;
 Focus is classified as “blurred”;
 Contrast is classified as “low”;
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 Illumination is classified as “uneven”.
Tables 7.20 and 7.21 present the rejection ratios that were obtained when
these criteria were applied to the “ungradable” and “gradable” datasets.
Feature Colour Focus Contrast Illumination
Rejection Rate 51.77% 67.57% 92.45% 85.02%
Table 7.20: Percentage of rejected images by each image feature classifier in the
dataset labelled as “ungradable”.
Feature Colour Focus Contrast Illumination
Rejection Rate 0.00% 0.25% 34.97% 2.87%
Table 7.21: Percentage of rejected images by each image feature classifier in the
dataset labelled as “gradable”.
The average value of each image feature quality (colour, focus, contrast and
illumination) for the images in the “ungradable” and “gradable” datasets was
also evaluated and presented as a radar chart in Fig. 7.10, where the quality
increases along each axis from the centre towards the periphery of the chart.
Figure 7.10: Radar chart presenting the average values of the image features
quality within the “ungradable” and “gradable” datasets. Note that lower qual-
ity points are closer to the chart centre.
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Chapter 8
Discussion
The results of the statistical study performed to analyse the variations of the
fourteen measures with different image sizes shows that those measures do not
suffer significant variations as the area of the original image is halved or doubled.
The greatest variations were obtained in the focus measures, with a maximum of
0.68%. Thus, the focus algorithm is the most sensitive to image size variations,
which can be easily understood as it is based on image gradient computed
trough Sobel operator. To illustrate it, consider a well focused retinal image. If
this image is resized to an area that is half the original one, it is expected an
improvement on image focus, due to an increase in image detail. On the other
hand, if the original image is resized to an area that is double the original one,
it should not be a surprise that image detail decreases, worsening image focus.
However, if retinal image diagonal is within the [400px – 1500px] range, it will
not be resized and thus it will not suffers changes due to resizing, minimizing
measure variation with image resolution.
With the information retrieved from this statistical study, at least for the
tested datasets, it is possible to state that all the measures computed in all
four image features assessment algorithms are robust to different image sizes.
While the tested image resolutions and characteristics are widely used, it should
not be underestimated the possibility of significant variations in retinal images
measures with much lower or higher resolutions than the considered ones. This
explains the implementation of the image resize step if the retinal image diago-
nal is not within the [400px – 1500px] range, which establishes a standard image
diagonal range.
Regarding the performance of the five implemented classifiers, Feed-Forward
Backpropagation Neural Network showed the best results when comparing to
the results obtained with other classifiers (RBF, kNN and SVM for the image
features classifiers, and RBF and kNN for the overall quality classifier). Specif-
ically, the results for all the implemented classifiers are almost optimal with
areas under the ROC curve close to the perfect value of 1 (for detailed values
see Chapter 7 - Results).
Moreover, the overall quality classifier which relies on image features measures
showed to have higher discriminatory power than the one relying on image
features classification with no loss in terms of computation time. This is not a
surprising result, since features measures carry much more information about
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image quality than the discrete image feature classification, leading to more
precise overall quality classification.
Furthermore, the results demonstrate that no classification is significantly af-
fected by the randomized weights initialization in neural networks. Once again,
the most sensitive algorithm is the one that assesses image focus, with a stan-
dard deviation of 1.11% on the sensitivity value of the “borderline” class. This
represents a small variation in classifier performance and is not considered an
issue.
These results are quite significant as they were obtained from studies per-
formed on a very large set of images from multiple sources using 4-fold cross
validation. These datasets contents are quite varied in terms of population
characteristics, ethnicity, degree of pathology present and equipment used for
acquiring the images. All these experiment setup features prove the robustness
of the developed algorithms and implemented classifiers, adding confidence to
the conclusions about this work.
Relative to the study of the algorithm performance assessment in noisy con-
ditions, it demonstrate the robustness of the proposed algorithm to moderate
noise, since in the two tested cases involving the addition of Gaussian and
Speckle noise, the gradability classification was not impaired, still achieving
almost perfect performance.
On the other hand, the result obtained in the presence of Salt & Pepper
noise affecting 5% of the image pixels is somewhat different as the algorithm
classifies all the images as “ungradable”. In fact, this result is quite accurate
because the addition of intense noise such as 5% Salt & Pepper noise to any good
quality image renders it totally unusable for retina examination. This fact was
ratified by a human grader from AIBILI who was shown several retinal images
intentionally corrupted with 5% Salt & Pepper noise and who declared them
to be unquestionably unusable for retinal evaluation. Fig. 8.1 shows side-by-
side good quality retinal images and their 5% Salt & Pepper corrupted version,
leaving no doubts that the implemented algorithm performs well when it marks
those images as “ungradable”.
Thus, this noise analysis shows that the algorithm performance does not suffer
with the presence of moderate amounts of Gaussian and Speckle noise and that
the proposed method also correctly classifies as “ungradable” images corrupted
by intense Salt & Pepper noise. Therefore, it shows to be a valuable tool for
use in eye health evaluation software.
Also worthy of note is the algorithm performance in terms of computation
time. It scales linearly with the number of image pixels and, although it is a
non-optimized Matlab® implementation, an interpreted language, it takes less
than 6 seconds (with both overall classifier architectures), on a laptop computer
with an Intel® Core 2 Duo processor running at 2.00 GHz and 3 GB of RAM, to
process the most common and reasonable retinal images resolutions (less than
1666368 pixels, which can correspond to an image resolution of 1584 by 1052
pixels). Furthermore, this algorithm performance was obtained in the worst case
scenario, which is when the input retinal image almost has no black background
and cropping is not a possibility. In practice, retinal images do not use to have
this appearance and from the considered datasets only the proprietary dataset
#2 do not allows image masking and cropping and thus, processing time reduc-
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(a) (b)
(c) (d)
Figure 8.1: Comparison between (a,c) noise-free retinal images and the respec-
tive (b,d) 5% Salt & Pepper noisy version.
tion. Moreover, a real-time processing is achievable through an implementation
in a compiled language, such as C++.
Finally, the performed retinal image quality study allowed confirming the
good performance of the implemented algorithm. The higher rejection rate for
the “ungradable” dataset and higher average image quality for the “gradable”
dataset prove it. Moreover, it is possible to conclude that even “gradable” retinal
images from Messidor dataset are significantly affected by contrast issues. On
the other hand, “ungradable” retinal images from the proprietary dataset #1
tend to be less affected by colour issues than by focus, contrast or illumination
problems.
Furthermore, illumination seems to be a very important factor when analysing
retinal image quality since 85.02% of the “ungradable” images showed uneven il-
lumination and only 2.87% of the “gradable” ones showed that problem. Along-
side with illumination is focus, which also has high discriminatory power, since
67.57% of the “ungradable” images are rejected by poor focus and only 0.25%
of the “gradable” ones are rejected due to the same reason.
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Chapter 9
Conclusion
The proposed retinal image quality assessment algorithm relies on measures of
generic image features, namely colour, focus, contrast and illumination com-
puted using specific algorithms. The decision of assess retinal image quality
based on these image characteristics arose from the analysis of the ARIC study
[19].
Each one of those four image features is assessed through a generic point of
view, but also taking advantage from the consistent appearance of retinal im-
ages (i.e. in a macro-level, retinal images are quite similar and only show some
variance in the details, such as the position of the fovea and optic disc which
do not affect the implemented algorithm). Specifically, colour assessment algo-
rithm is based on an indexed image for each colourmap (bright, dark and normal
colourmaps) and focus assessment algorithm relies on gradient information ob-
tained by the application of four Sobel operators and on multi-focus-degree
analysis. Regarding contrast assessment algorithm, it is based on an indexed
image computed through the use of a defined colourmap and on the analysis of
its histogram. Finally, illumination assessment algorithm relies on an indexed
image computed through the use of a colourmap and on its statistical analysis.
Therefore, it is worthy of note the new application given to histogram backpro-
jection, on which three of the four assessment algorithms rely. This innovation
makes the proposed method stand out from the state-of-the-art proposals de-
scribed in the specialty literature, since colour, focus, contrast and illumination
quality are analysed with recourse to different procedures. Furthermore, no
other approach explicitly classifies individually those four image features while
also using them to conduct an overall quality classification.
Furthermore, as shown in Chapter 7 - Results, the developed algorithms to
assess retinal image colour, focus, contrast and illumination are quite robust.
All four classifiers, one for each image feature, have a performance close to
optimal, with areas under ROC of AUCColour = 0.9993, AUCFocus = 0.9867,
AUCContrast = 0.9783 and AUCIllumination = 0.9984. It is noteworthy that
these results were obtained in datasets with a considerable number of images
from a wide variety of sources, which demonstrates the algorithms reliability.
Based on these accurate classifications, a final classifier allows the assessment
of overall retinal image quality with a sensitivity of 97.41% and a specificity
of 99.49%, corresponding to an AUC of 0.9970 if the information used for this
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classification is solely the classification of the four image features under analy-
sis. On the other hand, using the information carried by the fourteen measures
computed by the four assessment algorithms, the final classifier allows the as-
sessment of overall retinal image quality with a sensitivity of 99.76% and a
specificity of 99.49%, corresponding to an AUC of 0.9987. These results were
obtained in a dataset of 2032 images composed of retinal images from the Messi-
dor dataset and from the proprietary dataset #1 and led the second architecture
(the one based on the fourteen measures) to be chosen.
Moreover, the fast proposed approach (as Chapter 7 - Results proves) facil-
itates the human-computer interaction in the case of an online retinal image
quality assessment, as the proposed algorithm besides producing crucial infor-
mation about overall retinal image quality also reports on the generic image
features (colour, focus, contrast and illumination) quality. Therefore, a Graph-
ical User Interface was also implemented to demonstrate how this information
may be used and shown to a retinal camera user. Some screenshots of this
Graphical User Interface are presented in Appendix A.
Due to all the good results mentioned before, the performance of the imple-
mented algorithm is comparable to that of Davis et al. (paper describing a
generic image features approach and reporting 100% of sensitivity and 96% of
specificity) and of Niemeijer et al. (paper depicting a structural based method
and reporting an area under ROC of 0.9968). Notwithstanding, the method
described in this document has better and more uniform classification perfor-
mance (99.76% of sensitivity and 99.49% of specificity), a higher area under
ROC (0.9987) and is a lot faster than Niemeijer et al. algorithm. This speed
advantage is very important for the target application of the proposed algorithm
as it is desired a solution with real-time operation capabilities.
These results obtained with the implemented algorithm led it to be integrated
with the Retmarker® family of products. This integration work was easily done
as Retmarker® products already had an image quality assessment module, al-
though less complex. As an example, the output of the implemented image
quality algorithm after integration with Retmarker® is shown in Appendix B.
Thus, the developed algorithm that this document addresses represents a
novel contribution to retinal image quality assessment, and whose reliability
and robustness were demonstrated by the already discussed results.
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Future Work
The retinal image quality assessment algorithm described in this document
should be subjected to further studies, such as addressing retinal images with
different characteristics (such as including AMD typical lesions).
Moreover, once it gives useful information for the fundus camera operator
(colour, focus, contrast, illumination and overall quality classification), it can
be used as guidance for adjustments and corrections during image acquisition
process in order to maximize the final image quality. This is only possible
if a real-time implementation is achieved, which is considered as future work.
Furthermore, since retinal photography technicians’ experience may vary, a real-
time automated retinal image quality assessment is also preferable as it provides
consistent and objective quality indicators [18] on which less experienced tech-
nicians may rely to weed out less than ideal quality images.
Finally, the implemented algorithm does not deal directly with image arte-
facts. In order to do it one possible solution is to compute a depth map of
the retinal image under analysis as image artefacts generally are the result of
camera lens defects or dirtiness and so they are on a different focus plan than
the retina. However the computation of a depth map with sufficient detail to
allow artefact detection might not be easily achieved and, more important, its
computation using a single image requires the image to has some characteristics
such as gradual blurriness [105] or to allows semantic labelling [106] which need
the image to be correctly segmented (in practice the segmentation step is the
problem when dealing with image artefacts). Therefore, this solution seems not
to be appropriate and another one arose through the use of a calibration image
obtained by using the retinal camera to photograph a pre-defined calibration
object, as the one used in [107]. Thus, improving the implemented algorithm by
also taking into account artefacts detection is another subject of future work.
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Appendix A
Graphical User Interface
Some screenshots are presented in this Appendix documenting the Graphical
User Interface behaviour with different retinal images as input.
Figure A.1: Graphical User Interface appearance when an “ungradable” retinal
image with severe impairment is used as input.
It is noteworthy that the radar chart corresponds to the one previously pre-
sented in Chapter 7 - Results (see page 71) with an extra line (in blue) cor-
responding to the loaded image. In the case of Fig. A.1, there is no blue line
because image quality is too low and so the radar chart just shows a blue point
in its centre.
Moreover, confidence level is the degree of certainty provided by the classifier
regarding the assigned quality classification. It is computed as follows:
confidence = min {100,max {0, 100× classification strength}} (A.1)
Where classification strength corresponds to:
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classification strength =
classification value∑n
i=1 class value
(A.2)
In the previous equation, classification value is the higher value between the
ones that correspond to the classifier output and class value is the value that
the classifier matches to each possible classification (the number of classes is n).
In order to leave no doubts about this values, consider the example of a possible
raw output from the final classifier shown in Table A.1.
Retinal Image Quality Classification “Ungradable” “Gradable”
Class Value 1.034 -0.143
Table A.1: Example of a raw output from the final classifier.
Therefore, the overall quality classification is “ungradable” with a confidence
level given by:
confidence = min
{
100,max
{
0, 100× 1.034
(1.034 + (−0.143))
}}
= 100% (A.3)
The min and max operators are used in order to bound the range of possible
confidence levels to [0-100]%.
Some other examples of the Graphical User Interface appearance using dif-
ferent retinal images as input are shown next.
Figure A.2: Graphical User Interface appearance when a “gradable” retinal
image is used as input.
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Figure A.3: Graphical User Interface aspect when an “blurred” retinal image
showing good colour and even illumination but low contrast is used as input.
Figure A.4: Graphical User Interface aspect when an retinal image with ‘low”
contrast, but good colour, focus and even illumination is used as input.
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Appendix B
Retmarker® Output
The integration of the developed algorithm with Retmarker® led to some changes
in an output XML file. After the integration, this file looks like Fig. B.1.
Figure B.1: XML file with the output of the implemented algorithm.
Before integration, the only existing tags under the root tag were:
 is retinography ;
 quality ;
 processing to output scale.
Due to the more complex quality assessment algorithm, the tag quality details
was added in order to accommodate all the information given by it.
It is noteworthy that colour, focus, contrast, illumination and overall certainty
are computed as in equation (A.1) described in Appendix A.
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Appendix C
Implemented Functions
Relationship and Dataflow
Since the project described in this document has strong programming and soft-
ware development components, it is important to keep documented the imple-
mented functions. Therefore, in this Appendix is presented an overview of the
relationship between the implemented functions, as shown in Fig. C.1, as well
as detailed information about each one of those functions.
Figure C.1: Overview of the relationship between the implemented functions.
The dataflow within each one of the implemented functions and their respec-
tive inputs and outputs are presented by alphabetical order in the next pages.
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Figure C.2: Detailed dataflow of the function colour assessment.m.
Figure C.3: Detailed dataflow of the function contrast assessment.m.
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Figure C.4: Detailed dataflow of the function crop.m.
Figure C.5: Detailed dataflow of the function crop mask.m.
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Figure C.6: Detailed dataflow of the function distance grid.m.
Figure C.7: Detailed dataflow of the function final classification.m.
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Figure C.8: Detailed dataflow of the function focus assessment.m.
Figure C.9: Detailed dataflow of the function histogram analysis.m.
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Figure C.10: Detailed dataflow of the function illumination assessment.m.
Figure C.11: Detailed dataflow of the function image filtering.m.
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Figure C.12: Detailed dataflow of the function image gradient.m.
Figure C.13: Detailed dataflow of the function image resize.m.
93
Implemented Functions Relationship and Dataflow
Figure C.14: Detailed dataflow of the function image variance.m.
Figure C.15: Detailed dataflow of the function mask V1.m.
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Figure C.16: Detailed dataflow of the function mask V2.m.
Figure C.17: Detailed dataflow of the function mask V3.m.
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Figure C.18: Detailed dataflow of the function quality classification.m.
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