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Abstract
This paper investigates the H2 and H∞ suboptimal distributed filtering problems for continuous time linear systems. Consider
a linear system monitored by a number of filters, where each of the filters receives only part of the measured output of the
system. Each filter can communicate with the other filters according to an a priori given strongly connected weighted directed
graph. The aim is to design filter gains that guarantee the H2 or H∞ norm of the transfer matrix from the disturbance input to
the output estimation error to be smaller than an a priori given upper bound, while all local filters reconstruct the full system
state asymptotically. We provide a centralized design method for obtaining such H2 and H∞ suboptimal distributed filters. The
proposed design method is illustrated by a simulation example.
Index Terms
Distributed estimation, H2 and H∞ filtering, linear time-invariant systems, suboptimality.
I. INTRODUCTION
R
ECENT years have witnessed an increasing interest in problems of state estimation for spatially constrained large-scale
systems. Such problems are relevant in applications, such as power grids [1], industrial plants [2] and wireless sensor
networks [3]. Due to the physical constraints, the measured output of these systems is often monitored by a sensor network,
consisting of a number of local sensors. Each of these local sensors makes use of its local measurements and then communicates
with the other local sensors. In this way, all of these sensors together are able to estimate the state of the system asymptotically.
In this problem setting, one of the main challenges is that none of the local sensors by itself is able to estimate the system
state by using its own local measurements. Consequently, standard estimation methods do not directly apply anymore.
The distributed estimation problem has been mainly studied in two research directions, namely, distributed observer design
and distributed Kalman filtering. In [4], an augmented state observer was proposed to cast the distributed observer design
problem into a decentralized control problem for linear systems, using the notion of ‘fixed modes’ [5]. Later on, in [6], the
results in [4] were extended and a more general form of distributed observers was provided, allowing the rate of convergence
of the observer to be freely assignable. In [7], for time-varying communication graphs, a hybrid observer was introduced to
distributedly estimate the state of a linear system. Based on observability decompositions, the problem of distributed observer
design was also investigated in [8], [9] and [10]. In [11], an attack resilient algorithm was introduced to address the distributed
estimation problem when certain nodes are compromised by adversaries.
On the other hand, much attention in the literature has also been devoted to distributed filtering problems. A Kalman-
filter-based distributed filter was proposed in [12], [13] and [14]. There, the proposed methods employ a two-step strategy: a
state update rule based on a Kalman-filter and a data fusion step based on consensus. In [15], a distributed robust filtering
problem was addressed using dissipativity theory. Later on in [16], the results of [15] were generalized to the case that the
communication graph is allowed to randomly change. Recently, in [17], a distributed Kalman-Bucy filtering problem was
studied, using the idea of averaging the dynamics of heterogeneous multi-agent systems [18].
Different from the existing work, in the present paper, we will consider two deterministic versions of the distributed optimal
filtering problem for linear systems, i.e., the H2 and H∞ distributed filtering problems. Given a linear system and a network
of local filters, each local filter receives a portion of the measured output of the system and then exchanges its state with that
of its neighboring local filters. Together, these local filters form a distributed filter. We introduce H2 and H∞ performances to
quantify the influence of the disturbances on the output estimation error. The distributed optimal filtering problem is then to find
suitable filter gain matrices such that the associated H2 or H∞ performance is minimized, while the states of all local filters
asymptotically track the system state. However, due to non-convexity, this problem is difficult to solve in general. Therefore, in
this paper we will address a suboptimality version of this problem. The objective of the present paper is then to design suitable
filter gain matrices such that the H2 or H∞ performance is smaller than an a priori given tolerance. The main contributions
of this paper are the following:
1) We establish conditions for the existence of suitable filter gains in terms of solvability of LMI’s for both the H2 and H∞
suboptimal distributed filtering problem. For the H2 filtering problem, all except one of these LMI’s will always turn out
to be solvable.
The authors are with the Bernoulli Institute for Mathematics, Computer Science and Artificial Intelligence, University of Groningen, Groningen, 9700 AV,
The Netherlands (Email: j.jiao@rug.nl; h.l.trentelman@rug.nl; m.k.camlibel@rug.nl).
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2) We provide conceptual algorithms for obtaining suitable H2 and H∞ suboptimal distributed filters, respectively.
This paper is organized as follows. In Section II, we review some basic results on graph theory, detectability properties of
linear systems, and the H2 and H∞ performance of linear systems. Subsequently, in Section III we formulate the H2 and
H∞ suboptimal distributed filtering problems. We then provide design methods for obtaining such distributed filters in Section
IV. In Section V we provide a simulation example to illustrate our design method. Finally, in Section VI we formulate our
conclusions.
Notation
We denote by R the field of real numbers and by Rn the space of n dimensional vectors over R. We write 1N for the n
dimensional column vector with all its entries equal to 1. For a given matrix A, we write A⊤ to denote its transpose and A−1
its inverse (if exists). For a symmetric matrix P, we denote P > 0 if it is positive definite and P < 0 if its negative definite. We
denote the identity matrix of dimension n×n by In. A matrix is called Hurwitz if all its eigenvalues have negative real parts. The
trace of a square matrix A is denoted by tr(A). We denote by diag(d1, d2, . . . , dn) the n × n diagonal matrix with d1, d2, . . . , dn
on the diagonal. Given matrices Ri ∈ R
m×m, i = 1, 2, . . . , n, we denote by blockdiag(Ri) the nm×nm block diagonal matrix with
R1, R2, . . . , Rn on the diagonal and we denote by col(Ri) the nm × m column block matrix
(
R⊤
1
, R⊤
2
, . . . , R⊤n
)⊤
. The Kronecker
product of two matrices A and B is denoted by A ⊗ B. For a linear map A : X → Y, the kernel and image of A are denoted
by ker(A) := {x ∈ X | Ax = 0} and im(A) := {Ax | x ∈ X}, respectively.
II. PRELIMINARIES
A. Graph Theory
A weighted directed graph is denoted by G = (V, E,A), whereV = {1, 2, . . . , N} is the finite nonempty node set, E ⊂ V×V
is the edge set of ordered pairs (i, j) and A = [aij ] is the associated adjacency matrix with nonnegative entries. The entry aji
of the adjacency matrix A is the weight associated with the edge (i, j) and aji is nonzero if and only if (i, j) ∈ E. Given a
graph G, a directed path from node 1 to node p is a sequence of edges (k, k + 1), k = 1, 2, . . . , p−1. A graph is called strongly
connected if for any pair of distinct nodes i and j, there exists a directed path from i to j. A graph is called simple if aii = 0,
i.e., the graph does not contain self-loops. A graph is called undirected if (i, j) ∈ E implies ( j, i) ∈ E. A simple undirected
graph is called connected if for each pair of nodes i and j there exists a path from i to j.
Given a graph G, the degree matrix of G is denoted by D = diag(d1, d2, . . . , dN ) with di =
∑N
j=1 aij . The Laplacian matrix
of G is defined as L := D − A. If G is a weighted directed graph, the associated Laplacian matrix L has a zero eigenvalue
corresponding to the eigenvector 1N . If moreover G is strongly connected, then all the other eigenvalues lie in the open right
half-plane.
For strongly connected weighted directed graphs, we review the following lemma [19]:
Lemma 1: Let G be a strongly connected weighted directed graph with Laplacian matrix L. Then there exists a unique
row vector θ = (θ1, θ2, . . . , θN ), where θ1, θ2, . . . , θN are all positive real numbers, such that θL = 0 and θ1N = N . Define
Θ := diag(θ1, θ2, . . . , θN ), then the matrix L := ΘL + L
⊤
Θ is a positive semi-definite matrix associated with a connected
weighted undirected graph.
B. Detectability and Detectability Decomposition
In this subsection, we review detectability and the detectability decomposition of linear systems. Consider the linear system
Ûx = Ax,
y = Cx,
(1)
where x ∈ Rn represents the state and y ∈ Rp the measured output. The matrices A and C are of suitable dimensions.
Let p(s) be the characteristic polynomial of A. Then p(s) can be factorized as
p(s) = p−(s)p+(s),
where p−(s) and p+(s) have roots in the open left half-plane and the closed right half-plane, respectively. The undetectable
subspace of the pair (C, A) is defined as
S := N ∩ ker
(
p+(A)
)
,
where
N := ker
©­­­­«
C
CA
...
CAn−1
ª®®®®¬
.
The pair (C, A) is detectable if and only if S = {0}, see e.g. [20].
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There exists an orthogonal matrix T ∈ Rn×n such that the pair (C, A) is transformed into the detectability decomposition
form
T⊤AT =
(
A11 0
A21 A22
)
, CT =
(
C1 0
)
,
where A11 ∈ R
v×v, A21 ∈ R
(n−v)×v , A22 ∈ R
(n−v)×(n−v), C1 ∈ R
p×v and the pair (C1, A11) is detectable. In addition, if we
partition T = (T1 T2), where T1 contains the first v columns, then the undetectable subspace is given by
im(T2) = S.
Since T is orthogonal, we also have
im(T1) = S
⊥.
C. H2 and H∞ Performance of Linear Systems
In this subsection, we review the H2 and H∞ performance of a linear system with external disturbances. Consider the linear
system
Ûx = Ax + Ed,
y = Cx,
(2)
where x ∈ Rn is the state, d ∈ Rq the external disturbance and y ∈ Rp the measured output. The matrices A, C and E are of
suitable dimensions.
We first review the H2 performance of the system (2). Let Td(t) = Ce
AtE be the impulse response of (2). Then the associated
H2 performance is defined to be the square of its L2-norm, given by
J =
∫ ∞
0
tr
[
T⊤d (t)Td(t)
]
dt. (3)
Note that the performance (3) is finite if the system (2) is internally stable, i.e., A is Hurwitz.
The following well-known result provides a necessary and sufficient condition under which (2) is internally stable and (3)
is smaller than a given upper bound (see e.g. [21], [22]):
Lemma 2: Let γ > 0. Then the system (2) is internally stable and J < γ if and only if there exists P > 0 satisfying
A⊤P + PA + C⊤C < 0,
tr
(
E⊤PE
)
< γ.
Next, we review the H∞ performance of the system (2). Let Td(s) = C(sIn − A)
−1E be the transfer matrix of (2). If A is
Hurwitz, then the H∞ performance of (2) is defined as the H∞ norm of Td(s), given by
| |Td | |∞ := sup
ω∈R
σ(T ( jω)), (4)
where σ(Td( jω)) is the maximum singular value of the complex matrix Td( jω).
The well-known bounded real lemma provides a necessary and sufficient condition under which (2) is stable and (4) is
smaller than a given upper bound (see e.g. [23], [24]):
Lemma 3: Let γ > 0. Then the system (2) is internally stable and | |Td | |∞ < γ if and only if there exists P > 0 such that
A⊤P + PA +
1
γ2
PEE⊤P + C⊤C < 0.
In the next section, we will formulate the H2 and H∞ distributed filter design problems that will be addressed in this paper.
III. PROBLEM FORMULATION
Consider the finite-dimensional linear time-invariant system
Ûx = Ax + Ed,
y = Cx + Dd,
z = Hx,
(5)
where x ∈ Rn is the state, d ∈ Rq the external disturbance, y ∈ Rr the measured output and z ∈ Rp the output to be estimated.
The matrices A, C, D, E and H are of suitable dimensions.
The standard optimal filtering problem for the system (5) is to find a filter that takes y as input and returns an optimal
estimate ζ of z, while the filter state asymptotically tracks the state x of (5). Here, ‘optimal’ means that the H2 or H∞ norm
of the transfer matrix from d to the estimation error z − ζ is minimized over all such filters. In that problem setting, however,
a standing assumption is that one single filter is able to acquire the complete measured output y of the system.
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In the present paper, we relax this assumption. More specifically, we assume that the measured output y of (5) is not available
to one single filter, but is observed by N local filters. Moreover, each local filter only acquires a certain portion of the measured
output, namely,
yi = Cix + Did,
where yi ∈ R
ri , Ci ∈ R
ri×n and Di ∈ R
ri×q, for i = 1, 2, . . . , N . Here, the matrices Ci and Di are obtained by partitioning
C =
©­­­­«
C1
C2
...
CN
ª®®®®¬
, D =
©­­­­«
D1
D2
...
DN
ª®®®®¬
.
Clearly, the original output y of (5) has then been partitioned as
y =
©­­­­«
y1
y2
...
yN
ª®®®®¬
and
∑N
i=1 ri = r. In this paper it will be a standing assumption that the pair (C, A) is detectable. We will also assume that none
of the pairs (Ci, A) is detectable itself. If, for at least one i, the pair (Ci, A) is detectable, the distributed filtering problem boils
down to the standard optimal filtering problem.
In our distributed case, each local filter makes use of the portion of the measured output that it acquires and will then
communicate with its neighboring local filters by exchanging filter state information. In this way, the local filters will together
form a distributed filter. Following [8] and [10], we propose a distributed filter of the form
Ûwi = Awi + Gi(yi − Ciwi) + Fi
N∑
j=1
aij (wj − wi),
ζi = Hwi, i = 1, 2, . . . , N,
(6)
where wi ∈ R
n is the state of the ith local filter and ζi ∈ R
p is the associated output. The matrices Gi ∈ R
n×ri and Fi ∈ R
n×n
are local filter gains to be designed. The coefficients aij are the entries of the adjacency matrix A of the communication graph.
In this paper, it will be a standing assumption that this graph is a strongly connected weighted directed graph.
For the ith local filter, we introduce the associated local state estimation error ei and local output estimation error ηi as
ei := x − wi,
ηi := z − ζi, i = 1, 2, . . . , N .
The dynamics of the ith local error system is then given by
Ûei = (A − GiCi)ei + Fi
N∑
j=1
aij (ej − ei) + (E − GiDi)d,
ηi = Hei, i = 1, 2, . . . , N .
Denote e = (e⊤
1
, e⊤
2
, . . . , e⊤
N
)⊤, η = (η⊤
1
, η⊤
2
, . . . , η⊤
N
)⊤ and
A¯ := blockdiag(A − GiCi) ∈ R
nN×nN ,
F¯ := blockdiag(Fi) ∈ R
nN×nN ,
E¯ := col(E − GiDi) ∈ R
nN×q .
The global error system is then given by
Ûe =
(
A¯ − F¯(L ⊗ In)
)
e + E¯d,
η = (IN ⊗ H)e,
(7)
where L ∈ RN×N is the Laplacian matrix of the communication graph. The impulse response of the system (7) from the
disturbance d to the output estimation error η is equal to
Td(t) = (IN ⊗ H)e
(A¯−F¯(L⊗In ))t E¯ .
We introduce the global H2 cost functional
J =
∫ ∞
0
tr
[
T⊤d (t)Td(t)
]
dt. (8)
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The H2 optimal distributed filtering problem is then the problem of minimizing the H2 cost functional (8) over all distributed
filters (6) such that the global error system (7) is internally stable. Note that (8) is a function of the local gain matrices
F1, F2, . . . , FN and G1,G2, . . . ,GN .
Unfortunately, due to the particular form of (6), this optimization problem is, in general, non-convex and it is unclear
whether a closed-form solution exists. Therefore, instead of trying to find an optimal solution, we will address a version of this
problem that only requires suboptimality. More concretely, we aim at designing a distributed filter such that the error system
(7) is internally stable and the H2 performance (8) is smaller than an a priori given tolerance γ. In that case, we say that the
distributed filter (6) is H2 γ-suboptimal:
Definition 4: Let γ > 0. The distributed filter (6) is called H2 γ-suboptimal if:
1) for all i = 1, 2, . . . , N , whenever d = 0, we have that limt→∞
(
x(t) − wi(t)
)
→ 0 for all initial conditions on (5) and (6).
2) the associated performance (8) satisfies J < γ.
Correspondingly, the H2 suboptimal distributed filtering problem that we will address is the following:
Problem 1: Let γ > 0. For i = 1, 2, . . . , N , find gain matrices Gi ∈ R
n×ri and Fi ∈ R
n×n such that the distributed filter (6) is
H2 γ-suboptimal.
In addition to the distributed filtering problem with H2 performance, in this paper we will also consider the version of this
problem with H∞ performance. Obviously, the transfer matrix of the system (7) from the disturbance d to the output estimation
error η is equal to
Td(s) = (IN ⊗ H)
(
sInN − (A¯ − F¯(L ⊗ In))
)−1
E¯ .
The H∞ performance of the distributed filter (6) is given by the H∞ norm | |Td | |∞ of Td(s). The problem that we will then
consider is to design a distributed filter (6) such that the error system (7) is internally stable and its H∞ performance is smaller
than an a priori given tolerance γ. In that case, we say that the distributed filter (6) is H∞ γ-suboptimal:
Definition 5: Let γ > 0. The distributed filter (6) is called H∞ γ-suboptimal if:
1) for all i = 1, 2, . . . , N , whenever d = 0, we have that limt→∞
(
x(t) − wi(t)
)
→ 0 for all initial conditions on (5) and (6).
2) | |Td | |∞ < γ.
Correspondingly, the H∞ suboptimal distributed filtering problem that we will address is the following:
Problem 2: Let γ > 0. For i = 1, 2, . . . , N , find gain matrices Gi ∈ R
n×ri and Fi ∈ R
n×n such that the distributed filter (6) is
H∞ γ-suboptimal.
IV. H2 AND H∞ SUBOPTIMAL DISTRIBUTED FILTER DESIGN
In this section, we will address Problems 1 and 2 introduced above and provide design methods for obtaining suboptimal
distributed filters.
As we have explained before, the ith local filter (6) receives only a certain portion of the measured output, namely,
yi = Cix + Did, i = 1, 2, . . . , N .
In order to proceed, we first apply orthogonal transformations to the pairs (Ci, A). For i = 1, 2, . . . , N , let Ti be an orthogonal
matrix such that the pair (Ci, A) is transformed into the detectability decomposition form
T⊤i ATi =
(
Ai11 0
Ai21 Ai22
)
, CiTi =
(
Ci1 0
)
, (9)
where Ai11 ∈ R
vi×vi , Ai21 ∈ R
(n−vi )×vi , Ai22 ∈ R
(n−vi )×(n−vi ), Ci1 ∈ R
ri×vi and the pair (Ci1, Ai11) is detectable. The integer vi
is equal to the dimension of the othogonal complement of the undetectable subspace of the pair (Ci, A). Accordingly, partition
T⊤i E =
(
Ei1
Ei2
)
, HTi =
(
Hi1 Hi2
)
, (10)
where Ei1 ∈ R
vi×q, Ei2 ∈ R
(n−vi )×q, Hi1 ∈ R
p×vi and Hi1 ∈ R
p×(n−vi ).
Using the fact that (Ci1, Ai11) is detectable, let Qi1 be any positive definite solution to
Ai11Qi1 +Qi1A
⊤
i11 − Qi1C
⊤
i1Ci1Qi1 < 0. (11)
Then, by defining
Gi1 := Qi1C
⊤
i1, (12)
the matrix Ai11 − Gi1Ci1 is Hurwitz.
In the sequel, we will make use of the transformed matrices (9) and (10) and the gain matrix (12) to obtain filter gains that
solve Problems 1 and 2. Before presenting the main results of this paper, we will first provide a lemma that will be essential
for later use. This lemma is a generalization of [8, Lemma 4], and connects the Laplacian matrix of the communication graph
with detectability properties of the system (5).
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Lemma 6: Let L := ΘL + L⊤Θ, where Θ is defined as in Lemma 1. Define T := blockdiag(Ti) ∈ R
nN×nN , where the Ti are
the orthogonal matrices introduced in (9) and (10). Let mi > 0 and
Mi :=
(
mi Ivi 0
0 0n−vi
)
, i = 1, 2, . . . , N .
Define M := blockdiag(Mi). Then,
T⊤(L ⊗ In)T + M > 0. (13)
The proof of Lemma 6 can be given by adapting the proof of [8, Lemma 4], replacing the observability decomposition by the
detectability decomposition. We omit the details here.
In the next two subsections, we will deal with the design of H2 and H∞ suboptimal distributed filters, respectively.
A. H2 Suboptimal Distributed Filter Design
In this subsection, we will provide a design method for obtaining H2 suboptimal distributed filters. More specifically, we
aim at finding a distributed filter such that the global error system (7) is stable and the associated H2 performance (8) is less
than an a priori given tolerance.
The next lemma expresses the existence of suitable gain matrices Fi and Gi , i = 1, 2, . . . , N in terms of solvability of LMI’s.
Lemma 7: Let γ > 0. Let the matrices T , M and L be as introduced in Lemma 6. Let ǫ > 0 be such that
T⊤(L ⊗ In)T + M > ǫ InN . (14)
Let Gi1 be as defined in (12). For i = 1, 2, . . . , N , assume there exist κ > 0, Pi1 > 0 and Pi2 > 0 satisfying(
Φi + H
⊤
i1
Hi1 + κ(mi − ǫ)Ivi A
⊤
i21
Pi2 + H
⊤
i1
Hi2
Pi2Ai21 + H
⊤
i2
Hi1 Ψi
)
< 0 (15)
and
N∑
i=1
tr
[
(Ei1 − Gi1Di)
⊤Pi1(Ei1 − Gi1Di) + E
⊤
i2Pi2Ei2
]
< γ, (16)
where
Φi := A
⊤
i11Pi1 + Pi1Ai11 − C
⊤
i1G
⊤
i1Pi1 − Pi1Gi1Ci1, (17)
Ψi := Pi2Ai22 + A
⊤
i22Pi2 + H
⊤
i2Hi2 − κǫ In−vi . (18)
For i = 1, 2, . . . , N , define gain matrices Fi and Gi by
Fi := κθiTi
(
P−1
i1
0
0 P−1
i2
)
T⊤i (19)
and
Gi := Ti
(
Gi1
0
)
. (20)
Then the corresponding distributed filter (6) is H2 γ-suboptimal.
Proof: First, it follows from (13) in Lemma 6 that there exists ǫ > 0 such that (14) holds. Next, note that (15) is equivalent
to
blockdiag
(
Φi + H
⊤
i1
Hi1 A
⊤
i21
Pi2 + H
⊤
i1
Hi2
Pi2Ai21 + H
⊤
i2
Hi1 Pi2Ai22 + A
⊤
i22
Pi2 + H
⊤
i2
Hi2
)
+κ(M − ǫ InN ) < 0.
(21)
Using (14), it follows from (21) that
blockdiag
(
Φi + H
⊤
i1
Hi1 A
⊤
i21
Pi2 + H
⊤
i1
Hi2
Pi2Ai21 + H
⊤
i2
Hi1 Pi2Ai22 + A
⊤
i22
Pi2 + H
⊤
i2
Hi2
)
−κT⊤(L ⊗ In)T < 0.
(22)
Let
P := blockdiag(Pi), Pi := Ti
(
Pi1 0
0 Pi2
)
T⊤i . (23)
Clearly, P > 0. By using (19), (20), (23), (9) and (10), then (22) holds if and only if
A¯⊤P + PA¯ − (L⊤ ⊗ In)F¯
⊤P + PF¯(L ⊗ In) + IN ⊗ H
⊤H < 0 (24)
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holds, where F¯ := blockdiag(Fi) and Fi is defined by (19). Therefore, there exist κ > 0, Pi1 > 0 and Pi2 > 0 such that (15)
holds for i = 1, 2, . . . , N if and only if there exists P > 0 of the form (23) such that (24) holds. Since the solutions of (15)
also satisfy (16), we obtain
tr
(
E¯⊤PE¯
)
< γ. (25)
Finally, since (24) and (25) have a solution P > 0, it follows from Lemma 2 that the error system (7) is internally stable and
J < γ. Thus the distributed filter (6) with (20) and (19) is H2 γ-suboptimal.
Remark 8: In Lemma 7, the choice of the parameters mi > 0 is arbitrary. The parameter ǫ > 0 should be chosen sufficiently
small so that (14) holds. The gain Gi is defined by (20). Then, of course, the question arises: for chosen mi > 0, ǫ > 0 and
Gi , how can we find the smallest γ > 0 such that the corresponding distributed filter (6) is H2 γ-suboptimal? This requires to
find the smallest γ such that the LMI’s (15) and (16) are solvable. It is well known that this can be done by using a standard
bisection algorithm, see e.g. [23, page 115].
Remark 9: Lemma 7 states that if there exist solutions κ > 0, Pi1 > 0 and Pi2 > 0 satisfying (15) and (16), then the
distributed filter (6) with gain matrices (19) and (20) is H2 γ-suboptimal. There, the inequality (16) is a global condition for
checking suboptimality. In fact, such suboptimality condition can also be checked locally. Indeed, if for i = 1, 2, . . . , N there
exist solutions satisfying (15) and
tr
[
(Ei1 − Gi1Di)
⊤Pi1(Ei1 − Gi1Di) + E
⊤
i2Pi2Ei2
]
<
γ
N
,
then the corresponding distributed filter (6) with (19) and (20) is H2 γ-suboptimal.
Lemma 7 provides a condition for the existence of suitable gain matrices Fi and Gi in terms of solvability of LMI’s. In the
next theorem, we show that, in fact, the LMI’s (15) in Lemma 7 always have solutions. In fact, we can take Pi2 to be the
identity matrix of dimension n− vi and Pi1 to be the unique solution of a given Lyapunov equation. In this way we obtain the
following conceptual algorithm for computing suitable gain matrices.
Theorem 10: Let γ > 0. Then an H2 γ-suboptimal distributed filter of the form (6) is obtained as follows:
1) Compute θ = (θ1, θ2, . . . , θN ) with θi > 0 such that θL = 0 and θ1N = N .
Then, for i = 1, 2, . . . , N:
2) Compute orthogonal matrices Ti that put A, Ci, E and H into the form (9) and (10).
3) Take mi = 1 and compute ǫ > 0 such that
T⊤(L ⊗ In)T + M > ǫ InN . (26)
4) Compute Qi1 > 0 satisfying (11). Define Gi1 := Qi1C
⊤
i1
.
5) Take κ > 0 sufficiently large such that
Ai22 + A
⊤
i22 + H
⊤
i2Hi2 − κǫ In−vi
+
1
κǫ
(Ai21 + H
⊤
i2Hi1)(Ai21 + H
⊤
i2Hi1)
⊤ < 0.
(27)
6) Compute Pi1 > 0 satisfying the Lyapunov equation
(Ai11 − Gi1Ci1)
⊤Pi1 + Pi1(Ai11 − Gi1Ci1)
+H⊤i1Hi1 + κIvi = 0.
(28)
7) Define gain matrices Fi and Gi by
Fi := κθiTi
(
P−1
i1
0
0 In−vi
)
T⊤i , Gi := Ti
(
Gi1
0
)
. (29)
Then for all γ > 0 satisfying
N∑
i=1
tr
[
(Ei1 − Gi1Di)
⊤Pi1(Ei1 − Gi1Di) + E
⊤
i2Ei2
]
< γ, (30)
the corresponding distributed filter (6) with gain matrices (29) is H2 γ-suboptimal.
Proof: Using Lemma 6, by choosing mi = 1 for i = 1, 2, . . . , N , there exists ǫ > 0 such that (26) holds. Next, for
i = 1, 2, . . . , N , we choose κ > 0 sufficiently large such that (27) holds . Since Qi1 is a positive definite solution of (11) and
Gi1 := Qi1C
⊤
i1
, then the matrix Ai11 − Gi1Ci1 is Hurwitz. Consequently, for i = 1, 2, . . . , N , the Lyapunov equation (28) has
unique solution Pi1 > 0. Since (27) holds and −κǫ Ivi < 0, by using the Schur complement, we obtain(
−κǫ Ivi A
⊤
i21
+ H⊤
i1
Hi2
Ai21 + H
⊤
i2
Hi1 Ψ˜i
)
< 0, i = 1, 2, . . . , N, (31)
where Ψ˜i := Ai22 + A
⊤
i22
+ H⊤
i2
Hi2 − κǫ In−vi . Using (28) and Pi2 = In−vi , it then follows that (15) holds.
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On the other hand, by taking Pi2 = In−vi in (16), we obtain (30). It then follows from Lemma 7 that the corresponding
distributed filter is H2 γ-suboptimal.
Remark 11: Note that, in step 1) of Theorem 10, we need to compute the left eigenvector θ of the Laplacian matrix
corresponding to the eigenvalue 0. This requires so-called global information on the communication graph. This dependency
on global information can be removed using algorithms that compute left eigenvectors of the Laplacian matrix in a distributed
fashion, see e.g. [25] or [26]. On the other hand, in step 3) we need to compute ǫ . To do so, we need knowledge of the
orthogonal matrices Ti , the matrix M and the Laplacian matrix L, which is global information. Also in step 5), we need to
find one κ that satisfy (27) for i = 1, 2, . . . , N . Note that, however, we can always take ǫ > 0 sufficiently small and κ > 0
sufficiently large such that (26) and (27) hold, respectively. This might however lead to an achievable tolerance γ that is very
large, giving poor suboptimality of the corresponding distributed filter.
In general, the computation of our suboptimal filters requires global information, so cannot be performed in a decentralized
fashion. This is in contrast with the decentralized computation of distributed state observers as described in [27].
B. H∞ Suboptimal Distributed Filter Design
In this subsection, we will provide a method for obtaining H∞ suboptimal distributed filters. More concretely, we aim at
finding, for a given tolerance γ > 0, a distributed filter such that the global error system (7) is stable and | |Td | |∞ < γ.
The next lemma expresses the existence of suitable gain matrices Fi and Gi , i = 1, 2, . . . , N in terms of solvability of N
nonlinear matrix inequalities.
Lemma 12: Let γ > 0. Let the matrices T , M and L be as introduced in Lemma 6. Let ǫ > 0 be such that
T⊤(L ⊗ In)T + M > ǫ InN . (32)
Let Gi1 be as defined in (12). For i = 1, 2, . . . , N , assume there exist κ > 0, Pi1 > 0 and Pi2 > 0 satisfying(
Φi + κ(mi − ǫ)Ivi Ωi
Ω
⊤
i
Ψi − κǫ In−vi
)
< 0, (33)
where
Φi = (Ai11 − G
⊤
i1Ci1)
⊤Pi1 + Pi1(Ai11 − G
⊤
i1Ci1)
+
1
γ2
Pi1(Ei1 − Gi1Di)(Ei1 − Gi1Di)
⊤Pi1 + H
⊤
i1Hi1, (34)
Ωi = A
⊤
i21Pi2 + H
⊤
i1Hi2 +
1
γ2
Pi1(Ei1 − Gi1Di)E
⊤
i2Pi2, (35)
Ψi = Pi2Ai22 + A
⊤
i22Pi2 +
1
γ2
Pi2Ei2E
⊤
i2Pi2 + H
⊤
i2Hi2 .
For i = 1, 2, . . . , N , define gain matrices Fi and Gi by
Fi := κθiTi
(
P−1
i1
0
0 P−1
i2
)
T⊤i (36)
and
Gi := Ti
(
Gi1
0
)
. (37)
Then the corresponding distributed filter (6) is H∞ γ-suboptimal.
Proof: First, it follows from (13) in Lemma 6 that there exists ǫ > 0 such that (14) holds. Next, note that (33) is equivalent
to
blockdiag
(
Φi Ωi
Ω
⊤
i
Ψi
)
+ κ(M − ǫ InN ) < 0. (38)
Using (14), it then follows from (38) that
blockdiag
(
Φi Ωi
Ω
⊤
i
Ψi
)
− κT⊤(L ⊗ In)T < 0. (39)
Let
P := blockdiag(Pi), Pi := Ti
(
Pi1 0
0 Pi2
)
T⊤i . (40)
Clearly, P > 0. By using (36), (37), (40), (9) and (10), then (39) holds if and only if
A¯⊤P + PA¯ − (L⊤ ⊗ In)F¯
⊤P − PF¯(L ⊗ In)
+
1
γ2
PE¯E¯⊤P + IN ⊗ H
⊤H < 0
(41)
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©­«
(Ai11 −G
⊤
i1
Ci1)
⊤Pi1 + Pi1(Ai11 −G
⊤
i1
Ci1) + κ(mi − ǫ )Ivi + H
⊤
i1
Hi1 A
⊤
i21
Pi2 + H
⊤
i1
Hi2 Pi1(Ei1 −Gi1Di )
Pi2Ai21 + H
⊤
i2
Hi1 Pi2Ai22 + A
⊤
i22
Pi2 Pi2Ei2
(Ei1 −Gi1Di )
⊤Pi1 E
⊤
i2
Pi2 −γ
2 Iq
ª®¬ < 0. (42)
holds, where F¯ := blockdiag(Fi) and Fi is defined by (36). Therefore, there exist κ > 0, Pi1 > 0 and Pi2 > 0 such that (33)
holds for i = 1, 2, . . . , N if and only if there exists P > 0 of the form (23) such that (41) holds. Finally, since (41) has a
solution P > 0, it follows from Lemma 3 that the error system (7) is internally stable and | |Td | |∞ < γ. Thus the distributed
filter (6) with (37) and (36) is H∞ γ-suboptimal.
Lemma 12 provides a condition for the existence of suitable gain matrices Fi and Gi in terms of solvability of the nonlinear
matrix inequalities (33). However, these inequalities are not LMI’s. However, by using suitable Schur complements, we can
transform the inequalities (33) into LMI’s. In this way we obtain the following conceptual algorithm for computing suitable
gain matrices.
Theorem 13: Let γ > 0. Then an H∞ suboptimal distributed filter of the form (6) is obtained as follows:
1) Compute θ = (θ1, θ2, . . . , θN ) with θi > 0 such that θL = 0 and θ1N = N .
For i = 1, 2, . . . , N:
2) Compute an orthogonal matrix Ti that puts A, Ci, E and H into the form (9) and (10).
3) Take arbitrary mi > 0 and compute ǫ > 0 such that
T⊤(L ⊗ In)T + M > ǫ InN . (43)
4) Compute Qi1 > 0 satisfying (11). Define Gi1 := Qi1C
⊤
i1
.
5) Compute Pi1 > 0, Pi2 > 0 and κ > 0 such that the inequality (42) (see next page) holds.
6) Define gain matrices Fi and Gi by
Fi := κθiTi
(
P−1
i1
0
0 In−vi
)
T⊤i , Gi := Ti
(
Gi1
0
)
. (44)
Then the corresponding distributed filter (6) is H∞ γ-suboptimal.
Proof: By taking the appropriate Schur complements in (42), it follows that (42) hold if and only if (33) hold. The rest
follows from Lemma 12.
We conclude this section by noting that remarks similar to Remark 8 and Remark 11 hold in the H∞ case.
V. SIMULATION EXAMPLE
In this section, we will use a simulation example borrowed from [10] to illustrate the conceptual algorithm in Theorem 10
for designing H2 suboptimal distributed filters. Consider the linear time-invariant system
Ûx = Ax + Ed,
y = Cx + Dd,
z = Hx,
(45)
where
A =
©­­­«
0 1 0 0
−1 0 0 0
0 0 0 2
0 0 −2 0
ª®®®¬
, E =
©­­­«
0.1
0.1
0
0.1
ª®®®¬
, C = I4,
D =
©­­­«
0.1
0
0.1
0.1
ª®®®¬
, H =
©­«
1 0 0 0
0 2 0 0
0 0 0 1
ª®¬ .
The system (45) is monitored by four local filters, and each local filter acquires a portion of the measured output y, namely,
yi = Ci x + Did, i = 1, 2, 3, 4,
where the matrices Ci and Di are obtained by partitioning
C =
©­­­«
C1
C2
C3
C4
ª®®®¬
=
©­­­«
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
ª®®®¬
, D =
©­­­«
D1
D2
D3
D4
ª®®®¬
=
©­­­«
0.1
0
0.1
0.1
ª®®®¬
.
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Fig. 1. The communication graph between the local filters.
The pair (C, A) is detectable but none of the pairs (Ci, A) is detectable.
We assume the four local filters to be of the form (6). The communication graph between the four local filters is depicted
in Figure 1. The graph is strongly connected and the associated Laplacian matrix is given by
L =
©­­­«
2 −1 0 −1
0 1 −1 0
−1 0 1 0
−1 0 0 1
ª®®®¬
.
The normalized left eigenvector θ of L associated with eigenvalue 0 is computed to be θ =
(
1 1 1 1
)
.
Next, for i = 1, 2, 3, 4, we compute an orthogonal matrix Ti such that the matrices A, Ci, E and H are transformed into
the form (9) and (10). For i = 1, 2, 3, 4, we take mi = 1. We also compute ǫ = 0.42 such that (26) holds. Subsequently,
for i = 1, 2, 3, 4, we solve (27) and compute κ = 9.6. Following the steps in Theorem 10, gain matrices Fi and Gi are then
computed as
F1 =
©­­­«
0.3636 0.0837 0 0
0.0837 0.3442 0 0
0 0 9.6000 0
0 0 0 9.6000
ª®®®¬
,
F2 =
©­­­«
0.3460 −0.0660 0 0
−0.0660 0.3579 0 0
0 0 9.6000 0
0 0 0 9.6000
ª®®®¬
,
F3 =
©­­­«
9.6000 0 0 0
0 9.6000 0 0
0 0 0.4274 0.0491
0 0 0.0491 0.4217
ª®®®¬
,
F4 =
©­­­«
9.6000 0 0 0
0 9.6000 0 0
0 0 0.4220 −0.0445
0 0 −0.0445 0.4266
ª®®®¬
,
and
G1 =
©­­­«
0.4445
0.0488
0
0
ª®®®¬
, G2 =
©­­­«
−0.0488
0.4445
0
0
ª®®®¬
,
G3 =
©­­­«
0
0
0.4465
0.0248
ª®®®¬
, G4 =
©­­­«
0
0
−0.0248
0.4465
ª®®®¬
.
As an example, we take the initial state of the system (45) to be x0 =
(
1 −0.5 −1 0
)⊤
and the initial state of the
distributed filter to be zero. In Figures 2, 3, 4 and 5, we have plotted the state trajectories of the system and that of the
distributed filter in absence of external disturbances. It can be seen that the states of the local filters asymptotically track the
state of the system (45). Moreover, we compute
N∑
i=1
tr
[
(E⊤i1 − D
⊤
i G
⊤
i1)Pi1(Ei1 − Gi1Di) + E
⊤
i2Ei2
]
= 1.3717.
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, FEBRUARY 10, 2020 11
0 5 10 15 20 25
Time (sec)
-1.5
-1
-0.5
0
0.5
1
1.5
x1
w1,1
w2,1
w3,1
w4,1
Fig. 2. Plots of trajectories of x1 (dashed lines) and the corresponding filter state component (solid lines).
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Fig. 3. Plots of trajectories of x2 (dashed lines) and the corresponding filter state component (solid lines).
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Fig. 4. Plots of trajectories of x3 (dashed lines) and the corresponding filter state component (solid lines).
Thus, for all γ > 1.3717, the distributed filter (6) with gain matrices Fi and Gi is H2 γ-suboptimal.
VI. CONCLUSION
In this paper, we have studied theH2 andH∞ suboptimal distributed filtering problem for linear systems. We have established
conditions for the existence of suitable filter gains. These are expressed in terms of solvability of LMI’s. Based on these
conditions, we have provided conceptual algorithms for obtaining the H2 and H∞ suboptimal distributed filters, respectively.
The computation of these distributed filters requires centralized computation, i.e. global information is needed. As a possibility
for future research, we mention the extension of the results in this paper to the case that the filter gains need to be computed
in a decentralized fashion, see for example [27].
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