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Abstract 
In recent study of repetitive structures of strings, generalized notions of periods have been 
introduced. A typical regularity, the period u of a given string n, grasps the repetitiveness of x 
since x is a prefix of a string constructed by concatenations of u. A substring w of x is called 
a cover of x if x can be constructed by concatenations and superpositions of w. The notion 
“cover” is a generalization of periods in the sense that superpositions as well as concatenations 
are considered to define it, whereas only concatenations are considered for periods. 
We consider the all-covers problem, i.e., that of computing all the covers of a given string of 
length n. We present an optimal O(log log n)-time CRCW PRAM algorithm for the all-covers 
problem. Since there is an Q(log logn) lower bound on the time complexity of the all-covers 
problem, our algorithm is work-time optimal. 
1. Introduction 
In recent study of repetitive structures of strings, generalized notions of periods 
have been introduced. A typical regularity, the period u of a given string x, grasps the 
repetitiveness of x since x is a prefix of a string constructed by concatenations of u. 
A substring w of x is called a cover of x if x can be constructed by concatenations 
and superpositions of w. A substring w of x is called a seed of x if there exists 
a superstring of x which is constructed by concatenations and superpositions of w. 
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For example, abc is a period of abcabcabca, abca is a cover of abcabcaabca, and 
abca is a seed of abcabcaabc. The notions “cover” and “seed” are generalizations of 
periods in the sense that superpositions as well as concatenations are considered to 
define them, whereas only concatenations are considered for periods. A variant of the 
covering problem (see [I 11) studied here, was shown to have applications to DNA 
sequencing by hybridization using oligonucleotide probes. 
In computation of covers, two problems have been considered in the literature. The 
shortest-cover problem (also known as the superprimitivity test) is that of computing 
the shortest cover of a given string of length n, and the all-covers problem is that of 
computing all the covers of a given string. Apostolico et al. [3] introduced the notion 
of covers and gave a linear-time algorithm for the shortest-cover problem. Breslauer 
[8] presented a linear-time on-line algorithm for the same problem. Moore and Smyth 
[17] presented a linear-time algorithm for the all-covers problem. In parallel computa- 
tion, Breslauer [9] gave two algorithms for the shortest-cover problem. The first one 
is an optimal O(a(n) loglogn)-time algorithm, where IX(~) is the inverse Ackermann 
function, and the second one is a non-optimal algorithm that requires O(log log n) time 
and O(n logn) work. Breslauer [9] also obtained an L&log logn) lower bound on the 
time complexity of the shortest-cover problem from the lower bound of string match- 
ing [lo]. Iliopoulos and Park [15] gave an optimal O(log log n)-time (thus work-time 
optimal) algorithm for the shortest-cover problem. 
Iliopoulos et al. [14] introduced the notion of seeds and gave an O(n logn)-time 
algorithm for computing all the seeds of a given string of length n. For the same 
problem Ben-Amram et al. [4] presented a parallel algorithm that requires O(log n) time 
and O(n log n) work. Apostolic0 and Ehrenfeucht [2] considered yet another problem 
related to covers. 
In this paper we consider the all-covers problem and present an optimal O(log log n)- 
time common CRCW PRAM algorithm for the problem. Since the Q(log logn) lower 
bound of the shortest-cover problem applies to the all-covers problem, our algorithm 
is work-time optimal. Although the shortest-cover problem and the all-covers problem 
are closely related, the techniques for solving the two problems are quite different in 
both sequential and parallel cases. While the algorithms for the shortest-cover problem 
[3,8,9, 151 rely mostly on string matching techniques, our algorithm for the all-covers 
problem is based on gap monitoring techniques that will be presented in Section 3. 
In Section 2 we present basic definitions and facts as well as previously known 
results which we build our algorithm upon. In Section 3 we describe gap monitoring 
techniques which is the main part of our algorithm, and in Section 4 we present the 
all-covers algorithm based on the gap monitoring techniques. In Section 5 we conclude. 
2. Preliminaries 
A string is a sequence of zero or more symbols from an alphabet C. The set of all 
strings over the alphabet Z is denoted by Z*. A string x of length n is represented by 
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Xl . ..n., where Xi E C for 1 < i < n. A string w is a substring of x if x = uwv for 
U, u E C* ; we equivalently say that the string w occurs at position ju] + 1 of the string 
x. A string w is a preJx of X if X = wu for u E C*. Similarly, w is a sufix of x if 
x=uwforuEC*. 
The string xy is a concatenation of two strings x and y. The concatenations of k 
copies of x is denoted by xk. For two strings x = xi . . ’ x, and y = yi . . . y,,, such that 
X,-i+1 ” ‘X, = yi ” . yi for some i 2 1, the string x1 . . . X,yi+l . . y,,, is a superposition 
of x and y. 
Let x be a string of length n. A prefix xi . . .xp, 1 < p < n, of x is a period of x 
if Xi = Xi+p for all 1 < i < n - p. The period of a string x is the shortest period of 
x. A string b is a border of x if b is a prefix and a suffix of x. The empty string and 
x itself are trivial borders of x. For example, if x = abaababaababa then non-trivial 
borders of x are a, aba, and abaababa. 
Fact 1. A string u is a period of x = ub if and only if b is a non-trivial border of x. 
A substring w of x is called a cover of x if x can be constructed by concatenations 
and superpositions of w. We consider the all-covers problem, i.e., that of computing 
all the covers of a given string x of length n. 
Fact 2. A cover of string x is also a border of x. 
In the example above, all the covers of x = abaababaababa are aba, abaababa and 
x itself which are all borders, but border a is not a cover. Therefore, borders of the 
given string x are candidates for covers. Our algorithm for the all-covers problem starts 
with all the borders of x and finds covers among the borders. 
Fact 3. If u and v are borders of x such that (v(/2 d Iu( < (v(, then u covers v. 
Fact 3 is true since u’s occurrences as a prefix and a suffix of v cover v. 
Let bl, . . . , bk be the sequence B of all non-trivial borders of x from smallest to 
largest. Let bo denote the empty string and bk+l the given string x. A subsequence 
bl,...,b I+,,, of B is said to be a chain of covers of x if every bl+i, 0 < i < m, covers 
x. If additionally each of bl-1 and bl+,+l is a trivial border or it does not cover x, 
then bl, . . . , bl+, is said to be a maximal chain of covers. 
Lemma 1. There are at most [logn] maximal chains of covers. 
Proof. Let b, be the smallest border such that 2’-’ d lb, I < 2’. There are at most 
z = [lognl such borders. It is not difficult to see that if there is a border b such that 
(b,l < (bl -C 2’, then b, covers b by Fact 3. 
Assume that b, does not cover x. Then we can show that there are no covers (and 
thus no chains) in the [2’-‘, 2’ - l] range. Suppose that there is a cover b such that 
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lb, 1 < IbJ < 2’. From the fact that b, covers b, it follows that b,, also covers x, which 
is a contradiction. 
Assume next that bt, covers x. Let b’ be the largest cover such that lb,) d lb’/ < 2’. 
From Fact 3 it follows that all borders b such that lb,/ d Ibl < Ib’( are covers of x, 
thus forming a chain of covers. Since there are no other covers in this range, there is 
at most one chain in each range. 
Therefore, we can have at most z chains and thus [lognl maximal chains. II 
Our computational model is the CRCW PRAM (Concurrent Read Concurrent Write 
Parallel Random Access Machine). The CRCW PRAM is a shared memory model of 
parallel computation which consists of a collection of identical processors and a shared 
memory. Each processor is a RAM, working synchronously and communicating via the 
shared memory. The memory is accessed by concurrent writes and concurrent reads. 
There are several variants of the CRCW PRAM depending on how concurrent writes 
are handled. We use the weakest version, called the common CRCW PRAM, in which 
concurrent writes are allowed only when all processors are attempting to write the same 
value. See [16, 121 for the various types of CRCW PRAMS and their relationship. 
We measure the complexity of an algorithm on this model by the pair (t, p), where 
t denotes the time and p the number of processors used by the algorithm. The product 
t x p is the total number of operations required by the algorithm. A parallel algorithm 
for a problem is said to be optimal if its total number of operations is asymptotically 
the same as that required by the fastest sequential algorithm for the problem. An 
optimal algorithm is said to be work-time optimal if its time is the best possible (i.e., 
matches a lower bound). 
Our parallel algorithm for the all-covers problem makes use of the following known 
algorithms: 
1. Given a string of length n, the algorithm in [l] computes all the periods of the 
string in optimal O(log logn) time on the common CRCW PRAM. By Fact 1 the 
algorithm can be trivially modified to compute all the borders of the given string. The 
modified algorithm will be referred to as the ALL-BORDERS algorithm. 
2. Given a pattern of length m and a text of length n (m 6 n), the algorithm in [13] 
(which will be referred to as the PREFIX-MATCHING algorithm) computes the maximum 
prefix of the pattern that occurs in each position of the text in O(loglogm) time on 
an (n/ log log m)-processor common CRCW PRAM. 
3. Given an array al,. . . ,a,, the algorithm in [5] (which will be referred to as the 
NEAREST-VALUE algorithm) computes for each ai the nearest one al to the left and the 
nearest one a, to the right such that 
aI > Qi and a,bai. 
This algorithm requires O(log logn) time and n/log logn processors on the common 
CRCW PRAM. Be&man et al. [5] also presented an optimal O(log log a)-time algo- 
rithm for computing prefix maxima of the array al,. . . , a, on the common CRCW 
PRAM, which will be referred to as the PREFIX-MAXIMA algorithm. 
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The following theorem by Brent [7] is useful in analyzing parallel algorithms, since 
it allows us to count only the time and the total number of operations. 
Theorem 1. If a parallel computation can be performed in time t using q operations, 
then it can be performed in time t + (q - t)/p using p processors. 
For example, if a parallel algorithm runs in O(loglogn) time using O(n) operations, 
then it can be performed in the same O(loglogn) time with nlloglogn processors. 
Theorem 1 requires the assignment of processors to their tasks, which can easily be 
done in our algorithm. 
3. Gap monitoring techniques 
Let k be the number of non-trivial borders of the given string x, and let bl, . . . , bk 
be the non-trivial borders from smallest to largest. (Recall that bo denotes the empty 
string and bk+l the given string x.) Moreover, let D1, 1 d t d k, be the set of all 
positions j in x such that bt is the largest border occurring at j. Note that if b, is the 
largest border occurring at j then all bl, . . . , b, occur at position j as prefixes of b,. 
Let DF = Dk U Dk_1 U . . . U Dt. One can see that 0: is the set of all occurrences 
of b, in x. For the example x = abaababaababa, non-trivial borders are bl = a, 
b2 = aba, and b3 = abaababa. D1 = {3,8,13}, 02 = {4,9, ll}, and 03 = { 1,6}. 
Hence, 0: = { 1,4,6,9,11} is the set of all occurrences of b2 = aba. 
Fact 4. A border bt is a cover of x if and only if the maximum distance (gap) 
between adjacent occurrences of bt is less than or equal to IblJ, i.e., the maximum 
distance between adjacent positions in 0;” is less than or equal to (b,l. 
Our algorithm is based on monitoring the gap changes between DT’s. Gap monitoring 
starts with finding the occurrence of the largest border at each position of the input 
string. Let b, be the largest border occurring at position j. A processor pj is assigned 
to every position j of the input string. Processor pj finds the next occurrence of bt in 
x, and if the distance between these two occurrences is greater than Ib,( then we say 
that there is a gap at j for border bl. Note that if a border has a gap then it cannot be 
a cover. For an example in Fig. 1, there are consecutive occurrences of b, at positions 
iz and i4, but the distance between these two occurrences is greater than lb, 1 and thus 
b, has a gap at iz. 
If there is a gap at j in D:, this gap may be either ended or narrowed in D,* for 
some Y < t, only if an occurrence of a smaller border b, is found between the above 
two consecutive occurrences of bt. In Fig. 1, the gap at i2 is narrowed by an occurrence 
of b, at i3. The gap monitoring algorithm is based on the bookkeeping of a record 
by each processor pi either when a gap opens or when a gap narrows or when a gap 
ends; each processor can check these operations concurrently and independent of the 
other processors. In the end, all borders b, which have gaps in 0: are not covers. 
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Fig. 1. Dt = {iz,id,iT} and D, = {il,ij,&,i6}. 
Let j be a position of x and s a border index. We formally define GapStart( j, s) = t 
if and only if 
(i) the border bt occurs consecutively at positions j and j + d of x, 
(ii) the border bt and the integer d satisfy lb,/ < l&-t1 < d d lbsl, and 
(iii) the index t is the largest one satisfying (i) and (ii). 
We define the size of a gap in terms of border lengths: The size of the above gap at 
position j is lb,/, since an occurrence of b, at j is required to cover the [j, j+d] range 
in x. Thus, GapStart( j, s) = t means that a gap of size lb31 at position j is effective 
for all borders bi, i d t. 
We also define GapEnd( j,s) = r if and only if 
(i) for some t > r, GapStart( j,s) = t is defined and 
(ii) the border b,. is the largest border that occurs in range [j + 1, j + lb,_1 I]. 
Hence, GapStart( j,s) = t and GapEnd( j,s) = Y mean that the gap at j is of size lb,1 
in all D,?, r < i < t, and the gap size changes in D,*. We say that the gap of size lb,) 
at position j ends in D,* and it is denoted by GapEnd( j,s) = r. 
The main ideas of the algorithm are as follows. 
New gaps and hidden gaps. Let b, be the largest border occurring at position j of x. 
Moreover let j + d be the position of the next occurrence of the border bt in x and d 
satisfy 
P-l I -cd < lb,/. 
There are two cases depending on whether bt covers the distance d or not. 
If Jbtl < d (i.e., (b,J < Ibs_ll), then a gap of size Ib,( starts at position j in 0:. 
Processor pj assigns GapStart( j,s) = t. We will call this gap a new gap, since j 
is “new” in DF, i.e., j E 0: but j $ D; for all q > t. Processor pj also assigns 
GapEnd( j, s) = 0 because the new gap may be effective for all borders bi, i < t. If the 
gap ends somewhere in the middle, GapEnd will be modified by gap-closing in the 
following. 
If lbll 2 d (i.e., Ibl( 2 lb,/), then bt covers the [j, j + d] range in x and therefore 
there is no new gap at j in 0:. However, a gap of size Ib,( is effective for borders 
bi, i < s - 1. Processor pj assigns GapStart( j, s) = s - 1 and GapEnd( j,s) = 0. This 
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gap will be called a hidden gap, since there is no gap for the current border bt but it 
is a gap for other borders. As in new gaps, GapEnd may be modified by gap-closing. 
Gap-narrowing and gap-closing. A gap that started in DF, say GapStart(j, s) = t, will 
narrow in D:, if a border b,, r < t, occurs between the two occurrences of b,. Let 6, 
be the largest border in range [j + 1,j + lb,_, I] and I the leftmost occurrence of b, in 
the range. Let s’ be the border index such that 
Since j < I <j + Ibs_ll, we have 1 - j d Ibs_ll and thus Jb,tl < lb,\. Hence the 
gap of size lb, ( at j ends in D,* (gap-closing) and a gap of a smaller size starts at j 
(gap-narrowing). For gap-closing, processor pi assigns GapEnd(j,s) = r. 
For gap-narrowing, there are two cases depending on whether b, covers the distance 
Z-j or not. If lbrl < Z-j (i.e., lb,\ < Ib,r_lJ), then a gap of size lb,,\ starts at position 
j in 0:. Processor pl assigns GapStart( j, s’) = r and GapEnd( j, s’) = 0. This gap of 
size lbsll will be called an old gap since j is “old” in D,*, i.e., j $Z D,. Old gaps can 
become narrower in a similar manner. 
If (b, ( Z I- j (i.e., lb, ( 2 ) 6,) I), then b, covers the [j, Z] range in x and there is no 
gap at j in D,*. However, a gap of size lb,/ ( is effective for borders bi, i < s’ - 1. That 
is, there is a hidden gap of size lb,! I. Processor pi assigns GapStart( j, s’) = s’ - 1 
and GapEnd( j,s’) = 0. 
Note that processors pj and pl concurrently update the GapStart function at the 
same position j of X, but these gaps are of different size, and thus there is no write 
conflict. 
Consider Fig. 1. Below we describe informally the main actions taken by some 
processors. 
1. The processor assigned to position i2 knows that the largest border at i2 is bt, and 
that the next occurrence of b, is at i4. Since i4 - iz > I b, 1, the processor starts a new 
gap GapStart(i2, s) = t for s satisfying lb,-, ) =c i4 - i2 < lb,\. Similarly, the processor 
assigned to i4 starts a new gap. 
2. The processor assigned to il knows that the largest border il is b,, and that the 
next occurrence of b, is at iz. Since iz - il < 1 b,(, the processor starts a hidden gap 
GapStart(il,s) = s - 1 for s satisfying lbs_ll < i2 - il d Ib,l. 
3. The processor assigned to is closes the gap which started at i4, i.e., GapEnd(i4,s) 
= r. As for gap-narrowing, since is - i4 > lbrl, the processor also starts an old gap 
GapStart(i4,s’) = I for s’ satisfying lbs~._l/ < is - id 6 lb,,/. 
4. The processor assigned to i3 closes the gap which started at iz, i.e., GapEnd(iz,s) 
= r. Since is -iz < (b,.l, the processor starts a hidden gap GapStart(iz,s’) = s’- 1 for 
s’ satisfying Ibs,__~I < i3 - i2 < lb,,(. 
The correctness of the algorithm is based on the following theorem. 
Theorem 2. Let bi be a border of a string x. The border bi is not a cover of x if and 
only if there exist j,s, t,r such that GapStart( j,s) = t and GapEnd( j,s) = r satisfying 
r<ift. 
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Proof. If there exist such j, s, t, r, then GapStart( j, s) = t and GapEnd( j, s) = r imply 
by their definitions that there is a gap of size Jb,l at position j for border bi, r < i < t. 
Since (b,J > lbtl > Jbil, border bi is not a cover of X. 
If bi is not a cover of x, then there exist two consecutive occurrences of bi at j and 
j + d in x such that d > Ibil. Note that only borders b,, r < i, can occur in range 
[j+ I,j+d- 11. Let s be the index such that lbs_ll < d d lbsj. Since lbil < d < lbsl, 
we have i < s. Let b, and b, be the largest borders occurring at positions j and j +d, 
respectively. Since bi occurs at j and j + d, u and v are at least i. 
1. Case u d v: There are two subcases. If u < s, there is a new gap of size (b,l at j 
and thus GapStart( j, s) = u and GapEnd( j, s) = 0. Hence, t = u 2 i. If u B s, there is 
a hidden gap of size I b,_ 11 at j and thus GapStart( j, s) = s - 1 and GapEnd( j, s) = 0. 
Since s > i, we have t = s - 1 2 i. 
2. Case u > o: There are also two subcases. If v < s, there is an old gap of size 
Jb,l at j in gap-narrowing and thus GapStart( j,s) = v and GapEnd( j,s) = 0. Hence, 
t = v 2 i. If v > s, there is a hidden gap of size lb,_1 ( at j in gap-narrowing and thus 
GapStart( j,s) = s - 1 and GapEnd( j,s) = 0. We have t = s - 1 Z i. 
GapEnd( j, s) may be modified to some r by gap-closing. Since any border b, occurring 
in [j + 1, j + d - I] satisfies r < i, the lemma holds. q 
4. The algorithm 
The parallel algorithm for the all-covers problem is built upon the gap monitoring 
techniques in the previous section. The steps of the algorithm are as follows. 
Step 1: Compute all the non-trivial borders bt, 1 d t $ k, of x. This can be done 
optimally in O(loglogn) time on the common CRCW PRAM by the ALL-BORDERS 
algorithm. 
Step 2: Since we work in terms of border lengths, we define two functions on 
lengths. For 1 d i < n, let f(i) = {s : lb,/ < i < (b,+ll} and let g(i) = {s : Ib,_l( < 
i < I b,(}. These two functions can be computed optimally in O(log log n) time on the 
common CRCW PRAM by the NEAREST-VALUE algorithm. In fact, the computation of 
two functions can be done by the ordered-chaining problem, which is solved optimally 
in O(a(n)) time on the common CRCW PRAM [6,18]. 
Step 3: For every position j of x, compute the length of the maximum prefix MP( j) 
of x itself that occurs in that position. With x as both pattern and text, this can be done 
optimally in O(loglogn) time on the common CRCW PRAM by the PREFD(-MATCHING 
algorithm in [13]. 
Step 4: Let P(j) = f(MP( j)). Hence P(j) is the index of the longest border starting 
at position j. Note that if P(j) = t then all bl, . . , b, occur at position j. 
Step 5: A processor pj is assigned to each position j of the given string x. Let 
t = P(j) in Steps 5 and 6. In this step each processor pj finds the nearest occurrence 
of b, to the left and the right of j. This is done as follows: for each position j in x 
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compute the nearest position Left(j) to the left of j in x with P(Lef(j)) 2 P(j), and 
the nearest position Right(j) to the right of j in x with P(Right(j)) 2 P(j). 
Note that P(Left(j)) > P(j) or P(Right(j)) > P(j) implies that a larger border 
than 6, (having b, as a prefix) occurs at Left(j) or Right(j), respectively. Note also 
that the pointers Right(j) and Left(j) points to the next and previous occurrences of 
6, in the ordered set DF, respectively. 
We also compute the nearest position OldRight( j) to the right of position j in x with 
P(OldRight( j)) > P(j). The pointer OZdRight(j) points to the next “old” occurrence 
of bl, i.e., OldRight E 0: but OldRight $! D,. 
The above computation of neighbouring occurrences of a border can be done op- 
timally in O(loglog n) time on the common CRCW PRAM by the NEAREST-VALUE 
algorithm in [5]. 
Step 6: New gaps and hidden gaps. Processor pi considers two consecutive 
occurrences, j and Right(j), of the border 6,. (Recall that t = P(j).) Let s = 
g(Right( j) - j), the index of the smallest border that can cover the distance between 
j and Right(j). 
If Right(j) - j > (brl, then there is a new gap at j and thus processor pj creates a 
record of the gap of size lb,\ between positions j and Right(j): 
GapStart( j,s) = t and GapEnd( j,s) = 0. 
If Right(j) - j < Ib,J, then there is a hidden gap at j. Thus processor pj assigns 
GapStart( j,s) = s - 1 and GapEnd( j,s) = 0. 
Step 7: In this step processor pj checks whether gap-narrowing and gap-closing by 
pj are necessary or not. Let r = P(j). Gap-narrowing and gap-closing take place if 
the following three conditions hold: 
(i) there exists GapStart(j’,s) = t (i.e., two occurrences of bt, t > r, whose gap 
is of size lb,l); 
(ii) b, is the largest border in range [j’ + 1, j’ + lb,_, I]; and 
(iii) j is the leftmost occurrence of b, in the range. 
If P(Lef(j)) = r then j is not the leftmost occurrence of b, because of b, at 
Left(j) in any such range. If P(Left(j)) > r then [Lefi(j) + 1, OZdRight( j) - l] 
is the range where b, is the largest border and j is the leftmost occurrence of b, 
in the range - Condition (iii). Then GapStart(Left(j),s) = t was defined as one of 
a new gap, an old gap and a hidden gap, where s = g(OldRight( j) - Left(j)) and 
t = min{P(Left( j)),P(OZdRight( j)),s- 1) - Condition (i). Processor pj finally checks 
whether the occurrence at j causes gap-narrowing. If the gap size u = g( j - Left(j)) 
is less than the previous gap size g(OldRight(j) - Left(j)) (i.e., j d Left(j) + lb,_1 I) 
- Condition (ii), then there is gap-narrowing. 
If all the three conditions are satisfied, processor pj performs Steps 8 and 9 for 
gap-narrowing and gap-closing. Otherwise, pj does nothing. 
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Step 8: Gap-narrowing. In the case of j - Left(j) > (bp(j)I there is an old gap at 
Left(j). Let u = g(j - Left(j)). Processor pi assigns 
GapStart(Left( j), u) = P(j) and GapEnd(Left( j), u) = 0. 
In the case of j - Left(j) < Ibpcj,l there is a hidden gap at Left(j). Processor pj 
assigns 
GapStart(Left( j), v) = v - 1 and GapEnd(Left( j), u) = 0. 
Step 9: Gap-closing. Here a gap of size g( OldRight( j) - Left(j))) is also ended at 
position Left(j). Processor pj assigns 
GapEnd(Lef(j),g(OldRight( j) - Lef( j))) = P(j). 
Steps 6-9 can be done in constant time with O(n) operations in total. 
Step 10: In this step we compute all the covers of the given string. The selection of 
the borders that cover x is based on Lemma 1 and the information on the gaps computed 
above. Let b,, 1 6 i 6 [logn], be the smallest border such that 2’-’ < lb, 1 < 2’. We 
check whether b, covers x as follows. First we compute the function f”(j) = {i : 
Ib,J <j < lb,,, I} (as in Step 2). 
Since each processor created at most two gap records, there are at most O(n) 
pairs of GapStart( j,s) and GapEnd( j, s). By Theorem 2, a pair of GapStart( j,s) and 
GapEnd( j, s) means that a border b, such that GapEnd( j,s) < t d GapStart( j, s) 
is not a cover of n; in particular a border b, such that f^< GapEnd( j, s)) + 1 d i 6 
fi GapStart( j, s)) is not a cover. In the following we will find borders b, such that i 
belongs to none of the intervals [ f( GapEnd( j, s)) + 1, f( GapStart( j, s))], which will 
be covers of x by Theorem 2. 
We initialize a [logn] x [lognl matrix C to 0. Each processor with a pair of 
GapStart( j, s) and GapEnd( j, s) writes 1 to the ( f^( GapEnd( j,s)) + 1, f^< GapStart 
(j,s))) entry of matrix C. Initialize an array D of size [log n1 to 0. In each row 1 of C 
we find the rightmost entry (I, m) which contains 1, and write D(Z) = m, which implies 
that b,, 1 < i < m, is not a cover of x. This computation can be done by a simple log- 
time maximum finding algorithm in O(log log n) time on a (log2 n/ log log n)-processor 
common CRC PRAM. 
Compute the prefix maxima M(i) for every index i of array D by the PREFIX-MAXIMA 
algorithm. One can see that M(i) 2 i if and only if there exist 1 6 i and m 3 i such 
that D(Z) = m and thus border b, is not a cover. Therefore, borders b, such that 
M(i) < i are covers of x. 
If b, covers x, then we compute the largest cover bp, such that lblil < lb,, I -c 2’. In 
this case, we will output bt,, . . . , b, as covers of x. Since a border bt is not a cover if 
and only if t belongs to an interval [GapEnd( j, s) + 1, GapStart( j, s)] for some j, s, pi 
is the smallest GapEnd( j,s) in the range [ti, f(2’ - 1 )]. This can be computed using 
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the NEAREST-VALUE algorithm on the array 
E(i) = 
{ 
1 if GupErzd( j,,) = i for some j,s; 
0 otherwise. 
If the nearest 1 to the right of E(ti) is within the range [ti,f(2’ - l)], then pi is the 
position of the nearest 1. If the nearest 1 is outside the range [ti,f(2’ - l)], then pi 
is f(2’ - l), i.e., b, is the largest border whose length is less than 2’. Again the 
computation of all pi’s can be done in O(log log n) time and linear work. 
In summary we have the following theorem. 
Theorem 3. The all-covers problem can be solved optimally in O(log logn) time on 
the common CRCW PRAM. 
5. Concluding remarks 
We have presented an optimal O(log log n)-time algorithm on the common CRCW 
PRAM for the all-covers problem. By the Q(loglogn) lower bound on time com- 
plexity, our algorithm is work-time optimal. Since the algorithm uses GapStart and 
GapEnd, it uses 0(n2) space. .It is an open problem to design an optimal O(loglogn)- 
time algorithm for the all-covers problem which uses linear space on the common 
CRCW PRAM. 
An interesting open problem in the study of generalized notions of periods is whether 
there exists a linear-time algorithm for computing all the seeds of a given string. The 
best known algorithm takes O(n log n) time. 
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