This work presents an empirical analysis of popular scenario generation methods for stochastic optimization, including quasi-Monte Carlo, moment matching, and methods based on probability metrics, as well as a new method referred to as Voronoi cell sampling. Solution quality is assessed by measuring the error that arises from using scenarios to solve a multi-dimensional newsvendor problem, for which analytical solutions are available. In addition to the expected value, the work also studies scenario quality when minimizing the expected shortfall using the conditional valueat-risk. To quickly solve problems with millions of random parameters, a reformulation of the risk-averse newsvendor problem is proposed which can be solved via Benders decomposition. The empirical analysis identifies Voronoi cell sampling as the method that provides the lowest errors, with particularly good results for heavy-tailed distributions. A controversial finding concerns evidence for the ineffectiveness of widely used methods based on minimizing probability metrics under high-dimensional randomness.
Introduction
A wide range of real-world problems that occur in finance, industrial engineering, operations, or marketing involve decision-making under uncertainty. If a statistical model can be used to describe this uncertainty, the decision problem can be modeled as a stochastic optimization problem. The most widely used technique to solve real-world stochastic optimization problems is sample average approximation, where the probability distribution is approximated by a set of discrete scenarios (Birge and Louveaux, 1997; Shapiro, 2003) . Since the complexity of an optimization problem scales with the number of scenarios, a lot of work on stochastic optimization is dedicated to techniques that reduce the number of scenarios while retaining the quality of the stochastic solution. The goal of techniques for scenarios generation is hereby to select a set of scenarios which minimizes the approximation error.
Methods for generating a reduced set of scenarios from univariate distributions are well established and typically referred to as variance reduction techniques (Higle, 1998; Shapiro, 2003) .
Adapting these techniques for the more general multivariate case, however, is not straightforward.
Let us briefly summarize what can be considered as state-of-the art to generate scenarios of multivariate random variables for sample average approximation: quasi-Monte Carlo methods, methods based on probability metrics, and moment matching.
A popular class of methods for Monte Carlo sampling in higher dimensions are quasi-Monte
Carlo methods which have their roots in number theory (Niederreiter, 1992) . Quasi-Monte Carlo methods rely on so called low-discrepancy sequences which produce a sequence of vectors that cover the unit hypercube as uniformly as possible, e.g., Sobol sequences. If combined with an adequate transformation, these sequences can be treated just like pseudo-random numbers and as such can be used to sample random number sequences from a large number of multivariate distributions.
See Glasserman (2004) for an overview.
The idea behind scenario reduction using probability metrics is to compute the closest approximation of the probability distribution by a discrete distribution with smaller support. A probability metric serves as the objective criterion and can be related to the error from implementing the optimal solution of a stochastic optimization problem using sample average approximation (Pflug, 2001; Heitsch and Römisch, 2003; Pennanen and Koivu, 2005; Heitsch and Römisch, 2007) . A greedy algorithm that reduces a time series sample to a scenario tree is proposed in Heitsch and Römisch (2003) .
If the scenario tree has only two stages, the problem of finding the closest discrete approximation, can be modeled as optimal quantization problem. Quantization has its roots in signal processing, where a finite number of quantizers is needed to transmit a stationary signal (Gersho and Gray, 1992) . Quantizers are real-valued vectors comparable to what a decision-maker would refer to as a scenario if the signal was a sample of prices or demands. An optimal quantization of the signal sets the location of the quantizers such that the average distortion is minimized, which is equivalent to finding the closest discrete approximation. Optimal quantization has reemerged as a method for numerical integration, mostly driven by the work of Pagès (1998) and Graf and Luschgy (2000) .
See Pagès and Printems (2008) for a review of optimal quantization applied in finance.
Another successful method to generate scenarios for stochastic optimization is moment matching. The original idea is due to Fleishman (1978) for the univariate which has been adapted by Høyland et al. (2003) who propose a heuristic algorithm for the multivariate case. Mehrotra and Papp (2013) use optimization to find a set of moment matching scenarios. In contrast to optimal quantization, where a random sample from the probability distribution is drawn to generate scenarios, moment matching tries to define another discrete distribution that exhibits the same first four moments as the original distribution.
In the extant literature, only few studies compare the performance of different scenario generation techniques across multiple different optimization problems, with respect to solution quality of sample average approximation. Studies with a focus on Monte Carlo methods are Koivu (2005) , Linderoth et al. (2006) , Freimer et al. (2012) , and Homem-de Mello et al. (2011) . A notable exception are Dempster et al. (2011) who compare the performance of Monte Carlo methods, moment matching, and methods based on probability metrics on a specific asset liability management problem.
The goal of this research is study the error that arises from using a small set of scenarios to approximate a continuous multivariate distribution with the objective to numerically solve a multidimensional newsvendor problem, for which analytical solutions are still available. The computational study compares the current state-of-the-art, including quasi-Monte Carlo, moment matching, as well as optimal quantization, and considers a range of distributions including normal, uniform, log-normal, as well as a heavy-tailed t-distribution.
Discovered as a by-product of initial experimental work, the work furthermore introduces Voronoi cell sampling as an alternative method for scenario generation. Voronoi cell sampling integrates stratified sampling with probability metrics in a simple yet effective way and performs favorably compared to the other methods.
Since the objective function of the profit maximizing newsvendor is separable, minimization of the expected shortfall is also considered, which is modeled using the conditional value-at-risk formulation (CVaR) of Rockafellar and Uryasev (2002) . To measure the error of approximating the continuous distribution by a small set of scenarios, a tailored solution approach based on Benders decomposition is developed. The method is capable of approximating a solution to the CVaR newsvendor problem with several million random parameters which then serves as proxy of the true solution.
The paper is organized as follows. Section 2 gives a brief introduction to stochastic optimization in general, describes existing approaches to generate scenarios for stochastic optimization, and introduces Voronoi cell sampling as a new scenario reduction method. Section 3 presents the newsvendor models that are used to evaluate the sample average approximation error. Section 4 outlines the experimental design and discusses the results. Section 5 concludes with a summary and gives implications for future work.
Methodological Background

Sample Average Approximation
Denote x as a decision variable defined over the feasible set X ⊆ R, z as a d-dimensional random realization of random variable Z that is defined by the distribution function F :
c(x, z) as the cost function. The stochastic optimization problem is to minimize
by choosing an optimal decision
With the exception of very simple well-behaved problems, solutions are typically calculated numerically by either drawing a sample from F or by approximating F by a discrete distributionF .
UsingF in place of F yields the problem of minimizinĝ
wherep(z) is the probability of the mass points ofF .
This approach is referred to by different names in different communities, e.g., numerical integration (Judd, 1998) , Monte Carlo methods (Glasserman, 2004) , or sample average approximation (Shapiro, 2013) . Since the optimization literature mostly refers to this method by the latter name, the term sample average approximation (SAA) will be used from hereon.
Monte Carlo and Quasi-Monte Carlo
A common approach to solve a stochastic optimization problem using SAA is based on Monte Carlo sampling. To use Monte Carlo sampling for SAA, we generate a set of M uniformly distributed, pseudo-random realizations u 1 . . . , u M with u i ∈ [0, 1] d , and then construct a sample from F by an appropriate transformation U → Z (Glasserman, 2004 ).
If we view z 1 . . . , z M as a sample of random realizations from the same distribution as F , the SAA is given byĈ
with the variance of the estimate given bŷ
Although the Monte Carlo estimateĈ M C (x) converges to C(x) with probability one as M → ∞, it is desirable to reduce the variance of the estimate more quickly to speed up convergence of the error bounds (Shapiro, 2003) . In this respect, a number of variance reduction techniques have been proposed for Monte Carlo sampling. See Glasserman (2004) or Shapiro (2003) for an overview.
A popular approach to reduce the variance for small sample sizes is to use so-called lowdiscrepancy sequences sequences that cover the unit hypercube as uniformly as possible (Niederreiter, 1992) . It can be shown that using such low-discrepancy sequences instead of pseudo-random numbers speeds up the rate of convergence of the Monte Carlo estimate. Since these sequences are also referred to as quasi-random numbers, the sampling method is typically referred to as quasi-Monte Carlo. See Koivu (2005) for an analysis of using quasi-Monte Carlo sampling for SAA.
Probability Metrics
Another approach to reduce the number of scenarios is to address the approximation error directly.
Let us therefore define the approximation error of SAA as the absolute deviation in objective values
Since the approximation error is difficult if not impossible to compute in practical applications, theoretical results on the stability of stochastic programs provide an upper bound of the error based on the theory of probability metrics.
Let us introduce the following metric. Denote L r (c) as the cost function's Lipschitz constant of order r,
withL r as upper bound. This gives us a measure of how fast the cost c(·, z) changes in z. Then, denote d r as the Wasserstein distance between F andF , such that
where the infimum is taken over the space of probability distributions, M (F,F ), on the product space R d × R d with marginal distributions F andF that satisfy (7).
In Pflug (2001) , it is shown that the approximation error is bounded by the product ofL r and
SinceL r is constant for a given r and c, the results suggests that we can minimize the approximation error by minimizing the distance between the two distributions. Note that the bound is not unique for a specific problem, but holds for the general class of problems for which the objective function fulfills the Lipschitz condition.
Since the integral in (8) makes the distance computationally inaccessible, typically the distance between two discrete distributions is measured. Denote M as the number of mass points of the reduced distribution and N as the number of mass points of the true distribution, then the distance between the two distributions is given by
with p i , q i being the probabilities of the respective mass points. The optimal value of (10) is the optimal value of a minimum cost flow problem (Heitsch and Römisch, 2003) . Assuming a (discrete) uniform distribution for Z, the problem can be be solved by assigning each z i the nearest neighbor in the outcome space ofẐ.
Hence, by finding the discrete distributionF that is closest to F , we can minimize the upper bound, which minimizes the approximation error of the SAA ifL r is sufficiently small. For this reason, a probability metric can be used as objective criterion to search for an optimal discrete distribution, by making the tacit assumption that the minimizer of the upper bound also minimizes the approximation error.
Optimal Quantization
A computational approach to address the problem of minimizing the upper bound is optimal quantization. The underlying optimization problem is to find a set of mass point such that the average distance between the sample distribution and the discrete distribution described through the mass points is minimized. Assuming a set of equiprobable sample vectors z 1 , . . . , z N coming from a continuous distribution, the corresponding optimization problem becomes
which yields optimal mass points (ẑ * 1 , q * 1 ), . . . , (ẑ * M , q * M ) (Heitsch and Römisch, 2003) . The optimization problem in (11) is a non-convex optimization problem that belongs to the class of N P-hard problems, so that typically local optimizers are used to tackle the problem. A well-known strategy to find a local optimum is to start with an initial guess ofẑ, e.g. by randomly drawing M elements from z 1 , . . . , z N , and iterate between finding optimal q * 1 , . . . , q * M by solving
forẑ j fixed, and then finding optimalẑ
for y ij fixed.
If the distance is computed using the squared Euclidean distance (r = 2), this strategy corresponds to Lloyd's method I, which is better known as the k-means clustering algorithm (MacQueen, 1967) . In case of k-means, minimization of (12) simplifies to setting y ij = 1 if j = argmin j {||z i −ẑ j || 2 } and minimization of (13) simplifies to computing z j as mean (centroid) of all z i where y ij = 1. (Since the quadratic case is the one that is computationally most appealing, any reference to quantization from hereon assumes that r = 2.)
An interesting property of using quantizers as scenarios is that the corresponding optimal objective value is a lower bound, which is supported by the following proposition.
Proof Denote Ω j as the j-th partition of the outcome space that contains all points closest to quantizerẑ j , so that
For r = 2 the optimal quantizers are the means of their respective partitions, i.e.,
e.g., see (2.6) in Pagès and Printems (2003) . Since partitions, Ω j , j = 1, . . . , M , are exhaustive and disjoint, i.e., each outcome has only one quantizer that is closest, it follows from the law of total expectation that
If the objective function c(x, z) is convex in z, by Jensen's inequality it holds that
With
Remark The function c(x, z) is convex in z, if z enters the right-hand side of a convex minimization problem, or equivalently, if z enters the objective of a concave maximization problem.
Competitive Learning
A major drawback of k-means is that that it does not converge to an optimal quantizer, not even locally, unless some form of randomization is used. To reduce the error of the Monte Carlo estimate in each partition, large sample sizes are required, which is computationally expensive as the algorithm scales polynomially in sample size (Bally et al., 2003) .
A much more attractive approach for optimal quantization is based on stochastic gradient descent to optimize (11), a solution approach also known as competitive learning (Pagès, 1998) .
as a sequence of stepsizes with 0 ≤ α n ≤ 1, n = 1, . . . , N . The idea is to draw
from the continuous distribution F and recursively evaluatê
for j = 1, . . . , M, n = 1, . . . , N . The first condition holds if a quantizer j is found to be closest to z n , in which case the quantizer is moved by an amount α n in the direction of z n .
In Pagès and Printems (2003) , Theorem 2.4, it is shown that if the sequence (α n ) N n=1 satisfies
The probabilities of the mass points can be obtained in a similar fashion, for example, by simulta-
for j = 1, . . . , M, n = 1, . . . , N , withq 0 j = 0. Competitive learning yields a sequential version of the k-means clustering algorithm, but, as opposed to k-means, scales linearly in sample size (Bottou, 1998) . The fact that drawing samples from continuous distributions via Monte Carlo simulation is relatively inexpensive turns competitive learning into an attractive computational strategy for optimal quantization.
Voronoi Cell Sampling
A known problem with optimal quantization is that even ifẑ * 1 , ...,ẑ * M are minimizers of (11), the variance of the set of scenarios is smaller than that of the sample distribution (Gersho and Gray, 1992; Hochreiter and Pflug, 2007; Dempster et al., 2011) . The contraction of scenarios towards the mean can be mitigated by combining optimal quantization with stratified sampling (Corlay and Pagès, 2010) . The purpose of stratified sampling is to by-product. Since these partitions are also known as Voronoi cells (Graf and Luschgy, 2000) , let us refer to this method as Voronoi cell sampling.
Denote p j as the proportion of samples allocated to partition Ω j . Then, the variance of the Monte Carlo estimate using stratified sampling is given bŷ
With proportional allocation of samples to partitions, i.e., p j = q j , variance reduction follows from the law of total variance,
e.g., see Glasserman (2004) . Further variance reduction is possible by using the optimal quantizers.
Proposition 2.2 Voronoi cell sampling provides optimal variance reduction under stratified sampling with proportional allocation.
Unless all weights are equal, i.e., q * j = 1 M , j = 1, . . . , M , proportional allocation requires that there are fewer partitions than scenarios to be able to make multiple draws from partitions with large weights. However, instead of drawing multiple times from fewer partitions, we could also draw once from more partitions, since (23) also ensures that further stratification of a partition would result in further variance reduction.
Let us therefore assume that Voronoi cell sampling draws only one random realization from each partition and assigns the resulting scenario the probability of the nearest quantizer. Denote 
Under this allocation scheme, variance reduction can only be shown asymptotically by exploiting a property of the partitions defined by the optimal quantizers.
Proposition 2.3 The sampling method in (25) reduces the variance of the cost function estimate for sufficiently large M .
Proof According to the partial distortion theorem, Theorem 6.3.1 of Gersho and Gray (1992) , the weighted conditional variance of any partition Ω * j makes an equal contribution to the minimum distortion as M approaches infinity,
If we randomly draw a realization once from each partition, so that p j = 1 M , then the variance of the cost function estimate is approximately given by 
As can be seen from Figure 2 , Voronoi cell sampling does not avoid it but reduces the concentration of scenarios towards the mean that is observed with the optimal quantizers.
Moment Matching
Another successful heuristic to generate a reduced set of scenarios is moment matching. The method has been originally proposed by Fleishman (1978) for the univariate case and extended by Høyland et al. (2003) for the multivariate case. The idea is to generate a set of scenarios that possesses the same first four moments as the desired distribution. The basic procedure works as follows:
1. Generate z 1 , . . . , z M random vectors from the standard normal distribution using Monte Carlo sampling.
2. Transform the vectors to exhibit a given correlation by pre-multiplying the vectors with the lower triangular matrix L of covariance matrix Σ,
where L can be obtained by applying Cholesky decomposition (Glasserman, 2004) .
3. Apply the cubic transformation of Fleishman (1978) to obtain sequences that satisfy the specification for the first four moments. Since the vectors z j are likely to violate the assumption of independence, zero sample mean, and unit sample variance, the transformed sample will most likely not satisfy the specified moments. Høyland et al. (2003) therefore propose an iterative procedure that produces a set of scenarios where the first four moments deviate from their target moments at most by a given epsilon.
A major drawback of moment matching is that theoretically there exist infinitely many distributions with identical moments, so that a discrete distribution found by moment matching may not fit to the data at hand. The potential problem is illustrated in Figure 3 which shows scenarios from a bivariate log-normal distribution, for which moment matching selects scenarios with negative components.
The Newsvendor Problem
To assess the SAA error of the above scenario generation methods, we resort to one of the most simple stochastic optimization models -the newsvendor problem, which describes the classic dilemma of a decision-maker who has to purchase newspapers before demand for that purchase becomes known.
The Classic Newsvendor Problem
Denote p as the sales price, c < p as the cost and x as the purchase quantity. Further assume that demand can be described by a univariate probability distribution F with density f . The expected profit is given by
Note that this formulation allows for demand to be negative. While this model may render the model useless for decision support, it makes analytical solutions more accessible, which facilitates using the model to evaluate the approximation quality of SAA.
with F −1 as the inverse of the distribution function. While an optimal solution can be found for any invertible distribution, solving (30) requires evaluation of the partial expectation as given by the first integral, which can be done analytically for the following three distributions:
Normal Distribution: With µ and σ as mean and standard deviation, the expected profit under normally distributed demand is given by
where F 0,1 denotes the standard normal distribution with density function f 0,1 .
Log-normal Distribution: With µ and σ as mean and standard deviation of the log-normal distribution, the expected profit under log-normally distributed demand is given by
with F 0,1 and f 0,1 defined as above.
Uniform Distribution: With a and b as lower and upper bound of the uniform distribution, the expected profit under uniformly distributed demand is given by
For all other distributions, we must resort to numerical integration. To approximate the expected profit, simply replace F by an appropriate discrete distribution, e.g., by drawing a large sample from F . The expected profit of a newsvendor under discrete demand is then given by
Let us assume for a moment that demand realizations are ordered increasingly,ẑ 0k <ẑ 1k < · · · < z M k , in dimension k. To compute the corresponding optimal decisionx * , now choosex * = z jk such that the probability of demand being smaller than q j is greater than p−c p , i.e.,
As we are interested in evaluating the SAA error under multivariate randomness, we assume that the newsvendor purchases several different newspapers at once. Since purchase decisions are independent, the problem is separable.
Denote f k as the marginal of the multivariate distribution F in dimension k. Then, the optimal expected joint profit is given by
for the continuous case, and
for the discrete case.
The Risk-Averse Newsvendor Problem
The biggest advantage of the multivariate newsvendor problem, separability, is also its biggest shortcoming for evaluating the SAA error, because only the marginals of the multivariate distribution are relevant to find an optimal solution, while dependency is not. To overcome this problem, let us consider a more general objective function that cannot be separated. To achieve this, we replace the expectation in (30) with the conditional value-at-risk (CVaR).
The CVaR was first proposed in (Rockafellar and Uryasev, 2002) and has been used to model risk-aversion in the newsvendor problem, e.g., Gotoh and Takano (2007) or Jammernegg and Kischka (2007) . An important aspect for large-scale stochastic optimization is that the CVaR preserves concavity of the profit function.
In line with Gotoh and Takano (2007) , assume that the newsvendor aims at maximizing the expected profit that falls below some α-quantile, θ, of the profit distribution. Instead of maximizing (30), the risk-averse newsvendor now seeks to minimize its expected shortfall. For univariate continuous demand, the expected profit below θ is given by
whereby the maximizers can be found analytically (Gotoh and Takano, 2007; Jammernegg and Kischka, 2007) .
To solve the multidimensional problem under multivariate demand, we must resort to numerical solutions that need the distribution either to be discrete or to be approximated by a discrete distribution. Denote y = (x 1 , . . . , x d , θ) and z = (z 1 , . . . , z d ). The deterministic equivalent formulation that uses a discrete distribution with mass points atẑ j = (ẑ 1j , . . . ,ẑ dj ), j = 1, . . . , M, is given by
To compare the SAA error of the scenario generation methods across different instances of the problem, we must be able to solve the problem for a large number of Monte Carlo samples. These samples must be several orders of magnitude larger than the number of scenarios obtained by any of the scenario generation methods. Although the problem can be solved via linear programming, computation times are substantial for large sample sizes.
Let us therefore resort to the L-shaped method as solution approach (Van Slyke and Wets, 1969).
As in Benders decomposition, the L-shaped method requires a problem to be decomposed into a master problem and a number of small subproblems. Since detailed descriptions of the L-shaped method can be found in Birge and Louveaux (1997) and elsewhere, let us skip the computational steps involved, and focus on the solution of the decomposed problem.
Denote Q(y, z) as the maximum value of the subproblem for given y under outcome z,
The corresponding master problem that is solved in place of (40) to (42) is then given by
The single-cut version of the L-shaped method solves problem (46) by iteratively constructing an outer approximation of M j=1 q j Q(y,ẑ j ). In each iteration, the master problem is first solved to obtain an incumbent decisionŷ t = (x 1t , . . . ,x dt ,θ t ). Then, supporting hyperplanes of Q(·,ẑ j ), j = 1, . . . , M going throughŷ t are obtained from the dual solutions of (43) to (45) for each scenario and aggregated into the master problem. It can be shown that, as the L-shaped method adds more supporting hyperplanes to the outer approximation, the solution converges to an optimal solution (Van Slyke and Wets, 1969) .
To solve the subproblem defined by (43) to (45), linear programming is not required, since the expression on the right-hand-side of (44) is constant,
Nevertheless, the expression in (47) is not differentiable, so that we must consider the superdifferential, ∂Q(y, z), which is the set of supergradients of Q(·, z) going through y. A supergradient can be obtained at low computational cost by looking at the partial derivatives,
for k = 1, . . . , d, and
This supergradient defines the slopes of a supporting hyperplane of Q(·, z) at y,
The expected value ofQ(y,ẑ j ) can now be approximated from above by the minimum of a set of such supporting hyperplanes going throughŷ t = (x 1t , . . . ,x dt ,θ t ), t = 1, . . . , τ ,
Since (51) can be expressed as a linear program, let us include the corresponding set of constraints into (46), so that the master problem is now given by
Finally, without loss of generality, let us assume that the L-shaped method is stopped as soon as the absolute change in the objective value between two successive iterations has dropped below a given ε.
Since the subproblems of the risk-averse newsvendor problem can be evaluated analytically, the L-shaped method provides an efficient approach to solve the SAA problem with a large sample of scenarios, as it is the case for the computational study that is described in the next section.
Results
Measuring Scenario Quality
To measure the SAA error across multiple problem instances, we are going to measure the error with respect to the optimum, which is equivalent to the mean absolute percentage error (MAPE) that is often used in forecasting, e.g., Hyndman and Koehler (2006) .
Let us introduce two different criteria to measure the SAA error (here for the classic newsvendor problem): the first criterion measures the difference in objective values,
and will be referred to as the objective error.
The second criterion is based on the SAA error as defined in (6),
and will be referred to as the policy error, as it measures the error that is made when implementing the decision obtained by solving the deterministic equivalent problem using SAA.
While one may argue that the policy error is the true SAA error, the quality of the objective function can be equally important, in particular when a stochastic optimization model is used for valuation, for example in portfolio management or asset pricing (Dempster et al., 2011) .
Implementation
The computational study, the simulation, and the algorithms have been implemented in Java. Independent standard uniform pseudo-random numbers are generated using the 2 1024 period Xorshift random number generator of Marsaglia (2003) .
Correlation among random variables is enforced by applying the appropriate transformations to vectors of independent pseudo-random numbers. For the normal and the t-distribution, cor-relation among elements is enforced by multiplying the random vectors with the lower triangular matrix of the covariance matrix. Since this transformation only works for elliptical distributions, the transformation described in Dias et al. (2008) is used to generate correlated uniform random variables.
For competitive learning, parameters have been tuned to trade off computational time and quality of the quantization: a = 100M , N = 10000M , and α i = a a+i , such that α N < 0.01. For scenario sets with d = {2, 10} and M = {5, 25, 50, 250}, scenarios generated via optimal quantization with the above parameters exhibit a less than 0.5% higher Wasserstein distance than the grids provided by Corlay et al. (2005) . Nevertheless, to ensure that experimental results for optimal quantization are as good as possible, the grids provided by Corlay et al. (2005) are used as scenarios for all instances with a normal distribution with d ≤ 10 and ρ = 0.0.
Scenarios generated by moment matching are computed with the method described in Høyland et al. (2003) using the source code provided by Kaut (2003) .
Quasi-Monte Carlo scenarios are generated by using randomized d-dimensional Sobol sequences, as experimental evidence points to Sobol sequences as providing the most effective uniform point sets for Monte Carlo integration (Glasserman, 2004; Koivu, 2005) . Sobol sequences are generated using the SSJ library of L'Ecuyer et al. (2002) If the optimal expected profit cannot be computed exactly, i.e., for the t-distribution and the risk-averse case, N = 10 5 random vectors are drawn from the respective multivariate distribution and the optimal solution is computed numerically. Under 20-dimensional randomness, the resulting stochastic optimization problem has 2 million random parameters. The L-shaped method that is used to solve these problems for the CVaR case is stopped when the absolute change in objective values of the master problem between successive iterations is below ε < 10 −3 . The master problem is solved using CLP 1.16 via Google Or-Tools' Java interface.
Experimental Setup
The aim of the experiment is to study the SAA error of the methods from Section (2) for a diverse set of problem instances and multivariate distributions.
Let us make the following simplifying assumptions:
1. All products have unit price p k = 1 and cost are defined by an all-identical contribution margin h, so that c k = p(1 − h).
2. Mean demand across all products and for all distributions is µ k = 1, and the variability is defined by an all-identical coefficient of variation cv, so that σ k = cv.
3. The correlation between product demand of different products, ρ, is identical among all products.
The parameters selected for the experiment are summarized in Table 1 To test whether the lowest MAPE is significant across all pairwise comparisons, we use the Bonferroni correction which lowers the significance level of each pairwise t-test to obtain the family-wise significance level, e.g., see (Law, 2007, p. 337) . The significance levels of the lowest MAPE in one group are indicated as follows: ¡0.01 (***), ¡0.05 (**), and ¡0.1 (*), or not significant (ns). The values give the probability of spuriously rejecting the null hypothesis of two MAPEs being equal.
The computational results are summarized in Tables 2 to 5, with a separate table for Moment matching does not always return a set of scenarios, especially when the ratio M/d is small. When this happens, the respective cells are left blank and the instance is excluded from all column averages that are shown in the last two rows. In this way, we avoid that the column averages of moment matching exclude difficult cases with a low number of scenarios while the other column averages do not. 
Discussion
Let us begin by looking at what we can see in Table 2 which summarizes the results for the normal distribution. We see that CLQ yields the lowest errors on average for 2-dimensional randomness, while moment matching yields the lowest errors in higher dimensions.
With increasing dimensionality, the errors from using scenarios generated by CLQ increase considerably. The objective error is predicted by Proposition 2.1, however, we also observe an increase in policy error, for example, with M = 50 scenarios, from 1% in 2 dimensions to 22% in 20 dimensions.
In contrast to quantization (CLQ), the Monte Carlo methods appear to be more sensitive to the number of scenarios than to the dimensionality of randomness. Let us again take a look at the profit maximizing newsvendor, only this time at the policy errors of QMC (VCS). For 50 scenarios, the errors increase from 1% (2%) in d = 2 dimensions to 4% (5%) in 20 dimensions on average. In 2 dimensions, however, the same figure decreases from 48% (43%) with 5 scenarios to 1% (2%) with 50 scenarios. It appears that the errors decrease more quickly in sample size as they increase in the number of dimensions.
But what causes the deterioration of CLQ scenario quality? It seems that the bias that is introduced by the contraction of scenarios towards the distribution mean, as illustrated in Figure   1 , not only decreases the variance of the marginal distributions, but also leads to increasingly suboptimal decisions in the number of dimensions when compared with Monte Carlo methods.
This shows that the Wasserstein distance as the only optimality criterion is insufficient to choose an optimal set of scenarios, since generating scenarios with minimal distance to the true distribution does not necessarily provide the lowest SAA error. Finding an alternative metric that overcomes this problem may provide an interesting area of future work.
As can be seen from Table 3 , results for the uniform distribution are also in favor of moment But can we infer from these results to the general case? The answer is -no. The picture already changes, once we look at the log-normal distribution, for which results are provided in Table 4 .
For the log-normal distribution, quasi-Monte Carlo provides the lowest errors on average which are in many cases significantly lower than the errors of all other methods. Moreover, even for those instances where moment matching is able to provide a set of scenarios, which is in less than half of the cases, moment matching exhibits errors that are an order of magnitude higher than those of the Monte Carlo methods.
Results for the heavy-tailed t-distribution are shown in Table 5 . For the t-distribution, VCS yields the lowest errors overall, although only the difference in objective errors is highly significant, whereas the difference in policy errors is either not significant or only significant at a low level of confidence. The low confidence levels are due to the high probability of extreme outcomes that affects the variability of the distribution of errors. Again, moment matching yields higher errors than the Monte Carlo methods, although the gap is not as large as with the log-normal distribution.
A graphical explanation why VCS performs particularly well when applied to the t-distribution is given in Figure 4 . In contrast to moment matching and quasi-Monte Carlo, the competitive learning algorithm also generates quantizers for the tails, which forces VCS to draw scenarios from regions with a low probability density. Including these extreme scenarios appears to have an impact on the quality of the policy. Table 6 summarizes the result of the experiment by taking the average across all problem instances, for which all methods were able to provide a set of scenarios. The table identifies VCS as the method which provides solutions that have the lowest objective and policy errors on average.
While for many instances, one or the other method provides lower errors than VCS, the differences are often small. Although moment matching and quasi-Monte Carlo perform best for particular distributions, they also showed a lot more variability in performance across all instances. VCS, by contrast, often presented itself as the second best choice, without any apparent weaknesses for a particular set of problem instances. 
Conclusion
This work presents the results of an empirical analysis of popular scenario generation methods for stochastic optimization, including quasi-Monte Carlo, moment matching, and methods based on probability metrics. Additionally, a new method referred as Voronoi cell sampling is proposedwhich was discovered as a by-product of the experimental work.
To assess the effect on solution quality of using scenarios in place of the true distribution, the empirical analysis resorts to the well-known newsvendor problem, as solutions can still be obtained analytically even under high-dimensional randomness. The experimental study computes errors for the normal, uniform, log-normal, as well as a heavy-tailed t-distribution in 2, 10, and 20 dimensions for varying distribution and model parameters. The analysis considers not only maximization of the expected value, but also minimization of the expected shortfall using a formulation that is based on the conditional value-at-risk (CVaR), for which a tailored solution strategy based on Benders decomposition is proposed. Solution quality is assessed using two different measures: the objective error, which measures the deviation between approximate and true objective value, and the policy error, which measures the deviation between the objective value of the approximate solution and the true objective value.
The results of the empirical analysis indicate that there is not one scenario reduction method that is best in all cases. For instance, if scenarios from a low-dimensional distribution are needed, optimal quantization as a method that is based on probability metrics is likely to deliver the best results. For the multivariate normal and the multivariate uniform distribution, moment matching generates the best scenarios, but performs poorly for the log-normal distribution. Quasi-Monte Carlo, on the other hand, provides the best method for the log-normal distribution. The lowest errors on average are observed with Voronoi cell sampling, with particularly good results for a heavy-tailed t-distribution.
The most controversial result concerns the finding that the Wasserstein distance as probability metric appears to be an ineffective criterion for choosing scenarios in higher dimensions, as these clearly provide sub-optimal solutions. A possible explanation is that the variance of the marginals of the discrete distribution decreases when compared to the marginals of the true distribution as the dimensionality of the random variable increases. This mismatch in variance potentially introduces a bias into the scenario-based solution. Future work on optimal scenario reduction should therefore take this bias into account, for example, by developing methods that minimize the Wasserstein distance but additionally penalize the difference in variance, as it has been proposed in De Oliveira et al. (2010) .
