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In the one-way measurement model for quantum computation, the aspects of
an algorithm which are independent of the actual sequence of measurements
is captured by the geometry (G, I, O) of the algorithm: G is a graph whose
vertices are qubits and edges are entanglement operations on those qubits, and
I and O are subsets of those qubits which support the quantum input state and
output state of the algorithm. For geometries with a certain “flow” structure [5],
there is a sequence in which the qubits may be measured such that the resulting
algorithm is a unitary embedding fromHI toHO, for any choice of the individual
measurements. We present a tight upper bound on the number of edges G may
have, in terms of |V (G)| and |O|, for geometries which have flows.
1 Introduction
The one-way measurement model is a framework for quantum computation,
first presented in [1, 2]. Algorithms in this model are described by a sequence
of single-qubit measurements on a highly entangled state on many qubits: each
measurement is made with respect to a basis |±α〉 ∝ |0〉 ± e
±iα |1〉 , where the
sign of the angle in the exponent depends on earlier measurement results in a
straightforward way. These many-qubit states (graph states) may be described
in terms of the state of an input system I , together with a graph G describing
entangling operations on a set of qubits including the input sub-system. Each
vertex of G represents a qubit, each edge represents a controlled-Z operation on
two qubits, and the qubits in V (G) r I represent auxiliary qubits prepared in
the |+〉 state. After the sequence of measurements, any qubits left unmeasured
still support a quantum state, and are interpreted as an output system O .
The geometry of an algorithm in the one-way measurement model is a triple
(G, I, O) such that I, O ⊆ V (G) , representing the part of the algorithm which
is independent of the sequence of measurements.
If a geometry (G, I, O) admits a certain “flow” structure, then there is a
measurement sequence for the qubits of V (G) r O , independent of the mea-
surement angle for each qubit, such that the resulting algorithm performs a
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unitary embedding from HI to HO [5]. Such an algorithm can be translated
easily into the circuit model, where the unitary embedding which is performed
can be easily described [6]. For the special case where |I| = |O|, it was shown
in [6] that deciding whether a geometry (G, I, O) has a “flow” in this sense can
be performed in time O(km), where m = |E(G)| and k = |O| : this motivates
the problem of bounding m in terms of k and n = |V (G)|.
In this paper, we present an extremal result: the maximum number of edges







Although the problem considered here is motivated by topics in quantum compu-
tation, the analysis here requires no knowledge of quantum computation (except
for a couple of parenthetical remarks). Readers interested in an introduction
to quantum computing should consult one of [8, 9]. For an introduction to
the one-way measurement model in particular, readers familiar with quantum
computation should consult one of [3, 4, 6].
2.1 Flows on geometries
A geometry is a triple (G, I, O) where G is a graph and I, O ⊆ V (G) . A flow
for (G, I, O) is an ordered pair (f, 4), where f is a function from V (G) r O to
V (G) r I and 4 is a partial order on V (G), which satisfy the relations
x ∼ f(x) ; x 4 f(x) ; y ∼ f(x) =⇒ x 4 y , (1)
for all x ∈ V (G) r O and y ∈ V (G), where ∼ is the adjacency relation in G.







Figure 1: Examples of geometries with and without flows.
(a) Three geometries with causal flows. Arrows here indicate the
action of a function f :
(




V (G) r I
)
forming
part of a flow.











If (f, 4) is a flow for a geometry (G, I, O), it is easy to show that f is
injective: then the maximal orbits of f form a collection of vertex-disjoint paths,
which we may orient so that each path ends at a vertex of O; the vertices of
I then occur at the initial points of some subset of the paths. In the one-way
measurement model, measuring a qubit x ∈ V (G) may be considered to be akin
to deleting x from the graph to obtain a new graph: the paths represent the way
in which information “flows” (i.e. is transmitted) through the graph as qubits
are measured.1
2.2 Flow conditions in terms of digraphs
We now discuss a way in which we can simplify the question of geometries on
n vertices which have flows by abstracting away unnecessary details such as
the sets I, O ⊆ V (G), the function f , and the partial order 4. We do this by
reformulating the question of when there is a geometry on n vertices with a flow
in terms of directed graphs.
First, as noted above, a geometry (G, I, O) only has a flow if the function
f induces a family of paths P1, . . . , Pk where each has one endpoint in O, and
covers I with its initial point. For the question of whether a geometry on
n vertices and with m edges has any flows, we may consider each graph G
with these properties, allow I, O ⊆ V (G) to be arbitrary, and then consider
those graphs with a family of paths P1, . . . , Pk as above. This is equivalent
to considering arbitrary collections of vertex-disjoint di-paths P1, . . . , Pk in G,
letting I be a subset of the initial points of these paths, and fixing O as the set of
endpoints. Then, while considering the extremal question, we may consider any
graph whose vertices are covered by a collection of k vertex-disjoint di-paths,
and define I, O, and f in terms of those paths.
Next, following [7], we may relate the partial order 4 to a digraph containing
the paths P1, . . . , Pk . Given the successor function f for such a family of paths,
we may construct the influencing digraph If on the vertices V (G) , where x → y
is an arc of If if one of y = x, y = f(x) , or y ∼ f(x) holds in G. The latter
two conditions correspond to the second two flow conditions from (1): then, for
any partial order 4 such that (f, 4) is a flow, we have x 4 y whenever there is
a directed path from x to y in If . Note that the arc-relations of the transitive
closure of If itself satisfies all of the relations of (1): then, (G, I, O) has a flow
if and only if there is an injective function f :
(




V (G) r I
)
such
that If has no circuits, except for the circuits of length 1 contributed by the
self-loops x → x . If we consider instead the digraph I×f obtained by deleting
the loops from If , the geometry (G, I, O) induced by the paths P1, . . . , Pk has
a flow iff I×f is acyclic.
From the remarks above, the question of the maximum number of edges in
a geometry (G, I, O) on n vertices and with |O| = k can be reduced to the
question of the maximum number of edges a graph G on n vertices may have, if
1For any graph state whose geometry has a flow (f, 4), measuring the qubits of the state
in an order which extends 4 linearly is a sufficient condition on the measurement order to
perform a unitary embedding, regardless of the measurement angles: see [5] for details.
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it can be covered by k vertex-disjoint paths, given that a particular digraph D,
constructed from conditions on the edges of G and these paths, must be acyclic.
We will consider this problem (and state it more precisely) in the next section.
3 Analysis of the extremal problem
Using the reduction of the previous section, we may reduce the question of how
many edges a geometry (G, I, O) may have under the constraint that it has a
flow, in terms of n = |V (G)| and k = |O| , to the following:
Problem. Let n, k be integers where n > k. Let G be a graph on n ver-
tices which includes k mutually disjoint directed paths P1, P2, . . . , Pk that cover
V (G). Let D(G, P1, . . . , Pk) be a directed graph derived from V (G) as follows:
for each edge xy in G that is not in any path Pi, say x ∈ Pi and y ∈ Pj , replace
xy with a directed edge from the predecessor of x in Pi to y, and a directed edge
from the predecessor of y in Pj to x (when these predecessors are well-defined).
What is the maximum number of edges Γ(n, k) that G may have, under the
constraint that D(G, P1, . . . , Pk) is acyclic?
In this section, we will prove the following theorem using matching upper
and lower bounds:





for all integers n > k > 1.
3.1 Upper bound
To provide an upper bound on Γ(n, k), we make the following observations.
Let G and P1, . . . , Pk be as described in the problem above, and let D =
D(G, P1, . . . , Pk).
Observation 1. Consider any one of the paths Pi = v1 → v2 → · · · → vℓ.
If D is acyclic, then vpvq /∈ E(G) for any pair of vertices where p < q − 1:
otherwise, D would contain the cycle vp → vp+1 → · · · → vq−1 → vp .
Observation 2. Consider any two distinct paths Pi = v1 → v2 → · · · → vℓ
and Pj = v1 → v2 → · · · → vℓ′ . If D is acyclic, then there cannot be two edges
vpws , vqwr ∈ E(G) where p < q and r < s: otherwise, D(G, P1, . . . , Pk) would
contain the cycle vp → · · · → vq−1 → wr → · · · → ws−1 → vp .
Using these two observations, we can derive an upper bound for the number
of possible edges in G that would result in an acyclic D. First, we consider the
case where k = 2. Let P1 and P2 be two paths of lengths n1 and n2 respectively.
By Observation 1, all edges not in the paths must be of the form xy where
x ∈ P1 and y ∈ P2: we will call these connecting edges. We can obtain the
following upper bound:
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Lemma 2. For k = 2, using notations from above, the number of connecting
edges is at most n1 + n2 − 1.
Proof. For each connecting edge, we associate with it an ordered pair f(xy) =
(p, q), where x is the p-th vertex in P1 and y is the q-th vertex in P2. We claim
that the set of all connecting edges can be arranged in lexicographical order of
its associated ordered pair: Take one connecting edge xy with its ordered pair
(p, q). By Observation 2, any other connecting edge x′y′ with f(x′y′) = (p′, q′)
cannot have either p′ < p and q′ > q, or p′ > p and q′ < q. Hence, either
f(x′y′) 6 f(xy) or f(x′y′) > f(xy), and we can order all connecting edges by
induction.
Now consider the order of all connecting edges from the previous claim.
Suppose that two edges xy and x′y′ are adjacent in the ordering of the edges,
say f(xy) = (p, q) and f(x′y′) = (p′, q′). Then at least one coordinate in f(x′y′)
must be strictly greater than the corresponding coordinate in f(xy), which
implies that p′ + q′ > p + q. The sum of the coordinates for the first edge in
the ordering is at least 2, and the sum of the coordinates for the last edge is at
most n1 + n2, hence there can be at most n1 + n2 − 1 connecting edges in the
ordering.
We can then obtain a general upper bound by applying Lemma 3 to all pairs
of paths Pi, Pj :





for all integers n > k > 1.
Proof. Suppose that G contains k paths P1, . . . , Pk with n1, . . . , nk vertices re-
spectively, and suppose that D(G, P1, . . . , Pk) is acyclic. Be Lemma 2, there
can be at most ni + nj − 1 connecting edges between any two paths Pi and Pj .
Then the total number of connecting edges in G is at most
∑
16i<j6k
(ni + nj − 1) =
k∑
i=1











By Observation 1, the only edges in G are path edges and connecting edges.
The total number of edges in the paths P1, . . . , Pk is n − k ; then, the most












Consider the following construction for any n and k. Let n1, n2, . . . , nk be an
integer partition of n such that n1 6 n2 6 · · · 6 nk . For each 1 6 i 6 k , let
Pi = vi,1 vi,2 · · · vi,ni . We then define G(n1, . . . , nk) to be the graph containing
these paths, as well as the following edges for each 1 6 i < j 6 k :
(i) If ni > 1, then for each 1 6 r < ni , add the edge vi,rvj,r;
(ii) If nj > 1, then for each 1 6 r < ni , add the edge vi,r+1vj,r;







Figure 2: The graph G(n1, n2, n3) for n1 = 6, n2 = 8, n3 = 9.
An example of this construction with k = 3 and n1 = 6, n2 = 8, n3 = 9 is
illustrated in Figure 2.
In constructing the digraph associated with G = G(n1, . . . , nk) , the edge-
rules (i) – (iii) for G yield the following arc-rules for D(G, P1, . . . , Pk) for each
1 6 i < j 6 k :
(i)
{
(a) vi,r−1 → vj,r for 1 < r 6 ni (if ni > 1), and
(b) vj,r−1 → vi,r for 1 < r 6 ni (if nj > 1);
(ii)
{
(c) vi,r → vj,r for 1 6 r < ni − 1 (if ni > 1), and
(d) vj,r−1 → vi,r+1 for 1 < r 6 ni − 1 (if ni > 1);
(iii)
{
(e) vi,ni−1 → vj,r for ni 6 r 6 nj , and
(f) vj,r−1 → vi,ni for max{ni , 2} 6 r 6 nj (if nj > 1).
We can then prove:
Lemma 4. The digraph D(G, P1, . . . , Pk) described above is acyclic.
Proof. Any arc produced by one of the rules (a) – (e) is of the form va,s → vb,r
with s < r and no constraints on a and b , or va,r → vb,r with a < b . In
either case, we have (s, a) < (r, b) in the lexicographic ordering on ordered pairs
of integers. Then, if there are arcs in D(G, P1, . . . , Pk) for vb,r → va,s where
(r, b) > (s, a) , they must arise from the rule (f), in which case s = na .
Note that none of the rules (a) – (f) produce arcs which leaves vertices vi,ni
for any 1 6 i 6 k ; then, there are no non-trivial walks which leave such a vertex.
Then, it is easy to show by induction that if there is a directed walk between
distinct vertices va,s and vb,r , either (s, a) < (r, b) or r = nb .
Let va,s and vb,r be two vertices, with a directed walk W from va,s to vb,r .
Because of the existence of W , we know that s 6= na ; then, there is a directed
walk from vb,r to va,s only if (r, b) < (s, a) . We would then have r = nb ,
in which case there are no directed walks from vb,r to any other vertices in
D(G, P1, . . . , Pk) . So, for any two distinct vertices va,s and vb,r , there cannot
be a directed walk from va,s to vb,r and also from vb,r to va,s , in which case
D(G, P1, . . . , Pk) is acyclic.
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As well as giving rise to an acyclic digraph D(G, P1, . . . , Pk) , we also have:
Lemma 5.
∣∣E(G(n1, . . . , nk))∣∣ = k(n − 1) − (k2) , for any n > k > 1 and
integer partition n1 6 · · · 6 nk of n.
Proof. Between any pair of paths Pi and Pj in G(n1, . . . , nk) , there are ni − 1
connecting edges of type (i), ni−1 connecting edges of type (ii), and connecting
edges of type nj − ni . There are then ni + nj − 1 connecting edges between Pi
and Pj , which saturates the upper bound of Lemma 2. Following the counting







Theorem 1 then follows from Lemmas 3 and 5. Using the reduction presented
in Section 2.2, we then have the result:






where n = |V (G)| and k = |O| . Furthermore, the geometry (G, I, O) given by
G = G(n1, . . . , nk) , I = {vi,1}
k
i=1 , and O = {vi,ni}
k
i=1 saturates this bound for
any integer partition n1 6 · · · 6 nk of n.
4 Remarks and Open Problems
This paper addresses an open problem of [7], which asked whether a construction
similar to that of Section 3.2 had the maximum possible number of edges for a
geometry on n vertices and |O| = k .
This extremal result allows us to derive an improved upper bound on the time
complexity for recognizing geometries (G, I, O) with flows for the special case
|I| = |O| : by adding a preliminary step where |E(G)| is compared to Γ(n, k),
we can quickly eliminate geometries with too many edges, and perform the rest
of the algorithm of [7] for geometries with |E(G)| 6 Γ(n, k) ; this improves the
running time to O(k2n). Comparing |E(G)| to Γ(n, k) also provides a test which
can be used to determine that some geometries (G, I, O) don’t have flows for
|O| > |I|, for which there is no known efficient decision procedure.
A related line of questions to this extremal result is what subgraphs are
forbidden for a geometry which has a flow. For instance, our extremal result
implies that (G, I, O) doesn’t have a flow if G = Kk+2 and |O| = k, as it has
one edge more than the upper bound of Γ(k+2, k) = 1
2
k(k+3). More generally,
it is easy to show that any geometry with |O| = k and a Kk+2 subgraph doesn’t
have a flow by reduction to the case with G = Kk+2. Are there other graphs (or
families of graphs) parameterized in n and k, which are efficiently recognizable,
and cannot occur as the subgraph of any geometry (G, I, O) which has a flow?
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