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The growth of big data presents both challenges and opportunities in
modern research. On one hand, big data with a large amount of information
makes it possible to answer scientifically interesting and practically relevant
questions. On the other hand, the massive sample size, high dimensionality
and complex dependence of big data create computational and statistical
challenges that cannot be handled by the conventional analytical meth-
ods. It turns out dimension reduction methods by extracting factors from
the data help to explain the dynamic pattern and understand the essen-
tial structure. In this thesis, we proposed three statistical methods being
intended to extract fundamental factors from two kinds of big data, the
large-dimensional data and the infinite dimensional data (functional data).
First, we developed a Penalized Independent Factor (PIF) method that ex-
tracts independent factors from the high dimensional data. The factors are
statistically independent and correspond to the original data with a sparse
linear relationship. The estimation is done by optimizing a penalized like-
lihood function with the Smoothly Clipped Absolute Deviation (SCAD)
penalty. We proved the consistency of the sparse loading matrix estimator
and investigated the finite sample performance. Simulation study shows
that the sparsity assumption and the adoption of realistic distributional
ix
Summary
assumption improve the estimation accuracy compared to the conventional
method. Empirical study further illustrates the ability of the PIF method
to interpret the dynamic changes of the global economy based on the anal-
ysis of sovereign default probability from 1st Apr 1999 to 31st Dec 2013.
Secondly, we proposed a Sparse-Group Independent Component Analysis
(SG-ICA) method that extends the PIF method by allowing the sparsity
of both the number of the independent components and the structure of
the loading matrix. The number of ICs is automatically determined while
solving a penalized likelihood. The Sparse-Group Lasso penalty function
is selected that provides not only elementary sparsity in the parameter
space but also group sparsity in the number of factors. We proved the
consistency, sparsity and asymptotic normality of the estimation. Numer-
ical study demonstrates the nice performance of the SG-ICA along with
simulation and real data analysis based on the US Overnight Index Swap
(OIS) rate from 1st Oct 2011 to 13th Mar 2015. Last but not least, we
proposed a 3-dimensional Image Functional Principal Component Analysis
(3D Image FPCA) that directly converts the brain signals to fundamental
spatial common factors and subject-specific temporal factor loadings via
proper orthogonal decomposition. Simulation study and real data analysis
show that the 3D Image FPCA method improves the quality of spatial
representations and guarantees the contiguity of detected brain regions.
The selected regions provide signature scores and carry explanatory power
for subjects’ risk attitudes. For in-sample analysis, the 3D Image method
perfectly classifies both strongly and weakly risk averse subjects. In out-of-
sample, it achieves 73-88% overall accuracy, with 90-100% rate for strongly
risk averse subjects, and 49-71% for weakly risk averse subjects.
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Factor analysis (FA) has been widely used as a dimension reduction tool
in statistical analysis aiming to explain relation and variability among cor-
related multivariate data by a (potentially lower) number of (latent) factors
(Johnson et al., 1992). In literature, many factor models and methods have
been developed (Paatero and Tapper, 1994; Bryant and Yarnold, 1995; Jol-
liffe, 2002), which can be classified into two kinds. The first kind is model
dependent that defines factors with prior information or designed variables,
where the factors are often exogenous and assumed to be observable. The
second kind is model-free and data driven. It extracts fundamental fac-
tors from the raw data without any pre-defined constraints or subjective
assumptions.
The model-free FA methods are especially useful to understand the
stochastic behaviors of complex data. It explains why PCA is by far the
1
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most popular, after its introduction by Pearson (1901), and further for-
mal definition by Hotelling (1933). The idea of PCA is to extract linearly
uncorrelated components that explain as much as possible covariance of
the original multivariate data. The PCs are estimated via either variance
maximization (Oja, 1983; Diamantaras and Kung, 1996) or mean-square
error minimization (Erkki et al., 1992). Under the Gaussian distributional
assumption, the principal components become statistically independent.
Thus the joint density problem of the raw data is converted and analyz-
able with marginals. Motivated by its generally nice performance, the PCA
has been applied to many research fields. Jeffers (1967) applied PCA to
study the strength of pitprops made of home-grown timber and variation
of winged aphids. Loska and Wiechula (2003) applied PCA to study the
source of heavy metal contamination in surface sediments. Moore (1981)
used PCA for signal analysis, and many others (Shum et al., 1995; Ku
et al., 1995; Heyer and Schloerb, 1997; Adler and Golany, 2001; Deluzio
and Astephen, 2007). Extensions of PCA include Probabilistic PCA (Tip-
ping and Bishop, 1999; Collins et al., 2001) that models the raw data by
linear sum of PCs and white noise and estimates the PCs by optimizing
the likelihood function and Nonlinear PCA (Scho¨lkopf et al., 1998) that
extracts PCs by nonlinear transformation.
Most data are however far from Gaussian distribution in e.g. finance,
economics research areas, where the uncorrelateness is not identical to in-
dependence. Hence the joint density problem cannot be easily solved with
the help of PCA. Independent Component Analysis (ICA), also known as
Blind Source Separation (BSS), on the other hand, considers not only co-
variance information, but also the higher moments that have been ignored
2
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by PCA. It also extracts components via a linear transformation. However
the components are statistically independent even under non-Gaussianity
and estimated by directly optimizing statistical independence including
the maximization of nongaussianity (Jones and Sibson, 1987; Cardoso and
Souloumiac, 1993; Hyva¨rinen and Oja, 1997), the minimization of mutual
information (Comon, 1994; Hyva¨rinen, 1998, 1999a), and the maximum
likelihood estimation (Pham and Garat, 1997; Bell and Sejnowski, 1995;
Hyva¨rinen, 1999b).
Similar to the PCA, the ICA method extracts factors with a constant
loading matrix. It naturally leads to redundant dependence of each fac-
tor on all the original data. In estimation in the high dimensional space,
this imports over-parametrization and low accuracy. There are at least
two possibilities to handle the challenge. Both rely on sparsity of either
reducing the number of factors or simplifying the structure of the loading
matrix. However, the order of factors in ICA is not defined. Hence reducing
the number of factors may accompany with loss of information. Wu et al.
(2006) proposed an IC ordering approach based on the mean-square-error
criterion to identify the number of ICs. In our study, we firstly focus on
the alternative way, i.e. sparsity on the parameter space. The sparsity of
the loading matrix is able to improve the estimation efficiency. It assumes
that one independent component only relates to a subset of the observed
variables, while other independent components relate to different subsets
of the observed variables (Zhang et al., 2009). Hyva¨rinen and Raju (2002)
proposed a sparse ICA method based on the Bayesian computation, where
the sparsity is prior determined. Zhang et al. (2009) incorporated adap-
tive Lasso in the maximum likelihood to obtain a sparse loading matrix.
3
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The statistical properties of the proposed sparse ICA methods were not
addressed. To the best of our knowledge, none works have been considered
the joint sparsity of both dimension and parameters in ICA.
With the fast development of modern technology, there is increasing
availability of functional data defined in the infinite dimension space such
as wave signals and image data. There has been a strong demand of extend-
ing the statistical methods from the multivariate space to the functional
domain. Various fundamental methods have been developed including but
not limited to functional linear models (Fan and Zhang, 2000; Mu¨ller and
Stadtmu¨ller, 2005), functional time series analysis (Kargin and Onatski,
2008; Mas, 2007; Ruiz-Medina and Salmero´n, 2010), statistical inference
(Zhang et al., 2007, 2010; Zhang and Liang, 2014) and Functional Prin-
cipal Component Analysis (FPCA) (Kneip and Utikal, 2001; Di et al.,
2009). Among them, the FPCA method is very popular. By FPCA, the
functional data is represented by continuous curves and decomposed to
functional factors and factor loadings, without losing much variability. The
existing FPCA method is essentially applicable for the functional data de-
fined in one-dimensional domain IR. For high dimensional functional data,
however, it is necessary to map or vectorize the high dimensional functional
data to 1D domain, which potentially reduces accuracy and efficiency of
the functional factor identification.
4
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1.2 Organization and Main Results
For the rest of the thesis, Chapter 2 presents the background and exist-
ing studies of factor extraction methods including the Principal Component
Analysis, the Independent Component Analysis and the Functional Prin-
cipal Component Analysis. The three methods provide the basic ideas of
model-free factor extraction and help to understand the new methods de-
veloped in our study. The same notations apply to the following chapters.
Readers who are familiar with the methods can skip over the chapter.
In Chapter 3, we present the Penalized Independent Factor (PIF) method
that extracts independent components (factors) from the high dimensional
multivariate data via a sparse loading matrix. Each independent compo-
nent is only related to a subset of the observed variables. The sparsity of
the loading matrix is achieved by adding a Smoothly Clipped Absolute De-
viation (SCAD) penalty to the log-likelihood function. We prove the consis-
tency of the sparse loading matrix estimator. Simulation study shows the
proposed PIF has good performance compared to the conventional ICA
method. The sparsity assumption further contributes to improve the es-
timation accuracy in high dimensions. The PIF method is applied to 14
countries’ daily Corporate Vulnerability Index (CVI), the sovereign default
probability maintained at Risk Management Institute, National Univer-
sity of Singapore from 1st Apr 1999 to 31st Dec 2013. The estimated sparse
loading matrix helps to explain the dynamic connections between advanced
and emerging markets over time. For example, China only participates in
one factor during the pre-Dot Com bubble period and is the only element
5
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of the factor implying the closed market of China in the early time. The
inequality of sparsity between advanced and emerging markets decreases
over time. This observation can be explained by emerging market’s fast
development and more and more prominent role in the global economy.
In Chapter 4, we present the Sparse-Group Independent Component
Analysis (SG-ICA) method that further relaxes the constraints of the PIF
method and allows the number of independent components to be sparse.
The Sparse-Group Lasso penalty function is chosen (Friedman et al., 2010)
to achieve both elementary sparsity and group sparsity simultaneously. We
proved the consistency and asymptotic properties of the SG-ICA estimator.
Simulation study shows the good performance of the SG-ICA method. We
applied the SG-ICA to the US Overnight Index Swap rate from 1st Oct 2011
to 13th Mar 2015. Compared to the conventional Nelson-Siegel that models
the term structure by 3 factors: level, slope and curvature, we provide an
alternative view of the driving factors. In particular, the driving factors
represent long term effect, short term effect and mix of short and mid term
effect. It shows nice performance in terms of forecast accuracy compared
to the alternative methods.
In Chapter 5, we propose the 3D Image FPCA method that extracts
the 3D functional principal components from 3D fMRI data collected dur-
ing a RPID experiment. Simulation study shows the good performance of
the 3D Image FPCA method compared to the 1D-FPCA method. The real
data analysis shows the 3D Image FPCA is able to detect the risk related
brain regions. Moreover, signature scores obtained by 3D Image FPCA are
able to classify subjects’ risk attitude. The 3D Image FPCA provide 100%
6
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in-sample classification for subjects’ risk attitude. For out of sample classifi-
cation, the result is remarkably better for strongly risk averse subjects with




Background and Existing Study
2.1 Principal Component Analysis (PCA)
This section presents the method of Principal Component Analysis.
Consider a p-dimension random vector x = (x1, x2, . . . , xp)
>. Without loss
of generality, assume E[x] = 0. The objective of PCA is to convert the
possibly correlated variables to a set of uncorrelated factors via a linear
transformation. The transformation is defined such that the first Principal
Component, defined as PC1 = ξ
>
1 x, maximizes the variance accounting for
as much of the variation in the data as possible.
max V ar(PC1) (2.1)
Note that E(PC1) = E(ξ
>
1 x) = 0, thus





>ξ1) = ξ>1 V ξ1 (2.2)
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where V = E(xx>) is the covariance matrix of x. Equation (2.2) is not
identifiable w.r.t. the scale and direction of the coefficients ξ1. It is assumed
that the coefficients vector has unit length to avoid ambiguity:
max ξT1 V ξ1 s.t. ‖ξ1‖ = 1 (2.3)
Equation (2.3) can be expressed in the Lagrange Expression:
P = ξT1 V ξ1 − λ1(‖ξ1‖ − 1) (2.4)
Taking the partial derivative of P with respect to ξ1 yields:
∂P
∂ξ1
= 2ξ>1 V − 2λ1ξ>1 = 0 (2.5)
or equivalently
ξ>1 V = λ1ξ
>
1 (2.6)
This shows that the coefficients vector ξ1 is indeed an eigenvector of V
with λ1 being the corresponding eigenvalue. Substitute Equation (2.6) into
Equation (2.3) yields:
max ξ>1 V ξ1 = max λ1ξ
>
1 ξ1 = max λ1 (2.7)
Thus, the solution of Equation (2.3) is the eigenvector corresponding to
the largest eigenvalue of V , and the largest variance of PC is the largest
eigenvalue of V.
Orthogonality needs to be imposed for the estimation of the subsequent
PCs. For any PCj = ξ
>
j x, 1 < j ≤ p, Cov(PCj, PCm) = 0 for m < j.
9
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For j = 2, Cov(PC1, PC2) = ξ
>
1 V ξ2 = λ1ξ
>
1 ξ2 = 0. Thus, an additional
constraint can be simplified as ξ>1 ξ2 = 0 in the estimation of PCs. The
subsequent PCs can be found via generalization of Equation (2.2). For any
PCj = ξ
>
j x, 1 < j ≤ p, it can be obtained by:
max ξTj V ξj s.t. ‖ξj‖ = 1 (2.8)
ξ>j ξm = 0 for m < j
Similarly, the solution of Equation (2.8) shows that the jth principal com-
ponent is the eigenvector corresponding to the jth largest eigenvalue. In
summary, a closed form solution of PCA can be obtained by eigen decom-
position.
Very often, the number of PCs selected is smaller than the number of
original variables. By simple linear algebra, variations explained by the first




, where λk is the k
th largest eigenvalue
of the covariance matrix, with k = 1, . . . , q.
2.2 Independent Component Analysis (ICA)
Independent Component Analysis is to separate multivariate data into
additive components. Denote the observed p-dimension vector
x = (x1, x2, . . . , xp)
>, ICA assumes the existence of a p-dimension ran-
dom vector s = (s1, s2, . . . , sp)
> that is independent, i.e. si is independent
of sj for i 6= j. In ICA, the observed vector is a linear transformation of
the independent components, i.e.
10
2.2. Independent Component Analysis (ICA)
x1 = a11s1 + a12s2 + + a1psp
x2 = a21s1 + a22s2 + + a1psp
...
xp = ap1s1 + ap2s2 + + appsp
In matrix form, the equation can be written as x = As, where the (i, j)-
th element of A is aij. The matrix A is called mixing matrix. Suppose
the mixing matrix is invertible and denote its inverse by B, called loading
matrix, the ICA equation can also be expressed as s = Bx with B =
A−1. The objective of ICA is to estimate the loading matrix B and the
independent sources s simultaneously given the observed mixed signals x.
The loading matrix and the independent components are only identifiable
up to sign and scale. For any non-zero constant c, we have






To avoid the scale ambiguity, it is assumed that the independent com-
ponents have unit variance. For ease of computation, the observed sig-
nals are pre-whitened such that V ar(x) = Ip. In this case, the load-
ing matrix B becomes orthonormal. Denote the sample covariance matrix
by V , and H be the matrix with columns being eigenvectors of V . Let
D = diag(λ1, λ2, . . . ) be a diagonal matrix with diagonal entries being
eigenvalues corresponding to the eigenvectors in H. The pre-whitening ma-
trix is defined as W = D−1/2H>. Denote the raw data as x∗ and x = Wx∗.
The covariance matrix of the transformed data becomes:
Cov(x) = E{xx>} = WE{x∗x∗>}W> = D−1/2H>HDH>HD−1/2 = Ip
11
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Instead of eigen-decomposition as PCA does, ICA is estimated by max-
imizing independence of the factors. The maximization of non-Gaussianity
is firstly used by Delfosse and Loubaton (1995) and further developed by
Hyva¨rinen and Oja (1997); Hyva¨rinen (1999a). This approach is motivated
by Central Limit Theorem that the sum of any two non-Gaussian dis-
tributed random variables tends to be more Gaussian than any of the two
random variables. Kurtosis for example can be used as a quantitative mea-
sure of Gaussianity. Each row b>j of the loading matrix B can be estimated
by maximizing |kurt(b>j x) − 3|, such that ‖b>j ‖ = 1 and b>j bk = 0. Taking
the gradient of the objective function yields
∂|kurt(b>j x)− 3|
∂b>j
= 4sgn(kurt(b>j x)− 3)[E(x(b>j x)3)− 3b>j ‖b>j ‖2]
The loading matrix can be estimated by the gradient algorithm with b>j
orthonormalized at each iteration.
Alternatively, ICA can be estimated by minimizing mutual information,
firstly proposed by Comon (1994) and further developed by Hyva¨rinen
(1999a). It is motivated by information theory that the mutual information
naturally measures the dependence between random vectors. The mutual





where H(s) = − ∫ f(s) log f(s)ds and f(s) is the density function of s. The
mutual information depends on the density function and thus naturally
12
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links to the maximum likelihood approach.
Denote the density of each independent component as fj(sj), the log-










+ n log |det(B)| (2.10)
where n is the number of observations. Hyva¨rinen et al. (2001) assumes the
independent factors follow two distributional families:
log f+j (s) = β1 − 2 log cosh(s) (2.11)
log f−j (s) = β2 − [s2/2− log cosh(s)] (2.12)
where f+j (s) refers to a supergaussian distribution and f
−
j (s) refers to a





density functions. It has been shown that the ML estimator is consistent
for a class of distributions in the following Theorem.
Theorem. (Hyva¨rinen et al., 2001, p. 206) Denote fj as the assumed dis-




Further constraint that the covariance matrix of independent components
is the identity matrix. Then the ML estimator is locally consistent if
E{sgj(s)− g′j(s)} > 0 ∀j (2.13)
13
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Moreover, ICA can be estimated via the maximum likelihood approach.

































The natural gradient method (Amari, 1998) provides better convergence
rate by multiplying B>B to the gradient function:
∆B ∝
∑
{g(Bxi)xi>B>}B + nB (2.15)
The Bell-Sejnowski algorithm (Bell and Sejnowski, 1995) is much faster by
using only one observation at a time:
∆B ∝ {g(Bxi)xi>B>}B +B (2.16)
The above algorithms can be further simplified by pre-whitening. As
mentioned above, whitened data has identity covariance matrix. Since the
ICs are assumed to have unit variance, the loading matrix is orthonormal.
Thus, each row of the loading matrix can be estimated separately:
1. For the jth row of B, update using above algorithm, for example, the
14





The second term vanishes as the determinant of an orthonormal ma-
trix is 1.
2. Orthogonalization: bj = bj −
∑j−1
k=1(bj ·Bk)Bk
3. Normalization: bj = bj/‖bj‖
4. If not converge, go back to step 1.
2.3 Functional Principal Component Analysis (FPCA)
Functional Principal Component Analysis is extended from multivari-
ate PCA. PCA is to find the most important principal components that
explained most variations in the original data. Denote the observed multi-
variate data as Yji for i = 1, . . . , N and j = 1, . . . , p. The first PC is defined




such that PC1 has the largest possible variations, i.e. max ‖PC1‖2 subject
to ‖ξ1‖ = 1, where ξ1 = (ξ11, ξ12, . . . , ξ1p). Subsequent PCs are defined
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such that PCj has the largest possible variations subject to ‖ξj‖ = 1 and
ξ>j ξk = 0 for k < j. The PCA problem can be solved by eigen-analysis of
the sample covariance matrix V = 1
N
Y >Y .
V ξ = λξ (2.20)
where ξj is the eigenvector corresponding to the j
th largest eigenvalue λj.
Functional PCA is a statistical method for investigating the dominant
modes of variation of functional data. It represents the observed functions
by eigen-basis, which is an orthonormal basis of the Hilbert space that
consists of the eigenfunctions of the auto-covariance operator. Denote the
observed functions as ft(x), where ft denotes the t
th observed function, and
x ∈ IR denotes the parameter associated with the function.
Define the covariance function as









G(·, x)ξ(x)dx = λξ (2.23)
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where ξ and λ denote the eigenfunction and eigenvalue respectively. The
eigenvalues are real and non-negative λ1 > λ2 > · · · ≥ 0 with respect to
the eigenfunctions ξ1, ξ2, · · · , where ξ1 is the functional factor that explains
the largest variation, with λ1 being the largest explained variation.
In practice, the discrete observations are smoothed and expressed by
basis function φ(x) = [φ1(x), φ2(x), . . . , φK(x)]
f(x) = Cφ(x) (2.24)
where C is a coefficient matrix. Thus, Equation (2.23) can be expressed as
∫
N−1φ>(s)C>Cφ(x)φ>(x)bdx = λφ>(s)b (2.25)
where the eigenfunction ξ = φ>b and b is a coefficient vector. Equation
(2.25) holds for all s. Thus we can drop φ>(s) on both sides. Further define
W =
∫
φ(x)φ>(x)dx and u = W 1/2b, Equation (2.25) yields a symmetric
eigen-equation
N−1W 1/2C>CW 1/2u = λu (2.26)
The infinite FPCA problem is solved via conventional eigen-decomposition





The growth of big data presents both challenges and opportunities in
modern research. On one hand, big data with a large amount of information
makes it possible to answer scientifically interesting and practically relevant
questions. On the other hand, the massive sample size, high dimensionality
and complex dependence of big data create computational and statistical
challenges that cannot be handled by the conventional analytical methods.
It turns out that data analysis done in a reduced space often accompanies
with improved interpretability and estimation accuracy. This motivates the
wide adoption of factor models that try to explain complex phenomena of
the original data through a small number of basic causes or factors.
While the factors used in most economic and financial models are ex-
ogenous macroeconomic and financial variables, such as inflation rate and
market premium, statistical methods do the jobs of simultaneous dimen-
18
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sion reduction and stochastic factor identification in a data-driven way.
The statistical methods convert a set of observations of possibly correlated
variables into a set of linearly uncorrelated factors. Under the Gaussian dis-
tributional assumption, non-correlation is identical to independence. The
high dimensional statistical problem is converted to univariate cases. With
the aid of Jacobian transformation, the complex joint distribution can be
obtained by using the marginal distributions of each factor in a closed form.
This explains why the Principal Component Analysis (PCA) and Factor
Analysis (FA) are so popular in data analysis. However, the measured vari-
ables are often not Gaussian distributed in practice. In this case, the joint
distribution estimation cannot be easily solved with the help of the PCA
and FA.
The recently developed Independent Component Analysis (ICA) method
sheds lights on possible solutions. Similar to the PCA and FA methods, the
ICA identifies essential factors via a linear transformation. Instead of pro-
jecting onto the eigenvectors of the covariance matrix as PCA does, the ICA
directly extracts statistical independent factors from the original complex
data via solving an optimization problem on statistical cross-independence.
Depending on the definition of independence, various estimation methods
have been proposed, including the maximization of nongaussianity (Jones
and Sibson, 1987; Cardoso and Souloumiac, 1993; Hyva¨rinen and Oja,
1997), the minimization of mutual information (Comon, 1994; Hyva¨rinen,
1998, 1999a), and the maximum likelihood estimation (Bell and Sejnowski,
1995; Pham and Garat, 1997; Hyva¨rinen, 1999b). The ICA has been used
in many disceplines such as studying of human brain activities with the
electroencephalographic (EEG) data (Makeig et al., 1996), portfolio opti-
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mization by decomposing the stock returns (Back and Weigend, 1997) and
face recognition for different time and expression (Bartlett et al., 2002) and
many others (Hoyer and Hyva¨rinen, 2000; Kiviniemi et al., 2003; James and
Hesse, 2005). There have been also extensions of ICA. Cardoso (1998) pro-
posed the multidimensional ICA that clusters factors into groups and allows
dependence within groups. Beckmann and Smith (2005) extends ICA to the
tensorial space to study fMRI data. Chen et al. (2014) propsoed TVICA
that allows the loading matrix to be time dependent and thus is applicable
to non-stationary time series.
In high dimensional space, however, ICA naturally leads to redundant
dependence of each factor on all the original data and this imports over-
parametrization and low accuracy. There are at least two possibilities to
handle the challenge. Both rely on sparsity of either reducing the number
of factors or simplifying the structure of the loading matrix. However, the
order of factors in ICA is not defined. Hence reducing the number of factors
may accompany with loss of information. Wu et al. (2006) proposed an IC
ordering approach based on the mean-square-error criterion to identify the
number of ICs. In our study, we focus on the alternative way, i.e. sparsity
on the parameter space. The sparsity of loading matrix is able to improve
the estimation efficiency. It assumes that one independent component only
relates to a subset of the observed variables, while other independent com-
ponents relate to different subsets of the observed variables (Zhang et al.,
2009).
Sparse estimation has been developed and widely used in the regularized
regression analysis. Under the sparsity assumption, redundant dependence
20
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is penalized and the corresponding insignificant coefficients are pushed to
zeros. Tibshirani et al. (1997) adopted regularized Cox regression to study
the effect of drags. Meier et al. (2008) applied regularized logistic regression
to splice site detection in DNA sequences. Hofmarcher et al. (2014) used
regularized linear regression in estimation of default probability to ease the
multicollinearity problem among selected factors. However, the adoption
of sparsity in independent component analysis is still new. Hyva¨rinen and
Raju (2002) proposed sparse Bayesian ICA, where the loading matrix is
assumed to be random and a conjugate sparse prior is imposed to the
loading matrix. The correctness of the selected prior is left for question.
Zhang et al. (2009) incorporated adaptive Lasso in the maximum likelihood
estimation method to obtain sparse loading matrix, where the statistical
independent factors are assumed to follow a simple distribution family with
one parameter. None theoretical results however have been derived in the
above works.
We are motivated to propose a penalized Independent Component Anal-
ysis method, named PIF, to extract statistically independent factors with a
sparse loading matrix. In particular, the sparse loading matrix is estimated
under the Normal Inverse Gaussian (NIG) distributional assumption with
smoothly clipped absolute deviation (SCAD) penalty (Fan and Li, 2001).
Our main theoretical result claims that the sparse loading matrix estima-
tor is consistent. We demonstrate the finite sample performance of the
PIF along with simulation study. We also implement the PIF method to
the daily Corporate Vulnerability Index data from 1st Apr 1999 to 31st
Dec 2013. The proposed method shows good interpretation of the dynamic
structure of the 14 economies’ global default probability from the pre-Dot
21
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Com bubble to the post-Sub Prime crisis.
The remainder of the paper is structured as follows. Section 3.2 intro-
duces the real data and its summary statistics. Section 3.3 presents in detail
the PIF method, the estimation procedure, and the statistical property. Its
finite sample performance is investigated along with the simulation study
in Section 3.4. Section 3.5 implements the PIF method to the sovereign
default probabilities. Section 3.6 concludes.
3.2 Data
Sovereign default probability has become a major concern for interna-
tional financial markets and economic policy makers. It reflects financial
vulnerability and sovereign (re)financing difficulties of both advanced and
emerging economies. It is also considered as a fundamental early warnings
indicator of financial crises and contagions of global financial markets. For
financial institutions who are active in the international capital markets,
sovereign credit ratings and the associated sovereign default rates play a
crucial role in computing their credit risk.
We consider the sovereign default probabilities of 14 economies from
1stApril 1999 to 31st December 2013. The data are the equally-weighted
Corporate Vulnerability Index (CVI), proxies of sovereign default prob-
ability, maintained in the Credit Research Initiative, Risk Management
Institute at National University of Singapore. The CVI of each economy is
constructed by averaging of all the listed firms’ probability of default (PD)
in the corresponding exchange. It is worth mentioning that the number of
22
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Figure 3.1: Time series plot of the 14 economoes CVI data. Gray shadow is
the Dot Com bubble period and light greed shadow is the Sub Prime crisis.
firms considered over the time horizon is not fixed, given the happening of
default events and IPOs. For example, on 1st Apr 1999, there were 717 firms
listed in the stock exchange of China, and on 31st Dec 2013, the number of
listed firms went up to 3017. The PDs were computed using the forward in-
tensity approach in Duan et al. (2012) with input variables of common eco-
nomic factors including e.g. stock index returns and 3-month interest rates,
and firm specific factors of e.g. distance to default, ratio of cash (equivalent)
to total assets, return on assets, market to book ratio and 1-year idiosyn-
cratic volatility. The 14 economies include 9 advanced economies of Hong
Kong, Japan, US, Germany, Greece, Ireland, Italy, Spain, and UK, and 5
emerging ones of China, India, Indonesia, Russian and Brazil.
Figure 3.1 displays the movements of the 14 CVIs from 1999 to 2013.
To understand the dynamic structure of CVIs over time, we divide the
time horizon of the 15 years into five sub-periods according to the business
cycles announced by the National Bureau of Economic Research, includ-
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ing two recessions occurred from 1st March 2001 to 30th November 2001
(Dot Com bubble) and from 1st December 2007 to 30th June 2009 (US sub
prime crisis). During the two recessions, the level of CVI increases on av-
erage 26% and 53% respectively. The relatively high level of the sovereign
PDs continues after the recessions for a while and then drops to low value.
China, however, behaves distinctively from the rest. The China’s CVI is
dramatically larger than the other economies during 2002-2007, the post-
Dot Com bubble period, where China’s CVI is three times of the second
high value of the Indonesia. Table 3.1 reports the CVI summary statistics
of each economy over the 15 years. China and US have the highest level
(mean) of CVI. The level of US’ CVI is high mainly during the two re-
cessions, the Doc Com bubble and then Sub Prime crisis. China, on the
other hand, though immuned from the Dot Com bubble recession, due to
its constantly achieved 2-digits growth during 2003 to 2007 accompanied
with high PD level for “higher return higher risk” philosophy. In terms
of variation, similar pattern is observed. China has the highest CVI vari-
ation of SD being 12% larger than the high PD volatile countries of e.g.
US. Moreover, all PDs are positively skewed with extreme values, indicat-
ing the deviation from Gaussianity. In this case, the conventional PCA is
not able to deliver independent factors. Instead the PIF method can help.
Moreover, the unique behavior of China’s CVI exhibits in the dependence
on the other economies. Table 3.2 reports the correlation matrix of the CVI
data during the 15 years. The correlation of CVI between two economies
are mostly positive. While China is considered, it becomes either negative
or very small (0.08 with Russia). On the other hand, the US remains high
correlations to most of the advanced economies such as Japan and UK,
24
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consistent to its influential role in the global financial markets.
Mean(10−3) SD(10−3) Skewness Kurtosis JB-stats(104)
China 2.19 1.21 0.71 3.17 0.06∗
Hong Kong 0.46 0.38 2.17 9.53 1.38∗
India 0.21 0.11 0.70 2.70 0.05∗
Indonesia 0.92 0.95 2.06 9.68 1.39∗
Japan 0.26 0.20 1.98 8.54 1.04∗
US 1.00 1.08 2.86 14.43 3.67∗
Germany 0.53 0.44 1.13 3.23 0.12∗
Greece 0.46 0.45 2.02 7.73 0.87∗
Ireland 0.58 1.17 4.68 29.57 17.82∗
Italy 0.22 0.16 1.83 8.00 0.86∗
Russian 0.40 1.07 5.19 32.99 22.61∗
Spain 0.18 0.13 1.13 3.72 0.13∗
UK 0.41 0.48 3.76 19.83 7.63∗
Brazil 0.72 0.33 0.79 2.46 0.06∗
Table 3.1: Summary statistics of the CVI data over the time horizon, Apr
1999-Dec 2013.
More detailed summary statistics over the 5 time periods can be found
in Table 6.1-6.5 in the Appendix.
3.3 Method
Consider p-dimension random vector X = (X1, · · · , Xp) ∈ IRp. In our
study, the random vector represents the CVIs of the 14 economies. The pe-
nalized independent factor analysis is to factorize the variables into a linear
combination of latent independent random factors Z = (Z1, · · · , Zp) ∈ IRp:
Z = BX (3.1)
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where B refers to a sparse loading matrix. Given the observed realizations
Xi = (Xi1, · · · , Xip) with i = 1, · · · , n, the task here is to estimate the
sparse loading matrix B as well as to obtain the independent factor Zi
with i = 1, · · · , n, without any prior knowledge of the sparsity structure of
B.
Similar to the conventional ICA, the loading matrix and independent
factors are only identifiable up to scale. For any constant c 6= 0, one can ob-
tain another set of loading matrix cB and independent factors cZ satisfying
(3.1). The order of independent factors is not identifiable either. Although
the selection of factors is interesting (Wu et al., 2006), it is beyond the
scope of this research. In our study, we set the number of independent fac-
tors to p, as the primary goal of our study is to convert the multivariate
problem into a number of univariate ones with sparsity such that it eases
the understanding of the dependence with reduced parameter space and si-
multaneously an improved estimation accuracy. The order of independent
factors is not crucial as each factor will be independently analyzed. To
avoid the identification problem, we assume that the independent factor
have unit variance.
Denote the probability density function of each independent factor to










+ n log |det(B)|, (3.2)
where b>j denotes the j-th row of B. To achieve the sparsity of the loading
matrix B, a penalty function, denoted as ρλ is introduced, where λ is a
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where bjk denotes the (j, k)th-element of the sparse loading matrix B.
In Hyva¨rinen et al. (2001), the independent factors are assumed to
follow either of two families:
log f+j (s) = β1 − 2 log cosh(s)
log f−j (s) = β2 − [s2/2− log cosh(s)]
where f+j (s) refers to a supergaussian distribution and f
−
j (s) refers to a





functions. Though with simple form, the exponential power family fails to
describe the stochastic behavior of the financial risk factors. The latent
financial risk factors may be asymmetric and with extreme values.
3.3.1 Marginal density: NIG
This motivates the adoption of the Normal Inverse Gaussian (NIG) dis-
tributional assumption for its desirable probabilistic features. The NIG dis-
tribution was introduced by Barndorff-Nielsen (1995). It has been widely
used to model physical and financial variables (Barndorff-Nielsen, 1997;
Venter and de Jongh, 2002; Kalemanova et al., 2007). With 4 distribu-
tional parameters, the NIG distribution is able to mark data characteris-
tics from the central locations to the tails behaviours. The density of NIG
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δ2j + (zj − µj)2
}
√
δ2j + (zj − µj)2
× exp{δj
√
φ2j − β2j + βj(zj − µj)}, j = 1, · · · , p
where µj, δj, βj and φj are NIG parameters for the j-th source. K1(·) is the
modified Bessel function of the third type. The distributional parameters
fulfill the conditions µj ∈ IR, δj > 0, and |βj| ≤ φj. The NIG distribution
is closed under convolution. For two independent random variables Y1 ∼
NIG(φ, β, µ1, δ1) and Y2 ∼ NIG(φ, β, µ2, δ2), the sum of the two variables
are NIG distributed:
Y1 + Y2 ∼ NIG(φ, β, µ1 + µ2, δ1 + δ2)
The limiting distributions of NIG have been well developed in Barndorff-
Nielsen (1997); Blæsild (1999) including the Normal distribution, the Cauchy
distribution and the Student-t distribution.
• For β = 0, φ→∞ and δ/φ = σ2, NIG(φ, β, µ, δ)→ N(µ, σ2)
• For φ, β →∞, µ = 0 and δ = 1, NIG(φ, β, µ, δ)→ Cauchy
• For φ, β → 0, µ = 0 and δ = 1, NIG(φ, β, µ, δ)→ Student− t1
In our study, each factor is assumed to be normal inverse Gaussian
(NIG) distributed with individual distributional parameters. Moreover, all
independent factors are assumed to have unit variance to avoid non-identification
problem.
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3.3.2 Penalty function: SCAD
Question remains on the selection of penalty function in the estimation.
Various penalty functions have been proposed in literature, including the
first order norm penalty of Lasso (Tibshirani, 1996), the second order norm
penalty of Ridge (Frank and Friedman, 1993) and the smoothly clipped
absolute deviation (SCAD) penalty (Fan and Li, 2001). Among them, the
SCAD penalty is theoretically desirable with oracle properties and has been
widely used in quantile regression, logistic regression, high dimensional data
analysis, large scale genomic data analysis and many others, see Gou et al.
(2014), Xie and Huang (2009). In our study, we use the SCAD penalty,
which is defined in the form of its first derivative:
ρ
′
λ(|bjk|) = λ{I(|bjk| ≤ λ) +
(aλ− |bjk|)+
(a− 1)λ I(|bjk| > λ)} (3.4)
where a = 3.7. The SCAD function and its thresholding function are dis-
played in Figure 3.2. Fan and Li (2001) showed that the estimator by SCAD
is consistent and proved its asymptotic normality in the following theorem
under some regularity conditions.




estimating coefficients with θ20 = 0. Let V1, . . . , Vn be independent and
identically distributed, each with a density f(V, θ) and denote the penalized
likelihood as Q(θ). If max{|ρ′′λn(|θj0|)| : θj0 6= 0} → 0, then there exits a
local maximizer θ̂ of Q(θ) such that ‖θ̂ − θ0‖ = OP (n−1/2 + an), where
an = max{ρ′λn(θj0) : θj0 6= 0}.
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The above theorem proofs the consistency of the estimator.
Lemma (Fan and Li (2001), Lemma 1). Let V1, . . . , Vn be independent





ρ′λn(ω)/λn > 0 (3.5)
If λn → 0 and
√
nλn →∞ as n→∞, then with probability tending to 1,










Theorem (Fan and Li (2001), Theorem 2). Let V1, . . . , Vn be independent
and identically distributed, each with a density f(V, θ). Assume that the
penalty function ρλn(|θ|) satisfies condition 3.5. If λn → 0 and
√
nλn →∞,
then with probability tending to 1, the consistent local maximizer θ̂ =θ̂1
θ̂2
 must satisfy:
• Sparsity: θ̂2 = 0
• Asymptotic normality:
√
n(I1(θ10) + Σ){θ̂1 − θ10 + (I1(θ10) + Σ)−1b} → N(0, I1(θ10))
where I1(θ10) = I1(θ10, 0), the fisher information matrix, Σ = diag{ρ′′λn(‖θ10‖), . . . }
and b = (ρ′λn(|θ10|)sgn(θ10), . . . )
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Figure 3.2: Figure (a) displays the SCAD penalty function. Figure (b) dis-
plays the thresholding function of the SCAD penalty. With λ = 2.
3.3.3 Estimation
Under the NIG distributional assumption, the penalized log-likelihood
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.
Both the NIG parameters and the sparse loading matrix B are un-
known. The optimization problem is solved in two steps, where maximum
is achieved by changing the loading matrix B and the NIG parameters iter-
atively until the algorithm converges. The algorithm starts with an initial
estimator of B0. For example, the estimation obtained by the conventional
ICA in 2.2 can be used as the initial loading matrix B0.
1. Given the previous estimator ofB, optimize the penalized log-likelihood
function to obtain the NIG distributional parameters estimator. The
EM algorithm is adopted for the estimation of NIG parameters, see
Karlis (2002).
2. Based on the estimated NIG estimator, update the estimator of B by
maximizing the penalized log-likelihood function.
3. Scale the estimator of B and the NIG parameters to have unit vari-
ance of each independent factor.
4. Repeat, until converge.
The penalized maximum likelihood estimation involves the choice of the
tuning parameter λ. While too large tuning parameter leads to over sparse
loading matrix, too small tuning parameter has over fitting effect to iden-
tify the true model. Cross validation (Kohavi et al., 1995) and generalized
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cross validation (Li, 1987) can be used. However the approaches are com-
putational intensive. Even worse, there is a positive probability of model
over-fitting by generalized cross validation (Wang et al., 2007). Alterna-
tively, several information criteria have been proposed and widely used in
time series analysis, and we consider using the Schwarz-Bayesian informa-
tion criterion (BIC) for its computation tractability and its consistency in
model selection. The BIC is defined as:
BIC = −l(B̂) + log n×#{bij 6= 0}
The penalty parameter with the lowest BIC is chosen to be optimal.
3.3.4 Property of the Sparse Estimator
In this section, the asymptotical property of the sparse estimation of
B is studied. We prove the consistency of the PIF estimator under two
conditions:
C1. The observations (Xi1, . . . , Xip) are IID with density (g1(X1, B), . . . , gp(Xp, B))
with respect to some measure µ. The density has a common support
and is identifiable. Furthermore, the first logarithmic derivatives of





for all a, j and k.
















































These two conditions are generalization as in Fan and Li (2001) from vector
to the matrix space.
Theorem 3.1. Let (X11, X12, . . . , X1p), . . . , (Xn1, Xn2, . . . , Xnp) be IID mea-
sured vector, each with a density (g1, g2, . . . , gp) that satisfies condition
(C1) and (C2). If max{p′′λn(|bjk|) : bjk 6= 0} → 0, then there exists a lo-
cal maximizer B̂ of P(B) such that ‖B̂ − B‖ = Op(n−1/2 + an), where
an = max{p′λn(|bjk|) : bjk 6= 0}
Detailed proof can be found in Appendix.
3.4 Simulation
Before the implementation with real sovereign default probability data,
we investigate the finite sample performance of the PIF method first by
performing a number of simulation studies under the known data generat-
ing processes. Our interest is on the estimation accuracy of the proposed
method and its robustness under various scenarios compared to the con-
ventional ICA approach.
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We design our simulation studies so that they properly reflect the real
study at hand. All the parameters are obtained from analyzing the Cor-
porate Vulnerability Index (CVI) data from April 1999 to February 2001,
before the Dot Com bubble. In the first experiment, small dimensional
data are generated based on the CVIs of India, Indonesia and Japan, 3
Asia countries of both emerging and advanced economies. We consider 3
scenarios with non-sparsity, medium sparsity and high sparsity in the load-
ing matrix. In the second experiment, large dimensional data are produced,
where the parameters are learned from the CVI data of the 14 economies
from Apr 1999 to Feb 2001.
In the data generation process, we follow the model setting in (3.1) and
generate dependent data with the loading matrix:
Xi = B
−1Zi, i = 1, · · · , n.
The generated data are considered as the measured variables. Each ex-
periment is repeated 100 times with n = 200 observations. Both the PIF
and the conventional ICA methods are implemented. In addition to the
two approaches, we also implement ICA with the NIG distributed source
assumption, named as NIG-ICA in the reports.
We evaluate the estimation accuracy of the PIF method, with focus on
the factor loadings B and the identified factors zi. Three measurements are
used to evaluate the estimate performance. The Euclidean distance (ED) is
used to measure the bias of the matrix estimator; the maximum norm (MN)
focuses on the absolute element deviation; the root mean squared error
(RMSE) reflects the estimation accuracy of the discovered independent
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(zij − ẑij)2 (3.11)
where bjk refers to the (j, k)-th element of the matrix B, and b̂jk represents
the corresponding element estimators.
3.4.1 Experiment 1: 3 dimensional data
In the low dimensioned experiment, 3 scenarios are analyzed with 3 dif-





















Table 3.3 reports the simulation results based on the 100 replications.
For all the 3 scenarios, the PIF is better than ICA in terms of estimation
accuracy of the loading matrix and independent factors. In the sparsity
scenario, the estimation accuracy of PIF is much better with lower ED of
6.67(SD: 3.98), MN of 5.54(SD: 3.65) and RMSE of 0.09(SD: 0.03) than
that of ICA with ED of 27.19(SD: 17.47), MN of 20.40(SD: 13.61) and
RMSE of 0.20(SD: 0.14). The improved accuracy is mostly contributed by
the adoption of the NIG distributional assumption. In the highly-sparse
scenario, the PIF is remarkably better than the conventional ICA. The
improvement w.r.t to the NIG-ICA becomes larger. Overall, by adopting
the PIF, the estimation accuracy is much improved.
Moreover, the penalty parameter λ is reasonably selected by using BIC.
In the non-sparsity scenario, the optimal λ is 0, indicating unnecessaty
of penalty as the true loading matrix is not sparse. In the sparsity and
high-sparsity scenarios, the optimal λ becomes 0.04 and 0.07 respectively,
which leads to high detection rate of zero elements at 100% and 99% re-
spectively. On the contrary, ICA and NIG-ICA are not able to detect any
zero elements in the loading matrix. Furthermore, there is no mis-detection




Figure 3.3 displays one representation of the estimation error of the
recovered independent factors by the PIF, NIG-ICA and ICA methods re-
spectively in the high-sparsity scenario. While the ICA produces more vari-
ations with wider spread, the PIF and NIG-ICA recover the independent
factor with smaller errors.
Det and Miss-
Method ED MN RMSE det of sparsity % λ
Non- PIF 4.80(2.65) 3.97(2.50) 0.09(0.03) -/0 0
sparsity NIG-ICA 4.80(2.65) 3.97(2.50) 0.09(0.03) -/0 0
ICA 14.51(8.25) 10.26(5.71) 0.19(0.14) -/0 -
Sparsity PIF 6.67(3.98) 5.54(3.65) 0.09(0.03) 100/0 0.04
NIG-ICA 6.96(3.99) 5.75(3.65) 0.10(0.03) 0/0 0
ICA 27.19(17.47) 20.40(13.61) 0.20(0.14) 0/0 -
Highly- PIF 3.17(1.83) 2.69(1.62) 0.08(0.03) 99/0 0.07
sparsity NIG-ICA 3.90(1.86) 3.20(1.64) 0.11(0.04) 0/0 0
ICA 13.81(10.72) 10.19(7.28) 0.28(0.86) 0/0 -
Table 3.3: Summary statistics of simulation results. The results of the PIF is
marked in bold and reported in the first row of each scenario. The results
of the NIG-ICA and ICA are reported in the second and third row of
each scenario. Detection of sparsity is the percentage of zeros correctly
estimated, and miss-detction is the percentage of non-zero entries estimated
as zero. λ is the optimal penalty parameter obtained via minimizing BIC.
Each measurement is given in the form of mean (standard deviation).
3.4.2 Experiment 2: Large dimensional data
In the second experiment with large dimensional data, we generate 14
dependent data with a sparse loading matrix learning from the CVI data,
from April 1999 to February 2001. In total, 14 economies are considered in-
cluding China, Hong Kong, India, Indonesia, Japan, US, Germany, Greece,
Ireland, Italy, Russian, UK and Brazil. The loading matrix is shown in
Table 3.4, where 35% of elements are zero.
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Figure 3.3: Illustration of residuals of the factors in the sparsity setup.
Circle labeled is error of fastICA, star labeled is error of NIG-ICA and dot
labeled is error of PIF.
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ED MN RMSE sparsity % λ
PIF 88.60(26.11) 60.00(24.63) 0.20(0.10) 99.85 0.08
NIG-ICA 90.23(27.74) 61.50(25.68) 0.22(0.10) 0.00 0
ICA 419.24(56.11) 204.00(36.54) 1.29(0.05) 0.00 -
Table 3.5: Simulation results for large dimension loading matrix. Each mea-
surement is given in the form of mean(std). The penalty parameter is
λ = 0.08 by minimizing BIC. Detection of sparsity is the percentage of
zero elements estimated correctly by the method.
The experiment is repeated 100 times with n = 200 sample size. Table
3.5 reports the estimation result. The penalty parameter of PIF is chosen
to be λ = 0.08 by minimizing BIC. The estimation accuracy of PIF is much
better with ED of 88.60(26.11), MN of 60.00(24.63) and RMSE of 0.20(0.10)
than that of ICA with ED of 419.24(56.11), MN of 204.00(36.54) and RMSE
of 1.29(0.05) and slightly better than NIG-ICA with ED of 90.23(27.74),
MN of 61.50(25.68) and RMSE of 0.22(0.10). In addition, PIF is able to
detect 99.85% of zero entries in the loading matrix and without any miss-
detection record of non-zeros in the estimation.
The simulation study shows that the proposed PIF method has good
performance compared to the alternative ICA and NIG-ICA methods with
improved estimation accuracy. The good performance mostly attributes to
the adoption of the NIG distribution and further by the sparsity of loading
matrix. By adding the SCAD penalty function, the proposed PIF is able
to identify zero entries in the sparse loading matrix and involves no miss-
detection of non-zeros. Moreover, the penalty parameter can be reasonably
chosen by using BIC. For example, in the non-sparse scenario, the penalty
parameter is selected to be zero. The relative good performance of the PIF
is stable with respect to the increase of sparsity and dimensionality.
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3.5 Real Data Analysis
In this section, we analyze the sovereign default probabilities of 14
economies. The data are daily equally-weighted CVI (Corporate Vulnerabil-
ity Index) data available from Risk Management Institute at National Uni-
versity of Singapore from April 1999 to December 2013. The 14 economies
are mixture of advanced and emerging economies including China, Hong
Kong, India, Indonesia, Japan, US, Germany, Greece, Ireland, Italy, Rus-
sian, Spain, UK and Brazil. We divide the time span into five sub-periods
based on the business cycles announced by the National Bureau of Eco-
nomic Research among which two recessions happened: Dot Com bubble
from March 2001 to November 2001 and the US sub prime crisis from
December 2007 to June 2009.
The proposed PIF is used to identify the independent components. The
estimated loading matrices display reasonable sparse structure. Figure 3.4
shows the sparsity of estimated loading matrix for emerging and advanced
economies. Overall, emerging economies display more sparse structure com-
pared to advance economies. In addition, the sparse inequality between the
emerging and advanced economies decreases from period to period. Ta-
ble 3.6 summarizes the sparse structure of each economies’ loading matrix
across all 5 periods. Each economy column shows the number of factors par-
ticipated by the particular economy (number of non-zero elements in the
corresponding column of loading matrix). The total number of non-zero el-
ements in the loading matrix is summarized in the column Total. Sparsity
is the percentage of zero elements in the loading matrix. The overall spar-
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sity shows a V-shape over time driven by the cyclical pattern of the global
economy. Five advanced economies Japan, Germany, Italy, Spain and UK
display relatively stable low-sparse structure across the whole time, while
US changes after the two recessions of the Dot Com bubble and Sub prime
crisis implying its impact power to the global economies. Another inter-
esting phenomena is the co-movement structure of China and Hong Kong,
showing the two economies are highly connected through time. Moreover,
the number of factors participated by Hong Kong is greater than China
across all period, showing global economy has higher impact on Hong Kong
than China. The emerging economies of China, India and Indonesia show
constant increasing in the number of participated factors along with their
increased connection to the global economy especially in the fast growing
export business.
Figure 3.4: Dynamic sparsity of emerging and advanced economies across
different periods and overall.
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Country China HK India Indo Japan US DE Greece
1999:4 -2001:2 1 6 9 4 12 6 8 6
2001:3 -2001:11 3 9 9 5 10 6 9 12
2001:12-2007:11 3 10 12 8 13 10 11 9
2007:12-2009:6 7 11 12 9 12 7 9 11
2009:7 -2013:12 6 11 11 10 11 9 6 8
Country Ireland Italy Russian Spain UK Brazil Total Sparsity
1999:4 -2001:2 9 10 1 11 12 4 99 49%
2001:3 -2001:11 9 11 9 12 11 7 122 38%
2001:12-2007:11 13 13 12 12 12 11 149 24%
2007:12-2009:6 7 13 6 9 11 12 136 31%
2009:7 -2013:12 2 12 9 11 11 9 126 36%
Table 3.6: Number of factors participated by each economy. Sparsity is the
total number of zeros as a percentage of total number of elements of the
loading matrix.
Table 3.6 summarizes the sparse structure of loading matrix across all
5 periods. Each economy column shows the number of factors participated
by the particular economy (number of non-zero elements in the correspond-
ing column of loading matrix). The total number of non-zero elements in
the loading matrix is summarized in the column Total. Sparsity is the per-
centage of zero elements in the loading matrix. The overall sparsity shows
a V-shape over time driven by the cyclical pattern of the global economy.
Five advanced economies Japan, Germany, Italy, Spain and UK display rel-
atively stable low-sparse structure across the whole time, while US changes
after the two recessions of the Dot Com bubble and Sub prime crisis imply-
ing its impact power to the global economies. Another interesting phenom-
ena is the co-movement structure of China and Hong Kong, showing the
two economies are highly connected through time. Moreover, the number of
factors participated by Hong Kong is greater than China across all period,
showing global economy has higher impact on Hong Kong than China. The
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emerging economies of China, India and Indonesia show constant increasing
in the number of participated factors along with their increased connection
to the global economy especially in the fast growing export business.
Figure 3.5: Loading matrix: Apr 1999–Feb 2001
We adopted the proposed PIF method to the default probability data
from pre-Dot Com bubble to post-sub prime crisis. The result loading ma-
trix displays significant sparse structure. We observe that the default prob-
ability of China is solely independent in the early time, the co-movement of
China and Hong Kong and the behavior change between emerging economies
and advanced economies.
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Figure 3.6: Loading Matrix: Mar 2001-Nov 2001(Dot Com bubble)
3.6 Conclusion
We propose the PIF method to transform the observed multivariate cor-
related variables into independent factors with a sparse loading matrix. We
derive the consistency and convergence rate of the sparse loading matrix
estimator. Based on the NIG distributional assumption, the estimation is
done with a two step ML estimation algorithm by iterating NIG parameter
updating and sparse loading matrix estimation. The optimal penalty pa-
rameter is chosen via minimizing BIC. We compare the performance of PIF
with two alternatives, ICA and NIG-ICA in simulation. The results show
the proposed PIF has good performance compared with the conventional
ICA and NIG-ICA in both the loading matrix estimation and factor recov-
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Figure 3.7: Loading Matrix: Dec 2001-Nov 2007
ery. The estimation accuracy is much improved due to the imposing of NIG
distribution. Furthermore, by adotping the SCAD penalty function in PIF,
the estimation accuracy is further improved with sparse structure. More-
over, the optimal penalty parameter is reasonably selected by minimizing
BIC. The performance of PIF is consistently better with respect to differ-
ent level of sparse structure and dimensionality of the loading matrix. We
implement the PIF to sovereign default probability using CVI data main-
tained at Credit Research Initiative, Risk Management Institute, National
University of Singapore. The estimated loading matrix displays significant
sparse structure. For example, China in the pre-Dot Com Bubble period
only participates in one factor and is the only element, implying the inde-
pendence of China’s closed market and the global economy. The proposed
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Figure 3.8: Loading Matrix: Dec 2007-Jun 2009(Sub prime crisis)
model can be easily applied to other high-dimensional data.
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Interest rates are important in economy. They are not only used by
households, firms and financial institutions as primary input factors in
making financial decisions, but also by central banks in their conduct of
monetary policy in order to fulfill policy goals for social investment, infla-
tion and unemployment. The term structure of interest rates illustrates the
relationship between interest rate and time to maturities. Compared to in-
dividual interest rate, the term structure contains more information. Long
term interest rates are weighted expectation of future short term interest
rates adjusted for risks and risk compensations. The shape of the term
structure reflects market expectation on monetary policies and economic
conditions. An inverted slope for example often anticipates economic reces-
sions as happened in the US economy during the last four decades. Hence
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modeling the term structure of interest rates has gained much attention.
Two kinds of models have become popular in literature. The no-arbitrage
or equilibrium models (Hull and White, 1990; Ho and Lee, 1986) are theo-
retical sound but often result in poor forecast accuracy (Duffee, 2002). On
the other hand, the factor models are able to analyze the interest rate as a
whole to both retain the cross dependence of interest rates and reach to es-
timation efficiency. This motivates the regression and time series models on
the relevant factors extracted from the term structure. The Nelson-Siegel
model (Nelson and Siegel, 1987) defines 3 driving factors and interpret
them as level, slope and curvature. The economic factors have been also
used in the extended NS (Svensson, 1995), DNS (Diebold and Li, 2006)
and ADNS (Chen and Niu, 2014). Alternatively, factors can be obtained
via data-driven statistical approaches. The Principal Component Analysis
agrees with the NS factors, and empirically the first principal component
extracted by PCA is very close to the level by NS model which accounts
more than 75% of the total variation (Chen and Niu, 2014).
The statistical dependence of the NS factors is unknown and more com-
plicated than just correlation. The model-based NS factors or the data-
driven principal components are not independent and thus the stochastic
behavior of the interest rates are still mysterious. This motivates the consid-
eration of the recently developed Independent Component Analysis (ICA)
method. The ICA method extracts independent factors from multivariate
data through a linear transformation. The factors are statistically inde-
pendent even under non-Gaussianity and estimated by directly optimiz-
ing statistical independence including the maximization of nongaussian-
ity (Jones and Sibson, 1987; Cardoso and Souloumiac, 1993; Hyva¨rinen
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and Oja, 1997), the minimization of mutual information (Comon, 1994;
Hyva¨rinen, 1998, 1999a), and the maximum likelihood estimation (Pham
and Garat, 1997; Bell and Sejnowski, 1995; Hyva¨rinen, 1999b). Similar to
the PCA, the ICA method extracts factors with a constant loading ma-
trix. It naturally leads to a redundant dependence of each factor on all
the original data. In estimation in the high dimensional space, this imports
over-parametrization and low accuracy. Hence it is necessary to develop a
factor identification method that not only produces sparse relationship but
also reduces the number of factors.
Sparse estimation have been developed in regularized regression and
variable selection. Under sparsity, unnecessary dependence is penalized and
the corresponding insignificant coefficients are pushed to zero. Lasso is pro-
posed by Tibshirani (1996) with `1 penalty, which is by far the most pop-
ular for its oracle properties and computational efficiency. Knight and Fu
(2000) proved that the `1 penalty estimator is consistent under some mild
conditions, and the limiting distribution of the Lasso estimator has positive
probability mass at true sparse parameters. The group Lasso penalty, as
an extension of the Lasso penalty, select significant factors instead of co-
efficients, see Bakin (1999); Antoniadis and Fan (2001); Cai (2001); Yuan
and Lin (2006). However, the estimated variables in the same group are ei-
ther all zeros or all non-zeros. The recently developed Sparse-Group Lasso
(Friedman et al., 2010; Simon et al., 2013) enjoys the features of both
Lasso and group Lasso. The Sparse-Group Lasso penalty eliminates both
insignificant factors and insignificant elements simultaneously. Chatterjee
et al. (2012) discussed the consistency of the Sparse-Group Lasso estimator




In this chapter, we are motivated to propose the Sparse-Group Inde-
pendent Component Analysis (SG-ICA) to analyze and forecast the term
structure of interest rate. It extracts independent components from interest
rate with different maturities via a sparse loading matrix. Further, it allows
the number of independent components to be automatically selected. The
Sparse-Group Lasso penalty function is used to achieve both sparsity in
the number of ICs and the sparse connection simultaneously. In Section
4.3, we introduce the methodology of SG-ICA, theoretical properties of the
estimator and estimation algorithm. In Section 4.4, we conducte simula-
tion to investigate the finite sample performance of the SG-ICA method.
In Section 4.5, we adopte the SG-ICA to the US overnight index swap rate
from 1st Oct 2011 to 13th Mar 2015. Section 4.6 draws conclusion.
4.2 Data
In our study, we consider the US overnight index swap (OIS) rates
from 1st Oct 2011 to 13th Mar 2015. The OIS rates are the fixed interest
rates in exchange for floating interest rates based on the notional swap
principal. The referenced floating rates are the US federal funds rates at
which depository institutions lend balances to each other overnight. The
data consists of interest rates at 15 time to maturities of 1 week, 1-6 months,
1-5 years, 10 years, 20 years and 30 years. We classify the time to maturities
into three groups: long term including 10 yrs, 20yrs and 30 yrs, mid term
with 1-5 yrs and short term with 1 wk and 1-6 mths. Figure 4.1 displays the
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dynamic of the term structure of the OIS rates. The interest rates increase
with the increase of maturity. In terms of time, the interest rates fluctuate
up and down and attain the minimum and maximum in early 2012 and
mid 2013 respectively. After reaching its maximum in 2013, the interest
rates show a downward trend. Table 4.1 reports the summary statistics of
the OIS rates for different maturities during the selected time horizon. The
level (mean) of the OIS rates is monotonically increasing w.r.t. maturities,
which coincides with the observation of Figure 4.1. The standard deviation
is relatively stable for the short term OIS rates and increases for the mid
and long term rates. The JB test indicates the OIS rates are non-Gaussian
distributed.
Figure 4.1: The US OIS rates (2011:10-2015:3).
Table 4.2 reports the correlation matrix of the OIS rates. The corre-
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Tenor Mean SD Skewness Kurtosis JB-stats
1 wk 0.11 0.03 0.45 1.90 76∗
1 mth 0.11 0.03 0.46 1.92 75∗
2 mths 0.11 0.03 0.45 1.97 70∗
3 mths 0.11 0.03 0.43 2.07 60∗
4 mths 0.12 0.02 0.39 2.13 51∗
5 mths 0.12 0.02 0.40 2.24 45∗
6 mths 0.12 0.02 0.51 2.57 46∗
1 yr 0.15 0.05 2.18 8.21 1738∗
2 yrs 0.30 0.17 1.20 3.29 220∗
3 yrs 0.53 0.29 0.60 1.95 96∗
4 yrs 0.80 0.36 0.26 1.54 90∗
5 yrs 1.07 0.39 0.04 1.41 96∗
10 yrs 2.02 0.42 0.07 1.66 69∗
20 yrs 2.65 0.43 0.23 1.84 58∗
30 yrs 2.80 0.43 0.21 1.93 49∗
Table 4.1: Summary statistics for the US overnight index swap rate from
Oct 2011 to Mar 2015.
lation between two interest rates with consecutive maturities is high, and
it decreases w.r.t. to the difference of their maturities. For example, the
correlation between 5 months OIS rate and 6 months OIS rate is 0.98,
while the correlation between 6 months OIS rate and 2 yrs OIS rate is only
0.05. Moreover, the correlation between the OIS rates can be negative if
the difference of their maturities is even bigger, e.g. the correlation between
1 month OIS rate and 10 years OIS rate is -0.78.
4.3 Method
Consider p-dimension random vector X = (X1, · · · , Xp) ∈ IRp. In our
study, the random vector represents the 15 US OIS rates at maturity from
1 week to 30 years. The SG-ICA is to factorize the variables into a linear
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combination of latent independent random factors Z = (Z1, · · · , Zq) ∈ IRq:
Z = BSGX (4.1)
where BSG refers to a q×p sparse loading matrix with q ≤ p. In other words,
the number of ICs is smaller than the dimension of the observed variables.
Given the observed realizations Xi = (Xi1, · · · , Xip) with i = 1, · · · , n, the
task here is to estimate the sparse loading matrix BSG as well as to obtain
the independent factors Zi with i = 1, · · · , n, without any prior knowledge
of the sparsity structure of BSG and the number of ICs q.
Similar to the conventional ICA, the loading matrix and independent
components are only identifiable up to scale. For any constant c 6= 0, one
can obtain another set of loading matrix BSG and independent components
cZ satisfying 4.1. In our study, we follow the setup of MLE approach.
However, the likelihood is not well-defined without the knowledge of q. For
ease of deviation, we represent the loading matrix in a square form with





where N0 = 0(p−q)×p. The square matrix B is obviously singular and thus
not invertible. For now, instead of N0 = 0, we assume it is (p-q) rows of
identity matrix Ip multiplied by an infinitely small number , such that the
matrix B is invertible.
Denote the probability density function of each independent factor to
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+ n log |det(B)|, (4.3)
where b>j denotes the j-th row of B. To achieve the sparsity and group
sparsity of the loading matrix B, a penalty function, denoted as ρλ,α is
introduced, where λ, α are tuning parameters. The penalized log-likelihood








j Xi) + n log |det(B)| − nρλ,α(B) (4.4)
where bjk denotes the (j, k)-th-element of the sparse loading matrix B.
In Hyva¨rinen et al. (2001), the independent factors are assumed to
follow either of two families:
log f+j (s) = β1 − 2 log cosh(s)
log f−j (s) = β2 − [s2/2− log cosh(s)]
where f+j (s) refers to a super-Gaussian distribution and f
−
j (s) refers to a





functions. Though with simple form, the exponential power family fails to
describe the stochastic behavior of the interest rate factors. The latent
financial risk factors may be asymmetric and with extreme values.
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4.3.1 Marginal density: NIG
This motivates the adoption of the Normal Inverse Gaussian (NIG) dis-
tributional assumption for its desirable probabilistic features. The NIG dis-
tribution was introduced by Barndorff-Nielsen (1995). It has been widely
used to model physical and financial variables (Barndorff-Nielsen, 1997;
Venter and de Jongh, 2002; Kalemanova et al., 2007). With 4 distribu-
tional parameters, the NIG distribution is able to mark data characteris-
tics from the central locations to the tails behaviours. The density of NIG








δ2j + (zj − µj)2
}
√
δ2j + (zj − µj)2
× exp{δj
√
φ2j − β2j + βj(zj − µj)}, j = 1, · · · , p
where µj, δj, βj and φj are NIG parameters for the j-th source. K1(·) is the
modified Bessel function of the third type. The distributional parameters
fulfill the conditions µj ∈ IR, δj > 0, and |βj| ≤ φj. The NIG distribution
is closed under convolution. For two independent random variables Y1 ∼
NIG(φ, β, µ1, δ1) and Y2 ∼ NIG(φ, β, µ2, δ2), the sum of the two variables
are NIG distributed:
Y1 + Y2 ∼ NIG(φ, β, µ1 + µ2, δ1 + δ2)
The limiting distributions of NIG have been well developed in Barndorff-
Nielsen (1997); Blæsild (1999) including the Normal distribution, the Cauchy
distribution and the Student-t distribution.
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• For β = 0, φ→∞ and δ/φ = σ2, NIG(φ, β, µ, δ)→ N(µ, σ2)
• For φ, β →∞, µ = 0 and δ = 1, NIG(φ, β, µ, δ)→ Cauchy
• For φ, β → 0, µ = 0 and δ = 1, NIG(φ, β, µ, δ)→ Student− t1
In our study, each factor is assumed to be normal inverse Gaussian
(NIG) distributed with individual distributional parameters. Moreover, all
independent factors are assumed to have unit variance to avoid non-identification
problem.
4.3.2 Penalty function: Sparse-Group Lasso
Various penalty functions have been proposed in literature to deliver
sparse estimator. Depending on the demanding feature of the estimator,
penalty functions can be classified into elementary sparsity including the
`1 norm penalty of Lasso (Tibshirani, 1996), the second order norm penalty
of Ridge (Frank and Friedman, 1993) and the smoothly clipped absolute
deviation (SCAD) penalty (Fan and Li, 2001), and group sparsity includ-
ing the group Lasso penalty (Bakin, 1999; Antoniadis and Fan, 2001; Cai,
2001). In our study, we aim to achieve group and elementary sparse simul-
taneously. The recently developed Sparse-Group Lasso (Friedman et al.,
2010; Simon et al., 2013) is selected as it enjoys the features of both Lasso
and group Lasso. The penalty function is given in the form of weighted












where bjk denotes the (j, k)-element of the loading matrix B, and λ, α are
the penalty parameters.
The following theorem proves the consistency of the Sparse-Group Lasso
estimator in regression.
Theorem (Chatterjee et al. (2012), Theorem 2 and Corollary 1). Let
V1, . . . , Vn be independent and identically distributed, and the noise  has
sub-Gaussian tails, i.e. there is a constant σ > 0 such that for any unit
vector v, P (|〈v, 〉| ≥ δ) ≤ 2exp(− δ2
2σ2
), for all δ > 0. Denote the restricted
strong convex lost function by L(θ), and θ∗ be the true parameter. Let A
be any subspace of Rp of dimension dA containing the true parameter θ∗.





















where κL and τL are the curvature and tolerance of the loss function
The theoretical properties of Sparse-Group Lasso estimator in ICA are
discussed in 4.3.4.
4.3.3 Estimation
With NIG distributional assumption and the adoption of Sparse-Group
Lasso penalty, the penalized log-likelihood can be expressed as:
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.
Here we not only need to estimate the NIG parameters but also iden-
tify the proper sparse-group loading matrix B. Therefore the optimization
problem is solved in two steps, where the maximum is achieved by changing
the loading matrix B and the NIG parameters iteratively until the algo-
rithm converges. The algorithm starts with an initial estimator of B0 from
conventional ICA method.
1. Given the previous estimator ofB, optimize the penalized log-likelihood
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function to obtain the NIG distributional parameters estimator. The
EM algorithm is adopted for the estimation of NIG parameters, see
Karlis (2002).
2. Based on the estimated NIG estimator, update the estimator of B
by maximizing the penalized log-likelihood function. If any rows of
estimated B are group sparse(all zero), then these rows are kept as
zeros and not scaled in step 3.
3. Scale the estimator of B(not group sparse rows) and the NIG param-
eters to have unit variance of each independent factor.
4. Repeat, until converge.
4.3.4 Property of Estimator
We derive the asymptotic properties of the SG-ICA estimator under
three conditions.
C3. The observations (Xi1, . . . , Xip) are IID with density (g1(X1, B), . . . , gp(X2, B))
with respect to some measure µ. The density has a common support
and is identifiable. Furthermore, the first logarithmic derivatives of
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for all a, j1, j2, k1, k2.














































C5. These exists an open subset ω of the parameter space that contains
Btrue such that for almost all x, the density ga(X,B) admits all
third derivatives for all B ∈ ω. Furthermore, there exist functions






for all B ∈ ω
Theorem 4.1. Let (X11, X12, . . . , X1p), . . . , (Xn1, Xn2, . . . , Xnp) be IID mea-
sured vector, each with a density (g1, g2, . . . , gp) that satisfies condition
C3 to C5. If max{∂2ρλn,α(Btrue)
∂bij∂bij
} → 0, then there exists a local maxi-




Theorem 4.1 shows that there is a consistent estimator by choosing
proper penalty parameters.
Theorem 4.2. Denote the set V = {(j, k) : bjk 6= 0} and V∗ = {(j, k) :








jk − bjk)2 = OP (n−1/2) and a
constant C, denote





Then with probability tending to 1, bˇjk = 0 for (j, k) ∈ V∗
Denote v as the number of elements in V, b as a vector containing all bjk











Theorem 4.3. Let (X11, X12, . . . , X1p), . . . , (Xn1, Xn2, . . . , Xnp) be IID mea-
sured vector, each with a density (g1, g2, . . . , gp) that satisfies condition C3
to C5. If λn → 0 and
√
nλn →∞ as n→∞, then with probability tending
to 1, the
√
n−consistent local maximazer B̂ in Theorem 4.1 satisfies:
√
n{(K − I)(b̂− btrue) + c} → N(0, I) (4.11)
Detailed proofs can be found in Appendix.
4.4 Simulation
We investigate the finite sample performance of the SG-ICA method
along with the known data generation process. In particular, we consider
the estimation accuracy and robustness under two scenarios: normal sce-
nario and sparse-group scenario. In the simulation, two loading matrices
are proposed
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 0 −0.33 −0.72
1.50 −0.73 −0.16
 ;
The scenarios mimic real situation with all the parameters learned from
the real data of the US OIS rates. Each experiment is repeated 100 times
with n = 200 observations. Both the SG-ICA and the conventional ICA
methods are implemented. We compare the estimation accuracy of the SG-
ICA method with 3 measurements for the factor loadings B and the iden-
tified factors zi respectively. For the loading matrix, our interests are the
overall estimation accuracy and the elementary accuracy. The Euclidean
distance (ED) measures the estimation error of the loading matrix estima-
tor. The maximum norm (MN) reports the largest elementary bias of the
matrix estimator. For the identified independent factors, we use the root
mean squared error (RMSE) to show the estimation accuracy. The criteria





















(zij − ẑij)2 (4.14)
where bjk refers to the (j, k)-th element of the matrix B. All these three
criteria are the lower the better.
Group Elementary
method ED MN RMSE sparsity % sparsity%
ES SG-ICA 0.43(0.20) 0.20(0.20) 0.20(0.13) 98% 65%
ICA 0.53(0.23) 0.31(0.28) 0.27(0.18) 100% 0%
SG SG-ICA 0.25(0.13) 0.18(0.12) 0.09(0.03) 100% 62%
ICA 20.21(6.32) 16.34(5.29) 0.80(0.06) 0% 0%
Table 4.3: Summary statistics of simulation results. The results of SG-
ICA is reported in the first row of each scenario and the results of ICA
is reported in the second row. In each scenario, better results are marked
bold. Group sparsity reports the percentage of simulations that recovers the
correct number of ICs. Elementary sparsity reports the overall percentage
of zeros detected correctly. For Non-SG case, the parameters of SG-ICA
are λ = 0.1, α = 0.4. For SG case, the parameters are λ = 0.06, α = 0.3.
Table 4.3 reports the summary statistics of simulations. The proposed
SG-ICA is remarkably better than then conventional ICA for the two sce-
narios. In the ES scenario, the proposed SG-ICA provides better estima-
tion accuracy with lower ED of 0.43 (SD: 0.20), MN of 0.20 (SD: 0.20)
and RMSE of 0.20 (SD: 0.13). The SG-ICA also detects 65% of zeros cor-
rectly in the estimation of the loading matrix. The alternative ICA method
provides lower estimation accuracy and fails to detect any zero entries in
the loading matrix. By default, ICA generates the same number of ICs as
measured variables, which give over-detection of number of ICs. In the SG
scenario, the proposed SG-ICA also provides better estimation accuracy
with lower ED of 0.25 (SD: 0.13), MN of 0.18 (SD: 0.12) and RMSE of 0.09
(SD: 0.03). The proposed SG-ICA estimates the correct number of ICs in
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all repeats and correctly estimates 62% of zero entries. On the other hand,
the conventional ICA performs poorly in the SG case with larger estimation
errors. It can neither correctly detect the number of ICs nor zero entries in
the loading matrix.
4.5 Real Data Analysis
In this section, we analyze the US OIS rates consists of 15 interest
rates at time to maturities from 1 week to 30 years from 1st Oct 2011
to 13th Mar 2015. The proposed SG-ICA method is used to identify the
number of independent components, sparse loading matrix and independent
components. The penalty parameters are chosen λ = 0.04, α = 0.2 which
produces 3 independent components from the US OIS rates. In stead of
level, slop and curvature, the 3 independent components directly link to the
time to maturity of interest rate. The first factor contributes to the long
term effect of interest rates. The second factor corresponds to the short
term effect and the last factor relates to both short and mid term effects
of interest rates. Figure 4.2 is visualization of rows of the loading matrix
B corresponding to each extracted factor. Figure 4.3 plots the recovered
factors corresponding to rows of loading matrix in Figure 4.2. The long
term factor maintained its level before year 2013 and started a decreasing
trend in early 2013 and hit the bottom in Jan 2014. The factor then shows
an upward trend and recovered its previous level. The short term factor
maintained its level with small variations until early 2014 and then turned
to an upward trend. The last factor captures effect of both short and middle
term shows a similar pattern as the short term effect with larger variations.
68
4.5. Real Data Analysis
Figure 4.2: Corresponding rows in the sparse loading matrix. λ = 0.04,
α = 0.2
However, the last factors experienced a sudden drop in early 2015 which is
different from the short term effect.
After extraction of the independent components, we compare the in-
sample forecast accuracy of the SG with PCA, ICA and NIG-ICA in terms
of the average forecast errors of all interest rates, where NIG-ICA refers
to the conventional ICA with the NIG distributional assumption. The in-
sample forecast is made for all 15 interest rates in real time from Jan
2011 to Mar 2015, 302 days in total. At each time point, we forecast the
independent components Zj,t with AR(1) model of different rolling windows
of 1 week, 1 month, 6 months and 1 year.
Ẑj,t+1 = ϕ̂0,j,t + ϕ̂1,j,tZj,t j = 1, . . . , q (4.15)
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Figure 4.3: Recovered factors. λ = 0.04, α = 0.2
The estimated independent components will then be used to reconstruct
the interest rates as in (4.1).
X̂t+1 = B̂
−1
SGẐt+1 i = 1, . . . , p (4.16)
We compare mean absolute forecast error (MAFE) of the SG-ICA with
the alternatives. Table 4.4 reports the MAFEs by the SG-ICA and the al-
ternative methods. The proposed SG-ICA outperforms in all four rolling
windows with average MAFE of 0.19 (SD: 0.34), while the alternative meth-
ods have MAFE of 0.21 (SD: 0.39). We also observe that the estimation
accuracy is robust w.r.t. the length of rolling window.
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1 week 1 month 6 months 1 year
SG-ICA 0.19(0.34) 0.19(0.34) 0.19(0.34) 0.19(0.34)
PCA 0.21(0.39) 0.21(0.39) 0.21(0.39) 0.21(0.39)
ICA 0.21(0.39) 0.21(0.39) 0.21(0.38) 0.21(0.37)
NIG-ICA 0.21(0.39) 0.21(0.39) 0.21(0.39) 0.21(0.38)
Table 4.4: Estimation accuracy of the SG-ICA and alternatives. Each mea-
surement is given in the form of mean(sd), where the mean is taken w.r.t.
the absolute value of the estimation errors.
4.6 Conclusion
We proposed the SG-ICA method to transform observed multivariate
correlated variables into a smaller number of independent components with
a sparse loading matrix. We derive the consistency and asymptotic proper-
ties of the loading matrix estimator, and present a two step ML estimation
algorithm. We compare the proposed method to conventional ICA in sim-
ulation, and the result shows superior performance. We present the appli-
cation of SG-ICA to the US OIS rate with different tenors and the result
shows the SG-ICA has better forecast accuracy compared to alternative
methods. The proposed method can be applied to other high-dimensional
multivariate data as well.
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Chapter 5
3D Image Functional Principal
Component Analysis
5.1 Introduction
How the brain makes decisions has attracted much attention. It is im-
portant to understand which parts of the human brain regulate specific
decision-making tasks and which neural processes drive investment deci-
sions (Rangel et al., 2008; Mohr, Biele, Krugel, Li and Heekeren, 2010).
Among others, neuroeconomics is the science that investigates such rela-
tionships and has identified decision-making-related brain regions. Lateral
orbifrontal cortex (lOFC) and medial orbifrontal cortex (mOFC) are found
to be related to evaluation and contrast of risky or sure choices (Tobler
et al., 2007). Anterior insula (aINS) and ventrolateral prefrontal cortex
(VLPFC) are linked to value processing, risk and uncertainty (Mohr, Biele
and Heekeren, 2010). Parietal Cortex risk are associated with value pro-
cessing and selective attention (van Bo¨mmel et al., 2013). These regions
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are contiguous in modest size relative to the visual or audial cortex, where
activation patterns are important but hard to detect.
Most neuroeconomics studies involved risk perception and investment
decision (RPID) experiments, where subjects were given risk related tasks
and needed to make decision. Simultaneously, their brain reactions or neural
images were collected by functional magnetic resonance imaging (fMRI)
scanner. The fMRI data records the changes in brain’s blood flow at volume
and oxygen level during neural activity. The blood-oxygen-level-dependent
(BOLD) signals are captured on 3-dimensional (3D) spatial maps of brain
voxels over time.
The general linear model (GLM) has been widely used to analyze the
fMRI data to identify decision-making-related brain regions activated by
the stimulus, see Friston et al. (1995). It models the BOLD signals at each
voxel independently by a predefined experiment design matrix. The design
matrix is a combination of stimulus signals, representing predicted neural
response, and a haemodynamic response function. The model-based tech-
nique is simple with parsimonious parametric structure. However it only
considers the neural information that are pre-defined by the design matrix.
Any neural activity other than the apriori specified modeling is ignored.
Moreover, it completely discards the spatial patterns and interdependence
of the BOLD signals of brain, by modeling voxels separately.
On the contrary, model-free analysis techniques have the potential to
detect the risk related regions without making any constraint or subjec-
tive assumptions. Principal Component Analysis (PCA) has been used to
extract fundamental factors to represent the BOLD signals via orthogo-
73
Chapter 5. 3D Image Functional Principal Component Analysis
nal decomposition, see Lai and Fang (1999), Baumgartner et al. (2000),
Andersen et al. (1999). In the analysis, the fMRI data is firstly vectorized
to discrete multivariate data, based on which one performs orthogonal de-
composition to obtain eigenvectors. The eigenvectors contain the spatial
information and thus help to elaborate the decision-making regions. The
PCA however faces challenge when applied to the high resolution and high
dimensional vectorized fMRI data. After vectorization, the dimensionality
of data can be larger than 220,000. This reduces estimation accuracy and
feasibility of the conventional eigen-decomposition. Singular Value Decom-
position (SVD) is thus adopted with a reduced dimension of covariance
matrix, see Golub and Reinsch (1970). Moreover, PCA, conducted in a
discrete framework, cannot guarantee the contiguity of risk related regions
with discrete eigenvector or spatial factors. The fundamental unit of inter-
est, on the other hand, should be contiguous region in brain rather than
discrete voxels, see Heller et al. (2006).
This motivates the adoption of Functional Principal Component Analy-
sis (FPCA), see Rao (1958), Ramsay and Silverman (1997). In FPCA, the
vectorized fMRI data is represented with continuous curves and decom-
posed to spatial factors and factor loadings, without losing much variabil-
ity. The spatial factors are used to represent the risk related region. The
temporal and subject behaviors of the fMRI data are pushed to the factor
loadings, which represent the time evolution of the signals and interpret the
risk altitude of each specific subject. van Bo¨mmel et al. (2013) hypothesized
that the temporal variability of factor loadings associated with risk related
regions are related to risk altitude of individuals. Viviani et al. (2005) im-
plemented FPCA to the smoothed or functional fMRI data of 3 subjects,
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where single subject was considered separately. Long et al. (2005) developed
a cross-subject FPCA under the existence of non-stationary noise. Com-
pared to the studies, Zipunnikov et al. (2011) reached higher computational
efficiency. The estimation is however eventually conducted using the SVD
approach in the discrete multivariate space. The existing FPCA method
is essentially applicable for the functional data defined in one-dimensional
domain IR. It is thus referred to 1D FPCA in our study. To implement the
1D FPCA to the BOLD signals naturally defined on 3-dimensional domain,
it is necessary to map or vectorize the 3D location coordinates to 1D do-
main. Given the high resolution of fMRI data, without sufficient knowledge
of spatial interdependence of the brain, the mapping design potentially re-
duces accuracy and efficiency of the functional factor identification.
The recent works on high dimensional functional data analysis enable
the development of advanced methodologies. Chen and Mu¨ller (2012) intro-
duced the notions of mean, modes, variations of high dimensional functional
data, and provided consistency proofs under certain assumptions. Based on
these definitions, one can directly analyze high dimensional functional data,
such as the fMRI data defined in IR3, without any mapping or vectoriza-
tion to 1D domain. In our study, we propose a model-free 3D Image FPCA
method to identify risk related regions and extract subject temporal signals
for multiple subjects, while taking the raw spatial information into consid-
eration. The subject specific temporal dependence is represented by factor
loadings which we named signature scores. The flexibility and parsimony
of the 3D Image FPCA improves quality of spatial representation, which
is of particular interest, as hemodynamic response to the stimulus is subtle
and spatially constrained.
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A simulation study and real data analysis show that the 3D Image
FPCA method improves the quality of spatial representations with accu-
rately detected risk related regions. The selected regions carry explanatory
power for subjects’ risk attitudes. In the application of risk classification,
the proposed method reaches 100% accuracy for in sample analysis. In
out-of-sample cross validation, it achieves 73-88% overall accuracy, with
90-100% correctly classifying strongly risk averse subjects, and 49-71% for
weakly risk averse subjects.
The remainder of this chapter is structured as follows. Section 5.2
presents the experiment and data, the 3D Image FPCA methodology and
the factor loading estimation procedure. Section 5.3 illustrates the perfor-
mance of the proposed 3D Image FPCA method compared to several al-
ternatives. In Section 5.4, we implement the 3D Image FPCA to real data.
Our interest is to detect the active brain regions during decision-making
under risk and to classify risk attitude of the studied subjects based on the
estimated factor loadings. Section 5.5 concludes.
5.2 Data and Methods
5.2.1 Experiment and data
Our study is based on the same data used in van Bo¨mmel et al. (2013)
and Mohr, Biele and Heekeren (2010). The sample consists of 17 native Ger-
man, healthy, right-handed volunteers. The data were collected during an
RPID experiment that composed of two phases. In the presentation phase,
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subjects were provided a random Gaussian distributed return stream, with
10 observations sequentially displayed over 2 × 10 seconds. After that, in
the decision phase, subjects were exposed to one of 3 types of tasks and
had to give an answer within the next 7 seconds. The 3 types of tasks
included the decision task, where subjects chose either a 5% fixed return
(sure choice) or the investment of the random return stream just showed
(risky choice). In the other two tasks subjects reported their subjective ex-
pected return (scaling from 5% to 15%) and perceived risk (from 0 = no
risk to 100 = maximum risk) of the just displayed investment. Figure 5.1
displays graphic illustration of the experimental setup. Each trial was re-
peated 27 times, with the types of tasks randomly selected. In total, there
were 3× 27 trails for each subject. During the entire experiment, the sub-
jects were placed in the fMRI scanner and high resolution (91× 109× 91)
images were acquired every 2.5 seconds. The return streams were indepen-
dent from others, randomly drawn from the Gaussian distribution with
means of 6%, 9%, or 12% and standard deviations of 1%, 5% or 9%. There
were 9 possible distributional combinations.
Let Y
(j)
t (x1, x2, x3) denote the observed fMRI data of subject j = 1, · · · , J
at time point t = 1, · · · , N . In our study, J = 17 subjects and N = 1360
scanned images. The parameters x1, x2, x3 are used to represent the 3D
coordinator locations of each voxel in brain. For the data at hand, the
dimension are [1, 91] × [1, 109] × [1, 91], i.e. around 106 voxels per scan.
The objective is to identify spatial factors to represent “risk activation”
regions. It is assumed that the subjects share common risk activation re-
gions of brain, see Majer et al. (2015). Panel data analysis is called for and
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Figure 5.1: Graphic illustration of one trail of the RPID experiment.
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therefore the average fMRI data are considered across subjects:






t (x1, x2, x3), t = 1, · · · , N,
The raw data is considered as a discrete sample of the continuous BOLD
process, denoted as {ft(x1, x2, x3) : x1 ∈ P1, x2 ∈ P2, x3 ∈ P3}, defined in
a bounded cube P1 × P2 × P3 ⊂ IR3. In order to obtain contiguous risk
regions, the data is converted to functional domains using smoothing with
tensor B-splines. In this way, we obtain a series of contiguous 3D brain
image for the average fMRI data, which is denoted as {ft(x1, x2, x3)}Nt=1,
the respective brain signal data at each scan t.
Our interest is to detect contiguous risk related regions and to decipher
the relationship between brain reactions projected into signature scores and
risk attitude and perception of the subjects.
5.2.2 3D Image FPCA
The spatial functional factors are obtained by proper orthogonal de-
composition in such a way that the first factor accounts for as much of the
variability in the data as possible, and each succeeding functional factor in
turn has the highest variance possible under the constraint that it is uncor-
related with the preceding ones. The details of estimation are presented in
subsection 5.2.3. The orthogonal decomposition of the functional data is:
f(x1, x2, x3) = µ(x1, x2, x3) +
∞∑
`=1
〈f − µ, ξ`〉ξ`(x1, x2, x3), (5.1)
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where µ(x1, x2, x3) = EΠELEF 0rep,θ [f(x1, x2, x3)] is the mean function, esti-
mated using the average of functional data over time. 〈f −µ, ξ`〉 represents
the demeaned factor loadings and ξ`(x1, x2, x3) denotes the `−th functional
factors for the averaged functional data containing common spatial infor-
mation.
The functional factors consist of both active regions and chaotic noises
of fMRI scanner or other signal sources. To remove the impact of noises,
the risk related active regions are identified as those with significant val-
ues of the common spatial factors, trimmed e.g. at 99.95% quantile of the
functional factors and above or 0.05% quantile and below. The non-active
voxels are eliminated and replaced with zeros. Moreover, instead of using
all the functional factors, only the first L factors are considered fundamen-
tal and necessary, e.g. with sufficient variance explained. The final selected
functional factors are denoted as ξ̂`(x1, x2, x3), with ` = 1, · · · , L.
The temporal factor loadings of each individual subject are estimated
with the help of a multilinear regression on the raw fMRI data. The mul-
tilinear regression is formulated with the common spatial factors and de-
signed for each individual subject j = 1, · · · , J :
Y
(j)





`,t ξ̂`(x1, x2, x3) + ε
(j)
t (x1, x2, x3). (5.2)
where ε
(j)
t (x1, x2, x3) denotes the idiosyncratic noise of the j-th subject,
which is independently identically distributed with zero mean and constant
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`,t ξ̂l(x1, x2, x3)
}2
The choice of L is based on both the specificity of factors interpretation
and the averaged explained variance by factors:

















{Yt(x1, x2, x3)− Y¯t(x1, x2, x3)}2
]
(5.3)
5.2.3 Estimate functional factors
The 3D image data {ft(x1, x2, x3) : x1 ∈ P1, x2 ∈ P2, x3 ∈ P3, t =
1, · · · , N} is represented as:
f(x) = Cφ(x), (5.4)
where x = (x1, x2, x3) represents the 3D voxel locations, and the functional
data are f(x) = [f1(x1, x2, x3), · · · , fN(x1, x2, x3)]>. φ(x) = [φ1(x1, x2, x3), φ2(x1, x2, x3), . . . , φK3(x1, x2, x3)]>
are the 3D basis functions generated by tensor products of univariate
splines, and C is the N ×K3 coefficient matrix.
Denote the covariance function of the 3D image data as:
G(x, s) = Cov{f(x), f(s)} (5.5)
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and it can be estimated by:













Similarly to the orthogonal decomposition of the multivariate PCA, V γ =
λγ with λ and γ representing eigenvalue and eigenvector, for the 3D image








G(·,x)ξ(x) dx = λξ, (5.7)
where ξ and λ denote the eigenfunction and eigenvalue respectively. The
eigenvalues are real and non-negative λ1 > λ2 > · · · ≥ 0 with respect
to the eigenfunctions ξ1, ξ2, · · · , where ξ1 is the spatial factor of the fMRI
data that explains the largest variation, with λ1 being the largest explained
variation.
Plugging (5.4) into (5.6) yields the estimation of the covariance function:
Ĝ(s,x) = N−1φ>(s)C>Cφ(x),
and the orthogonal decomposition equation as
∫ ∫ ∫
N−1φ>(s)C>Cφ(x)φ>(x)b d(x) = λφ>(s)b,
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where the eigenfunction ξ = φ>b and b is a coefficient vector.
Define W =
∫ ∫ ∫
φ(x)φ>(x)dx, we can obtain the eigenfunction, the
spatial factors of the fMRI data, by solving:
N−1W 1/2C>CW 1/2u = λu, (5.8)
where u = W 1/2b and the coefficient vector b satisfies b>i Wbi = 1 and
b>i Wbj = 0.
For the fMRI data represented in a manifold functional form f
(j)
t (x1, x2, x3),
the multi-subject 3D Image FPCA estimation procedure can now be sum-
marized as follows:
A1 Take the average Y¯t(x1, x2, x3) of the raw 3D fMRI data across all
subjects j = 1, · · · , J and obtain the smooth 3D image functional
data ft(x1, x2, x3).
A2 Perform 3D Image FPCA to extract common spatial functional fac-
tors via orthogonal decomposition (5.8). Detect the significant active
regions with e.g. 0.05%− and 99.95%+ quantiles of the common fac-
tors. It serves as the final common spatial factors ξ̂`(x1, x2, x3).
A3 Given the common factors ξ̂`(x1, x2, x3), estimate the subject-specific
temporal factor loadings Z
(j)
`,t with the multilinear regression (5.2)
and classify the risk attitude of each subject.
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5.3 Simulation
5.3.1 Normal factor loadings
We design our simulation studies to properly reflect the real data at
hand. In the first experiment, we simulate fMRI data within a “brain”
defined in the dimensions of [1, 91]× [9, 100]× [11, 81]. The brain activities
are activated in 5 risk related regions. They are Parietal Cortex at location
[51, 53]× [25, 27]× [60, 62], VLPFC at [27, 29]× [89, 91]× [38, 40], lOFC at
[54, 56]× [97, 99]× [30, 32], aINS at [63, 65]× [75, 77]× [37, 39], and DLPFC
at [66, 68]× [77, 79]× [53, 55], each within a 3× 3× 3 cube. These 5 regions
correspond to the nonzero part of the spatial functional factors. They are
constant across the data generation.
We generate 3D image data, with 1 000 scans, to represent the brain
signals recorded by the fMRI scanner during RPID experiments:
ft(x1, x2, x3) =
5∑
`=1
Z`tξ`(x1, x2, x3) + εt(x1, x2, x3), t = 1, · · · , 1 000
(5.9)
where ξ`(x1, x2, x3) is the `
th functional factor defined in the 3D loca-
tions (x1, x2, x3), with ` = 1, · · · , 5. Z`t is the temporal factor loading
of the `th factor at scan t. The temporal factor loadings are Gaussian dis-
tributed, with mean zero and standard deviation learned from the real
data, with value of 7.6, 5.8, 5.2, 1.8, and 1.7 respectively. The random
noise εt(x1, x2, x3) is standard normal distributed and independent from
each other. The generation is repeated 100 times.
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Apply two methods to identify the spatial functional factors, i.e. the
proposed 3D Image FPCA and the alternative 1D FPCA. In the 1D FPCA,
the 3D image data ft(x1, x2, x3) is vectorized to 1D functional data denoted
as ft(v), with v = vec(x1, x2, x3) and then decomposed:
ft(v) = µ(v) +
∞∑
`=1
〈ft − µ, ξ`〉ξ`(v)
where v is the 1D mapping index, ft(v) is the vectorized fMRI data, 〈ft −
µ, ξ`〉 is the demeaned factor loading. We follow the work of Zipunnikov
et al. (2011), where SVD approach is adopted for the 1D FPCA problem
to avoid the curse of dimensionality. In both methods, the active regions are
defined as the trimmed spatial functional factors over the 99.999% quantile
and below the 0.001% quantile.
Both methods detect the active regions. As illustration, Figure 5.2 dis-
plays the active region lOFC associated with evaluating and contrasting
different option choices (Tobler et al., 2007). From left to right, one ob-
serves the generated (true) region, the identified regions by the 3D Image
FPCA in the middle and 1D FPCA on the right. Further comparisons
show that the proposed 3D Image FPCA performs better in several as-
pects. The 3D Image FPCA explains 56.3% of the total variance of the
fMRI data, more than 55.2% by the 1D FPCA, see Table 5.1. The 3D Im-
age FPCA method provides more clear-cut results, with identified spacial
factors corresponding to only one actual regions, and simultaneously less
mis-detection of wrongly identify the non-active regions. Table 5.2 reports
the average percentage of the true regions detected by each estimated func-
tional factor. While more than 60% of the estimated functional factors in
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the 3D Image FPCA method correspond to exactly one region, the alterna-
tive method only has 43.33% one-to-one match. In terms of mis-detection,
named 0 region, only 28% wrongly detect non-active regions using the 3D
Image FPCA, against 36.83% mis-detection of the alternative.
More importantly, the 3D Image FPCA identifies contiguous regions
instead of discrete voxels. Figure 5.3 displays the contour plot of the risk
region lOFC. The detected region using the 1D FPCA method consists of
discrete voxels, due to the adoption of SVD. It reaches estimation efficiency
but at cost of contiguity. The 3D Image FPCA, on the contrary, provides
contiguous risk regions because of its mathematical properties.
Factor 1 2 3 4 5 6 Total
3D Image FPCA 24.2% 4.5% 4.2% 9.9% 1.7% 11.7% 56.3%
1D FPCA 19.2% 0.7% 1.6% 21.5% 4.8% 7.4% 55.2%
Table 5.1: Explained variance by different number of spatial factors.
0 region 1 region 2 regions ≥3 regions
3D Image FPCA 28.00% 60.67% 11.33% 0.00%
1D FPCA 36.83% 43.33% 19.50% 0.33%
Table 5.2: Average percentage of the estimated functional factors that de-
tect the true regions.
5.3.2 HRF factor loadings
In the second experiment, we consider a more realistic situation by
incorporating the haemodynamic response function (HRF) in the RPID
experiment, see Grinband et al. (2008), Heller et al. (2006). The HRF is
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Figure 5.2: Functional factors on lOFC. From left to right are the gener-
ated (true) region, the estimated region with the 3D Image FPCA and the
estimated region with the 1D FPCA method.




)a1e−(t−a1b1)/b1 − c( t
a2b2
)a2e−(t−a2b2)/b2
where a1 = 6, a2 = 12, b1 = b2 = 0.9 and c = 0.35, see Glover (1999),Wors-
ley et al. (2002). Figure 5.4 gives an illustration of the simulated double
gamma function and the generated factor loadings with HRF. The active
regions are defined same as before.
Table 5.3 reports the variance explained by the 3D Image FPCA and
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Figure 5.3: Contour plot of the active region on lOFC. On the left is the
estimated region with 3D Image FPCA and on the right is the estimated
region with 1D FPCA method.
Figure 5.4: Simulated factor loadings. On top is the double gamma function.
The bottom is the simulated factor loadings, which are sum of the double
gamma function and normal random noise. The red dots are time points
that the stimulus are triggered.
the 1D FPCA. The 3D Image FPCA explained more variation than the al-
ternative, with 69.5% variation against 55.9%. Moreover, in the 3D Image
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Figure 5.5: Contour plot of the active region on lOFC. On the left is the
estimated region with 3D Image FPCA and on the right is the estimated
region with 1D FPCA method.
FPCA, 70% of the detected risk regions correspond to exactly one active re-
gion; 23.33% are mis-detected and less than 7% are mixture of risk regions.
The alternative 1D FPCA method has only 54% of one-to-one match, more
than 30% mis-detection and 15% of mixture, see Table 5.4. Again, the 3D
Image FPCA accurately and reasonably detects a contiguous region, while
the 1D FPCA gives discrete voxels, see Figure 5.5 for the contour plot of
the detected risk region on lOFC using the two methods.
Factor 1 2 3 4 5 6 Total
3D Image FPCA 25.9% 4.9% 7.0% 16.2% 5.7% 9.8% 69.5%
1D FPCA 20.5% 2.2% 3.3% 17.8% 1.2% 10.7% 55.9%
Table 5.3: Explained variance by different number of spatial factors.
0 region 1 region 2 regions ≥3 regions
3D Image FPCA 23.33% 70.00% 6.67% 0%
1D FPCA 31.33% 54.00% 14.67% 0%
Table 5.4: Average percentage of the estimated functional factors that de-
tect the true regions.
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5.3.3 Robust testing
Question remains on whether relative good performance of the 3D Image
FPCA is stable. We repeat the above two experiments with different designs
on the active regions. In other words, the spatial factors of the fMRI data
are different. In particular, the 5 active regions are generated with varying
size to reflect a more realistic situation in accordance with the study of
Mohr, Biele, Krugel, Li and Heekeren (2010). They are defined at location
[51, 54]×[25, 28]×[60, 63] for Parietal Cortex (64 voxels), [27, 29]×[88, 91]×
[38, 41] for VLPFC (48 voxels), [52, 59] × [92, 99] × [28, 35] for lOFC (512
voxels), [62, 66] × [74, 78] × [37, 39] for aINS (75 voxels), and [64, 70] ×
[73, 79] × [51, 57] for DLPFC (343 voxels). The factor loadings and the
noise level remain the same as in the previous experiments. Both normal
and HRF factor loadings are considered. Each data generation is repeated
100 times.
We implement the 3D Image FPCA and 1D FPCA to the generated
fMRI data. As the average number of voxels in each simulated active region
is about eight times the number of previous simulation, the active regions
are determined as the voxels over the 99.992% quantile and below the
0.008% quantile. It turns out that the relative performance is similar as
before. The 3D Image FPCA explains more variance than the 1D FPCA.
The values of variance explained are 42.7% and 42.4% for Normal and HRF
cases, see Table 5.5. The 3D Image FPCA provides better identification, see
Table 5.6 for the average percentage of the true regions detected by each
estimated factor. In the Normal scenario, 62.67% of estimated functional
factor associate with exactly one region, 27% mis-detection and 10.33%
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mixture. On the contrary, the alternative method performs worse with less
one-to-one match at 52.33%, more mis-detection at 32.17% and mixture
at 15.5%. In the HRF scenario, the 3D Image FPCA still outperforms the
alternative with 79.67% one-to-one match, 18.50% mis-detection and 1.83%
mixture, compared to 61.33%, 27.67% and 11.00% by 1D FPCA. Similarly,
the 3D Image FPCA method provides realistic contiguous regions, while
the alternative 1D FPCA detects discrete voxels, see Figure 5.6 for the
contour plot of the risk region lOFC as illustration.
Factor 1 2 3 4 5 6 Total
3D Image FPCA (normal) 20.1% 0.5% 7.2% 5.0% 4.9% 5.1% 42.7%
1D FPCA (normal) 10.2% 9.9% 7.5% 5.0% 4.8% 5.1% 42.5%
3D Image FPCA (HRF) 19.3% 0.8% 7.2% 5.1% 4.9% 5.1% 42.4%
1D FPCA (HRF) 9.8% 10.1% 7.5% 5.0% 4.8% 5.1% 42.3%
Table 5.5: Explained variance by different number of spatial factors.
0 region 1 region 2 regions ≥3 regions
3D Image FPCA (normal) 27.00% 62.67% 10.33% 0.00%
1D FPCA (normal) 32.17% 52.33% 15.50% 0.00%
3D Image FPCA (HRF) 18.50% 79.67% 1.83% 0.00%
1D FPCA (HRF) 27.67% 61.33% 11.00% 0.00%
Table 5.6: Average percentage of the estimated functional factors that de-
tect the true regions.
The simulation study shows that the proposed 3D Image FPCA outper-
forms the alternative approach, with higher variance explained and better
quality of risk related regions detected. The relative good performance is
stable for different scenarios with various parameters.
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Figure 5.6: Contour plot of the active region on lOFC. The left column
is the estimated region in 3D Image FPCA and the right column is the
estimated region with 1D FPCA method. The top row is the result under
normal factor loadings setup and bottom row is the result under HRF factor
loadings setup.
5.4 Empirical Results
Now we implement the 3D Image FPCA method to real data. We dis-
cuss the selection of key model parameters and analyze the common risk
related regions. We extract subject specific temporal signals, named signa-
ture scores, and classify the subjects with different risk perception.
The data consists of 17 subjects participating the RPID experiment.
During the entire experiment, the participating subjects were placed in the
fMRI scanner and the high resolution image data were recorded every 2.5
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seconds. The B-spline technique is used to functionalize the cross-subject
average fMRI data, as the first step of implementing the proposed 3D Image
FPCA. In each direction, 16 knots are used in the smoothing procedure. In
total, there are 4096 knots. For 1D FPCA, we use B-splines to functionalize
the vectorized fMRI data. The same number of knots 4096 is used for fair
comparison. The computational time is nontrivial though. It took 52 hours
for the parallelized program to run on 12 cores of a ProLiant BL680c G7
server with Intel(R) Xeon(R) CPU E7-4860 @ 2.27GHz processors and 252
GB memory.
L = 1 L = 2 L = 4 L = 6 L = 20
3D Image FPCA 86.03% 88.93% 90.05% 92.78% 94.34%
1D FPCA 70.06% 81.62% 87.85% 92.82% 95.27%
Table 5.7: Explained variance by different number of spatial factors.
One important parameter in our study is the number of spatial factors
as well as the corresponding signature scores, denoted by L. The higher the
number of spatial factors, the better the in-sample accuracy of the fitted
model. On the other hand, too large L may lead to over-fitting and poor
out-of-sample performance. The selection of the number of factors may rest
on the explained variation for different model specification, see Ha¨rdle and
Majer (n.d.). Table 5.7 presents the explained variance averaged over the 17
subjects for different numbers L. It shows that 86% variation in the data is
attributed to the first spatial factor, which can be interpreted as the typical
brain activity during the RPID experiment. Alternatively, the dominant
component only explains 70% variation in the 1D FPCA approach. The
inclusion of the subsequent factors ` = 2, ..., 6 contributes to the in-sample
fit, with an approximate 1% increase each, and extends the fMRI signal
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dynamics captured. Simultaneously, more spatial factors allow to identify
some important risk related regions associated with decision making under
risk, which have relatively small effects and do not contribute decisively
to the explained variation. For example, aINS is highly relevant to risk
perception and investment decisions but in modest size relative to visual
or audial cortex (Rangel et al., 2008). Thus, L = 20 is chosen in our study.
In this case, 94% of variation is explained by the 3D Image FPCA method
and 95% by the alternative 1D FPCA. Although 3D Image FPCA explains
less than the alternative in this case, it is worth mentioning that higher
variance explained is not equivalent to better performance, given that the
choice of large number potentially increases the probability of explaining
stochastic signal noises. We will continue the performance comparison of
the two methods in the later risk classification.
5.4.1 Risk related regions ξ̂`
The 3D Image FPCA technique is utilized to capture the fundamental
spatial maps under risk decisions. We assume that all subjects exhibit ho-
mogenous brain structure. In other words, the spatial maps are common
for all, while the individual differences are represented by the subject spe-
cific scores as in (5.2). The identified spatial factors are used to represent
the brain regions with significant activity during the RPID experiment.
In particular, L = 20 spatial factors are considered, which are trimmed
at ≥ 99.95% and ≤ 0.05% of the empirical quantiles, to show the active
risk related regions. Figure 5.7 displays 6 identified risk related regions
ξ̂`(x1, x2, x3) with ` = 3, 4, 5, 12, 18, 19 that have been found to be associ-
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ated with decision making under risk. They are ξ̂3 and ξ̂12 and are located
in the Parietal Cortex and attributed to risk related processes and selective
attention, see Behrmann et al. (2004); Rangel et al. (2008); ξ̂4 related to
the VLPFC region that stands for value processing; the regions mOFC and
lOFC picked up by ξ̂5 that is associated with evaluating and contrasting of
different choice options (Tobler et al., 2007), the aINS region captured by
ξ̂18 and related to risk and uncertainty, and the DLPFC area highlighted
by ξ̂19 (Heekeren et al., 2008).
5.4.2 Subject specific signature scores Z
(j)
`,t
The temporal behaviors of the individual brain activities are represented
by the subject specific signature Z
(j)
`,t with j = 1, · · · , 17, ` = 1, · · · , 20, and
t = 1, · · · , 1360. Given the risk related regions common for all subjects, the
individual risk perception and altitude during decision making under risk
are reflected in the series of the temporal activation. An interesting question
is whether the extracted subject specific signature scores properly reflect
the risk preference of individual. Among others, for the active brain regions
that have been found to be related to risk and uncertainty, the respective
signature scores are expected to carry important information about risk
preferences. Understanding those variations requires a careful investigation
and is presented in the following risk classification study.
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Figure 5.7: Selected identified risk related regions ξ̂`, ` = 3, 4, 5, 12, 18, 19.
(a) Estimated function ξ̂3 in Parietal Cortex ; (b) ξ̂4 in VLPFC; (c) ξ̂5 in





Mohr, Biele, Krugel, Li and Heekeren (2010) quantify the risk preference
of the 17 subjects in the same experiment with the help of psychological
risk-return (PRR) model:
Vj(x) = µj(x)− φjσj(x) (5.10)
where Vj(x) is the value of investment x by subject j, µj(x) is the re-
spective expected return, σj(x) is the perceived risk, and φj is a subject
specific weight coefficient and reflects the risk altitude of subject j. Given
the displayed streams of returns in the RPID experiment and the subjects’
answers to the two tasks, i.e. subjective expected return and perceived risk,
the risk weight φj is estimated in a logistic regression framework. In total, 7
subjects (j = 2, 5, 6, 8, 10, 11, 17) are categorized as weakly risk averse with
the risk weight φj < 5, and the rest 10 subjects are classified as strongly
risk averse, with higher risk attitudes. The dichotomization and derived
risk attitudes φj are presented in Figure 5.8.
5.4.4 Risk classification
The aim of risk classification analysis is to investigate the possible rela-
tion between neural processes underlying investment decisions and subjects’
risk preferences. A classification method is proposed to predict individual’s
risk attitude without any information on his decision behavior. Instead,
the classification is performed solely on the extracted signature scores. The
RPID consists of 3 types of tasks, we here only focus on the decision task,
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where subject chooses between risky investment return or sure fixed 5%
return, and thus his risk attitude contributes to the perceived value of the
displayed return streams and plays a key role in the decision process. The
other two tasks, i.e. subjective expected return and perceived risk, have
been utilized in the estimation of risk altitudes and will be used to verify
the classification accuracy. Moreover, the analysis is performed for each
subject based on 6 signature scores Z
(j)
`,t , ` = 3, 4, 5, 12, 18, 19, of the active
brain regions that have been found to be related to risk and uncertainty.
Each subject was exposed to 27 decision tasks and had to make a choice
within the next 7 seconds in the RPID experiment. To investigate the brain
reactions to the investment decision task of different groups being strongly /
weakly risk averse, 3 consequent observations after the s-th stimulus at scan
ts are considered, covering the decision making period over 7.5 seconds. The
3 signature scores are demeaned by the score at the exact stimulus time
point Zj`,ts to capture the peak of the haemodynamic response function.













and the standard deviation of the 27 average reactions is computed and con-
sidered as empirical characteristics of subject’s risk preference. For each
subject, 6 standard deviations are obtained and will be used in the risk
classification analysis. For the alternative 1D FPCA method, similar pro-
cedures are applied to extract the variables for risk classification.
The classification analysis is performed via Support Vector Machines
(SVM) (Cortes and Vapnik, 2005; Ha¨rdle and Simar, 2015). The subjects
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are classified based on their 6 standard deviations of the average reactions
to decision task. For the learning part, the strongly risk averse subjects are
denoted with 1 and the weakly risk averse subjects with −1. The classifica-
tion performance is validated by the estimated risk attitudes, see Section
5.4.3.
We first evaluate the in-sample predictive power of the 3D Image FPCA
on risk preferences, shown in Figure 5.8. The 17 subjects were perfectly
classified, with 100% correction for both strongly and weakly risk averse
groups. The in sample classification however utilizes all information of the
17 subjects, which may cause the problem of over-fitting. We continue the
analysis for out-of-sample to investigate whether the proposed method has
a stable performance for different data sets. Leave-k-out cross validation is
adopted, which iteratively partition data to two subsets, i.e. the training
set and the test sets with k subjects, and repeatedly performs analysis on
the training set and predicts the test set. The prediction accuracy mea-
surements are averaged among the validation sets. The algorithm can be
formulated as follows:
A1 divide the data into training set and test set (leave-k-out method)
A2 apply the cross validation and find the optimal SVM parameters
A3 classify the test data
A4 repeat A1-A3 for all different test sets
A5 average the classification rate over all iterations A4.
Table 5.8 reports the classification rate (in percentage) by leave-k-out
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cross validation for k = 1, · · · , 6. The classification rate is relatively stable,
though it reduces slowly as k increases. The 3D Image FPCA method pro-
vides consistently better classification rate than the alternative 1D FPCA.
The the overall classification rate of 3D Image FPCA reaches 73− 82% for
the tuned SVM algorithm with the optimal parameters. The classification
is remarkably better for the strongly risk averse subjects, with 90− 100%
labeled correctly. For the weakly risk averse subjects 49 − 71% were cat-
egorized accurately. For the 1D FPCA, the classification rate of overall is
66− 76%. It varies between 81− 90% for strongly risk averse subjects and
46 − 57% for weakly risk averse subjects. In summary, the analysis shows
that the signature scores of the selected risk related regions carry explana-
tory power for subjects’ risk attitudes derived from their choice in the
RPID experiment. The risk preferences can be classified by the volatility
(standard deviation) of the signature signals with an considerable accuracy.
The proposed 3D Image FPCA method has stronger classification power
compared to the alternative 1D FPCA.
Overall Strong Weak
k 3D Image 1D 3D Image 1D 3D Image 1D
1 88 76 100 90 71 57
2 82 76 100 89 55 56
3 79 73 98 87 53 54
4 77 72 95 85 51 52
5 74 69 92 83 50 49
6 73 66 90 81 49 46
Table 5.8: SVM classification rate in percentage points by leave-k-out for
the 3D Image FPCA and 1D FPCA methods.
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Figure 5.8: Risk attitudes and SVM scores of 17 subjects. Subjects with
risk attitude< 5 are marked as red circles, otherwise as blue squares.
5.5 Conclusion
Techniques for fMRI analysis may be generally divided into model-based
and data-driven approaches. In the first class the benchmark is the GLM,
which focuses on task-related, predefined effects. It has been repeatedly
applied in neuroscience and has allowed to explore some of neurobiologi-
cal processes underlying decision making under uncertainty. However, its
inherited limitations are especially visible in the field of neuroeconomics,
where the signal may be subtle, hard to model and detect. Therefore, over
last years, one observes a rapid growth in research devoted to model-free
fMRI techniques and a leading example is the FPCA. There are various
studies that investigate brain data in the functional analysis framework,
see, e.g., Viviani et al. (2005), Long et al. (2005) or Zipunnikov et al.
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(2011). Nevertheless, a full potential offered by functional data analysis in
application to brain dynamics is so far not explored. Up to date, the nat-
ural anatomical spatial brain structure is not fully addressed in the FPCA
studies, as the high-dimensional BOLD signals are artificially vectorized or
projected first. This can lead to a less accurate representation and a smaller
portion of variation explained by the model, as reported in Table 5.8. In
fact, the activation detection performance, being at heart of neuroscience,
may be obstructed by the inadequately addressed spatial dependence in
IR3 high-resolution brain images.
In this paper we proposed the 3D Image FPCA methodology that is
directly applicable to the 3D image data. Thus, the anatomical brain struc-
ture (Talairach and Tournoux, 1988; Desikan et al., 2006) is preserved and
efficiently embraced in the estimation procedure. Moreover, this novel sta-
tistical technique is a model-free, dimension reduction approach with rel-
atively low number of parameters. The 3D Image FPCA decomposes the
fMRI BOLD signals into spatial factors, representing the common spatial
maps for all subjects, and subject specific signature scores which are dis-
tinctive for each individual. The spatial factors capture the brain regions
with the highest variability throughout experiment and consequently rep-
resent the activation pattern. The representation precision is controlled by
the number of factors L and even subtle effects can be detected. The signa-
ture scores mimic possibly different temporal activation patterns for each
subject (i.e., related to the risk attitude) and correspond to the neural ac-
tivity of a particular region of interest. As a result, the 3D Image FPCA
addresses the key limitations of the benchmark GLM and conventional 1D
FPCA methods. These findings are evidenced by our extensive simulation
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study, where in different setups, accurate detections and modeling per-
formance were achieved. Furthermore, our technique outperforms the 1D
FPCA competitor as the preservation of the spatial brain structure really
pays off.
We apply the 3D Image FPCA to investigate neural processes that un-
derlie decision making under risk. The RPID experiment with 17 subjects,
each with N = 1360 images of 91× 109× 91 voxels, was considered in our
study. In the experiment, subjects where exposed to 27 × 3 RPID tasks,
where the investment decision trials were repeated 27 times. The number
of spatial factors is set to L = 20, with 6 of them have been reported
in the decision neuroscience literature. The 6 spatial factors are the Pari-
etal Cortex attributed to risk related processes and selective attention, the
VLPFC related to value processing, the mOFC and lOFC that correspond
to evaluation of different choice options. Moreover, our technique detected
the aINS that is commonly correlated with risk and uncertainty and the
DLPFC which is frequently identified in the decision making context. We
conclude that our results are in line with van Bo¨mmel et al. (2013) and
Mohr, Biele, Krugel, Li and Heekeren (2010) and the 3D Image FPCA,
as a model-free technique, yields the same results as these model-based
analysis.
Investment decision may be described as a process of evaluating and
contrasting of various choices with uncertain outcomes. In this framework
the risk preferences are the crucial factor which affects the subjective value
of investment. To improve our understanding of the underlying neural ac-
tivities we provided the statistical analysis of the extracted signature scores
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selected in the decision making context. The focus is on the variability in
the HRF after the decision stimulus, captured by the score series. The
standard deviations derived form the subject-specific responses served as
an input in the SVM classifier. For the leave-k-out cross validation, we
report the overall classification rate at 73 − −82%, where all the strongly
risk averse subjects are correctly labeled at 90 − −100% and the weakly
risk averse subjects have 49 − −71%. the overall classification rate of 3D
Image FPCA reaches 73 − −82% for the tuned SVM algorithm with the
optimal parameters. The classification is remarkably better for the strongly
risk averse subjects, with labeled correctly. For the weakly risk averse sub-
jects. It is worth noting that the proposed 3D Image FPCA method is
remarkably superior to the 1D FPCA competitor in terms of classification
analysis. One can conclude that the extracted low dimensional representa-
tions exhibit the explanatory power for subjects’ risk preferences. Without





6.1 Proof of Theorem 3.1
Under condition C1 and C2, equation ‖B̂ − B‖ = OP (n−1/2 + an) is
equivalent to proof that for any given  > 0, there exist a large C s.t.
P{ sup
‖u‖=C
Q(B + αnu) < Q(B)} ≥ 1−  (6.1)
where Q(B) is the penalized likelihood and u is a p-by-p matrix.
Let Dn(u) = Q(B + αnu)−Q(B)
Iu(B) = −E(tr(∇Btr(∇ 1n l(B)>u)>u)) = −E(tr(∇Bdu 1n l(B)>u)) > 0 for
any y ∈ Rp∗p based on condition (B)
If Dn(u) < 0 by choosing a sufficiently large C, then the proof is done.
D(u) = l(B + αnu)− l(B)− n
∑
{ρλn(|Bjk + αnujk|)− ρλn(|Bjk|)}
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≤ l(B + αnu)− l(B)− n
∑
Bjk 6=0
{ρλn(|Bjk + αnujk|)− ρλn(|Bjk|)}
≤ αntr(∇l(B)>u) + 1
2





















The first inequality is because ρλn(0) = 0 and ρλn(β) ≥ 0. The next in-
equality is Taylor expansion. Then substitute Iu(B) into the equation.
Base on condition (A), n−1/2tr(∇l(B)>u) = OP (1), thus the first term
of (8) is of order OP (n
1/2αn) = OP (nα
2
n). By choosing a sufficiently large
C, the second term dominates the first term in ‖u‖ = C.




λn(|Bjk|) : Bjk 6= 0}‖u‖2 (6.3)
The first part of (9) is dominated by the second term in (8) when choosing
a sufficiently large C. The second term in (9) is also dominated by the
second term in (8) as max{ρ′′λn(|Bjk|) : Bjk 6= 0} → 0
Proof is completed.
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6.2 Proof of Theorem 4.1
Under condition C3 to C5, equation ‖B̂ − Btrue‖ = OP (n−1/2 + an) is
equivalent to proof that for any given  > 0, there exist a large C s.t.
P{ sup
‖u‖=C
P(Btrue + αnu) < P(B
true)} ≥ 1−  (6.4)
where P(B) is the penalized likelihood, αn = an +
1√
n
and u is a p-by-p
matrix.
Let Dn(u) = P(B
true + αnu)−P(Btrue)
Iu(B
true) = −E(tr(∇Btr(∇ 1n l(Btrue)Tu)Tu)) = −E(tr(∇Bdu 1n l(Btrue)Tu)) >
0 for any u ∈ Rp∗p based on condition C4
If Dn(u) < 0 by choosing a sufficiently large C, then the proof is done.
D(u) = l(Btrue + αnu)− l(Btrue)− n{ρλn(Btrue + αnu)− ρλn(Btrue)}
≤ αntr(∇l(B)Tu) + 1
2
































ujkujs{1 + o(1)}} (6.5)
The first inequality is Taylor expansion. Then substitute Iu(B) into the
equation.
Base on condition C3, n−1/2tr(∇l(Btrue)Tu) = OP (1), thus the first
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term of Equation (6.5) is of order OP (n
1/2αn) = OP (nα
2
n). By choosing a
sufficiently large C, the second term dominates the first term in ‖u‖ = C.






The first part of 6.6 is dominated by the second term in Equation (6.5) when
choosing a sufficiently large C. The second term in (6.6) is also dominated




6.3 Proof of Theorem 4.2
The sufficient condition of Theorem 4.2 is with probability tending to 1




jk − bjk)2 = OP (n−1/2) , n = Cn−1/2 and
(j, k) ∈ V∗
∂P(B∗)
∂b∗jk
< 0 for 0 < b∗jk < n































6.3. Proof of Theorem 4.2






































































This completes the proof.
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6.4 Proof of Theorem 4.3
By Theorem 4.2, b̂jk = 0 for (j, k) ∈ V∗. For (j, k) ∈ V, we have
∂P(B)
∂bjk
|bjk=b̂jk = 0 for (j, k) ∈ V (6.8)




































− nK + oP (1)}(btrue − b̂)− nc = 0
By central limit theorem and Slutsky’s theorem:
√
n{(K − I)(b̂− btrue) + c} → N(0, I)




Mean(10−3) SD(10−3) Skewness Kurtosis JB-stats(103)
China 2.08 0.59 -1.94 7.55 1.04∗
Hong Kong 0.55 0.33 1.33 4.91 0.31∗
India 0.33 0.08 0.61 3.05 0.04∗
Indonesia 2.27 1.04 3.18 14.04 4.73∗
Japan 0.32 0.05 0.24 2.35 0.02∗
US 1.13 0.63 2.62 10.94 2.64∗
Germany 0.23 0.13 2.11 6.99 0.98∗
Greece 0.25 0.27 1.08 3.14 0.14∗
Ireland 0.20 0.06 1.57 4.71 0.37∗
Italy 0.15 0.07 1.47 5.07 0.38∗
Russian 0.39 0.97 3.51 14.63 5.38∗
Spain 0.15 0.04 0.47 1.94 0.06∗
UK 0.17 0.07 1.08 3.77 0.15∗
Brazil 0.95 0.26 -0.69 2.55 0.06∗
Table 6.1: Summary statistics of the CVI data, Apr 1999-Feb 2001.
Mean(10−3) SD(10−3) Skewness Kurtosis JB-stats(103)
China 1.40 0.27 -2.56 16.33 2.34∗
Hong Kong 0.78 0.22 -0.03 2.11 0.01∗
India 0.44 0.04 -0.90 3.88 0.05∗
Indonesia 2.85 0.60 0.54 2.41 0.02∗
Japan 0.40 0.06 0.07 1.64 0.02∗
US 2.08 0.45 0.40 2.10 0.02∗
Germany 1.07 0.34 0.39 1.96 0.02∗
Greece 0.42 0.11 0.62 3.45 0.02∗
Ireland 0.36 0.16 1.20 3.31 0.07∗
Italy 0.40 0.08 -0.53 2.09 0.02∗
Russian 0.44 0.18 0.49 2.25 0.02∗
Spain 0.18 0.03 1.09 3.83 0.06∗
UK 0.58 0.20 0.78 2.77 0.03∗
Brazil 1.05 0.09 0.98 4.00 0.06∗




Mean(10−3) SD(10−3) Skewness Kurtosis JB-stats(103)
China 2.96 1.26 0.12 2.80 0.01∗
Hong Kong 0.43 0.32 1.20 3.43 0.54∗
India 0.17 0.09 1.21 3.60 0.57∗
Indonesia 0.80 0.62 1.24 3.33 0.57∗
Japan 0.21 0.18 1.21 3.12 0.54∗
US 0.62 0.69 1.59 4.44 1.11∗
Germany 0.46 0.46 1.27 3.23 0.59∗
Greece 0.22 0.14 1.88 8.01 3.58∗
Ireland 0.23 0.28 1.98 6.71 2.70∗
Italy 0.15 0.09 0.80 2.35 0.27∗
Russian 0.05 0.04 8.03 126.92 1425.52∗
Spain 0.08 0.05 0.93 2.40 0.35∗
UK 0.30 0.24 1.38 3.45 0.71∗
Brazil 0.68 0.33 0.90 2.34 0.34∗
Table 6.3: Summary statistics of the CVI data, Dec 2001-Nov 2007.
Mean(10−3) SD(10−3) Skewness Kurtosis JB-stats(103)
China 2.29 1.02 0.23 1.98 0.03∗
Hong Kong 0.87 0.66 1.11 3.38 0.12∗
India 0.20 0.10 0.25 1.73 0.04∗
Indonesia 0.74 0.39 0.33 1.55 0.06∗
Japan 0.52 0.35 0.64 2.19 0.06∗
US 2.64 1.97 1.15 3.25 0.13∗
Germany 0.92 0.51 0.22 1.38 0.07∗
Greece 0.59 0.33 0.34 1.63 0.06∗
Ireland 2.12 2.61 1.60 4.71 0.32∗
Italy 0.42 0.20 0.54 2.55 0.03∗
Russian 1.97 2.54 1.33 3.70 0.18∗
Spain 0.36 0.10 0.04 2.52 0.01∗
UK 1.30 0.94 0.94 2.55 0.09∗
Brazil 0.99 0.42 0.23 1.33 0.07∗




Mean(10−3) SD(10−3) Skewness Kurtosis JB-stats(103)
China 1.30 0.68 1.02 3.18 0.29∗
Hong Kong 0.27 0.13 0.87 2.54 0.22∗
India 0.18 0.08 -0.09 1.70 0.12∗
Indonesia 0.25 0.10 2.96 12.52 8.62∗
Japan 0.18 0.08 0.64 3.55 0.13∗
US 0.70 0.43 1.38 4.93 0.78∗
Germany 0.53 0.27 1.18 4.49 0.53∗
Greece 0.83 0.58 1.12 3.70 0.38∗
Ireland 0.70 0.96 2.43 8.19 3.46∗
Italy 0.24 0.15 2.54 13.16 8.85∗
Russian 0.31 0.25 1.47 6.31 1.34∗
Spain 0.25 0.14 0.73 2.65 0.15∗
UK 0.31 0.13 1.11 3.69 0.37∗
Brazil 0.54 0.16 1.00 3.73 0.31∗
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