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A hamiltonian square-path (-cycle) is one obtained from a hamiltonian path (cycle)
by joining every pair of vertices of distance two in the path (cycle). Let G be a graph
on n vertices with minimum degree $(G). Posa and Seymour conjectured that if
$(G) 23n, then G contains a hamiltonian square-cycle. We prove that if $(G)
(2n&1)3, then G contains a hamiltonian square-path. A consequence of this result
is a theorem of Aigner and Brandt that confirms the case 2(H)=2 of the Bollaba s
Eldridge Conjecture: if G and H are graphs on n vertices and (2(G)+1)(2(H)+1)
n+1, then G and H can be packed.  1996 Academic Press, Inc.
0. Introduction
All graphs considered are simple and undirected. $(G) denotes the mini-
mum degree of a graph G. Let P be a path (cycle). The kth power of P is
the graph obtained from P by joining every pair of vertices with distance
at most k in P. An edge is called a k-chord of P if it joins two vertices of
distance k in P. We call the 2nd power of P a square-path (-cycle). A
hamiltonian square-path (-cycle) is a square-path (-cycle) that contains all
the vertices of the graph.
A well known theorem of Dirac [3] states that if G is a graph on n
vertices with $(G)n2, then G contains a hamiltonian cycle. In 1963
Posa (see Erdo s [4]) conjectured that if $(G) 23n, then G contains a
hamiltonian square-cycle. In 1973 Seymour [9] introduced the more
general conjecture that if $(G)(k(k+1)) n, then G contains the k th
power of a hamiltonian cycle. As Seymour pointed out, if his conjecture is
true, the proof is likely to be very hard, because it implies the remarkably
difficult theorem of Hajnal and Szemere di [8] that any graph G with maxi-
mum degree 2 can be properly colored with 2+1 colors so that no two
color classes differ in size by more than one. Recently there has been
progress on Posa ’s conjecture. Fan and Ha ggkvist [5] proved that if
$(G) 57n, then G contains a hamiltonian square-cycle. Next the authors
[6] showed that for every =>0, there exists m such that if n>m and
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$(G)>((2+=)3)n, then G contains a hamiltonian square-cycle. The
authors [7] have proved that if $(G) 23n, then the vertices of G can be
partitioned into at most two square-cycles. Our original proof of the main
theorem of this paper (for the case $(G) 23n) used this result as a stepping
stone.
Suppose that Posa ’s conjecture is true and considpr a graph G on n
vertices with $(G)(2n&1)3. Form a new graph G$ on n+1 vertices by
adding a new vertex u joined to every vertex of G. Then $(G$) 23 (n+1).
Thus by Posa ’s conjecture, G$ has a hamiltonian square-cycle. If we remove
u from this square-cycle, we see that G has a hamiltonian square-path.
In this paper we prove the following theorem.
Theorem. Let G be a graph on n vertices with $(G)(2n&1)3. Then G
contains a hamiltonian square-path.
The degree condition in the theorem is tight as the following example
shows. Let G be the graph Kt+1, t+1, t&1 on n=3t+1 vertices. Then
$(G)=2t=(2n&2)3. Since the vertices of any square-path must alternate
between vertices of one part, then another part, and then the remaining
part, no square-path of G can have more than 3(t&1)+2=n&2 vertices.
It is considerably easier to prove that every graph G on n vertices with
$(G) 23n has a hamiltonian square-path. Here we do the extra work to get
the tight extremal result. Our main motivation was to get as much as
possible of what is implied by Posa ’s conjecture. However, throughout the
proof we shall indicate short cuts for those who are only interested in the
easier result.
If one’s motivation for attacking Seymour’s conjecture is to give a new
proof of the HajnalSzemere di Theorem, then it is sufficient to show that
every graph with $(G)(kk+1))n has a k th power of a hamiltonian path.
Thus even the easier version of our result gives the case k=2.
Finally we point out that an important theorem of Aigner and Brandt is
a corollary of our main result. (This is another reason for proving the best
possible degree condition.)
Corollary (Aigner and Brandt [1]). Let G be a graph on n vertices
with $(G)(2n&1)3. Then G contains every graph H on n vertices with
maximum degree 2(H )2.
Proof. By the theorem, G has a square-path P. Since 2(H )2, H is a
disjoint union of cycles and paths. We observe that any square-path
Q=x1x2 } } } xk contains the cycle C=x1x3 } } } xkxk&1xk&3 } } } x2 if k is odd
or C=x1x3 } } } xk&1xk xk&2 } } } x2 if k is even. Thus any k consecutive ver-
tices of P give a cycle of length k, and therefore an appropriate partition
of P yields the graph H. K
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Aigner and Brandt used the corollary to prove the case 2(H )=2 of the
following beautiful conjecture.
Conjecture (Bollaba s and Eldridge [2]). Let G and H be graphs on n
vertices. If (2(G)+1)(2(H )+1)n+1, then G and H can be packed.
It is easily checked that if G and H satisfy the hypothesis and 2(H)=2,
then the complement G of G satisfies $(G )(2n&1)3. Thus by the
corollary G contains H, i.e., G and H can be packed.
1. Notation and an Overview of the Proof
A longest square-path in G is optimal if it has the maximum number of
3-chords and, subject to this, the maximum number of 4-chords. The third
power of P is called a cube-path. If P=x1 x2 } } } xp is a square-path (cube-
path), we say that P starts at x1x2 . By definition, the existence of a square-
path starting at x1 x2 does not imply the existence of a square-path starting
at x2x1 . Here the order of the endpoints of edges is significant. This is the
only case where we distinguish xy from yx for the same edge. In such a
case, to avoid vagueness, we shall use the term ordered edge instead of
edge.
For a subgraph H of G. G&H denotes the subgraph obtained by deleting
all the vertices of H together with all the edges with at least one end in H.
For x # V(G), NH(x) is the set, and d(x, H ) the number, of vertices in H
that are joined to x. We denote by xy the edge with ends x and y, and
define NH(xy)=NH(x) & NH( y). In the case that H=G, we simply use
N(x), d(x), and N(xy). If F is another subgraph of G, we define d(F, H )=
v # V(F ) d(v, H ) By the definition, d(F, H )=d(H, F ), and if V(F ) &
V(H )=<, then d(F, H ) is simply the number of edges with one end in F
and the other in H. The complete graph on m vertices is denoted by Km .
The proof of our theorem is quite complicated and is based on eleven
preliminary lemmas. Only Lemmas 4, 8, 10, and 11 are actually used in the
proof. The remaining lemmas are only used to derive these main lemmas.
Before starting the proof, we will attempt to explain the overall plan.
We argue by induction on n. Let S=u1u2 } } } us be an optimal path in G.
H=G&S, and h=|V(H )|. If H=<, then we are done; otherwise using
Lemma 4, we obtain (3.1) $(H ) 23h. Thus by the induction hypothesis H
has a hamiltonian square-path. By the optimality of S, hs and so hn2.
This together with Lemma 10 yields that d(e, H ) 53 (h&1), for all
e # E(H ). Thus by Lemma 11, (3.3) every ordered edge of H is the start of
a hamiltonian square-path in H. Using Lemma 10, we also obtain (3.4)
s(2n&1)3.
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To obtain a contradiction to S being a longest square-path in G it
suffices to show that
There exists an edge xy # E(H) and a square-path Q
with V(Q)V(S) such that xyQ is a square-path and
|V(Q)|>s&h. (1.1)
Note that s&h<s2. In (3.5) we show that for any edge ux, where
u # V(S) and x # V(H ), there exists a vertex y # V(H) joined to both u and
x. It follows from (3.5) that (3.6) no edge ui ui+1 of S has a common
neighbor x in H, since otherwise we have (1.1). Since there exist edges
between S and H, (3.5) also yields the existence of an edge in H, whose
vertices have a common neighbor in S. This shows that there is a square-
path with h+1 vertices, and so (3.7) h(n&1)2.
The next step is to use (3.6) and (3.7) to show (3.8) there exists a vertex
x in H and a 2-chord ui+1ui+3 of S such that x is joined to both ui+1 and
ui+3. In fact, we can choose i so that the distance on S from ui+1 ui+3 to
the closest end of S (without loss of generality, the start) is divisible by
three. Let i=3t be minimal. Then no vertex of H is adjacent to t+1 of the
first 3t or last 3t vertices of S. We can now obtain the improved lower
bound (3.10) h(n+1)3+2t. Let M=u1u2 } } } u3t , T=u3t+1 u3t+2 u3t+3 ,
and L=u3t+4 } } } us , with |V(L)|=l(=S&3t&3). By (3.5) and (3.3) there
exists a vertex y in H and a hamiltonian square-path P starting at xy such
that u3t+2u3t+1 u3t+3P is a square-path. Next we show that there exists an
edge e=ujuj+1 in M _ L such that d(u3t+1u3t+2, e)=4. If e is in L,
then there exists a square-path Q in L with l2+1 vertices ending at e.
Thus using (3.10) we obtain (1.1). If e is in M, then both
uj uj+1u3t+2u3t+1u3t+3P and uj+1uj u3t+2u3t+1u3t+3P are square-paths.
If there exists a square-path Q in L with l2+1 vertices such that Qe is a
square-path, then using (3.10), we have (1.1). Otherwise, by Lemma 8,
d(e, L)l+1. Also d(e, M _ T )3t+2 and by (3.6) d(e, H )h. From
this, after a case analysis, we obtain the final contradiction that d(e, G)<
2$(G).
2. Lemmas
The lemma below is proved in [6]. For completeness, we include its
proof.
Lemma 1. Suppose that S is an optimal square-path of G starting and
ending at given ordered edges. Let x # V(G&S). Then d(x, Q) 23 |V(Q)|+1
for any segment Q of S.
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Proof. Let S=u1 u2 } } } us&1 us starting at u1 u2 and ending at us&1us .
Suppose to the contrary that d(x, Q)> 23|V(Q)|+1 for some segment Q.
Choose Q such that |V(Q)| is as small as possible. Let Q=
ua+1ua+2 } } } ua+q and q=3k+r, where 0r2. Since d(x, Q)> 23q+1,
there is an integer t, 1tk, such that ua+3t+1 is joined to x. Choose t
as small as possible and let Q1=ua+1 ua+2 } } } ua+3t . By the minimality of
Q, d(x, Q1)2t+1, for otherwise we would choose Q&Q1 instead of Q.
Let Q$=Q1ua+3t+1. Then, d(x, Q$)2t+2> 23 (3t+1)+1. By the mini-
mality of Q, we must have Q$=Q, that is, r=1 and t=k. Taking into
account that d(x, Q)> 23 q+1, we see that ua+j is not joined to x if and
only if j=3i+1, 1ik. Since no four consecutive vertices of S are all
joined to x (otherwise we may insert x into S), we have that k2. For
each i, 1i<k, we may replace ua+3i+1 by x and still have a square-path
from u1u2 to us&1 us . Since x is joined to both ua+1 and ua+q and S has
maximum number of 3-chords, both ua+4 and ua+q&3 must have 3-chords
in Q. If ua+4 is joined to ua+7 , then u1u2 } } } ua+1ua+2 xua+3ua+5ua+4
ua+6ua+7 } } } us&1us is a longer square-path. Thus, we may assume that
k3 and ua+4 is joined to ua+1. Let t be the smallest integer such that
2t<k and ua+3t+1 has a 3-chord in Q. t exists since ua+q&3 has
3-chords in Q. By the choice of t, for every j, 2 j<t, ua+3j+1 has no
3-chords in Q, and thus must be joined to both ua+3j&3 and ua+3j+5 .
Similarly, ua+4 must be joined to either ua or ua+8. In the former case,
u1 u2 } } } uaua+1 ua+4xua+2ua+3ua+5 ua+6ua+7 } } } us&1us is a square-path
contradicting the choice of S. In the latter case, u1u2 } } }
ua+1ua+2 x(ua+3 ua+5 ua+4)(ua+6ua+8ua+7) } } } (ua+3iua+3i+2 ua+3i+1) } } }
(ua+3tua+3t+2 ua+3t+1) ua+3t+3 ua+3t+4 } } } us&1us is a square-path contra-
dicting the choice of S. This proves the lemma. K
Lemma 2. Suppose that S is an optimal square-path of G starting
and ending at given ordered edges. Let x # V(G&S). For any segment
Q=ui+1 ui+2 } } } ui+q of S, if d(x, Q)= 23 q+1, then d(x, ui+1 ui+2)=2
and d(x, ui)=0.
Proof. By Lemma 1, d(x, Q&ui+1ui+2)23(q&2)+1 and d(x, Q_[ui])
2
3 (q+1)+1. Since d(x, Q)=
2
3q+1, it follows that d(x, ui+1ui+2)=2 and
d(x, ui)=0. K
Lemma 3. Suppose that S=u1u2 } } } us is an optimal square-path of G
starting at a given ordered edge u1u2 . Let x # V(G&S). Then d(x, S)
(2s+1)3.
Proof. Form a new graph G$ by adding a new edge ab to G and joining
both a and b to x and to all the vertices of S. It is not difflcult to see that
171HAMILTONIAN SQUARE-PATHS
File: 582B 168206 . By:CV . Date:31:07:96 . Time:14:50 LOP8M. V8.0. Page 01:01
Codes: 3195 Signs: 2115 . Length: 45 pic 0 pts, 190 mm
S$=Sab is an optimal square-path of G$ starting at u1u2 and ending at ab.
By Lemma 1, d(x, S$) 23 (s+2)+1 in G$. So d(x, S)=d(x, S$)&2
(2s+1)3. K
Lemma 4. Let S=u1u2 } } } us be an optimal square-path of G and let
x # V(G&S). Then d(x, S)(2s&1)3.
Proof. Form a new graph G$ by adding to G a K4 with V(K4)=
[a1 , a2 , a3 , a4] and joining each ai , 1i4, to all the vertices of V(S) _
[x]. Then S$=a1a2Sa3a4 is an optimal square-path of G$ starting at a1a2
and ending at a3a4 . By Lemma 1, d(x, S$) 23(s+4)+1 in G$. So
d(x, S)=d(x, S$)&4(2s&1)3. K
The next two lemmas are used only in the extremal case $(G)= 23n.
Lemma 5. Suppose that S=u1u2 } } } us is an optimal square-path of G
starting and ending at given ordered edges. Let T be a triangle in G&S and
let Q be any segment of S. If |V(Q)|{3, then d(T, Q)2|V(Q)|+2.
Proof. Let Q=a1 a2 } } } aq and V(T )=[x1 , x2 , x3]. Since d(xi , Q) is an
integer, if q0 (mod 3), the result follows by applying Lemma 1 to each
xi , 1<i3. Thus, we only need to consider the cases in which q=3k and
d(xi , Q)=2k+1 for every i, 1i3, where k2. It follows from Lemma 2
that d(xi , a1a2)=2, 1i3. Since we do not distinguish the ends of S in
Lemma 2, similarly we have that d(xi , aq&1aq)=2, 1i3. Therefore, we
may replace a3 a4 } } } aq&2 by the triangle T and still have a square-path.
This shows that k3. For each j2, a3j&1 divides Q into two segments:
Q1=a1 a2 } } } a3j&2 and Q2=a3ja3j+1 } } } aq , where |V(Q1)|=3j&2 and
|V(Q2)|=3(k&j)+1. By Lemma 1, d(xi , Q1)2j&1 and d(xi , Q2)
2(k&j)+1. Noting that d(xi , Q)=2k+1, we see that d(xi , a3j&1)=1.
That is, for each i, 1<i3, and every j, 2 jk,
x1 a3j&1 # E(G). (2.1)
Next, we consider the two segments: S1=a1a2 } } } a3j&1 and S2=
a3j+2a3j+3 } } } aq . Applying Lemma 1 to S1 and S2 and using d(xi , Q)=
2k+1, we have that
d(xi , a3ja3j+1)1 (2.2)
for each i, 1<i3, and every j, 2 jk&1. By (2.1), d(T, a5)=
d(T, a8)=3. If a6 is joined to some vertex of T, say x1 , then u1 } } }
a1 a2 x2x3 x1a5a6 } } } us is a square-path with s+1 vertices, a contradiction.
Thus, d(T, a6)=0. Then, by (2.2). d(T, a7)=3. Now, if a4 is joined to some
vertex of T, say x1 , then u1 } } } a4a5x1 x2x3a7 a8 } } } us is a square-path with
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s+2 vertices, a contradiction again. Thus, we also have that d(T, a4)=0,
which together with (2.2) yields that d(T, a3)=3. Then, u1 } } }
a2 a3 x1a5 x2x3a7a8 } } } us is a longer square-path. This proves Lemma 5.
Lemma 6. Let S=u1u2 } } } us be an optimal square-path of G and let T
be a triangle in G&S. Then d(T, S)2s&2.
Proof. As in the proof of Lemma 4, form a new graph G$ by adding to
G a K4 with V(K4)=[a1 , a2 , a3 , a4] and joining each ai , 1i4, to all
the vertices of V(S) _ V(T ). Then S$=a1a2 Sa3a4 is an optimal square-path
of G$ starting at a1a2 and ending at a3 a4 . By Lemma 5, d(T, S$)
2(s+4)+2 in G$. So d(T, S)=d(x, S$)&122s&2. K
Lemma 7. Let P=x1x2 x3 } } } xp be a cube-path, where p3. Then, there
are square-paths P$ starting at each of the ordered edges [x1x2 , x2x1 , x1 x3 ,
x3 x1] with V(P$)=V(P), and at each of the ordered edges [x2x3 , x3x2]
with V(P$)=V(P&x1)
Proof. The result follows from the definition of a cube-path and
noting that each of the following is a square-path x1x2x3x4 } } } xp ,
x2 x1 x3x4 } } } xp , x1 x3x2 x4 } } } xp , x3x1 x2x4 } } } xp , x2x3x4 } } } xp , and
x3 x2 x4 } } } xp . K
Lemma 8. Let S=u1u2 } } } us be a square-path of G and let xy be an
ordered edge of G&S. If there is no segment Q of S such that Qxy or Qyx
is a square-path and |V(Q)|(s+2)2, then d(xy, S)s+1 with equality
only if d(xy, um)=0 (mod 2), where m=ws2x+1.
Proof. Let ui # NS(xy). If iws2x, then neither x nor y is joined to
ui+1 , for otherwise Qxy or Qyx is a square-path with Q=usus&1 } } } ui+1ui
and |V(Q)(s+2)2. Similarly, if iws2x+2, then neither x nor y is
joined to ui&1. Let A=[ui+1: ui # NS(xy), 1iws2x] and B=[ui&1:
ui # NS(xy), ws2x+2is]. Then, d(xy, A _ B)=0. Since |A & B|1
with equality only if A & B=[um], where m=ws2x+1, we have
that |A _ B||NS(xy)|&1. Therefore, d(xy, S)s+1, with equality
only if either A & B=[um] with d(xy, um)=0 or A & B=< with
d(xy, um)=2. K
Lemma 9. Let S=u1u2 } } } us be an optimal square-path of G. Let xy
be an edge of G&S such that there are square-paths, of at least p vertices,
starting at xy and yx in G&S. If s2p+2, then d(xy, S) 43s&
2
3 p+2,
with equality only if d(xy, up&1)=2 and d(xy, up+1 up+2)=4.
Proof. Let Q=u1 u2 } } } uq and Q$=us us&1 } } } uq$ be two segments of S
starting at u1u2 and usus&1, respectively, such that (i)|V(Q)|p+1; and
|V(Q$)|p+1; (ii) d(uq , xy)1 and d(uq$ , xy)1; (iii) subject to (i) and
173HAMILTONIAN SQUARE-PATHS
File: 582B 168208 . By:CV . Date:31:07:96 . Time:14:50 LOP8M. V8.0. Page 01:01
Codes: 2863 Signs: 2007 . Length: 45 pic 0 pts, 190 mm
(ii), |V(Q)|+|V(Q$)| is as large as possible. Since s2p+2, if ui+1 uixy or
ui+1uiyx, 1ip, is a square-path, then us us&1 } } } ui+1uiP is a square-
path with more than s vertices, where P is a square- path starting at xy or
yx in G&S with |V(P)|p. This shows that if d(ui , xy)=2, then
d(ui+1, xy)=0, 1ip. Therefore,
d(xy, Q)|V(Q)|, (2.3)
with equality only if d(xy, ui&1)=2 whenever d(xy, ui)=0 with ui # V(Q).
Moreover, by the maximality of |V(Q)|+|V(Q$)|, we have that |V(Q)|p.
Similarly, d(xy, Q$)|V(Q$)| and |V(Q$)|p. Note that V(Q) &
V(Q$)=< since s2p+2. Let R=S&(Q _ Q$). By Lemma 1, d(x, R)
2
3 |R|+1 and d( y, R)
2
3|R|+1. Using |R|=s&|V(Q)|& |V(Q$)|, we
obtain that
d(xy, S)|V(Q)|+|V(Q$)|+ 43 |R|+2
 43s&
1
3 ( |V(Q)|+|V(Q$)| )+2
 43s&
2
3 p+2. (2.4)
If equality holds, then |V(Q)|=|V(Q$)|=p, and d(x, R)=d( y, R)=
2
3 |R|+1, which implies, by Lemma 2, that d(xy, up)=0 and d(xy,
up+1up+2)=4. Since we also have equality in (2.3), d(xy, up)=0 implies
that d(xy, up&1)=2. This proves Lemma 9. K
Lemma 10. Let G be a graph with n vertices. Suppose that S=u1u2 } } } us
is an optimal square-path of G. Let H=G&S. If d(x, G)(2n&1)3 for all
x # V(H ), then d(e, S)s+1 for every edge e # E(H ).
Proof. Let B=[e # E(H ): d(e, S)s+2]. If the lemma is not true,
then B{<. For each e # E(H), denote by p(e) the number of vertices in a
longest cube-path starting at e in H. We choose x1x2 # B such that
p(x1x2)=max[ p(e): e # B]. Let P=x1x2 } } } xp&1xp be a longest cube-path
starting at x1x2 in H, where we regard x1x2 as an edge, not an ordered
edge. By Lemma 4, d(x1 x2 , H )(4n&2)3&(4s&2)3= 43h. So p3. It
follows from Lemma 7 that there are square-paths starting at both x1x2
and x2x1 in H, each with p vertices. If s2p+1, then by the maximality
of s there is no segment Q of S with |V(Q)|(s+2)2 such that Qx1x2 or
Qx2x1 is a square-path, and by Lemma 8, d(x1x2 , S)s+1, contradicting
the fact that x1x2 # B.
Suppose therefore that s2p+2. Let T=xp&2 xp&1xp be the triangle
induced by the last three vertices of P. We first show that
d(T, S)2s&p+2. (2.5)
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(From the proof below, one can see that (2.5) holds for any triangle at an
end of a cube path with p vertices in H.) Note that Lemma 7 is valid for
either end of a cube-path. It follows from Lemmas 7 and 9 that
d(xp&2xp , S) 43s&
2
3 p+2, (xp&1xp , S)
4
3s&
2
3 p+2, (2.6)
and
d(xp&2xp&1 , S) 43 s&
2
3 ( p&1)+2 (2.7)
If both equalities hold in (2.6), then by Lemma 9 d(T, up&1)=3 and
d(T, up+1up+2)=6. Then, x1x2 } } } xp&2xp&1up&1xp up+1up+2 } } } us is a
square-path with s+1 vertices, which is impossible. If exactly one equality
holds in (2.6), say d(xp&2xp , S)= 43s&
2
3 p+2, then d(xp&1xp , S)
4
3s&
2
3 p+1, and thus
2d(T, S)=d(xp&2xp , S)+d(xp&1xp , S)+d(xp&2 xp&1 , S)
4s&2p+5+ 23 ,
which gives (2.5). If neither equality holds in (2.6), then either (2.5) follows
or equality holds in (2.7). Suppose therefore that equality holds in (2.7).
Then, by Lemma 9, d(xp&2xp&1 , upup+1)=4 and so S$=us us&1 } } } up+1
up xp&1xp&2 } } } x2x1 is a square-path with s vertices, which implies that
d(x1x2 , v)1 for all v # V(H&P) _ [xp]. This gives that d(x1 x2 , P)
2p&3 and d(x1x2 , H&P)h&p. By Lemma 9, d(x1x2 , S) 43s&
2
3 p+2.
Consequently, d(x1x2 , G) 43s+h+
1
3 p&1
4
3n&1, a contradiction. This
proves (2.5).
By the choice of P, d(T, y)2 for all y # V(H&P) and hence
d(T, H&P)2(h&p). Using d(T, P)3( p&1) and (2.5), we obtain that
d(T, G)(2s&p+2)+3( p&1)+2(h&p)=2n&1. (2.8)
Remark. If $(G) 23n, then (2.8) yields a contradiction and we are
done. The rest of the proof is for the extremal case d(x, G)=(2n&1)3 for
some x # V(H ).
By (2.8), d(x, G)=(2n&1)3 for some x # V(T ) and hence n#2 (mod 3).
We note that, by Lemma 6, if T $ is a triangle of H. then d(T $, H )
(2n&1)&(2s&2)=2(n&s)+1, which implies that T $ is contained in a K4
in H. Therefore we have that p4. Since equality holds in (2.8), we have
that d(T, P)=3( p&1), which implies that x1x2 } } } xi&1 xpxp&1 } } } xi+1xi
is also a cube-path and d(xi , P)=p&1, 1ip&1. It follows that V(P)
induces a complete subgraph. For simplicity, we simply say that P is
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complete and also use P for the complete subgraph induced by V(P). We
next show that
H&P=<. (2.9)
We first consider the case that d(v, P)2 for all v # V(H&P). Then
d(P, H&P)2(h&p), which implies that there is a triangle T $ of P such
that d(T $, H&P)(6p)(h&p) 64 (h&p). Since P is complete, (2.5) holds
for all triangles of P, and thus
d(T $, G)(2s&p+2)+3( p&1)+ 64 (h&p)2n&1&
1
2(h&p), (2.10)
which implies that h&p=0 and (2.9) is true. Suppose therefore that there
is y # V(H&P) such that d( y, P)3. Since P is a longest cube-path
starting at x1 x2 and P is complete, we may assume that NP( y)
[x1 , x2 , x3 , x4]. If d( y, x1x2)=2, then we may further assume that
x3 # NP( y) so that xp xp&1 } } } x1 y and xpxp&2xp&1 } } } x1y are both cube-
paths. By the maximality of p(x1x2), we have that xpxp&1 , xpxp&2 # B,
and therefore, d(xpxp&1, S)s+1 and d(xpxp&2 , S)s+1. By Lemma 9,
d(xp&1xp&2 , S) 43 3s&
2
3 p+2. It follows that
2d(T, S)(s+1)+(s+1)+ 43 s&
2
3 p+2=4s&
2
3(s+p)+4.
Using s2p+2, we obtain that 2d(T, S)<4s&2p+4, which gives that
d(T, S)<2s&p+2. Then we have strict inequality in (2.8), which is
impossible. This shows that d( y, x1 x2)=1 whenever d( y, P)3. Conse-
quently, p5 and d(v, P)3 for all v # V(H&P). Thus d(P, H&P)
3(h&p), which implies that there is a triangle T $ of P such that
d(T $, H&P)(9p)(h&p) 95(h&p). As in (2.10), we derive that
d(T $, G)2n&1& 15 (h&p), which gives h&p=0 and proves (2.9).
By (2.9) and the fact that P is complete, we see that H is complete.
Moreover, since n#2 (mod 3), we have that s#2h+2 (mod 3). This,
together with Lemma 9, gives that d(e, S) 43s&
2
3h+
4
3 , and hence
d(e, G)( 43s&
2
3 h+
4
3)+2(h&1)=(4n&2)3 for all e # E(H ). Therefore,
d(e, S)= 43s&
2
3 h+
4
3 for all e # E(H ). (2.11)
Let ei=xy # E(H ). As in the proof of Lemma 9, define the segments Qi , Q$i ,
and Ri . We have that
d(ei , Qi)|V(Qi)| and d(ei , Q$i)|V(Q$i)| (2.12)
with equality only if d(ei , ut&1)=2(d(ei , ut+1)=2) whenever d(ei , ut)=0
with ut # V(Qi)(V(Q$i)). Furthermore, h|V(Q)|h+1 for Q # [Qi , Q$i], and
d(x, Ri) 23 |V(Ri)|+1 and d( y, Ri)
2
3 |V(Ri)|+1. (2.13)
176 FAN AND KIERSTEAD
File: 582B 168211 . By:CV . Date:31:07:96 . Time:14:50 LOP8M. V8.0. Page 01:01
Codes: 3222 Signs: 2342 . Length: 45 pic 0 pts, 190 mm
As seen in (2.4), combining (2.11) and (2.12) yields that
d(ei , S) 43s&
1
3 ( |V(Qi)|+|V(Q$i)| )+2
4
3 s&
2
3h+2.
By (2.11), we see that both equalities in (2.12) hold for all ei # E(H). If
|V(Qi)|+|V(Q$i)|=2h+1, then we have at least one equality in (2.13),
which implies that |V(Ri)|#0 (mod 3), and so s#2h+1 (mod 3), a
contradiction. Therefore, either |V(Qi)|=|V(Q$i)|=h or |V(Qi)|=
|V(Q$i)|=h+1.
Case 1. There is ei=xy # E(H ) such that |V(Qi)|=|V(Q$i)|=h+1.
Then both equalities hold in (2.13). It follows from Lemma 2 that
d(xy, uh+2uh+3)=4 and d(xy, uh+1)=0. This implies, by equalities in
(2.12), that d(xy, uh)=2, and so d(xy, uh&1)=0, and then d(xy, uh&2)=2.
Let z # V(H&xy) and ej=xz. Since d(x, uh+1)=0, we have that
d(ej , h+1)1, and by the definition of Qj , Qj=Qi and so Rj=Ri . As we
just did on xy, we have that d(xz, uh+2uh+3)=4 and d(xz, uh)=
d(xz, uh&2)=2. Since this holds for all z # V(H&xy), we have that
d(H, uh+2uh+3)=2h and d(H, uh)=d(H, uh&2)=h. Then us } } }
uh+3uh+2 Puhuh&2uh&1 is a longer square-path, where P is a hamiltonian
square-path of H. This is impossible.
Case 2. |V(Qi)|=|V(Qi$)|=h for all ei # E(H ). So Qi=Qj , Q$i=Q$j ,
and Ri=Rj for all i{j. Denote Qi , Q$i , Ri by Q, Q$, R, respectively. Note
that |V(R)|#2 (mod 3). It follows from (2.13) that d(x, R)= 43 |V(R)|+
2
3
for all x # V(H ). If there is ei # E(H ) such that d(ei , uh+1)1, then
|V(Qi)|=h+1 and it is Case 1. Suppose therefore that d(ei , uh+1)2 for
all e # E(H ), that is, d(uh+1 , H )=h. If d(uh , e)=2 for some e # E(H ), then
us } } } uh+1uh P is a longer square-path, where P is a hamiltonian square-
path starting at e in H. This shows that d(uh , H )1, and then equalities
in (2.12) implies that
d(uh&1, H )h&1. (2.14)
If d(uh+2 , xy)=0 for some xy # E(H), then d(x, R&uh+1uh+2)=d(x, R)&
1= 23 ( |V(R)|&2)+1. Similarly, d( y, R&uh+1uh+2)=
2
3 ( |V(R)|+2)+1. It
follows from Lemma 2 that d(xy, uh+3uh+4)=4. By (2.14), it is not difficult
to see that there are z, w # NH(uh&1) such that P$=xy } } } zw or yx } } } zw is a
square-path with |V(P$)|h&1, so that us } } } uh+4uh+3P$uh&1uh+1uhuh+2
is a longer square-path. Therefore we suppose that d(uh+2 , xy)1 for all
xy # E(H ). This implies that, for any xy # E(H ), either uh+2uh+1xy or
uh+2uh+1 yx is a square-path. This, together with (2.14), yields a longer
square-path starting at us and ending at uh&1 through a hamiltonian
square-path of H. This contradiction ends the proof. K
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Lemma 11. Let G be a graph on n vertices with $(G)2n3. If
d(e, G) 53 (n&1) for all e # E(G), then there is a hamiltonian square-path
starting at any given ordered edge in G.
Proof. Let x1x2 be an ordered edge in G and let P=x1x2 } } } xp be an
optimal square-path starting at x1x2 in G. Since NG(xp&1 xp)V(P) and
d(xp&1xp , G) 53 (n&1), we have that p|NG(xp&1xp)|+2(2n+1)3. If
G&P{<, then by Lemma 3 $(G&P)2n3&(2p+1)3= 23 (n&p)&
1
3>0, which implies that G&P contains an edge. Let ab # E(G&P). By
Lemma 3, d(ab, P)(4p+2)3 thus
5
3
(n&1)d(ab, G)
4p+2
3
+2(n&p&1)=2n&
2p+4
3
,
which gives that 2pn+1. However, p(2n+1)3, and so n1, a
contradiction. This proves Lemma 11. K
3. Proof of the Theorem
Proof. We argue by induction on n. If n4, then G is complete and the
result is obviously true. Suppose that n5 and the theorem holds for all
graphs with fewer vertices than G. Let S=u1u2 } } } us be an optimal square-
path of G. If G&S=<, there is nothing to prove. Let H=G&S and
h=|V(H )|>0. By Lemma 4,
$(H )
2n&1
3
&
2s&1
3
=
2
3
h. (3.1)
It follows from the induction hypothesis that H contains a hamiltonian
square-path, and by the choice of S, n2h. Let e # E(H ). By Lemma 10,
d(e, S)(s+1), and thus
d(e, H )
4n&2
3
&(s+1)=h+
n&5
3
. (3.2)
Applying n2h to (3.2), we obtain that d(e, H ) 53 (h&1). This together
with (3.1) implies, by Lemma 11, that
There is a hamiltonian square-path (of H ) starting
at any given ordered edge in H. (3.3)
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If we use d(e, H )2(h&1) in (3.2), then we have that h(n+1)3, which
gives that
s
2n&1
3
. (3.4)
Next we show that
Let x # V(H ) and u # NS(x). Then NH(xu){<. (3.5)
If this is not true, then N(xu)V(S). Note that u  N(xu). we see that
d(x, S)|N(xu)|+1(n+1)3 since |N(xu)|(n&2)3. Let y # NH(x) ( y
exists by (3.1)). Clearly, d( y, S)(2n&1)3&(h&1). Thus, d(xy, S)
s+1, and it follows from Lemma 10 that d(xy, S)=s+1.
Remark. If $(G) 23n, then d(xy, S)>s+1, which contradicts Lemma 10
and proves (3.5). The next paragraph is for the extremal case that $(G)=
(2n&1)3.
Since d(xy, S)=s+1, we have equality throughout. In particular,
d( y, H)=h&1 for all y # NH(x), which implies that NH(x) _ [x] induces
a complete subgraph, denoted by K. Since d(x, S)=(n+1)3, we have that
|V(K)|=d(x, H )+1(n+1)3. By Lemma 8, d(xy, um)#0 (mod 2),
where m=ws2x+1. This holds for all y # NH(x). If d(x, um)=0, then
d(um , NH(x))=0; if d(x, um)=1, then d(um , NH(x))=|NH(x)|. In the
latter case, if um&1 is joined to some vertex z # V(K), then
S$=u1 } } } um&1umP is a square-path with |V(S$)|=ws2x+1+h, where P
is a hamiltonian square-path starting at zw with zw # E(K) (P exists by
(3.3). However, h>s2 by (3.4), and so |V(S$)|>s, a contradiction. This
shows that either d(um , K)=0 or d(um&1 , K)=0, which implies that
$(G)(n&1)&|V(K)|(2n&4)3. This contradiction proves (3.5).
Let x # V(H ). Then d(x, ui ui+1)1 for all i, 1is&1. (3.6)
If it is false, let d(x, uj+1)=2 for some j. Since we do not distinguish the
two ends of S, we may assume that jws2x. By (3.5), there is y # NH(xuj).
Let P be a hamiltonian square-path starting at xy in H. Then, S$=us } } }
uj+1ujP is a square-path with |V(S$)|=(s&j+1)+h>s2+h>s. This
proves (3.6).
Let x # V(H ) and u # NS(x). By (3.5), we have y # NH(xu), and by (3.3),
there is a hamiltonian square-path P (of H ) starting at xy in H. Thus
uP is a square-path with h+1 vertices. By the choice of S, sh+1 and
therefore
h
n&1
2
. (3.7)
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Let T1=u1 u2u3 , T2=u4 u5u6 , ..., Tt=u3t&2 u3t&1 u3t , and T $1=
usus&1us&2, T $2=us&3us&4 us&5 , ..., T $t=us&3t$+3us&3t$+2u3t$+1 be vertex-
disjoint triangles on S such that for each triangle Ti (T $j), 1it
(1 jt$), d(Ti , x)1 (d(T $j , x)1) for all x # V(H ), and subject to this,
t+t$ is as large as possible. (Note that E(Ti) (E(T $j)) includes a 2-chord
of S.) Without loss of generality, we assume that tt$. Let R=S&
(T1 _ } } } _ Tt _ T $1 _ } } } _ T $t$) and r=|V(R)|. (Note that s=3t+3t$+r.)
We next show that
r3 and NH(u3t+1 u3t+3){<. (3.8)
Let v # V(H ). By definition, d(v, S)t+t$+d(v, R). By (3.6), d(v, R)
(r+1)2. Therefore,
d(v, S)t+t$+
r+1
2
=
s&r
3
+
r+1
2
=
2s+r+3
6
.
Hence,
2n&1
3
d(v, G)
2s+r+3
6
+(h&1)=
2n+4h+r&3
6
. (3.9)
It follows from (3.7) that r3, and by the maximality of t, there is
x # V(H ) such that d(x, u3t+1u3t+2u3t+3)>2, which implies, by (3.6), that
x # NH(u3t+1u3t+3). This proves (3.8).
Since tt$, we have that rs&6t=n&h&6t. Applying this to (3.9)
yields that
h
n+1
3
+2t. (3.10)
Remark. If $(G) 23n, then instead of (3.10) we have that
hn3+1+2t, which gives that s 23n&1&2t. This would simplify the
remaining proof. Especially, it would not be necessary to have (3.13) below.
Let T be the triangle on u3t+1 u3t+2 u3t+3. Set M=u1u2 } } } u3t and
L=u3t+4u3t+5 } } } us . Let m=|V(M)| and l=|V(L)|. By (3.8), there is
x # NH(u3t+1u3t+3). Let y # NH(xu3t+3) ( y exists by (3.5)) and let P be a
hamiltonian square-path starting at xy in H. So u3t+2 u3t+1u3t+3 P is a
square-path. By the choice of S and the fact that h4, we have that s7.
If there is a segment Q of L such that Qu3t+2u3t+1 is a square-path and
|V(Q)|(l+2)2, then S$=Qu3t+2u3t+1 u3t+3P is a square-path with
|V(S$)|(l+2)2+3+h. Substituting l=s&3t&3 and using (3.10),
|V(S$)|>
s
2
+
n
3
>s, (3.12)
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this contradiction shows that
d(u3t+1 u3t+2 , uiui+1)3 for all i, 3t+4is&1. (3.12)
Furthermore, we show that
d(u3t+1 u3t+2 , u3t+4 u3t+5u3t+6)3. (3.13)
By (3.5), let z # NH(xu3t+1), and by (3.3), let P$ be a hamiltonian square-
path starting at xz in H. So u3t+3u3t+1 P$ is a square-path. If
u3t+1 u3t+4 # E(G), then S$=us } } } u3t+4u3t+3 u3t+1 P$ is a square-path; If
u3t+2 u3t+5 # E(G), then S$=us } } } u3t+5u3t+4 u3t+2u3t+3 u3t+1P$ is a
square-path; if d(u3t+1 , u3t+5u3t+6)=2, then S$=us } } } u3t+6u3t+5u3t+1
u3t+3 P is a square-path (note that we use P again). In any case,
|V(S$)|(l+1)+h. (3.14)
If t=0, then l=s&3, and so |V(S$)|n&2>s. If t1, then by (3.10)
h(n+1)3+2. Applying this and l(s&3)2 to (3.14), we obtain that
|V(S$)|>s2+n3>s. In either case, we have a contradiction. This proves
(3.13).
Note that l3 since s7. Combining (3.12) and (3.13), we derive that
d(u3t+1u3t+2 , L)3+
3(l&3)+1
2
=
3
2
l&1.
By (3.6), d(u3t+1 u3t+2 , H )h. Noting that d(u3t+1 u3t+2 , T )=4 and using
l=s&m&3, we obtain that
d(u3t+1u3t+2 , M)
4n&2
3
&\32 (s&m&3)&1+&h&4
=
3
2
m+
5
6
+
n
3
&
s
2
. (3.15)
It follows from (3.4) that d(u3t+1u3t+2 , M)>0, which implies that t1.
Then, (3.10) gives that h(n+1)3+2, that is,
s
2n&7
3
. (3.16)
Applying this to (3.15) yields that
d(u3t+1 u3t+2 , M)
3m+4
2
, (3.17)
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which implies that there is uiui+1 # E(M) such that d(u3t+1 u3t+2 ,
ui ui+1)=4. So both uiui+1u3t+1u3t+2 and ui+1 uiu3t+1u3t+2 are square-
paths. As seen in (3.11), there is no segment Q of L with |V(Q)|(l+2)2
such that Qui ui+1 or Qui+1ui is a square-path. It follows from Lemma 8
that d(uiui+1 , L)l+1. Note that d(uiui+1 , M)2(m&1)=2(s&l&4)
and d(uiui+1 , T )6, and by (3.6), d(uiui+1 , H)h. It follows that
d(uiui+1, G)(l+1)+2(s&l&4)+6+h=n+s&l&1.
Since l(s&3)2, we see that d(uiui+1, G)n+(s+1)2, which implies
that s(2n&7)3, and so by (3.16), equality holds throughout. In par-
ticular, t=1 and so m=3. However, applying d(uiui+1 , M)2(m&1) to
(3.17), we have that m4. This contradiction completes our proof. K
Note added in proof. Recently Komlo s, Sa rko zy, and Szemere di proved, using Szemere di’s
regularity lemma and related techniques, that for some extraordinarily large number n0 , if G
is a graph on n>n0 vertices with minimum degree at least 23 n, then G contains a hamiltonian
square-cycle.
References
1. M. Aigner and S. Brandt, Embedding arbitrary graphs of maximum degree two, J. London
Math. Soc. 48 (1993), 3951.
2. B. Bollaba s and S. E. Eldridge, Packings of graphs and applications to computational
complexity, J. Combin. Theory Ser. B 25 (1978), 105124.
3. G. A. Dirac, Some theorems on abstract graphs, Proc. London Math. Soc. 2 (1952), 6881.
4. P. Erdo s, Problem 9, in ‘‘Theory of Graphs and Its Applications’’ (M. Fieldler, Ed.),
p. 159, Czech. Acad. Sci. Publ., Prague, 1964.
5. G. Fan and R. Ha ggkvist, The square of a hamiltonian cycle, SIAM J. Discrete Math.
7 (1994), 203212.
6. G. Fan and H. A. Kierstead, The square of paths and cycles, J. Combinatorial Theory
Ser. B 63 (1995), 5564.
7. G. Fan and H. A. Kierstead, Partioning a graph into two square-cycles, preprint.
8. A. Hajnal and E. Szemere di, Proof of a conjecture of P. Erdo s, in ‘‘Combinatorial Theory
and its Application’’ (P. Erdo s, A. Re nyi, and V. T. So s, Eds.), pp. 601623, North-
Holland, London, 1970.
9. P. Seymour, Problem section, in ‘‘Combinatorics: Proceedings of the British Combinatorial
Conference 1973’’ (T. P. McDonough and V. C. Mavron, Eds.), pp. 201202, Cambridge
Univ. Press, Cambridge, UK, 1974.
182 FAN AND KIERSTEAD
