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We consider counter machines, which are nondeterministic one-way finite automata aug-
mented with one counter, where at each step the counter can be incremented by 1, decre-
mented by 1, or left unchanged, and can be tested for zero. Acceptance is by accepting state.
We show that there is a fixed nondeterministic real-time (i.e., no -move) 1-reversal counter
machine A (once the counter decrements it can no longer increment) such that it is undecid-
able to determine, given an arbitrary positive integer d, whether Ad (which is A with initial
counter value d) accepts all strings.
We then strengthen the above result by showing that it also holds when A’s counter
is partially blind in that it cannot be tested for zero (the machine aborts when there is an
attempt todecrement thecounterwhen it is zero), and theonlycondition foracceptance is for
the counter to be zerowhen the input head falls off the right endof the input.Weassume that
onevery input x forwhichd  |x|, the counter is initially set to |x|. (Wemake this assumption
since, otherwise, Ad cannot be both real-time and satisfy the zero-counter requirement for
acceptance.)We also prove a similar result for partially blind 2-head nondeterministic finite
automata.
Finally, we sharpen the well-known results that the disjointness and containment prob-
lems for deterministic pushdown automata are undecidable.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
It is known that the equivalence problem for deterministic one-way pushdown automata is decidable [9,10]. (The equiva-
lence problem is the problem of deciding, given twomachines, whether they accept the same language.) Hence, the universe
problem for thesemachines is also decidable. (The universe problem is the problem of deciding, given amachine, whether it
accepts all strings.) However, the universe problem for nondeterministic one-way countermachines (hence also for one-way
pushdown automata) is undecidable, even when the counter (stack) makes only one reversal [1,3,4,6].
Here, we show that there is a fixed nondeterministic real-time 1-reversal counter machine A (where at each step the
counter can be incremented by 1, decremented by 1, or left unchanged, and can be tested for zero, and acceptance is by
accepting state) such that it is undecidable to determine, given an arbitrary positive integer d, whether Ad (which is Awith
initial counter value d) accepts all strings. Clearly, when d is fixed, the problem is decidable, since there is only one instance
of the problem.
We then strengthen the above result by showing that it also holds when the 1-reversal counter is partially blind in that
it cannot be tested for zero (the machine aborts and rejects the input when there is an attempt to decrement the counter
when it is zero). An input is accepted by Ad if, when it is started on the left end of the input in the initial state with the
counter initially set to value d, Ad eventually falls off the right end of the input with the counter zero (there are no accepting
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states). Such a machine is called real-time 1-reversal partially blind counter machine. We assume that on every input x for
which d  |x|, the counter is initially set to |x|. (We make this assumption since, otherwise, Ad cannot be both real-time
and satisfy the zero-counter requirement for acceptance.) Note that from this assumption, it follows that the null string  is
always accepted.
A variant of partially blind counter machines were studied in [4], where the counter is initially set to zero, but the update
operation is generalized: at each step, the counter can be incremented by any i, decremented by any j, or left unchanged.
There are no apriori upper bounds on i and j; they vary from machine to machine. The counter is 1-reversal and during
the computation, it goes through four modes: first it is strictly increasing, then it remains unchanged, then it is strictly
decreasing, and finally it remains unchanged. The machine is not required to stop after reaching zero in the counter. It was
shown in [4] that the universe problem for 4-state machines over arbitrary input alphabets is undecidable. These machines
were called integer-weighted finite automata in [4].
We also look at one-way 2-head nondeterministic finite automata (2-NFAs) where only one head (the read head) can
differentiate the input symbols; the other head (the blind head) treats all symbols in the same way. The only condition for
acceptance is for both heads to fall off the right end of the input at the same time (there are no accepting states).We call such a
machine a partially blind 2-NFA.We show that there is a fixed partially blind 2-NFAA such that it is undecidable to determine,
given an arbitrary positive integer d, whether Ad (which is Awith the read head initially on the leftmost symbol and the blind
head on the dth symbol of the input) accepts all strings. Again, we assume that on every input x for which d  |x|, the blind
head is initially placed on the last symbol of x and, by convention, the null string  is always accepted. The undecidability
result does not hold when Ad operates in real-time, since then Ad can effectively be converted to a finite automaton.
Partially blind 2-NFAs have been studied in [7], where the machines had accepting states, and acceptance is by accepting
state with both heads falling off the right end of the input at the same time. It was shown in [7] that the universe problem
for these machines is undecidable.
Finally, we look at the disjointness problem (deciding, given twomachines, whether they do not accept a common string)
and containment problem (deciding, given two machines, whether the language accepted by one is contained in the other)
for restricted one-way pushdown automata. We assume that at each step, the stack can push or pop at most one symbol.
We show that there are fixed deterministic real-time 1-reversal pushdown automata A and B such that it is undecidable to
determine, given an arbitrary string z, whether L(Az) ∩ L(B) = ∅, where L(Az) is the language accepted by A with initial
stack content z. It then follows that there is a fixed deterministic real-time 1-reversal pushdown automaton A′ such that it
is undecidable to determine, given an arbitrary string z, whether L(B) ⊆ L(A′z). These results also hold when B is a fixed
deterministic real-time counter machine (whose counter is unrestricted), or when both B and A are fixed deterministic
real-time counter machines. We show in Section 5 that these results are the best possible.
We believe the classes of machines we study here are the simplest known to date for which the universe, disjointness,
and containment problems are undecidable, in view of the following earlier results:
1. Prior to this work, the best known result concerning the undecidability of the universe problem was for the full class
of nondeterministic real-time 1-reversal counter machines [1,3,4,6] (or nondeterministic partially blind 2-NFAs [7]),
and not for a fixedmachine where the only input to the problem is the initial value of the counter (or initial position
of the blind head).
2. When the machines are deterministic, all the problems considered in this paper become decidable. For example,
the disjointness, containment, and equivalence problems are decidable for (not necessarily real-time) deterministic
1-reversal multicounter machines [5]. This also holds for deterministic partially blind multihead finite automata (as
these automata can be easily simulated by deterministic 1-reversal multicounter machines).
3. The disjointness problem for nondeterministic 1-reversal multicounter machines is decidable [5].
4. The emptiness problem (deciding if a given machine accepts the empty language) for nondeterministic pushdown
automata augmented with 1-reversal counters is decidable [5].
5. It is decidable to determine whether L(M1) ⊆ L(M2) when:
(a) M1 is a nondeterministic pushdown automaton andM2 is a deterministic 1-reversal multicounter machine [5].
(b) M1 is a nondeterministic 1-reversal multicounter machine andM2 is a deterministic pushdown automaton [5].
6. It is decidable to determine, given a deterministic pushdown automaton M1 and a deterministic 1-reversal multi-
counter machineM2, whether L(M1) = L(M2). (This follows from 5.)
7. Theequivalenceproblem fordeterministic pushdownautomata is decidable [9,10], although the containmentproblem
is easily shown undecidable.
The list above shows that the undecidable results presented in this paper are close to the border between decidability and
undecidability.
The paper has five sections in addition to this section. Section 2 proves the undecidability of the universe problem for
simple counter machines. Sections 3 and 4 present the proofs for partially blind counter machines and partially blind 2-
NFAs, respectively. Section5proves theundecidability of thedisjointness andcontainmentproblems for restrictedpushdown
automata and counter machines. Section 6 gives some final remarks.
Note: In the paper, we will sometimes refer to an input string as an input tape.
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2. Universe problem for simple counter machines
A nondeterministic 1-counter machine A is a nondeterministic finite automaton augmented with a counter. Formally, it
is defined as A = 〈Q , Σ, δ, q0, F〉where Q is a finite set of states, q0 in Q is the start state, F is the set of accepting states, and
δ : Q × (Σ ∪ {}) × {0,+} → 2Q×{−1,0,1}. Informally, this move means the following: if the current state is qi, the input
head is reading a in Σ ∪ {}, the counter has value 0 or positive, and if δ(qi, a, s) contains (qj, d, e), then the next state is
qj , the input head is moved one position to the right if a is in Σ (but is not moved if a = ), and the counter is incremented
by e. The restriction is that e  0 if s = 0 (otherwise, the machine aborts and rejects the input).
The machine operates in real-time if the input head moves right at every step (i.e., there are no -moves). The machine
is 1-reversal if once the counter decrements, it can no longer increment.
A configuration of A is defined as the 3-tuple (q,w, c)where q is the current state,w is the string to the right of (including
the current symbol under) the input head, and c is value of the counter. We can define the yields relation as usual: if ID1 and
ID2 are two configurations, ID1 → ID2 means that ID2 follows from ID1 in a single step. We say that an input w is accepted
if (q0,w, 0) → · · · → (q, , c) for some q in F and some counter value c. Thus the input is accepted if, when the machine
is started on the left end of the input in the start state with the counter zero, the machine eventually falls off the right end
of the input in an accepting state.
It is knownthat theuniverseproblemfornondeterministic real-time1-reversal countermachines isundecidable [1,3,4,6].
Here, we improve this result: there is a fixed nondeterministic real-time 1-reversal counter machine A such that the class
{Ad|d  1} has an undecidable universe problem, where Ad denotes the machine Awhose counter has initial value d.
We first describe the construction of a universal single-tape deterministic Turing machine (DTM) U′ that will be used in
the proofs below.
Construction I: the universal DTM U’
1. It is well known that there is a universal single-tape DTMUwhich, when given a binary description 〈M〉 of an arbitrary
DTMM on its tape, simulates the computation ofM on blank tape, and U halts on 〈M〉 if and only ifM halts on blank
tape. Hence, the halting problem for U is undecidable.
2. From U, we can easily construct another universal single-tape DTM U′ that simulates U which, when given a unary
string that corresponds to the description 〈M〉 of an arbitrary DTMM on its tape, simulates the computation ofM on
blank tape (i.e., U′, when given a unary string ad on it tape, first converts ad in binary and then simulates U). It follows
that the halting problem of U′ on unary input is undecidable. That is, it is undecidable to determine, given a unary
string ad on its tape, whether U′ will halt on ad.
3. Without loss of generality, we make the following assumptions about U′:
(a) The undecidability of halting holds even we assume that d is a positive odd integer. (The reason for this will
become clear later in the proofs of Theorems 2 and 3.)
(b) If U′ halts on ad, it halts after at least 1-move.
(c) U′ can only expand on the right and that when it scans a blank, it must rewrite it by a nonblank symbol. Thus the
lengths of the configurations U′ goes through in the computation are nondecreasing.
We denote by Q and Γ be the state set and worktape alphabet of U′. Note that a is in Γ . Let s = |Q | and t = |Γ |, and
Σ = Q ∪ Γ ∪ {#} (where # is a new symbol).
Theorem 1. There is a fixed nondeterministic real-time 1-reversal counter machine A such that it is undecidable to determine,
given an arbitrary positive integer d, whether Ad (i.e., A with initial counter value d) accepts all strings.
Proof. We construct, from the DTM U′ of Construction I, a 1-reversal real-time nondeterministic counter machine A with
input alphabet Σ such that A when started with its counter initially set to value d, denoted by Ad (note that d is fixed for a
given counter machine but varies frommachine to machine) accepts Σ∗ if and only if U′ does not halt on ad. Ad operates in
such a way that, when given an input w in Σ∗ and d in the counter, it accepts w if it is not of the form:
ID1#a
d#ID2#a
d# · · ·#ad#IDk#
for some k  2, ID1 = q0ad (initial configuration ofU′), and (ID1, ID2, . . . , IDk) is a sequence of configurations ofU′ on input
ad (note that q0 is the initial state of U
′), i.e., configuration IDi+1 is a valid successor of IDi and IDk is a halting configuration.
The purpose of the ad that are inserted between the configurations is to facilitate Ad in checking in real-time that w does
not represent a halting sequence of configurations of U′, since the counter has an initial value of ad. This will become clear
below.
Ad works as follows. It nondeterministically selects one of three processes below to execute:
(a) Ad accepts w if it does not have the correct format, i.e., not the form ID1#a
d1#ID2#a
d2# · · ·#adk−1#IDk# for some
k  2 and configurations ID1, . . . , IDk , where ID1 = q0ad0 and IDk is halting. Clearly, Ad can do this without using the
counter, since the set of such strings is regular (hence, can be accepted by a finite automaton).
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(b) Here, Ad accepts w if it has the correct format and there is an i, 0  i  k − 1, such that di = d = initial value of the
counter (note that d0 is the exponent of a in ID1 = q0ad0 ). To do this, Ad moves its head right and nondeterministically
selects i. For the selected i, Ad checks that di = d by decrementing the counter (which contains d) for each a it sees in
the segment adi . Ad can do this in real-time with the counter making only one reversal.
(c) Here, Ad accepts w if it has the correct format and d0 = d1 = · · · = dk = d, i.e.,
w = ID1#ad#ID2#ad# · · ·#ad#IDk#, where k  2, ID1 = q0ad.
Without using the counter, Ad moves its head to the beginning of some IDi (i is nondeterministically selected) and
guesses that there is a discrepancy between IDi and IDi+1, i.e., the symbols in locations j − 1, j, j + 1 of IDi+1 are not
consistent (with the move of U′) with the corresponding locations in IDi; again j is nondeterministically chosen. To
do this, Ad moves the input head to the right incrementing the counter by 1 at each step until it nondeterministically
guesses j + 1, remembering the symbols at locations j − 1, j, j + 1 of IDi. The counter will then have value d + j + 1.
Then Ad’s head goes past IDi and reads the segment a
d (following IDi) while decrementing the counter. When the
input head has consumed ad, the counter will have value j + 1. Ad then moves right while decrementing the counter
and checks that in IDi+1, the symbols in j − 1, j, j + 1 are not correct for IDi+1 to be a valid successor of IDi. If so, Ad
accepts.
It is easily verified that Ad accepts Σ
∗ if and only if U′ does not halt on ad. 
3. Universe problem for partially blind counter machines
In this section, we strengthen Theorem 1 by showing that it holds for an even simpler class of machines.
A nondeterministic partially blind 1-counter machine A is defined as A = 〈Q , Σ, δ, q0〉where Q is a finite set of states, q0
in Q is the start state, and δ : Q × (Σ ∪ {}) → 2Q×{−1,0,1}. (There are no accepting states.) Informally, this move means
the following: if the current state is qi, the input head is reading a in Σ ∪ {}, and if δ(qi, a) contains (qj, d, e), then the
next state is qj , the input head is moved one position to the right if a is in Σ (but is not moved if a = ), and the counter
is incremented by e. However, if e = −1 and the counter has value 0, the machine aborts and rejects the input. Thus, the
counter cannot be tested for zero but when there is an attempt to decrement a zero counter, the machine aborts.
The notions of real-time, 1-reversal, and configuration are as before. An input w is accepted if (q0,w, 0) → · · · →
(q, , 0) for some q in Q . Thus the input is accepted if, when the machine is started on the left end of the input in the start
state with the counter zero, the machine eventually falls off the right end of the input with the counter again zero (there are
no accepting states).
Theorem 2. There is a fixed nondeterministic real-time 1-reversal partially blind counter machine A such that it is undecidable
to determine, given a positive integer d, whether Ad (i.e., A with initial counter value d) accepts all strings. (We assume that for
every input x, when d  |x|, the counter is initially set to |x|.)
Proof. As in theproof of Theorem1,wewill use theDTMU′ ofConstruction I. The constructionofA is an intricatemodification
of the proof of Theorem 1. As in that proof, given input w, with d in the counter, Ad accepts if it is not of the form:
ID1#a
d#ID2#a
d# · · ·#ad#IDk#
(We will see below the reason for the assumption that d is a positive odd integer.) Ad nondeterministically selects one of
the following processes to execute:
(a) (This handles the case when d  |w|.) By definition, when d  |w|, the counter has initial value |w|. Ad scans the
input and decrements the counter at each step until it falls off the input tape. Hence, every inputw such that d  |w|
is accepted. Note that if d < |w|, Ad will abort at some point in the computation and will not accept w.
(b) (This handles the case when w does not have the correct format and d < |w|.) Ad accepts w if it does not have the
correct format, i.e., not the form ID1#a
d1#ID2#a
d2# · · ·#adk−1#IDk# for some k  2 and configurations ID1, . . . , IDk ,
where ID1 = q0ad0 . Ad’s finite-state control can check thatw does not have the correct format, but Ad does not accept
by accepting state but by zero counter which has an initial value of d. So we need to describe how such strings (which
constitute a regular set) can be accepted by the model. Ad scans w checking that w does not have the correct form.
During the first m  0 moves where m is even and nondeterministically chosen, Ad also decrements the counter at
each step. (Noting that d is odd, Ad is guessing that m = d − 1, and the counter would then be 1.) Ad then continues
scanning the input withoutmodifying the counter until it guesses that it is on the last symbol. If Ad had found that the
input symbols it had scanned up to and including the symbol it is on does not constitute the correct format, it moves
one cell to the right while decrementing the counter and enters a halting state. Note that if after this step, the head
has not fallen off the tape with the counter zero, the machine has no next move (since the state is halting); hence the
input is not accepted. (Ad does not execute this last step if it found no error, so the input is not accepted.)
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(c) (This handles the case when di = d for some 0  i  k − 1 and d < |w|.) There are two cases, which Ad chooses
nondeterministically:
Case 1 (di > d).
Ad moves to the right. At some point when it is on the # to the left of some nondeterministically chosen a
di (for the
case i  1) or on q0 (for the case i = 0), Ad moves to the rightm cells within adi for some nondeterministically chosen
1  m < di without decrementing the counter (it is guessing that di = d + m). Then Ad continues reading the rest
of adi while decrementing the counter at each step, making sure that it is decremented at least once before reaching
the # to the right of adi . Finally, Ad moves right until it falls off the input tape.
Case 2 (di < d).
Suppose w = w1#adi#w2. Since di < d < |w|, there are nonnegative integers m1 and m2 such that m1  |w1|,
m2  |w2|,m1 + m2  1, and d = di + m1 + m2. Ad scans the input while decrementing the counter bym1 during
the segment w1#, then by di, and then bym2 during the segment #w2 for some nondeterministically chosenm1 and
m2, making sure thatm1 + m2  1. Ad then continues scanning the input until it falls off the input tape.
(d) (This handles the case when w has the correct format, i.e.,
w = ID1#ad#ID2#ad# · · ·#ad#IDk#, where k  2, ID1 = q0ad.)
Without using the counter, Ad moves to the beginning of some IDi (i is nondeterministically selected) and guesses that
there is a discrepancy between IDi and IDi+1, i.e, the symbols in locations j − 1, j, j + 1 of IDi+1 are not consistent
with the corresponding locations in IDi; again j is nondeterministically chosen. To do this, Ad moves to the right
incrementing the counter by 1 at each step until it nondeterministically guesses j + 1, remembering the symbols at
locations j− 1, j, j+ 1 of IDi. The counter will then have value d+ j+ 1. Then Ad goes past IDi and reads the segment
ad (following IDi) while decrementing the counter. When Ad has read all of a
d, the counter will have value j + 1. Ad
then moves right while decrementing the counter and at some point guesses that the counter is zero while in the
process checking that in IDi+1, the symbols in j − 1, j, j + 1 are not correct for IDi+1 to be a valid successor of IDi. If
so, Ad moves to the right until it falls off the input tape. 
4. Universe problem for partially blind 2-head finite automata
For k  1, denote a nondeterministic finite automatonwith k one-way read-only input heads by k-NFA. The deterministic
variety is denoted by k-DFA.
Let A be a k-NFA where only one head (the read head) can differentiate the input symbols. The other k − 1 heads (the
blind heads) cannot differentiate the input symbols, i.e., all symbols are treated in the same way by these heads. The only
condition for acceptance is for all heads to fall off the right end of the input at the same time (there are no accepting states).
Such a machine is called a partially blind k-NFA.
Formally, a partially blind k-NFA A is defined as A = 〈Q , Σ, δ, q0〉where Q is a finite set of states, q0 in Q is the start state,
and δ : Q ×Σ → 2Q×D1×···×Dk , whereDi = {0, 1}. Informally, this movemeans the following: if the current state is qi, and if
the read head is reading symbol a, and if δ(qi, a) contains (qj, d1, . . . , dk), then the next state is qj , and the heads aremoved
by di positions to the right. (We assume that head 1 is the read head; the rest are blind.) A configuration of A is defined as
the (k + 2)-tuple (p1, p2, . . . , pk, q,w) where w is the string to the right of (including the current symbol under) the read
head, pj refers to the position of the jth head from the left end of the input tape, and q denotes the current state. A partially
blind k-DFA is one in which δ is defined as: δ : Q × Σ → Q × D1 × · · · × Dk .
We can define the yields relation as usual: if ID1 and ID2 are two configurations, ID1 → ID2 means that ID2 follows from
ID1 in a single step. We say that an input w is accepted if (1, 1, . . . , 1, q0,w) → · · · → (n + 1, n + 1, . . . , n + 1, q, ),
where n = |w| and q ∈ Q . (The reason for using 1 and n + 1 is because the heads are initially on the first symbol of w and
acceptance is when all heads fall offw, i.e., position n + 1.) The language accepted by A is denoted by L(A). A partially blind
multihead-NFA (DFA) is a partially blind k-NFA (DFA) for some k  1. Note that when k = 1, the automaton is an NFA (DFA)
and accepts only a regular set.
Partially blind 2-NFAs are one of the simplest extensions of a finite automaton, yet they can accept fairly complex lan-
guages, as the following examples from [7] show.
Example 1. Let L = {anbn|n  1}. This language can be accepted by a partially blind 2-DFA which, on a given input, first
moves its read head to the first b (after verifying that all the symbols scanned prior to this b are a’s) and then moves the
blind head two places to the right for every b that the read head sees in the input. This example can be generalized to show
that {anbncn|n  1} can be accepted by a partially blind 3-DFA. It follows that there are noncontext-free languages accepted
by k-DFAs for k > 2.
Example 2. Let L = {at#ax1#ax2# · · ·#axn |n  1, xi  1, there exist i1, i2, . . . , ik such that t = xi1 +· · ·+xik}. (Amodified
version of this language is known to be hardest for a complexity class between L andNL [2].) A partially blind 2-NFA A accepts
L as follows: on input at#ax1#ax2# · · ·#axn , A moves its read head past the first # symbol and moves its blind head once
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(to count the # symbol that the read head has just crossed). From now on, the read head decides (nondeterministically) to
either include a block axj (in making up the total t) or skip it. On the blocks that A decides to include, it moves the blind head
twice for every 1-move of the read head. On the skipped blocks, as the read head moves right, the blind head is advanced
just once. Also, for every # symbol read by the read head, the blind head is moved once. When the read head reaches the
right end, it enters a halting state. It can be checked that the input string is accepted if and only if it is in L: Initially, the read
head has made t + 1 moves to the right while the blind head is moved once. Thus, there is a difference of t between them.
This difference is compensated by moving the blind head twice on the included blocks. The difference will become 0 if and
only if there is a subset of blocks such that the total number of a’s in the blocks adds to t. This is precisely the condition for
accepting the string.
It was shown in [7] that the universe problem for partially blind 2-NFAs is undecidable, but the machines in [7] had
accepting states, and acceptance is by accepting state with both heads falling off the right end of the input at the same time.
We will strengthen this result.
Let A be a partially blind 2-NFA over input alphabet Σ . Let d be a positive integer. Define Ad to be A, where on a given
input x ∈ Σ+, the read head is positioned on the first symbol of x and the blind head is positioned on the dth symbol of x,
if d < |x|, else (i.e., d  |x|) it is positioned on the right-most symbol of x. This definition assumes that x is not . To make
the universe problem nontrivial, we assume that  is always accepted by any 2-NFA.
Theorem 3. There is a fixed partially blind 2-NFA A over input alphabet Σ such that it is undecidable to determine, given an
arbitrary positive integer d, whether Ad accepts Σ
∗.
Proof. Again, we will use the DTM U′ of Construction I. The construction of A is a modification of the construction in the
proof of Theorem 2.
We construct a partially blind 2-NFA A such that for a given odd d  1 (the reason for the assumption that d is odd will
become clear below), Ad acceptsΣ
∗ if and only ifU′ does not halt on ad. Ad operates in such away that, when given a nonnull
inputw inΣ+ with read head on the first symbol ofw and the blind head on the dth symbol of x, acceptsw if it is not of the
form:
ID1#a
d#ID2#a
d# · · ·#ad#IDk#
for some k  3, ID1 = ID2 = q0ad (the initial configuration of U′), IDk is a halting configuration, and (ID2, ID3, . . . , IDk) is a
halting sequence of configurations of U′ on input ad i.e., configuration IDi+1 is a valid successor of IDi. Recall that if d  |w|,
the blind head is positioned in the last symbol of the input. (The reason the initial configuration q0a
d is represented twice
as ID1 and ID2 in the string w will become clear later.)
To do this, Ad nondeterministically selects one of the processes below to execute:
(a) (This handles the case when d  |w|.) Ad moves the read head to the right and at some point (nondeterministically
chosen), guesses that the read head is on the right-most symbol of w. Ad then moves both heads one cell to the right
in a halting state. If d  |w|, the blind head will initially be on the last symbol ofw. Hence there is sequence of moves
where both heads fall off the input at the same time. Thenwwill be accepted. If d < |w|,wwill not be accepted, since
the heads will never fall off the input at the same time.
(b) (This handles the case when w does not have the correct format and d < |w|.) Ad accepts w if it does not have the
right format, i.e., not the form ID1#a
d1#ID2#a
d2# · · ·#adk−1#IDk# for some k  3 and configurations ID1, . . . , IDk ,
where ID1 = q0ar and ID2 = q0as. To do this, Ad’s read head scans the input checking that it is not in the correct
format. During the process, Ad guesses at some point, when the read head has scanned an even number m  0 of
symbols that it is at position d − 1, i.e., the read head is one cell to the left of the blind head (this is the reason for the
assumption that d is a positive odd integer). Next Ad moves both heads to the right simultaneously until Ad guesses
that the read head is on the next to the last symbol of the input. Then Ad moves the read head one cell to the right
(guessing that it will be on the last symbol). If Ad had found an error in the format (during its scan of the input up to
and including the symbol the read head is on), it moves both heads one cell to the right and enters a halting state.
(c) (This handles the case when di = d for some 1  i  k − 1 and d < |w|.) There are two cases, which Ad chooses
nondeterministically:
Case 1 (di > d).
Ad moves both heads simultaneously to the right. At some point when the read head is on the # to the right of some
nondeterministically chosen IDi, Ad moves the read head to the # to the right of a
di , during which Ad moves the blind
head to the rightm cells for some nondeterministically chosen 1  m  di guessing that di = m+ d. Ad then moves
both heads to the right simultaneously until they fall off the input.
Case 2 (di < d).
Supposew = w1#adi#w2. Since di < d < |w|, there are nonnegative integersm1 andm2 such thatm1 +m2  1 and
d = di+m1+m2. Ad’s read head scans the inputwhilemoving the blind headm1 cells to the right during the segment
w1#, then di to the right, and thenm2 cells to the right during the segment #w2 for some nondeterministically chosen
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m1 and m2, making sure that m1 + m2  1. Then Ad moves both heads to the right simultaneously provided both
heads are scanning symbols. (Thus, if one head has already fallen off the tape while the other has not, the machine
aborts, i.e., halts.) Note that the input is accepted only if both heads fall off the input at the same time.
(d) (This handles the case when ID1 = q0ad or ID2 = q0ad.) We assume from item (b) that ID1 = q0ar and ID2 = q0as.
Then, as in item (c), Ad can check and accept if r = d or s = d.
(e) (This handles the case when w has the correct format, i.e.,
w = ID1#ad#ID2#ad# · · ·#ad#IDk, where k  3, ID1 = ID2 = q0ad.)
Ad guesses an i  2 such that IDi does not yield IDi+1 and verifies this as follows (note that ID1 = ID2):
Ad moves its read head to the beginning of IDi and the blind head to the beginning of IDi+1 as follows: both heads
advance at the same rate before IDi−1 and then starting at the beginning of IDi−1, for every right move of the read
head, the blind head moves two places to the right until the read head is at the beginning of IDi. At this point, if the
lengths of IDi−1 and IDi are the same, then the blind headwould be at the beginning of IDi+1. However, if the length of
IDi is one more than the length of IDi−1, then when the read head scans the # directly to the left of IDi, the blind head
is moved three (instead of two) places to the right. Ad would be able to tell if such is the case, as the only way that IDi
would be longer than IDi−1 is when the right-most symbol in IDi−1 is a state (indicating that the Turingmachine U′ in
that state is scanning a new blank symbol and since by assumption, U′ has to rewrite a blank by a nonblank symbol,
the length of IDi would be one more than that of IDi−1).
(Note that the process just described works only for i  2. This is the reason why we require that ID1 = ID2 = q0ad.)
Ad guesses that there is a discrepancy between IDi and IDi+1, i.e, the symbols in locations j − 1, j, j + 1 of IDi+1 are
not consistent with the corresponding locations in IDi; again j is nondeterministically chosen. To do this, Ad moves
both heads simultaneously j + 1 steps and remembers the symbols at locations j − 1, j, j + 1 of IDi. At this point, the
blind head is at the j+ 1st position of IDi+1. Ad continues moving its read head until it has gone past ad and reaches #.
Now the read head is on # directly to the left of IDi+1. Ad thenmoves the read head until it guesses that it has reached
the same symbol that the blind head is on, during which it checks that in IDi+1 the symbols in j − 1, j, j + 1 are not
correct for IDi+1 to be a valid successor of IDi. If so, Ad moves both heads to the right simultaneously until they fall off
the input.
It can be verified that Ad accepts Σ
∗ if and only if U′ does not halt on ad. 
The machine Ad described above operates in real-time (i.e., the read head moves right at each step) for all cases except
in the first part of item (e), where the blind head has to move two places to the right for every right move of the read head
(or possibly three places for the case when |IDi| = |IDi−1| − 1). However, it is clear that Ad runs in 2n-time (where n is the
input length).
The question arises as to whether the theorem can be shown to hold when Ad is real-time. This is not possible as the
following proposition shows.
Proposition 4. We can effectively construct, given a real-time partially blind 2-NFA A and a positive integer d, a nondeterministic
finite automaton (NFA) Md such that L(Md) = L(Ad).
Proof. Since Ad operates in real-time, at each step (hence, for every right move of the read head), the blind head moves
at most one cell to the right, i.e., it makes either a 0-move or a 1-move. We can construct an NFA Md which simulates the
computation of Ad, and accepts if after Ad has processed the last symbol of the input, the number of 0-moves that the blind
head has made is exactly d. In all other cases,Md rejects. 
Finally, suppose that in a partially blind 2-NFA, we allow the blind head to move 0, 1, 2, or 3 places to the right at each
step. Then, under this modified definition, the partially blind 2-NFA Ad operates in real-time.
5. Disjointness and containment problems for simple deterministic pushdown automata
It is well known that the disjointness and containment problems for (one-way) deterministic pushdown automata are
undecidable. Below we strengthen these results.
A deterministic pushdown automaton A operates in real-time if it does not have -moves (i.e., the input headmoves right
on the input at each step). It is 1-reversal if once the stack pops, it can no longer push.
Theorem 5. There is a fixed language L that can be accepted by a deterministic real-time 1-reversal pushdown automaton and a
fixed deterministic real-time 1-reversal pushdown automaton A such that it is undecidable to determine, given an arbitrary string
z, whether L ∩ L(Az) = ∅, where L(Az) is the language accepted by A with initial stack content z.
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Proof. As in the proof of Theorem 1, we reduce the halting problem for U′ on input ad to the disjointness problem. Let z =
q0a
d. Note that z represents the initial configurationofU′, i.e., ID1 = q0ad. Let Lz = {#ID3#ID5 · · ·#ID2k−1##IDR2k#IDR2k−2 · · ·
#IDR2|k  1, ID2, ID3, . . . , ID2k are ID’s of U′, ID2i is the successor of ID2i−1 for 1  i  k, and ID2k is an accepting
ID}. Clearly, we can construct a deterministic real-time 1-reversal pushdown automaton A such that Az accepts Lz . Let
L = {#ID3#ID5 · · ·#ID2k−1##IDR2k#IDR2k−2 · · ·#IDR2|k  1, ID2, ID3, . . . , ID2k are ID’s of U′, and ID2i+1 is the successor
of ID2i for 1  i  k − 1}. Again, L can be accepted by a deterministic real-time 1-reversal pushdown automaton. It is
straightforward to verify that L ∩ L(Az) = ∅ if and only if U′ does not halt on ad. 
In contrast to the above theorem, it is decidable to determine, given a nondeterministic pushdown automatonM1 and a
nondeterministic 1-reversal counter machineM2, whether L(M1)∩ L(M2) = ∅, and this holds even whenM2 is a 1-reversal
multicounter machine (i.e., has multiple counters each of which makes 1-reversal) [5]; in fact even when each counter
makes k reversals for some k (i.e., reversal-bounded), since a counter thatmakes k reversals can be simulated by (k+1)/2
counters, each of which makes 1-reversal.
Corollary 6. There is a fixed language L that can be accepted by a deterministic real-time 1-reversal pushdown automaton and a
fixed deterministic real-time 1-reversal pushdown automaton A′ such that it is undecidable to determine, given an arbitrary string
z, whether L ⊆ L(A′z), where L(A′z) is the language accepted by A′ with initial stack content z.
Proof. Let L′z be the complement of the language Lz defined in the proof of Theorem 5. Obviously themachine A in that proof
can be modified to a machine A′ such that A′z accepts L′z . The result follows since L ⊆ L(A′z) if and only if L ∩ L(Az) = ∅. 
However, it follows from the results in [5] that it is decidable to determine whether L(M1) ⊆ L(M2) when:
1. M1 is a nondeterministic pushdown automaton andM2 is a deterministic 1-reversal multicounter machine.
2. M1 is a nondeterministic 1-reversal multicounter machine andM2 is a deterministic pushdown automaton.
Note that from 1 and 2 above, it follows that it is decidable to determine, given a deterministic pushdown automaton M1
and a deterministic 1-reversal multicounter machineM2, whether L(M1) = L(M2).
From the comments following the proof of Theorem 5, our next result (Theorem 7) is an interesting contrast. First we
describe the construction of a universal 2-counter machine.
Construction II: the universal 2-counter machine Z
1. As in item 1 in the proof of Theorem 1, we begin with universal single-tape deterministic Turing machine (DTM) U
which, when given a binary description 〈M〉 of an arbitrary DTM M on its tape, simulates the computation of M on
blank tape, and U halts on 〈M〉 if and only ifM halts on blank tape. Hence, the halting problem for U is undecidable.
2. Then we convert U to a universal machine Z with 2-counters, c1 and c2, such that Zd (i.e., Z with c1 initially set to the
unary encoding d of 〈M〉 and c2 initially set to zero), simulates U’s computation on 〈M〉. This can be done using the
construction in [8].
3. In fact, the construction in [8] provides a machine Z so that Zd operates in a regular pattern. The machine’s operation
can be divided into phases, where each phase starts with one of the counters equal to some positive integer di and the
other counter equal to 0. During the phase, the first counter is decreasing, while the second counter is increasing. The
phase ends with the first counter having value 0 and the second counter having value di+1. Then in the next phase the
modes of the counters are interchanged. Thus, we can assume that a halting sequence of configurations corresponding
to the phases has the form:
(q0, d0, 0), (q1, 0, d1), (q2, d2, 0), (q3, 0, d3), (q4, d4, 0), . . . , (q2k+1, 0, d2k+1)
whereq0, . . . , q2k+1 are stateswithq0 the start state andq2k+1 thehalting state, andd0, d1, d2, . . . , d2k+1 arepositive
integers with d0 = d, the unary encoding of 〈M〉. Note that the second component of the configuration refers to the
value of c1, while the third component refers to the value of c2. We assume, without loss of generality, that k  2,
there is no transition going into state q0 (start state), and qk+1 is the only halting state.
Theorem 7. There is a fixed language L that can be accepted by a deterministic real-time counter machine (whose counter is not
reversal-bounded) and a fixed deterministic real-time 1-reversal pushdown automaton A such that it is undecidable to determine,
given an arbitrary string z, whether L ∩ L(Az) = ∅, where L(Az) is the language accepted by A with initial stack content z.
Proof. We will construct A from the 2-counter machine Z of Construction II. Initially, the stack of A contains the string
z = #bdq0.
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Let L be the set of all strings of the form:
w = ad2q2bd2q2ad4q4bd4q4 . . . ad2k q2kbd2k q2k#q2k+1bd2k+1q2k−1ad2k−1q2k−1bd2k−1 . . . q3ad3q3bd3q1ad1q1bd1
for some even k  2, positive integers d1, d2, . . . , d2k+1, and states q1, q2, . . . , q2k+1, where q2k+1 is the unique halting
state of Z. Clearly, L can be accepted by a deterministic real-time counter machine (but the counter is not reversal-bounded).
Given an inputw of the form above, Az checks and accepts ifw represents the halting computation of Z on d. Az proceeds as
follows:
1. Az reads the input segment up to and including the symbol # and writes this segment (excluding #) in the stack. The
stack will then contain:
#bd0q0a
d2q2b
d2q2a
d4q4b
d4q4 · · · ad2k q2kbd2k q2k , where d0 = d = 〈M〉.
2. Now the remaining string on the input is:
q2k+1bd2k+1q2k−1ad2k−1q2k−1bd2k−1 · · · q3ad3q3bd3q1ad1q1bd1 .
3. Az then simulates the 2-counter machine Zd by popping the stack to simulate the operation of counter c1 of Zd and
reading the remaining input segment to simulate the operation of counter c2 of Zd. The simulation of Zd by Az is done
backwards (from the halting configuration to the start configuration).
Az starts by checking that configuration (q2k, d2k, 0) reaches configuration (q2k+1, 0, d2k+1), i.e., c1 decreases from
d2k to zero while c2 increases from zero to d2k+1. To do this, Az pops bd2k q2k from the stack while reading q2k+1bd2k+1
on the input. Then Az checks that configuration (q2k, d2k, 0) is reachable from configuration (q2k−1, 0, d2k−1), i.e., c2
decreases fromd2k−1 to zerowhile c1 increases fromzero tod2k . To do this,Az pops ad2k q2k from the stackwhile reading
q2k−1ad2k−1 on the input. Az next checks that configuration (q2k−2, d2k−2, 0) reaches configuration (q2k−1, 0, d2k−1),
i.e., c1 decreases from d2k−2 to zerowhile c2 increases fromzero to d2k−1. To do this,Az pops bd2k−2q2k−2 from the stack
while reading q2k−1bd2k−1 on the input, etc. Finally Az has to check that configuration (q1, 0, d1) is reachable from
(q0, d0, 0). To do this, Az pops b
dq0 from the stack while reading q1b
d1 on the input. (Note that after this process, the
stack will contain #.) If the simulation is carried out correctly to completion, i.e., Zd halts, thenMz accepts. It follows
that L(Az) ∩ L = ∅ if and only if Zd halts.
4. As constructed,Az maynotoperate in real-time. This is because, the simulationof counter c2 ofZd byAz involves reading
the input symbols while its counter (which simulates c1) increments or decrements. If the amount of increment or
decrement is more than the input segment to be read (e.g., when Az pops b
d2k q2k from the stack while reading
q2k+1bd2k+1 on the input, |bd2k q2k| might be more than |q2k+1bd2k+1 |, or when Az pops bd2k−2q2k−2 from the stack
while reading q2k−1bd2k−1 on the input, |bd2k−2q2k−2| might be more than |q2k−1bd2k−1 | on the input), Az may not
be real-time. To make Az real-time, we introduce a new “dummy” symbol λ. The input w to Az is now modified to
w′, where (arbitrary number of) λ’s are inserted between a’s and b’s. Az is then modified so that the new machine
always reads a symbol (including the inserted λ) at each step. Similarly, we modify the language L to L′ by inserting
the λ’s. 
As in Corollary 6, we have:
Corollary 8. There is a fixed language L that canbe accepted by adeterministic real-time countermachine andafixeddeterministic
real-time 1-reversal pushdown automaton A′ such that it is undecidable to determine, given an arbitrary string z, whether L ⊆
L(A′z), where L(A′z) is the language accepted by A′ with initial stack content z.
Finally, we show that Theorem 7 and Corollary 8 also hold when A (respectively, A′) is accepted by a fixed deterministic
real-time counter machine.
Theorem 9. There is a fixed language L that can be accepted by a deterministic real-time counter machine (not reversal-bounded)
and a fixed deterministic real-time counter machine (not reversal-bounded):
1. A such that it is undecidable to determine, given an arbitrary positive integer d, whether L∩ L(Ad) = ∅, where L(Ad) is the
language accepted by A with initial counter value d.
2. A′ such that it is undecidable to determine, given an arbitrary positive integer d, whether L ⊆ L(A′d), where L(A′d) is the
language accepted by A′ with initial counter value d.
Proof. The proof is a modification of that of Theorem 7. We will construct A from the 2-counter machine Z of Construction
II. Initially, the counter of A contains the value d. Let L be the set of all strings of the form:
w = ad1bd1ad3bd3 · · · ad2k−1bd2k−1ad2k+1bd2k+1
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for some even k  2, positive integers d1, d3, . . . , d2k−1, d2k+1. Clearly, L can be accepted by a deterministic real-time
counter machine (but the counter is not reversal-bounded).
Given an input w of the form above, Ad simulates the halting computation of Zd (see item 3 in the proof of Theorem 7)
corresponding to the phases:
(q0, d0, 0), (q1, 0, d1), (q2, d2, 0), (q3, 0, d3), (q4, d4, 0), (q5, 0, d5), . . . , (q2k+1, 0, d2k+1)
where counter c1 of Zd is simulated by Ad’s counter, which has initial value d0 = d, and the “changes” in the values of
counter c2 of Zd are represented on the input. Thus, the reading of a’s (resp., b’s) on the input simulates the increases (resp.,
decreases) of c2. So, e.g., in going from configuration (q0, d0, 0) of Zd to configuration (q1, 0, d1), Ad starts in the initial state
q0 and simulates the moves of Zd, decrementing its counter while reading a’s on the input. When the counter becomes
zero, Ad must be reading a b and its state would be q1. To go from configuration (q1, 0, d1) to configuration (q2, d2, 0), Ad
reads the b’s while incrementing the counter. When Ad sees an a, the counter would have value d2 and its state is q2. The
process continues until Ad reaches the halting configuration of Zd. Then Ad enters an accepting state and continues reading
the remaining input symbols until it falls off the tape.
Themachine Ad constructed above is not real-time. But, as in the last part of the proof of Theorem7,we can insert dummy
symbols λ in the input strings to make Ad operate in real-time.
Part 2 of the theorem follows. 
6. Conclusion
In this paper, we proved some strong undecidability results concerning the universe, disjointness, and containment
problems for simple machines by reductions of the undecidability of the halting problem of universal Turing machines. We
believe that similar techniques can be used to prove the undecidability of decision problems for other simple devices. We
note that our undecidability results can be shown to hold for machines with binary input alphabet by encoding the input
symbols in Σ intom-bit binary strings, wherem = log2|Σ|, and by using additional states in the constructions.
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