Finite dimensional attractor for a composite system of wave/plate
  equations with localised damping by Bucci, Francesca & Toundykov, Daniel
ar
X
iv
:0
91
2.
54
64
v2
  [
ma
th.
DS
]  
27
 Ja
n 2
01
0
FINITE DIMENSIONAL ATTRACTOR FOR A COMPOSITE
SYSTEM OF WAVE/PLATE EQUATIONS WITH LOCALISED
DAMPING
Francesca Bucci
Universita` degli Studi di Firenze
Dipartimento di Matematica Applicata
Firenze, 50139, Italy
Daniel Toundykov
University of Nebraska–Lincoln
Department of Mathematics
Lincoln, NE 68588, USA
Abstract. The long-term behaviour of solutions to a model for acoustic-
structure interactions is addressed; the system is comprised of coupled semilin-
ear wave (3D) and plate equations with nonlinear damping and critical sources.
The questions of interest are: existence of a global attractor for the dynamics
generated by this composite system, as well as dimensionality and regularity of
the attractor. A distinct and challenging feature of the problem is the geomet-
rically restricted dissipation on the wave component of the system. It is shown
that the existence of a global attractor of finite fractal dimension—established
in a previous work by Bucci, Chueshov and Lasiecka (Comm. Pure Appl. Anal.,
2007) only in the presence of full interior acoustic damping—holds even in the
case of localised dissipation. This nontrivial generalization is inspired by and
consistent with the recent advances in the study of wave equations with non-
linear localised damping.
1. Introduction
This paper focuses on the long-term behaviour of a system of partial differential
equations (PDE’s, or simply PDE) modeling acoustic waves in a three-dimensional
domain Ω, and their interaction with the elastic vibrations of a part Γ0 ⊂ Γ := ∂Ω
of the boundary. The corresponding PDE problem ((2.1) below) is comprised of
semilinear wave and plate equations on domains Ω and Γ0 respectively; a detailed
description of the system will be given in the next section.
PDE models for acoustic-structure interactions have received a great deal of at-
tention in the past decade, mainly in the context of control theory, in connection
with (but not limited to) the problem of reducing the noise inside an acoustic cham-
ber and stabilizing its vibrating walls. As in the case of a single PDE, the sought-
after properties—on a theoretical level, yet with implications for the computational
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methods—are (besides well-posedness): stability, controllability, and solvability of
the associated optimal control problems. However, the presence of two (or more)
coupled equations, of different type (usually, hyperbolic and parabolic) and/or act-
ing on manifolds of different dimensions, renders the PDE analysis of the dynamics
far more complex.
It is beyond this work’s scope to provide a comprehensive account of the literature
on control problems for such interconnected PDE systems. However, for complete-
ness and the reader’s convenience some notable contributions are listed below.
Deep insight into the physical origin of PDE models for acoustic-structure in-
teractions is provided by [47]. A more recent reference on analytical methods for
modeling acoustic problems is [36].
A general reference for the mathematical control theory of established coupled
PDE systems for acoustic-structure interactions is the treatise [40], which also con-
tains an extensive bibliography, from which we explicitly cite [2] (PDE analysis and
optimal control), [3, 4] (controllability), and [45, 41] (uniform stability), besides the
former [25], [8], [46].
More recent advances include, for instance (without any claim of completeness),
[42], [44] and [1] (general theory of quadratic optimal control and of Riccati equa-
tions), [9, 10] (sharp interior/boundary regularity, with application to optimal con-
trol), [12] (stabilization). For a survey of results on exact boundary controllability
and uniform boundary stabilizability by differential geometric methods, see [34].
The stability of an interesting 2D structural-acoustic model was discussed in [32, 33].
The focus of this study is on the long-term behavior of the nonlinear dynamics
generated by the system (2.1) below, such as existence of a global attractor and
its properties: geometry, fractal dimension, regularity. It was shown in [11] that
in the presence of an acoustic dissipation distributed over the entire domain Ω,
existence of a global attractor is guaranteed under some basic assumptions on all
the nonlinearities, including the most relevant case when the function modeling the
acoustic source has a critical exponent. Furthermore, even under a critical, i.e. non-
compact, perturbation the attractor has a finite fractal dimension, provided the
dissipation terms acting on either equation satisfy suitable conditions; in particular,
the acoustic dissipation must be linearly bounded.
In light of the recent advances in the study of the long-term behaviour of wave
equations with nonlinear damping [21, 22], the present work aims at showing that
dissipation active only in a neighbourhood of Γ0—combined with a nonlinear interior
plate damping, as in the PDE model addressed in [11]—still guarantees the existence
of a finite-dimensional global attractor.
With this as background motivation, let us now discuss the major challenges
which arise in the present context of
• coupled hyperbolic PDE’s (wave and plate equations),
• localised damping in conjunction with a critical exponent-source on the wave
equation,
• a critical-exponent source on the plate equation,
and then describe the principal theoretical and technical arguments utilized to over-
come them.
1.1. New challenges. Critical sources alone have been well-known to present an
intrinsic obstacle to formation of attractors. At the level of critical-exponents the
compactness of corresponding Sobolev embeddings is lost, and “critical terms” are
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essentially non-compact perturbations of the principal dynamics. Thus, in general,
one would not expect the flow to converge to a compact set, especially in hyper-
bolic systems. For an overview of associated challenges see the very comprehensive
treatise [20]. The recent advances in this direction, however, predominantly rely
on the dissipation mechanism being supported on the entire domain. In particular,
for structural acoustic interactions, it was shown in [11] that in the presence of
an acoustic dissipation distributed over the whole domain domain Ω, is sufficient
for existence of a global finite-dimensional attractor, even in presence of a critical
acoustic source.
However, the physically relevant localised interior (or boundary) damping poses
yet further difficulties, since besides the lack of compactness from criticality, the
dissipation now must be “propagated” across the domain in order to have any kind
of a stabilizing effect. A critical source and geometrically restricted damping in
a single wave equation had been a long-standing open problem, whose solution
ultimately necessitated Carleman estimates and geometric optics analysis [21, 22].
In a composite setting the aforementioned techniques would have to account not
merely for two different types of dynamics, but also for the Neumann-type coupling
on the interface. Moreover, the source on the plate is described by higher-order
operators and, if approached via the same strategy as the acoustic counterpart,
presents a much more formidable obstacle. To overcome this difficulty, we develop
a new “hybrid” method that employs different techniques applicable to waves with
localised damping, while taking advantage of the full interior dissipation on the
plate; at the same time the analysis accommodates the mixed terms that arise from
the coupling.
Ultimately it follows that acoustic damping active only in a neighbourhood of the
flexible boundary—combined with a nonlinear interior plate damping—still guar-
antees the existence of a finite-dimensional global attractor, under “minimal” as-
sumptions on the nonlinear functions; “minimal” here indicating those consistent
with the hypotheses which yield a global attractor for the dynamics generated by
a single wave equation.
1.2. Outline of the argument. To achieve our goal we will appeal to several gen-
eral criteria from the theory of infinite-dimensional dynamical systems. While well-
posedness follows via the classical theory of monotone operators in [6], along with
some recent additions devised in [16], the asymptotic analysis will benefit from novel
abstract results gathered in [20], specifically tailored for dissipative evolution equa-
tions of hyperbolic type. (For general references on dissipative infinite-dimensional
systems, the reader is referred to the cornerstones: [5], [53] and [35]; see also [39]
and [14], the latter addressing non-autonomous systems.) More specifically, we shall
invoke
(i) a compactness criterion—introduced in [37] and subsequently recast into a
more general abstract form in [19]—recorded here as Theorem A.2 (this result
is central to the proof of existence of a global attractor),
(ii) a generalization of Ladyzhenskaia’s Theorem on dimension of invariant sets,
that is Theorem A.4, which will finally enable us to infer finite-dimensionality
of the attractor.
The application of the aforesaid criteria is not immediate, as one might guess
in light of the analysis already carried out on the composite PDE system in [11]
with (acoustic) full interior damping, and of the novel tools devised in [21] for the
4 F. BUCCI, D. TOUNDYKOV
(uncoupled) wave equation with localised dissipation. A primary source of difficulty
stems from the fact that these abstract results require estimates on the quadratic
energy corresponding to the difference of two trajectories, rather than to a single
trajectory, and the presence of localised acoustic dissipation in conjunction with the
coupling (with the plate equation) brings about further technical difficulties, over
those encountered in [11] and [21], as explained in §1.1.
The analysis to be carried out includes various steps. After a preliminary dis-
cussion of well-posedness of the PDE system in an appropriate state space, a major
task will be to establish asymptotic compactness. That the global attractor has
a finite fractal dimension will be obtained subsequently, through a use of both a
Carleman-like identity established in [21] for the wave dynamics, and exploiting
the attractor’s compactness. As expected, proving finite dimensionality and the
additional smoothness of the attractor will require stronger assumptions on the
nonlinear dissipation terms in either of the coupled equations.
Note that we chose to separate the proof of existence of a global attractor from
that of its finite-dimensionality, as the former property does hold under weaker as-
sumptions. In this respect, the present argument differs from the ones followed in a
large part of the recent literature on dissipative dynamical systems, where existence
of an exponential1 attractor is sought, as it brings about—besides a certain robust-
ness under perturbations and numerical approximations—the intrinsic feature of
finite dimensionality; see, e.g. (and without any claim of completeness), [27], [28],
[29], [30], [31], [50]. The question whether the PDE system under investigation
possesses an exponential attractor will not be discussed here.
We finally note that the boundedness of the attractor in a smoother functional
space is closely tied to its finite-dimensionality. The proofs of both results are
interconnected; it is precisely the compactness of the attractor in the finite-energy
space and the regularity estimate in the higher-energy space which together show
that critical (non-compact) sources, do not substantially perturb the structure of
the attracting set. A recent result [24] provides an elegant way to prove regularity
of a global attractor in higher norms, without directly appealing to uniform-in-time
estimates; however, the application of this argument to a wave equation requires a
stronger damping than employed in the present case.
A brief outline of the paper follows.
• In Section 2 we introduce the PDE model under investigation, along with
the statements of our main results: well-posedness (Theorem 2.4), existence
of a global attractor for the corresponding dynamics (Theorem 2.5), and
finite-dimensionality, as well as regularity of the attractor (Theorem 2.7).
The natural energies and state spaces for either uncoupled equation, and
then for the coupled PDE system, are introduced and briefly discussed in
Section 2.2.
• Section 3 contains some preliminary work for the proof of existence of the
attractor. More precisely, we establish a basic identity involving the integral
of the quadratic wave and plate energies pertaining to the differences of
trajectories; see Lemma 3.4.
• Section 4 is devoted to the proof of Theorem 2.5. Existence of a global
attractor is established in view of the gradient structure of the dynamical
system and asymptotic smoothness of the semi-flow. In turn, this latter
1The concept of exponential attractor was introduced in [26].
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(crucial) property follows from a pointwise estimate of the total quadratic
energy (Proposition 4.2), combined with a suitable “weak sequential com-
pactness” property (Proposition 4.3).
• Section 5 is focused on the proof of Theorem 2.7, technically based on the
key inequality established in Lemma 5.1 (refined in Lemma 5.3), and on the
Proposition 5.4. Finally, a short Appendix concludes the paper.
2. The PDE model and the statement of main results
The PDE system under investigation models structure-acoustics interactions
described by the acoustic velocity potential ζ(x, t) evolving in a smooth domain
Ω ⊂ R3, and the vertical displacement w(x, t) of a thin hinged plate whose mid-
section occupies a part of the boundary of Ω; we denote the latter by Γ := ∂Ω,
and assert that it consists of two relatively open simply-connected segments with
overlapping closures Γ0 ∪ Γ1, where Γ0 represents the plate, and Γ1 is the rigid
wall of the acoustic chamber. The acoustic damping is confined to a subset of Ω
corresponding to the support of the cutoff function χ(x).
(2.1)

ζtt −∆ζ + χ(x)g(ζt) = f(ζ) in Ω× (0, T )
∂ζ
∂ν
= 0 on Γ1 × (0, T )
∂ζ
∂ν
= ακwt on Γ0 × (0, T )
ζ(0, ·) = ζ0 , ζt(0, ·) = ζ1 in Ω
wtt +∆
2w + b(wt) + βκζt|Γ0 = f2(w) in Γ0 × (0, T )
w = ∆w = 0 on ∂Γ0 × (0, T )
w(·, 0) = w0 , wt(·, 0) = w1 in Γ0 .
The positive constants α, β and κ represent parameters dictated by the physical
model in question. Following [11], we shall consider, specifically,
(2.2) f2(w) = p0 −
[
Q−
∫
Γ0
|∇w|2
]
∆w ,
which is the semilinear term that occurs in Berger’s plate model: the function p0,
which is related to transversal forces, belongs to L2(Γ0), while the real constant Q
describes in-plane forces applied to the plate; for more on modeling according to
the Berger approach, see [15].
Remark 1. It is important to emphasise that although we consider a plate equation
with a nonlinear term f2 of the form (2.2), the analysis carried out in the present
paper might be extended to more general nonlinear functions, provided they satisfy
proper conditions, such as those listed in Assumption 4.11 in [20] (following this ref-
erence’s notation, in the present case A would denote the plate dynamics operator,
that is the realization of the bilaplacian ∆2 with hinged boundary conditions).
2.1. Assumptions and main results. Due to geometric restrictions on the acous-
tic damping, the shape of Ω must satisfy certain restrictions in order for the feedback
χ(x)g(ζt) to be “effective,” as dictated by geometric optics and the classical results
on propagation of singularities [7]. A sufficient assumption is the following:
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Assumption 2.1 (Geometry of the domain). Γ1 is a level-surface of a convex
function and there exists x0 ∈ Rn such that
(x− x0) · ν ≤ 0 on Γ1 ,
with ν being the outward normal vector field on Γ1.
Figure 1 shows what a cross-section of a possible domain may look like.
Ωx0 Γ0
χsupp
Γ1
Figure 1. A cross-section of a suitable domain Ω. The rigid wall
Γ1, and, in particular, the part of the boundary outside suppχ
is convex; however, more general configurations are possible: for
other examples see [43].
Remark 2 (More general geometric conditions). The convexity of Γ1 is a sufficient
requirement, but it is possible to further relax this assumption. In particular, it
suffices to ask for the subset of Γ1 that lies away from suppχ(x) to be a level-surface
of a function with a non-vanishing gradient and positive-definite or negative-definite
Hessian (in the latter case the condition on x0 should be changed to (x−x0)·ν ≥ 0).
See [43] for more details and examples.
Assumption 2.2 (Nonlinear terms). The function f satisfies:
• f ∈ C2(R) and there exists Cf such that
(2.3) |f ′′(s)| ≤ Cf (1 + |s|) ∀s ∈ R;
• lim sup
|s|→∞
f(s)
s
=: −2λ < 0.
Accordingly, set f1(s) = f(s) + λs.
Existence of a global attractor will be established under rather weak assumptions
on the feedback maps g and b.
Assumption 2.3 (Damping terms, I).
(1) g ∈ C(R) is a monotone increasing function such that g(0) = 0; in addition,
g is linearly bounded at infinity, i.e. there exist positive constants mg, Mg
such that
(2.4) mg|s| ≤ |g(s)| ≤Mg|s| for |s| ≥ 1 .
(2) b ∈ C(R) is a monotone increasing function such that b(0) = 0; and there
exists mb such that
(2.5) |b(s)| ≥ mb|s| for |s| ≥ 1 .
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A few comments about the above assumptions are in order. As observed already in
[11] and [21], a prime consequence of Assumption 2.2 is local Lipschitz continuity
of the nonlinear term f (and of f1, as well), as an operator from H
1(Ω) into L2(Ω).
Namely, one has
‖f(ζ1)− f(ζ2)‖ ≤ C(r)‖ζ1 − ζ2‖1,Ω ∀ζi with ‖ζi‖1,Ω ≤ r , i = 1, 2 .
The above property is easily shown by using well known Sobolev embedding results
in 3-D domains, which establish the critical threshold in the polynomial bound on
f . The same (Lipschitz continuity) is true for the nonlinear term f2 which occurrs
in the plate equation; more precisely,
‖f2(w1)− f2(w2)‖ ≤ C(r)‖w1 − w2‖2,Γ0 ∀wi with ‖wi‖2,Γ0 ≤ r , i = 1, 2 .
Next, observe that the basic Assumption 2.3 forces the acoustic damping to be
linearly bounded at infinity. It is important to emphasise that this condition is
actually necessary, because of the geometrical restrictions on the damping term.
This fact was first exhibited in [55] for a wave equation with boundary dissipation;
indeed, the case of localised dissipation around a portion of the boundary yields the
same technical difficulties and the same results as that of boundary damping. The
reader is referred to [21, Section 1] for a more detailed discussion of these issues.
The aforementioned basic assumptions are sufficient to establish both
well-posedness for the PDE problem (2.1) and existence of a global attractor for
the corresponding dynamical system.
Theorem 2.4 (Well-posedness). Define the state space
Y := H1(Ω)× L2(Ω)×H20 (Γ0)× L2(Γ0) .
The system (2.1) generates a strongly continuous semigroup S(t) on Y. In partic-
ular, given initial data, at t = 0, W0 = {ζ0, ζ1, w0, w1} ∈ Y there exists a unique
solution to (2.1)
S(·)W = {ζ, ζt, w, wt} ∈ C([0, T ],Y)
for any T ≥ 0. The solution satisfies the following variational identities
(ζt, φ)
∣∣∣∣T
0
−
∫ T
0
(ζt, φt) +
∫ T
0
(∇ζ,∇φ)+
∫ T
0
(χg(ζt), φ)
=
∫ T
0
(f(ζ), φ) +
∫ T
0
〈ακwt, φ〉 ,
(2.6)
〈wt, ψ〉
∣∣∣∣T
0
−
∫ T
0
〈wt, ψt〉+
∫ T
0
〈∆w,∆ψ〉+
∫ T
0
〈b(wt), ψ〉
=
∫ T
0
〈f2(w), ψ〉 −
∫ T
0
〈ψ, βκζt〉 ,
(2.7)
for any test functions
φ ∈ C1([0, T ], L2(Ω))∩C([0, T ];H1(Ω)) , ψ ∈ C1([0, T ], L2(Γ0))∩C([0, T ];H20 (Γ0)) .
Moreover, if the initial data belong to the spaces
{ζ0, ζ1} ∈ H2(Ω)×H1(Ω), {w0, w1} ∈
(
H4(Γ0) ∩H2(Γ0)
)×H20 (Γ0)
with the compatibility conditions
∂ζ0
∂ν
∣∣∣
Γ1
= 0,
∂ζ0
∂ν
∣∣∣
Γ0
= ακw1 ,
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then
{ζ, ζt, w, wt} ∈ L∞
(
0, T ;H2(Ω)×H1(Ω)×H4(Γ0)×H2(Γ0)
)
.
We introduce the set N of equilibria for the dynamical system (Y, S(t)); namely
(2.8) N := {W ∈ Y : S(t)W =W for all t ≥ 0} .
Theorem 2.5 (Existence of the global attractor). Suppose that the Assumptions
2.1–2.2 hold. If the damping functions satisfy the Assumption 2.3, then the dy-
namical system (Y, S(t)) generated by the PDE problem (2.1) has a compact global
attractor A ⊂ Y, which coincides with the unstable manifold Mu(N ) of the set N
of stationary points:
• A ≡Mu(N );
• lim
t→+∞
dist(S(t)W,N ) = 0 for any W ∈ Y.
To prove that the attractor has a finite fractal dimension we will need to strengthen
the regularity and growth condition on both damping functions.
Assumption 2.6 (Dampings, II). Assume g, b ∈ C1(R), with g(0) = 0 = b(0), and
(1) there exist positive constants m′g, M
′
g such that
(2.9) m′g ≤ |g′(s)| ≤M ′g ∀s ∈ R ,
(2) there exist positive constants m′b, M
′
b such that
(2.10) m′b ≤ |b′(s)| ≤M ′b(1 + sb(s)) ∀s ∈ R .
Then, the following result holds.
Theorem 2.7 (Finite dimensionality and regularity of the attractor). Suppose the
hypotheses of Theorem 2.5 are satisfied. If, in addition, the Assumption 2.6 holds,
then the global attractor A has a finite fractal dimension.
Furthermore, the attractor A is bounded in the domain of the nonlinear semi-
group generator; in particular, A is a bounded subset of
H2(Ω)×H1(Ω)×H4(Γ0)×H2(Γ0) .
2.2. Energy identity and bounds. With the system (2.1) we associate the fol-
lowing energy functionals:
Eζ(t) := 1
2
(‖∇ζ‖2 + λ‖ζ‖2 + ‖ζt‖2)− ∫
Ω
F1(ζ(t))
Ew(t) := 1
2
(
‖∆w‖2 + 1
2
‖∇w‖4 + ‖wt‖2
)
−Π(w(t)) ,
where F1(s) is the antiderivative of f1(s) vanishing at 0, and
(2.11) Π(w) = (p0, w) +
Q
2
‖∇w‖2 − 1
4
‖∇w‖4 .
Define the total energy
(2.12) E(t) = Eζ,w(t) := βEζ(t) + αEw(t) .
The following identity satisfied by E(t) is standard due to the fact that the dissipa-
tion feedbacks are linearly bounded at infinity and the sources correspond to locally
Lipschitz operators on the energy space. The equation can be derived for strong
solutions by using test functions βζt and αwt in the variational identities (2.6) and
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(2.7) respectively. Since the result is continuous with respect to the finite-energy
topology, it can be extended to all weak solutions:
(2.13) E(t) + β
∫ t
s
(χg(ζt), ζt) + α
∫ t
s
(b(wt), wt) = E(s) .
Also, let us introduce positive quadratic energy functionals:
Eζ(t) :=
1
2
(‖∇ζ‖2 + λ‖ζ‖2 + ‖ζt‖2) , Ew(t) := 1
2
(
‖∆w‖2 + 1
2
‖∇w‖4 + ‖wt‖2
)
;
(2.14) E(t) = Eζ,w(t) := Eζ(t) + Ew(t) .
Owing to the dissipativity property (in Assumption 2.2) satisfied by f and to
the structure of the functional Π in (2.11), it is not difficult to obtain upper and
lower bounds for the full energy of the system; see also [11, Section 2.2]. Explicit
computations pertaining to the wave component are found in [16, Section 2].
Proposition 2.8 (Bounds on the energy). Let B be a bounded subset of Y. If
{ζ0, ζ1, w0, w1} ∈ B then there exists constants C1,B, C2,B dependent only on the
diameter of B (in the topology of Y) such that
(2.15) C1,BE(t)− C2,B ≤ E(t) ≤ E(0) ∀t ≥ 0 .
We conclude this section by introducing the abstract dynamic operators pertain-
ing to either equation, namely:
A1v = −∆v, D(A1) =
{
v ∈ H2(Ω) : ∂v
∂ν
∣∣∣
Γ
= 0
}
;
A2v = ∆
2v, D(A2) =
{
v ∈ H4(Γ0) ∩H10 (Γ0) :;∆v
∣∣
∂Γ0
= 0
}
.
3. The differences of trajectories: introductory results
Seeking to apply the abstract results recorded in the Appendix as Theorem A.2
and Theorem A.4, to investigate the asymptotic behaviour of the solutions to (2.1),
we must study differences of its trajectories, rather than the trajectories themselves.
In this section we introduce the relative basic definitions, along with a series of
preliminary identities which constitute a first step in the proof of our main results.
3.1. Auxiliary functions and parameters. Given two different evolution trajec-
tories (h, ht, u, ut) and (ζ, ζt, w, wt) of the coupled PDE system (2.1), we introduce
the differences z and v, namely,
z := h− ζ , (ζ = h+ z );(3.1)
v := u− w , (u = w + v ).(3.2)
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The pair (z, v) readily solves the new coupled system
(3.3)

ztt −∆z + λz + χ(x)g˜(ζt) = f˜1(z) in Ω× (0, T )
∂z
∂ν
= 0 on Γ1 × (0, T )
∂z
∂ν
= ακ vt on Γ0 × (0, T )
z(0, ·) = h0 − ζ0 , zt(0, ·) = h1 − ζ1 in Ω
vtt +∆
2v + b˜(wt) + βκzt|Γ0 = f˜2(v) in Γ0 × (0, T )
v = ∆v = 0 on ∂Γ0 × (0, T )
v(0, ·) = u0 − w0 , vt(0, ·) = u1 − w1 in Γ0 .
where we have set
g˜(zt) := g(ζt + zt)− g(ζt) ,(3.4)
b˜(vt) := b(wt + vt)− b(wt) ,(3.5)
f˜1(z) := f1(ζ + z)− f1(ζ) ,(3.6)
f˜2(v) := f2(w + v)− f2(w) .(3.7)
Technically each of the introduced functions also depends on one of the terms in the
corresponding difference, but that fact will be suppressed for brevity of notation.
3.2. Smooth cutoff functions. Following [54, Section 6], we introduce two smooth
cutoff functions whose role is to single out in Ω the dissipative and the non-
dissipative subdomains. More precisely, ψ, φ : Ω → [0, 1] are C2 functions with
the following properties:
• supp(φ) ⊂ supp(χ),
• Ω \ supp(χ) ⊂ {x : ψ(x) = 1},
• ψ ≡ 0 in a neighbourhood of Γ0,
• for any x ∈ Ω at least one of ψ(x) and φ(x) equals 1, namely
{x ∈ Ω : ψ(x) < 1} ⊂ φ−1({1}) .
By setting zˆ := ψz and
◦
z := φz, it is easily verified that zˆ and
◦
z satisfy
(3.8) zˆtt −∆zˆ + λzˆ + [[∆,Mψ]]z + ψχg˜(zt) = ψf˜1(z) ,
(3.9)
◦
ztt −∆◦z + λ◦z + [[∆,Mφ]]z + φχg˜(zt) = φf˜1(z) ,
where Mψ, Mφ denote pointwise (a.e.) multiplication by ψ or φ, respectively, while
the pairing [[·, ·]] denotes a commutator, acting as follows:
[[∆,Mψ]]z := ∆(ψz)− ψ∆z .
A straightforward computation gives the equivalent form
(3.10) [[∆,Mψ ]]z = ∆ψ z + 2∇ψ∇z .
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3.3. Vector field h. Let us recall from [21] the construction of a function d and
the vector field
(3.11) h(x) := ∇d(x) ,
whose key properties are
(i)
(3.12) min
x∈Ω
d(x) > 0 ;
(ii)
(3.13) (h · ν)|Γ1 =
∂d
∂ν
∣∣∣
Γ1
≡ 0 ;
(iii) the Jacobian matrix Jh of h—which coincides with the hessian matrix Hd of
d—evaluated on Γ1 is positive definite. In particular, d can be extended to
some open set containing all of Ω¯ so that for some ρ > 0 one has
(3.14) Hd = Jh ≥ ρ I ∀x ∈ Ω .
The reader is referred to [43, p. 301-303] for more details.
The (Carleman-type) estimates pertaining to the wave component of the system
will involve the pseudo-convex function Φ : Ω× R→ R defined by
(3.15) Φ(x, t) := d(x)− c∣∣t− T/2∣∣2 ,
where at the outset T > 0 and c is a non-negative constant, with T large enough to
satisfy
(3.16) T > 2
(
max
x∈Ω
d(x)/c
)1/2
,
thus ensuring Φ(x, 0),Φ(x, T ) < 0.
3.4. Preliminary fundamental identities.
3.4.1. Wave component. Our starting point is a key identity pertaining to the wave
component of the PDE system (3.3) satisfied by the differences (z, v). This result
has been established in [21]; see Proposition 5 in §6.4 therein. Because of the slightly
different wave energy, in the present case the identity reads as follows.
Proposition 3.1 (Wave Fundamental identity (Carleman-type), [21]). Suppose
that the Assumptions 2.1, 2.2, 2.3 hold. Take smooth initial data (ζ0, ζ1), (h0, h1) ∈
D(A1), and set z = h − ζ. Let Φ(x, t) be given by (3.15), and let h := ∇Φ = ∇d.
Recall the notation zˆ := ψz and
◦
z := φz (ψ, φ are the cutoff functions introduced
in Section 3.2). Then, for any τ ≥ 0 and any positive constant C one has
(3.17)
∫
QT
eτΦ(Jh − ρId)∇zˆ · ∇zˆ + [Energy]ψ + C [Energy]φ
= [Damping]− τ
∫
QT
e−τΦM21 +
∫
QT
ψ
(
f˜1(z)− χg˜(zt)
)M1
−
∫
QT
([[∆,Mψ ]]z)M1 + [Almost lower order]
+ (BT )Σ − Ĉ0,T − C
◦
C0,T ,
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with M1 and µ defined by
M1 := eτΦ
(
h · ∇zˆ − Φtzˆt
)
,(3.18a)
µ := div (eτΦh)− ∂t(eτΦΦt) ,(3.18b)
and
[Energy]ψ :=
(ρ
2
− c
) ∫
QT
eτΦ
(|∇zˆ|2 + λzˆ2 + zˆ2t ) ,(3.19)
[Energy]φ :=
∫
QT
eτΦ
(
|∇◦z|2 + λ◦z2 + ◦z2t
)
;(3.20)
moreover, we set
[Damping] := 2C
∫
QT
eτΦ
◦
z
2
t −
∫
QT
ψχg˜(zt)zˆ
[µ
2
− (ρ
2
+ c
)
eτΦ
]
− C
∫
QT
φχg˜(zt)e
τΦ ◦z ,
(3.21)
and
[Almost lower order] := −
∫
QT
zˆ∇zˆ · ∇
(µ
2
− (ρ
2
+ c
)
eτΦ
)
+
∫
QT
zˆzˆt
∂
∂t
(µ
2
− (ρ
2
+ c
)
eτΦ
)
+ C
∫
QT
◦
z
◦
zt
∂
∂t
eτΦ − C
∫
QT
◦
z∇◦z · ∇eτΦ
−
∫
QT
(
[[∆,Mψ ]]z − ψf˜1(z)
){
M1 + zˆ
[µ
2
− (ρ
2
+ c
)
eτΦ
]}
−λ
∫
QT
zˆ
[
M1 + zˆ
(µ
2
+ ρeτΦ
)]
−C
∫
QT
(
[[∆,Mφ]]z − φf˜1(z)
)
eτΦ
◦
z .(3.22)
The boundary terms are collected in (BT )ΣT :
(BT )ΣT :=
∫
ΣT
∂zˆ
∂ν
M1 +
∫
ΣT
∂zˆ
∂ν
zˆ
[µ
2
− (ρ
2
+ c
)
eτΦ
]
+
1
2
∫
ΣT
eτΦ
(
zˆ2t − |∇zˆ|2
)
(h · ν) .+ C
∫
ΣT
∂
◦
z
∂ν
◦
zeτΦ ;
(3.23)
while Ĉ0,T and
◦
C0,T are given, respectively, by:
Ĉ0,T :=
[ ∫
Ω
eτΦzˆt(h · ∇zˆ)
]T
0
− 1
2
[ ∫
Ω
eτΦΦt(zˆ
2
t + |∇zˆ|2)
]T
0
+
[ ∫
Ω
zˆtzˆ
(µ
2
− (ρ
2
+ c
)
eτΦ
)]T
0
,(3.24a)
◦
C0,T :=
[ ∫
Ω
◦
zt
◦
zeτΦ
]T
0
.(3.24b)
Remark 3. The proof of Proposition 3.1 is rather technical; it involves successive
application of weighted multipliers: M1,M2 = µzˆ (M1 and µ are defined in (3.18))
and M3 = e−τΦ◦z. The reader is referred to [21, Section 7.3] for all the details.
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Rewriting the fundamental identity (3.17) for c, τ = 0 or, equivalently, substitut-
ing the identity I in place of eτΦ and utilizing the ‘simplified’ multipliers
M1 = h · ∇zˆ , µ = divh ,
we obtain the following basic assertion, which is Proposition 3 in [21, §5.1].
Lemma 3.2 (Wave Basic Identity). Suppose that the Assumptions 2.1, 2.2, 2.3
hold. Take smooth initial data (ζ0, ζ1), (h0, h1) ∈ D(A1), and set z = h− ζ. Recall
the notation zˆ := ψz and
◦
z := φz (ψ, φ are the cutoff functions introduce in Section
3.2), and the vector field h. Then, for any positive constant C one has
∫
QT
(Jh − ρI)∇zˆ · ∇zˆ + ρ
2
∫
QT
(|∇zˆ|2 + λzˆ2 + zˆ2t )+ C ∫
QT
(|∇◦z|2 + λ◦z2 + ◦z2t )
= 2C
∫
QT
◦
z
2
t + λρ
∫
QT
zˆ2 − 1
2
∫
QT
zˆ∇zˆ · ∇divh
−
∫
QT
(
ψχg˜(zt) + [[∆,Mψ]]z − ψf˜1(z)
)[
h · ∇zˆ + zˆ
2
(divh− ρ)]
− C
∫
QT
(
φχg˜(zt) + [[∆,Mφ]]z − φf˜1(z)
)
◦
z
+ (BT )Σ − Cw0,T ,
(3.25)
where
(BT )Σ :=
∫
Σ
(h · ∇zˆ) ∂zˆ
∂ν
+
1
2
∫
Σ
zˆ
∂zˆ
∂ν
(divh− ρ)
+
1
2
∫
Σ
(
zˆ2t − |∇zˆ|2 − λzˆ2
)
(h · ν) + C
∫
Σ
◦
z
∂
◦
z
∂ν
,
(3.26)
and
(3.27) Cw0,T :=
[ ∫
Ω
zˆt h · ∇zˆ
]T
0
+
1
2
[ ∫
Ω
zˆzˆt (divh− ρ)
]T
0
+ C
[ ∫
Ω
◦
zt
◦
z
]T
0
.
3.4.2. Plate component. Let us now turn to the plate equation. The abstract equa-
tion satisfied by the difference of two evolution trajectories reads as follows:
(3.28) vtt +A2v + b˜(vt) + βκN
∗
0Azt = f˜2(v) ,
where b˜ and f˜2 are defined in (3.5) and (3.7), respectively, and
N0 : H
s(Γ0)→ Hs+3/2(Ω)
is the extension operator
N0 g = w ⇐⇒

(λI −∆)w = 0 in Ω
∂w
∂ν = 0 on Γ1
∂w
∂ν = g on Γ0
.
Temporarily assuming the solution is strong, take the product (in L2(0, T ; Γ0))
of equation (3.28) with vt, thus obtaining the following assertion.
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Lemma 3.3 (Plate Basic identity). Suppose Assumptions 2.2, 2.3 hold. Let (z, zt, v, vt)
be the difference of strong evolution trajectories (h, ht, u, ut) and (ζ, ζt, w, wt). Then,
for any T > 0 on has
(3.29)
∫ T
0
(|A1/22 v|2 + |vt|2) = − ∫ T
0
(b˜(vt), v) +
∫ T
0
(f˜2(v), v) + 2
∫ T
0
|vt|2
+ βκ
∫ T
0
(N∗0Az, vt)− βκ
[
(N∗0Az, v)
]T
0
− [(vt, v)]T0 .
Combining the identities (3.29) and (3.25) establishes the following identity for
the coupled system.
Lemma 3.4 (Basic identity for the composite system). Suppose the Assumptions
2.1, 2.2, 2.3 hold. Then, for any positive constant C one has
∫
QT
(Jh − ρI)∇zˆ · ∇zˆ + ρ
2
∫ T
0
Ezˆ(t) + C
∫ T
0
E◦
z
(t) +
∫ T
0
Ev(t) =
= λρ
∫
QT
zˆ2 + 2
∫
Σ0
v2t + 2C
∫
QT
◦
z
2
t −
1
2
∫
QT
zˆ∇zˆ · ∇divh
−
∫
QT
(
ψχg˜(zt) + [[∆,Mψ]]z − ψf˜1(z)
)[
h · ∇zˆ + zˆ
2
(divh− ρ)]
− C
∫
QT
(
φχg˜(zt) + [[∆,Mφ]]z − φf˜1(z)
)
◦
z
−
∫
Σ0
b˜(vt)v +
∫
Σ0
f˜2(v)v + βκ
∫
Σ0
zvt
+ (BT )Σ − Cw0,T − Cp0,T ,
(3.30)
where the boundary terms (BT )Σ and the constant C
w
0,T are defined in (3.26) and
(3.27) respectively, while the constant Cp0,T is defined by
(3.31) Cp0,T := −βκ
[
(N∗0Az, v)
]T
0
−
[
(vt, v)
]T
0
.
The identity (3.30) is the first step in the proof of existence of a global attractor
for the dynamical system (Y, S(t)) generated by the PDE problem (2.1). In the
following section we show—by careful estimates of all the terms which occur in its
right hand side—that the above formula eventually yields the sought-after pointwise
(in time) estimate on the quadratic energy Ez,v of the coupled PDE system satisfied
by the difference of two trajectories.
4. Existence of a global attractor
This section addresses existence of a global attractor for the dynamics generated
by the evolutionary problem (2.1), and thus culminates with the proof of Theo-
rem 2.5. Among the key properties satisfied by (Y, S(t)) which will enable us to
establish the existence of a global attractor, the most challenging one is asymptotic
smoothness, whose meaning is recorded in Definition A.1. In turn, this property
will eventually follow by showing that the compactness criterion recorded in Theo-
rem A.2 can be applied.
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4.1. Energy inequalities, asymptotic compactness. Starting from the energy
identity in (3.30), we establish a preliminary estimate of the integral over (0, T ) of
the quadratic energy of the system (satisfied by the difference of two trajectories).
Proposition 4.1 (Intermediate inequalities: the integral of the quadratic energy).
Suppose that the Assumptions 2.1, 2.2, 2.3 hold. Let (h, ht, u, ut) and (ζ, ζt, w, wt)
be strong evolution trajectories from distinct initial data Y1 = (h0, h1, u0, u1), Y2 =
(ζ0, ζ1, w0, w1); set z = h− ζ, v = u− w. The following statements hold.
(i) For any T > 0, any ǫ > 0 there exists positive T -independent constants
C1, C2, C3, C, and constant CT,ǫ dependent on T such that
(Cρ − ǫ)
∫ T
0
Ez,v(t) ≤ −
∫
QT
ψχg˜(zt)
[
h · ∇zˆ + zˆ
2
(divh− ρ)]
− C1
∫
QT
φχg˜(zt)
◦
z + C2
∫
QT
◦
z
2
t +
∫
QT
ψf˜1(z)
(
h · ∇zˆ)
+ C3
∫ T
0
[
1 + (b(wt), wt)Γ0 + (b(ut), ut)Γ0
] ‖v‖2−4δ,Γ0
+
∫ T
0
F(‖∆w‖2, ‖∆u‖2) ‖∆v‖ ‖v‖+ ǫ
∫
Σ0
v2t
+ CT,ǫ‖z‖2C([0,T ],L2(Ω)) + C
[
E(0) + E(T )
]
,
(4.1)
where F(·, ·) is bounded for bounded values of its arguments.
(ii) As a consequence of the estimate (4.1) (after some relabeling of constants),
for any T and any ǫ > 0
(Cρ − ǫ)
∫ T
0
Ez,v(t) ≤ −
∫
QT
ψχg˜(zt)
[
h · ∇zˆ + zˆ
2
(divh− ρ)]
− C1
∫
QT
φχg˜(zt)
◦
z + C2
∫
QT
◦
z
2
t +
∫
QT
ψf˜1(z)
(
h · ∇zˆ)
+ CT,ǫ‖z‖2C([0,T ],L2(Ω)) + Cǫ,T,B‖A
1/2−δ
2 v‖2C([0,T ],L2(Γ0))
+ ǫ
∫
Σ0
v2t + C
[
E(0) + E(T )
]
.
(4.2)
Proof. To establish the inequality (4.1) (and, next, (4.2)), we proceed to estimate
all the terms on the right-hand side (RHS) of (3.30). In doing so, we will exploit
the analysis carried out in [21] as well as the study performed in [54] for the wave
equation alone. Of all the needed calculations only a few are given explicitly; the
reader is referred to [21], [54], or [11], whenever possible.
1. Since by (3.14) Jh−ρI is strictly positive-definite, while
∫ T
0 (Ezˆ(t)+E◦z(t))dt is
equivalent to the integral
∫ T
0 Ez(t), the total quadratic energy of the system Ez,v(t)
readily satisfies
Cρ
∫ T
0
Ez,v(t) ≤ LHS of (3.30),
for some positive constant Cρ (the acronym LHS denotes the ‘left-hand side’).
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2. Let us turn to the terms in the RHS of (3.30). We begin by recalling the
following estimates, already utilized in [11]:
(4.3)
∣∣∣ ∫
Σ0
zvt
∣∣∣ = ∣∣∣ ∫ T
0
(N∗0Az, vt)Γ0
∣∣∣ ≤ ǫ ∫ T
0
‖A1/2z‖2 + Cǫ
∫ T
0
|vt|2 ,
∣∣∣ ∫ T
0
(f˜2(v), v)Γ0
∣∣∣ ≤ ∫ T
0
F(‖A1/22 w‖2, ‖A1/22 u‖2) ‖A1/22 v‖ ‖v‖(4.4a)
≤︸︷︷︸
when Y1, Y2 ∈ B
ǫ
∫ T
0
‖A1/22 v‖2 + Cǫ,B
∫ T
0
‖v‖2 ,(4.4b)
∣∣∣ ∫ T
0
(b˜(vt), v)Γ0
∣∣∣ ≤ C ∫ T
0
[
1 + (b(wt), wt)Γ0 + (b(ut), ut)Γ0
] ‖A1/2−δ2 v‖Γ0(4.5a)
≤︸︷︷︸
when Y1, Y2 ∈ B
(T + CB) sup
[0,T ]
‖A1/2−δ2 v‖Γ0 .(4.5b)
A few comments are in order. The inequality (4.3) is straightforward. The esti-
mate (4.4a) (where F(·, ·) denotes a real-valued function which is bounded when its
arguments are bounded) can be verified by elementary computations, while (4.4b)
holds as a consequence of the upper bound for the energy of solutions starting in a
bounded set B (see (2.15)), which gives
|(f˜2(v), v)| ≤ CB‖A1/22 v‖‖v‖ .
The estimate (4.5a) was derived in [11, Lemma 5.3], by using the assumption (2.5)
on the damping function b, and the Sobolev embedding D(A1/2−δ2 ) ⊂ H2−4δ(Γ0) ⊂
C(Γ0), 0 < δ < 1/8 (see [11, Lemma 5.3] for more details); (4.5a) implies (4.5b)
when Y1, Y2 belong to a bounded set B. In fact, from the energy identity (2.13) it
follows ∫ T
0
[
(b(ut), ut)Γ0 + (b(wt), wt)Γ0
] ≤ Eu(0) + Ew(0) + 2c1 ≤ CB .
The estimates (4.4b) and (4.5b) allow us to obtain (4.2) from (4.1).
3. We now show that the spatial traces—collectively included in (BT )Σ, as
defined by (3.26)—are “almost” lower order terms. By lower order terms we mean
terms which are finite in topologies below the energy level; to denote them we will
generically utilize the acronym “lot”. The “almost” qualifier indicates that these
terms can be estimated by means of a combination of ǫ-times the quadratic energy
(this term will be absorbed by the LHS of the inequality), the plate kinetic energy
(which may be expressed in terms of the dampings), plus lower order terms; see
(4.15) below.
To accomplish this goal, we examine either summand occurring in (3.26). This
analysis parallels that performed in [54] for the (uncoupled) wave equation, though
in that case the spatial traces either vanished or produced at most lower order
quantities. In the present case one needs additionally to take into account the
coupling with the plate equation, which is in fact accomplished through boundary
traces. The explicit computations below are given for the sake of completeness and
the reader’s convenience.
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To estimate
I1 :=
∫
Σ
(h · ∇zˆ) ∂zˆ
∂ν
=
∫ T
0
∫
Γ
(h · ∇zˆ) ∂zˆ
∂ν
,
first observe that by construction the cutoff function ψ vanishes on Γ0, while the
(Neumann) boundary conditions are homogeneous on Γ1, and we obtain
(4.6)
∂zˆ
∂ν
=
∂ψ
∂ν
z + ψ
∂z
∂ν
=
∂ψ
∂ν
z .
We now make use of the same argument utilized in [54, §7.3]. Namely, the gradient
∇zˆ is decomposed into its tangential and normal (to Γ) components; the symbol
∇Γf(p) will denote the tangential gradient of f in p. Then,
I1 =
∫ T
0
∫
Γ
h · [(∇zˆ · ν)ν +∇Γzˆ] ∂ψ
∂ν
z
=
∫ T
0
∫
Γ
[
(h · ν)∂zˆ
∂ν
∂ψ
∂ν
z + h · (∇Γψ z + ψ∇Γz)∂ψ
∂ν
z
]
=
∫ T
0
∫
Γ
[
(h · ν)
(∂ψ
∂ν
)2
z2 +
[
(h · ∇Γψ)∂ψ
∂ν
z2
]
︸ ︷︷ ︸
I11
+
1
2
∫ T
0
∫
Γ
ψ
∂ψ
∂ν
(
h · ∇Γz2
)
︸ ︷︷ ︸
I12
.
(4.7)
The first summand I11 in (4.7) is readily bounded as follows:
(4.8) |I11| ≤ C
∫ T
0
∫
Γ
z2 = C
∫
Σ
z2 ≤ ǫ
∫
QT
|∇z|2 + Cǫ
∫
QT
|z|2︸ ︷︷ ︸
lot(z)
(to complete the estimate, we have used a standard interpolation inequality). To
estimate the integral I12, we introduce for simplicity of notation
Gψ := ψ
∂ψ
∂ν
h ,
and compute
(4.9) K12 :=
∫
Γ
Gψ · ∇Γz2 =
∫
Γ
divΓ
(
Gψz
2
)− ∫
Γ
z2divGψ = −
∫
Γ
z2divGψ ,
where the step from the second to the last equality invokes the fact that Gψ is com-
pactly supported in a (boundary-less) manifold Γ; this result follows as a corollary
of, e.g., [52, Ch. 8, Theorem 6]. The term I12 (which coincides with
1
2
∫ T
0 K12) can
be estimated as done for I11 in (4.8), and therefore
(4.10) |I1| ≤ C
∫
Σ
|z|2 ≤ ǫ
∫
QT
|∇z|2 + Cǫ
∫
QT
|z|2 .
By (4.6), for the integral
I2 :=
∫
Σ
zˆ
∂zˆ
∂ν
divh
we get
(4.11) |I2| =
∣∣∣ ∫ T
0
∫
Γ1
ψ
∂ψ
∂ν
z2divh
∣∣∣ ≤ c ∫
Σ1
|z|2 .
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The integral
I3 := −ρ
2
∫
Σ
zˆ
∂zˆ
∂ν
can be treated similarly; therefore
(4.12) |I3| ≤ c
∫
Σ1
|z|2 .
By the properties of the cutoff function ψ and of the vector field h one has imme-
diately
(4.13) I4 :=
1
2
∫
Σ
(
zˆ2t − |∇zˆ|2 − λzˆ2
)
(h · ν) = 0 .
It remains to estimate the integral
I5 := C
∫
Σ
◦
z
∂
◦
z
∂ν
.
Recall that
◦
z = φz and rewrite I5 accordingly; next, taking into account the prop-
erties of the cutoff function φ and the boundary conditions
∂z
∂ν
= ακvt on Γ0,
∂z
∂ν
= 0 on Γ1,
we finally obtain
I5 = C
∫
Σ
φz
(∂z
∂ν
+ φ
∂z
∂ν
)
= C
∫
Σ
φ
∂φ
∂ν
z2 + ακC
∫
Σ0
zvt .
Thus, using once again interpolation arguments, we get
(4.14) |I5| ≤ ǫ
∫ T
0
‖A1/2z‖2Ω + ǫ
∫ T
0
‖vt‖2Γ0 + Cǫ,C
∫
QT
z2 .
Combining the five estimates (4.10)–(4.14), we conclude
(4.15)
∣∣(BT )Σ∣∣ ≤ ǫ ∫
QT
|∇z|2 + ǫ
∫
Σ0
v2t + Cǫ,C
∫
QT
z2 .
4. All time-traces (point-wise energy at t = 0, T ) are dominated by
C[E(0) + E(T )] .
5. For the analysis of the remaining terms the reader is referred to [54] and [21].
We point out explicitly that although the integral∫
QT
[[∆,Mψ]]z h · ∇zˆ
is equivalent to
∫
QT
|∇z|2 (that is at full energy level), however, due to the fact that
the commutator is supported on the set where φ = 1 then, following [21, §5.1], this
term can be absorbed by C
∫ T
0
E◦
z
(t) by selecting C sufficiently large (dependent on
ψ and h). More specifically, let
Ωφ := φ
−1({1}) ∩ Ω ,
and recall that by construction ψ ≡ 1 on Ω \ Ωφ; this implies, by using (3.10),
[[∆,Mψ]]z = ∆ψz + 2∇ψ · ∇z ≡ 0 on Ω \ Ωφ .
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The above yields∫
QT
[[∆,Mψ ]]zh · ∇zˆ =
∫ T
0
∫
Ωφ
(∆ψz + 2∇ψ∇z)h · ∇zˆ
≤ C
∫ T
0
∫
Ωφ
|∇z|2 = C
∫ T
0
∫
Ωφ
|∇◦z|2 ≤ C
∫ T
0
E◦
z
(t) ,
as desired.
6. We finally observe that the integral∫
QT
ψf˜1(z)h · ∇zˆ ,
is the most challenging, as it is a “full energy level” term, since f˜1(z) ∼ |z|1,Ω.
However, it will not be difficult to cope with this issue at the first stage of showing
asymptotic smoothness of the semi-flow (thus, existence of the global attractor),
because of the relatively weak requirements of the abstract result recalled in Theo-
rem A.2. This fact will be clarified below. 
As it will play a fundamental role in the subsequent discussion, let us record the
energy relation pertaining to the differences of strong trajectories, which we denote
by Ez,v(t):
(4.16) Ez,v(t) + β
∫ t
s
(χg˜(zt), zt) dr + α
∫ t
s
(b˜(vt), vt) dr =
Ez,v(s) + β
∫ t
s
(f˜1(z), zt) dr + α
∫ t
s
(f˜2(v), vt) dr .
Indeed, the above identity yields the exact expression of the integral of the dampings
in terms of (pointwise) values of the energy and integrals of the nonlinear forces.
Proposition 4.2 (Pointwise estimate of the total energy). Under the Assumptions
of Proposition 4.1, but now with (h, ht, u, ut) and (ζ, ζt, w, wt) being generalized
solutions (corresponding to initial data Y1 and Y2, respectively) originating in a
bounded set B, for any sufficiently large T and any ǫ > 0, there exists a constant
CB,ǫ such that
(4.17) Ez,v(T ) ≤ C
(
ǫ2 +max{g(±ǫ),−g(−ǫ)}2)+ CB,ǫ
T
+ΨB,T (Y1, Y2) ,
where (with z = h− ζ, v = u− w)
(4.18)
ΨB,T (Y1, Y2) := CT
(
sup
t∈[0,T ]
‖z(t)‖2 + sup
t∈[0,T ]
‖A1/2−δ2 v(t)‖2 + sup
t∈[0,T ]
‖A1/2−δ2 v(t)‖
)
+ CT
∫ T
0
ds
∫ T
s
(f˜1(z), zt) dτ + CT
∫ T
0
ds
∫ T
s
(f˜2(v), vt) dτ
+ CT
∫
QT
ψ2f˜1(z)h · ∇z .
Proof. To derive (4.17) from (4.2), we utilize the chief arguments of [21, Proof of
Lemma 4.2]. First temporarily assume that the trajectories are strong. Begin with
analysis of the terms in (4.2) which involve the damping functions.
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1. (Plate damping.) By Assumption 2.3, in particular, according to the lower
bound (2.5), it follows that given ǫ > 0, there exists a constant mǫ such that
(4.19) s2 ≤ 1
mb,ǫ
s b(s) , |s| ≥ ǫ¯ .
Since v = u− w, if we set
Σ0,ǫ :=
{
(ξ, t) ∈ Γ0 × [0, T ] : |ut(ξ, t)|+ |wt(ξ, t)| < ǫ
}
,
in light of (4.19), we obtain∫
Σ0
v2t ≤ 2
∫
Σ0
(u2t + w
2
t ) ≤ 4
∫
Σ0,ǫ
ǫ2 + 2m−1b,ǫ
∫
Σ0\Σ0,ǫ
(
utb(ut) + wtb(wt)
)
,
which implies the estimate
(4.20)
∫
Σ0
v2t ≤ ǫ2 C T + CB,ǫ ,
where C = 4|Γ0| is crucially independent of T and ǫ. The time-independent bound
on the damping integral follows from the energy identity (2.13) and the global bound
on the energy from the Proposition (2.8).
2. (Wave damping.) The estimate of the three terms involving the wave
damping, which occur on the RHS of (4.2), was carried out in [21]. We provide a
few hints for the reader’s convenience. First, notice that
(4.21) −
∫
QT
ψχg˜(zt)
[
h · ∇zˆ + zˆ
2
(divh− ρ)]− C1 ∫
QT
φχg˜(zt)
◦
z + C2
∫
QT
◦
z
2
t
≤ ǫ
∫
QT
|∇z|2 + CT,ǫ sup
t∈[0,T ]
‖z(t)‖2 + Cǫ
∫
QT
[
z2t + χg˜(zt)
2
]
.
To estimate the last integral on the RHS of (4.21), we recall that z = h − ζ, and
make use of the elementary inequality
(4.22) s2 + g2(s) ≤ (Mg +m−1g,ǫ)s g(s) , |s| ≥ ǫ
which follows from the Assumption 2.3 as well. Thus, introducing the set
QT,ǫ := {(x, t) ∈ Ωχ × [0, T ] : |ht(x, t)|+ |ζt(x, t)| < ǫ} ,
and the relative splitting of the integral as before, we thereby obtain∫
QT
χ
[
z2t + g˜(zt)
2
] ≤ 2 ∫
QT
χ
(
h2t + ζ
2
t + g(ht)
2 + g(ζt)
2
)
≤ 4
∫
QT,ǫ
(
ǫ2 +max{g(ǫ),−g(−ǫ)}2)+ Cǫ ∫
QT \QT,ǫ
χ
(
htg(ht) + ζtg(ζt)
)
(4.23)
≤ C T (ǫ2 +max{g(ǫ),−g(−ǫ)}2)+ Cǫ,B ,(4.24)
where, once more, C = 4|Ωχ| is independent of T and ǫ.
3. (Energy level wave term.) We rewrite
(4.25)
∫
QT
ψf˜1(z)h · ∇zˆ =
∫
QT
ψzf˜1(z)h · ∇ψ︸ ︷︷ ︸
I1
+
∫
QT
ψ2f˜1(z)h · ∇z︸ ︷︷ ︸
I2
,
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and assert that the first summand satisfies
(4.26)
∣∣I1∣∣ ≤ ǫ ∫ T
0
Ez(t) dt+ Cǫ,B,T ‖z‖2C([0,T ],L2(Ω)) .
(The proof of (4.26) is relegated to the Appendix.) The above estimate shows that
I1 in (4.25) is an “almost lower order” term (and hence, innocuous): namely, it is
dominated by a term which can be moved to the LHS of (4.2) as well, plus a lower
order term.
4. We now fix t = T in the energy equality (4.16) (pertaining to the differences
of trajectories), and integrate both sides of the equality between 0 and T , thus
obtaining
(4.27) TEz,v(T ) ≤
∫ T
0
Ez,v(s) ds
+ β
∫ T
0
ds
∫ T
s
(f˜1(z), zt) dτ + α
∫ T
0
ds
∫ T
s
(f˜2(v), vt) dτ .
Applying all the inequalities (4.20), (4.21), (4.24), (the identity (4.25)) and (4.26)
to estimate the integral of the quadratic energy on the right hand side of (4.27),
and dividing both sides by T , we establish (4.17) for strong solutions. However,
since each term of (4.17) is continuous with respect to the finite energy topology of
Y, the estimate is extended to generalized solutions, which concludes the proof. 
The existence of a global attractor will follow if we apply the Theorem A.2, as
stated in the Appendix. The hypothesis of this theorem directly follows for small
ǫ¯ and large enough T , provided we also show that the sequential limit (A.1) does
hold with Ψ as in (4.18).
Proposition 4.3 (Weak sequential compactness). Let Y n := {ζn, ζnt , wn, wnt } be a
sequence of trajectories originating in a bounded subset B of Y. Then
lim inf
n→∞
lim inf
m→∞
ΨB,T (Y
n, Y m) = 0
Proof. First, define
zm,n := ζm − ζn, vm,n := wm − wn
Step 1: The limits of the lower-order norms. Recall the following compactness
result (for instance, see [51]): given a tower of Banach spaces X0
compact→֒ X →֒ X1,
sets which are bounded in Lp(0, T ;X0)∩W 1,r(0, T ;X1) are compact in Lp(0, T ;X)
for 1 ≤ p <∞ if r = 1, and p =∞ if r > 1. Take
• X0 = H1(Ω), X = L2(Ω) = X1,
• and then X0 = H2(Γ0), X = D(A1/2−δ2 ), X1 = L2(Γ0), any 0 < δ ≤ 1/2,
to conclude that (on a subsequence reindexed again by n) {ζn, wn} converges
strongly in L∞(0, T ;L2(Ω) × D(A1/2−δ2 )) to some {ζ, w}. In addition, the func-
tions are continuous on [0, T ] so
(4.28) {ζn, wn} → {ζ, w} strongly in C([0, T ], H1−δ(Ω)×D(A1/2−δ2 )) .
Henceforth we will not explicitly mention every passage to a subsequence and con-
tinue working with indices labeled m and n. Consequently,
(4.29) lim inf
m→∞
lim inf
n→∞
(
sup
[0,T ]
‖zm,n(t)‖ + sup
[0,T ]
‖A1/2−δ2 vm,n‖
)
= 0 .
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Step 2: Convergence of the source terms. Pick t ∈ [0, T ], then from the
Lipschitz property of f1 we have for every t∫
Ω
|f1(ζn(t))− f1(ζ(t))| ≤CB ‖ζn − ζ‖C([0,T ],L2(Ω)) .
Hence, by (4.28)
(4.30) f1(ζ
n)→ f1(ζ) strongly C([0, T ], L1(Ω)) .
An almost identical estimate carried with the anti-derivative F1 of f1 shows
(4.31) F1(ζ
n)→ F1(ζ) strongly C([0, T ], L1(Ω)) .
Let χs be the characteristic function of the set [s, T ] ⊂ [0, T ]. Since the sequence
{χs(t)f1(ζn(x, t))} is bounded in L∞([0, T ]s × [0, T ], L2(Ω)) (and converges a.e. to
χsf(ζ) as follows a fortiori from (4.30)), then
(4.32) χsf1(ζ
n)→ χsf1(ζ) weakly in L2([0, T ]s × [0, T ]× Ω),
and trivially
(4.33) ζnt → ζ weakly in L2([0, T ]s × [0, T ]× Ω) .
Now establish similar convergence results for the plate component. Since
(4.34) wn → w strongly in C([0, T ], H1(Γ0)) ,
according to (4.28) with δ = 1/4, then ‖∇wn‖2L2(Γ0) → ‖∇w‖L2(Γ0) in C([0, T ]).
Because a priori wn converges weakly in L2(0, T ;D(A1/22 )), then ∆wn converges
weakly in L2(QT ). As above, we may extend the space-time domain along another
dimension with the interval [0, T ] to accommodate a characteristic function χs(t)
of the set [s, T ] ⊂ [0, T ]; the latter set, being bounded, does not affect the L2
convergence on the finite measure space [0, T ]s × [0, T ]× Ω. Obtain:
(χs)
(
Q− ‖∇wn‖2)∆wn → (χs) (Q− ‖∇w‖2)∆w
weakly in L2([0, T ]s × [0, T ]× Ω)
(4.35)
and
(4.36) wnt → w weakly in L2([0, T ]s × [0, T ]× Ω) .
Step 3: The limits of the source terms.∫ T
0
ds
∫ T
s
(
f˜1(z
m,n), zm,nt
)
dt
=
∫
Ω
∫ T
0
ds
∫ T
s
d
dt
(F1(ζ
n) + F1(ζ
m)) dt−
∫ T
0
ds
∫ T
s
[
(f1(ζ
n), ζmt ) + (f1(ζ
m), ζnt )
]
dt
=T
∫
Ω
[
F1(ζ
n(T )) + F1(ζ
m(T ))
]
dx−
∫
QT
[
F1(ζ
n) + F1(ζ
m)
]
−
∫
Ω
∫ T
0
ds
∫ T
s
[
χsf1(ζ
n)ζmt + χsf1(ζ
m)ζnt
]
.
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Pass to the limit n→∞ and then m→∞ (on appropriate subsequences), apply the
convergence results (4.31), (4.32), (4.33) to obtain on the RHS of the last equality
the following terms
2T
∫
Ω
F1(ζ(T ))dx − 2
∫
QT
F1(ζ) − 2
∫
Ω
∫ T
0
ds
∫ T
s
d
dt
F1(ζ)
which readily cancel each other. Whence
(4.37) lim inf
m→∞
lim inf
n→∞
∫ T
0
ds
∫ T
s
(
f˜1(z
m,n), zm,nt
)
= 0 .
Next, recall that ψ (when restricted to the boundary) is supported on the set
where (h · ν) = 0, consequently ψ2(h · ν)∣∣
Γ
≡ 0, and integration by parts yields∫
QT
ψ2h · ∇(F1(ζn) + F1(ζm)) = ∫
QT
ψ2(div h)
(
F1(ζ
n) + F1(ζ
m)
)
;
use the latter identity to derive:∫
QT
ψ2f˜1(z
m,n)h · ∇zm,n =−
∫
QT
ψ2(divh)
(
F1(ζ
n) + F1(ζ
m)
)
−
∫
QT
ψ2h · [f1(ζn)∇ζm + f1(ζm)∇ζn] .
Since the sequences {∇ζn} and {f(ζn)} are pre-compact in L2(QT ), then passing
to the limits n → ∞, m → ∞ in the last identity, and subsequent integration by
parts, show
(4.38) lim inf
m→∞
lim inf
n→∞
∫
QT
ψ2f˜1(z
m,n)h · ∇zm,n = 0 .
Finally,∫ T
0
ds
∫ T
s
(f˜2(v
m,n), vm,nt ) =
=T
∫
Ω
[
Q
2
(‖∇wn(T )‖2 + ‖∇wm(T )‖)2 − 1
4
(‖∇wn(T )‖4 + ‖∇wm(T )‖4)]
−
∫
QT
[
Q
2
(‖∇wn‖2 + ‖∇wm‖)2 − 1
4
(‖∇wn‖4 + ‖∇wm‖4)]
−
∫
QT
ds
∫ T
s
[(
Q− ‖∇wn‖2)∆wnwmt + (Q− ‖∇wm‖2)∆wmwnt ] .
The convergence results (4.34), (4.35), and (4.36) show that the RHS of the last
expression converges to
T
∫
Ω
[
Q‖∇w(T )‖2 − 1
2
‖∇w(T )‖4
]
−
∫
QT
[
Q‖∇w‖2 − 1
4
‖∇w‖4
]
− 2
∫ T
0
ds
∫ T
s
(
Q− ‖∇w‖2)∆wwt = 0
(use integration by parts in space on the last term to exhibit cancelation). Whence
(4.39) lim inf
m→∞
lim inf
n→∞
∫ T
0
ds
∫ T
s
(f˜2(v
m,n), vm,nt ) = 0 .
The limits (4.29), (4.37), (4.38) and (4.39) complete the proof of Proposition 4.3. 
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The results of the Propositions 4.2 and 4.3 confirm, via Theorem A.2, that the dy-
namical system (Y, S(t)) generated by the PDE (2.1) is asymptotically smooth (see
the Definition A.1 in the Appendix) and the existence of a global compact attrac-
tor A , along with the claimed geometric description, will follow from the abstract
results pertaining to infinite-dimensional dynamical systems which we summarize
below.
4.2. Concluding the proof of Theorem 2.5 (existence and geometry of the
attractor). All the assertions of Theorem 2.5 will follow from [20, Corollary 2.29].
To prove that the latter result applies, we need to check that (Y, S(t)) possesses
three chief properties: namely, that (i) it is gradient, (ii) it is asymptotically smooth
and (iii) the set of its equilibria is bounded. Since the asymptotic smoothness
property has been established in the previous section, it remains to show that (i)
and (iii) hold true.
(i) Let us recall that a dynamical system (Y, S(t)) is gradient if it admits a strict
Lyapunov function. We will show that in the present case the Lyapunov function’s
role is played by the full energy E(t) of the system.
1. We first observe that the identity (2.13) shows that the map
t 7→ E(ζ(t), ζt(t), w(t), wt(t))
is non-increasing in t along strong solutions. By continuity of E(t) in the finite
energy norm, this property is inherited by weak solutions.
2. We further need to show that if
E(ζ(t), ζt(t), w(t), wt(t)) = E(ζ(0), ζt(0), w(0), wt(0)) ∀t > 0 ,
then (ζ(t), ζt(t), w(t), wt(t)) is a stationary solution of system (2.1). Notice, prelimi-
narly, that a stationary solution of the coupled system (2.1) has the form (ζ, 0, w, 0),
where ζ and w satisfy, respectively, the decoupled boundary value problems{
−∆ζ = f(ζ) in Ω
∂ζ
∂ν = 0 on Γ
,
{
∆2w = f2(w) in Γ0
w = ∆w = 0 on ∂Γ0
.
Thus, suppose we are given a generalized solution y(t) = (ζ(t), ζt(t), w(t), wt(t))
such that Ey(t) = Ey(0) for all t > 0, and let yn(t) = (ζn(t), ζnt (t), wn(t), wnt (t))
any sequence of strong solutions convergent to y in C([0, T ],Y). From the energy
identity it follows that both∫ T
0
∫
Ω
χg(ζnt )ζ
n
t → 0 ,
∫ T
0
∫
Γ0
b(wnt )w
n
t → 0 ,
which implies ζnt → 0 pointwise a.e. in Ωχ and wnt → 0 pointwise a.e. in Γ0. That
the first limit implies ζt ≡ 0 for all positive t—i.e. ζ is indeed stationary—follows
by applying a unique continuation result established in [43]; see also [54] and [21,
Section 2.7] for further references.
More easily, since the sequence wnt converges to wt in C([0, T ], L2(Γ0)), in view of
the second limit we obtain that wt ≡ 0 in Γ0 for all t. Consequently, y(t) is constant
with respect to t, i.e. has the form (ζ, 0, w, 0), that is a stationary solution of (2.1),
which concludes the proof.
(iii) Let N be the set of equilibria of the flow S(t) associated with the PDE
problem (2.1), defined in (2.8). We already observed that N is the product of
the sets of equilibria N1, N2 of either uncoupled equation. Boundedness of N1 has
been shown in [21, Proposition a-10], as a consequence of the dissipativity condition
ATTRACTORS FOR A COUPLED WAVE/PLATE SYSTEM 25
in Assumption 2.2. Boundedness of N2 follows as well using the structure of the
nonlinear function f2 which occurs in the plate equation (according to Berger).
The corresponding proof is fairly simple; however, as it was omitted in [11], it is
given here for completeness; for a proof under more general assumptions on the
nonlinearity, see [48].
Consider the abstract formulation of the stationary problem corresponding to
the plate equation, that is
A2w = p0 + (Q− |A1/42 w|2)A1/22 w .
Taking the dot product (in L2(Γ0)) of this equation by w, we obtain
|A1/22 w|2 + |A1/42 w|4 − (p0, w) = Q |A1/42 w|2 ,
which is equivalent to
(4.40) |A1/22 w|2 +
(|A1/42 w|2 −Q) |A1/42 w|2 = (p0, w) .
Since A2 = ∆
2 with hinged boundary conditions is a positive operator, there exists
λ0 > 0 such that (A2w,w) ≥ λ0|w|2 for any w. Thus, if Q ≤ 0 then (4.40) readily
implies the inequality
λ0|w|2 +
(
λ
1/2
0 |w|2 −Q
)
λ
1/2
0 |w|2 ≤ |p0| |w| ∀w ,
which cannot hold true, unless there exists a constant C > 0 such that |w| ≤ C. To
show that the same is true when Q > 0, we proceed by contradiction: namely, we
assume that for any C > 0 there exists w such that |w| > C. Thus, taking initially
w such that λ
1/2
0 |w|2 −Q > Q, and next strenghtening the lower bound on |w| to
(4.41) |w| > C := max
{√
2Q
λ
1/4
0
,
|p0|
Qλ
1/2
0
}
,
we see that (4.40) combined with (4.41) imply
0 < λ0|w|2 + |w|
(
Qλ
1/2
0 |w| − |p0|
) ≤ 0 ,
and we achieve a contradiction. 
5. Finite dimensionality and smoothness of the attractor
In this section we discuss the issue of fractal dimension of the global attractor.
We aim to show that the criterion recalled as Theorem A.4 applies, i.e. the global
attractor has finite fractal dimension, thereby establishing Theorem 2.7. As we will
see, while the “Carleman version” of the wave fundamental identity (3.17) has not
been used in order to establish the existence of the attractor, it is central to the
proof of finite dimensionality of the attractor. Indeed, it brings about the following
Lemma, which constitutes a major step in the proof of the inequality (A.2) required
by Theorem A.4.
Lemma 5.1 (Observability/stabilizability-like inequalities). Suppose the Assump-
tions 2.1, 2.2 hold, along with, initially, the weaker Assumption 2.3 on the damping
functions. Let Y1 = (h0, h1, u0, u1), Y2 = (ζ0, ζ1, w0, w1), be two smooth initial data
and the (h, ht, u, ut) and (ζ, ζt, w, wt) be the corresponding strong evolution trajec-
tories; set z = h − ζ, v = u − w. (Recall the definitions of the cutoff functions ψ
and φ, the vector field h, as well as zˆ = ψz and
◦
z = φz.)
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Then for a sufficiently large T and any positive parameters τ , ǫ, ǫ0, there exist
positive constants C1, C2, C1;T , C2;T , and Cτ,T,ǫ,ǫ0 such that
C1
{∫
QT
eτΦ
(|∇zˆ|2 + λzˆ2 + zˆ2t )+ ∫
QT
eτΦ
(|∇◦z|2 + λ◦z2 + ◦z2t )}
≤ ǫ
2
0
4
∫ T
0
‖∇z‖2 + ǫ
∫
QT
eτΦ
(|∇z|2 + z2t + f˜1(z)2)
− τ
∫
QT
e−τΦM21 +
∫
QT
[
ψf˜1(z)− χg˜(zt)
]M1
+ C2
∫
QT
eτΦχ2g˜(zt)
2 + C1;T
∫ T
0
∫
Ωχ
eτΦz2t + ǫ
∫
Σ0
v2t
+ C2;T e
−δτ
[
Ez(0) + Ez(T )
]
+ Cτ,T,ǫ,ǫ0‖z‖2C([0,T ],L2(Ω)) .
(5.1)
The estimate (5.1) is an analogue of the inequality (46) in the first part of [21,
Lemma 4.3] (which pertained to the wave equation alone). It is established as well by
carefully estimating all the terms which occurr in the RHS of the wave fundamental
identity (3.17). Here, due to the coupling, the wave (non-homogeneous) boundary
traces naturally bring in the inequality the integral of the plate kinetic energy. The
proof is omitted; for technical details see [21, Section 6.6], and step 3. in the proof
of Proposition 4.1 of the present paper.
Remark 4. We just notice that in order to obtain the estimate (5.1), the constant c
(which occurrs in the definition of the function Φ(x, t)) has been assumed to satisfy
both the inequalities c < ρ/2 and (3.16). Let us recall from [21] that in particular,
in light of the latter constraint one has Φ(x, 0) = Φ(x, T ) < 0, which in turn implies
the existence of a constant δ > 0 such that
(5.2) Φ(x, 0) < −δ , Φ(x, T ) < −δ ∀x ∈ Ω .
The above property has been critically used to estimate the integrals (evaluated at
the end points t = 0, T ) (3.24) in (3.17).
The remainder of the proof is split into a sequence of three results:
(1) Lemma 5.2 provides the inequality which leads to the finite-dimensionality
estimate and the regularity of the attractor; however, the result possibly
holds only on a restricted time-interval and under an assumption that a
certain auxiliary estimate is true.
(2) Proposition 5.3 verifies the auxiliary inequality used in the hypothesis of
Lemma 5.2, but up to a perturbation by source terms.
(3) Finally, Proposition 5.4 uses the perturbed estimate derived in Proposi-
tion 5.3 to show that the hypothesis of Lemma 5.2 holds and the necessary
estimate is satisfied globally in time, independently of the choice of the
trajectories through the attractor.
Lemma 5.2 (Conditional regularity and observability). Let T be given by Lemma
5.1. Suppose for any pair of trajectories γ1 := {h, ht, u, ut} and γ2 := {ζ, ζt, w, wt}
through the attractor A one can find a time Tγ1,γ2 and a non-negative function
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G ∈ L1(R) such that
(5.3)
Ez,v(s+T ) ≤ σEz,v(s) +CA ,σ,T lots+Ts (z, v) +
T∫
s
G(τ)Ez,v(τ)dτ ∀s < Tγ1,γ2 − T ,
where
• lotba(z, v) := sup
θ∈[a,b]
(
‖z(θ)‖2 + ‖A1/2−δ2 v(θ)‖2
)
,
• the constants 0 < σ < 1 and CA ,T,σ > 0 are independent of γ1, γ2 (in the
attractor),
• ‖G‖L1(R) <∞ and the norm can be bounded independently of γ1, γ2.
Then
(a) There exists σ1 < 1, T ≥ T and T γ1,γ2 < Tγ1,γ2 such that the following estimate
holds for any pair of trajectories through the attractor with all the coefficients
being independent of the trajectories themselves:
(5.4) Ez,v(s+ T ) ≤ σ1Ez,v(s) + CA ,σ,T lots+Ts (z, v), ∀s < T γ1,γ2 .
(b) Every trajectory γ = {ζ, ζt, w, wt} through the attractor is strong. Furthermore
there exists a constant CA , dependent on the diameter of the attractor A (in
the state space Y), but independent of γ such that
‖ζt‖1,Ω + ‖ζ‖2,Ω + ‖wt‖2,Ω + ‖w‖4,Ω ≤ CA , ∀t < T γ
for some T γ. Moreover, if in part (a) T γ1,γ2 =∞ for every γ1, γ2, then T γ =∞,
i.e. the attractor is bounded in the higher-energy space.
Proof. Let T be given by Lemma 5.1, and fix any T2 ∈ [T, 2T ] (in fact any interval
with T being the left end-point would serve the purpose). Repeatedly applying the
inequality (5.3) from the hypothesis get
Ez,v(s+ T2) ≤
≤σEz,v(s) + CA ,σ,T2 lots+T2s (z, v) +
∫ T2
s
G(τ)Ez,v(τ)dτ
≤σ2Ez,v(s− T2) + (σ + 1)
(
CA ,σ,T2 lot
s+T2
s−T2
(z, v) +
∫ s+T2
s−T2
G(τ)Ez,v(τ)dτ
)
≤ · · ·
≤σmEz,v(s− (m− 1)T2)
+
m−1∑
j=0
σj
CA ,σ,2T lots+T2s−(m−1)T2(z, v) +
s+T2∫
s−(m−1)T2
G(τ)Ez,v(τ)dτ
 ,
where the very last step also uses the fact that the constant CA ,σ,T2 is continuous
increasing with respect to T2, hence can be bounded by CA ,σ,2T . Define s0 :=
s− (m− 1)T2 and t = s0 +mT2 = s+ T2, then
Ez,v(t) ≤ σmEz,v(s0) + 2CA ,σ,2·T lotts0(z, v) + 2
∫ t
s0
G(τ)Ez,v(τ)dτ.
The latter inequality depends on T2 only via t, hence holds for all s+T ≤ t ≤ s+2T ,
or, equivalently, s0 +mT ≤ t ≤ s0 + 2mT . Since lotts0(z, v) is non-decreasing in t,
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Gronwall’s inequality on this time-interval interval implies
Ez,v(t) ≤
(
σmEz,v(s0) + 2CA ,σ,T lot
t
s0(z, v)
)
e2‖G‖L1(R) .
Because σ < 1, we can carry out this argument for m large enough so that
σ1 := σ
m · e2‖G‖L1(R) < 1.
For such an m it then follows
Ez,v(t) ≤ σ1Ez,v(s0) + CA ,σ1,T lotts0(z, v), ∀t ∈ [s0 +mT, s0 + 2mT ] .
To obtain part (a) of the Lemma just relabel the constants. For instance, pick
T ∈ [s0 + mT, s0 + 2mT ], denote T γ1,γ2 := Tγ1,γ2 − 2mT , and, finally, relabel s0
into s.
Now pick any trajectory t 7→ {ζ(t), ζt(t), w(t), wt(t)} through A , let h ∈ (0, 1),
and introduce the difference quotients
zh(t) := ζ(t+ h)− ζ(t), vh(t) := w(t + h)− w(t) .
According to the now-verified part (a) of the Proposition in question we may find
T > 0 and some T ζ,w (slightly decreased if needed to accommodate a shift by h < 1
along the trajectory), and σ1 < 1 such that
Ezh,vh(s+ T ) ≤ σ1Ezh,vh(s) + CA ,σ1,T lots+Ts (zh, vh) ∀s < T ζ,w .
Divide now each side of the equation by h2 and introduce
Y h(t) :=
1
h
{
zh(t), zht (t), v
h(t), vht (t)
}
,
with the respective energy denoted Eh(t) for a shorthand. Observe that
1
h2
lotba(z
h, vh) = sup
θ∈[a,b]
(∥∥∥∥ ζ(θ + h)− ζ(θ)h
∥∥∥∥2 + ∥∥∥∥w(θ + h)− w(θ)h
∥∥∥∥2
)
.
Since both ζ and w are in C1([0, T ];L2) (respectively over Ω and Γ0), these difference
quotients can be bounded via ‖ζt‖2 and ‖wt‖2 which, in turn, are uniformly globally
bounded by some CA . Consequently, we may without loss of generality state
Eh(s+ T ) ≤ σ1Eh(s) + CA ,σ1,T ∀s ≤ T ζ,w, h ∈ (0, 1) .
Both sides of the last inequality are continuous with respect to s; take sups≤T ζ,w
on the RHS, and sups≤T ζ,w−T on the LHS, to conclude that
(1− σ1) sup
t≤T ζ,w
Eh(t) ≤ C
A ,σ1,T
;
this last estimate is independent of h, hence taking hց 0 yields
‖ζtt(t)‖ + ‖∇ζt(t)‖ + ‖wtt(t)‖ + ‖∆wt(t)‖ < C1,A ∀t ≤ T ζ,w .
From the system (2.1) it then follows that the H2 and H4 norms of ζ and w,
respectively, are also bounded by some constant CA , at least for t ≤ T ζ,w. Forward
propagation of regularity implies that the trajectory is strong, in particular that
A ⊂ H2(Ω)×H1(Ω)×H4(Ω)×H2(Ω) ;
however, we cannot yet claim that the regularity is uniform since for each trajectory,
the bound C1,A in the higher topology, albeit not directly dependent on t, came
from the analysis carried out only for until a certain time t. However, if the original
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T ζ,w provided by part (a) of the Lemma is infinite then taking T ζ,w → ∞ implies
the said bound for all t ∈ R. This completes the proof of Lemma 5.2. 
Now to complete the proof of finite-dimensionality of the attractor and its reg-
ularity it remains to verify that the hypothesis of Lemma 5.2 holds, with Tγ1,γ2 of
(5.3) being ∞. As a first step we verify the desired estimate, but perturbed by the
source terms.
Proposition 5.3 (Perturbed estimate). Suppose the Assumptions 2.1, 2.2 hold.
Furthermore, let the damping functions g and b further satisfy Assumption 2.6,
then there exist constants 0 < σ < 1, cE > 0, CB,σ, and T0 > 0, such that for
any T ≥ T0 and any two trajectories Y1 = {h, ht, u, ut}, Y2 = {ζ, ζt, w, wt} (with
z := h− ζ, v := u− w)
(5.5)
Ez,v(s+ T ) + cE
∫ s+T
s
E(t)dt ≤ σEz,v(s) + CB,σ lot(z, v) + {Forces} ∀s ∈ R ,
where,
Forces := α{I}(f˜1(z), zt) + β{I}(f˜2(v), vt)(5.6a)
{I} :=
{
C1,T
∫ s+T
s
dt
∫ t
s
+C2,T
∫ t1
t0
dt
∫ s+T
t
+C3,T
∫ s+T
s
}
(5.6b)
and (t0, t1) ⊂ [s, s+ T ].
Remark 5. The constant cE in (5.5) was granted a special name merely to make it
easier to keep track of this constant. This parameter will determine how constants
are chosen later on in Step 1 of the proof of Proposition 5.4.
Proof. 1. First work with strong trajectories. For any ǫ > 0 we have
(5.7) − τ
∫
QT
e−τΦM21 +
∫
QT
[
ψf˜1(z)− χg˜(zt)
]M1
≤ −
(
τ − 1
2ǫ
)∫
QT
e−τΦM21 + ǫ
∫
QT
eτΦ
[
f˜1(z)
2 + χ2g˜(zt)
2
]
.
Applying this estimate to (5.1) gives
C1
{∫
QT
eτΦ
(|∇zˆ|2 + zˆ2t )+ ∫
QT
eτΦ
(|∇◦z|2 + ◦z2t )}
≤ ǫ
2
0
4
∫ T
0
‖∇z‖2 + 2ǫ
∫
QT
eτΦ
(|∇z|2 + z2t + f˜1(z)2)− (τ − 12ǫ)
∫
QT
e−τΦM21
+ C2
∫
QT
eτΦχ2g˜(zt)
2 + C1;T
∫ T
0
∫
Ωχ
eτΦz2t + ǫ
∫
Σ0
v2t
+ C2;T e
−δτ
[
Ez(0) + Ez(T )
]
+ Cτ,T,ǫ,ǫ0‖z‖2C([0,T ],L2(Ω)) .
(5.8)
Next choose ǫ = τ−1, which ensures(
τ − 1
2ǫ
)∫
QT
e−τΦM21 > 0 .
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2. By construction of Φ (see Section 3.3) we have
Φ(x, 0) = Φ(x, T ) < 0 and Φ(x, T/2) = d(x) ≥ min
x∈Ω¯
d(x) > 0 .
So there exists an interval [t0, t1] ⊂ (0, T ) such that
(5.9) Φ(x, t) ≥ 0 (x, t) ∈ Ω× [t0, t1] .
Let us choose, specifically,
t0 =
T
2
−
√
infx∈Ω d(x)
c
, t1 =
T
2
+
√
infx∈Ω d(x)
c
.
The above observation enables us to separate the terms z2t and |∇z|2 from the
Carleman weight eτΦ, thus recovering the (wave) energy integrals. In fact, from
(5.9) it follows eτΦ ≥ 1 in Ω× [t0, t1], and therefore
C1
∫ t1
t0
∫
Ω
(|∇z|2 + z2t ) ≤ C1 ∫
QT
eτΦ
(|∇z|2 + z2t ) ,
which in turn yields
(5.10) C1,Ω
∫ t1
t0
Ez(t) dt ≤ C1
∫
QT
eτΦ
(|∇z|2 + λz2 + z2t ) .
3. We now manage the integrals involving the dampings. The stronger Assump-
tion 2.6 on the wave damping implies
s2 + g˜2(s) ≤ (M ′g +m′g−1)s g˜(s) ∀s ,
which enables us to obtain
(5.11) C2
∫
QT
eτΦχ2g˜(zt)
2 + C2;T
∫ T
0
∫
Ωχ
eτΦz2t
≤ CT
∫
QT
eτΦχg˜(zt) zt ≤ Cτ,T
∫ T
0
(χg˜(zt), zt)Ω .
As for the plate damping, by the lower bound in (2.10) we have that
s2 ≤ m′b−1sb˜(s) , ∀s ,
which immediately gives
(5.12)
∫
Σ0
v2t ≤
1
m′b
∫
Σ0
vt b˜(vt) .
Use (5.10), (5.11), (5.12) and choose ǫ sufficiently small in (5.8), to finally obtain
the following inequality for the integral (over (t0, t1)) of the wave quadratic energy:
(5.13)∫ t1
t0
βEz(t) ≤ β ǫ
2
0
8
∫ T
0
‖∇z‖2 dt+Cτ,T,ǫ0
{∫ T
0
[
β(χg˜(zt), zt)Ω + α(b˜(vt), vt)Γ0
]
︸ ︷︷ ︸
Dampings
}
+ CTβe
−δτ
[
Ez(0) + Ez(T )
]
+ Cτ,T,ǫ,ǫ0‖z‖2C([0,T ],L2(Ω)) ,
where CT is independent of τ .
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4. On the other hand, using similar arguments as in [11, Lemma 4.2], we get the
following estimate of the integral (over (0, T )) of the plate quadratic energy:
(5.14) (1− σ2)
∫ T
0
αEv(t) ≤ σ1 β
2
∫ T
0
‖∇z‖2 + Cσ1,ǫ
∫ T
0
‖vt‖2 + ǫ
[
E(0) + E(T )
]
+ CB,T,σ2,ǫ‖A1/2−δ2 v‖2C([0,T ],L2(Γ0)) + Cǫ,B,T ‖z‖2C([0,T ],L2(Ω)) .
5. Rewrite the energy relation (4.16) with s = 0, integrate on (0, T ) and multiply
both sides by ǫ0, thus obtaining (E(t) here stands for Ez,v(t))
ǫ0
∫ T
0
E(t) dt+ ǫ0
∫ T
0
β
∫ t
0
(χg˜(zt), zt)Ω dr dt+ ǫ0
∫ T
0
α
∫ t
0
(b˜(vt), vt)Γ0 dr dt =
= ǫ0TE(0) + ǫ0
{∫ T
0
β
∫ t
0
(f˜1(z), zt) dr dt+
∫ T
0
α
∫ t
0
(f˜2(v), vt) dr dt︸ ︷︷ ︸
Forces I
}
.
which readily implies
(5.15) ǫ0
∫ T
0
E(t) dt ≤ ǫ0TE(0) + ǫ0
{
Forces I
}
.
Summing (5.13), (5.14) (specifically, with σ1 = ǫ/8, σ2 = 1/2) and (5.15), get∫ t1
t0
βEz(t) +
∫ T
0
αEv(t) + ǫ0
∫ T
0
E(t)
≤ Cτ,T,ǫ,ǫ0
{
Dampings
}
+ CTβe
−δτ
[
Ez(0) + Ez(T )
]
+
(ǫ0
4
+
ǫ0
4
) ∫ T
0
E(t)︸ ︷︷ ︸
it can be absorbed by the LHS
+Cǫ0
∫ T
0
‖vt‖2
+ 2ǫ
[
E(0) + E(T )
]
+ ǫ0TE(0) + ǫ0
{
Forces I
}
+ Cτ,T,ǫ0,ǫ‖z‖2C([0,T ],L2(Ω)) + CB,T,ǫ‖A
1/2−δ
2 v‖2C(0,T ],L2(Γ0)) .(5.16)
Next, move the ǫ0/2 integral of the total energy of the system to the LHS of (5.16),
multiply the obtained inequality by 2, and add
2
∫ t1
t0
αEv(t)
to both sides, thereby obtaining∫ t1
t0
E(t) + ǫ0
∫ T
0
E(t) ≤ Cτ,T,ǫ,ǫ0
{
Dampings
}
+ CTβe
−δτ
[
Ez(0) + Ez(T )
]
+ Cǫ0
∫ T
0
‖vt‖2 + 2ǫ
[
E(0) + E(T )
]
+ ǫ0TE(0) + ǫ0
{
Forces I
}
+ Cτ,T,ǫ,ǫ0‖z‖2C([0,T ],L2(Ω)) + CB,T,ǫ‖A
1/2−δ
2 v‖2C(0,T ],L2(Γ0))︸ ︷︷ ︸
lot(z,v)
.
(5.17)
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On the other hand, setting now t = T in the energy indentity (4.16) and inte-
grating both sides in s ∈ (t0, t1), we have also
(5.18)
(t1−t0)E(T ) ≤
∫ t1
t0
E(s) ds+
{∫ t1
t0
[
β
∫ T
s
(f˜1(z), zt) dr + α
∫ T
s
(f˜2(v), vt) dr
]
ds︸ ︷︷ ︸
Forces II
}
.
Adding together (5.17) with (5.18) yields
(5.19)
(t1− t0)E(T )+ǫ0
∫ T
0
E(t) dt ≤ Cτ,T,ǫ,ǫ0
{
Dampings
}
+CTβe
−δτ
[
Ez(0)+Ez(T )
]
+ 2ǫ0TE(0) + 2ǫ0
{
Forces I
}
+
{
Forces II
}
+ 2ǫ
[
E(0) + E(T )
]
+ lot(z, v) .
6. Next, use a by now standard argument. Rewrite once again the identity (4.16),
this time with s = 0 and t = T , resulting in an exact expression of the integrals
involving the dampings:
β
∫ T
0
(χg˜(zt), zt) dt+ α
∫ T
0
(b˜(vt), vt) dt
= E(0)− E(T ) + β
∫ T
0
(f˜1(z), zt) dt+ α
∫ T
0
(f˜2(v), vt) dt︸ ︷︷ ︸
Forces III
.
Substituting the above expression into (5.19) gives
(5.20)
[
t1 − t0 + 2Cτ,T,ǫ0 − 2CT e−δτ − 2ǫ
]
E(T ) + ǫ0
∫ T
0
E(t) dt
≤ [2Cτ,T,ǫ0 + 2CT e−δτ + 2ǫ0T + 2C]E(0) + lot(z, v)+
+ 2ǫ0
{
Forces I
}
+
{
Forces II
}
+ Cτ,T,ǫ0
{
Forces III
}
.
7. To prove that (5.20) yields (5.5), we seek to render
(5.21) t1 − t0 + 2Cτ,T,ǫ0 − 2CT e−δτ − 2ǫ > 2Cτ,T,ǫ0 + 2CT e−δτ + 2ǫ0T + 2ǫ ,
thus obtaining
σ :=
2Cτ,T,ǫ0 + 2CT e
−δτ + 2ǫ0T + 2ǫ
t1 − t0 + 2Cτ,T,ǫ0 − 2CT e−δτ − 2ǫ
< 1 ,
which readily simplifies to
(5.22) t1 − t0 − 4CT e−δτ > 2ǫ+ 2ǫ0T .
which holds for small ǫ, ǫ0, and sufficiently large τ .
Consequently, (5.20) gives (5.5), where the interval (t0, t1) has been translated to
a corresponding subset of [s, s+ T ]. Finally note that the result of Proposition 5.3
is continuous with respect to the finite-energy topology, hence extends to all weak
solutions. The proof of Proposition 5.3 is now complete. 
In order to move on from Proposition 5.3 to conclusion that the hypothesis of
Lemma 5.2 is satisfied for Tγ1,γ2 = ∞ (independently of the trajectories) we must
establish a bound on the products (f˜1(z), zt) and (f˜2(v), vt) appearing on the RHS
of (5.5).
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Such estimates can be derived using the structure of the source terms fj and
the energy identity (which, in particular, implies the integrability of the dissipation
terms over t ∈ (0,∞)). The analysis of (f˜2(v), vt) can be carried out using this
strategy (e.g. see [20, Ch. 4 and 7]). However, even though the plate is subject to
full interior damping, in the wave component the norm ‖zt‖2 cannot be controlled
by g(zt)zt alone, since the latter is restricted by the cutoff map χ(x) to just a subset
of Ω.
Due to the geometric “deficiency” of the wave counterpart we follow the strategy
employed in [21]. The approach takes advantage of compactness of the attractor;
this method was originally introduced in [38] to study von Ka´rma´n equation with
internal damping, and then later used for wave equation with boundary dissipation
[18] and von Ka´rma´n equations [19]. See also [20] for an abstract realization of this
idea.
Proposition 5.4. Suppose the assumptions of Proposition 5.3 hold. Then the hy-
pothesis of Lemma 5.2 is satisfied with Tγ1,γ2 = ∞ for any two trajectories γ1, γ2
through the attractor.
Proof. The primary goal of this argument is to start with the estimate (5.5) and
get rid of the source-related terms collectively labeled {Forces} in (5.6).
Step 1: Smoothness near stationary points. The next inequality essentially
invokes the Lipschitz property of the derivative f ′1 of f1 that follows from the second-
order differentiability of f1∫ t
s
(f˜1(z), zt) =(f˜1(z), z)
∣∣∣t
s
−
∫ t
s
∫
Ω
ztz
2
(∫ 1
0
f˜1
′′
(λh+ (1− λ)ζ)dλ
)
dxdτ .(5.23)
The first term on the RHS is of a lower order, for the second term one can employ
Ho¨lder estimates, and use the embedding bound ‖z‖26 ≤ cEz,v(t) to conclude:
(5.24)∣∣∣ ∫ t
s
(f˜1(z), zt)
∣∣∣ ≤ ǫ(Ez,v(s)+Ez,v(t))+Cǫ sup
θ∈[s,t]
‖z(θ)‖2+CA
∫ t
s
‖zt(τ)‖Ez,v(τ)dτ .
A similar decomposition can be repeated for f2 which, however, requires a more
general approach. We quote [20, pp. 98–99] to obtain∣∣∣ ∫ t
s
(f˜2(v), vt)
∣∣∣ ≤ CA sup
θ∈[s,t]
‖A1/2−δ2 v‖2 + CA
∫ t
s
(‖wt(τ)‖ + ‖vt(τ)‖)Ez,v(τ) dτ .
Further estimate(‖wt(τ)‖ + ‖vt(τ)‖)Ez,v(τ) ≤ C2,A ,ǫ(‖wt(τ)‖2 + ‖vt(τ)‖2)Ez,v(τ) + ǫEz,v(τ) ,
consequently the preceding estimate can be restated as
(5.25)∣∣∣ ∫ t
s
(f˜2(v), vt)
∣∣∣ ≤ CA lotts(z, v)+CA ,ǫ∫ t
s
(‖wt‖2+‖vt‖2)Ez,v(τ) dτ+ǫ ∫ t
s
Ez,v(τ)dτ .
Now pick a trajectory γ : t 7→ {ζ(t), w(t)} through the attractor and for small h
define as before {zh, vh} := {ζ(t+ h)− ζ(t), w(t+ h)−w(t)}. From Theorem 2.5 it
follows that as t → ±∞ this trajectory approaches the set of stationary points. In
particular, the norm of the velocity components can be made as small as we wish,
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so let T ǫγ be such that for all h ∈ [0, 1)
‖ζt(t+ h)‖, ‖wt(t+ h)‖ ≤ ǫ
2(CA ,ǫ + CA )
whenever t ≤ T ǫγ .
Substitute this estimate into (5.24) and (5.25) (for z = zh and v = vh) to conclude
{Forces} ≤ ǫCT
[
Ezh,vh(s) + Ezh,vh(t)
]
+ 2ǫCT
∫ t
s
Ezh,vh(τ) dτ + CA ,ǫ,T lot
t
s(z
h, vh) .
Now, let ǫ be small enough so that ǫCT <
1
2 min {cE , 1− σ} where the constant cE
comes from the result (5.5) of Proposition 5.3. For σ from (5.5) define
σ1 :=
σ + CT ǫ
(1− CT ǫ) < 1 and 2CT ǫ < cE .
Combining the established estimate on {Forces} with (5.5) we obtain (for t =
s+ T )
Ez,v(s+ T ) ≤ σ1Ez,v(s) + CA ,σ,ǫ,T lots+Ts (z, v), s < T ǫγ − T .
Since ǫ is now fixed we have obtained the hypothesis of Lemma 5.2 with finite Tγ1,γ2
and G(τ) ≡ 0. Invoking this Lemma we can conclude that any trajectory through
the attractor is strong, in the sense that
(5.26) {ζ, ζt, w, wt} ∈ H2(Ω)×H1(Ω)×H4(Γ0)×H2(Γ0) ∀t
(however, possibly not globally bounded in this higher topology). It remains to
prove that the RHS terms of (5.24) and (5.25) can be estimated as in the hypothesis
of Lemma 5.2, but now for Tγ1,γ2 =∞.
Step 2: Analysis of the source for the plate component (5.25). Since the
plate is damped on all of its interior it is possible to apply a standard argument [20,
Section 4.1] that provides control over
∫ t
s
(‖wt‖2 + ‖ut‖2) via the dissipation. From
the Assumption 2.6 we have
m′b
∫ t
s
‖wt‖2 ≤
∫ t
s
∫
Γ0
b(wt)wt .
The global bounds on the energy (Proposition 2.8) and the energy identity (2.13)
verify that
∫ t
s
‖wt‖2 is bounded uniformly for s, t ∈ R (for trajectories through the
attractor). Consequently, in (5.25) we may define
(5.27) G(τ) := CA ,ǫ
(‖wt(τ)‖2 + ‖vt(τ)‖2)
which belongs to L1(R).
Step 3: Analysis of the source for the wave component (5.24) The argu-
ment employed for the plate cannot be repeated here because the acoustic damping
is only supported on a subset of Ω. However now we can use the fact that the
trajectories through the attractor are smooth (5.26), and that the attractor itself
A is compact in the finite energy space Y .
From the compactness property we know that given any ǫ > 0 there exists a
finite set {ζjǫ , ujǫ, wjǫ , yjǫ}Nj=1 ⊂ A such that for any fixed time t one can find i = i(t)
and j = j(t) ∈ N, 1 ≤ i, j ≤ N for which the difference ui,jǫ := uiǫ − ujǫ satisfies
‖zt(t)− ui(t),j(t)ǫ ‖ < ǫ .
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Moreover, since the collection ujǫ is finite and belongs to the attractor, then
sup
i,j
‖ui,jǫ ‖1,Ω ≤ CA ,ǫ .
It is now possible to refine the decomposition (5.24) of the acoustic source: for any
fixed time t = τ , we have∫
Ω
ztz
2
( ∫ 1
0
f˜1
′′
(λh+ (1− λ)ζ)dλ
)
dx
=
∫
Ω
(zt − ui,jǫ + ui,jǫ )z2
( ∫ 1
0
f˜1
′′
(λh+ (1− λ)ζ)dλ
)
dx
≤
∫
Ω
(
|zt − ui,jǫ |+ |ui,jǫ |
)
z2
∣∣∣ ∫ 1
0
f˜1
′′
(λh+ (1− λ)ζ)dλ
∣∣∣ dx .
(5.28)
Since zt(τ) belongs to the attractor, then it is possible to choose i = i(τ), j = j(τ)
such that ui,jǫ satisfies
∫
Ω
|zt − ui,jǫ |z2
∣∣∣∣∫ 1
0
f˜1
′′
(λh+ (1 − λ)ζ)dλ
∣∣∣∣ dxdτ ≤ CA ‖zt(τ)− ui(τ),j(τ)ǫ ‖Ez,v(τ)
≤ CA ǫEz,v(τ) ,
(5.29)
whereas when applying Ho¨lder estimates to the remaining terms in (5.28) we take
advantage of the fact that ui,jǫ ∈ H1(Ω), the norm being bounded over all (finitely
many) i, j:∫
Ω
|ui,jǫ |z2
∣∣∣ ∫ 1
0
f˜1
′′
(λh+ (1− λ)ζ)dλ
∣∣∣ dxdτ ≤ C‖ui,jǫ ‖p‖z‖26−δ∥∥1 + |h|+ |ζ|∥∥ (6−δ)p′
6−δ−2p′
for conjugate exponents p and p′. Pick δ > 0 and p > 2 so that (6−δ)p
′
6−δ−2p′ ≤ 6, for
instance: p = 3 (whence p′ = 3/2) and δ = 1. We note that
• since (6−δ)p′6−δ−2p′ = 15/4 ≤ 6 we may bound the corresponding norm by CA ;
• ‖ui,jǫ ‖p ≤ ‖ui,j‖1,Ω ≤ CA ,ǫ for all i, j;
• using Sobolev embeddings and interpolation gives
(5.30) ‖z‖26−δ ≤
ǫ
C · CA · CA ,ǫEz,v(τ) + C2,A ,ǫ‖z(τ)‖
2 .
Combining these results, we conclude (relabeling the constants)∫
Ω
|ui,jǫ |z2
∣∣∣ ∫ 1
0
f˜1
′′
(λh+ (1− λ)ζ)dλ
∣∣∣ dxdτ ≤ C3,A ,ǫ‖z(τ)‖2 + ǫCAEz,v(τ) .
So, the decomposition (5.23) refined with (5.28), (5.29), (5.30) yields
(5.31)∣∣∣∣∫ t
s
(f˜1(z), zt)
∣∣∣∣ ≤ ǫCA (Ez,v(s) + Ez,v(t)) + Cǫ,A sup
θ∈[s,t]
‖z(θ)‖2 + ǫ
∫ t
s
Ez,v(τ)dτ .
Thus, the extra regularity of the attractor combined with its compactness in the
finite energy space show that, despite the geometrically restricted dissipation, the
interaction of the acoustic source with pressure zt is (“almost”) of a lower order.
At this stage the last estimate (5.31) on the source f1, along with the decomposi-
tion of the structural source (5.25), and the integrability of the velocity (controlled
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by the full-interior dissipation) (5.27) can be substituted into the perturbed observ-
ability estimate (5.5). For small enough ǫ we obtain the hypothesis (5.3) of Lemma
5.2 with no restriction on Tγ1,γ2 . The proof of Proposition 5.4 is now complete. 
Remark 6. It is also possible to employ the approach used for the acoustic source
f1 (the final step in the proof of Proposition 5.4) to derive an analogous estimate
for the plate f2, instead of appealing to the integrability of
∫ t
s
(b(wt), wt) (as was
done in Step 2 of that proof). For that one can go back to the derivation of (5.25)
(see [20, pp. 98–99]) and rewrite vt = vt− yijǫ + yijǫ where yijǫ = yiǫ− yjǫ is a suitable
set of points approximating the compact attractor A .
Via Proposition 5.4, the part (a) of Lemma 5.2 now implies that the observability
estimate (5.4) holds for all s ∈ R independently of the chosen trajectories through
the attractor, which is the last ingredient necessary to establish finite-dimensionality
of A . Thus, the part (b) of Lemma 5.2 now shows that the bound on the higher
energy of the trajectories is global and independent of the trajectories themselves,
confirming that A is a bounded subset of the strong topology. This step completes
the proof of Theorem 2.7.
Appendix A. Basic definitions and major abstract results
We begin by recording two general (abstract) theorems which will be invoked
in the proof of our main results. The first theorem describes a sufficient condition
to ensure asymptotic smoothness of a semi-flow; this property is crucial for the
existence of a global attractor. The second result plays a major role in showing that
the obtained attractor has finite fractal dimension.
Definition A.1. A dynamical system (X,S(t)) is said to be asymptotically smooth
if for any bounded set B which is forward invariant (i.e. S(t)B ⊂ B, t ≥ 0) there
exists a compact set K ⊂ B such that
dist(S(t)B,K)→ 0 , as t→ +∞ .
Theorem A.2 (Proposition 2.10 in [20]). Let (X,S(t)) be a dynamical system on
a complete metric space X, with metric d. Assume that for any bounded positively
invariant set B ⊂ X and any ǫ > 0 there exists T = T (ǫ, B) such that
d(STY1, STY2) ≤ ǫ+Ψǫ,B,T (Y1, Y2) , yi ∈ B ,
where Ψǫ,B,T (Y1, Y2) is a nonnegative function defined on B ×B such that
(A.1) lim inf
m→∞
lim inf
n→∞
Ψǫ,B,T (yn, ym) = 0
for every sequence {yn}n in B. Then the dynamical system (X,St) is asymptotically
smooth.
Let us recall the classical definition of fractal (or box-counting) dimension of a
compact set; see [53], or [5].
Definition A.3 (Fractal dimension). The fractal dimension dimf E of a compact
set E is defined by
dimf E := lim sup
r→0+
lnn(E, r)
ln(1/r)
,
where n(E, r) is the minimal number of closed sets of diameter 2r which cover E.
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The following result provides a generalization of a Ladyzhenskaia’s theorem on
dimension of invariant sets; its requirements are somehow related to the so called
“smoothing-squeezing” property introduced in [49]. It should also be noted that
the forthcoming estimate of the fractal dimension given by (A.3) is not sharp.
For general criteria yielding effective estimates of the fractal dimension of a global
attractor, as well as the application of these results to various specific equations,
see [53]. More recent advances include, e.g., [13], yielding a sharper estimate of
the dimension of the attractor for the 2D Navier-Stokes equations; see also [23]. It
should be observed however that this kind of results is inapplicable in the present
context, because of the lack of differentiability of the flow.
Theorem A.4 (Theorem 2.15 in [20]). Let X be a Banach space and M be a
bounded closed set in X. Assume that there exists a mapping V :M → X such that
(i) M ⊆ VM ;
(ii) V is Lipschitz on M , i.e. there exists L > 0 such that
‖V v1 − V v2‖ ≤ L‖v1 − v2‖ , v1, v2 ∈M ;
(iii) there exist compact seminorms n1(·) and n2(·) on X satisfying
(A.2) ‖V v1 − V v2‖ ≤ η‖v1 − v2‖+K[n1(v1 − v2) + n2(V v1 − V v2)]
for any v1, v2 ∈M , where 0 < η < 1 and K > 0 are constants. (A seminorm
n(·) on X is said to be compact if for any bounded set B ⊂ X there exists
a sequence {xn} ⊂ B such that n(xm − xn) → 0, as n,m → ∞.) Then M
is a compact set in X with finite fractal dimension.
Moreover, one has the estimate
(A.3) dimfM ≤ logm0
(4K(1 + L2)1/2
1− η
)(
log
2
1 + η
)−1
,
where m0(R) is the maximal number of pairs (xi, yi) in X ×X possessing the prop-
erties
‖xi‖2 + ‖yi‖2 ≤ R2 , n1(xi − xj) + n1(yi − yj) > 1 , i 6= j .
Appendix B. Accessory proofs
Proof of the estimate (4.26). Let us recall the definition of
I1 :=
∫
QT
ψzf˜1(z)h · ∇ψ .
Since readily ∣∣I1∣∣ ≤ C ∫ T
0
∫
Ω
|zf˜1(z)| ,
to show the inequality (4.26) we need to estimate the integral J(t) (J , in short)
defined by
(B.1) J :=
∫
Ω
|zf˜1(z)| =
∫
Ω
|z| |f1(ζ + z)− f1(z)| =
∫
Ω
|z| |f(ζ + z)− f(z) + λz| .
By using first Assumption 2.3 on the nonlinear function f (which occurrs in the
wave equation), in the form
|f(s1)− f(s2)| ≤ c (1 + |s1|q + |s2|q) |s1 − s2| ∀s1, s2 (q ≤ 2) ,
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and applying next the Ho¨lder inequality with exponents (3, 3/2), we obtain
J ≤ c1
∫
Ω
(
1 + |ζ + z|q + |ζ|q) |z|2 ≤ c1[ ∫
Ω
(
1 + |ζ + z|q + |ζ|q)3]1/3 [∫
Ω
|z|3
]2/3
≤ c2
[ ∫
Ω
(
1 + |ζ + z|3q + |ζ|3q)]1/3 ‖z‖2L3(Ω)
≤ c3
(
1 + ‖ζ + z‖qL3q(Ω) + ‖ζ‖
q
L3q(Ω)
) ‖z‖2L3(Ω)(B.2)
Note that to get the last inequality we used that ‖ζ‖q ≤ 1+‖ζ‖2 for any ζ, since q ≤
2. Then, using the Sobolev embeddings H1(Ω) ⊂ L6(Ω) ⊂ L3q(Ω) and H1/2(Ω) ⊂
L3(Ω), we see that (B.2) implies
J ≤ c3
(
1 + ‖ζ + z‖2H1(Ω) + ‖ζ‖2H1(Ω)
)
CΩ‖z‖2H1/2(Ω) .
Thus, since ‖ζ + z‖1,Ω and ‖ζ‖1,Ω are uniformly (in t) bounded for initial data in a
bounded set B, we finally obtain
J(t) ≤ c3(3 + CB)CΩ‖z‖2H1/2(Ω) ,
which combined with the interpolation inequality
‖z‖H1/2(Ω) ≤ ǫ0‖z‖H1(Ω) + Cǫ0‖z‖L2(Ω)
finally yields the estimate (4.26). 
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