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Abstract 
Assessing and prioritising cost-effective strategies to mitigate the impacts of non-recurrent 
congestion on major roads, due to traffic incidents, represents a significant challenge for 
road network managers. In addition, traffic incidents impose significant unexpected 
changes in the travel time of travellers. 
Travel Time Reliability (TTR) has become one of the most important indicators of transport 
performance. In this regard, the impact of traffic incidents on TTR is crucial for both 
operators and travellers. An extensive literature review indicated that there is a lack of 
relevant research in this area. To address and improve the knowledge in this area, this 
thesis established a four-stage logical framework to achieve the main objective of this 
research. The research was aimed at modelling traffic incident impacts and quantifying the 
effects of traffic incidents on TTR on freeways. 
Based on historical data from an ‘integrated database’, a robust methodology to identify 
recurrent and non-recurrent congestion and to recognise traffic incident related congestion 
was proposed. Further, a number of attributes relating to traffic incidents and traffic 
measures for both recurrent and non-recurrent congestion were extracted to quantify the 
impacts of traffic incidents, including incident duration and buffer time as a measure of 
TTR. This facilitated insight into the factors that affect these two important impacts of 
incidents.  
Extra Buffer Time was defined to calculate the extra travel time caused by traffic incidents. 
This reliability measure indicates how much time is required by travellers to arrive at their 
destination on time with 95% certainty, in the case of an incident, over and above the 
travel time that would have been taken under recurrent conditions. The Extra Buffer Time 
Index (EBTI) was calculated to show the ratio of changes in TTR in the case of an incident.  
A hazard-based duration modelling approach was considered to model incident duration. 
Parametric accelerated failure time survival models were developed to consider 
heterogeneity across duration in the hazard function and in the explanatory variables. In 
addition, a new approach was proposed to model EBTI using a Tobit model to understand 
the factors affecting EBTI. Moreover, this research considered both fixed and random 
parameters to capture unobserved heterogeneity across data. A validation process was 
performed to assess the level of accuracy of the results of the prediction models. 
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An integrated database was established using historical data from different sources 
including 12 months of incident data, 18 months of traffic data, and weather data for the 
same period for an Australian freeway network. The results of the analysis showed that the 
significant variables affecting incident duration include characteristics of the incidents 
(severity, type, injury, medical required, etc.), infrastructure characteristics (shoulder 
availability), location, time of day, and traffic characteristics. Moreover, the findings 
revealed no significant effects of weather characteristics on incident duration. A significant 
and unique contribution of this research is that the duration of each type of incident is 
uniquely different and responds to different factors. 
The results of investigations into EBTI, as an indicator of unreliability in the case of traffic 
incidents, revealed that the behaviour of EBTI on each incident type followed different 
patterns based on the characteristics of incidents. In addition, the results of the study 
indicated that crashes were the major source of unreliability in the case study area. Also, 
hazard incidents had lower impact on TTR compared to other incident types. Furthermore, 
multiple vehicle crashes affected EBTI the most, causing more than 50% of unreliability in 
the segment. The estimation results indicated that TTR of all types of incidents were not 
associated with any of the infrastructure characteristics and temporal characteristics, but 
were significantly related to the characteristics of the incidents (multiple vehicles involved, 
incident duration, major incidents, etc.), and traffic characteristics. 
A major contribution of this research is the establishment of a general methodology that 
can be applied for comprehensive analysis of the impacts of traffic incidents on TTR taking 
into account a variety of characteristics. The results of this research provide a better 
understanding of the relationships among TTR, incident details, traffic characteristics, 
infrastructure characteristics, temporal characteristics and weather conditions. 
Furthermore, this research demonstrates the essential steps to evaluate the impact of 
traffic incidents and also illustrates how analysis can be performed and ultimately that the 
accuracy of results can be increased. Given the complexity of problems and the limitations 
of available data, this study should be viewed as an incremental step toward enabling 
traffic incident management agencies to implement strategies to reduce incident duration, 
thereby reducing congestion, incident delay, and the associated human and economic 
impacts on freeways.  
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 Chapter 1  Introduction 3 
  
1.1 Background 
Traffic congestion in urban areas has steadily increased as a result of population growth 
and increased motorisation. This growing congestion has reduced transport mobility and 
consequently resulted in significant increases in vehicle delays, travel time variability, air 
pollution, and fuel consumption causing negative environmental, economic, and social 
impacts (Downs, 2004). 
Travel time is one of the most significant aspects of transportation. It is considered as an 
effective factor for measuring transportation network performance (Clark and Watling, 
2005). Travel time has a clearly conveyed meaning for most operators and planners, and 
reflects the efficiency of a road network. In spite of the fact that travel time is regarded as 
an important factor for route choice decisions, Travel Time Variability (TTV) is considered 
to be even more significant.  
Although Travel Time Reliability (TTR) and TTV are often used interchangeably in the 
literature, there is a clear distinction between the two. The former relates to both 
uncertainty and variability of travel time, while the latter describes variability. In this 
context, TTR becomes a more important performance measure for commuters and also for 
industries that rely heavily on specific travel times for delivery of goods.  
From a user’s perspective, the reliability of arrival times is often ranked as the most 
important attribute, ahead of total travel time of a trip (Lyman and Bertini, 2008).  
There have been several attempts to measure travel time uncertainty, in order to present 
average conditions and indications of how often and/or how much travel time varies over 
time. Significant research has been undertaken on the importance of TTR including 
attempts to model it. The results of studies indicate traffic congestion is a significant 
contributory factor to travel time unreliability (Cambridge Systematics Inc. et al., 2008). 
Traffic congestion is typically categorised into two types, recurrent and non-recurrent. 
Recurrent congestion is predictable and is caused by chronically exceeded road capacity. 
Non-recurrent congestion, in contrast, is triggered by random events where the capacity of 
a road is temporarily reduced by traffic incidents, work zones, adverse weather, and where 
peak demands are higher than normal due to special events. 
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The Bureau of Transport and Regional Economics (2007) estimated that urban congestion 
from capital cities in Australia cost the economy a total of $9.4 billion in 2005. Brisbane’s 
share of this total was 12.8 per cent, which equates to $1.2 billion. By 2020, the overall 
costs of congestion to the Australian economy are expected to be $20.4 billion, with the 
cost to Brisbane of $3 billion, more than twice that of the base year. Thus, Brisbane’s 
share of congestion costs will increase by 14.7 per cent, while its population growth is 
estimated to be only 9 per cent, over the 15 years from 2005 to 2020.  
Freeways play an important role in providing efficient connectivity to urban transport 
networks with a high level of demand.  Freeways are defined as high speed, high capacity 
roadways with multiple lanes in each direction and full control of access (TRB, 2010). In 
Australia, many urban freeways experience heavy congestion particularly in peak periods. 
It is predicted that with the current growth in traffic, these freeways will be operating at 
their full capacity during the entire working day (Wright et al., 2006). For example, 
increasing traffic congestion on motorways in South East Queensland (SEQ) between 
2006 and 2010 has resulted in a drop of average peak period travel speed from 63 km/h to 
52 km/h (DTMR, 2011). 
In an American study, non-recurrent congestion was estimated to be between 40 and 60 
per cent of total delay experienced on US highways (Ikhrata and Michell, 1997; 
Skabardonis et al., 2003). In a later study, the results from an investigation of congestion 
levels in 85 large US metropolitan areas from 1982 to 2003 showed that non-recurrent 
congestion contributed up to 60% of all congestion, while traffic incidents accounted for 
25% of all congestion (CamSys/TTI2005). Thus, traffic incidents appear to be a major 
contributor to non-recurrent delay. However, the importance and impacts vary from place 
to place as a function of local conditions. 
Acknowledging the effects of incidents on congestion, incident management programs are 
administered to minimise incident delay by quickly reinstating the capacity of a road 
network in the case of an incident. A systematic understanding of incident characteristics 
and patterns is essential to restore a road network to its full capacity. Therefore, the 
collection and analysis of data related to traffic incidents and their components is crucial. 
In addition, understanding the factors that influence traffic incident components is equally 
important for improving the management of traffic incidents. This understanding allows 
implementation of appropriate strategies to alleviate the traffic impacts of incidents through 
an efficient allocation of equipment and personnel. More importantly, understanding and 
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ability to predict incident components such as duration and delay is vital for providing 
reliable traffic information and improving TTR.  
1.2 Research aim and objectives 
Many researchers have highlighted the effects of congestion, particularly non-recurrent 
congestion on TTR. In this regard, traffic incidents have been recognised as a major 
contributory factor. Due to its random behaviour, many factors contribute to the inter-
relations between TTR and incidents. Thus, 
The main aim of this research is to develop models to predict 
the impacts of traffic incidents on TTR on uninterrupted 
roadway facilities such as motorways. 
A set of objectives has been identified to accomplish this main aim. 
1. Develop a framework to enrich the quality of traffic incident data and related factors. 
2. Develop a methodology to identify recurrent and non-recurrent congestion and 
extract related attributes.  
3. Quantify and analyse the impacts of traffic incidents, specifically incident duration 
and changes to TTR. 
4. Investigate the factors affecting traffic incident impacts including duration and TTR 
along a section of freeway in the case study area. 
TTV can be measured according to three different definitions: from day-to-day, over the 
course of the day, and vehicle-to-vehicle (Noland and Polak, 2002). The scope of this 
research is limited to the first definition only; the daily variation in travel time is considered 
for analysis purpose. Thus, the TTV measure is independent of congestion impacts, which 
implies that there is no variability in travel time on a congested road where similar 
situations occur every day. 
1.3 Research questions 
The following research questions need to be answered to achieve the main aim of this 
research: 
· How can loop detector data be used effectively to derive traffic incident impacts? 
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· What are the important factors contributing to traffic incidents, incident duration, and 
TTR? 
· What is the most appropriate framework to model TTR affected by traffic incidents? 
1.4 Thesis contribution 
The main contributions of this research are: 
1- New models have been developed to quantify the impacts of different types of traffic 
incidents on TTR.  
2- New prediction models have been developed for total duration of incidents for 
different types of incidents on freeways.  
 
In addition, the following outcomes achieved during this research are: 
3- Development of an approach to analyse comprehensive incident data;  
4- Development of a method to extract attributes of non-recurrent congestion and 
separate these attributes from recurrent congestion; 
5- Identification of traffic attributes related to traffic incidents; 
6- Identification of the factors affecting traffic incident duration and TTR; 
7- Incorporation of random parameters in the modelling approaches to consider 
heterogeneity across observation and increase the accuracy level of the models; 
and 
8- Development of case study models for TTR along a stretch of the Pacific Motorway 
in SEQ, Australia. 
 
1.5 Thesis outline 
This thesis comprises nine chapters as shown in Figure  1.1. This chapter introduces the 
concepts of TTR and the background of the research, establishes the research aim and 
objectives to be achieved, and describes the scope and contributions of this research.  
The remaining part of this thesis is divided into two parts: past work and research 
contributions. The first part deals with a comprehensive literature review on TTR and traffic 
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incident analysis. Chapter 2 reviews the relevant literature in the field of TTR, identifies the 
gaps in the existing knowledge of TTR modelling and highlights the importance of 
considering the impacts of non-recurrent congestion, particularly traffic incidents, on TTR. 
Chapter 3 reviews the relevant literature of different components of traffic incidents, 
namely incident duration and traffic incident delay to ascertain the nature of methodologies 
used in past studies, as well as the key findings to quantify the impacts of traffic incidents. 
 
Figure  1.1 Thesis outline 
Part 2 encompasses five chapters related to the research contributions. Chapter 4 
elaborates the proposed new modelling approach to analyse traffic incidents and quantify 
their impacts. An overview of various data sets, their processing and results from 
preliminary data analysis is presented in Chapter 5. Chapter 6 provides an insight into 
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various traffic characteristics of the incidents, incident duration and TTR for the selected 
case study area. Chapters 7 and 8 contain details about incident duration modelling and 
TTR modelling related to incident duration, respectively. Finally, conclusions and 
recommendations from this research are given in Chapter 9.  
 Chapter 2                                                
Travel time reliability: fundamental 
concepts 
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2.1 Overview 
This chapter reviews the relevant literature in the field of travel time reliability (TTR). The 
first section provides a general description of the importance of TTR. This is followed by 
definitions and measures of TTR. The next section discusses significant factors that affect 
TTR as well as sources of unreliability. The following section provides insight into travel 
time variability (TTV) estimations, introduces prediction models and compares the 
strengths and weaknesses of those models. Then TTR models are explored along with 
their limiting assumptions. The last section integrates various topics covered in this 
chapter and identifies the gaps in the existing knowledge of TTR modelling. 
2.2 Travel time reliability relevance 
There is an increasing awareness of the importance of TTR notably for commuters and for 
industries that rely heavily on specific travel times for the delivery of goods. From a user’s 
perspective, the reliability of arrival times often ranks as the most important attribute, 
ahead of total trip travel time. Significant research has been undertaken to study the 
importance of TTR including attempts to model it (Cambridge Systematics Inc. and Texas 
Transportation Institute, 2005; Elefteriadou et al., 2008; Kaparias et al., 2008b; Lyman and 
Bertini, 2008). 
In addition, many studies have extensively analysed the importance of travel time 
uncertainty from the traveller’s perspective. It has been concluded that travellers prefer a 
route with higher average travel time and small variability rather than a route with lower 
average travel time but higher TTV (Texas Transportation Institute and Cambridge 
Systematics, 2005; Van Lint and Van Zuylen, 2005; Shao et al., 2006; Elefteriadou et al., 
2008; Lyman and Bertini, 2008). Unexpected delays tend to be more costly to travellers 
than expected delays (Chen et al., 2003). Hence, the provision of confidence intervals 
around the average travel time is helpful to reduce the anxiety and stress caused by 
uncertainty. It also helps travellers to make decisions regarding departure time and route 
choice.  
Travellers’ willingness to pay to reduce the TTV is denoted by the Value of Reliability 
(VOR). Some studies from the USA stated that travellers place a value on TTV of more 
than twice the value placed on the average travel time (Ferreira, 2007). Concas and 
Kolpakov (2009) found that in the case of fixed schedules (e.g. work schedules), the VOR 
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can increase up to three times that of the in-vehicle travel time. In a study, Bates et al. 
(2001) showed that one minute reduction of standard deviation of travel time and two 
minutes reduction of actual travel time are equally valued. Later Batley et al. (2008) found 
that in the U.K. a one minute reduction of standard deviation of travel time is equally 
valued as 1.3 minutes reduction of actual travel time. 
2.3 Travel Time Reliability Definitions 
There are different definitions of TTR in the literature. Reliability as a concept was put 
forward in the literature in the early 1950s and was first implemented in the fields of 
communication and transport. In a study by Ebeling (1997), reliability was defined as “the 
probability that a system or component is performing its required function at a given point 
in time or over a stated period of time when operated and maintained in a prescribed 
manner”(Ebeling, 1997, p. 254). Reliability was comprehended to be a measure of how 
well a system meets its design objective during a given period without repair work (Pham, 
2003). 
For the transportation field, Polus and Shofer (1976) defined reliability as the operational 
consistency of a facility over an extended period of time. Taylor (1982) stated that 
reliability has several components such as, the probability that the service will operate, 
adherence to timetables and scheduled frequencies, and the ability to reach a destination 
by a nominated time. Later, Asakura and Kashiwadani (1991) defined the same as the 
probability that a trip between a given origin and destination pair can be made successfully 
within a given time interval.  
Reliability has been introduced as the impact of non-recurrent congestion on the 
transportation system (Lomax et al., 1997). Ikhrata and Michell (1997) defined reliability as 
the probability that travellers reach their destination within the expected travel time. 
In an another definition, reliability was taken as a measure of variability of travel time 
(Cambridge Systematics Inc., 1998), or in other words the range of travel times 
experienced during a large number of daily trips (Turner et al., 1996). In this definition, the 
range of travel times was considered; however, it is not clear when "failure" has occurred.  
Florida Department of Transportation (2000) defined reliability as the percentage of travel 
that takes no longer than the expected travel time plus a certain acceptable additional 
time.  
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California Department of Transport (DOT) (1998) defined reliability as the level of 
variability between the expected travel time (based on scheduled or average travel time) 
and the actual travel time experienced. This definition was also considered by Shaw and 
Jackson (2003), and Emam and Al-Deek (2006). In this definition, the expected travel time 
was based on pre-planned or average travel time, while the actual travel time was directly 
affected by non-recurrent congestion. The expected travel time was clearly defined as the 
mean travel time during a particular period. However, in this definition, no clear 
reliable/failure limit was presented. Besides, in the case where the facilities are congested 
for long periods of time, both the expected travel time and the actual travel time are high. 
Therefore, a small difference between these values may be misleading whereby a facility 
is considered reliable, while it is continuously congested (Elefteriadou and Xu, 2007). 
Emam and Al-Deek (2006) proposed a definition for TTR, “a road segment is considered 
100% reliable if its travel time is less than or equal [to] the travel time at the posted speed 
limit”. Based on this definition, reliability is highly sensitive to the geographical location 
indicating the level of congestion and bottlenecks. 
Elefteriadou and Cui (2007b) explored another definition that is recommended for TTR. In 
this definition, reliability was defined as the percentage of on-time performance for a given 
time schedule. In addition, Elefteriadou and Cui (2007a) presented reliability as the 
percentage of the same trips according to the time of trip and trip purpose that happens 
within a specific range of travel time. However, only the range of travel time cannot present 
a very meaningful measure unless it compares with other conditions along the same 
facility.  
TTR was defined as the consistency or dependability of a particular trip’s travel time 
measured from day to day and/or across different times of the day (Nam et al., 2005; 
Texas Transportation Institute and Cambridge Systematics, 2005; Van Lint and Van 
Zuylen, 2005; Dowling et al., 2009). In another study, Lyman and Bertini (2008) described 
reliability as a measure of the amount of congestion that users of the transportation system 
experience at a given time. Recently, Tsolakis et al. (2011, p. 5) defined TTR as “the ability 
of the transport system to provide the expected level of service/quality, upon which users 
have organised their activities”.  
Generally, all definitions suggest that reliability is an indicator of operational constancy of a 
facility over an extended period, measured as some function of the amount of 
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non-recurrent delay and/or recurrent delay that occurs during that period. However, these 
definitions address different purposes. In this regard, five classifications were suggested 
by Tsolakis et al. (2011) as listed below: 
1) Reaching destination in acceptable time 
2) Consistency and dependability in travel time 
3) Variability in journey time 
4) Travelling with non-recurrent congestion 
5) Transport system ability and performance 
Two different TTR measures are targeted by these definitions namely, an appropriate 
measure for agencies to monitor the reliability of different facilities based on the probability 
of non-failure additional time, and a suitable measure for travellers to estimate certain trips’ 
travel times more accurately. Table  2.1 gives a summary of the TTR definitions and 
categorises them based on the above applications. Based on a number of different 
definitions highlighted here, a wide range of techniques is available for measuring TTR. 
These methods of measuring reliability are discussed in the next section. 
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Table  2.1 Summary of TTR definitions and application fields 
Definitions Reference Users’ perspective 
Agencies’ 
perspective 
Operational consistency of facility over a 
period of time Polus and Shofer (1976)  ü 
Probability that a certain trip can be 
made successfully within a certain time 
Asakura and 
Kashiwadani (1991) ü  
The impact of non-recurrent congestion 
on the transportation system Lomax et al. (1997)  ü 
Probability that travellers reach their 
destination within expected travel time 
Ikhrata and Michell 
(1997) ü  
Range of travel times experienced during 
a large number of daily trips Turner et al. (1996)  ü 
Percent of trips no longer than expected 
travel time plus a certain acceptable 
additional time. 
Florida Department of 
Transportation (2000) ü  
Level of variability between expected 
travel time and actual travel time 
experienced 
California Department of 
Transport (1998) ü ü 
A road segment is reliable if its travel 
time is less than or equal to the travel 
time due to the posted speed limit 
Emam and Al-Deek 
(2006)  ü 
Percent of on-time performance for a 
given time schedule 
Elefteriadou and Cui 
(2007b)  ü 
Percent of the same trips by time of day 
and trip purpose, within a specific range 
of travel time 
Elefteriadou and Cui 
(2007a)  ü 
Consistency or dependability of a 
particular trip’s travel time measured 
from day to day and/or across different 
times of the day 
Van Lint and Van Zuylen 
(2005) ü  
A measure of the amount of congestion 
users of the transportation system 
experience at a given time 
Lyman and Bertini 
(2008) ü ü 
The ability of the transport system to 
provide the expected level of 
service/quality, upon which users have 
organised their activities 
Tsolakis et al. (2011) ü ü 
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2.4 Travel Time Reliability Measures 
After considering different TTR definitions, this section explores measures for TTR. A large 
and growing number of studies have been directed at delineating the measures in order to 
quantify TTR. These measures are useful to both transportation professionals and 
travellers (Lomax et al., 2003; Emam and Al-Deek, 2006; Elefteriadou and Cui, 2007b; 
Ferreira, 2007; Cambridge Systematics Inc. et al., 2008; Lyman and Bertini, 2008). In a 
recent study, Higatani et al. (2009) stated that TTR measures can be classified into 
heuristic and statistical measures. According to Kaparias et al. (2008b), many studies have 
attempted to quantify the reliability of road links using the distribution of travel times. 
Hence, the measures for reliability were calculated based on the travel time distribution 
over different days on a particular route. This showed the variability of travel times 
experienced by different vehicles on a particular time-of-day (TOD) and day-of-week 
(DOW) over longer time period (e.g. a year). 
TTR measures can be classified into six types, namely: 1) statistical range methods; 2) 
buffer time measures; 3) tardy trip indicators; 4) probabilistic measures; 5) skew-width 
methods; and 6) lateness and earliness indexes. Comprehensive overviews of TTR 
measures were found in studies by various researchers (Lomax et al., 2003; Kaparias et 
al., 2008a; Van Lint et al., 2008; SHRP2, 2013). A brief overview of several measures for 
these broad concepts is provided below. 
2.4.1 Statistical base measures 
Statistically based measures typically offer evaluation of transportation conditions 
experienced by users based on standard deviation statistics. They relate to the travel time 
distribution pattern (Bates et al., 2001; Lomax et al., 2003) and usually consider an 
average value plus or minus the standard deviation. The possible spread of travel time is 
provided around some expected value, implicitly assuming travel times are normally 
distributed. 
The Standard Deviation (SD) is a reliability measure used by the California DOT (1998). 
Links with small day-to-day travel time variations had narrower curves of average travel 
time and were considered reliable. Polus (1979) defined reliability measures as the inverse 
of the standard deviation (SD-1) of the link’s travel time distribution. The Travel Time 
Window (TTW) gives an idea about the extent of travel time variation. Van Lint and Van 
Zuylen (2005) showed that a normal travel time distribution is present only in the case of 
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free flow conditions. The Percent Variation (PV), which is known as the Coefficient of 
Variation (COV), provided a clearer picture of the trend and performance characteristics 
than the SD. Trips were made on time about 85% of the time by adding this measure to 
the average travel time. The Variability Index (VI) was taken as the ratio of peak to off-
peak variation in travel conditions. Considering bigger differences in travel times usually in 
the peak periods than those in the off-peak periods, this measure is generally greater than 
unity.  
2.4.2 Buffer time measures 
Buffer time (BT) measures indicate the extra time needed to be on time considering 
uncertainty in travel conditions. The Buffer Time Index (BTI) considers the extra time by 
which a traveller has to start a journey in advance to have at least 95% chance to arrive on 
time. The Planning Time Index (PTI) represents the total time needed to plan for an on-
time arrival about 95% of the time.  
2.4.3 Tardy trip Indicators 
These measures represent the (un)reliability impacts in terms of the amount of late trips. 
On-Time Arrival (OTA) indicates the percentage of trips that can be made within an 
acceptable lateness threshold. Misery Index (MI) depicts the negative aspect of trip 
reliability. 
2.4.4 Probabilistic and skew width measures 
Probabilistic measures consider the probability that a trip will be made within the nominal 
travel time multiplied by a factor. Probabilistic measures are hence parameterised in the 
sense that they use either a threshold travel time or a predefined time window to 
differentiate between reliable or unreliable travel times.  
The Florida Reliability Model (FR) calculated the probability of travel time that is 
acceptable (Shaw and Jackson, 2003). Probabilistic Reliability (PR) determined TTR as 
the probability that a specific trip can be conducted successfully within the specified travel 
time as a function of departure time (e.g. time-of-day, day-of-week) (Tu, 2008). 
A skew width measure was proposed based on the skewness of travel times distribution 
(Van Lint and Van Zuylen, 2005). Travel Time Unreliability (UIr) was expressed as the 
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percentile-based definitions of width and skew. The bigger it is the more unreliable is the 
period.  
2.4.5 Lateness and earliness indexes 
Some measures were proposed to measure the reliability of links in terms of their lateness rL(l) and earliness rE(l), based on the log-normal distribution (Kaparias et al., 2008a). The 
value for rL(l) and rE(l) range between 0 and 1. 
2.4.6 Discussion 
A common issue in the above measures is that, in general, they all relate to the 
characteristics of (day-to-day) travel time distribution and in particular to the shape of 
distribution and variability in travel times. Some of these measures are based on the 
assumption of normal distribution, while in reality travel times are highly skewed under 
congested conditions. Therefore, these measures based on mean and/or variance of travel 
time, may lead to a biased estimate of reliability. To cope with this limitation, log-normal 
distribution has been used in many recent studies for travel time, as it provides a better fit 
to real world data, thereby producing more accurate results (Van Lint and Van Zuylen, 
2005; Emam and Al-Deek, 2006; Kaparias et al., 2008b; Pu, 2011).  
It should be noted that not all TTR measures are easily understandable by travellers. For 
example, buffer time measures can be intuitively understood. These measures indicate the 
extra time needed to be on time according to the uncertainty in travel conditions. On the 
other hand, tardy trip measures represent the unreliability impacts in terms of the amount 
of late trips. Furthermore, probabilistic measures calculate the probability that the travel 
time occurs in a specific time greater than the mean travel time. These measures may not 
be useful for general travellers. More recently, “Skew- width” and “Lateness and earliness” 
measures were defined in a way that travellers cope with unpredictable travel time, and 
are able to plan their departure time from home backward or forward. Moreover, the main 
disadvantage of some measures (such as SD, SD-1, TTW, and BTI) is that they are not 
dimensionless. Table  2.2 presents an overview of TTR measures.   
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Table  2.2 Summary of TTR measures for a given period 
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2.5 Factors Affecting Reliability 
TTR is usually appraised relative to the historical experiences of road travellers and the 
actual travel time, whereby the latter incorporates the effects of congestion (Lomax et al., 
2003). Variation in travel time can be caused by fluctuation in both traffic demand and 
supply characteristics (Van Lint et al., 2008). Large variations in travel time, as a result, 
might lead to congestion. Figure  2.1 illustrates the factors influencing variations in travel 
time. Some studies addressed major sources of large variability in travel time including 
traffic incidents, work zones, adverse weather, traffic control, special events, road 
geometry and fluctuation in normal traffic (Cambridge Systematics Inc. and Texas 
Transportation Institute, 2005; Emam and Al-Deek, 2006; Hendren et al., 2006; Van Lint et 
al., 2008; Transportation Research Board, 2009). Factors causing fluctuations in either 
demand or supply might have inter-relationships and are not independent. For example, 
adverse weather can be considered as a factor to reduce the capacity of a road network. 
In addition, this may affect the travel pattern and demand side. Furthermore, this situation 
can increase accidents during which the road capacity is further reduced. A brief 
description of the main factors is provided below. 
Traffic incidents are any events creating a temporary reduction in capacity and degrading 
safety. Events such as accidents, breakdowns, spilled cargo, and debris in travel lanes are 
the most common form of incidents. These may result in delay not only by physical 
blocking of travel lanes, but also by reducing traffic speed by drawing drivers’ attention to 
the events on the shoulder or roadside and creating changes in drivers’ behaviour and, 
consequently, defecting the traffic flow quality. Work zones refer to construction activities 
on the roadway that may lead to physical changes to road capacity. 
Adverse weather refers to environmental conditions that can affect the capacity of a road, 
as well as driver behaviour and hence traffic flow. The impact of adverse weather 
conditions, such as rain, snow, ice, fog and storms on freeway capacity was investigated 
based on the large empirical data analysis of travel time for various freeways and one year 
of weather data (Tu, 2008). It was reported that the adverse weather conditions, on 
average, resulted in twice the TTV compared with that of normal conditions. In addition, 
rain and ice had greater effect on TTV than other adverse weather conditions. In a study, 
Koetse and Rietveld (2009) claimed that temperature and wind have almost no effect on 
traffic speed. In addition, rain was found to have no substantial effect on free-flow speed; 
while rain and snow had considerable impacts on the traffic speed in already congested 
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roads and during peak periods. Thus, the impacts of adverse weather depend on the local 
environmental conditions and may vary from place to place. 
 
(Source:Van Lint et al., 2008) 
 Figure  2.1 Factors causing variation in travel time  
Traffic Control refers to traffic management, such as traffic lights, ramp metering, dynamic 
speed limits, etc., which influence the capacity of a road network. In this regard, any 
irregular disruption of traffic flow caused by poor performance of control devices, such as 
railroad grade crossings and poorly timed signals are considered of this factor.  
Road geometry and regulations refer to the maximum amount of possible traffic handled 
by a given section of a road. Bottlenecks are strongly related to the geometry and layout of 
the road. In addition, capacity is determined by number of factors, such as number and 
width of lanes and shoulders, merge areas at interchanges, and roadway alignment 
(grades and curves).  
Special events are occasions that cause changes in demand fluctuations and make the 
traffic flow in their vicinity significantly different from their “typical” patterns. Special events 
might be planned and predictable events, such as public holidays, or emergency and 
unexpected events, such as fire.  
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Traffic changes refer to variability in demand due to different conditions, including 
seasonal effects, population characteristics, traffic mix, culture factors, traffic information, 
and user response. Some days of the week have higher traffic volumes and therefore 
more congestion is observed than on other days. Varying demand volumes superimposed 
on a system with fixed capacity also leads to variable (unreliable) travel times.  
2.6 Recurrent and non-recurrent congestion 
Traffic congestion is typically categorised into two types, namely recurrent and non-
recurrent. Recurrent congestion is predictable and caused by chronically exceeded road 
capacity. This arises from fluctuations in demand, manner of road operations, and 
geometry of the road. Non-recurrent congestion, in contrast, is triggered by random events 
where the capacity of a road is temporarily reduced, by traffic incidents, work zones, and 
adverse weather, and where peak demand is higher than normal as a result of special 
events (Lomax et al., 2003; Skabardonis et al., 2003; Cambridge Systematics Inc. and 
Texas Transportation Institute, 2005; Al-Deek and Emam, 2006). 
In a USA study, non-recurrent congestion was estimated to be between 40% and 60% of 
total delay observed on USA highways (Ikhrata and Michell, 1997; Skabardonis et al., 
2003). In an another study, the results from an investigation of congestion levels in 85 
large USA metropolitan areas from 1982 to 2003 showed that non-recurrent congestion 
contributed up to 60% of all congestion, while traffic incidents accounted for 25% of all 
congestion (Cambridge Systematics Inc. and Texas Transportation Institute, 2005). Thus, 
traffic incidents appear to be a major contributor to non-recurrent delays. In a more recent 
study, Higatani et al. (2009) reported 78% of all events accounted for recurrent congestion. 
The remaining factors, which represent non-recurrent conditions, were accidents (12%), 
road works (4%), and others (6%), on the Hanshine Expressway, Japan in 2007. 
Figure  2.2 depicts the share of different sources of congestion based on the USA national 
estimation. It shows the significance of non-recurrent congestion and the importance of 
considering contributory factors, particularly traffic incidents, bad weather and work zones. 
However, the importance and impacts vary from place to place as a function of local 
conditions. 
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 (Source: Cambridge Systematics Inc. and Texas Transportation Institute, 2005) 
Figure  2.2 Sources of congestions based on the national estimation 
Travellers’ concerns regarding congestion have been categorised into four components, 
namely duration, extent, intensity, and variation as shown in Figure  2.3 (Cambridge 
Systematics Inc. et al., 2008). Here, duration refers to the length of time in which the 
system is affected by congestion. Intensity describes the severity of congestion. The next 
component, extent, indicates the number of vehicles affected by congestion. The 
interactions between these three components create a cube as shown in Figure  2.3. The 
variation in the volume of this cube is the fourth component of congestion and can be 
considered an indicator of the reliability of the system. These components may alter 
according to location and specific situation. 
 
(Source: Cambridge Systematics Inc. et al., 2008) 
Figure  2.3 Components of congestion 
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2.7 Travel time reliability vs. travel time variability 
A clear distinction is essential between TTR and TTV, since these terms have been used 
interchangeably (Tsolakis et al., 2011). Travellers and operators tend to use TTR in 
preference to TTV since the former is more easily conceptualised and understood (Lomax 
et al., 2003). 
TTV indicates the variance of travel time over time. This variance in time might be due to 
recurrent factors, such as everyday peak periods in which demands increase and 
consequently speeds might drop, or non-recurrent factors, such as incidents and work 
zones, that may cause temporary reduction in capacity. 
TTR deals with the accuracy of the expectation of travel time of a trip, based on the past 
experiences of road users or provided historical performance (Lomax et al., 2003). 
Therefore, TTR encompasses both variance and predictability. As a result, TTR is poor in 
case of large variability in travel time and small predictability. For example, travel time is 
usually longer in the morning peak period. 
2.8 Travel time variability 
As discussed in the previous section, TTV caused by both recurrent and non-recurrent 
congestion is a vital factor in TTR modelling. TTV depends on the distribution and also the 
changes of travel time which involves three different components, namely: 1) day-to-day; 
2) time of day, and 3) from vehicle to vehicle  (Noland and Polak, 2002). 
Estimating and predicting are two distinct terms in travel time analysis (Van Lint, 2004). 
Travel time estimation uses traffic quantities, such as speed, flow, and density, in order to 
reconstruct the travel time. Travel time prediction calculates the travel times for vehicles 
departing in the current and/or future times and relies highly on modelling. “Short term” 
and “long term” travel time predictions are defined as the forecast of travel time for 
vehicles departing in future times from the current time (k) to k+60 minutes, and k+60 
minutes or more ahead, respectively. Figure  2.4 presents the differentiation between travel 
time estimation and travel time prediction according to time and space. 
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(Source:Van Lint, 2004) 
Figure  2.4 Differentiation between travel time estimation and prediction 
Various types of travel time models have been developed for the purpose of estimating 
and predicting travel time and, consequently, estimating variability of travel time (Zhang 
and Rice, 2003; Van Lint, 2004; Jiann-Shiou, 2005; Li, 2006; Liu et al., 2006; You and Kim, 
2007; Van Lint, 2008; Fei et al., 2011). 
2.8.1 Travel time estimation models 
Travel time estimation refers to the reconstruction of travel times from field data. Traffic 
data, such as speed and flow, can be continuously stored, as long as the basic traffic 
surveillance and control systems have been installed. Loop detectors are a common way 
to record these data. Accordingly, travel times can be indirectly derived from these traffic 
flow variables unless additional field data collection equipment, such as Automatic Vehicle 
Identification (AVI), Automatic Number Plate Recognition (ANPR), Global Positioning 
System (GPS), or methods are installed.  
Travel time estimation models can be categorised into three groups based on the 
modelling approach, namely speed-based models; traffic flow-based models; and vehicle 
re-identification techniques. 
2.8.1.1 Speed-based models 
The speed-based estimation model is the most-commonly used method. It is based on the 
relationship between speed and time, and is derived from two consecutive loop detector 
locations. In the case of single loop detectors, the speed cannot be measured directly and 
needs to be derived through modelling. 
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According to Elefteriadou and Cui (2007b), common disadvantages of this system are 
speed estimation errors from the loop data, and errors in conversion from two spot speeds 
to travel time. In addition, Bovy and Thijs (2000) stated that congestion is the most 
important factor in determining the error in the speed-based estimation models. 
2.8.1.2 Flow-based models 
Flow-based models depict the travel time as a function of variables such as link inflows, 
link outflows, and the number of vehicles on the link. These models are based on a range 
of approaches, such as queuing theory, and cross-correlation techniques for measuring 
the propagation time of traffic and probabilistic regression (Nam and Drew, 1996; Petty et 
al., 1998).  
2.8.1.3 Vehicle identification or re-identification techniques 
Vehicle identification methods refer to those that identify distinct vehicles and directly 
extract the traffic data such as travel time. AVI and ANPR are two examples of this 
approach. Vehicle re-identification methods try to identify distinct vehicles or a platoon 
using loop detector stations through matching vehicle measurements, such as length. 
Although this method can be utilised without installing new hardware, the accuracy is 
influenced by the resolution limitations of inductive loop detectors (Li et al., 2006c). 
2.8.2 Travel time prediction models 
Travel time prediction comprises two distinct time horizons (short-term and long-term). The 
performance of the prediction models depend on the quality, quantity, and nature of data 
collected from the field. Moreover, in short-term travel time predictions, only the most 
recent data are considered; while more unexpected conditions have little effect on the 
traffic volume. On the other hand, long-term travel time prediction needs to forecast all the 
conditions for a road link based on the historical data.  
2.8.2.1 Statistical approaches 
Statistical methods have been utilised to forecast travel times. Such methods require 
historical data since they are based on analysis of time series data by applying elementary 
or advanced statistical methods. Different statistical approaches are briefly discussed 
below. 
Ø Historical profile approach 
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This approach relies on the assumption that a historical profile can be acquired for traffic 
volume or travel time. It merely interprets the recurrent traffic data, and has no way of 
reacting to the changes (i.e. traffic incidents), due to its static nature (Rilett and Park, 
2001). 
Ø Time series models 
Time series modelling is defined as a set of statistical observations, arranged in 
chronological order, and is one of the techniques that have been extensively used for 
travel time prediction because of its comparative simplicity. These models have been used 
particularly for short-term travel time forecasting. They include various time-series 
analysis, such as Auto Regressive Moving Average (ARMA), and Auto Regressive 
Integrated Moving Average (ARIMA). This approach takes into account both the stochastic 
state transition and periodicity. The validity of this approach depends on the sufficiency of 
the travel time data (e.g. variability and distribution) and on the level of adjustment related 
to these parameters (Li, 2006). 
Ø Non-parametric Regression  
Non-parametric regression model attempts to match groups of recently observed cases 
whose input values or states are similar to the state of the system at prediction time. This 
is considered a dynamic clustering model, because it defines a group of similar past cases 
(or the neighbourhood) around the current input state, instead of defining a number of 
groupings prior to the time of prediction (You and Kim, 2006). 
2.8.2.2 Artificial Neural Network models 
An Artificial Neural Network (ANN) application is an information processing system, which 
is able to imitate and model the working scheme, and is capable of learning how to classify 
and associate input and output parameters. The learning capacities make these models a 
powerful approach to model complex and non-linear relationships. These models are 
appropriate for complex problems when sufficient examples for data training are available. 
Van Lint (2004) proposed a short-term travel time prediction model based on a State 
Space Neural Network (SSNN). This model is reliable for freeways, which are robust with 
respect to missing data, accuracy, validity and adaptability. The model deals adequately 
with both structural and random input failure of 10 to 20%, without loss of predictive 
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accuracy. It has been concluded that long-term travel time predictions are a very different 
type of problem than those of short-term travel time predictions. 
In a more recent study, Li (2006) stated that, in the field of transportation engineering, 
multilayer Feed Forward Neural Networks (FFNN) with back-propagation training 
algorithms have the best performance among other ANN models in forecasting traffic 
parameters. However, the main disadvantage of these conventional neural networks is 
that the network inner workings and the weights during the training process remain a 
‘black box’ that have no clear meaning to the user. This reduces the ability to understand 
the procedure, which is particularly useful for the long-term prediction. Two neural network 
models, namely FFNN and Evolving Fuzzy Neural Network (EFuNN), were proposed and 
tested for a highway segment in Melbourne, Australia. It was concluded that the former 
model reliably predicted short-term travel time, while the latter model provided a prediction 
range for travel time up to a few days ahead.  
2.8.2.3 Simulation Models 
Simulation models are capable of replicating the behaviour of real-world systems (Liu et 
al., 2006). Traffic simulations are computer programs based on various types of traffic 
models such as discrete time/discrete event models, micro/mesoscopic/macro models, 
deterministic/stochastic models, and Dynamic Traffic Assignment (DTA) models. These 
models simulate traffic movements over a user-defined transportation network and extract 
data such as travel time, delay, and speed. In addition, most of the traffic simulation 
models are micro models, as well as stochastic models (Oregon DOT, 2006).  
Although these models are capable of analysing various types of situations, they require 
significant effort to create the network, and calibrate and validate the models. These 
models can be used for both travel time estimation and prediction. 
Shen and Hadi (2009) utilised a traffic simulator for travel time estimation on a freeway 
segment of about 8 miles in Florida, USA. They proposed the best model based on the 
traffic simulation results. 
2.8.2.4 Discussion 
Several models have been developed for estimating or predicting travel time. These 
include travel time estimation and travel time prediction models. Travel time estimation 
models are based on field data, namely speed–based, flow-based, and vehicle 
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identification or re-identification based; while travel time prediction models can be 
categorised into three types, firstly, statistical models including use of the historical profile 
approach, time series analysis and non-parametric regression, secondly, ANN models, 
and lastly traffic simulation models. These models have been applied to estimate or predict 
travel time for recurrent and non-recurrent conditions according to their capabilities. Some 
models, such as the historical profile approach or linear time series analysis, are not 
capable of predicting unexpected events. However, these models are easy to implement 
and able to predict routine situations. On the other hand, for unusual events, non-linear 
models enable the formulation of predictions with a degree of approximation especially for 
long-term future events with unexpected conditions. 
According to the literature, although some models were developed to consider factors 
affecting TTV, such as congestion, incidents, work zone, and weather; there has been no 
comprehensive research considering the inter-relationship of these factors and their 
effects in determining the expected travel time over long periods. 
When analysing incidents, as the most important factor influencing TTV, various effective 
attributes of an incident rather than its mere existence should be taken into account. These 
attributes comprise the duration of incident, severity of incident, and the number of closed 
lanes. 
Table  2.3 summarises the advantages and disadvantages of travel time estimation and 
prediction models. The ‘utilisation of historical data’ column shows how well such data 
have been used. For example, historical profile approaches compute average travel time 
from historical data and use it for future time, while non-parametric regression models 
search similar conditions that occurred in the past within historical databases. 
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Table  2.3 Advantages and disadvantages of travel time estimation and prediction models 
Model Advantages Disadvantages 
Utilisation 
of 
historical 
database 
 Capability 
of 
forecasting 
NRC 
Tr
av
el
 ti
m
e 
es
tim
at
io
n 
Speed–based 
· Easy to apply 
· Fast execution speed 
· Broadly available 
· Applicable to speed 
from any control and 
surveillance system 
· Imprecise theoretical 
assumption 
· Error in estimation 
· Accuracy of traffic 
sensors 
· Maintenance issues 
ü × 
Flow-based · Various approaches 
available 
· Require estimation of 
traffic flow parameters 
in advance 
ü D 
Vehicle 
Identification 
or 
re-identification 
· Provide large sample 
size 
· Accurate individual 
travel time for each 
vehicle 
· Logical theoretical 
base 
· Automatic approach 
· Lane specific 
· Complexity in matching 
· Privacy issue 
· Costly data collection 
ü ü 
Tr
av
el
 ti
m
e 
pr
ed
ic
tio
n  
St
at
is
tic
al
 m
od
el
s 
Historical 
Profile 
Approach 
· Easy to apply 
· Fast execution speed 
· Difficult to respond to 
the non-recurrent 
congestion 
ü × 
Time Series 
Analysis 
· Easy to apply 
· Explicit functional 
relationship 
· Short time horizon 
· Difficult to handle 
missing data 
ü × 
Nonparametric 
Regression 
· No assumption on the 
data 
· No requirement of any 
prior knowledge 
regarding the process  
· Requires well-
structured historical 
data 
· Require large sample 
size 
ü D 
Artificial Neural 
Network 
· Ability to model 
complex, non-linear 
surfaces 
· Fault tolerance 
· Requires large sample 
size for training 
· Complex learning 
process 
· Forecast in “black box” 
ü D 
Traffic simulation 
· Simulate complex 
networks 
· Various scenarios 
· Short and long time 
horizon 
· Requires traffic flow 
prediction in prior 
· Complex calibration 
process 
· Ample labour to 
prepare 
D D 
Note: NRC- Non-recurrent congestion (i.e. incidents) Adapted from(Li, 2006; You and Kim, 2006)
Rate capability:   ü excellent     D Good      × Poor 
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2.9 Travel time reliability modelling 
A number of studies have been used for travel time estimation and prediction, and have 
incorporated reliability measures to show TTR (Emam and Al-Deek, 2006; Kaparias et al., 
2008a). However, there have been very few studies focusing on TTR modelling. 
Elefteriadou and Cui (2007a) collected traffic data on a 15km freeway in Philadelphia 
through eight data collection locations, continuously recording speeds and flows for 4 
months. Using these data, a set of linear regression travel time estimating models were 
proposed under 24 series of scenarios based on four main factors, namely congestion, 
weather, work zones, and incidents. These models produced expected travel times for 
each scenario and the travel time distribution was obtained based on the frequency of 
occurrence of each scenario. By applying a reliability measure, namely the BTI, the 
percentage of “reliable trips” has been proposed as a function of various on-time 
performance approaches. The model used dummy variables for incidents, work zones, 
and weather. The main disadvantage of the model is that it does not cover all the effects of 
unexpected events, particularly incidents. 
Tu et al. (2008) presented a TTR model based on the probability of traffic breakdown in a 
highway section. Traffic breakdown was defined as “a reduction of average speed of a 
section within one time interval from a high level down below a threshold of 70 km/h”. They 
introduced Travel Time Unreliability (TTUR) as a function of probability of traffic 
breakdown, TTV in free flow and TTV after traffic breakdown. The TTV in free flow and 
after traffic breakdown is defined as the differences between the 90th and 10th percentile 
travel time in free flow condition and breakdown condition for a given inflow, respectively. 
The main disadvantage of this model is that it only considers the effects of traffic flow and 
ignores other potential causes of TTR. 
Based on this model, Tu (2008) proposed a new TTUR model, known as the ‘Tu, van Lint, 
van Zuylen’ (TLZ) function. This new model was defined as a function of inflow, TTUR in 
free flow, and critical TTUR. This model was calibrated and validated using traffic data 
from urban freeways in the Netherlands. The results indicate that TTUR following traffic 
accidents was 7.8% higher than without traffic accidents. In addition, traffic accidents were 
not identified to be the main factor affecting TTUR. Interestingly, an assumption of a  
3-hour duration for all accidents was applied to distinguish between accident-related and 
accident-free traffic data. 
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Tavassoli Hojati et al. (2009) undertook a study to determine the major causes of travel 
time unreliability. The study used a section along the Pacific Motorway (M1), a major 
freeway in Brisbane, to obtain TTR measures such as percentage variation, BTI, MI etc. 
The results indicated that the different TTR measures considered in the study followed a 
similar trend with respect to traffic volume. On this basis, traffic volume was considered as 
an effective factor in modelling TTR. Finally, the authors suggested further research to 
identify the effect of other factors on TTR more than traffic demand, which was considered 
in the study.  
Saberi and Bertini (2010) prioritised freeway segments based on TTR measures using 
archived loop detector data from five freeways in Portland and Oregon in the USA. They 
found that the BI and the COV were the most consistent among the measures of TTR. 
Although TTR measures were analysed, the factors contributing to the unreliability of travel 
times were not identified.  
In a recent study by Park et al. (2011), the impact of traffic incidents on TTR were 
investigated based on microscopic simulation models of a 16-mile section of I-66 in 
Washington, DC, USA. The study obtained travel time under typical traffic and incident 
conditions. Three traffic incident scenarios were designed by varying the number of lanes 
blocked from one lane to three lanes. TTR dropped significantly after the occurrence of 
traffic incidents. In addition, incident impact on TTR was found to be more critical during 
congested conditions. However, there were a couple of limitations in this study. First, 
incident duration was assumed fixed at 40 minutes for all incidents, perhaps an unrealistic 
assumption. Second, incident severity was defined in terms of number of blocked lanes by 
traffic incidents. However, even for incidents blocking the same number of lanes, the 
congestion impact will differ based on severity of the crash itself, mitigation strategies, in 
place, etc. Third, an even greater source of concern is the use of simulation models for 
incident analysis. The calibration process needs to make use of actual incident situations 
in order to obtain realistic results.  
2.10 Summary and gaps in the knowledge 
A broad range of TTR definitions have been introduced in the literature. Among these 
definitions, the compatible definition for this research can be highlighted as, “the 
consistency or dependability of a particular trip travel time, measured from day to day”. As 
emphasised in many studies, TTR has become one of the most important indicators of 
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transport performance. From a travellers’ point of view, the reliability of arrival times often 
ranks as the most important attribute, ahead of total trip travel time. 
A review of literature showed that the estimation and prediction of travel time have been 
investigated widely through several modelling techniques such as historical profile 
approaches, time series models, non-parametric regression models, neural network 
applications, and traffic simulation models. However, difficulties in dealing with non-
recurrent congestion is a common limitation in these models. In particular, these models 
need to be modified and enhanced to be capable of predicting reliable travel time when 
traffic incidents are included. 
A few studies have attempted to develop models considering factors affecting TTV and 
TTR, such as congestion, incidents, work zones, and weather; however, there has been 
no comprehensive research considering the inter-relation of these factors and their effects 
on determining the expected travel time. The reasons for this might include lack of an 
extensive database encompassing related contributory factors. 
It has been acknowledged from many studies on TTR and TTV that traffic incidents are a 
major contributor to non-recurrent congestion. In this regard, several studies have 
considered the existence of traffic incidents in their models. However, various attributes of 
a traffic incident rather than its mere existence should be taken into account when 
analysing TTR. These attributes comprise incident duration, severity, and frequency. 
Although there have been several attempts to assess the inter-relations between reliability 
and congestion to propose TTR models, the state of the art of modelling TTR requires 
further research. It is apparent from the overview of the literature presented here that the 
following research gaps exist in the literature related to TTR modelling: 
· Modelling of TTR on freeways by incorporating non-recurrent factors, namely 
incidents, and work zones; and by quantifying the effects of these factors; 
· Investigating the trade-off between data collection efficiency and accuracy 
requirements for TTR models; 
· Considering the effects of freeway geometry such as horizontal and vertical 
alignment, number of lanes, and lane width on TTR; 
· Assessment of the impacts of control measures such as variable speed limits, ramp 
metering, and route guidance on TTR; and 
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· Quantification of the effects of traffic composition (e.g. percentage of heavy 
vehicles) on TTR. 
To address some of the gaps in the knowledge, this research focuses on the impacts of 
traffic incidents as a significant factor on non-recurrent congestion for TTR modelling. The 
next chapter continues the literature review, particularly on the impacts and components of 
traffic incidents. 
 
 Chapter 3                                               
Traffic incident components 
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3.1 Overview 
Chapter 2 highlighted the impacts of non-recurrent congestion, particularly traffic incidents, 
on the reliability of travel time and the importance of considering different components of 
traffic incidents in proposing TTR models. In addition, incidents are major sources of 
congestion, imposing substantial social and economical impacts not only on travellers but 
also on operations. In this regard, the current chapter reviews traffic incident components 
(Figure  3.1). 
 
Figure  3.1 Thesis outline (Chapter 3 highlighted) 
To quantify the impacts of traffic incidents, three components, namely duration, delay, and 
extent can be considered as the main contributory factors to TTV and TTR (Figure  3.2) 
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(Cambridge Systematics Inc. et al., 2008). Duration refers to the length of time during 
which the traffic incidents cause variation in travel time. Delay relates to the total delay 
caused by traffic incidents, and extent indicates the number of vehicles affected by traffic 
incidents.  
 
(Source: Cambridge Systematics Inc. et al., 2008) 
Figure  3.2 Components of travel time reliability of a system due to traffic incidents 
The change in the volume of the cube in Figure  3.2 represents variation in the reliability of 
the system due to traffic incidents. Considering reliability for a single unit of vehicles, two 
components are crucial, namely duration and delay of incidents. This chapter reviews the 
relevant literature in these two fields. In addition, modelling of these attributes is reviewed 
in detail. 
3.2 Traffic incident duration analysis 
Traffic incident duration is defined as the elapsed time from the moment an incident is 
detected until its cause is removed from the scene (Garib et al., 1997; Nam and 
Mannering, 2000; Smith and Smith, 2001). Charles (2007) defined traffic incident duration 
in broader terms as the length of time between incident occurrence and return to normal 
traffic flow as shown in Figure  3.3. With this definition, several components become 
available within traffic incident duration, including detection and verification, response, site 
investigation, clearance, and recovery. Traffic Incident Management (TIM) is introduced 
from a substantial body of knowledge from both research and practice, as one of the most 
cost effective approaches to alleviate the negative impacts of these components (Owens 
et al., 2010; Martin et al., 2011b). Therefore, effective and efficient TIM can result in 
significant reduction in traffic delay, level of vehicle emissions, fuel consumption, and 
improvement in traffic safety, such as decrease in the risk of secondary crashes, and 
subsequently, increased customer satisfaction. 
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(Source:Charles, 2007) 
Figure  3.3 Components of traffic incident duration 
Research over the past few decades has demonstrated that various methodologies and 
techniques have been employed to analyse and model incident duration, mainly on 
freeways. These models have determined the relationships between incident duration and 
influencing variables. Different sets of variables affecting incident duration have been 
reported, based on or using incident characteristics (e.g. incident type and severity, 
number and type of vehicles involved, environmental effects, temporal characteristics, 
geometric characteristics, and operational factors). The most representative approaches 
for incident duration models are discussed below. 
3.2.1 Statistical descriptive analysis 
Descriptive analysis is one of the basic techniques used to explore, evaluate and describe 
the characteristics of the data. This approach is widely used to evaluate the duration of 
incidents. DeRose Jr (1964) and Goolsby (1971) categorised freeway incidents into either 
accidents or vehicle disabilities and calculated the average duration for each type of 
incident for their case studies in Chicago, Illinois and Houston, Texas, respectively. In 
addition, the latter study indicated that the weather conditions, incident severity, and police 
workload were significant factors causing higher variance in incident duration.  
Ullman and Ogden (1996) investigated traffic incidents using more than 600 major 
incidents in which the duration was more than 45 minutes over a 7-year period in Houston, 
Texas. The results indicated that the incident duration is equal, for both cars and trucks. 
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Further, longer durations were observed for incidents when trucks overturned or spilled 
loads. Overall, for overturned truck incidents, the median clearance time was 30 minutes 
longer than the median incident clearance time, which was about 2.5 hours.  
In two similar studies (Skabardonis et al., 1997; Skabardonis et al., 1999), the incident 
duration was explored using data from two freeways (I-10, I-880) in Los Angeles, 
California for different incident types, namely, accidents, and breakdowns. The average 
incident duration was calculated and compared with overall incident duration for each type 
of incident, as well as for different conditions such as presence of shoulders, and assisted 
and non-assisted incidents. In addition, Skabardonis et al. (1999) found that the incident 
duration followed a log-normal distribution. The results indicated that incident type (a 
multivehicle crash or single-vehicle breakdown), location (in a lane or on a shoulder), and 
provision of assistance were statistically significant factors causing negative impacts on 
incident duration. 
Tavassoli Hojati et al. (2011) analysed traffic incidents on Australian urban road networks 
using 13,590 incident records to assess various factors that contributed to the duration of 
traffic incidents. The results showed that the incident duration varied across the types of 
incident, road hierarchy, time of day, day of the week and even the month of the year. 
Additionally, the findings of this study revealed that the variance in terms of duration within 
each category was fairly large. Results indicated that breakdowns, multiple vehicle 
crashes and debris were the major sources of incidents. In a later study, Tavassoli Hojati 
et al. (2012) investigated the incident duration and identified contributing variables for 
Australian conditions. The results indicated that rain precipitation significantly affected the 
incident duration for all three types of incidents. Log-normal distribution was inferred to be 
appropriate for crash and log-logistic distribution for hazard and stationary-vehicle 
incidents on freeways. 
The incident duration was analysed using incident records on major freeways in Hampton 
Roads, Virginia (Zhang et al., 2012). Incidents were categorised into two groups, namely 
large-scale incidents (duration of more than 2 hours [3.6%]), and other incidents (duration 
less than 2 hours [96.4%]). The focus of this study was to analyse large-scale incidents 
and explore their correlations and implications on traffic operations. In this regard, a 
temporal analysis was performed to assess the incident variation due to the monthly, 
weekly, and daily large-scale incident distribution patterns. The results of the analysis 
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showed that work zones and lane blockages were significant factors causing longer 
duration for large-scale incidents. 
3.2.2 Linear regression analyses 
Linear regression analysis has been widely used in many transport studies due to its ease 
of use and simplicity. In an early study, Wang (1991) found 9 out of 22 variables 
statistically significant on incident clearance time, based on 121 incident records from the 
Chicago area. Nine significant variables were employed in the regression model; namely 
heavy loading, extreme weather conditions, sand/salt pavement operations, assistance 
from other response agencies, freeway facility damage caused by an incident, number of 
heavy vehicles involved, liquid or uncovered broken loadings in heavy vehicles, and 
severe injuries in vehicles. Although, the incident report and response time were not 
statistically significant; they were assumed to be useful and included in the model. 
One of the most well-known linear regression models for incident duration was developed 
by Garib et al. (1997) using 277 incident records collected from a 7.3 mile freeway section 
in Alameda County, Oakland, California. A number of independent variables from different 
sources such as incident characteristics, traffic characteristics, weather conditions, 
geometric characteristics, and possible combinations of these variables were considered 
in building the incident duration model. The results showed that the six variables affecting 
incident duration were the number of lanes affected, the number of vehicles involved, truck 
involvement, time of the day, police response time, and weather conditions. 
The indication of goodness of fit (R2) of this model was reported as 0.81 indicating 
promising results. However, the applicability of this model was limited because of the 
relatively smaller sample size used. The results showed that the incident duration could be 
shorter in rainy weather conditions and/or in the afternoon peak due to negative 
coefficients of these variables in the model. Moreover, police response time was the most 
significant variable affecting the duration of incidents. This study found that incident 
duration had a log-normal distribution. 
In an another study, Ozbay and Kachroo (1999) attempted to develop a linear regression 
model to predict incident duration based on 650 incident records from northern Virginia, 
USA. The study explored the significant variables for different type of incidents. The 
prediction results of this model using different combination of variables were quite 
unsatisfactory. Moreover, the distribution of incident duration was explored but neither a 
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log-normal nor a log-logistic distribution was found appropriate. However, once the dataset 
was grouped based on incident types and similar severity, a normal distribution was found 
appropriate and supported by statistical results. Based on the poor results of this 
approach, the authors suggested a Decision Tree (DT) model for better prediction of 
results. 
A linear regression model was developed to predict incident duration using 2,970 records 
of incidents from the Georgia Department of Transportation (Boyles et al., 2007). Ten 
attributes related to incident, such as lane blockage, availability of fatality, number of 
vehicles involved, and response information were found significant in the model. It was 
concluded that the poor prediction of this model was a result of high variation among the 
incidents. 
Valenti et al. (2010) developed five predictive models, namely Multiple Linear Regression 
(MLR), DT, ANN, Support Vector Machine (SVM), and K-Nearest-Neighbour (KNN), to 
investigate the reliability of different incident duration prediction models using a database 
of 237 incidents in Italy over 3 months in 2005. It was revealed that the quality of the input 
data was highly important for the accuracy of the prediction models. MLR was observed to 
be the best predictor for incidents with shorter duration (less than 30 minutes). Using the 
Mean Absolute Percentage Errors (MAPE) for models’ accuracy estimation, MLR 
produced the smallest MAPE with only six explanatory variables. Although MLR is an easy 
tool, generally the results of this model are not as accurate as other models.  
Recently, Khattak et al. (2012) developed a prediction tool that can dynamically predict 
incident durations, secondary incident occurrence and associated incident delays. 
Ordinary Least Squares (OLS) regression models were developed to estimate the incident 
duration using an incident database covering the period from January 2004 to June 2007 
for more than 100 miles of freeways in the Hampton Roads, Virginia area. The results 
indicated that longer incident duration was related to factors such as incident location, 
freeway segments that have higher average daily traffic, detection source, multiple 
vehicles involved in the incident, lane closure, emergency medical services response, left 
shoulder affected, ramps affected, and off-peak hours. To examine the precision of 
predictions, the Root Mean Squared Error (RMSE) and MAPE were employed. The 
validation results indicated that the model was not capable of reasonable estimation of 
extreme incident events (more than 120 minutes). However, the model performed 
reasonably for incidents lasting 10–30 minutes. 
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3.2.3 Non-parametric regression methods 
Khattak et al. (1995) developed a time-sequential incident clearance time prediction model 
using a sample incident database for freeways in Chicago, Illinois with 109 larger incidents 
occurring in 1989 and 1990 and with more emphasis on operational value. Various 
variables were considered for model development, including incident characteristics, 
response and operational factors, environmental conditions, location characteristics, 
seasonal factors, and flow conditions. Significant variables were identified and the whole 
incident occurrence process was grouped into the 10 stages. A series of Truncated 
Regression Models (TRM) were prepared to estimate the duration of each stage. During 
subsequent stages, more variables were included progressively to achieve better 
prediction. A comparison with other studies indicated that the results were biased due to a 
smaller sample size. However, this study was specifically aimed at illustrating the 
methodology of time sequential models rather than validating the performance of the 
model in traffic operations. 
In another study, TRM were developed to predict incident clearance time (Madanat and 
Feroze, 1997). Three separate models were developed for different types of incidents, 
namely overheating vehicles, debris on the roadway, and crashes, using 3,922 incidents’ 
data from the Borman Expressway in Indiana. Nine variables were found significant out of 
which two variables made incident clearance time shorter namely, high average 
percentage of trucks, and higher ambient temperature. Other variables such as incidents 
involving injuries, night conditions, accident involving trucks or buses, incidents blocking 
ramps, winter months, high average traffic speed, and adverse weather conditions had a 
positive impact on the incident duration. The results indicated that average clearance time 
for incidents involving debris on roadways and crashes was about 4 minutes and 20 
minutes, respectively.  
Smith and Smith (2001) developed a KNN non-parametric regression model for the 
prediction of clearance time of freeway crashes in Virginia using 6,828 records of accident 
data. Eleven categorical variables were considered significant and selected as 
independent variables from different groups including physical variables, response 
variables, and vehicle-related variables. MAPE was applied to determine the accuracy or 
effectiveness of this model. The MAPE of the model was found to be about 20 minutes; 
which was slightly less than 50% of the predicted incident clearance time and was within 
15 minutes of the actual time. In addition, the model mostly overestimated the clearance 
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time. This may be due to some outliers with large clearance times. Hence, it was 
concluded that the results of this model were not promising.  
Valenti et al. (2010) compared the results of five predictive models including KNN in order 
to investigate the reliability of different incident duration prediction models. The results 
showed that this method was inclined to overestimate the incident cases with relatively 
short durations and conversely underestimate incident cases with relatively long durations.  
3.2.4 Decision tree models 
The main goal of this approach is to identify patterns in a given data set without having a 
probabilistic basis (Smith and Smith, 2001). In one of the early studies, Ozbay and 
Kachroo (1999) explored a DT model to predict incident clearance times in the Northern 
Virginia region as the results of a linear regression model were unsatisfactory. Analysis of 
variance (ANOVA) was used to explore significant factors from different categories, 
namely incident type factors, incident detail/severity factors, operational factors, location 
factors, shoulder/lane closure factors, and environmental factors. The result of the model 
validation was promising since 44 incident cases out of 73 (about 57%) were predicted 
with less than 10 minutes of prediction error. It indicated that some large prediction errors 
of incident duration were due to individual differences of incident management teams in 
clearing similar incidents. Furthermore, the results showed that the truck involvement was 
a major factor affecting incident duration and vehicle type was a more important factor 
than the number of vehicles involved. Some other factors namely, inclement weather, peak 
hour traffic, land use, and roadway type were found to be significant in predicting incident 
duration.  
In a later study, Smith and Smith (2001) developed a classification tree which was a 
special type of DT to predict the clearance time of freeway accidents. Incident clearance 
values were categorised into three distinct duration groups such as short (1-15 minutes), 
medium (16-30 minutes), and long (31 minutes or greater). The results indicated that the 
model performed accurately enough to predict relatively short clearance times, and to a 
lesser extent the long clearance times. However, medium clearance times predicted were 
unsatisfactory. It indicated that the poor performance of the forecasting models was due to 
the poor quality of the accident data. 
Valenti et al. (2010) developed five predictive models to investigate the reliability of 
different incident duration prediction models. The results of validation of the DT model 
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indicated that the model was not capable of performing accurately for durations of more 
than 90 minutes and less than 5 minutes. However, the prediction results were better for 
incident cases with the duration between 20 and 30 minutes.  
3.2.5 Support vector regression models 
Valenti et al. (2010) indicated that 79% of SVM prediction errors were less than 20 
minutes. Moreover, the SVM model exhibited the best prediction for medium and medium-
long duration incidents. However, this method can be considered as a ‘black box’ method 
in which the results were not transparent and easy-to-understand. 
Incident duration was predicted using support vector regression based on 1,853 records of 
traffic incident data over 5 months in Utrecht, Netherlands (Wu et al. (2011). The study 
classified incidents into three categories namely, breakdown, lost-load, and accident. Each 
type of incident was analysed separately using 16 variables. The results indicated that the 
prediction models had reasonable accuracy for incident duration of different types. 
However, the accuracy reduced dramatically for long durations (more than 60 minutes). In 
this regard, reducing noise in the data set was an important step to increase the accuracy.  
3.2.6 Probabilistic distribution analyses 
This approach is relatively straightforward for forecasting incident duration based on the 
appropriate Probability Density Function (PDF), in which the duration can be fitted as a 
random variable. In one of the early studies utilising this approach, Golob et al. (1987) 
analysed accident durations using 525 accidents involving large trucks and combination 
vehicles, collected over a 2-year period on highways and ramps in the greater Los Angeles 
area. This study demonstrated that the accident duration consisted of multiple sequential 
stages in which each stage was affected by the previous stages. The results indicated that 
log-normal distribution was appropriate for homogeneous groups of truck accidents 
categorised by collision type and severity. Moreover, overturns were a significant attribute 
causing longer accident duration. One of the shortfalls in this study was that the sample 
size of each group was relatively small and this considerably affected the shape of the 
distribution. 
Based on this study, Giuliano (1989) investigated the duration of incidents on a high 
volume urban freeway in Los Angeles using 512 incident records. Two separate models, 
one for all incidents, and another for accidents only, were compiled due to data limitations. 
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Based on the results, a large number of factors were found to be significant on the 
duration of each model. Significant factors in the first model were incident type, lane 
closure, and time of day. In the second model, the independent variables were accident 
type, time of day, and truck involvement. This study indicated that the incident duration 
could be fitted with a log-normal distribution. Furthermore, truck-involved accidents had a 
significantly longer mean duration than non-truck involved accidents and the average 
night-time incident duration was longer than that of the day-time incidents for every 
category. It highlighted that incomplete and inaccurate data can have a great impact on 
the incident analysis and results. 
In a later study, Sullivan (1997) investigated incident durations using log-normal 
distribution on incident data from six USA cities for selected months in 1993. Incident 
duration was estimated for different groups of incidents by calculating the mean and 
standard deviation for each subgroup. Each group was categorised based on the type of 
incidents and incident locations. The study concluded that incident durations were 
generally consistent among the range of urban freeway conditions examined. 
3.2.7 Conditional probability analyses 
Jones et al. (1991) developed an accident duration model based on the hazard function 
assuming an accelerated lifetime approach. Approximately 2 years of accident data were 
analysed including 2,156 records from six study zones in the Seattle metropolitan area in 
Washington State. It was found that the log-logistic distribution better replicated the 
accident duration data compared to other distributions including log-normal, Weibull and 
gamma. This implied that the longer an accident lasted, the less likely it would end sooner. 
In addition, the findings of this study indicated that duration modelling can be used to 
specify key relationships between site characteristics and the duration of accidents. The 
factors including time of year, time of day, lighting conditions, vehicle and driver 
characteristics, and accident severity were found significant in affecting incident duration. 
In this regard, incident duration was more likely to last longer, if the incident involved 
injuries, if a greater number of lanes were blocked, and if special events with high-
demand, such as sporting events were taking place. In addition, crashes caused by drunk 
drivers were found to be associated with shorter duration due to the quicker response time 
for this type of incident. Additionally, the results indicated that incident durations varied 
from place to place. 
 Chapter 3  Traffic incident components 47 
  
Although the results were reasonable, the model had some weaknesses. Some factors 
used in the model, such as the age of the driver, were found to be unattainable. Generally, 
this information is not available when the incident is recorded. Furthermore, some 
limitations of this model were the absence of data relating to roadway geometry, traffic 
data and regional transferability. Moreover, this study indicated the important role of 
accurate and reliable data availability for incident duration analysis.  
Nam and Mannering (2000) expanded Jones’s (1991) study by removing impractical 
variables and using accelerated hazard models with alternative Weibull and log-logistic 
based hazards to analyse incident duration components, including incident detection, 
response times, and clearance times, using 2 years of highway incident data including 681 
records in Washington state. A variety of variables from different classifications including 
temporal, environmental, geographic, and incident characteristics variables were 
investigated in this study. The results showed that the incidents occurring during the 
afternoon peak period, night-time hours, and weekends tended to have longer response 
times. In addition, longer clearance times were detected during commuting and night-time 
hours, as well as when fatalities or lane closures were involved. 
The major contribution of this study was the application of gamma distribution to capture 
unobserved heterogeneity for the incident detection and response models. Based on the 
findings, the log-logistic distribution provided the best fit for the clearance time duration 
model. Moreover, the results indicated that the estimated coefficients were unstable 
through 2-year data used in the model development. It was concluded that this approach 
enabled the exploration of additional significant factors affecting incident duration. 
Hazard-based duration models were developed for model duration of congestion on a 
major road in the City of Athens, Greece based on 3 months of loop detector traffic data 
(Stathopoulos and Karlaftis (2002). The results indicated that the log-logistic distribution 
was the best fitting model compared to Weibull and exponential distributions. The results 
showed that congestion of up to 12 minutes is most likely to end and less likely if it is 
continuous for more than 12 minutes.  
Qi et al. (2009) employed hazard-based models to predict the incident duration. A variety 
of variables were considered in the duration model, including weather characteristics 
(snow, rain), vehicle characteristics (types of vehicles involved), temporal attributes 
(morning peak, afternoon peak, weekday, night-time), incident characteristics (incident 
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types, injury and fatality, number of lanes blocked), and incident clearance source (agency 
involved). The results indicated that incidents which involved property damage, injuries or 
fatalities caused longer incident durations than disabled vehicles. Although snow was a 
significant variable resulting in longer incident duration, rain was not a significant factor 
impacting incident duration. Moreover, the incidents during off-peak periods were likely to 
have shorter incident duration than those occurring during morning and afternoon peak 
periods. In addition, the study discovered that incident duration during night-time tended to 
have the highest incident duration time.  
Accident duration was modelled using a hazard based duration model and a log-logistic 
accelerated failure time metric model based on a 2-year accident duration dataset on the 
Korean freeway system (Chung, 2010). Based on the results, the incident duration 
increased with the number of injuries, involved vehicles, and when fatalities were involved. 
Moreover, it was claimed that the duration model could be used for accident prediction 
purposes; however, the transferability and stability of the model in subsequent years 
required validation. 
A later study (Chung and Yoon, 2012) in 2001 used accelerated failure time survival 
models to estimate accident duration of 6,200 accidents on freeways in Orange County, 
California. Vehicle detection systems (e.g. a ubiquitous loop detector) in conjunction with 
traffic incident records were used to estimate actual incident duration along with incident 
related attributes. The log-normal distribution was the best fitting compared to the log-
logistic, Weibull and exponential distributions. As a result of the study, causal factors 
influencing accident durations were identified. This study discovered that incidents 
involving attributes including ‘3+ vehicles rear end’, ‘4-lane freeway’, ‘Monday or Friday’ 
and ‘midday’ tended to have longer incident duration. 
Tavassoli Hojati et al. (2013) applied parametric accelerated failure time (AFT) survival 
models to predict incident duration on freeways based on 12 months of incident data 
including 3,251 records obtained from the Australian freeway network to predict incident 
duration. The results clearly indicated that the durations of each type of incident, including 
crash, hazard, or stationary vehicle, were uniquely different. They required different types 
of responses to clear them from the road and had a different impact on cumulative 
clearance times and hence delay. This study considered heterogeneity in incident 
durations by employing both random parameter specifications and a Weibull with gamma 
heterogeneity. The study found that the prediction results of models considering 
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heterogeneity were statistically better. In this regard, Weibull distribution with random 
parameters were most suitable for two types of incidents – crashes and hazards – on 
freeways. In addition, a Weibull model with gamma heterogeneity provided the best fit for 
stationary vehicle incidents.  
3.2.8 Discrete choice models 
Lin et al. (2004) predicted incident duration by integrating a discrete choice model with a 
rule-based model using approximately 22,500 incident records from 2001 and 2002 in 
Maryland state. Incident durations were classified according to eight attributes namely, 
incident nature, weather conditions, temporal effects, incident details, vehicle components, 
and incident response time in order to group incidents based on their similarities. Unlike 
other studies, which treated incident duration as a continuous variable; incident duration 
was classified into a number of intervals based on 5-minute increments. Then, ordered 
probit models were developed to predict incident duration. Since the results were not 
satisfactory for severe incidents longer than 60 minutes, a rule-based supplemental 
module was developed to increase the accuracy of the estimation. However, using this 
approach helped to reasonably estimate incident duration only of some particular types. It 
was suggested that to improve prediction results, quality improvements in the collection of 
incident data as well as implementation of neural network/rule-based models was required.  
3.2.9 Bayesian classifier models 
In a study by Boyles et al. (2007), a Naïve Bayesian Classifier (NBC) model was 
developed to predict incident duration based on 62 attributes using 1,434 and 1,536 
records of incidents from the Georgia Department of Transportation for calibration and 
validation, respectively. One of the advantages of this model was that it provided useful 
results particularly in the case of incomplete information. The comparison between the 
results of this model and the developed linear regression model revealed that the NBC 
model was more robust to outliers. Moreover, the prediction results of the NBC model 
could be improved by incorporating more information. 
Kim and Chang (2012) estimated the duration of fatality-involved incidents by performing a 
NBC using more than 6,700 incident records from 2003 to 2005 in Maryland. Through the 
model development, a number of attributes such as, pavement conditions, numbers of 
heavy vehicles, time of incident, shoulder condition, number of fatality/ injury, and lighting 
conditions, had a significant effect on incident duration. The prediction results indicated 
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that the performance of the model for incidents having a duration of less than 60 or longer 
than 300 minutes were quite satisfactory. In addition, incident durations between 120 and 
180 minutes and between 180 and 240 minutes were estimated reasonably; however, the 
prediction results were not accurate for incident durations between 60 and 120 minutes. It 
should be noted that these results were based on a limited sample size.  
3.2.10 Fuzzy logic models 
The incident response time was predicted by developing a fuzzy logic model using 2,457 
incident records from a freeway in the Los Angeles area over a 3-month period in 1995 
(Kim and Choi (2001). Three variables were considered in the model namely, vehicle types 
involved, type of incident, and incident vehicle location. Although the study showed that 
the model could be effectively used in the freeway incident management process and 
provided better results than the human judgement and decision process; the model 
needed more improvements to achieve even better results by incorporating fewer numbers 
of explanatory variables. One of limitations in this study was the classification of 10 
incident types into only three groups. Moreover, this study did not consider other important 
variables that might be significant including time of day, day of week, environmental 
conditions, and traffic flow conditions. 
In a study, Wang et al. (2002) investigated the incident duration for two major incident 
types namely vehicle breakdown, and crash using 695 incident records on motorways in 
the UK. The study confirmed that the incident duration was a Weibull distribution as 
opposed to a log-normal distribution for both incident types. Incident duration models were 
developed based on the fuzzy logic theory for both incident types. Three variables, 
namely, vehicle size, breakdown time, and breakdown location were found to be significant 
factors that influenced the duration of vehicle breakdown. Moreover, incident time and 
location, number of vehicles involved in the crash, vehicle type, and severity of crash were 
important factors affecting the duration of crashes. The results indicated that the duration 
of breakdown, which was reported by an emergency telephone service, had relatively 
lower average duration. Vehicle breakdown at the middle of a link caused longer incident 
duration. Furthermore, the duration of vehicle breakdown in the morning lasted longer as 
compared to that at night. The prediction results of the developed models, which were 
based on a limited number of factors, were not encouraging.  
Later, Wang et al. (2005) studied vehicle breakdowns on motorways in the UK. The study 
developed two types of models namely, fuzzy logic and ANN to predict the duration of this 
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type of incident. The fuzzy logic model was built based on four variables namely vehicle 
type, location, time, and report mechanism. The results of fuzzy logic model were not 
satisfactory particularly in predicting outliers. The study emphasised the importance of 
more data collection to improve the prediction results. 
3.2.11 Artificial neural network models 
Wang et al. (2005) found that the duration of vehicle breakdowns exhibited a Weibull 
distribution as opposed to a log-normal distribution. Two ANN models were developed to 
predict the duration; the first model with 17 neurones in the hidden layer, and the second 
model with 10 neurones in the hidden layer. The results indicated that the first ANN model 
performed better than the second one. In addition, the prediction results of the ANN model 
were better than the fuzzy logic model based on statistical measures.  
Valenti et al. (2010) explored ANN as one of the considered models. Based on the 
prediction results of the best performing ANN architecture, which was obtained with a 
single hidden layer of 15 neurons, the model was capable of predicting 64% of incident 
cases with an error of less than 20 minutes. The prediction results highlighted that 
although this model has the greatest errors for short duration cases; it was the only model 
that could predict an incident longer than 90 minutes. 
3.3 Traffic incident delay analysis 
Delay is another important component for quantifying the impacts of traffic incidents. 
Various studies have estimated total delay caused by freeway incidents. These studies are 
classified mainly into two types – analytical models, and simulation models – in which the 
models in each type are grouped based on the methods adopted. It should be noted that 
most of these methods focus on the estimation of total delay for all the vehicles affected by 
incidents in terms of vehicles per hour. 
3.3.1 Analytical models 
3.3.1.1 Deterministic queuing model 
The Deterministic Queuing Model (DQM) is one of the most widely used techniques for 
estimating traffic incident delay (Chow, 1976; Cuciti and Janson, 1995; Nam and Drew, 
1998; Cohen and Southworth, 1999; Olmstead, 1999; Rakha and Zhang, 2005; Woensel 
and Vandaele, 2006). In addition, this method was also used in the Highway Capacity 
Manual (HCM) (TRB, 2010). Figure  3.4 shows the basic queuing diagram. This analytical 
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procedure calculates the cumulative delay in terms of vehicle hours based on the DQM. 
Traffic demand before and during the incident, incident duration, freeway capacity, and 
reduced freeway capacity are the main parameters in this analysis.  
 
Figure  3.4 Deterministic queuing diagram to quantify incident delay 
Chow (1976) proposed two methods, namely shockwave analysis, and queuing analysis, 
to calculate the total delay. A unique flow-density relationship was assumed for these 
methods. The results indicated that the results of these methods were similar if the traffic 
density is not time dependent. In addition, the study suggested improving the results by 
using a time-varying flow-density relationship. 
Morales (1987) introduced basic analytical procedures to estimate total vehicle-hours of 
delay due to incidents and developed a set of analytical procedures for estimating freeway 
traffic congestion based on four specific delay conditions, namely, simple blockage, short-
term closure, adjusted bottleneck, and revised demand. In this process the demand and 
capacity were assumed to be constant. Also, the flow rate was supposed to follow a linear 
trend and the capacity was assumed to be 2,000 passenger cars per hour per lane 
according to local driving characteristics. In addition, the demand before the incident was 
assumed to be less than capacity. However, this assumption is not realistic in the case of 
recurrent congestion where the demand exceeds capacity. 
Based on this study, Cuciti and Janson (1995) estimated vehicle delays due to incidents 
based on DQM in order to propose a cost-benefit analysis using about 28 miles of a 
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freeway segment in Denver, Colorado. The results showed that the average incident delay 
could be reduced by 71 to 98 vehicle-hours per incident in the case of availability of 
highway patrols as an incident management tool. Using a similar concept, Sullivan (1997) 
proposed a method for delay estimation for seven incident types. The set of TOD 
distributions was considered an important feature of the delay model to characterise the 
traffic demand. 
Olmstead (1999) discussed a method to calculate delay on the road due to an incident. 
The study indicated that the DQM might underestimate the total delay. This was because 
of the assumption that “the delay due to an average incident” was equal to “the average 
delay due to incidents”. Therefore, the accuracy of the total delay determination depended 
on the mean and variance of the incident duration times. 
To address the over/under estimation of results of incident delay using DQM, Fu (2004) 
developed a fuzzy queuing model assuming that the input variables could be modelled as 
fuzzy numbers. The model was based on two assumptions, firstly, there is no spillback to 
the upstream link, and secondly, the traffic arrival rate and the discharge rate are constant 
during the incident. A variety of real-time information resources were considered to be 
important in the accuracy of the model including traffic demand, capacity, incident 
duration, current queuing conditions, future traffic arrivals, departure rate during incident, 
and lane closure during the incident. 
Skabardonis and Geroliminis (2004) estimated the incident delay on a freeway system by 
applying an analytical model based on a queuing diagram. Unlike previous studies, using a 
deterministic queuing diagram, in which capacity was assumed constant for the whole 
period of the incident, the results indicated that the capacity of the freeway varied 
throughout the duration of the incident. 
In an another study, Qi and Teng (2004) developed a three-level incident delay model 
based on a deterministic queuing diagram to estimate total incident delay in terms of 
minutes per vehicle-mile as shown in Figure  3.5. In the first stage, incident duration and 
severity in terms of incident lane blockage were modelled. In the second stage, an incident 
delay model was developed based on a deterministic queuing diagram which in turn was 
based on four variables to quantify traffic delay, namely, flow rate before an incident, traffic 
demand flow rate, the capacity flow rate after the occurrence of the incident, and the 
incident duration. In the final stage, the average total incident delay was estimated based 
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on the estimated average delay caused by an incident and the corresponding incident 
frequency. 
 
(Source: Qi and Teng, 2004) 
Figure  3.5 Incident delay model 
In a later study (Qi et al., 2009), the same approach was implemented to calculate the total 
delay considering three variables in the first level, namely incident frequency, incident 
duration, and number of lanes blocked. In addition, non-linear models were developed to 
estimate these variables and identify the impact of the influencing factors. The main 
limitation of this approach was that the complexity of the validation process was not 
considered in these studies. 
Li et al. (2006a) developed a delay model in a dynamic traffic network for particular 
freeway segments and traffic demands taking into account the uncertainty of incident 
duration and reduced capacity. The results indicated that although the DQM in a 
reasonable range can estimate the average delay; the standard deviation of delay and the 
expected total delay were seriously underestimated in dynamic traffic networks. Incident 
duration and its prediction accuracy were considered the main factors for underestimation 
of the results.  
Recently, Khattak et al. (2012) developed a tool to predict incident delays dynamically 
using a theoretical method based on DQM. This method was also capable of estimating 
the total delay in the case of secondary incident events. However, this model was not 
validated due to the absence of field data. It was indicated that the model may 
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underestimate delays in some cases; for example, when demand is less than incident-
reduced capacity.  
3.3.1.2 Traffic shockwave analysis 
Shockwave analysis and kinematic wave theory can estimate queuing delay based on a 
fundamental traffic flow diagram, which describes the relationship between traffic flow, 
density, and speed under congested conditions. The reduction of the capacity of a freeway 
due to an incident changes flow, creates queuing, and results in the shockwave effect. As 
a result, speeds change downstream and upstream of the incident location. Most of the 
studies implementing this method have assumed some information is deterministic, such 
as traffic demand, reduced capacity, and incident duration. 
Wirasinghe (1978) used shockwave theory to develop a model in order to determine 
individual and total delays and their related costs. In this regard, a formula independent of 
any particular macroscopic traffic flow theory was applied. Three limitations made this 
approach hard to implement in practice. First, the assumption of linearity in the shockwave 
diagram was not realistic. Second, determining the discontinuity points of traffic conditions 
in the shockwave diagram was complex. Third, the discontinuity point was not the same 
over time.  
In a later study, Al-Deek et al. (1995) established a method to estimate freeway incident 
congestion using traffic loop detectors and traffic incident data. Shockwave analysis was 
undertaken to identify the congestion boundaries of an incident and distinguish between 
isolated incidents and multiple incidents. The study assumed a linear shockwave to 
consider the time-space domain, which was not realistic in some cases. This study utilised 
incident and loop data from an 11.8 km freeway section on the I-880 in California. 
Although, the results were satisfactory for both single and multiple incident cases, the 
method generally overestimated the maximum incident queue length as well as the 
incident congestion boundaries. However, this does not necessarily affect the estimation of 
the incident delay since this measure was calculated based on the actual drop in speeds 
on the freeway segments. 
Erera et al. (1998) proposed an approach to estimate several practical measures, 
including the total time that all vehicles spend in a queue, based on kinematic wave theory. 
However, this method was not applicable to a bottleneck, which changes capacity more 
than once. In a later study, Menendez and Daganzo (2004) utilised this method to identify 
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the effects of incident location and duration on delay near a recurrent bottleneck using the 
video surveillance approach to extract the data. It was indicated that this method could 
generate realistic results in different conditions, which was useful for allocation of 
resources to minimise delay. 
In a study, Knoop et al. (2010) analytically calculated the total delay based on shockwave 
theory under different scenarios. For example, an incident happens on a segment without 
affecting other links, a queue forms upstream of the incident due to insufficient capacity of 
the downstream segment, and an incident happens downstream of a junction and the tail 
of the queue crosses the junction. It was found that the mean duration was not sufficient to 
estimate the delay accurately. In addition, various durations need to be considered while 
analysing the delays in a network due to a traffic incident. 
In a recent study, Ji et al. (2011) proposed an incident delay model based on the Cell 
Transmission Model (CTM) which is a numerical method to solve the kinematic wave 
equation. The study employed a two-lane segment of elevated freeway in Shanghai, China 
as a case study. The results indicated that the number of factors, including capacity 
reduction, recovery time, traffic demand upstream of traffic incident, and clearance 
efficiency of incident had significant impact on the incident delay. Moreover, the delay was 
significantly reduced with reduction of clearance time and increased sharply with increase 
of incident time.  
3.3.1.3 Heuristic analysis 
In an earlier study, Skabardonis et al. (1996) proposed a framework for collecting and 
processing different data elements. A methodology was proposed for estimating incident 
delay using 276 hours of field data on incidents and freeway operating conditions from a 
section along the I-880 freeway located in California. In this proposed methodology, the 
incident delay was calculated based on the difference in average travel speeds under 
normal and incident conditions. Then, the procedure was used to determine the cost-
effectiveness of the Freeway Service Patrols (FSPs).  
In an another study, Skabardonis et al. (1999) investigated the impacts of incidents 
including frequency, duration, and delay using large comprehensive database on incidents 
and freeway characteristics in Los Angeles. Delay caused by incidents was extracted 
based on the incident location, speed and density contour plots for the segment, which 
came from field data including loop detectors and probe vehicle speeds. The results 
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indicated that only 37% of all types of incidents led to delay in traffic movement, which 
depends on the incident severity and duration. However, this approach was based on the 
availability of probe vehicle data. In addition, compatibility and calibration of the two data 
collection systems was an issue.  
To relax these limitations, Skabardonis et al. (2003) developed a new methodology to 
estimate the total delay. They divided the total delay into recurrent and non-recurrent 
congestion delays with the help of a statistical model. This study used data from loop 
detectors on three major freeway corridors in California. Non-recurrent congestion was 
divided into groups of non-accident, and accident. A number of factors were considered 
significant in non-recurrent congestion delay including the characteristics of the study 
section, frequency of incidents, type of incidents, and percentage of recurrent congestion. 
This approach had two limitations; the boundary effect and coverage. The former limitation 
related to the effects of a traffic incident on the segments downstream and out of the study 
area. The effects of this limitation could be reduced by considering long sections of 
freeway. The latter was associated with reporting of incident data in which all incidents 
were not registered in the traffic incident database. 
Zeng and Songchitruksa (2010) proposed an empirically based difference-in-travel-time 
method to estimate incident recovery times and related delay using 2 months of data 
including travel time from the AVI system, and incident data of a 2.5 mile freeway section 
in Houston, Texas. Similar to previous studies, two types of delays were considered; 
recurring delay and non-recurring delay. To capture recurrent delay, the “median-based 
profile approach” was employed using historical data. However, the accuracy of this 
method largely depended on the distribution of samples. If a number of incidents affected 
the dataset, this method described neither the recurrent delay nor the non-recurrent delay. 
The authors also highlighted the importance of accuracy and availability of incident time 
logs in the database in the results of this method.  
Similar to a previous study, total delay caused by a freeway accident was estimated using 
loop detector data and traffic incident data (Chung and Recker, 2012). This study 
proposed a method to identify recurrent delay based on a threshold value differentiating 
two conditions, traffic congestion conditions and uncongested conditions. Then, Binary 
Integer Programming (BIP) was introduced in order to identify the effects of traffic incidents 
in terms of the temporal and spatial extent of delay. The study employed data from six 
major freeways in California and investigated the influence of various factors on delay. 
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Based on the findings, accidents at midday and at afternoon peak periods on Tuesdays 
had a positive effect on the traffic incident delay. Moreover, the factors including the 
number of speeding vehicles involved and rear-end collisions were found significant 
increasing the incident delay.  
In another study Snelder et al. (2013) estimated the recurrent delay by naive clustering 
methods using loop detectors as well as traffic incident data. The traffic incident delay in 
terms of vehicle per hour was calculated based on differences of total delay from speed 
profiles and recurrent delay. This study utilised data from the Netherlands motorway 
network in the period 2007-2009. Based on the descriptive statistical analysis, the study 
indicated that the traffic incidents caused about 27 million hours delay in 2009 for the 
whole study area. In addition, the study showed the changes of traffic incident delay on 
different days of the week and months of the year. The authors emphasised that the 
quality of the traffic incident data was critical for the accuracy of the process.  
3.3.1.4 Other Approaches 
Garib et al. (1997) developed two separate regression models to estimate the traffic 
incident delay. These models were based on data from a section along the I-880 freeway 
in California. Different variables relating to incident characteristics were considered, such 
as traffic characteristics, weather conditions, and geometric characteristics. The results 
indicated that the variables including number of lanes affected by the incidents, number of 
vehicles involved in the incident, incident duration, and traffic demand upstream of incident 
15 minutes before incident were significant in the models. The study found that up to 85% 
of variation in incident delay can be explained by these four independent variables. These 
models considered a linear relationship between the incident duration and delay which is 
not a realistic assumption as indicated by Ozbay and Kachroo (1999).  
In a study, Dowling et al. (2004) developed a macro-scale methodology for estimating both 
recurrent and non-recurrent delay using geometric data, demand data, collision history, 
frequency of maintenance and construction activities, frequency of inclement weather 
days, and frequency of special events. The delay in terms of vehicle hours was estimated 
based on the modified HCM speed-flow curves. The study required numerous parameters 
to be estimated.  
The applicability of loop detector data was demonstrated for identifying crash prone 
conditions using the Probabilistic Neural Network (PNN) (Abdel-Aty and Pande, 2005). 
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The results showed that at least 70% of crashes on the evaluation dataset could be 
identified.  
3.3.2 Simulation models 
Simulation models are an alternative approach to assess the impact of traffic congestion 
on transport networks as well as to estimate traffic incident delay (Luk et al., 2007; TRB, 
2010). Existing traffic simulation models can be categorised into three levels, namely 
macroscopic, mesoscopic, and microscopic (Sommer et al., 2011). By using additional 
data, more precise estimates of the effects of delay can be reached by microscopic 
simulation models compared with mesoscopic simulation models. In the same way, 
mesoscopic models require more data and produce more precise estimates of the delay 
effects than macroscopic simulation models (Margiotta et al., 2012). It should be noted that 
some studies have employed an integrated DQM model and simulation models to 
calculate delay (Chien et al., 2002; Li et al., 2006a; Abdy and Hellinga, 2010; Lu et al., 
2011; Hou et al., 2012). Moreover, these models were capable of relaxing some of the 
simplified assumptions and limitations of the analytical process in analysing traffic incident 
impacts (Skabardonis and Geroliminis, 2004).  
Macroscopic models were utilised to predict the network level supply and demand. These 
models were based on the fundamental relationships between traffic speed, traffic flow, 
and traffic density. Moreover, they were employed in order to assess the impacts of 
various schemes on travel demand patterns at a network level (Taniguchi et al., 2012). In 
this regard, these models described the traffic flow at an aggregated level rather than for 
individual vehicles. Therefore, at this level of modelling, the effect of queuing and delays 
cannot be performed without taking support of other modelling techniques (Thomas, 
1991). For example, Lam and Wong (2003) employed a combination of a macroscopic 
traffic model and Monte Carlo simulation approach to predict delay for different types of 
incidents. The incidents were assumed to block all traffic lanes. However, blockage time 
was considered unfixed.  
Khattak et al. (2004) estimated the incident-induced delay by using FREEVAL which is a 
computational engine based on the freeway facility methodology in Chapter 22 of the HCM 
(TRB, 2000). This engine enabled modelling of the effect of incidents on traffic operations 
at a macroscopic level. The simulations were run to consider recovery time after all the 
incidents. Data points, which were results of the simulations, based on all combinations of 
the variables, were used to develop regression models for estimating the delay due to 
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freeway incidents. However, dynamic route diversion which takes place in practice was not 
considered in this approach. 
Microscopic models explain traffic phenomena based on the space-time behaviour of 
vehicles and their interactions at an individual level based on car-following, lane-changing, 
and route-choice models. A number of studies utilised microscopic simulation to model 
traffic incidents and the impact of their characteristics (Dia et al., 2006; Chou and Miller-
Hooks, 2011; Jeihani et al., 2011; Martin et al., 2011a). Hadi et al. (2007) compared the 
capabilities of three microscopic simulation models. 
Chien et al. (2002) developed a microscopic simulation model to estimate freeway work 
zone delay. The model applied CORSIM software under various geometric conditions and 
time-varying traffic distributions using data for a freeway segment in New Jersey. In 
addition, the delay was calculated for both the deterministic queuing concept and moving 
delay, which is the difference between average travel times under normal and work zone 
conditions. The comparison of the results indicated that deterministic queuing theory 
underestimated the delay. It was concluded that despite the costs associated with the 
number of simulation runs, extensive efforts for model calibration and validation are 
required.  
Another study explored the impacts of traffic incidents on motorways and evaluated the 
benefits of incident management strategies (Dia and Gondwe, 2008). This study used a 
microscopic simulation model of the four-lane Pacific Motorway and adjacent arterial 
network at the Gold Coast, Australia as well as incident databases. The simulation was run 
for a large number of incidents based on assumptions with durations of 1.0 to 1.5 hours 
and with blockage of either one or two lanes. The results revealed that the incidents 
resulted in average increases of 2.2% in travel times, and 5.7% in delays, as well as a 
reduction of around 55% in the roadway capacity. Furthermore, the results indicated that 
the estimated capacity reduction in the model was underestimated from that of the HCM 
(TRB, 2010), in which the capacity reduction is suggested as 75% for the assumed 
condition. 
Mesoscopic simulation models are intermediate models, which provide a level of detail 
between macroscopic and microscopic models. These models can propagate aggregate 
approaches of the macroscopic models, such as link performance functions and 
capacities. In this regard, these models incorporate the merits of microscopic models by 
providing details describing the individual vehicles, but not their interactions. 
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In a study, Boyles and Waller (2007) investigated the effects of uncertainty in predicting 
incident duration of traffic incidents by employing a mesoscopic simulation model with 
Monte Carlo sampling. This study considered the impact of an incident on an isolated 
three-lane freeway segment to assess the incident delay for different demand profiles. The 
results indicated that the uncertainty in predicting incident duration could result in 20 to 
50% underestimation of the delay.  
Kamga et al. (2011) employed a mesoscopic traffic simulation to investigate route choice 
decisions under normal and different incident conditions using a subset of the 
transportation network of greater Chicago, Illinois as a case study. The study revealed that 
an incident would generate 2.49 minutes per vehicle delay on an average for the whole 
network. The average delay decreased to 0.42 minutes per vehicle if complete incident 
information was provided to the travellers.  
3.3.3 Summary 
When an incident occurs on freeways, travel time reliability is affected by numerous 
attributes, including incident delay and duration of incident. To assess the impact of traffic 
incidents, these attributes needs to be quantified. State-of-the-art models in the area of 
incident duration and incident delay have been reviewed. These models facilitate 
understanding of the available techniques and enable evaluation of the pros and cons as 
well as the successes and failures of different approaches. Based on these findings, an 
appropriate approach can be proposed to address the task of this research.  
Incident duration has been found to follow a log-normal distribution in numerous studies 
(Golob et al., 1987; Giuliano, 1989; Skabardonis et al., 1999; Chung and Yoon, 2012), 
while other studies have shown that the duration of incidents was characterised by a log-
logistic distribution (Jones et al., 1991; Nam and Mannering, 2000; Chung, 2010). On the 
contrary, some studies have discovered that the incident duration of some conditions 
conforms to the Weibull distribution (Nam and Mannering, 2000; Wang et al., 2005; 
Tavassoli Hojati et al., 2013). 
The duration of incidents is affected by a variety of factors from different sources such as 
incident type, incident severity (fatality, number of persons injured, and number of vehicles 
involved), temporal characteristics, geometric characteristics, weather conditions, and 
operational factors. Moreover, a range of factors from different sources such as incident 
characteristics, geometric characteristics, and traffic factors were found to be  influential on 
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traffic incident delay. In this regard, prediction of these attributes is a tall order due to the 
uncertainty and variety of the contributing factors. A wide range of models and techniques 
have been applied to different sources of transport data in order to predict traffic incident 
duration and delay as well as identify the significant factors as well as the level of impacts 
of these factors. Based on the literature review, Table  3.1 and  
Table  3.2 show a summary of the estimation models and their characteristics related to 
incident duration and incident delay, respectively. 
The analytical delay models do not consider the spatial characteristics of incident delay 
and ignore the network characteristics. In addition, these models are not capable of 
capturing the dynamic capacity reduction during a traffic incident. Moreover, measuring the 
variation in traffic demand using these models is difficult due the possibility of traffic 
diversion. Although simulation models provide a powerful base to evaluate the complex 
traffic conditions, these models have a number of disadvantages over analytical models. 
Computational costs of simulation models are relatively larger than analytical models. In 
addition, calibration and validation of these models require extensive effort. Therefore, 
these models are time-consuming and costly depending on the level of simulation.  
In this regard, macroscopic and mesoscopic models require less effort for calibration than 
microscopic models and can be applied to a larger network. In addition, due to aggregation 
of measures and parameters in macroscopic models, it is difficult to compare the results 
with real measures. For example, flows and speeds from these models are averages over 
a whole segment and are complicated to compare with real loop detector data in which the 
measures are sensitive to the location of the detectors on the segment. 
Since simulation models are mainly developed based on the concepts for normal traffic 
conditions, these models under incident scenarios require more investigations particularly 
on the calibration process (Songchitruksa et al., 2009). 
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Table  3.1 Summary of estimation models on incident duration 
Model approach References Characteristics 
Statistical descriptive 
analysis 
Tavassoli Hojati et al. 
(2011) 
Zhang et al. (2012) 
· Easy to implement 
· Provide general characteristics of incident duration 
such as mean and standard deviation 
Linear regression 
analyses 
Garib et al. (1997) 
Khattak et al. (2012) 
· Easy to use 
· Very sensitive to outliers 
· Poor prediction results  
Non-parametric 
regression methods 
Madanat and Feroze 
(1997) 
Valenti et al. (2010) 
· Easy to use 
· No prior restrictions about regression function and 
allows the data to determine the shape of the 
function 
· Models tend to overestimate the duration 
Decision Tree Models 
Smith and Smith 
(2001) 
Valenti et al. (2010) 
· Easy to understand and interpret 
· Easy data preparation 
· Capable of predicting duration in middle range but 
not good for long-term duration  
Support vector 
regression 
Valenti et al. (2010) 
Wu et al. (2011) 
· Effective in high dimensional spaces 
· The results are not transparent and easy-to-
understand 
· Capable of predicting duration in short and middle 
range but not good for long-term duration 
Probabilistic 
distribution analyses 
Giuliano (1989) 
Sullivan (1997) 
· The uncertainty can be modelled for incident duration  
· Generate realistic scenarios 
· Be able to compare all possible scenarios 
· Require good sample size 
· Sensitive to incomplete and inaccurate data 
Conditional probability 
analyses 
Chung (2010) 
Tavassoli Hojati et al. 
(2013) 
· Specify key relationships between site characteristics 
and the incident duration  
· Identify the effects of contributory factors 
· The interpretation and relationships between 
parameters are specific to each distribution 
· Ability to consider unobserved heterogeneity and 
censored duration 
· The importance of availability of accurate and 
reliable data 
Discrete choice 
models 
Lin et al. (2004) 
 
· Less prediction flexibility due to discretisation of 
incident duration 
Bayesian classifier Boyles et al. (2007) Kim and Chang (2012) 
· Provide useful results particularly in the case of 
incomplete information 
· Incorporation of prior information 
· Handles real and discrete data 
· Requires extensive mathematical modelling 
· Complexity of the computational techniques  
Fuzzy logic models Kim and Choi (2001) (Wang et al., 2005) 
· Less dependent on historical data 
· Linguistic representation of the input and output of a 
model 
· Requires expert knowledge for modelling 
· Learning is highly constrained 
Artificial neural 
networks 
Wang et al. (2005) 
Valenti et al. (2010) 
· Describe complex non-linear relations between input 
and output datasets 
· Capable of predicting duration in long-term 
· Does not uncover basic internal relations of variables 
· Overestimate duration for short-term 
· Considered a ‘black box’ 
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Table  3.2 Summary of estimation models on incident delay 
Model approach References Characteristics 
Analytical models 
Deterministic queuing 
model 
Li et al. (2006a) 
Qi et al. (2009) 
· Assumes demand and capacity are constant 
· Assumes linear trend for flow rate 
· Ignores the network characteristics 
Traffic shockwave 
analysis 
Al-Deek et al. (1995) 
Knoop et al. (2010) 
· Assumes some information is deterministic, such as 
traffic demand, reduced capacity, and incident 
duration 
· Ignores the network characteristics 
Heuristic analysis 
Skabardonis et al. 
(2003) 
Chung and Recker 
(2012) 
· Capable of distinguishing between recurrent and 
non-recurrent congestion 
· Requires good historical traffic and incident data 
Other Approaches 
Dowling et al. (2004) 
Abdel-Aty and Pande 
(2005) 
· Unrealistic assumptions such as linear relationship 
between incident duration and delay 
Simulation models 
Macroscopic  Lam and Wong (2003) Khattak et al. (2004) · Capable of relaxing some of the simplifying 
assumptions and limitations of the analytical process 
· Computational costs of simulation models 
· Time-consuming and costly depending on the level 
of simulation 
Microscopic 
Chien et al. (2002) 
Dia and Gondwe 
(2008) 
Mesoscopic 
Boyles and Waller 
(2007) 
Kamga et al. (2011) 
Although a number of studies were found that used various approaches to estimate the 
traffic incident delay and duration, these approaches cannot be generalised to other cases 
because, 
1) the research was based on small sample sizes of up to several hundred 
incident records 
2) the data were incomplete or of poor quality, and 
3) the results cannot be generalised to other locales as the characteristics 
of the modelled factors were inconsistent with one another, or the same 
factor(s) were not available in other locales. 
In view of these knowledge gaps, this paper focuses on the impacts of traffic incident 
features and characteristics on non-recurrent congestion and subsequently TTR 
modelling. An analysis of traffic incidents on Australian urban roads is undertaken to 
validate the factors previously identified in the literature, to identify potentially new factors, 
and to understand incident effects on TTR in the Australian context.  
In order to investigate TTR, most of the studies calculate total delay. However, to estimate 
the impact of incidents it is necessary to distinguish between recurrent and non-recurrent 
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delay. Therefore, an integrated application consisting of a set of new models is proposed 
in this research for the Australian context. The proposed methodology will be discussed in 
detail in Chapter 4.  
 
 
 Chapter 4                                          
Proposed new modelling approach 
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4.1 Overview 
As indicated in Figure  4.1, an appropriate framework and methodology for assessing the 
impact of traffic incidents on TTR models is discussed in this chapter. To achieve the 
objectives of this research, the first step is to identify the relationship between traffic 
incidents and TTR as well as to identify significant factors affecting this relationship. 
 
Figure  4.1 Thesis outline (Chapter 4 highlighted) 
Travel time on freeways varies over time due to changes in congestion levels. As 
discussed in the literature review (Chapter 2), traffic demand interacts strongly with the 
physical capacity. Hence, recurrent and non-recurrent congestion are the result of 
fluctuations in both traffic demand and physical capacity when the demand exceeds 
capacity. The interplay between traffic demand and physical capacity works as the main 
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driver of congestion level. Other factors, such as traffic incidents, work zones, adverse 
weather, traffic control and management counter measures, and special events, as well as 
fluctuations in normal traffic regarding daily/seasonal variations, have a direct effect on the 
core factors and therefore have an effect on TTR. 
In addition, most of these factors have strong relationships with each other. For example, 
adverse weather and work zones cause fluctuations of physical capacity and affect the 
demand by changing travel mode, departure time and route chosen by travellers. In 
addition, these factors can cause more accidents in the network, which can lead to more 
fluctuations in the main core factors. Moreover, more fluctuations induce more congestion, 
which can provoke more accidents. Figure  4.2 illustrates the factors affecting reliability and 
their inter-relationships. 
The contributory factors and their inter-relationships result in fluctuations of congestion for 
both recurrent and non-recurrent situations. Consequently, this leads to instability and 
variability in travel times from time-to-time and day-to-day. Therefore, TTR comprises both, 
predictability and variability of travel time. It is worth mentioning that the reliability is poor 
when the variability is large and the predictability is small. TTV determines the variability 
aspect, which results from both recurring and non-recurring congestion. The predictability 
aspect is directly implied by non-recurring congestion, which shows uncertainty of the 
travel time.  
Addressing the following questions is essential in quantifying the impacts of traffic 
incidents on TTR. 
· How long does an incident take in order to return to normal traffic conditions1? 
· What is the probability of experiencing extra travel time due to a traffic incident? 
· How much extra travel time is required due to a traffic incident as compared to the 
normal travel time on a road segment? 
In order to answer these questions appropriately, a suitable methodology is required to 
identify the recurrent congestion and extract the attributes of traffic incidents.  
                                            
1 Refers to the conditions in which speed follows the recurrent speed profile for the road segment. 
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Figure  4.2 Sources of congestion and their relationship with TTR 
The aim of this research is limited to the effects of traffic incidents on TTR; hence other 
effects such as weather, work zones, special events, daily/seasonal variation and traffic 
control and management must be excluded from the analysis of the study. 
The following section presents the framework and methodology used in this research 
followed by a detailed description of each stage involved in the proposed methodology. 
Finally, a brief summary is presented. 
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4.2 Methodological research framework 
Traffic incidents are a result of complex interactions between several factors. Generally, 
the difficulty in recording incident data and its related factors at the desirable level of 
accuracy is a critical issue in analysing the characteristics of traffic incidents. Often, due to 
the lack of comprehensive incident data, accessing the local historical data has been a 
major challenge for researchers (Konduri et al., 2003; Tavassoli Hojati et al., 2011). 
To overcome this limitation, a logical framework analysis (Logframe) is used to establish 
an analytical process for structuring and systematising the data collection, and the analysis 
and modelling of this research. This approach is introduced based on a conceptual method 
to study complex projects and to facilitate better understanding of the research. This 
method highlights the core issues for investigation and analysis in the research and 
identifies the start-up steps. Logframe not only facilitates better analyses of research 
objectives but also establishes approaches to achieve research objectives taking into 
account the logical causes and effects through different stages of the research. Further 
details of this approach can be found in Liu et al. (2012). The Logframe consists of four 
main stages; inputs, process, modelling, and outputs. Figure 4.3 shows the established 
framework and its components for this study.  
4.2.1 Data input 
The first stage in the Logframe is “inputs” which has influential effects on the subsequent 
stages and results. In this regard, all the factors that can affect the outcomes of this 
research need to be determined at this stage. Incident data provide some information 
regarding the characteristics of incidents. However, based on the literature review, more 
information regarding weather conditions, geometric characteristics of the incident 
location, traffic conditions related to the incident, and temporal effects are required to 
enrich the incident database. In this regard, identified factors are categorised based on 
their sources of data. Details of categorisation and data inputs will be discussed in Chapter 
5. 
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4.2.2 Data processing 
The second stage of the Logframe approach is the “process”. In this stage, all data 
collected from different sources is processed prior to the analysis stage. The raw incident 
data are usually incomplete, inconsistent and contain inaccuracies. The first step of this 
stage is “Data Cleansing”. In this step, the raw incident data are evaluated and prepared 
for the next steps. During this process, all variables are evaluated and all outliers are 
excluded or adjusted. In this regard, the main criteria for checking and fixing erroneous 
incident data include incident records with no coordinates, with negative incident duration, 
with no start time or end time as well as the incident records from the road network. For 
weather data, consistency in rainfall measurement is an important criterion. The missing 
data are completed using interpolation. The criteria for traffic data cleansing include 
removing duplicate records, completing missing data in a limited range or excluding 
missing data in a large range, and excluding outliers. 
The next step of this stage is creation of an “Integrated Database”, where all the data 
sources are linked together by referring to the coordinates, and the date and time of the 
incidents. A combination of Geographic Information Systems (GIS) software and clustering 
analysis is applied to investigate the impact and contribution of different variables on the 
incidents. The next step is “Data Calculation”, where derived variables are calculated 
considering different factors from different data sources, for example, calculation of the 
different durations of rainfall for each incident. Chapter 5 will provide details of the tasks of 
this stage. 
4.2.3 Data analysis and model development 
The third stage in Logframe is “modelling”. At the first step of this stage, general statistical 
analysis is performed using the whole incident dataset in order to explore the 
characteristics of traffic incidents. In this regard, the contributing factors to traffic incidents, 
that is, frequency, type, characteristics, duration, and the location of traffic incidents, are 
explored. Further, a case study area, in which the incident density is relatively high, is 
identified to investigate further details using traffic incident and traffic data. Chapter 5 
provides details of this investigation. 
A methodology to identify recurrent and non-recurrent congestion and recognise the traffic 
incident congestions in the case study area is described in Section 4.2.3.1. A variety of 
attributes related to traffic incidents and traffic measures for both recurrent and non-
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recurrent congestion are extracted using this methodology. Then, a method is proposed to 
quantify the impacts of traffic incident on TTR based upon an appropriate TTR measure. 
Details of the application of this methodology are discussed in Chapter 6.  
Incident duration is an important traffic incident attribute, which expresses how long the 
traffic is affected and therefore the TTR. Therefore, a procedure is suggested to model this 
attribute in order to quantify its effects. In this study, incident duration is derived from two 
sources, namely the macro level and the micro level. The macro level incident duration 
comes from analysis of all reported traffic incidents for the whole city and indicates the 
elapsed time from the moment an incident is detected until its cause is removed from the 
scene. Therefore, the recovery time is not considered at this level. In addition, all these 
incidents do not affect traffic movement and are considered for incident management 
purposes. Due to limited access to real-time traffic data at this level, the modelled traffic 
data are used in this investigation. It should be noted that the results of this level of 
analysis cannot be used directly on the final models. However, determination of the 
significance of contributing factors in traffic incident duration at macro level is crucial for 
further analysis.  
The micro level incident duration is extracted from the analysis of traffic data in the 
selected case study area as described in Section 4.2.3.1. Incident duration acquired at this 
level indicates the elapsed time from the moment an incident affects traffic movement until 
it returns to its normal condition. Then, the effects of several factors associated with the 
duration of different types of incident are examined considering the results of analysis from 
the macro level. An appropriate modelling approach is implemented to investigate and 
pinpoint the significant variables that affect incident duration as described in Section 
4.2.3.2. Next, the incident duration models are validated. The application of this procedure 
is discussed in Chapter 7. 
The unreliability due to traffic incidents is modelled to quantify the impacts of traffic 
incidents on TTR in the selected case study as described in Section 4.2.3.2. In addition, 
significant variables that affect this measure are identified. Details of the application of this 
method are discussed in Chapter 8. 
While implementing this methodology, a variety of probability distributions, namely normal, 
log-normal, exponential, Weibull, gamma, logistic, and log-logistic, are employed and 
evaluated in order to test the best model for each category of incident attributes frequency 
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distribution. In addition, the Anderson-Darling (AD) statistic is used to check the 
Goodness-of-Fit (GoF) and compare the fit of several distributions to select which one is 
the best or has the closest fit to the data.  
4.2.3.1 Traffic incidents impacts identification methodology  
This section presents the methodology to estimate the impact of non-recurrent congestion 
on freeway networks using historical loop-detector data, which is ultimately necessary to 
identify the impact of traffic incidents. Congestion delay consists of recurrent delay, as well 
as non-recurrent delay caused by different forms of random events such as incidents, work 
zones, inclement weather, and special events. The total delay can be identified through 
comparison of actual and free-flow travel time. However, an important issue is to separate 
the impact of non-recurrent congestion and recurrent congestion in the case of an incident. 
Therefore, this method is based on the detection of those times during a day when 
recurrent congestion occurs and those times of day when non-recurrent (under-incident 
related) congestion occurs. The ability to distinguish between these two situations is 
essential in providing a useful understanding of the contribution of different incident related 
factors to unreliability of travel time. 
To quantify the impact of traffic incidents on TTR, one of the important issues is the 
definition of a benchmark based on which changes in reliability can be assessed. In this 
regard, the Recurrent Speed Profile (RSP), which is the average speed of a link under 
recurrent congestion, is considered as the benchmark. Thus, extra travel time due to traffic 
incidents is calculated as the difference between the RSP and the Daily Speed Profile 
(DSP). Figure  4.4 highlights the methodology used to extract the impact of traffic incidents. 
This methodology consists of four phases as follows:  
Phase 1 relates to the network identification and sequencing of links. This is followed 
by associating the historical and selected day traffic data to each link and categorising 
this data according to weather situation (e.g. rainy) and temporal conditions (e.g. public 
holiday, school holiday). 
Phase 2 relates to the establishment of speed profiles based on both historical and 
selected day traffic data.  
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Figure  4.4 Methodology to extract the impact of traffic incidents 
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Phase 3 relates to identification of non-recurrent congestion for each link and 
extraction of related attributes. In this phase, the impacts of each non-recurrent 
congestion on upstream links are quantified. The congestion due to this non-recurrent 
congestion on affected links is combined as a single event. 
Phase 4 relates to the recognition of non-recurrent congestion due to traffic incidents 
by matching events and reported traffic incident data. This enables the extraction of 
relevant attributes of traffic incidents and extra TTR due to traffic incidents. 
First, n sets of sequential links indexed as, g=1,…,n are applied to freeway segments. 
Each link is identified based on the location of available loop detectors. It is assumed that 
estimated speeds and flows are representative for the corresponding links. Days in the 
study period are represented as d=1,…,P. Days of the week are denoted by w=1 to 7 
representing Monday to Sunday, respectively.  
A) Phase 1 description: 
Figure  4.5 illustrates the schematic diagram of historical speed profiles on a selected 
weekday (i.e. Monday) of normal days in the study period. It can be seen that different 
day’s speed profiles follow a similar trend, particularly after the morning peak period (0900-
2100 h); except for one day on which an abnormal speed drop occurred and can be 
considered due to non-recurrent congestion. 
The traffic data are aggregated into 5-minute intervals at each link to obtain stable traffic 
data (Kwon et al., 2006; Taehyung et al., 2007; Chung and Recker, 2012). As a result, 
each day is divided into 288 time intervals and indexed as t=1,…,288. Further, vg,d,t is 
defined as the speed in kilometres per hour (km/h) at link g on day d during time interval t. 
An array of speeds, symbolised by Vg,t, are constructed for each time interval t on each link 
g for all days in the study period as long as data is available. A similar procedure is 
employed to arrive at traffic flow and is denoted by fg,d,t, Fg,t. 
B) Phase 2 description: 
To obtain the RSP for each link g and each day of the week, the Quantum-Frequency 
Algorithm (QFA) is applied. Since this method does not require a priori pattern information 
or fine-tuning, it is efficient to implement. In addition, this method is considered as 
unbiased and a robust measure of high-frequency tendency recognition. As a result, the 
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RSP is not biased by outliers unlike the historic average. More details of QFA can be 
found in Venkatanarayana et al. (2008). 
 
Figure  4.5 A 3D view of typical sample from a set of speed profiles on an inbound link on a 
specific weekday between 0500 and 2100 h 
In QFA, the Probability Density Function (PDF) of the Vg,t is determined. Then, the high 
frequency speed is considered by mode (point of maximum likelihood) by searching in Vg,t 
and is identified as the normal speed (NSg,t). Since the speed is averaged over 5-minute 
intervals, this could cause a variation of speed. As a result, there is a potential risk of 
overestimating or underestimating the speed profile. Thus, the moving average technique 
is employed to minimise the effect of this variation and to smooth the speed profile. For 
example, the moving average of three sequential speeds can be calculated as: 
, , 1 , , 1( ) /3g t g t g t g tMNS NS NS NS- += + +  ( 4.1) 
where, 
MNSg,t = the moving average of three sequential speeds 
NSg,t-1  = the normal speed at one time-interval before t 
NSg,t    = the normal speed at one time-interval at t 
NSg,t+1 = the normal speed at one time-interval after t 
Subsequently, RSPg for the entire time-interval is obtained by considering all MNSg,t for 
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each link. The comparison between RSPg and DSPg highlights the impact of non-recurrent 
congestion events on each link. As indicated before, different RSPg sets, based on 
weekdays, are required according to weekdays of DSPg.  
Figure  4.6a presents the method used to obtain the RSP on a typical link from a set of 
speed profiles on a weekday (i.e. Monday). Although there are some variations in speed 
for each time interval between 0600 and 0900 h, speed variations reduce for other time 
intervals. There was one day in which the speed dropped dramatically between 1630 and 
1900 h and this can be considered as non-recurrent congestion. However, all speed 
profiles, generally, follow a similar daily trend. Figure  4.6b depicts the density function of 
speed at three typical sections. From this, the most frequent speed can be identified for 
each time interval of the day as the representative speed (e.g. 39 km/h for section A, 88 
km/h for section B, and 86 km/h for section C). In this manner, a RSP can be established 
for a day as shown in Figure  4.6c. 
C) Phase 3 description: 
The next step is to identify non-recurrent congestion, which is called an “event” in this 
study. The impacts of events, including the amount of speed reduction and its duration, are 
considered as the criteria to identify events. In this regard, an allowable percentage drop in 
speed is set, based on the posted speed. Substantial reduction in speed is considered as 
evidence of an event. In addition, continuous speed drop for at least three successive time 
intervals is the other criterion used. Speed drop is calculated by the equation: 
, ,
, ,
, ,
(1 ) 100g d tg d t
g w t
DSP
drop
RSP
= - ´  ( 4.2) 
where, 
dropg,d,t = percentage of speed drop on link g on day d at time-interval t 
DSPg,d,t= speed on link g on day d at time-interval t 
RSPg,w,t = recurrent speed on link g on day of the week w corresponding to d at time 
interval t 
After finding the profile of a speed drop, Equation ( 4.3 is used to identify the non-recurrent 
event/s. The threshold value shown in this equation represents the allowable drop in 
speed.  
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(a) A set of speed profiles 
   
Section A Section B Section C 
(b) Density function of speed at three typical time intervals 
 
(c) Typical recurrent speed profile 
Figure  4.6 Illustration of extraction of recurrent speed profile of a link on a specific 
weekday 
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, , , , 1 , , 2 thresholdg d t g d t g d tt t drop drop drop+ +$ Î Ù Ù ³  ( 4.3) 
where, 
t = time interval belonging to event duration; 
threshold = allowable percentage drop in speed. 
On the basis of event identification, time intervals during the days in which , ,g d tDSP are not 
affected by non-recurrent events can be identified. In this regard, , ,g d tDSP¢ indicates that 
speed on link g on day d at time interval t is not affected by non-recurrent events. 
Consequently, an array of unaffected speeds on link g for each day of the week w and 
time interval t can be constructed and shown as , ,g w tDSP¢ . Then, the 95
th percentile of the 
speed from this array can be identified as 95 , ,g w tD SP¢ . 
Once the event is identified, the next step is to find its start and end times, and associated 
delay. In this regard, the start time of the event ( st ) is identified by searching time 
backward from t to reach ,g tdrop to about zero. Similarly, the end time of the event ( et ) is 
recognised by searching forward to find no drop in speed. Once all events in a day are 
identified, the events with overlap are aggregated to one event and st , et  are adjusted 
accordingly. Event duration is calculated using Equation 4.4. Data aggregation over 5-
minute intervals is required to convert duration to minutes. 
( ) 5i e sDU t t= - ´  ( 4.4) 
where, iDU  is the duration of the event i. 
As mentioned by Hegyi et al. (2005), a shockwave caused by congestion dissolves within 
the freeway stretch, propagating upstream and impeding upstream speeds. In this manner, 
once an event is identified on a link, the propagation of the event is tracked upstream over 
the freeway until there is no identified event on upstream links with the passage of time. 
Therefore, a set of events is identified on successive links as a result of spatiotemporal 
effects of an event and indexed by m. This includes j affected links from 1 to j 
corresponding to link ID. 
 
 Chapter 4  Proposed new modelling approach 83 
 
D) Phase 4 description: 
The events and their impacts were identified using traffic measures. However, the factors 
contributing to these events were not known. Using the details of incidents including 
locations and times, the identified events and reported incidents were matched to find 
causes and details of the matched events. However, because incident details were 
registered manually and were subject to reporting inaccuracies, the locations and times of 
incidents in some cases did not match. Therefore, locations and times of the unmatched 
incidents were traced by searching for an event on upstream or downstream links both 60 
minutes before and after the specified incident time.  
Figure  4.7 illustrates schematically the speed reduction due to an event. The DSP has little 
fluctuation around the RSP except for three time segments. The first period starts before 
0900 h, extends until after 1000 h and is identified as an event as it satisfies Equation 4-3. 
Conversely, the next two periods are not recognised as major non-recurrent congestion 
and are not considered as events. This method identifies start time ( )st  and end time ( )et
of the event and consequently the event duration ( )iDU  is calculated. Additionally, the 
result of matching an incident database with events indicates the event (i) is matched with 
a reported traffic incident, which is assigned to m. 
 
Figure  4.7 Schematic event identification in a typical day 
The time slice method is considered an appropriate approach to take into account the 
variation in speed over time by constructing the vehicle trajectory along the temporal axis 
(Li et al., 2006b). In the case of an event, upstream speed values correspond to the 
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vehicle traversing time on each link. Therefore, travel times for all links affected by an 
event are accumulated successively from the first affected link until the last affected link, 
as shown in Figure  4.8. Thus, the travel time can be estimated for a vehicle departing at 
time kt on the link where an event occurred, using the collected speed as shown in 
Equation 4.5. 
1 1 , ,
( , ) m
k
m m
j j
gi
t i m m
m m g d ti
l
DTT dtt g ti
DSP= =
= =å å  ( 4.5) 
where, 
k
i
tDTT  = total travel time due to an event i on a set of affected links, in time interval kt , in 
hours (h); 
( , )i m mdtt g ti  = travel time due to an event i on link g, mth affected link, in time interval mti , in 
hours (h); 
, ,J mg d ti
DSP  = speed on link g, mth affected link, day d, in time interval mti ; 
mg
l  = link length of link g, mth affected link, in kilometre (km); 
kt  = time interval of an event  { },...,k s et t tÎ ; 
m  = set of affected links of an event  { }1,..., jm g gÎ ; and 
mti  = time interval of j
th affected link based on departing the event at time interval kt ,
1
2
1[ ( , )]
j
m
g
k m g
m g
t dtt g ti a
--
=
é ù
- ´ê ú
ê ú
å ,a is an aggregated factor which is 12 for this study 
based on a 5-minute aggregation level (60 5 12)¸ = .  
Based on this, a set of travel times is derived for the duration of an event and shown as 
k
i
tDTT . As a result, the 95
th percentile of travel time during an event and the corresponding 
time interval can be calculated and denoted as 
95k
i
tDTT and 95kt , respectively. 
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Figure  4.8 Travel time estimation by time slice method 
To analyse TTR, it is vital to select an appropriate TTR measure. BT, as described in 
Chapter 2, is widely used for measuring TTR because of the fact that this measure can be 
intuitively understood and is a straightforward and comprehensive measure for travellers. 
Therefore, this research relies on the definition of BT for measuring TTR. Generally, BT is 
measured as the difference between two ranges of travel time, namely, upper percentile 
(U) and average percentile (A) related to typical conditions. This indicates the additional 
time that is required to be on-time at the destination with U% of certainty. The value of U 
indicates the level of reliability, for example, 85%, 90%, or 95% (Al-Deek and Emam, 
2006). This value is assumed to be 95% for this research as in earlier studies (Lomax et 
al., 2003; Tsolakis et al., 2011). In addition, the BTI is a BT measure, which is normalised 
to the recurrent travel time (RTT). Hence, the BTI is a useful dimensionless measure and 
can be used to compare TTR in the case of an event with recurrent conditions. BT and BTI 
are expressed as follows: 
Buffer time (BT) = 95th percentile of travel time – recurrent travel time ( 4.6) 
Buffer time index (BTI) = BT / recurrent travel time ( 4.7) 
Here, the RTT can be estimated for the same set of affected links by an event using the 
same method for estimating 
k
i
tDTT  as shown in Equation 4.8. 
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1 1 , ,
( , ) m
k
m m
j j
gi
t i m m
m m g w ti
l
RTT rtt g ti
RSP= =
= =å å  ( 4.8) 
where, 
k
i
tRTT  = total recurrent travel time of the same set of affected links m, of event i, on link g, 
day of the week w corresponding to day d, in time interval kt , in hours (h) 
( , )i m mrtt g ti  = recurrent travel time on links m, of event i, in time interval mti , in hours (h); 
, ,m mg w ti
RSP  = recurrent speed on link g, mth affected link, of event i, day of the week w 
corresponding to day d, in time interval mti ; 
Similarly, 95 , ,g w tD SP¢ can be used to obtain the 95
th percentile travel time on link g, day of the 
week w, in time interval t, and reconstruct 95th percentile travel time for the same set of 
affected links by an event in the case of recurrent conditions as shown in Equation 4.9.  
95 95
1 1 95 , ,
( , ) m
k
m
j j
gi
t i m m
m m g w ti
l
D TT d tt g ti
D SP= =
¢ ¢= =
¢å å  ( 4.9) 
where, 
95 k
i
tD TT¢  = total 95
th percentile travel time in recurrent condition for the set of affected links 
m, of event i, on link g, day of the week w corresponding to day d, in time interval 
kt , in hours (h); 
95 ( , )i m md tt g ti¢  = 95
th percentile travel time in recurrent condition on links m, of event i, in time 
interval mti , in hours (h); 
95 , , mg w ti
D SP¢  = 95th percentile recurrent speed on link g, day of the week w corresponding to 
day d, in time interval mti ; 
The BT metric, as shown in Equation 4.6, is observed in the case of non-recurrent events. 
In this regard, Extra Buffer Time (EBT) is defined as the extra time required by travellers to 
arrive at their destination on time with 95% certainty in the case of an incident, in addition 
to the amount of BT that would have been required under recurrent conditions. As the EBT 
metric decreases, TTR increases. EBT is expressed as follows: 
( )actual recurrentEBT BT BT= -  ( 4.10) 
where, 
actualB T  = actual buffer time experienced by travellers on event i 
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recurrentBT = buffer time under recurrent conditions 
Based on this, Equation 4.10 can be expanded for each event as follows, 
95 95 95 95 95 9595 95
( ) ( ) ( )
k k k k k k
i i i i i i
i t t t t t tEBT DTT RTT D TT RTT DTT D TT¢ ¢= - - - = -  ( 4.11) 
95 951 1, , 95 , ,
m m
m k k
j j
g g
i
m mg d t g w t
l l
EBT
DSP D SP= =
= -
¢å å  
( 4.12) 
In addition, the Extra Buffer Time Index (EBTI) is defined as the ratio of the EBT based on 
Equation 4.10 to the RTT of the segment with a value closer to zero indicating better TTR, 
as follows: 
EBTEBTI
RTT
=  ( 4.13) 
Based on this, Equation 4.13 can be expanded for each event as follows, 
95 9595k k
segmet
i i
t t
i i
t
DTT D TT
EBTI
SRTT
¢-
=  ( 4.14) 
95 951 1, , 95 , ,
( ) /m m
segmet
m k k
j j
g g i
i t
m mg d t g w t
l l
EBTI SRTT
DSP D SP= =
= -
¢å å  
( 4.15) 
where, 
segmet
i
tSRTT  = total recurrent travel time of the segment, of event i, day of the week w 
corresponding to day d, in time interval segmett , in hours (h) 
segmentt      = time interval of the first link of the segment corresponding to 95kt in the first affected 
link by an incident using a similar method as described in Equation 4-5  
4.2.3.2 Modelling approach 
This section describes the proposed modelling approach for modelling the impacts of 
traffic incidents on TTR. This includes modelling of incident duration to study the duration 
for which the TTR is affected, and modelling of EBTI to quantify the effect of the incident 
on TTR. Later, the model validation process is discussed. All statistical analyses in this 
section are performed using LIMDEP (Version 10, Econometric Software Inc., NY, USA). 
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A) Incident duration modelling 
The hazard-based approach is common in many disciplines including the biomedical, 
social sciences, and engineering fields (Hensher and Mannering, 1994). In the transport 
field, this method has been applied in modelling of many time-related events including 
safety, traffic studies, vehicle ownership, and activity based models over the last two 
decades. Examples of different time-related events include time between planning and 
execution of an activity (Bhat and Pinjar, 2008), duration of shopping activity (Bhat, 1996), 
length of traffic delay (Mannering et al., 1994), and the analysis of urban travel time 
(Anastasopoulos et al., 2012c). 
The hazard-based duration modelling approach considers not only the length of time of an 
event, but also the relationship between the event and the probability that the event will 
end soon. Therefore, the likelihood of an end-of-duration event depends on the length of 
elapsed time since the event began, or duration dependence. This method is suitable for 
dealing with duration data that are positive and can be censored and time varying. In this 
regard, hazard-based duration models have several capabilities to: 
· deal with non-negative constraints on the predicted duration; 
· provide more understanding of the underlying duration problem; 
· include different characteristics and factors that affect the duration; and 
· consider censored data in the case of missing actual starting or ending point of the 
duration data. 
In the case of a large variance in incident attributes, the use of probabilistic methods to 
understand the data generation process is warranted. Incident duration refers to the length 
of time between incident occurrence and a return to normal traffic flow. In addition, incident 
duration tends to have a random nature in terms of timing. Hazard-based duration 
concepts in probabilistic methods, which are well-suited for analysing time-related data, 
are utilised to model the impacts of traffic incidents including duration and delay. 
Survival analysis is a collection of statistical procedures for data analysis, in which the 
outcome variable of interest is the time until an event occurs (or ends). Incident duration is 
a key variable in the case of an incident. This length of time is a continuous random 
variable, T, with a cumulative distribution function, F(t), and a probability density function, 
f(t). F(t) is also known as the failure function and allows the probability of having an 
incident before some specific time, t. Conversely, the survival function, S(t), is the 
 Chapter 4  Proposed new modelling approach 89 
 
probability of the duration being greater than some specific time t. 
F(t)= Pr(T≤t)= 1- Pr(T>t)=1-S(t) ( 4.16) 
The hazard function h(t) gives instantaneous potential per unit of time for the event to 
occur, given that the individual has survived up to time t (Washington et al., 2011). 
0
( ) ( ) ( | )( ) lim
1 ( ) ( ) t
f t f t Pr t t T t T th t
F t S t tD ®
+ D ³ ³ ³
= = =
- D
 ( 4.17) 
Survival analysis can be performed based on available historical data using non-
parametric, semi-parametric or fully parametric hazard-based modelling methods. In the 
non-parametric models, there is no reliance on the distribution of duration. In a semi-
parametric model or Cox model, the regression parameters are known. However, the 
distribution of baseline survival or hazard function remains unspecified. For fully 
parametric models, by contrast, distribution of hazard function is assumed to follow a 
known distribution. If an appropriate distribution is found, only the fully parametric hazard 
models need to be investigated. Moreover, there is a superiority in the parametric 
approaches over nonparametric approaches in detecting duration dependence. More 
details of the specifications of the Hazard models can be found in Rashidi and 
Mohammadian (2011). 
In the case of availability of an appropriate distribution of survival time, fully parametric 
hazard models are more relevant for investigation. In addition, these models are capable 
of predicting survival time and estimating coefficients by using the Maximum Likelihood 
Estimation (MLE). These coefficients are clinically meaningful and can be interpreted. 
Moreover, this approach is capable of calculating residual time, which is the difference 
between the observed and predicted values of time; whereas evidence only of the 
existence of duration dependence is provided in the nonparametric approach. 
The Proportional Hazard (PH) and the AFT models are two alternative fully parametric 
approaches that incorporate the effect of external covariates on hazard function (Rashidi 
and Mohammadian, 2011; Greene, 2012b). With fully parametric models, a variety of 
distributional alternatives for the hazard function are possible including the exponential, 
Weibull, log-logistic and log-normal. In contrast, only the exponential and Weibull 
distributions can accommodate PH assumptions (Jenkins, 2005). This characteristic allows 
for simpler interpretation of the results because the parameters measure the effect of the 
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corresponding covariate on the mean survival time. 
The key assumption for an AFT model is that survival time accelerates (or decelerates) by 
a constant factor when different levels of covariates are compared, whereas, the key 
assumption of a PH model is that the hazard ratios are constant over time. However, the 
AFT assumption allows for the estimation of an acceleration factor which can capture the 
direct effect of exposure on survival time (Kleinbaum and Klein, 2012). Considering these 
features, the AFT model is employed to model incident duration in this study. 
The AFT model assumes a linear relationship between the log of survival time T and a 
vector of explanatory variables X. In this model, the effect of external covariates on 
survival time is direct and accelerates or decelerates the time to “failure”: 
ln( )T Xb e= +  ( 4.18) 
where,  
b  = vector of the estimated coefficient  
e  = error term 
A general formulation for AFT can be written as, 
0( , ) ( )h t X h ty y=  ( 4.19) 
where, 
0 (.)h = baseline hazard function, 
' ' ' '
0 1 1exp( ( ... )) exp( ( ))n nx x Xy b b b b= - + + + = - ,  
n = number of explanatory variables. 
While estimating the incident duration using Equation 4.19, with fully parametric models, 
three distributional alternatives were considered, namely Weibull, log-normal and log-
logistic. These were tested for the hazard function to find the best fit to the incident 
duration data. Figure  4.9 illustrates the variation in behaviour of these models. The 
functional form of the hazard function for each model can be derived by using the general 
function and distribution model with positive location and scale parameters. All these 
hazard functions have different behaviours. The hazard function for the exponential 
distribution is constant which means that no duration dependence exists. The Weibull 
hazard model is monotonically increasing or decreasing depending on p, indicating that 
the longer incident duration last, the less likely traffic incident is to finish soon when the 
model is monotonically decreasing and vice versa for increasing hazards. The hazard 
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models for log-normal and log-logistic distributions first increase and then decrease, 
implying that incident duration is likely increase until the maximum point and then 
decrease after passing this point. 
(Source: Washington et al., 2011) 
Figure  4.9 Parametric hazard functions for different distributions 
These models are fitted using the maximum likelihood method, where the distributions and 
corresponding models are given (Washington et al., 2011; Greene, 2012a). 
Weibull distribution 1( ) ( )ph t p tl l -=  ( 4.20) 
Log-normal distribution ( ( ))( )
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( 4.21) 
Log-logistic distribution 1( )( )
[1 ( ) ]
p
p
p th t
t
l l
l
-
=
+
 
( 4.22) 
where, 
l  and p are the location parameter and scale parameter, respectively 
(.)f = the standard probability density function  
(.)F = the standard normal cumulative distribution function 
Log = the Neperian logarithm.  
0.00
0.01
0.02
0.03
0.04
0 20 40 60 80 100
Ha
za
rd
Duration
Log-normal
Log-logistic Exponential
Weibull
 Chapter 4  Proposed new modelling approach 92 
 
The results of the modelling can be interpreted using the measure of p for each model. 
This approach is based on the assumption that the effect of any individual explanatory 
variable is the same for each observation; therefore, parameters are treated as constant 
across observations. However, if the incident duration is not homogeneous across 
observations, erroneous inferences may occur as a result, based on the improperly 
specified model.  
To examine the homogeneity assumption, two modelling approaches are examined. The 
first approach applies the gamma distribution over the population with mean 1 and 
variance q to incorporate heterogeneity into the Weibull model as described by 
Washington et al. (2011). This specification assumes that the source of the heterogeneity 
is unobserved and not associated with included explanatory variables.  
Weibull with gamma heterogeneity distribution, 
1( )( )
1 ( )
p
p
p th t
t
l l
q l
-
=
+
 
( 4.23) 
The second approach incorporates unobserved heterogeneity such that it allows the 
parameters to vary across observations based on some pre-specified distribution 
(Washington et al., 2011; Greene, 2012a). The advantage of using this method is to 
facilitate important new insights regarding the effect of any individual explanatory 
variables. In this regard, random parameters are introduced into duration models by 
adding a randomly distributed term given by, 
n nb b w= +  ( 4.24) 
where, 
nb is a vector of parameters which varies across n observations  
nw  is a randomly distributed term (e.g. normally distributed term with mean zero and 
variance s2).  
The estimation of a random parameter for incident duration models is achieved by 
simulation-based maximum likelihood using Halton draws, an efficient alternative to 
random draws (Washington et al., 2011). This approach assumes that the heterogeneity is 
associated with one of the observed explanatory variables. This random parameter 
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specification allows for correlation across random parameters, the examination of which 
may yield insights into the data generating process underlying heterogeneity. 
In this study, likelihood ratio statistics as described in Equation 4.25 are calculated and 
compared to identify best fitting models among plausible and logically defensible 
specifications. 
2 2[ ( ) (0)]X LL LLb= -  ( 4.25) 
where, 
LL(b) = the log-likelihood value of the model at convergence 
LL(0) = the initial log-likelihood 
The higher level of significance for this statistic indicates superior GOF. This statistic has 
been used in numerous previous studies to assess model fit and thus is used here for 
direct comparison (Nam and Mannering, 2000; Anastasopoulos et al., 2012a; 
Anastasopoulos et al., 2012c; Ghosh, 2012).  
B) Extra buffer time index 
The Tobit model, initially suggested by Tobin (1958), has been applied in many fields, 
including economics (Min and Kim, 2003; Greene, 2012b), medicine (Flegg et al., 2011), 
psychology (Astone et al., 2010), and social sciences (Austin et al., 2000; Grogan-Kaylor 
and Otis, 2003). In the transport discipline, this approach has been adopted in modelling a 
number of aspects including accident rates (Anastasopoulos et al., 2008), households’ 
transport decisions (Nolan, 2002; Anastasopoulos et al., 2012e), and airline efficiency 
(Merkert and Hensher, 2011). 
The Tobit regression model is appropriate in situations when the dependent variable is 
non-negative and continuous. Importantly, this model is capable of handling the presence 
of censored data either in the lower tail (left censored) or in the upper tail (right censored) 
(Washington et al., 2011). The censoring process may increase non-zero expectations for 
the error term of the regression, which can produce biased and inconsistent estimates of 
coefficients. MLE is typically used to estimate the Tobit model, which results in consistent 
estimates of coefficients. Hence, this MLE is superiority to Ordinary Least Square (OLS) 
estimation in the case of censored dependent variables. 
It should be noted that the Tobit model is relatively more complex than the OLS linear 
regression model. In particular, the interpretation of coefficients in a Tobit model contrasts 
 Chapter 4  Proposed new modelling approach 94 
 
with that of an OLS regression. This is because a Tobit model can produce a single 
coefficient for each independent variable, despite two distinct types of dependent variables 
(censored and uncensored)(Washington et al., 2011).  
As described in Section 4.2.3.1, EBTI is considered a measure that quantifies the impact 
of traffic incidents on TTR in a segment. This measure captures the changes in BTI due to 
traffic incidents from recurrent conditions. This measure is a positive continuous variable, 
and left-censored at zero. In addition, the effects of some incidents may have extended 
upstream beyond the road segment defined for the event, thus right-censoring at the limit 
of the segment is possible. Hence, the data are both right- and left-censored. As a result, 
the Tobit model is an appropriate method for modelling EBTI.  
The general form of the Tobit model is shown in Equation 4.26 as described by Greene 
(2012a). 
*
i i iY Xb e ¢= +                          1, 2,...,i N=  
*
i iY Y=
* 0iif Y >  ; 0iY =
* 0iif Y £  
( 4.26) 
where, 
*
iY = the latent variable that is observed for values greater than zero and censored 
otherwise (EBTI) 
iX  = a vector of independent variables 
b = a vector of estimated parameters 
2~ (0, )i Ne s¢ , and N = the number of observations.  
Therefore, the likelihood function for the Tobit model (censored regression) is expressed 
as,  
[ ] [ ]1
0 0
1 ( / ) ( ) /
i i
i i i
Y Y
L X Y Xb s s f b s-
= >
= - F -Õ Õ  ( 4.27) 
where, 
(.)f  = the standard probability density function 
(.)F  = the standard normal cumulative distribution function 
The log-likelihood for this model is shown in Equation 4.28. 
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[ ] 2 2
0 0
1ln 1 ( ) ln ln(2 ) ln ( )
2
i i
i i i
Y Y
LL X Y Xg p q q g
= >
é ù= - F + - - + -ë ûå å  ( 4.28) 
where, /g b s=  and 1/q s= . 
Biased parameter estimation and resulting incorrect inference, potentially caused by 
ignoring unobserved heterogeneity across observation, should be avoided. Washington et 
al. (2011) suggest a random parameter approach that allows parameters to vary randomly 
across observations based on some pre-specified distribution. Many researchers have 
applied this approach when considering unobserved variation in effects of variables across 
observations (Anastasopoulos and Mannering, 2009; Anastasopoulos et al., 2012d; 
Tavassoli Hojati et al., 2013). As such, random parameters are introduced into the Tobit 
model by adding a randomly distributed term in Equation 4.27, 
, 1,2,...,i i i Nb b j= + =  ( 4.29) 
where, ij is a randomly distributed disturbance term (e.g. 
2~ (0, )i Nj s ). 
Estimation of the random parameters Tobit model is achieved by a simulation-based 
maximum likelihood method using Halton draws, an efficient alternative to random draws 
(Washington et al., 2011). This random parameters specification assumes that 
heterogeneity is associated with one of the observed explanatory variables, and captures 
unobserved influences across observations through the random parameters, the 
examination of which may yield insights into the data generating process underlying 
heterogeneity. 
In this thesis, likelihood ratio statistics, as described in Equation 4.30, are calculated and 
compared to select the best fitting model. 
2 2[ ( ) (0)]X LL LLb= -  ( 4.30) 
where,  
LL(b) is the log-likelihood value of the model at convergence 
LL(0) is the initial log-likelihood 
Higher levels of significance of the chi-square statistic indicate superior GOF.  
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C) Model validation 
Before these models can be utilised for prediction, a validation process needs to be 
undertaken. This process determines to what extent the model outputs are able to capture 
the observed data adequately, independent of the calibration data. In this regard, a variety 
of GOF measures are available to assess the degree to which the model results fit the 
measured data as discussed in Hollander and Liu (2008). Nevertheless, the MAPE has 
been commonly used in previous studies (Chung, 2010; Kang and Fang, 2011) in the field 
of survival analysis as well as in many other fields to evaluate the accuracy of prediction 
results. This measure is obtained as shown in Equation 4.31. 
1
1 N i i
i i
O E
MAPE
N O=
-
= å  ( 4.31) 
where, 
N = the total number of observations 
iO = measured data, i.e. incident duration 
iE = the estimated measure.  
This is a useful performance measure because it has a clear and straightforward meaning. 
Table  4.1 shows the ranges of this measure to assess the model prediction accuracy. The 
lower MAPE represents better prediction results.  
Table  4.1 The assessment of MAPE performance measure 
MAPE (%) Assessment of prediction 
<10 Highly accurate  
10 to 20 Good  
20 to 50 Reasonable  
> 50 Inaccurate 
 (Source: Lewis, 1982) 
 
4.2.4 Outputs 
The final stage of Logframe is “outcomes”. Based on the results from the previous stage, 
the impacts of traffic incidents are evaluated. Furthermore, the impacts of traffic incidents 
on TTR are quantified and discussed and further research in this area is addressed. 
Details of this stage are discussed in Chapter 9.  
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4.3 Summary 
This thesis uses the concept of a logical framework analysis to establish an innovative 
approach dealing with comprehensive incident data mining and analysis. The aim is to 
model traffic incident impacts to ultimately quantify the effects of incidents on TTR. 
A method is proposed to quantify the impact of traffic incident on freeways. The method 
implements historical data to establish RSPs and identifies non-recurrent congestions 
based on their negative impact on speed. The proposed method uses the location and the 
time of an incident to identify incidents from non-recurrent congestion. On this basis, 
related traffic data for incident situations are extracted. BT is employed to measure TTR. 
On this basis, EBT is defined as the extra delay caused by traffic incidents. This reliability 
measure indicates how much extra travel time is required by travellers to arrive at their 
destination on time with 95% certainty in the case of an incident, over and above the travel 
time that would have been required under recurrent conditions. Then, EBTI is defined as 
the ratio of extra buffer time to recurrent travel time, with zero being the best case (no 
delay). As the EBTI metric lessens, TTR increases. 
The current research implements survival analysis (hazard-based duration modelling) as 
the most appropriate methodology where the outcome variable of interest is the time until 
an event occurs (or ends). This facilitates not only an investigation of the factors affecting 
incident duration, but also exploration of various survival distributions. Many studies have 
implemented survival analysis to assess the duration of events based on a common 
assumption. The main assumption is that the hazard function and the effect of the 
influential variables on the duration are homogenous across observations. To overcome 
this limitation, this research incorporates the random parameter hazard-based duration 
modelling method to consider heterogeneity across duration in the hazard function and in 
the explanatory variables. A validation process is performed to assess the level of 
accuracy of the prediction results. 
The Tobit model, a statistical regression approach, is appropriate in the presence of 
censored data, as well as a continuous variable with a large number of zero values. Thus, 
this technique is capable of considering both affected and non-affected observed EBTI 
metrics and therefore makes complete use of the available data. On this basis, this 
research proposes a new approach to model EBTI using the Tobit model. This approach 
provides an understanding of the factors that significantly influence EBTI. In addition, this 
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research considers both fixed and random parameters to capture unobserved 
heterogeneity across data.  
A model validation process is performed to assess the level of accuracy of the results 
obtained. The research framework described in this chapter forms the basis for the 
research contribution of this thesis (Chapter 5 to Chapter 8). 
 Chapter 5                                                  
Data mining and processing 
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5.1 Overview 
The collection of comprehensive and reliable data of traffic incidents and related 
contributory factors is challenging in many ways. Data collection is often inadequate, 
incomplete, imprecise and expensive. In this regard, an effective and efficient procedure 
for collecting and gathering incident data, in order to establish incident related data 
warehouses, is essential to perform an accurate assessment and analysis of traffic 
incidents and its components. 
 
Figure  5.1 Thesis outline (Chapter 5 highlighted) 
As indicated in Figure  5.1, Chapter 5 presents the data collection and data mining 
processing of this research to capture the impacts of traffic incidents on TTR. This chapter 
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encompasses the first two stages of the Logframe described in Chapter 4 (Figure 4.3), 
including input data and data processing. 
This chapter starts with identifying relevant and accessible sources of data on traffic 
incidents and describes characteristics and attributes of the data used in this research. 
This is followed by details of data processing including data cleansing, data consolidation, 
and data calculation. Later, the results of preliminary analyses of the data are presented in 
order to obtain insight into the basic characteristics of the incident data. Finally, a summary 
of this chapter is presented.  
5.2 Data collection and description 
The purpose of this section is to identify the database schemas that are related to traffic 
incident components in South East Queensland (SEQ). This research needed to 
incorporate and examine all variables, which may explain the effects of traffic incidents on 
TTR. The data required are multidimensional; the major categories including incident 
details, infrastructure characteristics, temporal characteristics, weather characteristics, and 
traffic data variables. In this regard, this study identifies and uses different sources of data 
to achieve agglomeration benefits and includes appropriate factors to enrich traffic incident 
data as shown in the first stage of Logframe in Figure 4.3.  
5.2.1 Incident data 
Incident data were obtained from the Queensland Department of Transport and Main 
Roads’ STREAMS Incident Management System (SIMS) for SEQ’s urban road networks, 
for a one-year period, from November 2009 to November 2010. SIMS, an incident 
management system, is used throughout Queensland to capture incident traffic events, 
which impact the traffic flow on the road network. 
These events can be classified as traffic incidents, equipment faults or other events, as 
shown in Figure  5.2 (Webster, 2010). All incident events cause temporary capacity 
reductions. Some events occur unexpectedly, such as vehicle-based incidents (e.g. 
crashes, stationary vehicles), other objects or obstructions on the road (e.g. debris), or 
extreme weather events (e.g. flood). There are also events that might not be expected by 
all road users, but which are planned and are publicly notified (e.g. road works and 
sports/cultural activities). The scope of this study is limited to unexpected, non-recurrent 
congestion and only unplanned incidents will be considered in the analysis.  
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(Source: Webster, 2010) 
Figure  5.2 SIMS Structure 
When an incident is notified to the Brisbane Metropolitan Transport Management Centre 
(BMTMC), various types of incident information are recorded in SIMS. These are priority, 
incident location, type, classification, start-time and end-time, request and arrival time of 
assistance, blockage type, traffic disrupted, diversion required, major incidents, towing 
requirement, number of injuries and fatalities, medical attention required, and chemical 
spill (Webster, 2010). 
Priority indicates the level of importance and severity of an incident classified into three 
levels: high, medium, and low. Incident type describes the type of incident, which has 
occurred, such as crash, fault, flood, hazard, road works, and stationary vehicles. 
Classification provides specific description about the type of incident such as single vehicle 
or motorcycle for crash, and fire or debris for hazard. 
A congestion-type incident, which is defined as “a condition on networks that occurs as 
use increases, and is characterised by slower speeds, longer trip times, and increased 
queuing” (Webster, 2010, p. 60), directly relates to recurrent congestion and is excluded 
from the analysis. Moreover, a large number of stationary vehicle incidents relate to an 
“abandoned vehicle” or a “tow zone” where illegally parked vehicles are in clearways and 
this has limited, if any, impact on congestion, therefore, this incident type is also omitted 
from the analysis. 
It should be noted that the recording procedure of incident information used in this thesis 
was manual and relied on the operator perceptions, which might be different from person 
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to person especially in the qualitative fields. In addition, some of the fields were not 
complete in the database. 
5.2.2 Weather data 
Weather data was obtained from the Bureau of Meteorology stations around SEQ 
including rainfall, temperature, humidity, wind speed and wind direction, on a half hour 
basis, for the same period as the incident data as shown in Figure  5.3.  
5.2.3 Traffic data 
Traffic data were received from the Public Traffic Data Service (PTDS), which supplies 
traffic data including timestamp, speed, and flow from available loop detectors around the 
SEQ network, for a period of 18 months to January 2011. However, there were some 
limitations regarding access to the data for the whole of SEQ. Therefore, it was required to 
limit the case study area in the case of engaging traffic data in the analysis. All the 
measures from the PTDS were related to the links, which were defined according to the 
location of two successive loop detectors in the network. 
5.2.4 Modelled traffic data and network specifications 
The Brisbane Strategic Transport Model (BSTM), a four-step strategic transport model, 
developed in the EMME/3 modelling platform, was used to test the impact of various 
transport projects and policy proposals on the road network. 
The modelled traffic data and road specifications were captured from the BSTM including 
the total number of vehicles and percentage of commercial vehicles for each time 
segment, road hierarchy, road type, number of lanes, road capacity, posted speed, and 
volume over capacity (V/C).  
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Figure  5.3 Meteorology stations in South East Queensland 
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5.2.5 Temporal effects 
Temporal effects such as day and type of day (weekday, weekend, public holiday or 
school holiday) are important factors to be considered in incident analysis. In this regard, a 
look up table was prepared based on the Queensland’s calendar for identifying day of the 
week, and type of day from 2009 to 2011. 
5.3 Data processing 
Cleaning and refining the data are important steps in data processing, which comprises 
the second step of Logframe. In addition, the data were required to be converted into a 
linked and compatible format for analysis. All data sources of were linked together by 
referring to the coordinates, date and time of the incidents. This also facilitated the process 
of cleaning the data. 
Raw incident data are usually incomplete, inconsistent and contain inaccuracies. In the 
obtained incident data, 38,071 records of incidents were available for SEQ from November 
2009 to November 2010. The results of the cleaning data process indicated that 11% of 
records were excluded due to checking and fixing of erroneous data including incident 
records with no coordinates, negative incident duration, no start time or end time as well 
as incident records outside of the road network. As mentioned in the previous section, 
planned incidents and stationary vehicle incidents relating to an “abandoned vehicle” or a 
“tow zone” were out of the scope of this research. Excluding these records, the number of 
available recorded incidents was 13,638.  
Rainfall as part of weather data was available accumulatively from 0900 hours. This 
measure should be constant or increased with time during a day. Records, which did not 
comply with this criterion, were excluded. In addition, missing data for each variable were 
filled by interpolating from adjacent measures on this variable. In this case, 15% of the 
data were excluded or treated.  
For traffic data, the data clean-up excluded duplicate records, filled missing data in a 
limited range or excluded missing data in a large range, and excluded outliers, for 
example, a vehicle speed of more than 150 km/h is not logical due to the level of law 
enforcement in SEQ. So 11% of data were excluded or remedied. 
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5.4 Preliminarily data analyses 
The process of data preparation and consolidation from different sources was described in 
Section 5.3. Logframe provides more variables of incident components, such as the impact 
of incident characteristics, environmental effects, geographical information, operational 
factors, and traffic data for each incident. The aim of the current section is to provide the 
results of a preliminary investigation and analysis of traffic incident data in order to gain an 
insight into the characteristics of the historical incident data prior to proposing the traffic 
incident impacts models. In this regard, results of the general analysis on incident data on 
the entire network are described in the next section to pinpoint the general significance of 
incidents characteristics. This is followed by additional analysis on freeway incidents. 
Based on the results, a case study area is identified. 
5.4.1 Incident data 
Traffic Incidents are categorised by type in the SIMS database. As described in the 
previous section, the road hierarchy associated with each incident record was identified 
and matched with SIMS incident data for the analysis, which is provided in Table  5.1. 
Table  5.1 Number of incidents of different types according to the road hierarchy 
Incident type 
Road hierarchy Total 
incidents Freeway Arterial Local 
Alert 7 
 
2 9 
Crash 1,246 2,694 680 4,620 
Flood 4 26 9 39 
Hazard 1,964 1,910 453 4,327 
Stationary 
Vehicle 2,212 2,073 358 4,643 
Total 5,433 6,703 1,502 13,638 
It can be seen that ‘stationary vehicle’ and ‘crash’ have the highest number of incidents, 
which account for approximately 34% the 13,638 incident records examined. This is 
followed by the ‘hazard’ category at 31.7% and the remaining 0.4% is due to ‘flood’ and 
‘alert’ incidents. Therefore, only the three major incident types, that is, crash, hazard, and 
stationary vehicle, were analysed further in this study.  
Figure  5.4 depicts the number of incidents by incident type. For the crash type, “multiple 
vehicle” was the most frequent incident occurring on arterial roads. There was a fairly low 
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number of heavy vehicle (HVRU) crashes, however as far as their impacts on congestion 
are concerned, this type of crash incident has a very significant contribution. For the 
stationary vehicle incidents, “breakdown” comprised the most frequent number of incidents 
(82%) compared with other classifications within the same group. For the hazard type, 
“debris” on the freeways was the most dominant classification, which accounted for 
approximately 39% of all hazard incidents. The analysis showed that nearly 40% of 
incidents occurred on freeways, 49% on arterial roads and only 11% on local roads for the 
studied period. The reason for low incident frequency on local roads might be because 
these sorts of incidents were not reported or registered due to their low importance. 
Furthermore, typical speeds and traffic volumes on local roads are considerably lower than 
that on freeways and arterial roads. 
(a) Crashes (b) Stationary vehicles 
  
(c) Hazards 
 
Figure  5.4 Number of incidents for different classification of incident types 
Figure  5.5 to Figure  5.7 show the variability of the incidents for different months of the 
year, days of the week, and time of day by road hierarchy, respectively. The graph in 
Figure  5.5 shows that the frequency of traffic incidents fluctuated by month on both 
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freeways and arterial roads. The number of incidents increased gradually from January 
until it reached a maximum in March, and then dropped slightly in April. From then 
onwards, the number of incidents for all three road hierarchies was quite consistent until 
October and November when the number of incidents increased slightly and then dropped 
to the overall average level in December. However, the trend for local roads was flat with 
around 100 incidents per month. 
 
Figure  5.5 Incidents by months of year and road hierarchy 
It can be seen in Figure  5.6 that the difference in the frequency of incidents changed 
slightly from Monday to Friday but dramatically reduced on the weekends for all the road 
hierarchies considered. 
Figure  5.7 illustrates the rate of incident occurrence throughout a typical day. Interestingly, 
the trend of incident occurrence was similar to the traffic flow pattern during a typical day. 
In addition, the vast majority of all incidents occurred when the road network experienced 
extremely high traffic volume (near or exceeding roadway capacity). This trend implies that 
traffic flow parameters appear to have a strong correlation with incident occurrence and 
thus suggests further investigation. The number of incidents on freeways and arterials 
peaked during the morning peak hours of 0700 and 0900 and during the afternoon peak 
hours of 1500 and 1600. More incidents occurred in the afternoon peak hours and most 
incidents occurred on arterial roads. 
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Figure  5.6 Incidents by day of week and road hierarchy 
 
Figure  5.7 Incidents by time of day and road hierarchy 
Incident duration is an important component of an incident and can be considered as one 
of the major variables affecting non-recurring congestion. It is defined as the elapsed time 
from the moment the incident is detected until its cause is removed from the scene. 
For all recorded incidents, the average duration was 1 hour 25 minutes, while for freeway 
incidents it was 1 hour 33 minutes. In addition, the minimum average duration for crash 
type incidents was 45 minutes, followed by stationary vehicle and hazard type incidents 
with 78 minutes and 136 minutes, respectively. Figure  5.8 shows the average duration for 
crash incidents by days of the week and different road hierarchies. It can be seen that the 
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average incident duration was longer on weekends compared to weekdays. In addition, 
the average incident duration was slightly higher on Mondays compared to the other 
weekdays. 
 
Figure  5.8 Crash duration by day of week and different road hierarchy 
The average duration by time of day is shown in Figure  5.9 for crash incidents and road 
hierarchy. The minimum incident duration in the morning peak was 45 minutes while that 
of the afternoon peak was 36 minutes. It can be seen that the average incident duration 
increased dramatically during the night, although the number of incidents was lower than 
that of the daytime.  
 
Figure  5.9 Crash duration by time of day and different road hierarchy 
Table  5.2 shows the incident frequency, the average and the 95 percentile of incident 
duration in rainy and non-rainy conditions. The average duration of incidents increased in 
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rainy conditions in all categories. Moreover, rain had more effect on hazard incidents for all 
road types. 
Table  5.2 Comparison of the effects of rain on the number and duration of incidents* 
 Road Type 
Incident type 
Freeway Arterial Local 
Rain No Rain Rain No Rain Rain No Rain 
crash 
NI 104 736 192 1681 51 435 
AD 47 40 45 41 43 43 
95thD 124 95 105 95 172 123 
Diff% 30.5% 10.5% 40.0% 
Hazard 
NI 105 1125 151 1128 36 259 
AD 125 94 228 154 233 153 
95thD 540 368 885 565 1102 502 
Diff% 46.9% 56.5% 119.7% 
Stationary 
vehicle 
NI 141 1348 140 1388 22 239 
AD 71 59 35 33 42 44 
95thD 315 265 105 95 221 145 
Diff% 18.9% 10.5% 52.4% 
* NI: Number of incidents, AD: Average incident duration (minute) ,95thD: 95 percentile of incident 
duration, Diff%: percentage difference between 95thD in Rain and No rain 
The histograms of incident duration frequency distributions for different road types and 
incident types on weekdays are shown in Figure  5.10. The Freedman–Diaconis rule 
(Freedman and Diaconis, 1981) was used to select the size of the bins of the histogram. 
Then the least square optimisation was performed to find the probability distribution 
functions of the best fit to the data. As shown in the figure, the distribution is skewed to the 
left, which implies positive skewness of the data. A variety of distributional alternatives, 
namely, log-normal, gamma, and  Weibull distributions were employed in order to test the 
best model for each category of incident duration frequency distribution. Generally, these 
distributions are considered for situations in which a skewed distribution for a non-negative 
random variable is needed (Washington et al., 2011).  
The fitted distributions are also shown in Figure  5.10, and the related statistics are shown 
in Table  5.3. The plotted data and results indicate that incident durations for crash type 
and stationary vehicle type in all road hierarchies conform to a log-normal distribution 
rather than the other distribution alternatives. For hazard incidents, gamma distribution 
seems to be the best fitting distribution compared with the other two alternatives. However, 
more models need to be tested for this type of incident on freeways, since there was a big 
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difference between the standard deviation of the data and the gamma model for these 
incidents. 
 
Freeway Crashes Arterial Road Crashes 
  
Local Road Crashes Freeway Hazards 
Figure  5.10 Incident duration distributions for different types of incidents on weekdays 
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Figure 5.10 (continued) Incident duration distributions for different types of incidents on 
weekdays 
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Table  5.3 Observed and fitted statistical parameters for incident duration (min) 
Incident type 
Road Type 
Freeway  Arterial  Local 
O
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Crash 
  41.3 41.6 41.3 41.6  40.8 40.8 40.8 41.2  42.5 42.1 42.5 42.9 
SD 41.1 40.8 31.9 34.1  37.7 35.2 29.2 31.7  42.8 38.6 32.2 35.0 
Hazard 
  69.3 71.7 69.3 69.5  96.9 106.2 96.9 96.9  104.3 114.8 104.3 104.2 
SD 73.5 93.1 62.5 65.1  98.4 171.2 94.8 96.7  105.9 197.7 105.6 108.0 
Stationary 
vehicle 
  52.9 51.3 52.9 52.4  32.8 32.2 32.8 33.1  42.5 40.2 42.5 42.4 
SD 71.8 76.6 54.5 58.3  36.0 32.6 26.9 29.1  58.2 48.5 40.1 43.5  : Mean, SD: Standard Deviation, Obs: observed  
 
5.4.1.1 Findings 
The major findings from general incident analysis are summarised as follows:  
· A total number of 13,590 incidents were recorded, giving an average frequency of 
13 crash, 12 hazard, and 13 stationary vehicle incidents per day. The related 
incident durations were 45, 136, and 78 minutes, respectively.  
· Breakdown (28%), multiple vehicle crash (26%) and debris (13%) were found to be 
the major sources of incidents in this research. 
· The highest monthly number of incidents was in March (9.5% of all incidents), and 
the lowest was in January (7.2% of all incidents). 
· Incident frequency dropped sharply on the weekends, but the average incident 
duration was about the same or greater than that of the weekdays. 
· Overall, the highest occurrence of incidents occurred between 1600 and 1700 
hours. 
· Rainfall appeared to have a positive relationship on incident duration; however, 
further research needs to be conducted in order to quantify the extent of rain impact 
on incident duration.  
· Log-normal distribution was found to be appropriate for crash and stationary vehicle 
incidents while gamma distribution was appropriate for hazard incidents. 
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5.4.2 Incident duration analysis for freeways 
Incident characteristics were investigated in Section 5.4.1 to gain an insight into the 
important attributes of traffic incidents. In this regard, crash, hazard, and stationary 
vehicles were found to be the major types of traffic incidents for the unplanned incidents. 
Thus, this section continues to analyse the traffic incident data and in particular incident 
duration focusing on freeways as per the objective of this research. 
Statistical analyses derive useful information regarding variations, tendencies and 
behaviour of the incident data. Moreover, these analyses are crucial in elucidating the 
variables, which are important for the prediction process and significantly influence the 
incident duration. Statistical analyses using the analysis of variance (ANOVA), Kruskal-
Wallis test for non-parametric data when comparing more than two groups, and Mann-
Whitney U test for unpaired two-group non-parametric data were performed to measure 
and test the statistical significance of incident duration for each of the explanatory 
variables. Further details on these statistical analysis are available in Washington et al. 
(2011). 
The results of the analysis indicated that the incident duration of crashes, hazards and 
stationary vehicles on freeways and freeway ramps were likely to be highly significantly 
different, as shown in Figure  5.11. Therefore, incidents on freeway ramps need to be 
analysed separately and this group of incidents was excluded from further analysis.  
 
Figure  5.11 95% confidence interval for mean of incident duration on freeways and 
freeway ramps 
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No statistically significant differences were found for the month of the year, week of the 
month, and day type, that is, normal day or public/school holiday to predict incident 
duration. Conversely, weekday vs. weekend incidents made a significant contribution to 
predict the incident duration. 
Furthermore, while duration of incidents on weekdays was significantly different from that 
of weekends for crashes and hazards, there was no significant difference for stationary 
vehicles. However, for consistency of analyses between different incident types, weekday 
incidents were considered for further analysis. Table  5.4 shows the statistics of freeway 
incident duration for the three major types of incidents on weekdays. 
Table  5.4 Freeway incident duration by incident type on weekdays: summary statistics 
Incident type Number of incidents Mean* Median* SD* Min* Max* COV Skewness Kurtosis 
Crash 854 43.42 32.1 99.41 5.12 391.18 99.41 4.08 22.54 
Hazard 1,254 73.69 48.41 110.56 5.57 486.21 110.56 2.51 6.94 
Stationary 
vehicle 1,143 41.17 25.93 124.91 5.01 430.71 124.91 4.23 22.73 
* In minutes, COV - Coefficient of variation 
It can be seen that ‘hazard’ is the highest incident type on freeways, which accounts for 
approximately 39% of the total 3,251 incidents. “Stationary vehicle” and “crash” incidents 
represent 35% and 26% of total incidents, respectively. All incident types have positive 
skewness, which indicates that the bulk of the durations lie to the left of the mean value. 
The kurtosis measure shows that ‘hazard’ tends to have a flat top near to the mean 
compared to the two other types, which tend to have a distinct high near to the peak. 
According to the coefficient of variation measure, the incident duration has relatively more 
variability in “stationary vehicle” incidents than in “hazard” and “crash” incidents.  
Before further analysis, it is useful to perform a Pareto analysis of the incident duration to 
understand the magnitude of this variable across different incident classifications. Each 
type of incident was categorised according to the classification of incidents. ‘Crash’, 
‘hazard’ and ‘stationary vehicle’ incidents were sub-divided into 7, 12, and 4 incident 
classifications, respectively. Figure  5.12 shows a Pareto chart of the incident 
classifications.  
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Figure  5.12 Pareto chart of incident classifications by incident duration  
C = crash type incident; H = hazard type incident; S = stationary vehicle type incident. 
It can be seen that the longest incident durations related to debris (hazard type, about 
26%), followed by breakdown (stationary-vehicle type, 23%) and multiple-vehicle crash 
(crash type, 16%), and that more than 80% of all incidents related to six incident 
classifications mostly within the hazard type. 
Figure  5.13 depicts the number of incidents and average incident duration by incident type. 
For the crash type, “multiple vehicle” was the most frequent incident which comprised 
approximately 82% of these incidents. Although there was low number of heavy vehicle 
crashes, this sort of crash incident had a significant impact on congestion. “Breakdown” 
accounted for nearly 91% of stationary vehicle incidents. Freeway “debris” was the most 
common hazard and accounted for approximately 63% of all hazard incidents. 
Duration 3846 2894 2799 791345478 40781 27454 12633 12254 8116 7971 4455
Percent 2.2 1.6 1.6 4.525.8 23.1 15.5 7.2 6.9 4.6 4.5 2.5
Cum % 92.3 93.9 95.5 100.025.8 48.8 64.4 71.5 78.5 83.1 87.6 90.1
O
th
er
(H
)s
pi
ll/
ch
em
ic
al
(H
)p
ed
es
tri
an
/c
yc
lis
t
(H
)s
ig
na
lfa
ul
t
(S
)to
w
zo
ne
(H
)p
av
em
en
tfa
ilu
re
(C
)s
in
gl
ev
eh
ic
le
(H
)o
th
er
(H
)a
ni
m
al
(C
)m
ul
tip
le
ve
hi
ce
(S
)b
re
ak
do
w
n
(H
)d
eb
ris
200
150
100
50
0
100
80
60
40
20
0
D
ur
at
io
n(
m
in
 x
10
00
)
Fa
ct
or
 c
on
tri
bu
tio
n 
(%
)
 Chapter 5  Data mining and processing 119 
 
(a) Crashes (b) Stationary vehicles 
  
(c) Hazards 
 
Figure  5.13 Number of incidents for different classification of incident types and the 
average corresponding incident duration on freeways 
5.4.2.1 Contributing variable identification 
The possible independent variables were identified from the incident database during the 
second step of Logframe, as shown in Table  5.5. Some of the possible independent 
variables in the database were correlated with one or more variables, for example, “time 
period of day” and “hour of day”. In addition, it was essential to conduct statistical 
significance tests on these variables for each independent variable on each incident type 
for the proposed dependent variable incident duration. The null hypothesis occurs when 
the sets of data have the same mean. Table  5.6 to Table  5.8 show the results of the 
ANOVA on possible independent variables for the different incident types. The effect size 
(η2p) for each variable is also presented. This measure helps to enhance the interpretability 
of results.  
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Table  5.5 Possible independent variable descriptions 
Variable Value  Variable Value 
Incident details  Traffic variables 
Incident Classification integer code (1)  Daily traffic volume Vehicles/day 
Distance from CBD(2) km  Daily CV% (3)  
Injury 1=Yes; 0=No  Traffic volume Vehicles/h 
Fatality 1=Yes; 0=No  CV%  
Medical required 1=Yes; 0=No  Volume over Capacity (V/C)  
Towing required 1=Yes; 0=No  Temporal effects 
Chemical spill 1=Yes; 0=No  day of week 1 to 5 (4) 
Multiple vehicle involved 1=Yes; 0=No  Hour of day 1 to 24 
Diversion required 1=Yes; 0=No  Time period of day 1 to 4 (5) 
Assistance requested 1=Yes; 0=No  Weather variables 
Infrastructure variables  Air temperature °C 
Posted speed km/h  Wind speed km/h 
Number of lanes 2 to 6  Rain precipitation mm 
Link capacity Vehicles/h    
(1) 7, 12 and 4 categories for ‘crash’, ‘hazard’ and ‘stationary vehicles’, respectively; (2) CBD = 
central business; (3) CV = Commercial Vehicle; (4) Monday to Friday; (5) 1 = Evening (18-7), 2 = 
morning peak (7-9), 3 = Off peak (9-16), 4 = afternoon peak (16-18).  
Statistically significant differences were found for 22 possible independent variables for 
crashes. However, because of the correlation between some variables (e.g. ‘V/C’ and 
‘number of lanes’; and ‘V/C’ and ‘link capacity’), 15 possible variables were selected as 
shown in Table  5.6. Most of the variables were found to be significant for crashes. 
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Table  5.6 Significance test results - independent variables for crashes 
Variable  F-ratio p value η2p 
Hour of day  4.289 <.001 0.102 
Day of week  2.596 <.05 0.012 
Rain precipitation  1.825 <.001 0.112 
Posted speed  2.463 <.05 0.011 
V/C  3.169 <.001 0.676 
CV%  4.474 <.001 0.106 
Incident 
Classification 
 10.443 <.001 0.069 
Distance from CBD  3.353 <.001 0.540 
Injury  63.425 <.001 0.069 
Fatality  43.694 <.001 0.049 
Medical required  79.095 <.001 0.085 
Towing required  38.867 <.001 0.044 
Chemical spill  94.232 <.001 0.100 
Multiple vehicle 
involved 
 7.150 <.05 0.008 
Diversion required  242.18 <.001 0.221 
V/C = Volume over Capacity; CV% = commercial vehicle percent; 
CBD = central business district 
As shown in Table  5.7, fewer variables were significant for hazards as compared to 
crashes. ‘Assistance requested’ was significant in this type, while ‘day of week’ and some 
variables related to incident details were not significant. In addition, ‘V/C’ and ‘distance 
from CBD’ had higher impact than other variables.  
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Table  5.7 Significance test results - independent variables for Hazards 
Variable 
 
F-ratio p value η2p 
Hour of day  2.172 <.001 0.039 
Rain precipitation  1.677 <.05 0.070 
V/C  1.288 <.001 0.385 
CV%  1.860 <.05 0.032 
Incident 
Classification 
 17.063 <.001 0.131 
Distance from CBD  1.408 <.001 0.292 
Diversion required  17.281 <.001 0.014 
Assistance requested  16.987 <.001 0.013 
V/C = Volume over Capacity; CV% = commercial vehicle percent; 
CBD = central business district 
As shown in Table  5.8, statistically significant differences were found in only six 
independent variables for stationary vehicle type. The results show that V/C was a 
significant independent variable. Unlike other incident types, air temperature became 
notable in this type of incident. However, distance from CBD was of no importance. 
Table  5.8 Significance test results - independent variables for Stationary vehicles 
Variable 
 
F-ratio p value η2p 
Air temperature  1.810 <.001 0.299 
Rain precipitation  1.414 <.05 0.058 
V/C  109.32 <.001 1.000 
Incident 
Classification 
 6.744 <.001 0.017 
Diversion required  7.484 <.05 0.007 
Assistance requested  4.979 <.05 0.004 
V/C = Volume over Capacity 
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5.4.2.2 Probability distributions 
The notions of incident duration and its associated probability distribution have been 
investigated using a variety of probability distribution functions such as normal, log-normal, 
exponential, Weibull, gamma, logistic, and log-logistic. Generally, these distributions are 
considered for situations in which a skewed distribution for a non-negative random variable 
is needed. The GoF of distributions were calculated using the AD test to select the best or 
the closest fit distribution to the data. In this regard, the better the distribution fitted the 
data, the smaller this measure would be. The null hypothesis for the AD test is “the data 
follow a specified distribution”. 
The results indicated that the freeway incident durations for hazards and stationary 
vehicles during weekdays conformed to a log-logistic distribution. For crash incidents, log-
normal distribution was the best fitting distribution compared with the alternatives. All the p 
values were less than 0.05 therefore, at 95% confidence level, none of the distributions 
could pass this criterion. This might be because the AD statistic is a weighted squared 
distance from observed points to the fitted distribution trend and gives more weight to tails 
of distribution. Since the tail value in incident duration data is rare and spread out over a 
large area compared to the main body of the distribution, the AD statistic results according 
to the 95% confidence interval (CI) are poor. 
The fitted distributions and related probability plot are shown in Figure  5.14, and the 
related statistics for the selected distribution for each incident type are shown in 
Figure  5.14. 
Table  5.9 Results of distribution analysis and goodness of fit test for different types of 
freeway incident on weekdays 
Incident type Distribution name 
Distribution 
parameters 
Goodness of Fit Test* 
Anderson-Darling p 
Crash Log-normal 3.48543            0.72497 1.172 <0.005 
Hazard Log-logistic 3.84469             0.52491 2.159 <0.005 
Stationary 
Vehicle Log-logistic 
3.28687             
0.46328 2.361 <0.005 
* GoF test statistics at 95% confidence level 
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Figure  5.14 Freeway incident duration distributions and probability plots for different types 
of incidents on weekdays 
5.4.3 Identification of the case study area 
GIS provides the proper tools for representing and analysing spatial data sets. On this 
basis, spatial statistical procedures such as kernel density estimation were utilised in order 
to calculate the density of weekday incidents on freeways. Details of this method can be 
found in Silverman (1986). 
Figure  5.15 shows the density of incidents on the freeways network in SEQ. Incident 
density was concentrated around the Brisbane CBD areas, with the highest density along 
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the Pacific Motorway south of the CBD. The density gradually diminished to the medium 
level, but rose again at the Pacific Motorway-Gateway Motorway interchange. Incident 
density then gradually reduced after the interchange and became medium to low density 
after passing the Pacific Motorway-Logan Motorway interchange. The Gateway Motorway 
has experienced medium incident density around the Bruce Highway area. 
In another approach, a measure was defined to consider other incident characteristics 
rather than the mere existence of an incident. V/C was calculated for each incident based 
on the modelled traffic volume at the time of incident and the capacity of the link in which 
the incident occurred based on the BSTM. Then this variable was multiplied by the 
duration of each incident to represent the weight of each incident. The Kernel density 
method was performed in order to calculate the density of weekday incidents on freeways 
using V/C duration to consider the magnitude of each incident.  
Figure  5.16 shows the density of incidents with respect to V/C and duration on the freeway 
network in SEQ during weekdays. Incident density was concentrated around Brisbane 
CBD area, with the highest density along the Pacific Motorway south of the CBD extending 
to the Gateway Motorway interchange. 
Since the highest density of freeway incidents in SEQ occurred along the Pacific 
Motorway, between the CBD and the Gateway Motorway interchange for both approaches, 
and considering the availability of traffic data for this area, a section of the Pacific 
Motorway from the CBD to the Gateway Motorway in both directions was selected as a 
case study for further analysis. Figure  5.17 illustrates the case study area, which is 
highlighted in pink. 
The length of the case study segment is 14.2 km. Based on the location of the inductive 
loop detectors (ILDs), the case study is divided into 17 (ni=17) links inbound and 15 
(no=15) links outbound. The length of the links are between 0.3 and 2.5 km with a range of 
2 to 4 lanes and a posted speed of 70 to 100 km/h. Due to ILDs maintenance, two inbound 
links and one outbound link were not functioning during the study period. Considering only 
normal days and availability of traffic data due to the prevalence of equipment 
malfunctions of ILDs, each link had a range between 38 and 48 samples for each day of 
the week during the study period. 
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Figure  5.15 Heat map-density of all freeway incidents in South East Queensland 2009-10 
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Figure  5.16 Heat map density of all freeway incidents WRT V/C-duration in South East 
Queensland 2009-10  
 Chapter 5  Data mining and processing 128 
 
 
Figure  5.17 Case study area 
5.5 Summary 
This study used Logframe as described in Chapter 4 in order to establish an innovative 
approach in dealing with comprehensive incident data mining and analysis. In this regard, 
relevant sources of data were identified and processed. The data include: 
· 12 months of incident data starting November 2009 on SEQ urban network 
· weather data for the same time 
· modelled traffic data and network specifications from the BSTM 
· traffic data from available ILDs around the SEQ network for a period of 18 months 
to January 2011. 
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The analysis of the incident data for the whole network has shown that a number of 
variables have considerable effects on incident duration and frequency. The 
consequences of undertaking an analysis without access to such a range of variables can 
be very unrealistic, since the results would be biased and consequently may lead to 
erroneous outcomes.  
In this chapter, an overview of the frequency, pattern and duration of three major types of 
incidents, namely, crash, hazard and stationary vehicle, on the SEQ road network were 
presented. The results showed that incident duration and frequency varied across the 
types of incident, road hierarchy, and time of day, day of the week and even the month of 
the year. In addition, the findings revealed that the variance, in terms of frequency and 
duration within each category, was fairly large. Moreover, rainfall appeared to have a 
positive relationship with incident duration. 
Given the initial results, the study continued the analysis based on the major types of 
incidents on freeways. A number of variables have considerable effects on incident 
duration. An overview of the pattern and duration of three major types of incidents, namely, 
crash, hazard, and stationary vehicle, on the SEQ freeway network during weekdays were 
presented. 
The results showed that incident duration varied across the types of incident, the time of 
day, and day/weekend of the week. However, there was no significant difference regarding 
month of the year, week of the month, and holiday/school holiday. In addition, the findings 
revealed that the variance in incident duration within each incident type was fairly large.  
The analysis of the effects of three weather conditions on traffic incident duration indicates 
that rain precipitation significantly affected incident duration on all three types of incidents, 
while air temperature only affected the stationary vehicle type. 
The results indicated that distance from the CBD was a significant variable for crash and 
hazard types, but not for stationary vehicle type incidents. In addition, V/C for the link in 
which an incident happened was found highly significant on incident duration in all three 
types of incidents. A log-normal distribution was inferred to be appropriate for crash and 
log-logistic distribution for hazard and stationary vehicle incidents on freeways. The 
substantial discrepancies among these patterns are due to the fact that a variety of 
contributory variables of a stochastic nature are included and all are not under the control 
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of the responsible agencies. Therefore, any of these variables may have a crucial role in 
affecting the resulting incident duration. 
In order to investigate the effects of directly obtained (as opposed to modelled) traffic data 
on incidents, a case study area was selected using spatial statistical procedures such as 
kernel density estimation and GIS. The results of the analysis focusing on the case study 
area are discussed in Chapter 6. 
 
 Chapter 6                                               
Traffic data analysis 
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6.1 Overview 
To quantify the impact of traffic incidents, it is crucial to identify traffic measurements such 
as speed, flow, and travel time, before, during and after an incident. The aim of this 
chapter is to analyse traffic data, as indicated in Figure  6.1, for the selected case study 
area to quantify the impact of traffic incidents on TTR. 
 
Figure  6.1 Thesis outline (Chapter 6 highlighted) 
This chapter starts with the results of the application of the methodology developed in this 
research, as discussed in Section 4.2.3.1, to quantify both the temporal and spatial extent 
 Chapter 6  Traffic data analysis 134 
 
of travel time unreliability caused by traffic incidents on a freeway. In this regard, recurrent 
and non-recurrent congestion is identified in the selected case study area and thereafter, 
traffic incident related congestion is recognised. Based on this, a variety of attributes 
related to traffic incidents and traffic measures for both recurrent and non-recurrent 
congestion are extracted. Finally, a summary is presented.  
6.2 Identifying traffic incidents: general  
Raw traffic data for this research were received from the PTDS including speed and flow 
from available ILDs along the case study area for a period of 18 months to January 2011. 
Therefore, there were 562 days in the study period.  
The case study area is identified as discussed in Chapter 5. See section 5.4.3 for a 
description of the case study area.  
All incident events cause temporary capacity reductions. Some events occur 
unexpectedly, such as vehicle-based incidents (e.g. crashes, stationary vehicles), objects 
or obstructions on the road (e.g. debris), or extreme weather events (e.g. flood). However, 
there are some events that might not be expected by all road users, but which are planned 
and are publicly notified (e.g. road works and sport/cultural activities). The scope of this 
study is limited to unexpected non-recurrent congestion, hence only unplanned incidents 
have been considered in the analysis. 
As found in Chapter 5, traffic behaviour is different for non-recurrent congestion under 
different weather conditions and temporal effects. This result is consistent with previous 
studies (Park et al., 1998; Tavassoli Hojati et al., 2011; Chung, 2012). In addition, 
weekdays (from Monday through Friday) and weekends (Saturday and Sunday), public 
holidays and school holidays have different traffic patterns and incident characteristics. 
Therefore, it is essential to analyse them separately. Hence, only the traffic data of those 
weekdays, which are not school holidays or public holidays, are examined and called 
normal days in this thesis. Furthermore, time intervals on normal days with rainy weather 
have been excluded from the analysis. However, the method can be applied to other 
temporal conditions and adverse weather situations. 
The methodology, described in section 4.2.3.1 and showed in Figure  4.4, was applied to 
the case study area. For this purpose, MATLAB codes have been developed to implement 
the methodology. Equation 4.3 was employed to identify non-recurrent congestion, in 
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which a threshold is required to identify the allowable percentage drop in speed for 
different posted speeds. Also, a sensitivity analysis was conducted to recognise 100 
identified incidents with different threshold values based on the posted speed. The 
allowable speed drops are estimated as 0.20, 0.25, and 0.30 based on the posted speed 
of 100 km/h, 80 km/h, and 70 km/h, respectively. As a result, 21,382 non-recurrent 
congestion events were recognised on the links during the study period. The results 
indicate that road works took place in the case study area in both directions at the same 
period between 2100 and 0500 hours. According to the nature of work zones, this type of 
incident is not considered an unplanned incident, hence it does not need to be considered 
in the study. Therefore, time intervals between 2100 and 0500 hours were excluded from 
the analysis.  
The results indicate that 3,621 events were identified in which 1,974 events related to 
inbound travel and 1,647 events related to outbound travel. In addition, 2,585 events 
started in the case study area. Furthermore, 87 inbound and 134 outbound events were 
extended from the downstream to the upstream of the case study area and affected the 
whole study area. Figure  6.2 illustrates the length of study area segment affected by each 
event. As it shows, most of the events have a length of less than 1.6 km. Around 400 
events caused TTUR in more than 90% of the segment length.  
 
Figure  6.2 Histogram of length of the segment affected by events 
The results of analysis indicate that different days of week follow different travel time 
patterns during peak periods, while the same pattern can be seen for off peak periods. 
Therefore, as presented in Figure  6.3, different RSPs are calculated for different weekdays 
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for inbound travel time in the afternoon peak, which makes the analysis more accurate and 
sensitive. 
 
Figure  6.3 Afternoon peak travel time on weekdays 
Figure  6.4 displays the free-flow travel time and average recurrent travel time on 
weekdays for both inbound and outbound directions of the case study area. Under free-
flow condition, travellers can pass over the segment in around 9 minutes. In addition, 
travel time inbound has two peaks, one in the morning and one in the afternoon, which 
increases the time of journey by up to 49%. Outbound traffic has only one peak in the 
afternoon in which travel time increases up to about 38%. The results are in-line with 
expected traffic behaviour. 
As the scope of this research is limited to unplanned incidents, only incident types 
including crash, fault, flood, hazard, and stationary vehicles are considered. Considering 
reported incidents on normal days for the no rain condition, a data set of 2,451 incidents 
was extracted for a one-year period. The most frequent incident type was ‘stationary 
vehicle’ with approximately 75%, followed by ‘hazards’ and ‘crashes’ with around 12% and 
10%, respectively. The remaining 3% were due to ‘flood’ and ‘alert’ incidents, which were 
excluded from the analysis. Thus, 2,380 incidents were examined in this thesis. 
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Figure  6.4 Free-flow and recurrent travel time on weekdays in the case study area 
TT = travel time 
Analysis of the data revealed that 430 incidents matched with the identified events. 
Therefore, a variety of information from events’ attributes, such as duration and travel time 
during incidents, were available for matched incidents. The histogram of the affected 
length by incidents (matched with events) is shown in Figure  6.5.  
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Figure  6.5 Histogram of segment affected length by incidents 
Further analysis of the matched incidents clarified that, on average, 5.8 km upstream was 
affected by crashes, while this value was 2.2 km for hazards and 2.8 km for stationary 
vehicles. Moreover, from 237 inbound incidents, the impact of 235 incidents was limited to 
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the study area and the effect of two incidents was extended beyond the study area. On the 
contrary, out of 193 outbound incidents, the impact of 136 incidents was limited to the case 
study segment and the impact of 57 incidents was extended beyond the study area.  
6.3 Incident duration 
Traffic incidents have an important impact on the length of time the traffic is affected and 
therefore on TTR. Traffic incident duration is defined as the elapsed time from the moment 
an incident is detected until the cause is removed from the scene. It is calculated as 
described in Chapter 5. In another way, incident duration can be calculated based on the 
negative impact on the speed as discussed in Chapter 4. It indicates the length of time 
between incident occurrence and return to the normal traffic condition. In reality, the latter 
measure for incident duration is more comprehensive in capturing the impact of traffic 
incidents, and is considered for further analysis in this chapter. Figure  6.6 shows the 
histogram of the differences between incident duration obtained from these two 
approaches. Comparison of SIMS incident’ data and actual traffic data shows that in 
around 30% of incidents the difference in incident duration is close to zero, while, the 
difference is dispersed for other cases. Some data have negative time values, which mean 
SIMS incident duration in less than what really happened based on the other approach. In 
some cases (mainly for crashes) SIMS incident duration cannot capture recovery time and 
detection time, while, these times are considered in incident duration based on traffic data. 
In some situations, incident duration from SIMS is greater than actual incident duration 
from traffic data. This is mainly caused by traffic incident rehabilitation schemes, in which 
the incidents are required to be dealt with although there is no impact on traffic movement. 
Based on a general comparison, crash incidents have more recovery time in most cases, 
while less recovery time is detected for stationary-vehicle’ incidents. 
Table  6.1 illustrates the statistical attributes of freeway incident duration for the three major 
types of incidents on weekdays. It can be seen that although “Stationary vehicle” is the 
most frequent incident type on freeways, accounting for approximately 50% of a total of 
430 incidents, the average duration of this type of incident is the lowest. “Crash” and 
“Hazard” incidents represent 30% and 20% of the total incidents, respectively. All incident 
types have positive skewness, which indicates that the bulk of the durations lie to the left 
of the mean value. In addition, the kurtosis measure shows that all incident types tend to 
have a flat top near the mean. According to the coefficient of variation measure, the 
incident duration has relatively more variability in “stationary vehicle” incidents than in 
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“hazard” and “crash” incidents.  
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Figure  6.6 Histogram of differences between incident duration from SIMS and traffic data  
Table  6.1 Freeway incident duration by incident type on weekdays: summary statistics 
Incident type Number of incidents Mean* Median* SD* Min* Max* COV Skewness Kurtosis 
Crash 129 120.4 105 74 25 380 61 0.9 0.4 
Hazard 85 103 90 66 15 345 64 1.2 1.6 
Stationary vehicle 216 76 58 55 15 305 73 1.9 3.6 
* In minutes, COV = Coefficient of variation 
To find the best-fit probability model for each category of incident duration, a variety of 
probability distribution types were employed, namely, normal, log-normal, exponential, 
Weibull, gamma, logistic, and log-logistic. Generally, these distributions are considered for 
situations in which a skewed distribution for a non-negative random variable is needed 
(Washington et al., 2011). The AD statistic test was employed to check the GoF and 
compare the fit of several distributions. In this regard, the better the distribution fitted the 
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data, the smaller this measure would be. The null hypothesis for the AD test is “the data 
follow a specified distribution”. The fitted distributions and related probability plot of 
incident durations are shown in Figure  6.7. The related statistics for the selected 
distribution for each incident type are shown in Table  6.2. 
Table  6.2 Results of distribution analysis and goodness of fit test for different types of 
freeway incident duration on weekdays 
Incident type Distribution name 
Distribution 
parameters 
Goodness of Fit Test* 
Anderson-Darling p 
Crash Weibull 1.741            135.8 0.668 0.18 
Hazard Log-normal 4.430             0.667 0.422 0.316 
Stationary Vehicle 3-Parameter Log-logistic 
4.398            
0.678 
7.843 
0.984 0.17 
* GoF test statistics at 95% confidence level 
The results indicated that freeway incident durations for crashes during weekdays conform 
to a Weibull distribution. In addition, log-normal distribution was more appropriate for 
hazard incidents. For stationary vehicle incidents, 3-Parameter log-logistic distribution was 
found to have the best fitting distribution compared with the alternatives. All the p values 
were greater than 0.05, therefore at 95% confidence level all of the distributions passed 
this criterion. 
It can be concluded from Figure  6.7, that the highest probability of incident duration is 
related to the crash type with 83 minutes, followed by hazards with 54 minutes, and 
stationary vehicles with 43 minutes. This indicates that the impact of “crash” incidents on 
traffic and TTR take longer to recover compared to “hazard” and “stationary vehicle” 
incidents. 
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 Weibull distribution fit Weibull probability plot (95% CI) 
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 3-Parameter log-logistic distribution fit Log-logistic probability plot (95% CI) 
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Figure  6.7 Weekdays freeway incident duration distributions and probability plots 
6.4 Travel time reliability measure  
BT is calculated as a measure of TTR. Based on this, EBT was introduced to pinpoint the 
impact of traffic incidents as described in Section 4.2.3. Further, the EBTI was determined 
as the ratio of the EBT to the recurrent travel time of the segment. EBTI with a value closer 
to zero indicates a better TTR. 
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Table  6.3 shows the EBT summary statistics for the three major types of incidents on 
freeways for weekdays in the study area. Figure  6.8 and Figure  6.9 show the boxplots 
comparing EBT and EBTI by incident type and incident classification, respectively. In the 
boxplots, the line inside the box shows the median. In addition, the box comprises the 
inter-quartile range (upper and lower extremes of the boxes). The vertical lines indicate 1.5 
times the inter-quartile range. Furthermore, outliers that correspond to values beyond 1.5 
times the inter-quartile range are represented by dots. 
Table  6.3 Summary statistics for EBT by incident type on weekdays 
Incident type Number of incidents Mean* Median* SD* Min* Max* COV** Skewness Kurtosis 
Crash 129 7.3 6.42 6.5 0 31.2 90 1.16 1.65 
Hazard 85 1.96 1.25 2.3 0 12.4 117 2.7 9 
Stationary 
vehicle 
216 2.3 0.83 3.8 0 28.3 162 3.15 13 
* In minutes  
** Coefficient of variation 
It can be seen from Table  6.3 and Figure  6.8 that crashes caused the greatest unreliability, 
with an average of 7.3 minutes, which accounts for around 0.6 of EBTI. Furthermore, the 
results indicate that crashes can cause unreliability of up to 2.4 times RTT. In addition, 
travellers are required to consider, on average, about 2 minutes extra time in the case of 
hazard or stationary vehicle incidents when passing through the segment with 95% level of 
confidence of being on time. However, although the average EBTI was about 0.2, the 
variation of EBTI was significant, especially in the case of stationary vehicle incidents, 
which was up to 2.6 (Figure  6.8). Hazard incidents caused less variations in travel time 
compared to the other two incident types. This can increase EBTI up to about 1.3.  
It can be seen from Figure  6.9 that incident classifications 610 and 307 had higher 
variation in both EBT and EBTI in hazard and crash incidents, respectively. Incident 
classification 610 related to a hazard incident with spills, and incident classification 307 
related to single vehicle crashes. In addition, two incident classifications, namely 
motorcycle crash (302) and abandoned vehicle (in incident type stationary vehicles 902) 
had insignificant impact on TTR. 
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Figure  6.8 Boxplots of the EBT and its ratio to the segment’s RTT for each incident type 
EBT = Extra Buffer Time; EBTI = Extra Buffer Time Index; RTT = Recurrent Travel Time 
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IC*= Incident classification (302: Crash – Motorcycle, 303: Crash - Multiple Vehicle, 307: Crash - Single 
Vehicle,601: Hazard – Animal, 602: Hazard – Debris, 603: Hazard – Fire,  605: Hazard – Other, 607: 
Hazard - Pedestrian/Cyclist, 610: Hazard - Spill/Chemical, 902: Stationary Vehicle - Abandoned Vehicle 
MR, 903: Stationary Vehicle – Breakdown, 908: Stationary Vehicle - Tow to Safety, 910: Stationary 
Vehicle - Tow Zone) 
Figure  6.9 Boxplots of EBT and EBTI by incident classification 
EBT = Extra Buffer Time; EBTI = Extra Buffer Time Index 
Pareto Analysis was conducted to identify the major sources of unreliability and their level 
of significance. The Pareto charts of EBT according to incident type and incident 
classification are shown in Figure  6.10 and Figure  6.11, respectively.  
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Figure  6.10 Pareto chart of EBT incident types   
EBT = Extra Buffer Time 
 
IC*= Incident classification (303: Crash - Multiple Vehicle, 910: Stationary Vehicle - Tow 
Zone, 903: Stationary Vehicle – Breakdown, 602: Hazard – Debris, 307: Crash - Single 
Vehicle, 605: Hazard – Other) 
 
Figure  6.11 Pareto chart of EBT incident classification 
EBT = Extra Buffer Time  
Crashes have the highest impact on unreliability, about 59%, followed by stationary vehicle 
incidents with 31%. Moreover, hazard incidents had the least effect on reliability among 
EBT 867.5 248.2 224.9 91.2 65.9 22.6 78.7
Percent 54.3 15.5 14.1 5.7 4.1 1.4 4.9
Cum % 54.3 69.8 83.8 89.5 93.7 95.1 100.0
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the incident types, resulting in more than 10% unreliability (Figure  6.10). Figure  6.11 
demonstrates the unreliability caused by traffic incidents based on their classification. 
More than 54% of unreliability on the segment was caused by multiple vehicle crashes. 
Two classifications in stationary vehicle type, namely: ‘towing required’ and ‘breakdown 
vehicle’, caused 15% and 14% unreliability, respectively. Accordingly, all these three 
classifications resulted in more than 80% of unreliability. In addition, it was found that 
hazard incidents have less impact on TTR compared to the other types of incidents 
evaluated in this research. 
The histogram of the time needed to reach the maximum EBT for traffic incidents is shown 
in Figure  6.12. There is a sharp increase in the probability of the time needed until the 
inflection point of around 30 minutes is reached. This means that it is more likely that the 
maximum unreliability will be reached in about 30 minutes. In addition, the probability that 
this time will be over 150 minutes is less than 5%. 
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Figure  6.12 Histogram of timescale to reach maximum EBT due to traffic incidents 
EBT = Extra Buffer Time 
Figure  6.13 shows the histogram of the ratio of the time required to reach maximum EBT 
to incident duration. The results show that the time corresponding to the maximum 
likelihood of the normalised time to reach maximum EBT, with respect to incident duration, 
is about 0.6 of the incident duration. This means that there is a high probability of reaching 
maximum EBT slightly after mid duration of the incident. 
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Figure  6.13 Histogram of the ratio of timescale to reach maximum EBT to incident duration 
EBT = Extra Buffer Time 
A large number of incidents have little or no impact on TTR. In these situations, the EBTI 
metric is zero or close to zero. This has significant impact on selecting the appropriate 
modelling approach for EBTI. Figure  6.14 contains two sets of data; Group A includes all 
EBTI values; and Group B contains EBTI metrics with values greater less 0.1 for different 
incident types when TTR has been affected. In addition, the best-fit probability model for 
each incident type is shown in Figure  6.14. The statistical attributes of the selected 
distribution for each incident type are presented in Table  6.4. 
 
Table  6.4 Results of distribution analysis and goodness-of-fit test for different types of 
EBTI on weekdays * 
Incident type Distribution name 
Distribution 
parameters 
Goodness of Fit Test** 
Anderson-Darling P 
Crash Weibull 0.954 0.607 2.854 < 0.010 
Hazard 2-Parameter Exponential   
0.1589 
-0.00187 0.342 < 0.010 
Stationary Vehicle 3-Parameter Log-logistic 
-2.464            
0.7141 
-0.0065 
1.628 < 0.005 
*    All EBTI data 
** GoF test statistics at 95% confidence level 
EBTI = Extra Buffer Time Index 
The results indicated that EBTI follows different patterns for each incident type. The fitted 
distribution of EBTI for ‘crash’ is Weibull distribution, while ‘hazard’ conforms to a 
2-Parameter Exponential distribution. For ‘stationary vehicle’, 3-Parameter log-logistic 
distribution is the best fitting distribution. At 95% confidence level the selected distribution 
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could pass the criterion of GoF. However, the p values for ‘crash’ and ‘stationary vehicle’ 
incidents are less than 0.05. Therefore, although the data do not follow the specified 
distributions properly, in these two types of incidents, the closest distributions are 
presented in Figure  6.14. The results show that excluding EBTI less than 0.1, increase the 
GoF of the selected distributions for different incident types (Figure  6.14). 
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Figure  6.14 Traffic incident EBTI distributions for different types of incidents on weekdays 
EBTI = Extra Buffer Time Index 
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6.5 Summary 
This chapter demonstrated the results of the application of an innovative method of 
quantifying the impact of traffic incident, namely duration, EBT, and EBTI on freeways 
based on data from loop detectors and reported incidents. The method implements 
historical data to establish RSP and identifies non-recurrent congestions based on their 
negative impact on speed. The proposed method uses only the location and the time of 
incident, as well as traffic data from loop detectors. Therefore, this method can be 
implemented in any freeway network in order to identify the impact of traffic incidents. This 
study is limited to the reported incidents only. 
Many of the reported incidents have no impact on traffic movement, because the incident 
database is prepared for the purpose of traffic incident management and some incidents 
require attention even if there is no impact on TTR. 
In this research, an overview of the pattern and duration of three major types of incidents, 
namely, crash, hazard and stationary vehicle, on the SEQ network of freeways during 
weekdays for a one year period up to November 2010, has been presented. A total 
number of 430 incidents were identified in which traffic data have been affected. The 
results indicate that, on average, the impact of crash type takes longer to recover. Also the 
findings of this research revealed that the variance in incident duration within each incident 
type is fairly large. In addition, 3-Parameter log-logistic distribution was inferred to be 
appropriate for stationary vehicle and Weibull distribution for crash and log-normal 
distribution for hazard incidents on freeways. The substantial discrepancies among these 
patterns are due to a variety of contributory variables of a stochastic nature and these are 
not under the control of the responsible agencies. Therefore, any of those variables can 
have a crucial role in affecting the resulting incident duration.  
The results of using EBTI as an indication of unreliability reveal that the behaviour of EBTI 
on each incident type follows different patterns based on the characteristics of the 
incidents. Different distributions were evaluated to find the best-fit probability model. On 
this basis, 3-Parameter Weibull distribution was found as the best fit distribution of EBT of 
crash incidents. Hazard incidents conformed to a 2-Parameter Exponential distribution; 
and stationary vehicles incidents followed 3-Parameter log-logistic distribution. It should be 
noted that the crash and stationary vehicle types did not satisfy the criterion of GoF. In 
addition, the results indicated that crashes were the major sources of unreliability. Hazard 
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incidents have lower impact on TTR compared to the other incident types. Furthermore, 
multiple vehicle crashes were found to be the major events affecting EBTI, causing more 
than 50% unreliability in the segment. 
The results clearly indicate that the duration and TTR for each type of incident are uniquely 
different, and require different types of responses to clear them from the freeway. Based 
on the findings of this chapter, further research is proposed in Chapter 7 and Chapter 8 to 
model two important attributes of traffic incidents, incident duration and EBTI, respectively. 
 
 
 Chapter 7                                             
Incident duration modelling 
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7.1 Overview 
Incident duration is an important attribute of traffic incidents, since it reflects how long 
traffic is affected and therefore TTR. As indicated in Figure  7.1, Chapter 7 presents the 
results of the application of the incident duration modelling approaches discussed in 
Chapter 4.  
 
Figure  7.1 Thesis outline (Chapter 7 highlighted) 
Macro and micro levels of Incident duration are derived from the SEQ urban network, as 
discussed in Chapter 4. Unlike the micro level, the macro level does not include actual 
traffic data. On this basis, this chapter starts with modelling incident duration at the macro 
level to determine the significance of contributing factors to incident duration. This is 
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followed by implementing an appropriate modelling approach for incident duration at micro 
level, as described in Chapter 4 (Section 4.2.3.2). In addition, the analysis is completed by 
examining the effects and significance of several factors associated with the duration of 
different types of incidents. Incident duration models developed here are validated.  
7.2 Modelling incident duration at macro level 
The macro level of incident duration comes from the analysis of all reported traffic 
incidents for all of SEQ. It indicates the elapsed time from the moment an incident is 
detected until its cause is removed from the scene. Therefore, the detection time and, 
more importantly, the recovery time is not always considered at this level. It should be 
noted that all incidents, even if there is no impact on traffic movement, are recorded at the 
macro level for incident management purposes.  Due to limited access to real-time traffic 
data at this level, the modelled traffic data are used in this investigation. It should be noted 
that the analysis results cannot be used directly for developing TTR models. However, 
determination of the significance of contributing factors to traffic incident duration at the 
macro level is crucial for further analysis.  
The results of the analysis of incident duration were discussed in Chapter 5. On this basis, 
freeway incident duration models were estimated for three major incident types on 
weekdays. Table  5.4 (Chapter 5) shows the statistics of freeway incident durations for the 
three major types of incidents.  
Each incident type has a different classification according to the definitions in SIMS. There 
are 7, 12 and 4 categories within ‘crashes’, ‘hazards’ and ‘stationary vehicles’, 
respectively. Statistical analyses using the Kruskal-Wallis test for non-parametric data 
when comparing more than two unmatched groups from a non-Gaussian population were 
performed to measure and test the statistical significance between classifications within 
each incident type. Considering the limited numbers of sample size within classifications, 
new classifications were defined by logically combining classifications, as well as by 
testing significant differences between incident types. 
Based on the results, there was a statistically significant difference between the incident 
duration in ‘crashes’ (H(2) = 18.603, p < 0.001) with a mean rank of 833 for C1, 413.23 for 
C2 and 496.59 for C3. Similarly, there was a statistically significant difference in ‘hazards’ 
(H(3) = 128.9, p < 0.001) with a mean rank of 912.3 for H1, 739.7 for H2, 559.6 for H3 and 
1,067 for H4 , and in ‘stationary vehicles’ (H(1) = 14.78, p < 0.001) with a mean rank of 
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560.4 for S1 and 693.8 for S2.  As a result of this data reduction process, three, four and 
two categories were redefined for ‘crashes’, ‘hazards’ and ‘stationary vehicles’; 
respectively, and used in further analysis as shown in Table  7.1.  
Table  7.1 New classifications in each incident type 
Crashes Hazards Stationary Vehicles 
C1 C2 C3 H1 H2 H3 H4 S1 S2 
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Potential independent variables were identified from the incident database and are shown 
in Table  7.2. In the first step, statistical significance tests were conducted for each 
independent variable on each incident types’ duration in order to identify potentially 
significant variables. Then, a set of potential explanatory variables and various 
combinations were tested to identify potential interactions between variables. Akaike’s 
Information Criterion (AIC) was used to compare models including the null model with a 
constant term only. A decrease in the AIC value revealed the importance of a set of 
variables in the model in explaining variation across incident durations. A stepwise 
procedure was employed to select the significant variables for each incident type as 
described by Collett (2003).  
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Table  7.2 Potential independent variables and their descriptions (macro level analysis) 
Variable Value  Variable Value 
Incident details  Modelled traffic characteristics 
Incident Classification (In.Cl.) integer code (1)  Daily traffic volume  Vehicles/day 
Distance from CBD(2)  (Dist CBD) km  Daily CV% (3)   
Injury 1=Yes; 0=No  Traffic volume Vehicles/h 
Fatality 1=Yes; 0=No  CV%  
Major incident  1=Yes; 0=No  Volume over Capacity  
Traffic disrupted 1=Yes; 0=No  Temporal characteristics 
Medical required 1=Yes; 0=No  Day of week  (DOW) 1 to 5 (4) 
Towing required 1=Yes; 0=No  Week of month 1 to 4 
Chemical spill 1=Yes; 0=No  Month of year 1 to 12 
Multiple vehicle involved 1=Yes; 0=No  Hour of day  1 to 24 
Diversion required 1=Yes; 0=No  Time period of day 1 to 4 (5) 
Assistance requested 1=Yes; 0=No  Weather characteristics 
Infrastructure characteristics  Air temperature  °C 
Posted speed  km/h  Wind speed  km/h 
Number of lanes  2 to 5  Rain precipitation mm 
Link capacity  Vehicles/h    
(1) 3, 4 and 2 categories for ‘crash’, ‘hazard’ and ‘stationary vehicles’, respectively; (2) CBD = central 
business district; (3) CV = Commercial Vehicle; (4) Monday to Friday; (5) 1=Evening (18-7), 2 = AM peak 
(7-9), 3 = Off peak (9-16), 4 = PM peak (16-18). 
7.2.1 Modelling results  
As described in Chapter 4 (Section 4.2.3.2), seven parametric survival models including 
four distributional alternatives (Weibull, log-normal, log-logistic and Weibull with gamma 
heterogeneity for the hazard function with fixed parameters, and also for the first three 
mentioned distributional alternatives with random parameters) were employed to be fitted 
to the incident data for each of the three types of incidents. It should be noted that the 
distributional alternatives with random parameters and Weibull with gamma heterogeneity 
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were implemented to examine the homogeneity assumption across observations. 
Table  7.3 to Table  7.5 show the estimation results for crash, hazard, and stationary 
vehicles models, respectively. The results show the parameter estimates and t-statistics 
for model variables, as well as the overall GoF statistics including model log-likelihood and 
likelihood ratio statistics. The best fitting model was selected for each incident type based 
on the results of the likelihood ratio tests.  
Fixed parameter models were estimated using standard maximum likelihood methods, 
whereas random parameters models were estimated using simulated maximum likelihood 
of 200 Halton draws. Prior studies have shown that 200 Halton draws is usually adequate 
to achieve stable parameter estimates (Anastasopoulos et al., 2012b).  
Table  7.3 to Table  7.5 list the parameter estimates for estimated models of incident 
duration for each incident type. A positive sign of a parameter estimate suggests an 
increase in the incident duration and a decrease in hazard function associated with an 
increase in that variable. Importantly, unobserved heterogeneity was present in the 
incident data, whereas normal distribution best replicated the unobserved heterogeneity. 
All variables were statistically significant at a 95% confidence level.  
The results indicate that although a Weibull AFT model with random parameters is the 
best fitting model for crashes and hazards, a Weibull AFT model with gamma 
heterogeneity and fixed parameters provides the best fit for stationary vehicles. Moreover, 
the collection of statistically significant variables is different for each crash type. There is 
no evidence of the use of random parameters duration models for incident data in the 
literature. However, the result for stationary vehicle incidents is consistent with the 
previous research by Nam and Mannering (2000).  
In general, none of the infrastructure variables had significant effects on the duration of 
different types of incidents, including posted speeds, number of lanes, and link capacity. 
Similarly, weather conditions including air temperature, wind speed, and precipitation did 
not have significant effects on incident durations. Moreover, the duration of crashes and 
hazards were not significantly affected by traffic variables. 
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Table  7.3 Summary of the survival AFT model estimation results for Crashes  
Variable 
Fixed parameters Random parameters 
Log-
Logistic Log-normal Weibull 
Weibull  
with Gamma 
heterogeneity 
Log-
Logistic Log-normal Weibull 
Constant 3.21 (55.42) 
3.25 
(56.65) 
3.78 
(62.59) 
3.21 
(47.87) 
3.22 
(68.53) 
3.24 
(65.67) 
3.57 
(113.77) 
Dist CBD .012  (7.08) 
.0116 
(6.42) 
.0111 
(6.50) 
1.2 
 (7.09) 
.0135 
(9.32) 
.013 
 (8.02) 
.0124 
(11.98) 
SD *     .0125 (9.42) 
.013 
(11.06) 
.0204 
(21.05) 
Major 
incident 
.489  
(8.51) 
.481  
(7.91) 
.427  
(8.73) 0.49 (8.49) 
.483 
(10.72) 
.479  
(9.58) 
.479 
(15.44) 
SD *     .163  (3.7) 
.107  
(2.19) 
.122  
(4.04) 
Diversion  .601  (5.25) 
.571  
(5.55) 
.848  
(8.63) 
0.6  
(5.19) 
.539 
 (4.71) 
.53 
 (4.22) 
.472  
(5.83) 
SD *     .748  (6.33) 
.779  
(5.65) 
.977 
(10.47) 
Towing .186  (4.30) 
.198  
(4.42) 
.162  
(3.89) 
0.19 
 (4.3) 
.193 
 (5.48) 
.187 
 (4.85) 
.174 
 (6.96) 
SD *     .456 (14.43) 
.399 
(11.72) 
.596 
(27.19) 
Medical .253  (4.26) 
.260  
(4.13) 
.202 
 (4.30) 
0.25 
 (4.26) 
.247 
 (5.38) 
.262 
 (5.07) 
.223  
(7.12) 
Chemical 
spill 
.574  
(3.31) 
.658 
 (3.90) 
.661  
(4.15) 
0.57  
(3.3) 
.481 
 (3.17) 
.557 
 (3.43) 
.433 
 (3.96) 
PM peak -.105  (-2.01) 
-.116 
 (-1.96) 
-.238 
 (-4.40) 
-0.1 
 (-1.99) 
-.091  
(-2.25) 
-.107  
(-2.28) 
-.125 
 (-4.51) 
SD *     .262  (6.46) 
.223 
 (4.84) 
.287 
(10.18) 
DOW 
(Tuesday) 
.179 
 (3.64) 
.152  
(3.03) 
.146 
 (3.03) 
0.18 
 (3.63) 
.157 
 (3.9) 
.147  
(3.4) 
.143 
 (5.11) 
In.Cl. C2 -.238  (-4.70) 
-.273  
(-5.59) 
-.466  
(-11.07) 
-0.24 
 (-4.64) 
-.273  
(-6.6) 
-.279 
 (-6.43) 
-.396 
 (-14.03) 
SD *     .456 (16.77) 
.426 
(14.23) 
.569 
(29.03) 
Sigma (s) .333 (32.23) 
.588 
(42.00) 
.583 
(39.07) 
0.33 
(15.89) 
.266 
(34.01) 
.5  
(41.77) 
.324 
(36.86) 
Theta --- --- --- 1.01  (6.29) --- --- --- 
P 3.005 1.701 1.717 3.011 3.754 2.0 3.08 
LL (0) 1 -936 -939 -995 -995 -936 -939 -995 
LL (b) 2 -758 -762 -826 -762 -744 -751 -749 
Sample size 854 854 854 854 854 854 854 
Number of 
covariates 11 11 11 12 11 11 11 
likelihood 
ratio  
statistics 
356 354 338 466 384 376 594 
1 Initial log-likelihood                 2 Log-Likelihood at convergence 
*    Standard deviation of normally distributed parameter 
** Parameter estimation followed by t-statistics in parentheses. 
*** Dependent variable is log of incident duration in minutes. DOW = day of week 
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Table  7.4 Summary of the survival AFT model estimation results for Hazards  
Variable 
Fixed parameters Random parameters 
Log-
Logistic Log-normal Weibull 
Weibull  
with Gamma 
heterogeneity 
Log-
Logistic Log-normal Weibull 
Constant 4.07 
(66.93) 
4.08 
(66.47) 
4.63 
(75.61) 
4.08 
(57.48) 
4.04 
(85.99) 
3.97 
(172.96) 
4.09 
(389.07) 
SD *     .78 (20.97) 
1.19 
(49.47) 
1.21 
(112.88) 
Dist CBD .015 
 (6.81) 
.014 
 (6.09) 
.011 
 (5.03) 
.015 
 (6.78) 
.017  
(9.17) 
.018 
(21.09) 
.02 
(49.43) 
SD *     .035 (20.02) 
.029 
(34.93) 
.035 
(85.55) 
Major 
incident 
1.05  
(3.26) 
1.03  
(2.46) 
.782 
 (1.78) 
1.04 
 (3.25) 
1.03 
 (4.78) 
1.002 
(9.93) 
1.05 
(24.22) 
SD *      .584  (5.46)  
Assistance -.231 
 (-4.86) 
-.22  
(-4.45) 
-.256 
 (-6.32) 
-.231  
(-4.84) 
-.2 
 (-5.86) 
-.198 
 (-12.22) 
-.2 
 (-27.12) 
SD *     .438  (14.2) 
.235 
(15.05) 
.135  
(26.5) 
AM peak .141 
 (2.13) 
.146  
(2.21) 
.230 
 (4.05) 
.141  
(2.14) 
.17  
(3.49) 
.118 
 (5.0) 
.157 
(14.59) 
SD *     .512 (10.53) 
.833 
(35.96) 
.436 
(40.10) 
DOW 
(Wednesday) 
-.188 
 (-3.33) 
-.160  
(-2.75) 
-.104 
 (-2.14) 
-.188  
(-3.32) 
-.173 
 (-4.17) 
-.177  
(-8.96) 
-.214 
 (-23.89) 
SD *     .64  (16.21) 
.417 
(21.42) 
.511 
(57.55) 
In.Cl. H1 .386 
 (3.73) 
.372  
(3.34) 
.251 
 (2.11) 
.385  
(3.71) 
.383  
(4.9) 
.434 
(11.39) 
.36  
(20.61) 
SD *      1.2  (31.85) 
.46  
(28.61) 
In.Cl. H3 -.480 
 (-9.14) 
-.485 
 (-9.13) 
-.593  
(-11.60) 
-.482 
 (-9.16) 
-.482 
 (-12.43) 
-.44 
 (-23.13) 
-.456 
 (-52.82) 
SD *      1.03 (62.59) 
1.38 
(185.64) 
Sigma (s) .484 
(38.52) 
.851 
(49.08) 
.848 
(43.71) 
.487 
(18.71) 
.354 
(41.67) 
.281 
(49.71) 
.328 
(45.31) 
Theta --- --- --- .986  (7.31) --- --- --- 
P 2.064 1.175 1.180 2.053 2.896 3.56 3.05 
LL (0) 1 -1690 -1679 -1789 -1789 -1690 -1679 -1789 
LL (b) 2 -1577 -1587 -1679 -1587 -1538 -1567 -1532 
Sample size 1254 1254 1254 1254 1254 1254 1254 
Number of 
covariates 9 9 9 10 9 9 9 
likelihood 
ratio  
statistics 
226 184 220 404 304 224 514 
1 Initial log-likelihood                 2 Log-Likelihood at convergence 
*    Standard deviation of normally distributed parameter 
** Parameter estimation followed by t-statistics in parentheses. 
*** Dependent variable is log of incident duration in minutes. DOW = day of week 
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Table  7.5 Summary of the survival AFT model estimation results for Stationary vehicles  
Variable 
Fixed parameters Random parameters 
Log-
Logistic Log-normal Weibull 
Weibull  
with Gamma 
heterogeneity 
Log-
Logistic Log-normal Weibull 
Constant 3.425 (44.67) 
3.453 
(46.87) 
4.040 
(54.95) 
3.25 
(38.66) 
3.42 
(64.04) 
3.43 
(83.13) 
3.67 
(132.9) 
SD *     .189  (8.61) 
.892 
(21.40) 
.822 
(30.76) 
Major 
incident 
.981 
 (4.86) 
.939  
(3.36) 
.660  
(1.77) 
1.026 
(5.59) 
.977 
 (5.0) 
.957 
(10.71) 
.937 
(16.76) 
SD *      .429 (4.77) .492 (8.62) 
CV% 028  (6.30) 
.025 
 (5.53) 
.023 
 (6.30) 
.028 
 (6.64) 
.028 
 (6.45) 
.027 
(12.46) 
.025 
(16.96) 
SD *      .014  (7.14) 
.041 
 (29.8) 
In.Cl. S2 -.409  (-5.64) 
-.377 
 (-5.49) 
-.535 
 (-7.79) 
-.354 
 (-5.02) 
-.406 
 (-5.76) 
-.364  
(-9.19) 
-.401 
 (-15.03) 
SD *      .796 (26.92) 
1.7 
 (65.89) 
Sigma (s) .442 (39.18) 
.797 
(51.94) 
.903 
(47.46) 
.358 
(16.74) 
.428 
(39.65) 
.375 
(47.86) 
.253 
(43.22) 
Theta --- --- --- 1.64  (8.97) --- --- --- 
P 2.261 1.254 1.108 2.794 2.33 2.67 3.95 
LL (0) 1 -1399 -1400 -1585 -1585 -1399 -1400 -1585 
LL (b) 2 -1353 -1363 -1554 -1341 -1352 -1349 -1376 
Sample size 1143 1143 1143 1143 1143 1143 1143 
Number of 
covariates 6 6 6 7 6 6 6 
likelihood 
ratio  
statistics 
92 74 62 488 96 102 418 
1 Initial log-likelihood                 2 Log-Likelihood at convergence 
*    Standard deviation of normally distributed parameter 
** Parameter estimation followed by t-statistics in parentheses. 
*** Dependent variable is log of incident duration in minutes. 
There are six and seven random parameters in the crash and hazard models, respectively. 
These random parameters were selected according to the significant variation of estimated 
parameters across observations, that is, the confidence interval of the standard error did 
not include zero. The standard deviation of model parameters and the related t-statistics 
are shown in Table  7.3 to Table  7.5. The results indicate that parameter P in the Weibull 
model is positive and significantly different from zero in both crashes and hazards type; it 
is a monotonically increasing function. This suggests that the longer an incident lasts, the 
more likely it is to end. In the case of the Weibull model with gamma heterogeneity 
(stationary vehicles model), the parameter P is positive and significantly different from 
zero, while the parameter q is also statistically different from zero (t-statistic of 9.01), 
suggesting that the hazard function increases from zero until it reaches a maximum at an 
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inflection point (28 minutes) then decreases over time to approach zero. In other words, 
incident duration is likely to end soon, only after an incident has lasted longer than 28 
minutes. Figure  7.2 shows the hazard functions for the different incident types. 
  
(a) Crashes 1 (b) Hazards 1 
 
 
1 Weibull model with random parameters * 
2 Weibull model with gamma heterogenity 
and fixed parameters 
* based on parameter means  
(c) Stationary vehicles 2  
Figure  7.2 Hazard function for different incident types 
The results from the implied correlation matrix of random parameters of crashes indicate 
that there are high positive correlations (correlations greater than 0.6) between some 
random variables, namely, ‘dist CBD and diversion’ (0.899), ‘major incident’ and ‘towing’ 
(0.888), and ‘In.Cl. C2’ and ‘PM peak’ (0.966). The greater the distance an incident or 
accident occurred from the CBD, the more likely a diversion was required. In addition, 
major crashes were more likely to require towing. Finally, more crashes on classification 
C2 occurred during the ‘PM peak’. In contrast, crashes with classification C2 occurring 
during the ‘PM peak’ were less likely to be diverted.   
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Similarly, a high positive correlation between random parameters for ‘distance from CBD’ 
and ‘assistance required’ (0.889) suggests that hazards that occur more ‘distant from the 
CBD’ are more likely to require assistance. 
To justify the estimation of separate incident duration models across incident types, a 
likelihood ratio test was conducted:   
2 2[ ( ) ( ) ( ) ( )]T C H SLL LL LL LLc b b b b= - - - -  (7.1) 
where ( )TLL b  is the log-likelihood at convergence of the model estimated with the data 
from all incidents combined, and ( )CLL b , ( )HLL b and ( )SLL b are the log-likelihoods at 
convergence of the models estimated with the data from incident types ‘crashes’, ‘hazards’ 
and ‘stationary vehicles’, respectively. The statistic is chi-square distributed with degrees 
of freedom equal to the summation of the number of estimated parameters in each type of 
incident model, minus the number of estimated parameters in the comprehensive model. 
The likelihood ratio is 492 with 6 degrees of freedom. Therefore, the null hypothesis 
indicating that the models are statistically indistinguishable is rejected with 99% 
confidence.  
To gain further insight into the effects of explanatory variables on AFT models for each 
incident type, the exponents of the coefficients provide an intuitive way to interpret the 
results.  The exponents of the coefficients, with all coefficients typically evaluated at their 
mean values, translates to a percent change in incident durations resulting from a unit 
increase for continuous explanatory variables and a change from zero to one for indicator 
variables (Jenkins, 2005). For instance, the exponent of the estimated coefficient of 
‘Chemical spill’ (random parameters Wiebull for crashes) is exp(.433)=1.54, and indicates 
that the duration of crashes involving spilled chemicals will last 54% longer on average (it 
varies from crash to crash due to the random parameter) compared to ‘baseline’ crashes. 
Moreover, for each kilometre further from the CBD, the duration of an event will last 1.2% 
longer (this effect is likely to reflect the length of time required to get services dispatched to 
clear the incident).  
Table  7.6 shows the impact of each significant variable on the incident duration for each 
incident type for all models. In the fixed parameter models, the estimated effect is 
assumed to be the same for all incidents, whereas in the random parameter models the 
effect is expected to vary across the sample of incidents according to the random 
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parameter distribution.  
For each 1% increase in the percentage of the commercial vehicles, incident durations 
resulting from stationary vehicles increased by 2.5%. While stationary vehicles were not 
associated with any of the temporal effect variables, crashes during the afternoon peak 
resulted in incident durations 11% shorter than those of other times of day—perhaps 
reflecting a rapid response to clearing crashes during the morning peak. This might 
suggest also an omitted variable issue regarding a “priority incident” as deemed by a local 
authority. In contrast, the duration of hazards increases by 15% during the morning peak. 
This may reflect a more uncertain nature of hazards, the caution that must be exercised for 
the nearby morning peak.   
As anticipated, major incidents were associated with an increased duration of 61% for 
crashes, 185% for hazards, and 155% for stationary vehicles. Crashes involving 
motorcycles, multiple vehicles, pedestrians, and road furniture (Classification C2) were 
likely to have 32% shorter durations than major incidents.  
While the incident duration of hazards including pavement failure and water over the road 
last 43% longer than the baseline durations on average, there is a 36% reduction in the 
case of hazard classification H3, which includes debris, fire, fog and smoke. Results also 
reveal that the incident durations of stationary vehicles involving ‘breakdown’ were 33% 
shorter than those with other causes.  
Although the specific location of an incident was not a significant factor for stationary 
vehicle incident durations, the incident durations increase by 1.2% and 2% per kilometre 
from the CBD for crashes and hazards, respectively.  
Crashes involving chemical spills resulted in an increase in duration of 54%. Similarly, 
crashes where diversion, medical attention, or towing was required increased incident 
durations by 60%, 25% and 19%, respectively.  
It should be noted that some of the variables were expected to have significant influences 
on incident durations, namely when a crash involved injuries or fatalities. However, these 
variables did not reveal significant effects on durations (only four fatalities were recorded in 
the 12 month analysed data). These effects might be captured by other included variables 
such as ‘major incident’.  
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As can be seen from the results of the analysis, different variables have varying effects on 
the incident durations according to the incident type. For example, while distance from 
CBD is a significant factor on incident durations for crashes and hazards, it is not important 
for stationary vehicles. Conversely, where the percentage of commercial vehicles (CV%) is 
consequential on the durations of stationary vehicles, it has no effect on the incident 
durations of crashes and hazards. Despite the fact that temporal characteristics have 
varying effects on the durations of the crashes and hazards, they have no impact on 
stationary vehicle incident durations. These findings emphasise the importance of 
modelling each type of incident based on its characteristics and contributory factors. They 
also indicate that types of incidents differ in their ability to be effectively cleared from the 
roadway.   
Table  7.6 Percent changes in incident duration WRT unit changes* in each variable 
Crashes  Hazards  Stationary vehicles 
Variable Changes  (%) 
 Variable Changes (%) 
 Variable Changes (%) 
Distance from 
CBD 1.2 
 Distance from 
CBD 2 
 CV% 2.5 
Major incident 62  Major incident 185  Major incident 155 
Diversion 
required 60 
 Assistance 
requested -18 
 Incident 
Classification 
S2 
-33 
Towing 
required 19 
 AM peak 17 
   
Medical 
required 25 
 Day of week 
(Wednesday) -19 
   
Chemical spill 54 
 Incident 
Classification 
H1 43 
   
PM peak -11 
 Incident 
Classification 
H3 -36 
   
Day of week 
(Tuesday) 15 
      
Incident 
Classification 
C2 
-32 
 
  
   
* One unit for continuous variables and zero to one for binary variables 
** Elasticity values are estimated at the sample means of all other variables 
CBD = central business district; CV% = percentage of commercial vehicles 
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7.2.2 Macro level analysis: discussion 
This section describes the modelling of incident duration data from a SEQ network of 
freeways from November 2009 to November 2010. Based on some preliminary data 
reduction, as described in Chapter 5, three major types of incidents including crashes, 
hazards, and stationary vehicles occurring on weekdays were examined. A total of 3,251 
incidents were recorded in the study dataset, yielding 26% of incidents to crashes, 39% to 
hazards, and 35% to stationary vehicles. Twenty-eight variables were examined including 
incident details, and infrastructure, modelled traffic, temporal, infrastructure and weather 
characteristics. 
As the results indicate, Weibull models with random parameters were most suitable for two 
types of incidents on freeways: crashes and hazards. In addition, a Weibull model with 
gamma heterogeneity provided the best fit for stationary vehicle incidents. The estimated 
parameters and collection of significant variables of the models were different across 
different types of incidents. Figure  7.3 depicts the typical survival function of a Weibull AFT 
model for a confidence level of 90% (using average incident response). 
 
Figure  7.3 The typical survival function of Weibull AFT models  
The analyses described in this section indicate that a total of nine variables significantly 
affected the duration of crash type incidents. Seven variables reflected incident details, 
while two were related to temporal characteristics. To better understand the incident 
duration resulting from hazards, seven significant variables were identified, five of them 
associated with incident details and two related to temporal characteristics. Lastly, three 
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variables were found to significantly affect the duration of stationary vehicle incidents, two 
representing incident details and one representing traffic characteristics.  
7.3 Modelling incident duration at the micro level 
Micro level incident duration was extracted from the analysis of traffic data in the selected 
case study area as described in Chapter 4 (Section 4.2.3.1). Incident duration acquired at 
this level indicated the elapsed time from the moment an incident affected traffic 
movement until the traffic returned to its normal condition. Therefore, this measure not only 
encompasses all stages of traffic incident duration but also represents the actual period of 
time for which the traffic situation is affected. A similar modelling approach has been used 
to model traffic incidents at this level. As discussed in Chapter 6, the incident duration for 
each type of incident followed different trends. In addition, the results of the modelling of 
incident duration at the macro level endorsed the differentiations between incident duration 
for different types of incidents. Therefore, different duration models have been proposed 
for each type of incident. Table  6.1 (Chapter 6) shows the statistical attributes of freeway 
incidents duration for the three major types of incidents on weekdays. Moreover, this study 
used similar incident classifications, as shown in Table  7.1.  
Table  7.7 shows the potential independent variables including incident details, measured 
traffic characteristics, infrastructure characteristics and temporal characteristics, for 
modelling incident duration at the micro level. Extracting traffic variables related to traffic 
incidents was discussed in Chapter 6. A number of traffic related variables associated with 
conditions before and after traffic incidents, as shown in Table  7.7, is considered as 
potential independent variables. Traffic data measures for before and after (B&A) incidents 
were employed to investigate the impact of these changes on the incident duration. In this 
regard, the average of three time intervals was used to calculate the traffic measure for 
both before or after incident conditions. 
Furthermore, average recurrent speed corresponding to different periods of time after the 
start time of each incident is one of the potential factors considered. This measure is 
normalised by the posted speed to enable comparison along different links. Moreover, 
traffic volume is a measure of potential for congestion.  However, the V/C ratio may offer a 
superior predictor for congestion compared to traffic volume, as different network links may 
have different capacities as a result of design differences. Stated another way, similar 
traffic volumes on different links may result in different levels of congestion. 
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 Table  7.7 Potential independent variables and their descriptions (micro level analysis) 
Variable Value  Variable Value 
Incident details  Measured traffic characteristics 
Incident Classification (In.Cl.) integer code (1)  Average speed at the time of incident (speed) km/h 
Distance from CBD(2)  (Dist CBD) km  V/C (3) at the time of incident Vehicle/hour 
Injury 1=Yes; 0=No    
Fatality 1=Yes; 0=No  Ratio of  V/C in B&A 
(4) 
incidents (RVC) ratio 
Major incident  1=Yes; 0=No  Ratio of  speed in B&A incidents (Rspeed1) ratio 
Traffic disrupted 1=Yes; 0=No 
 Ratio of  speed to posted 
speed after incidents 
(Rspeed2) 
ratio 
Medical required 1=Yes; 0=No 
 Ratio of average recurrent 
speed to posted speed 
(RRspeedP) (5) 
ratio 
Towing required 1=Yes; 0=No    
Chemical spill 1=Yes; 0=No    
Multiple vehicle involved 1=Yes; 0=No  Temporal characteristics 
Diversion required 1=Yes; 0=No  Day of week   1 to 5 (6) 
Assistance requested 1=Yes; 0=No  Week of month 1 to 4 
Infrastructure characteristics   Month of year 1 to 12 
Posted speed  km/h  Hour of day  1 to 24 
Number of lanes  2 to 5  Time period of day 1 to 4 (7) 
Link direction  1= inbound; 0= outbound 
   
Link capacity  Vehicles/h    
Shoulder availability 1=Yes; 0=No    
(1) 3, 4 and 2 categories for ‘crash’, ‘hazard’ and ‘stationary vehicles’, respectively; (2) CBD = central 
business district; (3) volume-to-capacity; (4) Before and after; (5) ratio of average recurrent speed to the 
posted speed corresponding to the different period of times after incident; (6) Monday to Friday; (7) 1 = 
Evening (18-7), 2 = AM peak (7-9), 3 = Off peak (9-16), 4 = PM peak (16-18). 
To identify an initial set of plausible models and variables, a stepwise procedure was 
employed to select a significant set of variables from potential independent variables for 
each incident type using, as described by Collett (2003). In this regard, AIC was used to 
compare models including the null model with a constant term only. A lower AIC indicates 
a better combined set of variables. Final models were selected from a set of candidate 
models based on logical defensibility, policy appeal, and overall statistical fit.   
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7.3.1 Modelling results  
As described in Chapter 4 (Section 4.2.3.2), four hazard-based duration models with fixed 
parameters, namely, Weibull, log-normal, log-logistic and Weibull with gamma 
heterogeneity and three hazard-based duration models with random parameters, namely, 
Weibull, log-normal and log-logistic were considered to explore the best fitting incident 
duration model of each incident type. Random parameter models including the Weibull 
with gamma heterogeneity are able to capture influences of unobserved heterogeneity. In 
other words, the random influences of omitted variables are tested and captured by these 
models. 
Table  7.8 to Table  7.10 show the duration model estimates for the crashes, hazards, and 
stationary vehicles, respectively. These tables also show the parameter estimates and 
t-statistics for model variables, as well as overall goodness of fit statistics. The latter 
includes model log-likelihood and likelihood ratio statistics. The best fitting model was 
selected for each incident type based on the results of the likelihood ratio tests. Fixed 
parameter models were estimated using standard maximum likelihood methods, whereas 
random parameter models were estimated using simulated maximum likelihood of 200 
Halton draws. Prior studies have shown that 200 Halton draws is usually adequate to 
achieve stable parameter estimates (Anastasopoulos et al., 2012b).  Furthermore, different 
time periods, namely, 30, 60, 90, 120, 150, 180 and 240 minutes, were considered in the 
analysis to calculate the average recurrent speed. The results indicated that the average 
of recurrent speed based on the 60-minute time period was statistically significant for the 
durations of all incident types. Therefore, in all analysis, ‘RRspeedP’ refers to the ratio of 
average recurrent speed to the posted speed of the link, corresponding to 60 minutes after 
incidents. 
A positive sign of a parameter estimates (shown in Table  7.8 through Table  7.10) suggests 
an increase in the incident duration and a decrease in hazard function associated with an 
increase in that variable. Random parameters were tested and selected by inspecting 
whether confidence intervals of the parameter standard error excluded zero.  A number of 
functional forms of the random-parameters density functions, namely, Uniform, Weibull, 
normal, log-normal and triangular distributions were considered for capturing unobserved 
heterogeneity in the incident data. The normal distribution best replicated the unobserved 
heterogeneity in all models. 
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 Table  7.8 Summary of the survival AFT model estimation results for Crashes  
Variable 
Fixed parameters Random parameters 
Log-
Logistic Log-normal Weibull 
Weibull  
with Gamma 
heterogeneity 
Log-
Logistic Log-normal Weibull 
Constant 5.45 (26.4) 
5.26 
(24.4) 
5.11 
(24.9) 
5.52 
(27.3) 
5.77 
(38.3) 
5.7 
(36.3) 
5.97 
(36.1) 
Shoulder .404 (4.6) 
.368 
(3.9) 
.31 
(3.3) 
.371 
(4.6) 
.411 
(6.2) 
.389 
(5.6) 
.356 
(5.9) 
Medical .357 (2.6) 
.357 
(2.6) 
.449 
(3.6) 
.286 
(2.4) 
.309 
(2.7) 
.309 
(2.6) 
.288 
(2.3) 
SD *     .232 (2.03) 
.172 
(1.6) 
.148 
(1.4) 
Traffic 
disrupted 
.177 
(1.8) 
.261 
(2.5) 
.374 
(4.01) 
.1 
(1.7) 
.161 
(2.2) 
.205 
(2.7) 
.134 
(1.92) 
SD *     .428 (7.8) 
.408 
(6.8) 
.464 
(8.2) 
RRspeedP -2.1 (-7.2) 
-1.77 
(-5.8) 
-1.14 
(-3.45) 
-2.34 
(-8.5) 
-2.61 
(-12.1) 
-2.47 
(-10.8) 
-2.54 
(-9.6) 
Injury -.265 (-1.7) 
-.27 
(-1.7) 
-.296 
(-2.1) 
-.22 
(-1.6) 
-.235 
(-1.8) 
-.301 
(-2.14) 
-.274 
(-1.9) 
SD *     .461 (3.5) 
.892 
(6.9) 
.274 
(2.8) 
Sigma (s) .28 (11.7) 
.5 
(13.5) 
.519 
(10.7) 
.193 
 (4.8) 
.209 
(12.9) 
.374 
(15.7) 
.37 
(14.02) 
Teta --- --- --- 2.23 (2.9) --- --- --- 
P 3.57 2 1.93 5.19 4.8 2.7 2.7 
LL (0) 1 -121 -95 -137 -134 -122 -95 -137 
LL (b) 2 -95 -95 -109 -92 -89 -89 -99 
Sample size 129 129 129 129 129 129 129 
Number of 
covariates 7 7 7 8 7 7 7 
likelihood 
ratio  
statistics 
52 0 56 84 66 12 76 
1 Initial log-likelihood                 2 Log-Likelihood at convergence 
*    Standard deviation of normally distributed parameter 
** Parameter estimation followed by t-statistics in parentheses. 
*** Dependent variable is log of incident duration in minutes. 
The estimation results of the crash model shows that although models with random 
parameters improved the statistical fit to the data compared to a fixed parameter model, 
the Weibull AFT model with gamma heterogeneity yielded the best fit to the data with the 
highest level of significance for likelihood ratio statistics. In the selected model, the 
parameter P is positive and significantly different from zero (t-statistic of 4.86) and the 
parameter q, which reflects heterogeneity, is also statistically different from zero (t-statistic 
of 2.9). In this model the hazard function increases from zero until it reaches a maximum 
of 94 minutes at the inflection point, then decreases over time to approach zero. In other 
words, incident duration is likely to decrease after it has lasted longer than 94 minutes. 
Figure  7.4a shows the hazard functions for the crash incident type.  
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All the parameters in the crash model were statistically significant with plausible signs. 
Availability of a shoulder for crash incidents is more likely to cause longer incident 
duration. This may be due to the fact that although the vehicles involved in a crash move 
to the shoulder of the road network, this still causes disturbance on traffic movement and 
therefore longer duration. In addition, ‘medical attention required’ and ‘traffic disrupted’ are 
more likely to be associated with longer incident duration. Conversely, ‘injury’ in crashes 
are related to shorter incident durations. These events reflect the incident management 
strategies, which typically respond more quickly when injuries are reported. The incident 
duration decreases when the average recurrent speed within 60 minutes of the incident 
increases. This captures the traffic conditions at the time of the incident. Higher values of 
this measure signify less congestion and therefore the link is more likely to readjust traffic 
to normal quicker and decease incident duration. 
The estimation results, as indicated in Table  7.9 and Table  7.10, show that two variables 
offered statistically significant random parameters in the hazard and stationary vehicles 
models. These random parameters were selected according to the significant variation of 
estimated parameters across observations, that is, the confidence interval of the standard 
errors exclude zero. The standard deviation of model parameters and the related t-
statistics are shown in Table  7.9 and Table  7.10. Based on the highest level of significance 
of the likelihood ratio statistics, log-logistic random parameter models were selected as the 
best-fitted distribution for hazards and stationary vehicles types. The results of the 
selected models indicate that the main portion of the estimated parameters for each 
observation had the same sign as the mean parameter estimate. This is because the 
estimated mean of parameter distribution is large and the related standard deviation of the 
parameter distribution is comparatively small. The results from the implied correlation 
matrix of random parameters of hazards indicate that there are high negative correlations 
(0.98) between the two random variables. This finding implies that it is more likely to have 
a lower average recurrent speed during morning peak periods.  
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Table  7.9 Summary of the survival AFT model estimation results for Hazards  
Variable 
Fixed parameters Random parameters 
Log-
Logistic Log-normal Weibull 
Weibull  
with Gamma 
heterogeneity 
Log-
Logistic Log-normal Weibull 
Constant 5.58 (18.2) 
5.58 
(17.3) 
5.47 
(18.23) 
5.55 
(17.45) 
5.31 
(26.4) 
5.39 
(34.35) 
5.4 
(56.1) 
Traffic 
disrupted 
.5 
(2.42) 
.46 
(2.3) 
.6 
(2.38) 
.62 
(2.83) 
.54 
(3.21) 
.45 
(3.3) 
.27 
(3.05) 
RRspeedP -1.68 (-3.78) 
-1.69 
(-3.72) 
-1.07 
(-2.55) 
-1.45 
(-3.06) 
-1.25 
(-4.18) 
-1.36 
(-5.76) 
-1.24 
(-8.52) 
SD *     .067 (9.6) 
.075 
(13.05) 
.84 
(23.3) 
AM peak -.6 (-3.02) 
-.6 
(-2.7) 
-.66 
(-3.73) 
-.62 
(-3.22) 
-.59 
(-4.83) 
-.52 
(-5.3) 
-.52 
(-9.1) 
SD *     .28 (2.31) 
.69 
(7.13) 
.81 
(13.2) 
Sigma (s) .33 (10.03) 
.58 
(11.97) 
.52 
(10.19) 
.41 
(5.23) 
.22 
(10.8) 
.31 
(12.9) 
.18 
(11.85) 
Teta --- --- --- .43  (1.07) --- --- --- 
P 3.03 1.72 1.92 2.43 4.55 3.22 5.55 
LL (0) 1 -91 -74 -87 -86 -91 -74 -86 
LL (b) 2 -75 -74 -75 -74 -71 -70 -71 
Sample size 85 85 85 85 85 85 85 
Number of 
covariates 5 5 5 6 5 5 5 
likelihood 
ratio  
statistics 
32 0 24 24 40 8 30 
1 Initial log-likelihood                 2 Log-Likelihood at convergence 
*    Standard deviation of normally distributed parameter 
** Parameter estimation followed by t-statistics in parentheses. 
*** Dependent variable is log of incident duration in minutes. 
In addition, a graphically based method was utilised in order to evaluate the 
appropriateness of the log-logistic assumption in different incident types.  If survival time 
follows a log-logistic distribution, then the plot of the survival odds, (1 ( )) ( )Log S t S té ù-ë û
) )
, 
against ( )Log t should be linear; where ( )S t
)
 is the Kaplan–Meier survival estimates 
(Kleinbaum and Klein, 2012). As shown in Figure  7.5, in both hazards and stationary 
vehicles types, graphs follow almost linear trends. Therefore, the log-logistic AFT model 
provides reasonable fits for both these types of incidents.  
The log-logistic distribution relaxes the monotonicity of the hazard function. In the case of 
p>1, the log-logistic hazard function increases from zero until reaches a maximum at an 
inflection point, 1( 1) pt p l= - , then decreases over time to approach zero. In the case of 
p<1, then the hazard decreases monotonically from ¥; and if p=1, then the hazard is 
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monotonic decreasing in duration from parameter l (Washington et al., 2011).  
The results suggest that the p value for both these hazards and stationary vehicles types 
are greater than one. Therefore, the calculated values of t at the inflection points are 112, 
and 81 minutes for hazards and stationary vehicles, respectively. In other words, incident 
duration is likely decrease after passing these maximum points. The hazard functions for 
these two incident types are shown in Figure  7.4.  The results indicate that stationary 
vehicles tend to be the first to reach this point, while hazards are the last.  
Table  7.10 Summary of the survival AFT model estimation results for Stationary vehicles  
Variable 
Fixed parameters Random parameters 
Log-
Logistic Log-normal Weibull 
Weibull  
with Gamma 
heterogeneity 
Log-
Logistic Log-normal Weibull 
Constant 
5.08 
(35.81) 
5.12 
(38.69) 
5.8 
(32.23) 
5.16 
(32.45) 
5.1 
(36.98) 
5.1 
(39.63) 
5.5 
(43.2) 
Shoulder 
.243 
(3.27) 
.241 
(3.03) 
.32 
(5.11) 
.25 
(3.4) 
.24 
(3.28) 
.24 
(3.13) 
.3 
(5.9) 
Traffic 
disrupted 
.727 
(6.25) 
.666 
(5.72) 
.639 
(6.26) 
.72 
(6.08) 
.687 
(5.38) 
.652 
(4.85) 
.63 
(6.7) 
SD *     
.329 
(2.69) 
.293 
(2.16) 
.184 
(1.99) 
RRspeedP 
-1.62 
(-7.27) 
-1.69 
(-7.67) 
-2.36 
(-7.99) 
-6.689 
(-7.22) 
-1.61 
(-7.48) 
-1.65 
(-7.78) 
-1.92 
(-9.83) 
SD *     
.084 
(1.67) 
.086 
(1.45) 
.42 
(12.66) 
Major 
incident 
.627 
(2.33) 
.663 
(1.89) 
.604 
(1.26) 
.671 
(2.41) 
.83 
(2.6) 
.751 
(1.98) 
.63 
(2.23) 
Sigma (s) 
.282 
(17.32) 
.508 
(22.36) 
.485 
(20.27) 
.304 
(9.21) 
.273 
(1.51) 
.497 
(22.41) 
.365 
(18.2) 
Teta --- --- --- .793  (3.17) --- --- --- 
P 3.55 1.97 2.06 3.29 3.67 2.01 2.74 
LL (0) 1 -202 -160 -203 -200 -202 -160 -203 
LL (b) 2 -159 -160 -171 -158 -157 -159 -165 
Sample size 216 216 216 216 216 216 216 
Number of 
covariates 6 6 6 7 6 6 6 
likelihood 
ratio  
statistics 
86 0 64 84 90 2 76 
1 Initial log-likelihood                 2 Log-Likelihood at convergence 
*    Standard deviation of normally distributed parameter 
** Parameter estimation followed by t-statistics in parentheses. 
*** Dependent variable is log of incident duration in minutes. 
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(a) Crashes 1 (b) Hazards 2 
 
 
1 Weibull model with gamma heterogenity 
and fixed parameters  
2 Log-logistic model with random 
parameters * 
 
* based on parameter means  
(c) Stationary vehicles 2  
Figure  7.4 Hazard function for different incident types 
  
(a) Hazards (b) Stationary vehicles 
Figure  7.5 Graphical evaluation of the log-logistic assumption for different incident types 
* t denotes the incident duration in minutes 
** based on parameter means 
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Considering the estimation results for hazard type, as shown in Table  7.9, the two random 
parameters ‘RRspeedP’ and ‘AM peak’, are normally distributed. The parameter for 
‘RRspeedP’ has a mean -1.25 and standard deviation 0.067 has a negative value for all 
events. Thus, increasing ‘RRspeedP’ results in shorter incident durations. The parameter 
for AM peak has a mean of -0.59 and standard deviation of 0.28 (98.24% of the 
distribution is less than 0 and 1.76% is greater than 0), indicating that the incident duration 
associated with hazards in general decreases during the morning peak periods, but varies 
significantly across events. 
When considering the duration of events caused by stationary vehicles, as shown in 
Table  7.10, the two random parameters ‘RRspeedP’ and ‘Traffic disrupted’, were normally 
distributed. Similar to disruptions caused by hazards, the ratio of average recurrent speed 
within 60 minutes of an incident (RRspeedP) has a negative sign. This sign implies that as 
‘RRspeedP’ increases, incident duration is decreased.  The ‘traffic disrupted’ random 
variable, with a mean 0.687 and standard deviation 0.329 (98.16% of the distribution 
greater than 0 and 1.84% less than 0) indicates that disrupted traffic most often increases 
the incident duration. In addition to two random parameters, a ‘shoulder’ and ‘major 
incident’ were statistically significant with positive signs, and thus  are associated with 
longer incident durations. 
To gain further insight into the effects of explanatory variables on AFT models for each 
incident type, the exponents of the coefficients provide an intuitive way to interpret the 
results.  The exponents of the coefficients, with all coefficients typically evaluated at their 
means, translates to a percent change in incident durations resulting from a unit increase 
for continuous explanatory variables and a change from zero to one for indicator variables 
(Washington et al., 2011). For instance, the exponent of the estimated coefficient of ‘major 
incident’ is exp(0.83)=2.29, and indicates that on average the duration of a major 
stationary vehicle incidents will last 129% longer. 
Table  7.11 shows the impact of each significant variable on incident durations. In the fixed 
parameter models, the estimated effect is assumed to be the same for all incidents, 
whereas in the random parameter models the effect is expected to vary across the sample 
of incidents according to the random parameter distribution.  
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Table  7.11 Percent changes in incident duration WRT unit changes* in each variable 
Crashes  Hazards  Stationary vehicles 
Variable Changes  (%) 
 Variable Changes (%) 
 Variable Changes (%) 
Traffic disrupted 10  Traffic disrupted 72  Traffic disrupted 99 
RRspeedP -90  RRspeedP -71  RRspeedP -80 
Shoulder 45     Shoulder 27 
Medical required 33  AM peak -44  Major incident 129 
Injury -20       
* One unit for continuous variables and zero to one for binary variables 
** Elasticity values are estimated at the sample means of all other variables  
For a 1% decrease in the percentage of ‘RRspeedP’, incident duration increase by 90% for 
crashes, 71% for hazards, and 80% for stationary vehicles. This emphasises the 
importance of this traffic measure on incident duration, which is heavily influential. The 
lower the recurrent speed, the higher the recurrent congestion, during which incident 
duration is more likely to be longer.  
As anticipated, disrupted traffic incidents were associated with an increased duration of 
10% for crashes, 72% for hazards, and 99% for stationary vehicles. 
Crashes where medical attention was required increased incident duration by 33%. 
However, crashes involving injuries resulted in a decreased durations by 20%.  
For both crashes and stationary vehicle incidents, where a shoulder is present, durations 
increased by 45% and 27%, respectively. This may reflect the fact that by moving an 
incident to the shoulder there may a slowing down of traffic due to the ‘rubbernecking’ 
effect, may reflect a reduced “urgency” to clear the incident, or may partially capture the 
effect of increased volumes on roads with shoulders  
While crashes and stationary vehicles are not associated with temporal effect variables, 
hazards during morning peak periods resulted in incident durations 44% shorter than those 
at other times of day—an effect that requires further investigation to thoroughly 
understand. The effects of temporal characteristics might be captured by other variables, 
such as ‘RRspeedP’. 
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For stationary vehicle incidents, ‘Major incident’ is associated with increased durations and 
last 129% longer.  
7.3.2 Micro level analysis: discussion 
This section describes the modelling of incident duration data from the selected freeway 
segment along the Pacific Motorway in SEQ network from November 2009 to November 
2010, as described in Chapter 6.  Based on the findings from the macro level analysis, 
three major types of incidents including crashes, hazards, and stationary vehicles on 
weekdays were examined. A total of 430 incidents were recorded in the study dataset, 
yielding 30% of incidents to crashes, 20% to hazards, and 50% to stationary vehicles. 
Twenty-nine variables were examined including incident details, infrastructure 
characteristics, measured traffic variables, temporal characteristics and infrastructure 
characteristics. 
The model estimation results for the micro level show that a Weibull AFT model with 
gamma heterogeneity and fixed parameters is the best fitting model for crashes. Moreover, 
a log-logistic AFT model with random parameters provides the best fit for hazards and 
stationary vehicles. In addition, the collection of statistically significant variables is different 
for each incident type. The results are consistent with the findings from macro level 
analysis as discussed in section  7.2, as well as with previous research by Nam and 
Mannering (2000) regarding the homogeneity assumption across observations in incident 
duration. 
The analyses described in this section indicate that five variables played significant roles in 
determining the duration of crash types. Three variables reflected incident details, one was 
associated with infrastructure characteristics, while another with a significant role was 
related to measured traffic characteristics. For understanding incident duration resulting 
from hazards, three significant variables were identified from incident details, temporal 
characteristics and measured traffic characteristics. Finally, four variables were found to 
significantly affect the duration of stationary vehicle incidents, two representing incident 
details, one representing measured traffic characteristics and one representing 
infrastructure characteristics. Importantly, the results highlight the predominant role of the 
traffic related variable on the duration of all incident types. It should be noted that this 
variable is capable of capturing the effects of other characteristics. In addition, none of the 
other traffic variables were found significant.  
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Although distance from the CBD was a significant variable at the macro level, this was not 
the case at the micro level. All the incidents in the selected segments at the micro level 
were close to the CBD, so the variation in this variable was limited. This highlights the 
importance of considering this factor in large scale incident duration modelling.   
‘Major incident’ was found to have a key role in determining the duration of stationary 
vehicles at both macro and micro levels. However, although this variable is significant for 
the other two types of incidents at the macro level, this was not found important at the 
micro level. One possible explanation for this finding is that the reporting of crashes and 
hazards that affect traffic was more likely to be considered major. However, stationary 
vehicles were less likely to be considered major due to the incident management 
responses to this type of incident. 
Moreover, ‘AM peak’ was found to be a significant variable in both levels of analysis for 
hazards but with different signs based on the mean value. This variable was normally 
distributed across the population in both levels and found to decrease incident duration for 
36% of the macro level incidents and 98% of the micro level incidents.  This may reflect 
the quicker response to hazards during the morning peak on some corridors and 
specifically in the selected micro level case study area.   
7.4 Model validation: micro level 
After establishing incident duration models in Section 7.3 based on one-year data, this 
section evaluates the prediction performance of these models against the later 2.5 months 
of data prepared using a similar procedure, as described in Chapter 4. Thus, 21, 12 and 
31 incidents were identified for the selected case study area for crashes, hazards, and 
stationary vehicles, respectively. MAPE was employed to evaluate the accuracy of 
prediction results of different incident types, as described in Chapter 4 (Section 4.2.3.2). 
Table  7.12 shows the results of the performance evaluation of duration models for different 
incident types.  
The lower the MAPE, the more precise the prediction model. The model related to crash 
type provided slightly better accuracy than the two other incident types. Although the 
accuracy of the duration models are not ideal, these are assessed as reasonable 
predictions based on the MAPE scale as illustrated in Chapter 4, Table 4-1. The range of 
MAPE measures in this research are consistent with the findings of previous studies on 
incident duration modelling, in which the MAPE statistic was 47% by Chung (2010), 43% 
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by Kang and Fang (2011), 44% by Hu et al. (2011), and between 34% to 44% for different 
modelling approaches by Valenti et al. (2010).  
Table  7.12 Summary of models’ prediction results for different types of incidents 
Incident type 
MAPE 
(%) 
Percent of incidents (1) 
<10 min <30 min <60 min 
Crash 31.6 35 75 90 
Hazard 36.9 25 50 58 
Stationary 
vehicle 
37.3 42 58 81 
(1) percent of incidents within a given difference between actual and predicted 
In addition, Table  7.12 shows the capability of the models to accurately predict incident 
duration within defined ranges. The factor “<10 min” indicates that the actual and predicted 
durations are within a 10-minute error range and similarly for “<30 min” and “<60 min” 
factors. On this basis, the stationary vehicle model is better able to predict duration in the 
short term (less than 10 minutes) with higher accuracy level; however, the crash model 
has the capability to predict within an hour. Moreover, the accuracy of the hazard model is 
lower than that of the other two models.  
All the above models have some shortcomings, in that they do not take into account all 
factors influencing incident duration in the real world. Such shortcomings may lead to 
inaccuracy in incident duration predictions. For example, similar incident types may be 
treated, in practice, by following two different recovery processes leading to two different 
durations. However, the models are unlikely to be able to capture all factors associated 
with the recovery process.  
7.5 Summary 
This chapter has described the application of modelling to predict incident duration based 
on macro and micro levels of analysis. The former level provided a general understanding 
of the factors affecting incident duration on a SEQ network of freeways. In the latter level, 
directly measured traffic variables also were included in the analysis of incident duration 
on the selected freeway segment. In both levels of analyses, parametric AFT survival 
models including the log-logistic, log-normal and Weibull were estimated. To consider 
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heterogeneity in incident duration, both random parameter specifications, as well as a 
Weibull with gamma heterogeneity were examined. This is the first known traffic incidents 
duration model using random parameters.  
The model estimation results at the micro level showed that a Weibull AFT model with 
gamma heterogeneity provided the best fit for incidents caused by crashes, while a log-
logistic AFT model with random parameters provided the best fit for incidents caused by 
hazards and stationary vehicles. At the macro level, a Weibull model with random 
parameters was most suitable for incidents caused by both crashes and hazards. The 
Weibull AFT model with gamma heterogeneity was the most appropriate model for 
stationary vehicle incidents. The findings highlighted the importance of considering 
unobserved heterogeneity in the modelling of incident duration.  
The study facilitated not only an investigation of the factors affecting incident duration, but 
also the exploration of various survival distributions. Based on some preliminary data 
reduction, three major types of incidents including crashes, hazards, and stationary 
vehicles on weekdays were examined.  
On this basis, 28 and 29 variables were examined at the macro and micro levels, 
respectively. Macro models included incident details, and characteristics of infrastructure, 
modelled traffic, temporal, infrastructure and weather. However, at the micro level, weather 
characteristics were excluded and instead of modelled traffic characteristics, measured 
traffic characteristics were considered. Importantly, the results highlighted the significant 
role of traffic variables in determining the duration of incidents.  
The results clearly indicate that the duration of each type of incident is uniquely different, 
requires different types of responses to clear them from a road network and has differential 
impact on cumulative clearance times. Understanding how different factors influence 
modelling incident durations allows a network manager to identify policy responses to 
different incident types and to better understand what tools and unique emergency 
responses might be required to improve response times. 
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8.1 Overview 
Traffic incidents are recognised as one of the key sources of non-recurrent congestion that 
often leads to TTV and decreases in TTR. The aim of this chapter is to propose models to 
establish the relationships between TTR and traffic incident related characteristics for a 
given freeway segment, as indicated in Figure  8.1. 
 
Figure  8.1 Thesis outline (Chapter 8 highlighted) 
TTR was derived from the selected freeway segment along the Pacific Motorway in the 
SEQ network during the period November 2009 to November 2010, as described in 
Chapter 6. On this basis, this chapter starts with modelling TTR using the methodology 
described in Chapter 4. Furthermore, the analysis is completed by examining the effects 
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and significance of several factors associated with TTR of different types of incident. 
Developed TTR models are also validated in this chapter. 
8.2 Empirical setting 
This research used the buffer time definition to measure TTR. On this basis, EBT was 
introduced to pinpoint the impact of traffic incidents, as described in Chapter 4. This 
measure indicates the extra time required by travellers to arrive at their destination on time 
with 95% certainty in the case of an incident, in addition to the amount of buffer time that is 
needed under recurrent conditions. In this regard, the EBTI was proposed as the ratio of 
the EBT to the recurrent travel time of the segment. The lower the EBTI, the higher the 
TTR is for the segment. The results of the analysis of EBT and EBTI were discussed in 
Chapter 6. On this basis, freeway EBTI models were estimated for three major incident 
types for weekdays. Table  8.1 shows the statistics of freeway EBTI for the three major 
types of incidents.  
Table  8.1 Freeway EBTI by incident type on weekdays 
Incident type Number of incidents Mean Median SD Min Max COV* Skewness Kurtosis 
Crash 129 .618 .538 .54 0 2.41 87 .92 .51 
Hazard 85 .157 .086 .22 0 1.29 141 2.8 10.5 
Stationary 
vehicle 216 .205 .075 .33 0 2.63 161 3.4 16.5 
* Coefficient of variation 
As shown in Figure  6.14 (Chapter 6), EBTI is influenced by incident type. Moreover, a 
large number of EBTIs were zero for the different incident types, indicating that the TTR 
was not affected for a number of incidents. However, the high coefficient of variation of 
EBTI in all incident types suggests that the impacts of incidents on TTR are spread out 
over a large range of values.  
Since some incidents may not have been reported during the study period over which the 
incidents were observed, such continuous data are left censored at zero. As discussed in 
Chapter 4, the Tobit model is an appropriate approach for modelling such data. 
Table  8.2 shows the potential independent variables including incident details, measured 
traffic characteristics, infrastructure characteristics and temporal characteristics, for 
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modelling EBTI. Extracting traffic variables related to traffic incidents was discussed in 
Chapter 6. A number of traffic related variables associated with before and after traffic 
incident conditions, as shown in Table  8.2, are considered as potential independent 
variables. Traffic data measures were employed before and after incidents to investigate 
the impact of these changes on EBTI. In this regard, the average of three time intervals 
was used to calculate the traffic measure for both before or after incident conditions. In 
addition, Incident duration was also considered as the other potential independent 
variable, which was obtained using the procedure described in Chapter 7.  
Average recurrent speed corresponding to different periods of time after the start time of 
each incident is considered one of the potential factors for investigation. This measure is 
normalised by the posted speed to allow comparison along different links. Moreover, traffic 
volume is a measure of exposure to congestion. However, the V/C ratio may offer a better 
measure than the traffic volume itself. This is because different links on the network may 
have different numbers of lanes and capacities. Therefore, the same traffic volumes on 
different links may result in different levels of congestion. In addition, the ratio of flow 
reduction after incident with respect to the recurrent flow was investigated as a potential 
independent variable. This was calculated based on five time intervals after incident start 
time.  
As discussed in Chapter 3; a number of studies (Garib et al., 1997; Sullivan, 1997; Qi et 
al., 2009) have highlighted the significance of the ‘number of lanes blocked’ in the analysis 
of traffic incidents. This factor was related to the severity of incidents. However, this factor 
was not recorded in the incident database of the case study area. Using the procedure 
described in Chapter 4, capacity reductions due to traffic incidents were calculated and 
were converted to the number of lanes blocked. On this basis, a number of alternative 
factors such as ‘fully blocked’, ‘more than half lanes blocked’, ‘one third lanes blocked’, 
‘one fourth lanes blocked’, ‘more than one lane blocked’, ‘more than two lanes blocked’, 
and ‘more than three lanes blocked’ were employed to assess the significance of these 
factors. It was found that ‘more than one lane blocked’ is more significant than the other 
factors. Therefore, ‘more than one lane blocked’ is also considered a potential 
independent variable. 
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Table  8.2 Potential independent variables and their descriptions for modelling EBTI 
Variable Value  Variable Value 
Incident details  Measured traffic characteristics 
Incident Classification (In.Cl.) integer code (1)  Average speed at the time of incident (speed) km/h 
Distance from CBD(2)  (Dist CBD) km  V/C 
(4) at the time of incident 
(VC) Vehicle/hour 
Injury 1=Yes; 0=No  Ratio of  V/C in B&A 
(5) 
incidents (RVC) ratio 
Fatality 1=Yes; 0=No  Ratio of  flow after incidents  to recurrent flow (Rflow) ratio 
Major incident  1=Yes; 0=No  Ratio of  speed in B&A incidents (Rspeed1) ratio 
Traffic disrupted 1=Yes; 0=No 
 Ratio of  speed to posted 
speed after incidents 
(Rspeed2) 
ratio 
Medical required 1=Yes; 0=No 
 Ratio of average recurrent 
speed to posted speed 
(RRspeedP) (6) 
ratio 
Towing required 1=Yes; 0=No  More than one lane blocked 1=Yes; 0=No 
Chemical spill 1=Yes; 0=No    
Multiple vehicle involved 1=Yes; 0=No    
Diversion required 1=Yes; 0=No    
Assistance requested 1=Yes; 0=No    
Incident duration (3) Minute  Temporal characteristics 
Infrastructure characteristics   Day of week  (DOW) 1 to 5 (7) 
Posted speed  km/h  Week of month 1 to 4 
Number of lanes  2 to 5  Month of year 1 to 12 
Link direction  1= inbound; 0= outbound 
 Hour of day  1 to 24 
Link capacity  Vehicles/h  Time period of day 1 to 4 (8) 
Shoulder availability 1=Yes; 0=No    
(1) 3, 4 and 2 categories for ‘crash’, ‘hazard’ and ‘stationary vehicles’, respectively; (2) CBD = central 
business district; (3) based on the incident duration models; (4) volume-to-capacity; (5) Before and after; 
 (6) ratio of average recurrent speed to the posted speed corresponding to the different period of times 
after incident; (7) Monday to Friday; (8) 1 = Evening (18-7), 2 = AM peak (7-9), 3 = Off peak (9-16), 4 = PM 
peak (16-18). 
To identify an initial set of plausible models and variables, a stepwise procedure was 
employed to identify significant sets of variables from potential independent variables for 
each incident type using, as described by Collett (2003). In this regard, AIC was used to 
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compare models including the null model with a constant term only, where a lower AIC 
indicates a better combined set of variables. Final models were selected from a set of 
candidate models based on logical defensibility, policy appeal, and overall statistical fit. It 
should be noted that variables, which were found related to the incident duration in 
Chapter 7, were not considered in the EBTI models when ‘incident duration’ was in the 
selected variables.  
8.3 Model estimation results 
· General 
As described in Chapter 4 (Section 4.2.3.2), Tobit models with fixed parameters and Tobit 
models with random parameters were considered to explore the best-fit EBTI model of 
each incident type. Random parameter models are able to consider the influences of 
unobserved heterogeneity across observations. 
Table  8.3 to Table  8.5 list the parameter estimates for models estimated for EBTI for each 
incident type. A positive sign of a parameter estimate suggests an increase in EBTI, which 
is associated with a decrease in TTR. All variables are statistically significant at least at a 
90% confidence level. 
Random parameters were selected according to the significant variation of estimated 
parameters across observations, that is, the confidence interval of the standard error did 
not include zero. Random parameter models were estimated using simulated maximum 
likelihood with 200 Halton draws. Prior studies have shown that 200 Halton draws is 
usually adequate to achieve stable parameter estimates (Anastasopoulos et al., 2012b). 
Moreover, a number of functional forms of the random-parameters density functions, 
namely: Uniform, Weibull, normal, log-normal and triangular distributions were considered 
in the case of availability of unobserved heterogeneity in the incident data. The results 
indicate that for all random parameters models the normal distribution best replicated the 
unobserved heterogeneity. 
The estimation results, as show in Table  8.3 to Table  8.5, indicate that TTR of all types of 
incidents are not associated with any of the infrastructure characteristics and temporal 
characteristics. This might be due to the fact that variables related to these characteristics 
were captured by other variables such as incident duration. In addition, the results indicate 
that variables significantly affecting TTR are related to the incident details and traffic 
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characteristics.  
In addition, the random parameter models for all types of incidents improved the statistical 
fit compared to the fixed parameter model alternative, indicating the presence of 
unobserved heterogeneity across segments for all types of incidents. On this basis, 
random parameter Tobit models are selected for all incident types. The measures of log-
likelihood at convergence of all random parameter models are positive, which means that 
the density of the distribution concentrates a large area around zero. Therefore, this takes 
large values around this point that leads to positive log-likelihood.  
The results from the implied correlation matrix of random parameters of crashes indicate 
high positive correlations (correlations greater than 0.6) between some random 
parameters in the crash type model. ‘Multiple vehicles involved’ and ‘incident duration’ 
have a correlation of 0.76, indicating that crashes involving multiple vehicles were more 
likely to increase incident duration. Furthermore, a high positive correlation between 
random parameters for ‘more than one lane blocked’ and ‘incident duration’ (0.75) 
suggests that hazards that blocked more than one lane were more likely to cause a longer 
incident. Similarly, there is a high positive correlation between random parameters for 
stationary vehicle incidents involving ‘vehicle breakdown’ and ‘incident duration’ (0.90), 
suggesting that breakdown vehicles were more likely to induce higher incident duration.  
· Crashes 
As shown in Table  8.3, all standard deviations of parameter distributions were significantly 
different from zero, suggesting that ‘incident duration’, ‘Rflow’, ‘multiple vehicles involved’, 
‘more than one lane blocked’ and constant term, revealed statistically significant random 
parameters in the crash model. 
With regard to variables related to incident characteristics, the random parameter model 
for crashes found that ‘incident duration’ was normally distributed with a mean .0026 and 
standard deviation .0018 (4.8% of the distribution is less than 0 and 95.2% is greater than 
0). This finding implies that in most cases an increase in the impact of incidents on TTR is 
associated with higher incident duration. Another random parameter in the incident details 
is related to the ‘multiple vehicles involved’ variable, with 69% of the distribution greater 
than 0 and 31% less than 0 (mean .102 and standard deviation .206). This parameter 
indicates that crashes involving multiple vehicles were likely to increase the impact of 
incidents on TTR, however, there were some circumstances (about 30%) when this sort of 
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crash reduced the impact on TTR suggesting that some multiple vehicle crashes were not 
severe and were cleared from the road relatively quicker and resulting in less impact on 
TTR. 
Table  8.3 Summary of Tobit model estimation results of EBTI for Crashes  
Variable Fixed parameters 
Random 
 parameters 
Constant .71 (3.64) .557 (240.6) 
SD *  .334 (156.5) 
Incident duration .0021 (4.86) .0026 (517.2) 
SD *  .0018 (219.2) 
Rflow -.728 (-3.8) -.633 (-282.4) 
SD *  .452 (233.4) 
Multiple vehicles involved .151 (1.98) .102 (119.04) 
SD *  .206 (226.6) 
More than one lane blocked .52 (6.77) .604 (659.9) 
SD *  .454 (518.9) 
LL (0) 1 -103 -103 
LL (b) 2 -38 33 
Sample size 129 129 
likelihood ratio statistics 130 272 
1 Initial log-likelihood                 2 Log-Likelihood at convergence 
*    Standard deviation of normally distributed parameter 
** Parameter estimation followed by t-statistics in parentheses. 
Turning to the effects of traffic variables, ‘blocking more than one lane’ in the case of crash 
incidents was significant and increased the impacts of incidents on TTR. This variable was 
normally distributed (mean .604 and standard deviation .545). This indicates that incidents 
with more than one lane blocked nearly always increased the negative impact of incidents 
on TTR. Furthermore, ‘Rflow’ is a significant random parameter (mean -.633 and standard 
deviation .452). Given these distributional parameters, the effect of ‘Rflow’ resulted in an 
increase in the impact of incidents on TTR for almost 92% of the observations.  
· Hazards 
Continuing with the estimation results of hazard type, as shown in Table  8.4, four 
variables, namely, ‘incident duration’, ‘Rflow’, ‘more than one lane blocked’ and constant 
term produced statistically significant normally distributed random parameters. In addition, 
the major incident variable was statistically significant with a positive sign. This indicates 
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that major incidents are likely to be associated with a higher impact on TTR.  
Table  8.4 Summary of Tobit model estimation results of EBTI for Hazards  
Variable Fixed parameters 
Random 
 parameters 
Constant .375 (2.37) .142 (68.1) 
SD *  .869 (361.1) 
Incident duration .00079 (2.34) .0016 (375.9) 
SD *  .0010 (311.9) 
Rflow -.373 (-2.4) -.199 (-99.4) 
SD *  .824 (362.8) 
Major incident .503 (2.24) .036 (3.48) 
More than one lane blocked .4 (2.9) .679 (138.1) 
SD *  .697 (131.1) 
LL (0) 1 -24 -24 
LL (b) 2 1 44 
Sample size 85 85 
likelihood ratio  statistics 50 136 
1 Initial log-likelihood                 2 Log-Likelihood at convergence 
*    Standard deviation of normally distributed parameter 
** Parameter estimation followed by t-statistics in parentheses. 
With regard to the random parameters findings for incidents resulting from hazards, 
‘incident duration’ was predominantly positively related to EBTI (mean parameter estimate 
of .0016 and standard deviation of .001) with a normally distributed random parameter and 
94.5% of the distribution being greater than zero, and 5.5% being less. This implies that as 
incident duration increases, the vast majority of incidents caused by hazards are likely to 
increase EBTI.  
Furthermore, two variables, namely, ‘Rflow’ and ‘more than one lane blocked’ were related 
to the traffic characteristics. The former variable has a mean -0.199 and standard deviation 
.824 suggesting negative coefficients for 59.5% and positive coefficients for 40.5% of 
incidents. Therefore, the impact of an incident on TTR associated with ‘Rflow’ varied 
significantly across incidents. The latter variable resulted in a random parameter that was 
normally distributed (mean .678 and standard deviation .697). Given these distributional 
parameters, the effects of blocking more than one lane in incidents arising from hazards 
decreased the impact of incidents on TTR for 16.5% of the observations and increased 
EBTI for 83.5% of incidents. Therefore, for the majority of incidents the effect on EBTI was 
negative when the incident was blocked by more than one lane. 
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· Stationary vehicles 
As shown in Table  8.5, four variables in the EBTI Tobit model for incidents caused by 
stationary vehicles were significant, namely, ‘incident duration’, ‘incident classification S1’ 
which is ‘breakdown’, ‘more than one lane blocked’ and constant term, revealed 
statistically significant normally distributed random parameters. In addition, stationary 
vehicles that requested assistance had a higher negative impact on TTR. 
Table  8.5 Summary of Tobit model estimation results of EBTI for Stationary vehicles  
Variable Fixed parameters 
Random 
 parameters 
Constant -.133 (-5.6) -.032 (-3.6) 
SD *  .082 (9.8) 
Incident duration .004 (14.5) .0025 (25.2) 
SD *  .058 (6.3) 
Incident classification S1 .065 (2.1) .036 (3.4) 
SD *  .034 (1.8) 
More than one lane blocked .26 (4.1) .314 (14.4) 
SD *  .316 (13.8) 
Assistance requested .28 (3.1) .38 (12.1) 
LL (0) 1 -69 -69 
LL (b) 2 37 130 
Sample size 216 216 
likelihood ratio  statistics 212 398 
1 Initial log-likelihood                 2 Log-Likelihood at convergence 
*    Standard deviation of normally distributed parameter 
** Parameter estimation followed by t-statistics in parentheses. 
Two random parameters related to incident details were ‘incident duration’ and incident 
involving ‘breakdown’, which were normally distributed. The former parameter with a mean 
.0025 and standard deviation .058 would has 48.3% negative coefficients and 51.7% 
positive coefficients across incidents. Therefore, the effects of ‘Incident duration’ on EBTI, 
unlike those for crash and hazard types, vary significantly across incidents. One possible 
explanation for this is that different operations and actions are required for these types of 
incidents, resulting a wide range of effects on EBTI. The latter parameter has a mean .036 
and standard deviation .034 (14.5 percent of the distribution is less than 0 and 85.5 
percent is greater than 0 suggesting that incidents involving ‘breakdowns’ typically 
increase EBTI. 
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In the case of stationary vehicle incidents, the traffic variable ‘more than one lane blocked’ 
was found to significantly increase EBTI. This variable was normally distributed with a 
mean .314 and standard deviation .316. Therefore for the majority of incidents in the 
segment, their negative impact on TTR increased when the incident blocked more than 
one lane. 
8.4 Model validation 
The models shown in section 8.3, based on one-year data, are evaluated here against the 
2.5 months data prepared as described in Chapter 4. As a result, 21, 12 and 31 incidents 
were identified for the selected case study area for crashes, hazards, and stationary 
vehicles, respectively. The MAPE, defined in Chapter 4 (Section 4.2.3.2), was employed to 
evaluate the accuracy of prediction results for different incident types. Table  8.6 shows the 
results of the performance evaluation of EBTI models for different incident types.  
Table  8.6 Summary of EBTI models prediction results for different types of incidents 
Incident type MAPE (%) 
Crash 30 
Hazard 45 
Stationary vehicle 36 
Thus, the lower the MAPE, the more precise the prediction model. The model related to 
crash type provided slightly better accuracy than the models for the other incident types. 
Although the accuracy of the models are not ideal, they are assessed as reasonably 
predictive based on the MAPE scale as illustrated in Chapter 4, Table  4.1. 
The similar shortcomings, as discussed in Section  0, can be found on these models due to 
not considering all factors influencing the impact of incidents on TTR in the real-world in all 
the above models.  
8.5 Summary 
This chapter provided the results of the application of Tobit regression as a methodological 
approach to obtain better understanding of the factors that significantly influence TTR in 
the case of incidents. This study used buffer time index (BTI) definition to measure TTR. 
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Then EBTI due to incidents was calculated to quantify the negative impacts of incidents on 
TTR. Both fixed parameter and random parameter models were examined. Using 12 
months traffic incident data from the selected freeway segment in the SEQ network, the 
model estimation results showed that the random parameter model in all types of 
incidents, offered a superior statistical fit. This indicates unobserved heterogeneity across 
observations in the segment for all types of incidents. The results also highlighted the 
importance of considering random parameters in the analysis of the impact of incidents on 
TTR using the Tobit model. This provided a better understanding of the factors 
determining the impact of incident on TTR.  
The analysis indicates that four variables significantly affect TTR in the case of incidents 
arising from crashes. Two variables reflect incident details, while two are related to traffic 
characteristics. To better understand the impact of incident on TTR arising from hazards, 
four significant variables were identified, two of them associated with incident details and 
two related to traffic characteristics. Lastly, four variables were found to significantly affect 
the TTR in the case of incidents arising from stationary vehicles, three representing 
incident details and one representing traffic characteristics.  
‘Incident duration’ and ‘blocking more than one lane’ were both found to be statistically 
significant in all incident type models, while ‘Rflow’ was significant in both crash and 
hazard incidents. Furthermore, ‘multiple vehicle crashes’ and incidents involving ‘vehicle 
breakdown’ were identified as significant factors affecting EBTI of crash and stationary 
vehicle types, respectively. All of these factors revealed statistically significant random 
parameters, indicating that the impact of these factors on TTR varies across incidents. In 
addition, two factors, namely: ‘major incident’ and ‘assistance requested’ were found to be 
statistically significant fixed parameters. This led to an increase in the negative impact of 
incidents on TTR in the random parameter models for hazard and stationary vehicle types, 
respectively.   
Finally, ‘blocking more than one lane’ improved the accuracy of the prediction models in all 
types of incident models. This variable was not available in the recorded incident data, was 
obtained from the analyses of traffic data, and highlights the Importance of quality and 
availability of such data in prediction models.   
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9.1 Overview 
This chapter presents the conclusions of this thesis and summarises the analyses, 
discussions and results presented, as indicated in Figure  9.1. Firstly, a brief thesis 
summary is provided in the next section. Then, the contribution to knowledge, limitations of 
this research and recommendations for further research are addressed in the following 
sections. 
 
Figure  9.1 Thesis outline (Chapter 9 highlighted) 
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9.2 Summary of this research 
Traffic incidents are the key sources of non-recurrent congestion on road networks, 
potentially generating significant impacts. TTR is one of the most important indicators of 
transport performance for both travellers’ and an operational point of view. Although many 
past studies have attempted to estimate different impacts of traffic incidents, the 
knowledge and understanding regarding the relationship between traffic incidents and 
TTR, as well as the significant factors influencing this relationship, is still limited. To 
address and improve the knowledge in this area, this thesis established a four-stage 
logical framework to achieve the main objective of this research, which aimed to model 
traffic incident impacts to quantify the effects of traffic incidents on TTR on freeways. 
9.2.1 Literature review  
The aim, objectives and the scope of the thesis were discussed in Chapter 1. A 
comprehensive literature review was carried out to provide guidance on existing 
knowledge gaps in the area of TTR in order to structure and narrow down the research 
goals, which were presented in Chapter 2. The literature review found that although there 
have been many attempts to assess the interrelation between reliability and congestion to 
propose TTR models, the state-of-the-art of modelling of TTR requires further research. 
On this basis, modelling of TTR on freeways by incorporating non-recurrent factors, in 
particular traffic incidents, was highlighted as a significant gap in the existing literature. 
To address this gap in the knowledge, Chapter 3 presented a comprehensive literature 
review on the impacts of traffic incidents, including incident delay and duration of incident. 
State-of-the-art modelling approaches in these two areas were reviewed, which facilitated 
an understanding of the available techniques and enabled evaluation of the different 
approaches. Furthermore, the finding highlighted a variety of approaches that have been 
used by different studies to estimate traffic incident delay and duration. These approaches 
cannot be generalised to other cases because: a) the research was based on small 
sample sizes of only up to several hundred incident records; b) the data were incomplete 
or of poor quality; and c) the results could not be generalised to other locations as the 
characteristics of the modelled factors were inconsistent with one another, or the same 
factor(s) were not available in other locations. 
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9.2.2 Proposed new modelling approach 
The thesis used the concept of logical framework analysis to establish a four-stage 
framework for structuring and systematising the data collection, analysis and modelling 
approaches, as described in Chapter 4.  
After defining the data inputs, a methodology was proposed to quantify the impact of traffic 
incidents on freeways. The method used historical traffic data to establish recurrent speed 
profiles and identified non-recurrent congestions based on their negative impact on speed. 
Using the location and the time of an incident, incidents were identified from recognised 
non-recurrent congestion. On this basis, a variety of related traffic data, such as incident 
duration, distribution of travel time during the incident, and distribution of flow during the 
incident, were extracted and assigned to the incident. 
Incident duration measures the length of time traffic is affected and therefore the TTR. The 
calculated measure for incident duration based on the proposed methodology included 
incident detection time and incident recovery time, which were not considered in many of 
the previous studies. Survival analysis (hazard-based duration modelling) was 
implemented to model incident duration. This facilitated not only an investigation of the 
factors affecting incident duration, but also exploration of various survival distributions. 
Furthermore, the buffer time measure was employed to quantify the changes in TTR. On 
this basis, EBT was defined as the extra delay caused by traffic incidents. Then, EBTI was 
defined as the ratio of extra buffer time to recurrent travel time in the case of an incident in 
the travel path. As the EBTI metric lessens, TTR increases. To model this measure, a 
Tobit model was employed, as this approach is appropriate in the presence of censored 
data, as well as a continuous variable with a large number of zero values. This approach 
provides an understanding of the factors that significantly influence EBTI. 
Importantly, the main assumption of these approaches is that the effect of the influential 
variables on the impacts of incidents are homogenous across observations. To overcome 
this limitation, this thesis proposed incorporating random parameters as opposed to fixed 
parameters to capture unobserved heterogeneity across data. This is the first known traffic 
incidents duration model using random parameters.  
The application of the proposed four-stage logical framework (Logframe) was undertaken 
and described from Chapter 5 to Chapter 8. 
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9.2.3 Data mining and analysis 
A variety of data sources were considered in this research including traffic incident data, 
weather data, strategic transport model, and traffic data from available loop detectors for 
the SEQ urban network. Comprehensive incident data mining and analysis were 
performed on these sources as the first and second stages in the Logframe as described 
in Chapter 5.  
The results of the preliminary analysis using the whole urban network incident data 
indicated that a number of variables have considerable effects on incident duration. In 
addition, incident duration varied across the types of incident, the time of day, and day of 
the week or weekend. However, there was no significant difference regarding month of the 
year, week of the month, or holiday/school holiday. The findings revealed that the variance 
in incident duration within each incident type was fairly large. Moreover, rain precipitation 
appeared to have a positive relationship with incident duration.  
Based on the proposed methodology, both incident duration and EBTI were extracted from 
the selected case study associated with a variety of factors including incident details, 
infrastructure characteristics, temporal characteristics and traffic characteristics, as 
detailed in Chapter 6. The results of the analysis at this level indicated that many of the 
reported incidents had no impact on traffic movement, because the incident database is 
prepared for the purpose of traffic incident management and some incidents require 
attention even if there is no impact on TTR. Also, the findings of the analysis at this micro 
level revealed that the variance in incident duration within each incident type is fairly large, 
similar to the findings of macro level analysis. 
The results of the investigation of EBTI, as an indicator of unreliability in the case of traffic 
incidents, revealed that the behaviour of EBTI for each incident type followed different 
patterns based on the characteristics of incidents. In addition, the findings of the analysis 
indicated that crashes were the major source of unreliability in the case study area. Also, 
hazard incidents had lower impact on TTR compared to other incident types. Furthermore, 
multiple vehicle crashes were found to be the major source affecting EBTI, causing more 
than 50 per cent unreliability in the segment. 
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9.2.4 Model applications 
To model incident duration, parametric AFT survival models including the log-logistic, log-
normal and Weibull were employed. A number of steps were used to obtain a general 
understanding of the factors affecting incident duration. Firstly, the analysis was performed 
at the macro level, based on the SEQ network of freeways, using a variety of factors 
including incident details, infrastructure characteristics, modelled traffic characteristics, 
temporal characteristics, infrastructure characteristics and weather characteristics. The 
results highlighted the availability of heterogeneity in incident duration and also the 
capability of random parameter models to increase the level of accuracy of the incident 
duration models in crashes and hazards. The results of the analysis also showed that the 
significant variables affecting incident duration included characteristics (severity, type, 
towing requirements, incident classification, etc.), location, time of day, and modelled 
traffic characteristics of the incidents. The findings revealed no significant effects of 
infrastructure and weather characteristics on incident duration. 
Incident duration modelling was undertaken using data obtained from the proposed 
methodology in this thesis on a selected freeway segment in the SEQ network. This led to 
the consideration of incident detection and incident recovery time in incident duration, and 
also to the assessment of the effects of actual traffic data. The findings of the analysis 
showed that the significant variables affecting incident duration include characteristics of 
the incidents (severity, type, injury, medical assistance required, etc.), infrastructure 
characteristics (shoulder availability), time of day, and traffic characteristics. The results 
clearly indicated that the durations of each type of incident are uniquely different, and 
require different types of responses to clear them and have differential impact on 
cumulative clearance times. 
The results of the investigation on EBTI using a Tobit model revealed that the behaviour of 
EBTI on each incident type followed different patterns based on the characteristics of 
incidents. The estimation results indicated that TTR of all types of incidents were not 
associated with any of the infrastructure characteristics and temporal characteristics, but 
were significantly related to the characteristics of the incidents (multiple vehicles involved, 
incident duration, major incidents, etc.), and traffic characteristics. Furthermore, the results 
highlighted that blocking more than one lane improved the accuracy of the prediction 
models in all types of incidents. This variable was not available in the recorded incident 
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data but was obtained from the analysis of traffic data. This indicated the Importance of 
quality and availability of such data for prediction models.  
9.3 Main contribution to new knowledge 
This thesis has advanced the body of knowledge in regard to traffic incident analysis and 
its associated impacts on TTR. The main contribution from this research is the 
development of a detailed methodology for comprehensive analysis in order to quantify the 
impacts of traffic incidents on TTR, after considering a variety of characteristics. The 
research also enhances understanding of the fundamental relationships between TTR and 
the characteristics of incidents, in particular traffic flow, infrastructure, and the time of day. 
In addition, the study has explored appropriate modelling approaches to perform the 
analysis that ultimately increases the accuracy of the results. On this basis, the essential 
steps to evaluate the impact of traffic incidents on TTR are proposed. The key 
contributions of this research are: 
· Establishment of a four-stage logical framework as an analytical process for 
structuring and systematising the data collection, and the analysis and modelling; 
· Proposal of incident duration models in which incident detection and recovery time 
have been considered for different types of incidents on freeways; 
· Development of a method to extract attributes of non-recurrent congestion and 
separate these attributes from recurrent congestion; 
· Identification of traffic attributes related to traffic incidents; 
· Identification of the factors affecting traffic incident duration and TTR; 
· Incorporation of random parameters in the modelling approaches to consider 
heterogeneity across observation and increase the accuracy level of the models; 
and 
· Development of case study models for TTR along a stretch of Pacific Motorway in 
SEQ, Australia. 
9.3.1 Contribution to practice  
The results and findings of this research have a number of applications for future practice. 
1) A logical framework analysis, as shown in Figure  4.3, was established as an 
innovative approach dealing with comprehensive incident data mining and 
analysis from different sources of data. This framework can be used to improve 
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the quality of traffic incident dataset, providing better insight and understanding 
about traffic incidents and other related factors. Ultimately, the framework 
enhances the ability of operators to improve their reporting system for traffic 
incidents and have better knowledge about the network in case of incidents.  
2) In addition, the developed methodology in this framework, as discussed in 
Chapter 4, can be used to identify non-recurrent congestions using historical 
data from loop detectors and then quantify the impact of traffic incident on 
freeways using the location and the time of an incident. It offers a variety of 
practical information for operators such as total incident duration including 
incident detection and recovery time, total affected length by incident, total delay 
of each incident on the effected links and changes of TTR caused by each 
incident.  
3) The overall aim of the study is to apply the developed models to shorten incident 
duration, thus reducing the period of time in which TTR is affected by incidents. 
The proposed models can be utilised to make predictions of incident duration, as 
well as of the impact on TTR. The results of this research provide a better 
understanding of the relationships among TTR, incident details, traffic 
characteristics, infrastructure characteristics, temporal characteristics and 
weather conditions. Consequently, different traffic incident management 
response initiatives can be tailored for different incident types. The 
implementation of these prediction models within congestion management and 
mitigation programs has significant potential benefits. It can assist in achieving 
more efficient use of limited incident management resources associated with 
congestion management and reducing incident duration.  
Ultimately, the results are of considerable use for evaluating the potential impacts of 
different incident management strategies. Given the complexity of problems and the 
limitations of available data, this research should be viewed as an incremental step 
toward enabling traffic incident management agencies to implement strategies to 
reduce incident duration, thereby reducing congestion, incident delay, and the 
associated human and economic impacts on freeways. 
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9.4 Research Limitations 
This thesis has encountered the following limitations: 
· Quality of traffic incident data was one of the important concerns leading to 
significant constraints and limitations. In this regard, some important fields were not 
consistently recorded. For example, the number of lanes blocked due to traffic 
incidents was not recorded for most incidents. In addition, the characteristics of 
responses to the incidents were not fully recorded. Therefore, it is impossible to 
consider incident response time and its related factors in the analysis and modelling 
of this research.  
· Traffic data from ILDs were omitted due to the prevalence of equipment 
malfunctions in the study period. This led to limited sample sizes for some time-
intervals in the process of establishing recurrent speed profiles. This may reduce 
the accuracy of the results. 
· The results of the proposed models in this research were based on the data of the 
selected case study. Therefore, the outcomes may be used as indicators for the 
impact of traffic incidents but may not be appropriate to be generalised for other 
case study areas.    
9.5 Future research 
This thesis has provided a detailed methodology for modelling the impacts of traffic 
incidents on TTR and has provided a greater insight into contributory factors. However, 
there are areas that require further research. The main areas for further research are as 
follows: 
1. The proposed methodology and framework can be expanded or refined for 
investigation into the impact of other non-recurrent congestion factors, such as work 
zones, adverse weather and special events, on TTR.   
2. The spatial and temporal transferability of the proposed models using a few years of 
traffic and incident data needs to be investigated.  
3. The impact of traffic incidents on weekends, public holidays and school holidays, 
and in rainy conditions needs to be investigated. These aspects need to be studied 
through greater data collection of related incidents, weather and traffic data.  
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4. The modelling of other impacts of traffic incidents on road networks needs further 
study, for example, modelling the length of a road segment affected by traffic 
incidents. Furthermore, the length of time to reach the maximum unreliability during 
an incident could be investigated and modelled, providing a better understanding of 
the changes to TTR during an incident.  
5. The use of traffic data from new technologies, such as Bluetooth detectors instead 
of ILDs, should be investigated, facilitating analysis at both the aggregate and the 
individual levels. 
6. Data quality, specifically for traffic incidents, is an important component affecting the 
accuracy of the analysis, as discussed in the limitations of this research. It is 
recommended that more sophisticated combined data collection methodologies are 
developed to capture more detailed and accurate data in an automated way.   
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