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Abstract
Classiﬁcation of health data into categories is routinely used for the analysis and understanding of health risks; however, the
selection of cut-oﬀ points of categories is not a simple task, and mistakes can lead to incorrect interpretation of data. Since
inappropriate selection of the cut-oﬀ points can lead to unreliable and wrong conclusions, it is desirable to have an automatic
method that balances the bias and the variance for constructing categories, and which allows the veriﬁcation if the amount of
available data is enough to draw a conclusion. Such a method is also useful in making decisions on next actions in experiment
planning. We show here that a better formulation of cut-oﬀ point estimation is required for health data involving wide comparability,
and demonstrate how a diﬀerent method for comparing categorizations can be applied to such data. Our method can help in
automation of data analysis pipeline and in promotion of scientiﬁc discoveries from health data.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Program Chairs.
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1. Introduction
Quantifying health-related risks by categorization is an integral step required in medical practice procedures and
in public health policy design. To estimate risks for diﬀerent categories, the histogram has been used as a mature tool
and inspecting it can yield signiﬁcant discoveries, but the choice of categorization, or the positions and the widths of
bins, remains a constant challenge. Histograms are easily understood by general population and easy to make quick
conclusions, which helps to sustain its wide popularity in data visualization. However, without a scientiﬁc rigor of bin
parameter choice it can lead to data misinterpretations. At least since the 1920s1, recipes for ﬁnding good parameters
given data have been researched, and modern surveys2–4 have suggested that a penalized maximum likelihood (PML)
method based on Bayesian information criterion (BIC) is one of the best performers.
An example of parameters widely associated with risk categorization is the distribution of the body mass index
(BMI) in populations, which is also used to guide decisions for large scale health policies. Cut-oﬀ points (the bound-
aries of histogram bins) for visualizing BMI have been a focus of interest5, as described in more detail in Section 2,
and appropriate choice of bins suitable for data at hand has led to scientiﬁc discoveries.5,6 For example, Tanaka et al. 6
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have reported in their epidemiological study that a high mortality rate was observed for type 2 diabetes patients whose
BMI was low (< 18.5 kg/m2). This was a signiﬁcant ﬁnding because an increased mortality had been associated only
with high BMI for type 2 diabetes patients. 7,8 This discovery was made possible by the use of a histogram that had
ﬁner bins in the low-BMI area, for which other researchers used coarse quantiﬁcation.
The prior belief on data characteristics can hinder how to visualize and summarize the data, just like the case in
the relation between low BMI and type 2 diabetes, and therefore a technique that automatically suggests potentially
interesting interpretation of data can accelerate the process of research and reach reliable conclusions.
In this paper, we (i) show that a formulation of histogram model selection diﬀerent from the traditional prob-
lem framework is required for epidemiology studies often important for guiding health policies and (ii) demonstrate
through simulated and real data experiments that an automatic histogram selection method based on PML yields his-
tograms that agree with the characteristics of data and can be validated by previous ﬁndings, and is therefore preferable
for applications involving experimental data.
2. Risk categorization guides decisions in public health
BMI is the most widely available indicator of the degree of obesity and has been used for public health and clinical
actions.9 High BMIs are associated with an increased risk of having diabetes, cardiovascular diseases10, or other
malfunctions, whereas low BMI values may signify eating disorder or nutritional deﬁciency. Advice is thus made to
maintain BMI in an appropriate range.
Clinical actions are established by quantifying risks based on real data, and it is important to have consistent BMI
categories (or cut-oﬀ points) for allowing comparison of diﬀerent studies and also for avoiding confusion in clinical
practice; however, ﬁnding an appropriate binset for analyzing the data at hand is not easy. If we have large amounts
of data, we may just use the binset at the ﬁnest scale and still be able to reach a reliable conclusion. When the data
size is limited, however, coarser binsets are required for robust analysis with reduced variances but too coarse a binset
would make it diﬃcult to ascertain research ﬁndings. Having a BMI cut-oﬀ point at 25 kg/m2, producing two bins
[0, 25) and [25,∞), may be enough for giving general advise to eat less and exercise more, but seeing in a ﬁner scale
deﬁned e.g. by [0, 18.5), [18.5, 25), [25, 40), [40,∞) would allow us a better segmentation of individual needs and
help formulate more appropriate guidance toward a healthier lifestyle, nutrition, physical activity, or recommendation
of a medical care. However, narrowing the bin width results in an ineﬃcient use of data with increased estimation
variances and leads to unreliable conclusions.
Table 1. BMI categories deﬁned by WHO.11
Category BMI (kg/m
2) bin
Principal Finest
Underweight [ 0.0, 18.5)
Severe thinness [ 0.0, 16.0) [ 0.0, 16.0)
Moderate thinness [16.0, 17.0) [16.0, 17.0)
Mild thinness [17.0, 18.5) [17.0, 18.5)
Normal [18.5, 25.0) [18.5, 23.0)[23.0, 25.0)
Overweight [25.0,∞)
Pre-obese [25.0, 30.0) [25.0, 27.5)[27.5, 30.0)
Obese [30.0,∞)
Obese class I [30.0, 35.0) [30.0, 32.5)[32.5, 35.0)
Obese class II [35.0, 40.0) [35.0, 37.5)[37.5, 40.0)
Obese class III [40.0,∞) [40.0,∞)
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For assessing health-related risks based on BMI values, the World Health Organization (WHO) recommends the
binset shown in Table 1, which has been revised several times. The latest revision was made because the previous bins,
determined mainly based on studies of Westerner populations, was found to be inappropriate for Asians, who have a
higher risk of morbidity at the same BMI levels; in other words, Asians need a lower BMI cut-oﬀ point for diagnosing
overweight. More speciﬁcally, a close examination of diﬀerent populations has shown that risks associated with BMI
behave diﬀerently for diﬀerent groups and ﬁner bins were required to see the change of health risk rates according to
the value of BMI.5 This is why the recommended binset in Table 1 has principal and ﬁner bins; usually principal bins
are used but for some data we need to see in a ﬁner scale. In fact, USA’s cut-oﬀ point9 for diagnosing overweight is
25 kg/m2 whereas Singapore12 cuts oﬀ BMI at 23 kg/m2.
In this study, we adopt a diﬀerent formulation than the standard setting and limit our search space of histogram
parameters to be those induced from the ﬁnest categorization deﬁned by WHO. The ﬁnest binset having 12 bins can
induce 211 = 2048 binsets by recursively merging adjacent bins. This is diﬀerent from the standard formulation of
histogram binwidth estimation. In the standard formulation, only a single parameter, the binwidth shared by all the
bins, is estimated for regular histograms. For irregular histograms, where binwidths are allowed to vary, cut-oﬀ points
deﬁning bins are placed on a subset of given data samples13, and special considerations are required to compare
diﬀerent histogram models.3 In both cases, when applied to diﬀerent sets of data, the standard formulation constructs
histograms whose bins are not consistent and thus not comparable with each other. In our formulation, estimated
histograms will have bin boundaries only at the positions predeﬁned in Table 1 and therefore preserve comparability.
3. Histogram model selection
When selecting a good histogram parameter set, it is important to take the balance between the bias, or the ability to
see ﬁne details, and the variance, or the reliability of results. We employ a PML-based method that has been reported
to work well in the standard histogram estimation.2
To select a histogram from those induced from the ﬁnest categorization deﬁned by WHO (Table 1), we enumerate
all the 211 = 2048 (:= M) models. We index the M models by m ∈ {1, . . . ,M}. Parameters are superscripted by m
when dependent on the model (not meaning the power).
3.1. Probability model for irregular histograms
Here we deﬁne a probability model for histograms.14 Intervals Im = {Im1 , . . . , ImKm }, Imk ⊂ R, deﬁne Km histogram
bins. In practice, we take the left boundary of Im0 to be the minimum value of the data, and the right boundary of I
m
Km
to be the maximum value of the data, although 0 and ∞ are shown in Table 1. Constructing a histogram amounts to
estimating a probability vector θm = (θm1 , . . . , θ
m
Km ), 0 ≤ θmk ≤ 1,
∑Km
k=1 θ
m
k = 1. A histogram probability model for one
observation is
p(y|θm,m) =
Km∑
k=1
[y ∈ Imk ]
θmk
|Imk |
, (1)
where [P] is the Iverson bracket returning 1 when the logical proposition P is true and 0 otherwise.
3.2. Model selection based on PML
Let us denote a series of N observations by y = (y1, . . . , yN). The loglikelihood of θm given data y is
L(θm) := ln p(y|θm,m) =
N∑
n=1
ln
θmkn
|Imkn |
=
Km∑
k=1
ck ln
θmk
|Imk |
, (2)
where kn is the bin yn falls in (i.e. [yn ∈ Imk ] = 1 for k = kn) and cm = (cm1 , . . . , cmKm ) are the counts (frequencies) for
each bin, or cmk =
∑N
n=1[yn ∈ Imk ]. The penalized loglikelihood is deﬁned as
L(m) = max
θm
L(θm) − penBIC(m), (3)
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Table 2. Statistics of the data analyzed by Tanaka et al. 6
BMI (kg/m2) bin #Patients #Deaths Category
[14.5, 18.5) 135 14 Underweight
[18.5, 22.5) 976 48 Normal
[22.5, 25.0) 811 41 Normal
[25.0, 37.5) 698 38 Overweight
[14.5, 37.5) 2620 141
Fr
e
qu
en
cy
0
40
0
80
0
[14,18.5)
[18.5,23)
[23,25)
[25,37.5)
(a) Full data (N = 2620)
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(b) Only dead counts (N = 141)
Fig. 1. Histogram bins estimated by PML from datasets mimicking that of Tanaka et al. 6
where the BIC penalty is
penBIC(m) =
1
2
(Km − 1) log N. (4)
We choose the model that maximizes L(m) as output:
m∗ = argmax
m
L(m) (5)
We use the BIC-penalized loglikelihood because the BIC penalty has been reported to be one of the best penalties
balancing the bias and the variance in estimating the histogram parameters.2
4. Experiments
We conduct experiments with simulated datasets mimicking the properties of the data analyzed by Tanaka et al. 6
and also with real datasets from the UK Biobank.15
4.1. Verifying an existing study
Tanaka et al. 6 analyzed a dataset that has N = 2620 population and identiﬁed a signiﬁcant ﬁnding in the low BMI
area. Since their dataset is not publicly available, we simulated artiﬁcial datasets by drawing samples from a histogram
probability distribution (1) whose parameters were determined according to Table 2.
Our method successfully identiﬁed important cut-oﬀ points. Figure 1 shows histograms that were selected from
the 2048 binsets by maximizing the penalized loglikelihood. The left histogram (a) was constructed using the entire
population, i.e., samples generated from the “#Patients” column of Table 2; the samples for the right histogram (b)
were drawn from the “#Deaths” column. Both histograms have a cut-oﬀ point at 18.5 kg/m2 and the low-BMI region
has ﬁner bins whereas the high-BMI bins are broad, which implies that at a given sample size we can well balance
between the bias and the variance. Note that the left histogram (a) has a cut-oﬀ point at 23 kg/m2, not at 22.5 kg/m2
as in Table 2; this is because WHO’s deﬁnition in Table 1 does not have a cut-oﬀ point at 22.5 kg/m2 and instead the
closest point in WHO’s table at 23 kg/m2 was selected.
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Fig. 2. Histogram bins for an N = 28 (1/5 of the size of the “#Deaths” data) dataset estimated by PML.
We note that the R language’s hist() function, which implements one of the standard histogram width selection
methods1, estimated 12 bins with a uniform width of 2 and did not ﬁnd the cut-oﬀ points from those deﬁned by
WHO.
Next we found that if the sample size of Tanaka et al. 6 had been smaller, they would not have discovered their
ﬁndings. To see this we generated artiﬁcial samples from the “#Deaths” distribution with a reduced sample size of
N = 28 (1/5 of the original size) and performed histogram model selection. Figure 2 shows the histogram with the
PML-optimal binset, which has only two bins and is not suitable for discovering something signiﬁcant, implying that
we need to increase the number of samples.
4.2. Diﬀerent ethnic groups in the UK Biobank dataset
In the second set of experiments, we use the UK Biobank Resource15, which has collected various health-related
measurements as well as demographic information from half a million people in the United Kingdom. We extracted
data entries related to BMI, diabetes, and ethnicity and applied the PML-based histogram selection method. We
compared Bangladeshi (South Asians), Chinese (Eastern Asians), and British (Europeans). To avoid the eﬀect of the
sample size, we used the same number of data for each group in one comparison; this was achieved by subsampling
larger datasets to have the same size as the smallest one. We note that the ﬁnest binset in Table 1 was always selected
when the entire dataset was used as input data samples because the size was large enough.
The PML method was able to identify ethnic diﬀerences. Figure 3(left column) shows three histograms of BMI
for the three diﬀerent ethnic groups. The Asian groups have a cut-oﬀ point at 27.5 kg/m2 whereas the British has one
at 30 kg/m2; these can be considered as a change point for general populations from each ethnic group and it seems
reasonable that the European group has a higher value because ethnic Europeans have larger body frame than Asians.
Model selection from the limited model space found cut-oﬀ points that agree with previous ﬁndings on diabetes.
The three histograms in Figure 3(right column) were estimated using only diabetes patients. Cut-oﬀ points of 23 kg/m2
and 25 kg/m2 were observed for the Asian groups and the British group, respectively. This suggests that the low
resistance of Asian people to diabetes at the same BMI level, which is in accordance with the experimental facts. 5,16
For every dataset, R’s hist() function estimated histograms that had inconsistent cut-oﬀ points over diﬀerent data,
and it was diﬃcult to judge if the underlying characteristics of data can be penetrated by inspecting the histograms.
5. Discussion and conclusion
We have presented a new formulation for risk categories quantiﬁcation on the example of histogram model selection
to quantify risk categories and shown that a PML-based method performs well. In our formulation, we limited the
model space to up to 211 histograms induced from the ﬁnest bins deﬁned by WHO and performed exhaustive model
search. We have demonstrated that the PML method for the traditional histogram estimation framework yields cut-oﬀ
points that are validatable by previous ﬁndings and is also applicable in our formulation.
It was not always appropriate to use traditional methods for estimating histograms with arbitrary cut-oﬀ points that
are generally not shared by diﬀerent histograms, a situation often occuring in worldwide comparisons used for policy
guidance.
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Fig. 3. PML-estimated histograms for UK Biobank datasets of diabetes patients having diﬀerent ethnicity.
The proposed framework is by no means limited to the analysis of BMI data, and is generally applicable to a
wider range of experimental data. Among them, an interesting target is the blood pressure, because it is a common
measurement in primary care, and the criterion for hypertension has been revised several times for a better clinical
management.17
Our automatic categorization technique can be used as a building block, supporting decisions triggering the plan-
ning and delivery of healthcare services. The examination of the binwidths of automatically generated histograms can
be helpful to estimate if the available amount of data is suﬃcient to make sound decisions.
To yield the maximum utility of the proposed type of analysis, we should consider the speciﬁc aspects of aimed
applications. The sampling bias problem especially can lead to incorrect results, and can be addressed by employing
statistical estimation under missing value techniques.18
The proposed histogram estimation technique assumes the availability of pre-deﬁned classiﬁcation at its ﬁnest
scale, as in Table 1. For the BMI, the classiﬁcation was deﬁned by high authorities; however, this is not always
true for other health indices. Therefore, to overcome this restricting assumption, we need an additional method to
determine the candidates of the ﬁnest categories from given data. To this end, a possible future work would be to
employ the sparse estimation mechanism.19–22
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