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ABSTRACT
The analytical formalism to obtain the probability distribution functions (PDFs) of
spherically-averaged cosmic densities and velocity divergences in the mildly non-linear
regime is presented. A large-deviation principle is applied to those cosmic fields assuming
their most likely dynamics in spheres is set by the spherical collapse model. We validate our
analytical results using state-of-the-art dark matter simulations with a phase-space resolved
velocity field finding a 2% percent level agreement for a wide range of velocity divergences
and densities in the mildly nonlinear regime (∼ 10Mpc/h at redshift zero), usually inaccessi-
ble to perturbation theory. From the joint PDF of densities and velocity divergences measured
in two concentric spheres, we extract with the same accuracy velocity profiles and conditional
velocity PDF subject to a given over/under-density which are of interest to understand the
non-linear evolution of velocity flows. Both PDFs are used to build a simple but accurate
maximum likelihood estimators for the redshift evolution of the variance of both the density
and velocity divergence fields, which have smaller relative errors than their sample variances
when non-linearities appear. Given the dependence of the velocity divergence on the growth
rate, there is a significant gain in using the full knowledge of both PDFs to derive constraints
on the equation of state of dark energy. Thanks to the insensitivity of the velocity divergence
to bias, its PDF can be used to obtain unbiased constraints on the growth of structures (σ8, f)
or it can be combined with the galaxy density PDF to extract bias parameters.
Key words: cosmology: theory — large-scale structure of Universe — methods: numerical
— methods: analytical
1 INTRODUCTION
The kinematics of the large-scale structure of the Universe should
allow astronomers to put very tight constraints on cosmological
models. Deep and wide spectroscopic surveys, like the recently pro-
posed MSE1 (McConnachie et al. 2016), will soon allow us to study
fundamental physics from the distribution of galaxies, in particular
the origin of cosmic acceleration. However to reach percent preci-
sion on the equation of state of dark energy, astronomers are fac-
ing various challenges. In particular, luminous matter is not a fair
tracer of the total amount of matter in the Universe (Kaiser 1984)
and is subject to systematic effects like redshift space distortions.
Unlike the density field, peculiar velocities are much less affected
by galaxy biasing (Elia et al. 2011; Nusser et al. 2012; Baldauf et al.
1 http://mse.cfht.hawaii.edu/project
2015) and therefore represent a more direct probe of the dynamics.
Their power spectrum (Jennings 2012) and skewness (Bernardeau
et al. 1995) have therefore been proposed as unbiased cosmological
probes.
However, in order to extract as much non-linear information
as possible, it has become necessary to investigate alternative es-
timators to the standard hierarchy of N-point correlation functions
of both densities and velocities. In this context, Bernardeau et al.
(2014, 2015); Codis et al. (2016) have shown how the full statistics
of cosmic densities in concentric spheres can leverage cosmic pa-
rameters competitively, as the corresponding spherical symmetry
allows for analytical predictions in the mildly non-linear regime,
beyond what is commonly achievable via standards statistics. In-
deed, the zero variance limit of the cumulant generating functions
yields estimates of the joint probability distribution function (PDF
hereafter) which seems to match simulations in the regime of vari-
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ances of order unity (Balian & Schaeffer 1989; Bernardeau 1992;
Juszkiewicz et al. 1993; Valageas 2002; Bernardeau et al. 2014,
2015). Following this work, Uhlemann et al. (2016) recently pre-
sented fully analytic expressions for the PDF of the density field
in spheres using a saddle-point approximation applied to the loga-
rithm of the density.
This formalism can be extended to also include the velocity
divergence and obtain the joint statistics of the density and velocity
field while relying on large deviation statistics and spherical col-
lapse. This is of interest since velocities probe more directly the
total gravitational field and are more sensitive to the growth rate,
unlike e.g. galaxy count-in-cells which are biased with respect to
the underlying dark matter density field. The purpose of this paper
is therefore to generalize the above-cited works to the joint statis-
tics of the density field ρ and the velocity divergence θ in multiple
concentric spheres. Conditional statistics of velocities in over- and
underdense environments can be deduced and are of particular in-
terest in the context of void dynamics. We will also use these statis-
tics to build a maximum likelihood toy model for the estimation of
cosmic parameters.
The PDFs of the density and peculiar velocity divergence in
a sphere have been obtained and compared to simulations first
in Bernardeau & van de Weygaert (1996) and Juszkiewicz et al.
(1995) using perturbation theory together with an Edgeworth ex-
pansion. Scoccimarro & Frieman (1996) investigated when loop
corrections for unsmoothed fields start to dominate over tree-level
contributions (hence signaling a breakdown of perturbation theory),
finding that, while this happens for a variance σ ' 0.5 for the
density, it does not occur until σ ' 1 for the velocity divergence.
The velocity divergence field and its cumulants have been stud-
ied for different local collapse models in Scoccimarro & Frieman
(1996); Fosalba & Gaztanaga (1998); Ohta et al. (2003) where the
tidal contributions to the reduced cumulants have been calculated
and observed to cancel out for smoothed fields, thus rendering the
spherical collapse model successful.
Here, we refine the theoretical formalism for obtaining the
PDF of the velocity divergence field and use state-of-the-art nu-
merical simulations that are able to accurately extract the velocity
field. Indeed, while peculiar velocities are notoriously difficult to
measure in real data, recent progress in estimating the divergence
of the velocity (Abel et al. 2012; Shandarin et al. 2012; Hahn et al.
2015) in simulations now allow us to accurately determine these
joint PDF and compare them to analytical predictions. Further-
more, we extend earlier theoretical works by Bernardeau (1994) to
not only one but multiple concentric spheres and we revisit the non-
linearity and stochasticity in the relation of the density and velocity
divergence that has been investigated in Bernardeau et al. (1999).
The outline of the paper is the following. Section 2 shortly re-
views the general formalism to obtain the probability distribution
functions (Section 3) for the density and the velocity divergence
in concentric spheres based on spherical collapse dynamics and
large deviation statistics. Section 4 compares the predictions from
the fully analytical saddle point approximation to state-of-the art
numerical simulations with a phase-space resolved velocity field.
Section 5 presents possible applications of this framework for con-
straining dark energy and structure formation parameters. It also
shortly discusses the potential to infer halo bias from joint density
and velocity measurements and the connection to measurements of
peculiar velocities which pose the main observational challenge to
applying our formalism. Finally, Section 6 wraps up and gives an
outlook. Appendix A presents the code we publicly release with
this paper while Appendix B provides a deeper theoretical back-
ground to our formalism. Appendix C discusses the scatter of the
density-velocity relation while the multi-scale cumulants of the
density and velocity divergence are derived in Appendix D.
2 DENSITY AND VELOCITY IN SPHERES
This paper aims to predict the one-point statistics of the velocity
divergence from first principles using the spherical collapse dy-
namics in the large-deviation regime following the seminal work
of Bernardeau (1992). In this section, we will first introduce the
spherical collapse model which is at the heart of the construction
and allows us to connect both the spherically-averaged density and
the velocity divergence to the initial density field. Then, we will
shortly explain the algorithm of the simulation which we use to as-
sess the relationship between density and velocity divergence nu-
merically. To assess the validity of the relation between density and
velocity divergence in a sphere, we will determine their joint PDF
from the simulation and discuss their mean relation and dispersion
in the context of the spherical collapse model and perturbation the-
ory.
2.1 Spherical collapse dynamics
The spherical collapse dynamics relates the final density ρ (nor-
malised to unit mean, hence ρ = 1 + δ) and velocity divergence
θ = ∇ · u/H0, with H0 the present-day Hubble constant, in a
sphere of size R to the initial density contrast τ in a sphere of size
r = Rρ1/3 (mass conservation). This mapping in general cannot
be written analytically. Parametric solutions can be found in some
regimes but here for simplicity, we rely on a very accurate approx-
imate expression given by
ρSC(τ) =
(
1− τ
ν
)−ν
, (1a)
θSC(τ) = −f(Ω)d log ρ(τ)d log τ = −f(Ω)τ(1− τ/ν)
−1 , (1b)
with the growth rate f(Ω) = d logD/d log a ≈ Ω0.6 given in
terms of the growth factor D that is related to the matter density
parameter Ω.
From equation (1b) it is clear that the velocity divergence
θSC(τ) changes more gently with the initial density τ than the den-
sity ρSC(τ), which makes it an interesting target for further investi-
gation. In the linear regime, the velocity divergence is proportional
to the density contrast, θ = −f(Ω)δ, which is why we will use the
rescaled velocity divergence θ˜ = −θ/f(Ω) as a variable instead of
θ in the following.
The joint spherical collapse mapping from equation (1) can
be employed to obtain a relation between the nonlinearly evolved
velocity divergence and the density in a sphere giving the relation
(see, e.g. Bernardeau & van de Weygaert 1996; Bernardeau et al.
1999; Nadkarni-Ghosh 2013)
θ˜SC(ρ) = ν
(
ρ1/ν − 1
)
, (2)
that has been first given in Bernardeau (1992) for ν = 3/2. Note
that since the density is manifestly positive ρ > 0 we have θ˜ >
θ˜min = −ν ' −1.5. In what follows, we will use ν = 21/13
instead of 3/2 because it gives both a better match to the tree-order
skewness of the density field and the relation between the density
and velocity divergence, see also Uhlemann et al. (2016).
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2.2 Specifications and algorithm of the simulation
The simulation used in this work was presented in Hahn et al.
(2015): it has a box size 1 Gpc/h, while the number of parti-
cles is 10243 particles. The gravitational evolution between redshift
z = 100 and z = 0 has been performed using the tree-PM code
L-Gadget 3 from Angulo et al. (2012) using a 20483 mesh for the
PM force and a force softening of 35 kpc/h.
When estimating densities, we apply a simple cloud-in-cell
(CIC) deposit of all particles to a grid of 10243 cells, followed by
a convolution with a spherical top-hat kernel (cf. eq 17). We do
not deconvolve with the CIC kernel since for our measurements the
top-hat is always well resolved at this resolution.
Following Hahn et al. (2015), we measure the velocity field
properties in this N -body simulation based on a tessellation of the
dark matter sheet (Abel et al. 2012; Shandarin et al. 2012). In this
approach, since dark matter can be assumed to be perfectly cold,
the unperturbed particle lattice in Lagrangian space can be decom-
posed into a tetrahedral covering. The evolution of the tetrahedra
as dictated by the motion of their vertex particles then gives infor-
mation about the dark matter flow everywhere in space. The single
stream density ρs, e.g., is just the inverse of the volume of each
tetrahedron. In multi-stream regions, after collapse, several tetra-
hedra will overlap a given point in Eulerian space so that the total
density is given by the sum over all streams overlapping that point.
The mean velocity field, in which we are interested in this paper, is
then given by
〈v〉 (x) =
∑
s∈S(x) vs(x) ρs(x)∑
s∈S(x) ρs(x)
, (3)
where S(x) is the set of all streams s (i.e. tetrahedra) that contain
point x and a subscript s indicates the value of a field at x on a
given sheet. The field 〈v〉 can be sampled on a regular mesh, of
resolution 10243 in our case, for further analysis by calculating
all intersections. The new method for resolving velocity fields has
been shown to remove the shot noise that was present in previous
approaches, e.g. when comparing with Fig. 13 in Hahn et al. (2015).
In Fig. 1, we show a slice through the simulation for the den-
sity field and the velocity divergence. The colour map of the ve-
locity divergence has been inverted with respect to that of the den-
sity field to allow for a more easy comparison in terms of the anti-
correlation between the two fields in linear theory. For a more de-
tailed description of this approach, we kindly refer to Hahn et al.
(2015). Since we are interested in the velocity divergence smoothed
on some scale, we next turn to Fourier transforms to calculate
θ˜ = ik · 〈˜v〉 W˜R, (4)
where a tilde here indicates a Fourier transformed field, andWR is a
spherical top-hat in coordinate space of widthR, see equation (17).
2.3 The mean velocity divergence and density relations
This paper relies on the fact that the velocity divergence on the one
hand and the density (both filtered with a spherical top-hat filter)
on the other hand are closely related to each other, so that the mean
trend of their relationship can be captured by constrained averages,
that encode the mean velocity divergence given a certain density
and vice versa. Let us review possible ways to obtain these mean
relationships and assess the amplitude of the scatter around this
mean, using a state-of-the-art simulation that resolves the velocity
field well.
Figure 1. Slice of dimension 250×500 (Mpc/h)2 with a projection depth
of 15.6 Mpc/h through the fields of the log-density (upper panel) and the
velocity divergence (lower panel) and the smoothed versions that are under
investigation here (insets) of the simulation from (Hahn et al. 2015).
SC ν=21/13
SC ν=3/2
BC08
measured 2σ
measured 1σ
measured most likely
1 2 3 4
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5
1+δ
θ˜
Figure 2. One-sigma (dark blue) and two-sigma (light blue) contours of the
conditional PDF of the velocity divergence θ˜ given the density ρ in a sphere
of identical radiusR = 15 Mpc/h as measured in the simulation. The most
likely value of θ˜ given ρ is shown with the solid black line. Those measure-
ments are compared to the one-to-one mapping of the spherical collapse
dynamics defined in (2) for different values for the parameter ν = 3/2
(dashed red) and 21/13 (solid red) and to the fit from equation (6) (dotted
red). Note that for any fitting functions displayed on this figure, we subtract
the mean so that 〈θ˜〉 is always zero by construction. Note also that instead
of plotting the most likely value of θ˜ given ρ, we could have displayed the
mean value of θ˜ given ρ but the difference is negligible.
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In the linear regime the (scaled) velocity divergence is pro-
portional to the density contrast: θ˜ = δ. In the nonlinear regime,
this linear relationship is modified through the coupling of den-
sity and velocity which also induces a scatter in the linear one-
to-one relation. As long as the departure from the linear regime
is small, generic features can be inferred from perturbation theory
(Bernardeau 1992), which yields an expansion of the mean density
given the velocity divergence (and vice versa) in terms of the fields
themselves
〈δ〉θ˜ = a1(σ2θ˜)θ˜ + a2(θ˜2 − σ2θ˜) + a3θ˜3 . (5)
To have a consistent expansion up to third order, a1 = 1 +O(σ2)
has to be calculated at next-to-leading order, whereas the other co-
efficients can be computed at their leading order in perturbation
theory. The explicit expressions for the coefficients a1,2,3 in terms
of higher order cumulants of the density and velocity field as com-
puted in Bernardeau (1994) are given in Bernardeau (1992) and
Bernardeau et al. (1999). More generally, the coefficients an were
also derived by Chodorowski & Lokas (1997) and Chodorowski
et al. (1998) respectively, and their values were explicitly calculated
for a Gaussian window function. For a top-hat filter, the values of
the higher coefficients an>2 turn out to be independent of the spec-
tral index of the initial power spectrum and to be very close to those
obtained from Taylor-expanding equation (2).
Bilicki & Chodorowski (2008) pointed out that deviations
from the mean law found from spherical collapse are expected for
larger density contrasts and provided the following fitting formula
θ˜SC(ρ)
ρ>1
= 3
[
ρ1/2 − ρ1/6
]
, (6a)
θ˜SC(ρ)
ρ<1
= (ρ− 1) + (1 + θ˜min) [ρ ln ρ− (ρ− 1)] , (6b)
where the minimum value was parametrised in terms of Ωm as
θ˜min = −1 − 0.5Ω0.12−0.06Ωmm . This formula agrees at the per-
cent level with the spherical collapse prediction on equation (2) for
moderate density contrast ρ ∈ [0.1, 10] which are of interest here,
but shows about 10% deviations for strongly under- or over regions
ρ ∈ [0.01, 0.1] or ρ ∈ [10, 100]. The validity of the spherical col-
lapse mapping to connect the velocity divergence and the density
is demonstrated in Fig. 2. This figure shows that the approximate
expression of the spherical collapse given by equation (2) provides
a very good fit to the mean relation between density and velocity
divergence for moderate density contrasts and velocity divergences
which is the main focus of this paper. For a description of the (very
slight) dark energy dependence of the density-velocity relation see
Nadkarni-Ghosh (2013) where it has also been shown to stay weak
even in the non-linear regime.
Using this mapping, the PDF of the velocity divergence can
be used to reconstruct the PDF of the density (and vice versa) as
illustrated in Fig. 3. Here, we simply map the measured PDF of θ˜ to
the PDF of the density field using equation (2) and subtracting the
mean. In practice, it means that we consider the following change
of variable
θ˜ → ρSC(θ˜) = 1 +
(
1 +
θ˜
ν
)ν
−
〈(
1 +
θ˜
ν
)ν〉
, (7)
Pθ˜(θ˜) → Pρ(ρ) = (ρ−1SC)′(ρ)Pθ˜(ρ−1SC(ρ)), (8)
where the mean 〈(1 + θ˜/ν)ν〉 is estimated from the measured PDF
of the velocity divergence. This estimate of the density PDF is suc-
cessfully compared to the measured PDF of the density field in
Fig. 3, which shows that the spherical collapse dynamics can be
used to relate the PDF of the density and velocity divergence field
for a broad range of field values and level of non-linearities. The
R=10Mpc/h
R=15Mpc/h
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.001
0.010
0.100
1
ρ
P
(ρ)
Figure 3. Comparison of the density PDF from a direct measurement of the
density (dots) and the reconstruction from the normalised velocity diver-
gence θ˜ using the spherical collapse mapping equation (2) with ν = 21/13
(solid line) for spheres with radii R = 10 Mpc/h (blue) and 15 Mpc/h
(yellow). Note that we also subtract the mean in equation (2). The accuracy
of the construction in the range of densities from 0.5 to 3 is around 7%.
rest of the paper is devoted to derive properly the velocity PDF
from first principles using the dynamics of the spherical collapse in
the large deviation regime, not only for one but also for two con-
centric spheres.
For a discussion of the dispersion around the mean relation
between velocity divergence and density, we refer the reader to Ap-
pendix C.
3 CONSTRUCTION OF THE PDFS
Extending upon Bernardeau (1994) and Uhlemann et al. (2016),
let us now present the general formalism of how the joint PDF
of densities and velocity divergences in concentric spheres can be
obtained using large deviation statistics and spherical collapse dy-
namics, relying on a logarithmic remapping together with a saddle
approximation. As described in Section 2, the spherical collapse
model provides us with a direct mapping between densities and ve-
locity divergences that will be used to determine the PDF of the
velocity divergence using the predictions for the density PDF.
3.1 Large deviation statistics
We are interested in the joint statistics of the density ρ and the ve-
locity divergence θ in N concentric spherical cells of radii {Rk},
indexed by 1 6 k 6 N in which the mean density and velocity
divergence are denoted by Φ = {Φk}16k6N = {(ρk, θ˜k)}16k6N .
In the following we introduce the essential ingredients that are
needed to construct the PDFs of densities and velocities in spheres
from initially Gaussian statistics. In the main text we limit our-
selves to present the result obtained for the density field (Uhlemann
et al. 2016) and use it to obtain a formula for the velocity divergence
using the mean relation discussed in Section 2.3. See Appendix B
for a more general and comprehensive description of the three basic
steps for large deviation statistics that allow us to map the initially
Gaussian statistics to the final ones. For more details or mathemat-
ical rigour we refer to Bernardeau et al. (2014, 2015); Bernardeau
& Reimberg (2016); Uhlemann et al. (2016).
MNRAS 000, 000–000 (0000)
Quasi-linear density and velocity statistics 5
Initial conditions The initial decay-rate function Ψ({τk}) de-
scribes the exponential decay of the PDF of the initial density con-
trasts {τk}. We assume Gaussian initial conditions which makes
the decay-rate function a quadratic form
Ψi({τk}) = 1
2
∑
i,j
Ξij({rk})τiτj , (9)
where the precision matrix, Ξij , is the inverse of the cross-
correlation (or covariance) matrix Σij = 〈τiτj〉.
Spherical collapse map from initial to final densities To predict
the statistics of spherically-averaged quantities one can take advan-
tage of spherical collapse dynamics. This idea is rooted in the so-
called contraction principle from large deviation statistics saying
that any large deviation follows the least unlikely of all unlikely
transformations between the initial and final state because the PDF
is exponentially suppressed when departing from the most likely
way. Hence, one can use the one-to-one mapping between the ini-
tial density contrast τk in a sphere of radius rk and the final density
ρk = ρSC(τk) within radius Rk (with rk = ρ
1/3
k Rk due to mass
conservation) to determine the final decay-rate function as
Ψf ({ρk}) = Ψi ({τk :ρk = ρSC(τk)}) . (10)
Note that, while mapping the decay-rate functions with spherical
collapse is allowed, one cannot simply in practice map the PDFs
with spherical collapse because the relation between initial and fi-
nal radii arising from mass conservation mixes scales such that fix-
ing a final radius is not identical to fixing the initial radius. To avoid
the problem of directly mapping PDFs, this decay-rate function can
be used to derive the cumulant generating function and from there
reconstruct the PDF. One can find a saddle point approximation,
applied to a suitably mapped set of density variables µj({ρk}) to
implement this procedure efficiently
P({ρk}) =
∣∣∣∣det [∂µi∂ρj
]∣∣∣∣
√
det
[
∂2Ψf
∂µi∂µj
]
exp [−Ψf ]
(2pi)N/2
, (11)
Spherical collapse map from densities to velocity divergences
Thanks to the one to one mapping between final density and ve-
locity divergence, as shown in more detail in Appendix B, one can
simply rely on the results obtained for the density PDFs in Uhle-
mann et al. (2016) to obtain the PDFs of the velocity divergence
and joint PDFs by a simple remapping
P({ρk}, {θ˜k˜}) = P
(
{ρk}, {ρk˜ = ρSC(θ˜k˜)}
)∏
k˜
ρ′(θ˜k˜) , (12)
In the main text, we only discuss the validity of the prediction for
the PDF. For a discussion of the accuracy of the tree-order pertur-
bation theory prediction for cumulants of the velocity divergence
and density field, we refer the reader to Appendix D. Note that the
assumption that the mapping between the density and velocity di-
vergence is one-to-one restricts the application of these formulas
to cases where the radii Rk and Rk˜ are sufficiently different from
each other, since in the limit Rk˜ → Rk one would obtain a delta
function centred around the spherical collapse relation which is not
realistic as shown in Fig. C1. In practice, our predictions work rea-
sonably well for radii of R1 = 10 and R2 = 15 Mpc/h while
the resolution of the simulation does not allow to make a definite
statement for the joint PDF with R1 = 10 and R2 = 11 Mpc/h.
Ensuring the correct normalization and mean Due to the
remappings, the saddle point PDFs have to be modified to ensure
normalization and the correct mean and variance for both the den-
sity and the velocity divergence. Let us illustrate this procedure
based on the one cell case where it can be easily implemented using
equation (15).
Since the saddle-point method yields only an approximation
to the exact PDF, the PDF obtained from equation (11) has to be
normalised PˆR(ρ) = PR(ρ)/
∫
dρPR(ρ). Then, since we apply
the saddle point approximation to a transformed variable we have
to impose the correct mean of this variable in order to ensure the
correct mean of the density 〈ρ〉 = 1 and velocity divergence 〈θ〉 =
0. The formulas presented for the PDF so far assumed zero mean of
the transformed variable and hence for the log-mapping ρ˜ = expµ.
If we let the mean µ¯ unconstrained, we get instead ρ = exp(µ−µ¯).
From this equation, one can derive the PDF of the physical density
ρ = ρ˜/ exp µ¯
Pρ(ρ) = exp µ¯
ρ
Pµ (µ = log ρ˜ = log(ρ · exp µ¯)) . (13)
In this equation, one can either predict µ¯ using perturbation theory,
measure it from – or fit it to – data, or impose the mean density.
For the density, the mean density should be set to one which
requires to determine
exp µ¯ = 〈ρ˜〉 =
∫
ρ˜ Pµ(µ = log ρ˜) dρ˜ . (14)
and use this as normalization for the mean in the PDF
PˆR(ρ) = PR (ρ · 〈ρ˜〉) · 〈ρ˜〉 . (15)
In addition, for the velocity divergence we have to enforce zero
mean, 〈θ˜〉 = 0, according to equation (7). Similarly, one can deter-
mine the correct normalisation of the mean for the two-cell PDFs
of the density or velocity divergence by imposing the means.
3.2 Parametrizing the covariance
In practice, in order to determine the decay-rate function and there-
fore the PDFs, one needs to compute the covariance matrix between
initial densities in spheres of radii ri and rj
σ2(ri, rj) =
∫
d3k
(2pi)3
P lin(k)W3D(kri)W3D(krj) , (16)
where W3D(k) is the shape of the top-hat window function in
Fourier space,
W3D(k) = 3
√
pi
2
J3/2(k)
k3/2
, (17)
and J3/2(k) the Bessel function of the first kind of order 3/2.
Given an initial power spectrum, we can tabulate the full expres-
sion for the variance σ2(R) and the covariance for two distinct
radii σ2(Ri, Rj) from the initial power spectrum by relying on
LSSFast (Codis et al. 2016). The range of initial radii r that needs
to be considered in the tabulation depends on the final radius and
densities in the corresponding sphere according to mass conserva-
tion r = ρ1/3R. For radii of R ' 10 − 15 Mpc/h and densities
in the range ρ ∈ [0.1, 5], we typically need to cover r ∈ [5, 25]
Mpc/h. Alternatively, to obtain straightforward analytical expres-
sions, it can be useful to parametrise the covariance matrix for a
power-law linear power spectrum with spectral index n by
σ2(ri, ri) = σ
2(Rp)
(
ri
Rp
)−n(Rp)−3
, (18a)
σ2(ri, rj>i) = σ
2(Rp)G
(
ri
Rp
,
rj
Rp
, n(Rp)
)
, (18b)
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Figure 4. Comparison of the PDF of the density ρ (left panel) and reduced velocity divergence θ˜ (right panel) for radii R = 10, 11, 15 Mpc/h (upper
panel) measured in the N -body simulation (points) with the saddle point approximations for the log-density and the corresponding residuals for the measured
variance (lower panel). Note that, as expected, the θ PDF is well matched over a wider range of equivalent ρ.
where
G(x, y, n) =
∫
d3k knW3D(kx)W3D(ky)∫
d3k knW3D(kRp)W3D(kRp)
=
(x+y)α
(
x2+y2−αxy)−(y−x)α(x2+y2+αxy)
2α(n+ 1)x3y3
,
with α = 1−n. In what follows, we will use the exact linear power
spectrum of the simulation to predict one-cell PDFs but the para-
metric expressions for the two-cell case, while we have checked
that the running of the power spectrum has no significant impact
on the two-cell results.
The key parameter in the prediction of the PDF is the value of
the variance at the pivot scale. In practice, we will treat the vari-
ance of the log density at the pivot scale, σ2(Rp), as measured
from or adjusted to the simulations as its linear prediction is not
sufficient to get accurate predictions. Alternatively, the non-linear
value of this parameter could be modeled e.g. following Repp &
Szapudi (2017)2. We report the results for the measured variance
2 We find that, while the prediction from linear theory systemati-
cally overestimates the nonlinear variance, the lognormal model σ2µ =
log
(
1 + σ2lin
)
is much closer to the measured variances probed here.
R [Mpc/h] 5 7 10 11 15
σlin 1.060 0.865 0.683 0.638 0.506
σµ,lognorm 0.868 0.747 0.618 0.584 0.477
σˆρ 1.339 1.012 0.751 0.689 0.529
σˆµ 0.835 0.735 0.619 0.585 0.481
σˆθ˜ 0.947 0.786 0.631 0.592 0.475
σˆµ
θ˜
0.810 0.704 0.585 0.556 0.459
Table 1. Variances of the density ρ, normalized velocity divergence θ˜, the
log-density µ = log ρ and the equivalent µθ˜ = ν log(1+θ/ν) for different
radii R at redshift z = 0 as predicted from linear theory, the lognormal
model and measured from the simulation.
of the density ρ, velocity divergence θ, the log-density µ = log ρ
and the equivalent logarithm of the density-analogue for the veloc-
ity divergence µθ = ν log(1 + θ/ν) in Table 1.
4 VALIDATION OF THE PDFS AGAINST SIMULATIONS
We will now validate our predictions for the one-cell PDF of the
density and velocity divergence and the joint PDF of density and
velocity divergence at two different scales using the simulation
which relies on phase-space resolved velocity field. Thanks to im-
provements in both the theoretical formalism and the numerical
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simulation, we will present a precise comparison of residuals for
the one-cell PDF of the velocity divergence together with first re-
sults on the joint PDF of densities and velocity divergences mea-
sured at two different scales.
4.1 One cell PDF comparison
Fig. 4 shows a comparison of the measurements in theN -body sim-
ulation described in 2.2 at redshift z = 0 for radii R = 10, 11, 15
Mpc/h and the analytical saddle point approximation for the PDF
of the density and velocity divergence, respectively. The measured
variances are given in Table 1.
For the density PDF, as already found in Uhlemann et al.
(2016) and Uhlemann et al. (2017), the agreement is very good,
below the 2% level for all densities from 0.5 to 2.5 for all radii con-
sidered here. This result is impressing given that it is obtained at
lower redshift and expected to improve significantly for higher red-
shifts where the variances (which are about 0.5 here) are reduced.
We can also see that the predicted rare event tails agree qualitatively
very well with the simulation results both at the large density and
low-density ends.
For the PDF of the velocity divergence, first note the signifi-
cant improvement on the error bars of the simulation under consid-
eration here compared to the results obtained in Bernardeau & van
de Weygaert (1996) from a Voronoi and a Delaunay tesselations.
This improvement in the accuracy of the velocity measurements al-
lows us to much better test the theoretical predictions from large
deviation statistics. Similar to the density field, we find very good
agreement between the analytical prediction and the simulation, at
the 2% level for reduced velocity divergences from −0.8 to 2 that
correspond to densities between 0.5 and 3.5. Also the rare event
tails of the distribution are well-described by the analytical formula
with a good match for both large positive velocity divergences and
strongly negative velocity divergences. Because of the very good
agreement between the prediction and the measurements, we show
the same result in Fig. 5 but extended to smaller radii R = 5 and
7 Mpc/h finding agreement at the 5% level even for those signifi-
cantly smaller and hence more nonlinear scales where the variances
become of order 1. This shows that the PDF of the velocity diver-
gence is even more robust against changes in the variance than the
density, which allows to probe smaller scales. Appendix D and es-
pecially Figs. D1 and D2 show how this property also manifests on
the reduced cumulants which remain close to the tree-order predic-
tions obtained from perturbation theory at small radii where pre-
dictions for the density field deviate. This property of the velocity
field was already pointed out in the early works of (Kofman et al.
1994; Scoccimarro & Frieman 1996; Fosalba & Gaztanaga 1998),
in particular in Scoccimarro & Frieman (1996) where it was explic-
itly stated that for the velocity divergence higher order corrections
only start dominating over the tree-order result when the variance
approaches unity.
4.2 Two cell and conditional PDF comparison
Let us now present the first results for the joint PDFs of velocity
divergences measured at different smoothing scales, the joint PDFs
of the velocity divergence and the density measured at different
smoothing scales and demonstrate how the joint PDF can be used
to obtain predictions for the constrained PDF of the velocity diver-
gence given an over- or under-dense environment.
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Figure 5. Comparison of the velocity divergence PDF as shown in the right
panel of Fig. 4 but down to smaller radii R = 5, 7, 10, 15 Mpc/h (upper
panel) as measured in theN -body simulation (points) with the saddle point
approximations for the log-density and the corresponding residuals for the
measured variance (lower panel).
4.2.1 The joint PDFs of velocity divergence and density
The joint PDFs of density and velocity divergence at two different
scales obtained after the normalization described in Section 3.1 are
shown in Fig. 6 for the case of mixed joint PDFs of density and ve-
locity divergence and the pure joint PDF of the velocity divergence.
For the mixed cases we find a very good agreement in the central re-
gions of the PDF that degrades towards the tails of the distribution.
The accuracy of the result is however rather good and similar to
the accuracy found for the joint statistics of the two-scale density
field in previous works (Bernardeau et al. 2015; Uhlemann et al.
2016). The residuals found, especially in the tails and for the pure
joint PDF, most likely have physical origins such as correlations
between scales beyond the spherical collapse model that require to
incorporate tidal corrections. Note that, in order to rule out poten-
tial errors that stem from our assumptions (saddle-point approxi-
mation for the PDF and parametric expression for the variance),
we performed two tests: i) tabulating numerically the variance of
the true linear power spectrum and ii) computing numerically the
inverse Laplace transform to get the PDF. In both cases, we did not
find any evidence for a significant impact of resp. the running of the
spectral index or the saddle-point approximation, at least within the
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error bars associated with those noisy methods. This suggests that,
while the PDF of the velocity divergence was more robust against
changes in the variance than the density, especially the joint PDF of
two velocity divergences is indeed more sensitive to changes in the
variance than the joint PDF of two densities that has been compared
to simulations in Uhlemann et al. (2017). Again, we demonstrate
this property in Appendix D based on joint cumulants obtained
from perturbation theory that are shown in Figs. D3 and D4. Given
the importance of tidal corrections that has been demonstrated in
Scoccimarro & Frieman (1996); Fosalba & Gaztanaga (1998); Ohta
et al. (2003) for the unsmoothed velocity divergence, it would be
not surprising that those tidal effects can alter the joint cumulants,
even if they tend to cancel for simple cumulants of density and ve-
locity fields smoothed at one scale. For future work, it would be
interesting to study the impact of tidal corrections on those joint
cumulants for unsmoothed fields and investigate the potential sub-
sequent erasure of those when smoothed fields are considered.
4.2.2 The constrained PDF for velocity divergence given density
The constrained PDF of the velocity divergence given an over- or
underdense environment (or equivalently positive or negative ve-
locity divergence) is obtained from the two-cell PDF by the follow-
ing marginalization
P(θ˜1|θ˜2 ≷ 0) =
∫ ∞
−ν
dθ˜2 Θ
(
±θ˜2
)
P(θ˜1, θ˜2)∫ ∞
−ν
dθ˜1
∫ ∞
−ν
dθ˜2 Θ
(
±θ˜2
)
P(θ˜1, θ˜2)
, (19)
P(θ˜1|ρ2 ≷ 1) =
∫ ∞
0
dρ2 Θ (±(ρ2 − 1))P(θ˜1, ρ2)∫ ∞
−ν
dθ˜1
∫ ∞
0
dρ2 Θ (±(ρ2 − 1))P(θ˜1, ρ2)
,
where Θ is the Heavyside step function. The result that is obtained
from the joint saddle point PDF by performing the integration in
equation (19) numerically, is shown in Fig. 7. The one-cell marginal
P(θ1) shown here agrees well with the direct prediction for one-
cell which is shown in the upper right panel of Fig. 4.The agreement
between the prediction of the conditional PDFs (solid lines) and the
measurements in our simulation (dots) is very good in particular for
similar velocity divergences. We observe however some departures
for large slopes corresponding to large positive values of θ1 when
θ2 is negative and vice versa. This feature was not observed for
the density field and could come from the scatter of the velocity-
density relation which is not accounted for in the spherical collapse
model.
4.2.3 Conditional velocity profile given density
The saddle point approximation can be used to determine the condi-
tional velocity profile, completely analogous to the density profile
obtained in Bernardeau et al. (2014), by using the stationary condi-
tion for the decay-rate function
0 =
∂Ψ(θ1, θ2)
∂θ2
∣∣∣∣∣
θ2=θ¯2(θ1)
, (20)
where the constrained variance is given by
〈θ22〉θ1 − 〈θ2〉2θ1 =
[
∂2Ψ(θ1, θ2)
∂θ22
]−1 ∣∣∣∣∣
θ2=θ¯2(θ1)
. (21)
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Figure 6. Comparison of the joint PDF of the density ρ1 and velocity di-
vergence θ2 (upper panel), the velocity divergence θ1 and the density ρ2
(middle panel) as well as two velocity divergences θ1 and θ12 = θ1 − θ2
(bottom panel) , for two different radii R1 = 10 and R2 = 15Mpc/h
measured in the N -body simulation (thin lines) with the saddle point ap-
proximations for µρ = log ρ(θ) computed with a power-law initial power
spectrum with index n = −1.5 (thick dotted lines). Contour lines scan
decades of the probability distribution as labeled.
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Figure 7. Conditional PDF of the velocity divergence P(θ1|θ2 ≷ 0) in an
overdense (dark blue line) or underdense (light blue line) environment com-
pared to the unconstrained case (blue line) derived from the two-cell saddle-
point approximation in comparison to the measurements (data points).
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Figure 8. Mean conditional profile 〈θ˜2〉θ˜1 ' 〈θ˜2〉ρ1 including the variance
computed from the saddle-point approximation equation (20) as a function
of the ratio of radii R2/R1 where R1 = 10 Mpc/h for values of θ˜1 =
{−1.0,−0.4, 0.2} that corresponds to ρ1 ≈ {0.2, 0.6, 1.2} in comparison
to the measured values for R2 = {7, 15, 20, 25}Mpc/h (crosses).
The result of this prediction is shown in Fig. 8 in comparison to the
measurements from the simulation which are in very good agree-
ment with the theory. Note that, the conditional profile 〈θ2〉θ1 cor-
responds to 〈θ2〉ρ1 if ρ1 = ρSC(θ1). However, the variance ob-
tained from (21) for the mixed case Ψ(ρ1, θ2) becomes problematic
because contributions beyond tree level are important when simi-
lar radii are considered due to the scatter around the mean relation
between the density and velocity divergence.
5 APPLICATION: COSMIC PARAMETER ESTIMATION
The fully analytical probability density function for the mildly non-
linear cosmic velocity field within spherical cells described in Sec-
tion 3 can be used jointly with the corresponding density predic-
tion to build a simple but accurate maximum likelihood estimate
for the redshift evolution of the variance of both density (as first in-
vestigated by Codis et al. (2016)) and velocity divergence, which,
can also be shown to have smaller relative errors than their sample
variances. Note that our formalism in principle allows us to get a
maximum likelihood estimate of all higher-order cumulants of the
density and velocity divergence fields which would have again a
smaller sample variance (see e.g Seto & Yokoyama 2000, for an
estimate of the sample variance of the velocity kurtosis).
Indeed, a dark energy probe may directly attempt to estimate
the so-called equation of state parameters (wa, wp) from the two
PDF while relying on the cosmic model for the growth rate and the
growth factor (Blake & Glazebrook 2003),
D(z|wp, wa) = 5ΩmH
2
0
2
H(a)
∫ a
0
da′
a′3H3(a′)
, (22)
f(z|wp, wa) = d logD
d log a
, (23)
H2(a) = H20
[
Ωm
a3
+ ΩΛ exp
(
3
∫ z
0
1 + w(z′)
1 + z′
dz′
)]
, (24)
with Ωm, ΩΛ and H0 resp. the dark matter and dark energy den-
sities and the Hubble constant at redshift z = 0, a ≡ 1/(1 + z)
the expansion factor, and with the equation of state w(z) = wp +
wa/(1 + z).
5.1 A joint fiducial dark energy experiment
Let us extend the fiducial experiment presented in Codis et al.
(2016) to account for the joint fit of both PDFs. Let us consider
a survey with redshifts between 0.1 and 1 binned so that the co-
moving distance of one bin is 40Mpc/h, and let’s draw regularly
spheres of radius R = 10Mpc/h separated by d = 40Mpc/h
(hence we ignore neighbouring spheres and assume that the spa-
tial correlations are negligible as shown by Codis et al. (2016)).
For a 15,000 square degree survey in a flat sky approximation 3,
it yields 50 bins of redshift (zi) with a number of spheres ranging
from aboutN1 = 800 (at z1 = 0.1) toN50 = 45, 000 (at z50 = 1)
for a total of almost 900,000 supposingly independent spheres. In
this experiment, we assume that the model for the density and di-
vergence PDFs are exact and that the variances (which are free pa-
rameters) are related to the growth rate and the growth factor by
linear theory. At each redshift, we can reconstruct the variance of
each PDF of x (either ρ or θ) by measuring the full PDF
σˆML(zj) = arg max
σ

Nj∏
i=1
P (xi,j |σ)
 . (25)
A typical precision on σ of a percent is found for each PDF. As
mentioned in Codis et al. (2016), the reconstruction is more accu-
rate at higher redshift where the accessible volume and therefore
the number of spheres is larger.
In order to get constraints on the equation of state of dark en-
ergy, we compute the log-likelihood of the ∼ 900, 000 measured
densities and velocities {ρi,j , θi,j}16i6Nj ,16j650 given models for
3 Here we use the flat sky approximation and we draw spheres regularly on
a grid for the sake of simplicity. To get more precise estimates, one could
account for the curvature and check which configuration of spheres max-
imizes their total number while preventing them from being closer than
40Mpc/h from their neighbours.
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Figure 9. Contraints on the equation of state of dark energy in a Euclid-like
survey containing about 900,000 spheres of comoving radius 10Mpc/h reg-
ularly drawn between redshift 0.1 and 1. Contours at one, two and three sig-
mas are displayed with shaded areas from dark to light red when measure-
ments of densities are done and dark to light blue for velocity divergence
measurements. The dark red and blue dots correspond to the recovered most
likely solution, the input being (wp, wa) = (−1, 0). The resulting preci-
sion on wp and 1 + wa is respectively at about the 6% and 10% level for
densities and 2% and 2% level for velocities.
which wp and wa vary
L({xi,j}|wp, wa) =
50∑
j=1
Nj∑
i=1
logPx(xi,j |zj , wp, wa) ,
where Pρ(ρ|z, wp, wa) and Pθ(θ|z, wp, wa) are resp. the theoret-
ical density PDF for the density ρ and the divergence θ at redshift
z for a cosmological model with dark energy e.o.s parametrised
by wp and wa. Optimizing the probability of observing densities
and divergences {ρi,j , θi,j}16i6Nj ,16j650 at redshifts {zj}16j650
with respect to (wp, wa), yields a maximum likelihood estimate for
the dark energy equation of state parameters
(wˆp, wˆa) = arg max
wp,wa
{L({xi,j}|wp, wa)} . (26)
The resulting α = 1, 2, 3 sigma contours are shown in Fig. 9
and correspond to the models for which L({xi,j}|wp, wa) =
maxwp,wa L({xi,j}|wp, wa)+ log(1−Erf(α/
√
2)). Modulo our
assumptions, this maximum likelihood method allows for con-
straints on wp at a few percent and 1 + wa at about a ten percent
level when the PDF of the density is used, making it a competitive
tool for the analysis of future Euclid-like surveys as already pointed
out by Codis et al. (2016). Fig. 9 compares results when only den-
sities are used (in red) to the sole use of velocity data (blue). As
expected, for a same survey volume, the velocity divergence PDF
allows for much tighter constraints on the equation of state of dark
energy than the density PDF alone (by a factor of more than 10!).
In practice, surveys mapping the peculiar velocity field have
a much smaller volume than those targeting the galaxy distribu-
tion but despite this drawback, they should still carry a competitive
cosmological information. It is expected that various uncertainties
will degrade the accuracy of the proposed method (uncertainties
on the model itself at low-redshift, galaxy biasing, redshift space
distortions, observational biases, etc). Accounting for these effects
requires further works, beyond the scope of this paper. Our main
conclusion should still hold once all those effects are accounted for,
namely that there is a significant gain in using the full knowledge
of both PDFs – therefore relying on a maximum likelihood analysis
– when contrasted to the direct measurements of cumulants (vari-
ance, skewness, etc). Large-deviation theory will therefore allow us
to get tighter cosmological constraints.
5.2 f(Ω) and σ8 from velocity PDF
Alternatively and to avoid uncertainties due to galaxy biasing, we
propose another experiment in which we use velocity data alone.
Our model for the PDF of the velocity divergence then depends on
the spherical collapse dynamics that is assumed to be fixed here,
f(Ω) – which is now allowed to vary – and the linear power spec-
trum whose amplitude will be denoted σ8 as usual and redshift evo-
lution is governed by dark energy following Equation (24). Measur-
ing the velocity divergence PDF in the local Universe then provides
low-redshift constraints on σ8 and f(Ω) directly (here we will as-
sume that dark energy is a cosmological constant). To illustrate this
point, we measure the mean velocity divergence in 10,000 spheres
of 20Mpc/h at z = 0. The corresponding constraints on σ8 and
f(Ω) are shown on the left-hand panel of Fig. 10 which demon-
strates that using the full statistics of the velocity divergence field
(beyond the sole skewness as proposed e.g by Bernardeau et al.
(1995)) can allow us to get interesting constraints. Adding a Planck
prior on Ω in addition allows us to get an estimate of γ and there-
fore could be used to constraint modified gravity models.
In this work, we have assumed Gaussian initial conditions but
it should be straightforward to include non-Gaussian initial condi-
tions. In this case, the velocity divergence PDF could allow us to
measure precisely the departure from Gaussian initial conditions,
improving upon previous studies which focused on a subset of cu-
mulants like the skewness (Protogeros & Scherrer 1997) by gather-
ing information from the full PDF (i.e all cumulants of the field).
5.3 Velocity divergence and the extraction of bias
If we assume that the count-in-cell statistics of both the density
and the velocity divergence are well-described by large deviation
statistics together with the spherical collapse mapping, we obtain
an effective mapping between the two PDFs Pθ˜m
SC←→ Pρm . In
Figs. 2 and 3 we already demonstrated that the density PDF can
be reconstructed from the PDF of the velocity divergence using the
spherical collapse mapping. For the simulation under considera-
tion, at redshift z = 0 and radius R = 10 Mpc/h, the accuracy of
this reconstruction is within 10% for densities between 0.3 and 3.
Having established this relation between the statistics of the den-
sity and velocity field for dark matter now gives us a handle on
comparing the statistics of the density of dark matter and halos.
By assuming that velocities between matter and halos are unbiased
Pθ˜h
θ˜h=θ˜m= Pθ˜m we can obtain an effective measurement of the
dark matter density PDF by measuring halo velocities. On the other
hand we can directly measure the halo density PDF which finally
allows us to determine the bias between matter and halos. The idea
can be summarised as follows
Pθ˜h
θ˜h=θ˜m= Pθ˜m
SC←→ Pρm
δh=
∑
i biδ
i
m←→ Pρh . (27)
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Figure 10. Left-hand panel: Constraints on σ8 and f(Ω) obtained from velocity measurements in 10,000 spheres of 20Mpc/h at z = 0. Right-hand panel:
same as left-hand panel when we add a prior from Planck on Ω to get constraints on γ. Input parameters are shown with the cyan dot while blue and purple
dots show the maximum likelihood estimates. The one and two sigma contours are shown with the dark and light shaded areas.
Since the reconstruction of the density from the velocity dispersion
is accurate around the peak of the distribution, which is signifi-
cantly transformed due to the effect of bias (Feix et al in prep.),
we expect that measuring the PDF of the velocity divergence along
with the PDF of the biased dark matter field will allow to extract
properties of bias.
5.4 Measurements of peculiar velocities from real surveys
In galaxy redshift surveys, the observables that are related to the ra-
dial peculiar velocity (along the line of sight) are the redshifts and
radial distances of galaxies cz = H0r− vr . While the redshift can
be obtained accurately from spectroscopy, extracting a peculiar ve-
locity field also requires using empirical distance indicators such as
the Tully-Fisher relation for spiral galaxies (Tully & Fisher 1977,
relating the luminosity to the angular velocity L ∝ v4), the Faber-
Jackson relation (Faber & Jackson 1976, relating the luminosity to
the central stellar velocity dispersion L ∝ σ4) for elliptical galax-
ies and extended versions thereof such as the Fundamental Plane
(Djorgovski & Davis 1987) or luminosity-distance relation for Type
Ia supernovae (Tonry et al. 2003). Note that those traditional ways
of estimating distances have a distant-dependent uncertainty and
it gets increasingly difficult to estimate velocities for deep sam-
ples and large volumes. One can avoid this problem by using the
CMB temperature distortion that is induced by the kinetic Sunyaev-
Zeldovich effect (the scattering of CMB photons by the ionized gas
in intervening structures which Doppler shifts wavelengths depend-
ing on the line-of-sight peculiar velocity) which allows to extract
peculiar velocities for galaxy clusters (Hand et al. 2012), but due to
a weakness in signal and the contamination by primary CMB fluc-
tuations this method does not seem to be promising for detecting
peculiar velocities of individual galaxies.
All those methods have in common that they only give the line-
of-sight component of the peculiar velocity field. However, the
three-dimensional velocity field can be reconstructed using meth-
ods like POTENT (Bertschinger & Dekel 1989), Least Action (Pee-
bles 1989) or Monge-Ampe`re-Kantorovich (MAK) (Brenier et al.
2003). We believe that the underlying assumption, that the velocity
can be well approximated as a gradient field, is not an obstruction
in our case given that our statistical estimator is for average ve-
locity divergences in spheres such that the radial component of the
peculiar velocity suffices and nonlinear effects of vorticity on very
small scales are irrelevant Pichon & Bernardeau (1999).
6 CONCLUSIONS
The general formalism to describe the cosmic evolution of the joint
statistics of the density and the velocity divergence fields in multi-
ple concentric spheres was presented, and validated against state-
of-the-art numerical estimators for the velocity divergence.
In particular, we obtained fully analytical predictions for the
PDF of the velocity divergence in a sphere that are accurate at the
2% percent level for a wide range of velocity divergences that ex-
tend beyond the range in which the density PDF has a comparable
accuracy. It was made possible through advances in the analytical
theory for predicting PDFs as well as an improvement in simu-
lations allowing to accurately resolve velocity fields. We also ob-
tained the first theoretical prediction for the joint PDFs of densities
and velocity divergences in spheres of two different radii and com-
pared it to the simulation finding qualitatively good agreement. We
used this result to compute the conditional PDF of finding a veloc-
ity divergence given a surrounding over or underdense region and
the corresponding conditional velocity profile that is of interest for
studies of both halos and voids.
To highlight the practical implications of our results, we built a
maximum likelihood estimator for the joint redshift evolution of the
variance of the density and the velocity divergence that allows to
constrain dark energy considerably better than using density fields
alone. Finally, we provided an outlook of how the relationship be-
tween the density and velocity divergence in spheres and hence
their PDFs might be used to estimate bias. For the future, it would
be interesting to investigate the feasibility of a removal of redshift
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space distortions using the density-velocity relationship based on
upcoming results for the PDF of the biased density fields (Uhle-
mann et al in prep.). It could also be of interest to also revisit the
two-point large separation limit for the bias function presented in
Codis et al. (2016); Uhlemann et al. (2017) to predict the pairwise
peculiar velocities function in the mildly non linear regime.
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APPENDIX A: LSSFAST PACKAGE
The density PDF of θ˜ for power-law and arbitrary power spectra are
made available in the updated LSSFast package distributed online.
APPENDIX B: CONSTRUCTION OF THE PDFS
B1 The large-deviation principle
Using large-deviations theory, PDFs can be constructed following
three steps.
Step 1: Spherical collapse map to the final rate function The
final decay-rate function can be obtained from the initial one using
the so-called contraction principle saying that any large deviation
follows the least unlikely of all unlikely transformations between
the initial and final state. When considering statistics of spherically-
averaged quantities the leading order contribution to the time evo-
lution can be identified as the dynamics of spherical collapse. This
one-to-one mapping between the initial density contrast τk in a
sphere of radius rk and the final density and velocity divergence
(ρk, θk) = (ρSC, θSC)(τk) within radius Rk (with rk = ρ
1/3
k Rk
due to mass conservation) allows to determine the final decay-rate
function as
Ψf (Φ={(ρ, θ)k})=Ψi ({τk : (ρ, θ)k=(ρSC, θSC)(τk)}) . (B1)
Step 2: Legendre transform to the cumulant generator The cu-
mulant generating function (CGF) ϕ is obtained as a Legendre
transform of the decay-rate function Ψ(Φ) according to Varadhan’s
theorem:
ϕ(Λ) = tΛ · Φ−Ψ(Φ) , (B2)
where
Λ = {Λk} = {∇ΦkΨ(Φ)} . (B3)
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Step 3: Inverse Laplace transform to the PDF Once the cumu-
lant generating function ϕ(Λ) is known, the PDF P(Φ) can be
computed from the usual inverse Laplace transform
P(Φ) =
∫ +ı∞
−ı∞
dΛ
(2piı)2N
exp(−tΛ · Φ + ϕ(Λ)) , (B4)
which requires an integration in the complex plane.
B2 Saddle point approximation
In general, the numerical integration in the complex plane of equa-
tion (B4) can be challenging because of numerical oscillations
and singularities. Indeed, the cumulant generating function often
presents poles and branch cuts as underlined e.g by Bernardeau
et al. (2014) due the fact that the first derivative of the rate func-
tion has a maximum beyond which Λ is not defined. An alternative
to the brute force numerical integrations performed in Bernardeau
et al. (2014, 2015) is to rely on a saddle point approximation when
the singularity is sufficient far away from the values of interest. De-
pending on the variable used in the saddle-point approximation, the
domain of validity of this analytical approximation vary.
Let us now describe how the complex integral can be obtained
from a saddle point approximation that, using a well-chosen vari-
able, provides analytical results as good as the numerical integra-
tion. Let us first call the appropriate set of variables for the general
N cell case {µk}, we will later give the concrete variables that are
suited to obtain good predictions for the joint density and velocity
statistics. A saddle-point approximation of equation (B4) allows for
a direct shortcut from step 1 to step 3. Indeed, applying the saddle
point approximation gives the following PDF
Pµ,{Rk}({µk}) =
√
det
[
∂2Ψ{Rk}
∂µi∂µj
]
exp
[−Ψ{Rk}]
(2pi)N/2
, (B5a)
which does not require the explicit calculation of the Legendre
transform described in step 2. From equation (B5a), it is clear that
the variables {µk} have to be chosen to ensure the convexity of
the decay-rate function (∂2Ψ{Rk}/∂µi∂µj > 0) which in prac-
tice boils down to pushing the singularity back to infinity. Equa-
tion (B5a) can then be translated in the PDF of the density or ve-
locity field (ρ, θ) = (Φ1,Φ2) via a simple change of variables
P{Rk}({Φak}) = Pµ,{Rk}[{µk({Φai })}]
∣∣∣∣det [ ∂µi∂Φaj
]∣∣∣∣ , (B5b)
where the Hessian of the decay rate function Ψ{Rk} after a change
of variables {Φak} → {µk} is given by
∂2Ψ{Rk}
∂µi∂µj
=
∂Φak
∂µi
· ∂
2Ψ{Rk}
∂Φak∂Φ
a
l
· ∂Φ
a
l
∂µj
+
∂2Φak
∂µi∂µj
· ∂Ψ{Rk}
∂Φak
.
B3 Optimizing the reach of the saddle point approximation
After introducing the general formula for the saddle point approx-
imtion applied to a set of variables {µk}, we now present exem-
plary results for different choices of variables for the one-cell case.
This demonstrates the optimality of the log-density and log-mass
mapping we use for the predictions and the comparison to the sim-
ulation in Section 4.
The reach of the saddle point approximation applied to the
density ρ and the log-density µρ = log ρ has been extensively com-
pared in Uhlemann et al. (2016), finding that the reach of the ap-
proximation for the log-density covers the whole range of densities
saddle approximationθ˜: σθ∼=0.5ρ(θ˜): σθ∼=0.5μ=log[ρ(θ˜)]: σμ=0.48
numerical σθ∼=0.5
-1 0 1 2 3 4-4
-3
-2
-1
0
0.2 1. 2.2 3.6 5.2 7.
θ˜
Lo
g 1
0
(θ˜)
ρ(θ˜)
Figure B1. Comparison of the reach of the saddle point approximation for
the PDF of the velocity divergence θ˜. The normalised saddle point PDF
from a logarithmic transform according to equation (B7) (blue line) gives
the same result as the numerical integration in the complex plane for θ˜
(black line) in the whole range under consideration while the saddle point
approximations for the density (green line) and velocity divergence (cyan
line) fail earlier.
that are of interest, while the application to the density leads to crit-
ical points that prevent its practical use. Inspired from this finding,
we will generalise it to obtain the PDF of the velocity divergence
θ.
In analogy to the PDF of the density, the saddle point approxi-
mation can be also applied with the velocity divergence as variable
such that we have µ = θ and hence
PR(θ˜) =
√
Ψ′′R[θ˜]/(2pi) exp
(
−ΨR[θ˜]
)
. (B6)
As for the saddle point approximation of the density PDF consid-
ered in Bernardeau et al. (2014, 2015) this approximation fails as
soon as the decay-rate function ΨR(θ˜) becomes non-convex. Al-
though the saddle point approximation for the velocity divergence
has a larger range of validity than the one for the density (see the
cyan and green lines in Fig. B1), eventually criticality prevents its
use for the whole range of values of interest.
However, as has been shown for the density in Uhlemann et al.
(2016) the criticality of the decay-rate function can be circum-
vented by using a logarithmic mapping hence allowing for fully
analytical predictions of the PDF based on a saddle point approxi-
mation. Indeed, the PDF of the velocity divergence can be obtained
by applying a saddle point approximation to the log-density which
is in turn related to the velocity divergence by a one-to-one map-
ping
µρ(θ˜) = log
(
ρSC(θ˜)
)
. (B7)
Note that this procedure is completely equivalent to using a loga-
rithmic mapping for ν + θ˜.
In Fig. B1 we compare the range of validity for the saddle
point approximation applied to different variables and compare
them to the direct result for the PDF obtained from a numerical
integration of equation (B4). We find that while the saddle point
approximations applied to the density or velocity divergence fail
early, the log-density is valid in the whole range of interest and in
very good agreement with the numerical integration.
MNRAS 000, 000–000 (0000)
14 C. Uhlemann, S. Codis, O. Hahn, C. Pichon and F. Bernardeau
APPENDIX C: DISPERSION AND DENSITY RELATION
The scatter around the mean relation between density and velocity
divergence can be obtained from conditional averages of
σ2ρ|θ˜ = 〈(ρ− 〈ρ〉|θ˜)2〉|θ˜ , (C1)
They can also be expanded in perturbation theory up to third order
σ2ρ|θ˜ = b0σ
4
θ˜ + b2σ
2
θ˜ θ˜
2 + b1σ
4
θ˜ θ˜ , (C2)
which has been computed at leading order O(σ4) in Chodor-
owski et al. (1998). Since b2 is identically zero for a top-hat fil-
ter, Bernardeau et al. (1999) argued that the next-to-leading order
O(σ5) can be of importance and included it in a phenomenological
fit against numerical simulations finding
σρ|θ˜ = b0
(
1 + θ˜ +
2
9
θ˜2
)
σ2θ˜ , (C3)
with b0 = 0.45. The scatter around the mean found numerically is
shown in Fig. C1 (black solid line) together with the fit from equa-
tion (C3) using the original coefficient b0 = 0.45 (dashed line)
and our modified fit that uses b0 = 0.3 (dotted line) and has been
checked to give good results for smoothing radii R = 10, 11 and
15 Mpc/h. Interestingly, 0.32 = 0.09 is much closer to the value
predicted by perturbation theory that, depending on the spectral in-
dex, is between b0 ' 0.05 − 0.09 for smoothing radii of interest
here. If one assumes that the mean and the scatter completely char-
acterise the joint distribution, one can make the following ansatz
for the joint PDF of density and velocity divergence at the same
scale R
PR(ρ, θ˜) =
1√
2piσ2
ρ|θ˜
exp
[
− (ρ− 〈ρ〉|θ˜)
2
2σ2
ρ|θ˜
]
PR(θ˜) , (C4)
where the appropriate PT-inspired fit has to be inserted for σρ|θ˜
according to equation (C3). We show the result in comparison to
the simulation measurements in Fig. C1.
APPENDIX D: CUMULANTS OF THE DIVERGENCE
At tree-order (i.e vanishing variance), the reduced cumulants Tn =
〈θ˜n〉c/σ2(n−1)
θ˜
of the velocity divergence field smoothed with a
top-hat filter can all be obtained by applying a large-deviation prin-
ciple to get the scaled cumulant generating function. In particular,
for an Einstein-de Sitter Universe, its skewness and kurtosis read
(Bernardeau 1994)
T3 =
26
7
+ γ1(R), (D1)
T4 =
12088
441
+
338
21
γ1(R) +
7
3
γ1(R)
2 +
2
3
γ2(R), (D2)
where γm(R) = dm log σ2(R)/d(logR)m. Let us also recall the
result for the reduced cumulants Sn = 〈ρn〉c/σ2(n−1)ρ of the top-
hat filtered density field
S3 =
34
7
+ γ1(R), (D3)
S4 =
60712
1323
+
62
3
γ1(R) +
7
3
γ1(R)
2 +
2
3
γ2(R) . (D4)
The measured skewness and kurtosis of the density and veloc-
ity divergence fields are compared to their tree-order PT prediction
in Fig. D1 which improves upon early results by Bernardeau & van
de Weygaert (1996).
-1 0 1 2 3
-0.6
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-0.2
0.0
0.2
0.4
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θ˜
ρ-<ρ>
θ∼
PDF Log10[(ρ,θ˜)] for z=0.0: R=15
Figure C1. Joint PDF of the velocity divergence (bold coloured lines) and
the scatter around the measured mean 〈ρ〉|θ˜ together with the typical scat-
ter from the simulation (black line) and the fit (C3) from (Bernardeau et al.
1999) (black dashed line) together with our improved fit (black dotted line)
and the corresponding Gaussian model for the joint PDF (thin coloured
lines) from equation (C4). Note that the region θ˜ ∼ −1 is completely dom-
inated by a binning effect as the bin we use is approximately ∆θ˜ = 0.08.
In this paper, we also consider the log-variable µ = log ν + θ˜
(or equivalently µ = log(1 + θ˜/ν) as they only differ by their
mean) whose first cumulants follow
Tµ3 = νT3 − 3 +O(σ2), (D5)
Tµ4 = ν
2T4 − 12νT3 + 20 +O(σ2) , (D6)
in complete analogy to the cumulants of the log-density µ = log ρ
Sµ3 = S3 − 3 +O(σ2), (D7)
Sµ4 = S4 − 12S3 + 20 +O(σ2) , (D8)
once the cumulants of ρ are replaced by the cumulants of θ˜/ν
which in turn can be expressed as a function of the cumulants of
θ˜ and ν. It has to be emphasised here that according to the approxi-
mation given by equation (1b), ρ ≈ ν log(1+ θ˜/ν) so that we have
the following approximate relations
Tµ3 ≈ νSµ3 , (D9)
Tµ4 ≈ ν2Sµ4 , (D10)
which is true at tree order for the skewness (as expected since the
ν-approximation we use for the spherical collapse is designed to
reproduce the zero variance limit of the skewness) but not the kur-
tosis. Despite those approximate relations, we stick to the variable
µ = log(1 + θ˜/ν) instead of νµ for aesthetic purposes4.
We compare the above-defined tree-order PT predictions of
log ν + θ˜ to measurements in our simulation in Fig. D2. Similar to
4 We note here that this simple link between the log density and the log
variable associated to the velocity divergence implies that applying the
large-deviation principle to log ρ or µ = log(1 + θ˜/ν) is equivalent in
the ν-approximation we use in this paper.
MNRAS 000, 000–000 (0000)
Quasi-linear density and velocity statistics 15
S3
T3
5 10 15 20 25 30
0
1
2
3
4
5
6
R [Mpc/h]
S
ke
w
ne
ss
S4
T4
5 10 15 20 25 30
0
5
10
15
20
25
30
35
R [Mpc/h]
K
ur
to
si
s
Figure D1. The first two reduced cumulants being the skewness (upper
panel) and kurtosis (lower panel) of the density, S3|4, and velocity diver-
gence, T3|4 measured in the simulations (points error bars) compared to
their tree-order prediction (solid lines) for different radii, R, of the top-hat
filter.
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Figure D2. Same as Fig. D1 for the skewness and kurtosis of the log-
variable associated to the velocity divergence log(ν + θ˜).
what was found in Uhlemann et al. (2016) for the log density, the
log-variable associated to the velocity divergence, µ = log ν + θ˜,
have cumulants that are closer to the tree-order predictions. This
motivates the choice to rely on a large-deviation principle for the
log variable instead of the velocity divergence itself. In addition, we
showed in the main text that it allows for fully analytical predictions
for the PDF.
Note also that a perturbative expansion can be used to map the
variance of the velocity divergence to the variance of the density
thanks to the approximation of the spherical collapse dynamics,
equation (2). It reads
σ2θ˜ = σ
2
ρ + σ
4
ρ
(
88
147
− 8S3
21
)
. (D11)
In practice, this perturbative relation can be improved in the quasi-
linear regime by using the fully non-linear relation given by equa-
tion (12) at the level of the PDFs.
Beyond one-cell statistics, the large deviation principle can be
used to also compute mixed cumulants involving the field (density
and velocity divergence) at different scales. To do so, let us first
write down the exact spherical collapse mapping as
ρSC(τ) =
∑
i>0
νi
i!
τ i, (D12)
θ˜SC(τ) =
∑
i>1
µi
i!
τ i, (D13)
with νi and µi the usual spherically averaged PT kernels
(Bernardeau et al. 2002)
νi = i!
∫
dΩ1 . . . dΩiFi(k1, . . . ,ki), (D14)
µi = i!
∫
dΩ1 . . . dΩiGi(k1, . . . ,ki). (D15)
In particular, one can check that in an Einstein-de Sitter Universe,
ν1 = 1, ν2 = 34/21, ν3 = 682/189, ν4 = 446440/43659 and
for the velocity divergence µ1 = 1, µ2 = 26/21, µ3 = 142/63,
µ4 = 236872/43659.
From equations (D12-D13), one can compute the rate func-
tion of φ = ρ or θ˜ and by Legendre transform the corresponding
one-cell cumulant generating function ϕ(λ). In particular, one can
check that the one-cell cumulants can be computed as〈
φ2+p
〉
c
=
∂2+pϕ
∂λ2+p
(λ = 0) =
[
1
Ψ′′(φ)
d
dφ
]p(
1
Ψ′′(φ)
)∣∣∣∣
τ=0
for all p > 0. Note that the condition τ = 0 will translate into
either ρ = 1 or θ˜ = 0. This procedure allows to compute the
successive cumulants of the density and the velocity divergence as
a function of the spectral parameters γp and the spherical collapse
parameters νi and µi. In particular, it allows to recover the value
of the skewness and kurtosis quoted in equations (D1-D4) and to
compute all higher order cumulants.
The same procedure can be applied for multiple concentric
cells in order to compute the mixed cumulants of densities and
velocity divergences at different scales. Again relying on equa-
tions (D12-D13), the two-cell rate function and cumulant gener-
ating function ϕ(λ1, λ2) can be computed. The two-cell cumulants
then follow〈
φ1+p1 φ
1+q
2
〉
c
=
∂2+pϕ
∂λ2+p
(λ1 = 0, λ2 = 0)
= Dp1D
q
2
( −Ψ12
det Ψij
)∣∣∣∣
τi=0
, (D16)
where the operators D1 and D2 are defined as follows
D1 =
[
Ψ22
det Ψij
∂
∂φ1
− Ψ12
det Ψij
∂
∂φ2
]
, (D17)
D2 =
[ −Ψ12
det Ψij
∂
∂φ1
+
Ψ11
det Ψij
∂
∂φ2
]
. (D18)
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Figure D3. Mixed third order cumulants of the density field as defined
in equation (D19) for R1 and R2 as labeled. The tree-order prediction is
shown with solid lines and the measurements with error bars. Note that in
this plot, we estimate the cumulants composed of two different scales from
the measured PDF and we display fixed error bars of absolute size 0.15
as this is the typical error we make when using the PDF to estimate the
skewness of the density rather than direct measurements in the simulation.
In particular, following this approach, Bernardeau et al. (2014)
showed that
〈ρ21ρ2〉c=ν2σ2(R1, R2)
(
σ2(R1, R2) + 2σ
2(R1, R1)
)
+
2
3
σ2(R1, R1)
R1∂
∂R1
σ2(R1, R2)
+
1
3
σ2(R1, R2)
(
2
R2∂
∂R2
σ2(R1, R2)+
R1d
dR1
σ2(R1, R1)
)
.
A similar result can now be obtained for the mixed cumulants of
the velocity divergence field
〈θ˜21 θ˜2〉c=µ2σ2(R1, R2)
(
σ2(R1, R2) + 2σ
2(R1, R1)
)
+
2
3
σ2(R1, R1)
R1∂
∂R1
σ2(R1, R2)
+
1
3
σ2(R1, R2)
(
2
R2∂
∂R2
σ2(R1, R2)+
R1d
dR1
σ2(R1, R1)
)
,
and for the mixed cumulants of the velocity divergence and density
fields
〈ρ1θ˜22〉c=σ2(R1, R2)
(
ν2σ
2(R1, R2) + 2µ2σ
2(R2, R2)
)
+
2
3
σ2(R2, R2)
R2∂
∂R2
σ2(R1, R2)
+
1
3
σ2(R1, R2)
(
2
R2∂
∂R2
σ2(R1, R2)+
R1d
dR1
σ2(R1, R1)
)
,
〈ρ21θ˜2〉c=σ2(R1, R2)
(
µ2σ
2(R1, R2) + 2ν2σ
2(R1, R1)
)
+
2
3
σ2(R1, R1)
R1∂
∂R1
σ2(R1, R2)
+
1
3
σ2(R1, R2)
(
2
R1∂
∂R1
σ2(R1, R2)+
R2d
dR2
σ2(R2, R2)
)
.
The above formulae allow us to compute the corresponding multi-
scale reduced higher order moments. For instance, Fig. D3 com-
pares measurements and tree-order predictions of the two-scale
skewness of the density field defined as
S112 =
3〈ρ21ρ2〉c
σ2(R1, R2) (σ2(R1, R2) + 2σ2(R1, R1))
, (D19)
which is exactly the skewness, S3, when R1 = R2. For radii
R1=10Mpc/h
R1=15Mpc/h
R1=20Mpc/h
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Figure D4. Same as Fig. D3 for the two-cell skewness of the velocity
divergence. Here we assume error bars are of the order of 0.1 given the
error we make in estimating the skewness from the PDF rather than from
direct measurements.
R1, R2 & 15Mpc/h at redshift 0, we find that measurements agree
very well with the tree-order prediction. Below this scale, some de-
parture starts to appear as non-linear corrections arise. Note that
tree order predictions are computed by integrating the linear power
spectrum such that
σ2(R1, R2) =
∫
d3k
(2pi)3
P lin(k)W3D(kR1)W3D(kR2),
R1
∂
∂R1
σ2(R1, R2) =
∫
d3k
(2pi)3
P lin(k)W˜3D(kR1)W3D(kR2),
R2
∂
∂R2
σ2(R1, R2) =
∫
d3k
(2pi)3
P lin(k)W3D(kR1)W˜3D(kR2),
where the logarithmic derivative of the top-hat filter reads
W˜3D(x) = −3
(
W3D(x) +
sinx
x
)
. (D20)
The same comparison as in Fig. D3 is also performed for the veloc-
ity divergence field. The result is displayed in Fig. D4. The conver-
gence towards the tree-order prediction seems slower for the veloc-
ity divergence than the density as we found consistent results for
R1, R2 & 20Mpc/h at redshift 0 in this case. This might come
from the fact that velocities are more sensitive to previrialisation
motions and therefore depart earlier from the tree-order expecta-
tions.
One can also compute the joint cumulants of velocities and
densities in order to better assess the scatter in the density-velocity
relation. As an illustration we measure the third order cumulants
involving densities and velocities at the same scale and we compare
them in Fig. D5 to their respective tree-order prediction〈
ρθ˜θ˜
〉
c〈
δθ˜
〉
c
〈
θ˜θ˜
〉
c
= ν2 + 2µ2 + γ(R) +O(σ2), (D21)
〈
ρρθ˜
〉
c〈
δθ˜
〉
c
〈ρρ〉c
= 2ν2 + µ2 + γ(R) +O(σ2). (D22)
Those mixed cumulants are very accurately fitted by their tree-
order prediction (provided we divide by the right combination of
variances in equations (D21-D22)).
All higher order mixed cumulants (for instance the two-scale
kurtosis) can be obtained following the same scheme as used here
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Figure D5. Same as Fig. D3 for the mixed skewness of the velocity diver-
gence and density at the same scaleR. Here we assume error bars are of the
order of 0.15.
for the two-scale skewness. Given the length of those formula, we
do not show them in this paper.
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