Mobile learning demands real-time transmission of lecture videos to mobile users over wireless networks. However, wireless video streaming is challenging due to the dynamic change of network bandwidths and the variety of mobile devices. In this paper, we present a mobile learning system that incorporates semanticlevel scalable video coding and wireless video streaming. The lecture videos are encoded into different quality levels with different compression ratios. We demonstrate the effectiveness of our mobile learning system with the lecture videos recorded in real classrooms.
Introduction
Mobile learning refers to the use of mobile devices, such as PDAs and mobile phones, in learning and teaching. The rapid growth of wireless networking technologies and the proliferation of mobile devices make mobile learning an emerging education form [1] . In mobile learning environments, students access course content remotely via a variety of mobile devices; they may also view classroom presentations and participate in classroom discussions. The course content needs be sent in real time, over wireless networks, to the mobile devices. In this work, we focus on the lecture videos recorded in real classrooms and present a system that exploits the lecture videos for mobile learning.
Wireless video streaming is a challenging task due to the dynamic change of network bandwidth, package loss, and limited computing capability of mobile clients. To meet the demand of different mobile devices and wireless networks, scalable video coding is required to encode videos into multiple versions with varying quality and compression levels. In previous research, the scalable coding approaches [2, 3] were mainly developed to overcome the two difficulties in wireless transmission, namely, network fluctua-tion and package loss. Recently, the MPEG-4 video standard provided the fine granularity scalable (FGS) coding scheme [4] , in which videos are encoded into different layers with each additional layer increasingly enhancing the base layer. In addition, extensive research was also conducted on bandwidth allocation [5] and video streaming [6] .
Although the previous techniques [2] [3] [4] provide scalability for video streaming, they are not suitable for lecture videos and for mobile learning applications. In the previous research [7] , the content adaptation technique was not specially designed for lecture videos. Chang et al. [8] developed a content-based streaming system for sports videos. Smith et al. [9] provided a framework for generalpurpose multimedia delivery. Inspired by these works, we propose to develop methods for content analysis, scalable coding, and wireless streaming of the lecture videos that are essential for e-learning and mobile learning [10] . Our scalable coding scheme is based on video content, and thus it is clearly different from the previous signal-level techniques. For this reason, it is referred to as the semanticlevel scalable coding.
Semantic-Level Scalable Video Coding
The semantic-level scalable coding scheme encodes lecture videos into different quality levels. Lecture videos may contain multiple presentation forms (e.g., chalkboard presentation, PowerPoint slide presentation). In this work, we focus on the videos in which the chalkboard is the main presentation medium.
Building Multiple Levels of Video Compression
We propose a scalable coding scheme based on semanticlevel analysis of video content. For a lecture video, we encode it into four levels of different video quality and bit rates. In all the levels, the audio is compressed separately in MP3 format at a constant bit rate of 24 Kbps. The visual information of the lecture videos is encoded into four compression levels: (1) the semantic-level summary images; (2) the semantically sampled video frames; (3) the synthesized video frames; and (4) the uniformly sampled frames. Some sample images of these four levels are shown Figure 1 . Sample images of different quality levels of lecture videos encoded using the scalable coding. The four quality levels are (a) level 1 : the semantic-level summary images; (b) level 2 : the semantically sampled video frames; (c) level 3 : the synthesized video frames; and (d) level 4 : the uniformly sampled frames.
in Fig. 1 . The details of these quality levels are described in the following subsections.
Quality Level 1: Semantic Summary Images
As shown in Fig. 1(a) , the top-level images consist of the compact text content of lecture videos. This level achieves the highest compression ratio of visual information. For the lecture videos containing board presentations, the top level refers to the minimum set of chalk content images that cover the lecture content. To retrieve the top-level images, we develop techniques to match the text extracted from lecture videos and remove the images of redundant text. Therefore, the top level only contains the visual information that is necessary for the understanding of lecture content. In the case of very low network bandwidth, only the top-level video data is transmitted to mobile users.
Quality Level 2: Semantically Sampled Content Images
The second quality level of lecture videos is the semantically sampled content images. As shown in Fig. 1(b) , the images in this level are still textual images. Compared to quality level 1, this level contains more text images that give a feel for the development of teaching topics. The images in this level are sampled based on the semantic content of lecture videos. The number of content pixels (chalk or ink pixels) is used as a heuristic measure of video content. The fluctuation of the content pixel numbers reflects the change of video content. For a fixed number of N frames, we select the frame that has the maximum number of content pixels. This way, the sampled frames always contain a significant amount of text content. By varying N , different numbers of video frames are retrieved. For each sampled video frame, the extracted text content is encoded as the second quality level of lecture videos.
Quality Level 3: Synthesized Video Frames
The third level is the synthesized video frames that combine the compressed video frames with the high-quality text images. As shown in Fig. 1(c) , the level 3 video data contains the same number of frames as those in level 2, but we replace the content regions in the video frames with the high-quality text images. Therefore, the third level of 86 the encoded videos contains not only the text content, but also the other objects and the instructors in the classroom. Compared with the video frames compressed solely using the JPEG compression, the level 3 images maintain high quality on text regions, although the images of non-content regions are highly compressed.
Quality Level 4: Uniformly Sampled Frames
In this level, video frames are sampled uniformly, at a fixed sampling rate of 150, one frame per 5 seconds of video. We tested four instructional videos that were captured in real classrooms and found that this sampling rate is sufficient for maintaining all text content in lecture videos. Two of these videos are math-intensive courses and contain a lot of active writing on the blackboard.
Semantic-Level Scalable Coding versus MPEG Scalable Coding
The semantic-level scalable coding is different from the MPEG coding, in several aspects. First, our coding scheme is based on video content, which is encoded separately. The quality of text and figures is maintained in all the quality levels. The MPEG formats mainly target the videos (e.g., movies and news videos) in which a fixed frame rate needs to be maintained. However, in lecture videos, the image quality of the text is more important than the frame rate. A degradation of image quality results in blurred text, making the textual content not viewable. Therefore, in lecture videos, the text quality must be guaranteed, but the frame rate may be adjusted to fit the network bandwidth.
Wireless Video Streaming
The framework of the lecture video streaming system is shown in Fig. 2 . At the server side, the lecture videos are encoded into different layers, and the audio is transmitted through a separate channel. The control unit determines Figure 2 . The framework of our lecture video streaming system for mobile learning.
which layer of the video streams to transmit, based on the feedback from the clients and on the wireless network conditions. At the client side, a visual information processing module receives and decodes the visual information, and combines the video frames with the audio. The mobile client also measures the network bandwidth at fixed intervals and sends feedback information back to the server. The client-side software is developed using Embedded Visual C++ under Windows CE environment. DELL Axim PDAs are used as mobile clients in the testing and experiments. The mobile devices (DELL Axim PDAs) have the following features: (1) a 3.5 in. display of 320 × 240 resolution; (2) 400 MHz Intel XScale processor; (3) 64 MB RAM; and (4) 802.11b wireless LAN card. The server transmits the video data over 802.11b wireless networks through a wireless router.
Initialization and Video Streaming Control
At the initialization step, the video server first estimates the network bandwidth by sending test data and measures the computing capability of video clients. Then the control unit makes the decision of the quality level for transmission. The server always chooses the best quality level given the constraint of network bandwidth.
As wireless network bandwidth varies dynamically, at fixed time intervals, the client sends feedback packages that contain the information of the total number of bytes received by the client. The feedback information is used to estimate the network bandwidth during transmission. The goals of our streaming scheme are to maximize the use of the network bandwidth and to maximize the user-perceived quality of lecture videos.
The control unit determines the best quality level for the estimated bandwidth and adjusts the quality levels during the transmission. When the estimated bandwidth drops below the current quality level and if the current quality level can be degraded with a lower quality level, the control unit downgrades the transmission to the next quality level. On the other hand, when the estimated bandwidth goes beyond the current quality level and if the current quality level can be enhanced with a higher quality level, the control unit upgrades the transmission to the next quality level. To avoid excessive variations of quality levels because of the small range fluctuations in the network bandwidth, the control unit changes the quality levels only when the fluctuations are significant.
Visual Information Processing and Synchronization
After receiving data from the server, the mobile client reconstructs the lecture videos at different quality levels. As shown in Fig. 2 , the level 1 video frames are decoded directly from layer 1 video data; the level 2 video frames are decoded by combining the first two layers of video compression; the level 3 video frames are synthesized by combining the text content in layer 2 and the video frames in layer 3; the level 4 video frames are decoded directly from the layer 4 of the video stream. For quality level 3, the system uses a synthesizer module to decode the video frames. As shown in Fig. 2 , the extracted text is encoded in layer 2, and the highly compressed video frames are encoded in layer 3. By combining the data from these two layers, the image quality of the text is improved, yet the image size is kept small. The synthesis is implemented by replacing the text region in video frames with the extracted text, as shown in Fig. 3 . Note that, without the synthesis process, high image compression may produce blurred text in lecture videos.
System Evaluation
We evaluated the system from three perspectives: (1) the capability of the system in streaming lecture videos to mobile devices over wireless networks; (2) the compression efficiency and streaming quality compared with existing systems; and (3) the users' feedback on the systems. In the evaluation, we also compared our system with the MPEG coding scheme and with the existing video streaming systems.
Evaluation of Streaming Capability
We took four lecture videos recorded in real classrooms, encoded them in the four quality levels, and transmitted them to mobile clients over wireless networks. The DELL Axim PDAs are used as the mobile clients in our testing. The students view the lecture videos on the mobile devices while moving around in the campus. In the testing, the wireless signal strength varies in a wide range due to the change of spatial locations of the mobile clients.
In the experiments, our system provided lecture videos of different qualities according to the change of wireless networks. The image quality of the text and figures was well maintained in all quality levels. In Fig. 4 , we show the screenshots of the mobile devices together with the video frames at different quality levels. In the evaluation, the system was able to transmit lecture videos of different levels without causing lags, and the video frames were well synchronized with the audio. In all of the four tested videos, the text content was quite viewable, and the users were able to understand the course content from the transmitted lecture videos. Our algorithm can dynamically adjust the quality levels according to the variation of the signal strength of wireless networks during the video streaming sessions. In all the quality levels, the quality of the text in the frames was not compromised.
Comparison with MPEG Scalable Coding and with Existing Systems
We compared the scalable coding results with those of the MPEG coding-a standard algorithm for multimedia signal compression. We encoded the lecture videos into different quality levels using our scalable coding system and using the MPEG encoder. Then we computed how much more compression we can achieve using our system. We define the compression ratio as the file size of the visual information in MPEG coded videos to the file size of 88 the scalable coded videos. This ratio indicates how many more times compression we can achieve using the developed system, compared with the MPEG coding. In our work, we mainly consider the visual information because the audio information is encoded in MP3 format and is of the same size as in MPEG. For each of the four test videos, we calculate the compression ratios as defined above.
The comparison of the semantically encoded videos and the MPEG encoded videos is shown in Table 1 . In this table, we can clearly see that our algorithm achieves much higher compression than MPEG and is thus more suitable for low bandwidth and dynamically changing wireless networks. The quality achieves compression ratios more than 2,000 times to those of the MPEG compression. At quality level 4, our semantic-level coding is approximately 200 and 20 times more efficient than the MPEG coding.
The bit rates of the four levels of videos vary in a wide range, which meets the demands of dynamically changing bandwidths in wireless networks. For example, to stream the video 1 at quality level 1 using our algorithm, the server only needs to send 114 KB of visual information and 38.4 MB of information during the 40-min duration of the video, i.e., a bit rate of 16 KB/s on average. To stream the same video with MPEG encoding, an average bandwidth of 207 KB/s is required.
In our experiments, we also tested instructional video streaming using the existing video streaming systems: the Real Player, the Windows Media Player, and the QuickTime Player.
The existing systems estimate the bandwidth by asking for feedback from users at the beginning of the video session. As these systems are not developed for wireless networks, they cannot handle the variation of wireless network bandwidth. In our tests, the existing systems cannot guarantee uninterrupted video playback at client sides. When network bandwidth is low, the videos are stalled at the client sides waiting for video data buffering. We also found that the interruption is very common in wireless video streaming using the existing systems, and the human-perceived video quality is highly affected due to the interruptions. In comparison, our video streaming dynamically estimates network conditions and changes Table 2 The Questions We Used in the User Study of the Video Streaming System video quality accordingly, and it well handles the network changes. In our experiments, the users did not experience any interruptions using our system.
User Study and the Feedbacks
To evaluate the performance of the system, we conducted a user study on 12 undergraduate students of computer science majors. We asked the students to watch the instructional videos on the mobile devices (DELL Axim PDAs) and solicited feedbacks from them. Table 2 shows the questions we asked in the user study. In the experiments, each student viewed a full 75-min lecture video on the mobile device. During the video streaming, the students can change their locations and move around in campus. The experiments simulate the real mobile learning scenario and environments.
According to the study, all the students consider the viewing quality of the instructional videos acceptable for course study. All the 12 students indicate that the text is clearly viewable throughout the videos; 83% of the students agree that the written text is important for understanding the course content, while 17% of the students consider speech and gestural emphasis more important. Most students (92%) feel comfortable with the change of video quality during video streaming. In comparison to the existing systems (Windows Media Player) in the mobile learning environments, all the 12 students stated that our scalable video streaming systems achieves higher visual quality than the Windows Media Player. In addition, the students show great interests in mobile learning and consider the developed system a very useful tool for mobile learning.
One restriction that the users indicated in the user study is that the mobile devices have to stay in the range of wireless networks. In our tests, the students need to stay within 50 m of the wireless network router. With more routers, the wireless signal can easily cover the whole campus. In the user study, the students showed a strong interest in viewing course videos using mobile phones. However, the video streaming system was not tested on the mobile phones in cellular networks. To view lecture videos on cell phones, one solution is to compress the videos at the highest compression level and to send the compressed videos to cell phone users as e-mail attachment. With the developed system, a 1 hour lecture video can be compressed to less than 10 MB, providing an overview of the course content.
Discussion
The system is also extensible to other presentation formats like PowerPoint presentations and animations. The streaming algorithm is directly applicable to these formats. Different quality levels can be achieved rather easily because the content in these formats is readily available via computer files. In this work, we focused on the traditional chalkboard presentations. Nevertheless, advanced display technologies like SMART Board and Tablet PC can augment our scalable coding system. The Smart Board allows the text and drawings to be retrieved with 100% accuracy. Hence, the viewing experience in quality levels 1 and 2 may be enhanced because of the high accuracy in content extraction. Similarly, if a Tablet PC is used to record writings, formulas, or drawings, the written data can be encoded and streamed along with the semantically compressed signal. Such data will add insignificant overhead to the video streams.
Conclusion
This paper presented a mobile learning system that encodes lecture videos and transmits them to mobile devices. We have the following observations from the experiments and the user study:
1. The proposed scalable coding scheme achieves much higher compression ratio than the regular MPEG compression. The wide range of the bit rates meets the demands of wireless networks and of the mobile devices. It is more effective than the existing systems such as Windows Media Player in mobile learning environments. 2. All the users in our test indicated that the overall video quality is well acceptable and that they can fully understand the course content based on the transmitted videos. Most students considered that the text quality is important for understanding instructional videos. All the students prefer to use the developed scalable streaming system instead of the existing systems for mobile learning. 90
