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Abstract Focusing on the conditions that an optimization problem may comply with, the so-called 
convergence conditions have been proposed and sequentially a stochastic optimization algorithm 
named as DSZ algorithm is presented in order to deal with both unconstrained and constrained 
optimizations. The principle is discussed in the theoretical model of DSZ algorithm, from which 
we present the practical model of DSZ algorithm. Practical model efficiency is demonstrated by 
the comparison with the similar algorithms such as Enhanced simulated annealing (ESA), Monte 
Carlo simulated annealing (MCS), Sniffer Global Optimization (SGO), Directed Tabu Search 
(DTS), and Genetic Algorithm (GA), using a set of well-known unconstrained and constrained 
optimization test cases. Meanwhile, further attention goes to the strategies how to optimize the 
high-dimensional unconstrained problem using DSZ algorithm. 
Keywords: Global optimization, unconstrained optimization, constrained 
optimization 
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1 Introduction 
In the first part of this paper, unconstrained optimization is the objective. The 
procedure and principle of DSZ algorithm will be addressed base on the 
theoretical model. Derived from the theoretical model we then present the 
practical model of DSZ algorithm, where a set of well-known test functions are 
applied for testing purpose. To demonstrate the global optimization capabilities of 
DSZ algorithm, the experimental results have been compared with the congeneric 
existing algorithms, such as Enhanced Simulated Annealing (ESA) [1], Monte 
Carlo Simulated Annealing (MCSA) [2], Sniffer Global Optimization (SGO) [3], 
and Directed Tabu Search (DTS) [4].  
As A. Nuumaier mentioned [5], the high dimensional unconstrained 
optimization has been one of the most challenging tasks in the global optimization 
realm. In the second part of this paper, basing on a particular sort of optimization 
problems, we discuss a strategy of solving the high dimensional unconstrained 
problems using DSZ algorithm. 
   At last, DSZ algorithm has been applied to the constrained optimization 
problems and its efficiency has been demonstrated by comparing with genetic 
algorithm results in reference [6, 7].  
2 Optimization Principles and Procedure 
2.1 Conditions on the optimization problems 
The considered objective function is denoted as )(xf , 1: [ , , , , ]i nx x x x  where 
(1 )ix i n  is real number. D is the region of the independent variables, where 
D: uxl  , ( ,1 )i i il x u i n    . Without losing generality, the optimization 
task is to look for the minimum value of )(xf . The corresponding solution for the 
global minimum is p : 1 ,[ , , , ], (1 )i np p p i n   . 
   2
l uo   denotes the center of D; 
   ( ( ) ) , ( ,0 2)
x
kD k D o x D x D k       , whose central point is x , the ratio of 
similitude between xkD  and D is k .  
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   The optimization problems considered in this paper shall meet the following 
three conditions: 
(1) Continuity: Given that  is a positive number however small, 1x  and 2x  are 
any two points in D, and  210 xx , when   is sufficiently small, the 
)(xf  always satisfies  )2()1( xfxf . 
(2) Convergence Conditions I: ( )k  is a stochastic value which correlates to k  
( ]2,0(k ), defined as '( ) p xk
p x
    where 
x
kp D , and 'x  is subject to 
( ') ( )f x f x  as a random point in xkD ,  then for any positive integer 0N , 
which is large enough, and 0N N , we have: 
   1
'
N
i
i
 

（k）  
where '  is a positive number however small, and ik (1 i N  ) is any 
number in interval  0,2 . 
(3) Convergence Conditions II: Assume 0 （0，1） and )1,0(0 P  are fixed 
constants and 'x is a point randomly selected in xkD . If 
x
kp D  and 0xkr  , 
then 0[ ( ') ( )]prob f x f x P  , where [*]prob  denotes the probability of  event 
*.  
2.2 Optimization Principle 
Theorem:  
According to the theoretical model, if max_iter is sufficiently large, 
then max_| ( ) ( ) |iterf p f x   , where   is a positive number however small, max_ iterx  
is the optimum solution.  
Proof: 
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   Let (1) ( ) ( )[ , , , , ]i Mx x x    be the maximum subset of 1 max_[ , , , , ]i iterx x x   
which holds: 
(ⅰ) ( ) [1, max_ ]i iter   is a positive integer and i i ( +1) > ( ) , (1 1)i M   ; 
(ⅱ) ( 1) ( )( ) ( )i if x f x   . 
   Because 0, (1 max_ )j jj j
x x
k kp D r j iter    , when max_iter is sufficient large, 
according to Convergence Conditions II, we have 
   0 0max_ 1M P iter N    .  
   From the definition of ( )k  in Convergence Conditions I, we have : 
   
( 1)
( )
( )
( ) , (1 1)ii
i
p x
k i M
p x



     .  
   Thus, 
1
max_ max ( )
1
( ),
M
D
iter i
i
x p d k


    where maxDd is the maximum distance 
between p  and other point in region D.  
   Because 01M N  , according to Convergence Conditions I , let
max
' Dd
  , then 
we have:  
   max_ max
' Diterx p d      
   Due to continuity condition, it can be found: 
   max_| ( ) ( ) |iterf p f x   ,  
   where  is a positive however small number, which means max_ iterx is actually the 
optimum solution.  
2.3  The Theoretical Model 
The theoretical procedure of DSZ algorithm is shown below: 
(1) Initializing:  set j=1 and initialize the iterative number and the maximum 
iterations (max_iter); randomly generate 1x  in region D and initialize 
1 (0, 2]k  to enforce 11xkp D and 11 0xkr  ; 
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(2) Randomly generate 'x from region j
j
x
kD . If ( ') ( )jf x f x , then let 1 'jx x  , 
otherwise, let 1 'jx x  ;  
(3) Choose jc to ensure 1j
xp 
j +1k
D  and  1
1 0
j
j
x
kr   , where 1j j jk c k  ; 
(4) Let j=j+1, return to step 2) until j reaches max_iter; 
(5) Take max_ iterx  as the optimum solution.  
2.4  The Practical Model 
Because of the uncertainty of point p before optimization, we cannot determine 
the values of 1k and (1 max_ 1)jc j iter   so as to satisfy the conditions 
illustrated in step (1) and (3) of the theoretical procedure. To avoid this difficulty, 
the practical procedure of DSZ algorithm is described.  
   First, initialize 1 2k  and so that D 1x , 11xkp D ; set 
, (1 max_ )jc c j iter   in our research, here c (0<c<1) is a parameter given in 
the initialization step of the algorithm, which is related to the specific 
optimization objective function. Unfortunately, , (1 max_ )j
j
x
kp D j iter    will 
be no longer guaranteed by doing so. In order to enclose p in each search scope as 
much as possible, DSZ algorithm has been extended and modified as below: 
(1) Let j=1 and randomly generate m points in D to form the initial 
set 1 1 11 , , , ,i mS s s s   1: ; initialize 1k =2, the shrinking coefficient c (0<c<1) 
and the maximum iteration max_iter; 
(2) For each point (1 )jis i m   in jS , a corresponding random point 'jis is 
generated from
j
i
j
s
kD , thus new set is formed as 1' :[ ', , ', ']
j j j
j i mS s s s  ; 
(3) From set 'j jS S , choose m points according to their objective function 
values as the new set 1jS  .The maximal value of these chosen m points' 
function values should be smaller than the minimal value of the rest points' 
function values; 
(4) Let 1j jk c k   , (0<c<1); 
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(5) Let j=j+1, return to step 2) until j=max_iter; 
(6) Choose the solution 0x  from max_ iterS  which makes f(x) minimum as the 
output; 
   For certain optimization functions, if we could choose values of c , m and 
max_iter to hold  
   max_ 1 max0 2
iter Dx p c d                 (1)   
   Then 0x p  could be controlled by varying max_ 1iterc  , which meets the need to 
control the optimization precision.  
2.5 Experimental Test 
   The efficiency of DSZ algorithm has been tested using a set of well know 
functions. It includes eight classes of problems: Branin [2, 3, 8-14], Eason [4, 8, 9, 
13], Goldstein-Price [2, 4, 8-13], Shubert [3, 4, 8, 9, 11-14], Hartmann [1, 2, 4, 8, 
9, 13], Rosenbrock [1, 4, 8, 9, 12, 13], Shekel [1, 2, 4, 8-10, 12, 13], and Zakharov 
[1, 4, 8, 9, 13]. According to Hedar and Fukushima [8], “the characteristics of 
these test functions are diverse enough to cover many kinds of difficulties that 
arise in global optimization problems.” Other three functions: rastrigin [8, 10], six 
hump [8, 15, 16], coville [15] have also been tested. Since the global minimum is 
known for each of these functions, as in [1, 4, 8, 13], we define significantly close 
by 
   
~
* *
1 2| |f f f                                 
   Where *f refers to the global minimum of the objective function, and
~
f  refers to 
the results achieved by DSZ algorithm, 1  and 2  are set to 10-4 and 10-6, 
respectively. Thus for each execution of DSZ algorithm, if the above inequity is 
satisfied, we say DSZ algorithm is successful for this execution. Table 1 shows 
the results of the tests, and the function evolutions "max_iterm" is limited 
within 2x105. For each test function, the success ratio  is defined as the number 
of successes out of 100 independent executions. The optimization error is 
expressed as 
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   Med(er) in the table stands for the median of the er set that obtained from the 
100 independent executions of DSZ algorithm.  
Table 1 DSZ algorithm experimental results for a set of test functions 
Function Dimension n   Med(er) max_iter Initial sample : m c^max_iter 
Branin 2 100 1.2063e-6 60 10 10^(-4) 
Rastrigin-2 2 89 1.1908e-7 500 10 10^(-4) 
Easom 2 99 3.1528e-6 100 10 10^(-4) 
Goldstein-price 2 100 3.0373e-7 50 10 10^(-4) 
Shubert 2 99 9.8209e-7 50 10 10^(-4) 
Six-hump 2 100 2.7558e-5 50 10 10^(-4) 
Colville 4 94 3.2967e-8 2000 20 10^(-5) 
Hartmann-3 3 84 3.0660e-7 300 10 10^(-4) 
Hartmann-6 6 87 6.2395e-7 300 10 10^(-4) 
Rosenbrock-2 2 96 1.1481e-9 300 20 10^(-4) 
Rosenbrock-5 5 ——     
Rosenbrock-10 10 ——     
Skekel-(4,5) 4 74 4.3520e-7 300 10 10^(-4) 
Skekel-(4,7) 4 95 3.4821e-6 300 10 10^(-4) 
Skekel(4,10) 4 97 5.0862e-7 300 10 10^(-4) 
Zakharov-5 5 100 8.0444e-9 300 10 10^(-5) 
Zakharov-10 10 100 2.5854e-8 1000 10 10^(-5) 
Zakharov-50 50 100 1.0649e-8 20000 10 10^(-6) 
   Next, the test results are compared with some selected existing optimization 
algorithms. The comparison results are demonstrated in Table 2.  
   From Table 1, except Rosenbrock-5 and Rosenbrock-10, DSZ algorithm has 
optimized the test functions with success ratio of 74% and above. It is also seen 
from Table 2 that DSZ algorithm is competitive with respect to optimization 
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success ratio. It is worth pointing out that according to the procedure of the 
practical model, the process of generating new set 'S in the step (2) and function 
value calculation for 'S  in the step (3) can easily be achieved through the parallel 
computing design. In that sense, if m parallel computational components are 
applied, the complexity of the computational time can be controlled 
to ( _ )O max iter .  
Table 2 Comparison between DSZ algorithm and other optimizations 
Function 
Enhanced 
Simulated 
Annealing 
(ESA) 
Monte Carlo 
Simulated 
Annealing 
(MCSA) 
Sniffer Global 
Optimization 
(SGO) 
Directed Tabu 
Search (DTS) 
DSZ 
algorithm 
Branin 
Easom 
Goldstein-price 
Shubert 
 
Hartmann-3 
Hartmamnn-6 
 
Rosenbrock-2 
Rosenbrock-5 
Rosenbrock-10 
 
Shekel-(4,5) 
Shekel(4,7) 
Shekel(4,10) 
 
Zakharov-5 
Zakharov-10 
-- 
—— 
100/783 
—— 
 
100/698 
100/1638 
 
—— 
—— 
—— 
 
54/1487 
54/1661 
50/1363 
 
—— 
—— 
100/557 
—— 
99/1186 
—— 
 
100/1224 
62/1914 
 
—— 
—— 
—— 
 
54/3910 
64/3421 
81/3078 
 
—— 
—— 
100/205 
 
100/664 
 
 
99/534 
99/1760 
 
—— 
—— 
—— 
 
90/3695 
96/2655 
95/3070 
 
—— 
—— 
100/212 
82/223 
100/230 
92/274 
 
100/438 
83/1787 
 
100/254 
85/1684 
85/9037 
 
75/819 
65/812 
52/828 
 
100/1003 
100/4032 
100/600 
99/1000 
100/500 
99/500 
 
84/3000 
87/3000 
 
96/6000 
—— 
—— 
 
74/3000 
95/3000 
97/3000 
 
100/3000 
100/10000 
Note: “*/*” stands for “Optimization success number/Number of function evolutions”. 
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3 Strategies of Handling High Dimensional, 
Unconstrained problems 
As mentioned in [5], the unconstrained and bound constrained problems in higher 
dimensions are one of challenges in future. In practice, when the optimization 
problems are complicated functions with high dimensional independent variables, 
parameters m,c, max_iter meeting equation (1) in section 2.4 may cost 
unacceptable computational cost.  
   The following content will try to discuss a strategy to handle high dimensional, 
unconstrained problems which yields to special condition. 
3.1 Condition on the High Dimensional, Unconstrained Problem  
The considered objective function is denoted as )(xf , 1: [ , , , , ]i nx x x x   where 
(1 )ix i n  is real number. D is the region of the independent variables, where 
D: uxl  , ( ,1 )i i il x u i n    .  
   If 1p , 2p  are any two random points in xkD ( ,0 2)x D k    , 
and ( 1) ( 2)f p f p , then we have [ 1 2 ] 0.5i i i iprob p p p p     for any 
i ( ni 1 ).  
3.2 Distribution of the Results 
Now we study DSZ algorithm output distribution for each dimension of the 
coordinate 0 , (1 )ix i n   by the predetermined proper value of c, m and max_iter.  
   Assuming parameters c, m, max_iter are chosen for acceptable computational 
cost, after independently executing DSZ algorithm to optimize the target function 
for K times, we then get a set of independent results: 
 0 |1 ,1kix i n k K    , where 0kix  denotes the thi  coordinate of the thk time 
execution result. 
   Let max_ 12 ( )iteri i it c u l
  . 
   0ix ’s distribution in only [ , ]i ip u  (1 )i n  will be discussed here, because its 
distribution in [ , ]i il p is subject to the same manner. 
10 
   Evenly divide [ , ]i ip u  by it  into finite intervals. Let 'jq ( ' 1j  ) be the number of 
points from set  0 |1kix k K   that falls into the 'thj interval. When the 
algorithm runs into the maximum iteration, the adjacent intervals 
'jq and 1'jq would have the following transition relationship: 
 
Figure 1 Transition relationship between 'jq , 1'jq at the final iteration cycle 
   Due to the practical model, the values of set max_{ }iterS  are smaller than or equal 
to the ones of the set max_ 1{ }iterS  . Because ip lies in the first interval of[ , ]i ip u , 
according to condition in section 3.1, it gives ' '1 2j jprob prob . When the 
transition reaches its equilibrium, we have the following equation 
' 1jq  =
'
'
'
2
1
j
j
j
prob
q
prob
    
 
   Thus 'jq = 1
1'
1
qr
j
i
i

, 'j >1, where 
i
i
i prob
probr
1
2 , 0 1ir  . If ir is a constant 
number equal to r, which is independent of its interval, then we have: 
1
1'
' qrq
j
j
  
'jq
 
' 1jq 
' ' 11j jprob q 
' '2 j jprob q
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   Furthermore, if0 1r  , and max_ iterc  is set to a sufficiently small number, which 
also leads to a sufficiently small it , thus the final output result in the 
thi  coordinate 
0ix  would yield to the exponential distribution within the interval[ , ]i il u . With the 
maximum probability occurred at the interval containing ip , it has a decreasing 
negative exponential distribution along both sides of this interval.  
3.3 Test Experiments 
Test function in this section is
1
( ) ,0 1
n
i i
i
f x x x

   . The optimization task is to 
determine the minimum value of ( )f x . As to this function, condition in section 
3.1 is satisfied.  
   In this optimization, the dimension of x  is 310n  . The algorithm parameters 
are set as max_iter=40001, m=1 and the shrinking constant c= 40000/310 , thus 
when algorithm run into the last iteration, the variable intervals scale to the 
magnitude of max_ 1iterc   310 . After all the input parameters are setup, 
independently running 10 times gives a 10 1000 element output matrix M. Each 
row of the M refers to the result of one independent execution of DSZ algorithm. 
Because of the specialty of function ( )f x , all elements in M can be regarded as 
the output of any dimension 0 (1 )ix i n  after independently running the DSZ 
algorithm for 10 1000 times. Hence, the histograms for each dimensional of the 
variables are shown in Figure 2 by using all the elements of M. 
   Figure 3 shows the plot of all the elements fell into interval [0, 0.1], and its 
minimum interval is 310 . It indicates the majority points fall into the region of [0, 
0.02], thus if we zoom in and look at the elements fell into this region, the 
corresponding result is shown in Figure 4. The logarithmic curve of Figure 4 is 
shown in Figure 5. The smooth trend of curve in Figure 5 demonstrates that the 
diagram in Figure 3 approximates an exponential distribution, as what has been 
derived in the previous section.  
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3.4 Strategies 
According to the distribution of the output results in each coordinate 0 (1 )ix i n   
of DSZ algorithm discussed above, we express the strategies of using DSZ 
algorithm to optimize certain high dimensional, unconstrained problems as 
follows:  
   Initialize parameters c, m and max_iter in acceptable computational cost. Run 
DSZ algorithms to optimize the objective function independently for K times. 
Examine the histograms of the output solution set at each dimension 
 0 |1kix k K   (1 i n  ) .Use the information histograms provide (the interval 
in which majority of set  0 |1kix k K  (1 i n  ) locate) to narrow the interval, 
in which (1 )ip i n   locates, hence narrow the region pD  where p  locates. 
Figure 2 The histogram for all the elements of M Figure 3 Histogram of all the elements of [0, 0.1] 
Figure 4 Histogram of all the elements fell into 
interval [0, 0.02] 
Figure 5 The logarithm curve of figure 4. x
axis: sub interval number; y axis: log value
of the number of points fell in each interval 
13 
Obviously, pp D D  . Use pD as the new region for the variables: new pD D . 
Repeat the above steps until pD  becomes sufficiently small.  
4 Applications in the Constrained Optimization 
Context 
4.1 Condition on the optimization problem 
The optimization target is function )(xf , 1: [ , , , , ]i nx x x x   where (1 )ix i n  is 
real number. Define D uxl  , ( ,1 )i i il x u i n      as the region for variable 
x. E D  is the constrained region on x which is nonempty. The target function 
)(xf  also satisfies the three conditions described in section 2.1:  (1) Continuity; 
(2) Convergence condition I; (3) Convergence condition II.  
   Without losing generality, the task is to look for the global minimum of )(xf . 
The corresponding solution for the global minimum is p: 
1 ,:[ , , , ],  (1 )i np p p p i n   .  
4.2 Optimization Methodology 
For the constrained optimization problems, DSZ algorithm employs almost the 
same approach as done for the unconstrained optimization. 
   In the constrained optimization context, firstly, siz number of random points are 
uniformly generated in the entire region D. The points fell inside the constrained 
space E are considered the legal points (whose number denote as N), which is 
denoted as 1S . In this way, on the one hand, 1S  is randomly distributed in the 
region E; on the other hand, the ratio of volume between space E and D could be 
estimated by N/siz.  
   Thus, if initialize 1k  as 
1/
1
nNk
siz
      (n is the dimension of variable x ), the 
entire E space can be covered by using the initial random set 
1
1
x
k
x S
D

 . After that, 
the same method of processing the unconstrained optimization is adopted. One 
thing noted is that illegal points should be removed once they appear during 
processing the constrained problems.  
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4.3 Procedure in the Constrained Optimization Context 
(1) Let j=1, and randomly generate m legal by sampling siz points randomly in           
region D to form the initial set 1 1 11 , , , ,i mS s s s   1: , thus S E1 . 
Initialize
1/
1
nmk
siz
     , shrinking coefficient c (0<c<1), and the maximum 
iterations max_iter; 
(2) For each point , (1 )jis i m   in jS , a corresponding random point 'jis is 
generated from
j
i
j
s
kD , thus new set is formed as 1' :[ ', , ', ']
j j j
j i mS s s s  ; 
(3) From set 'j jS S , choose m legal points according to their objectiv function 
values as the new set 1jS  . The maximal value of these chosen m points' 
function values should smaller than the minimal value of the rest legal points’ 
function values; 
(4) Let 1j jk c k    (0<c<1); 
(5) Let j=j+1, return step 2) until j=max_iter; 
(6) Choose the solution from max_ iterS  which yields ( )f x  minimum as the output. 
4.4 Test Results 
In this section, DSZ algorithm is applied to 11 test cases from reference [6], as 
shown in Table 3.  
Table 3  Summary of test case 
Function N Type of f   LI NE NI A 
Min G1 13 Quadratic 0.0111% 9 0 0 6 
Max G2 K Nonlinear 99.8474% 0 0 2 1 
Max G3 K Polynomial 0.0000% 0 1 0 1 
Min G4 5 Quadratic 52.1230% 0 0 6 2 
Min G5 4 Cubic 0.0000% 2 3 0 3 
Min G6 2 Cubic 0.0066% 0 0 2 2 
Min G7 10 Quadratic 0.0003% 3 0 5 6 
Max G8 2 Nonlinear 0.8560% 0 0 2 0 
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Min G9 7 Polynomial 0.5152% 0 0 4 2 
Min G10 8 Linear 0.0010% 3 0 3 6 
Min G11 2 Quadratic 0.0000% 0 1 0 1 
Note: LI-linear inequalities, NE-nonlinear Equalities, NI-Nonlinear inequalities, A-active 
constraints and  - feasibility; for both G2 and G3, k=50. 
   For each test case we list number of variables n, type of the function f , the 
relative size of the feasible region in the search space given by  , the number of 
constraints of each categories such as LI   (linear inequalities), NE (nonlinear 
equations) and NI (nonlinear inequalities). The feasibility  is determined 
experimentally in reference [17] by calculating the percentage of feasible 
solutions among the 1,000,000 randomly generated individuals.  
   Table 5 and Table 6 are the comparisons between DSZ algorithm and genetic 
algorithm [6, 7]. The independent variables of function G2 and G3 are 20 
dimensions and 10 dimensions, respectively. The parameters of DSZ algorithm 
are shown in Table 4. 
Table 4  Parameters of DSZ algorithm 
Function n m max_iter  
G1 13 30 1000  
G2 20 100 1000  
G3 10 20 100  
G4 5 20 1000  
G5 4    
G6 2 15 500  
G7 10 20 1000  
G8 2 10 500  
G9 7 20 1000  
G10 8 50 1000  
G11 2 5 20  
Note: n - dimensions of function’s independent variables; m- number of elements in S; max_iter- 
the maximum iterations; c- the shrinking coefficient. 
Table 5  Test Results (1) 
max_ iterc
510
310
310
310
310
310
310
310
310
510
16 
Function 
Optimum 
value 
GA in[6] Experiment #3 DSZ  algorithm 
Worst Best Average Worst Best Average 
G1 -15 -14.5732 -14.7184 -14.6478 -14.9606 -14.9999 -14.9609 
G2 0.803553 0.78279 0.79486 0.78722 0.75686 0.80339 0.78671 
G3 1.0 0.9960 0.9978 0.9970 1.0000 1.0000 1.0000 
G4 -30665.5 -30645.6 -30661.5 -30653.1 -30664.7 -30665.1 -30665.0 
G5 5126.4981       
G6 -6961.8 -6390.6 -6944.4 -6720.4 -6961.4 -6961.7 -6961.6 
G7 24.306 26.182 25.090 25.545 24.702 24.401 24.493 
G8 0.095828* 0.0958246 0.0958250 0.0958248 0.105459 0.105460 0.105459 
G9 680.63 683.58 681.72 682.56 680.99 680.79 680.85 
G10 7049.33 7685.8 7321.2 7498.6 7297.5 7053.4 7106.3 
G11 0.75 0.75 0.75 0.75 0.75 0.75 0.75 
Note: Independently run the genetic algorithm in [6] and DSZ algorithm 10 times, respectively; for 
the genetic algorithm, the maximum number of generations is 5,000, the population size is 70; for 
G3, k=10 and for G2, k=20. Parameters of DSZ algorithm are shown in Table 4. 
Table 6  Test Results (2) 
Function 
Optimum 
value 
GA in [7] DSZ algorithm 
Worst Best Median Worst Best Median 
G1 -15 -11.9999 -14.9999 -14.9997 -14.6051 -14.9999 -14.9950 
G2 0.803553 0.672169 0.803190 0.755332 0.72074 0.80347 0.7851 
G3 1.0 0.785582 1.00009 0.94899 1.0000 1.0000 1.0000 
G4 -30665.5 -30652.0 -30665.5 -30663.4 -30664.7 -30665.2 -30665.0 
G5 5126.4981 6112.22 5126.51 5172.53    
G6 -6961.8 -6954.32 -6961.78 -6959.57 -6961.4 -6961.8 -6961.7 
G7 24.306 35.8820 24.4110 26.7357 24.914 24.340 24.448 
G8 0.095828* 0.0958246 0.0958250 0.0958248 0.105459 0.105460 0.105460 
G9 680.63 684.131 680.762 681.706 681.15 680.79 680.83 
G10 7049.33 12097.4 7060.55 7723.17 7297.5 7053.4 7070.4 
G11 0.75 0.8094 0.7490 0.7493 0.75 0.75 0.75 
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Note: Run the genetic algorithm in [7] and DSZ algorithm 50 times independently; for the genetic 
algorithm, the maximum number of generations is 5,000, the population size is 10; for G3, k=10 
and for G2, k=20. Parameters of DSZ algorithm are shown in Table 4. 
   The test results clearly indicate that by using less than 1/5 of the iterations of 
genetic algorithm, the DSZ algorithm is capable of determining better results than 
GA. It should be pointed out that DSZ algorithm has found a new solution x= 
[1.22780107298315, 3.74488659676571] for G8, which gives G8(x) 
=0.105460>0.095828. Besides, when the constraints contain equalities, DSZ 
algorithm handles them by transforming them into a format of inequalities or 
bound constrained problems. Take G3 for an example: 
   G3Maximize
1
3( ) ( )
n
n
i
i
G x n x

  , where 2
1
1,0 1, (1 )
n
i i
i
x x for i n

     .  
   G3 could be transformed into an equivalent form as following: 
   Maximize
1 1
2
11
3( ) ( ) 1
n n
n
i i
ii
G x n x x
 

    , where 1 2
1
1,0 1,
n
i i
i
x x


  
   
  
(1 1)for i n   .  
   In this way, the n-dimensional constrained optimization problem with equalities 
is transformed into the (n-1)-dimensional constrained optimization problem with 
only inequalities.  
   Take G11 for another example. 
   G11Maximize 2 21 211( ) ( 1)G x x x   , where 22 1 0, 1 1, ( 1,2)ix x x i      . 
   G11 is equivalent to the problem below: 
   Maximize 2 2 211( ) ( 1)G x x x   , where 1 1x   .   
   The above examples show that the two-dimensional problem constrained by 
equalities can be transformed into the one-dimensional unconstrained problem. If 
constraints contain multiple nonlinear equalities e.g. G5, the nonlinear equation 
toolkit shall be added to current version of DSZ algorithm so as to transform 
equality constraints into either inequality constraints or unconstrained conditions.  
18 
5 Summary 
In the present paper a simple stochastic global optimization method, DSZ 
algorithm, has been proposed based on Convergence Conditions I and 
Convergence Conditions II, which are considered by the authors to be well 
ignored by previous researchers. The experimental results demonstrate that DSZ 
algorithm is an effective and capable of handling both unconstrained and 
constrained optimization problems.  
   As to the DSZ algorithm’s principle, we demonstrated its validity base on its 
theoretical model. For the practical model of DSZ algorithm, its validity and 
efficiency will need further considerations when applied to more complicated 
objective functions. Therefore, future work will continue on: 
(1) Mechanism on practical DSZ algorithm and what conditions the objective 
function should meet to guarantee the efficiency of its optimization;  
(2) In this paper we proposed a strategy of handling the high dimensional 
optimization problem by using the histogram information of DSZ algorithm 
outputs to narrow the optimal region for p. The efficiency of this strategy 
needs to be testified by more high-dimensional and complicated cases;  
(3) Although the current version of DSZ algorithm is capable to handle the ones 
with inequality constraints, in order to cover the equality and inequality mixed 
conditions, a toolkit of equation solver would need to be included;  
(4) DSZ algorithm is also expected to be applied to other optimization issues, e.g. 
discrete variable optimization and combination optimization in future.   
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