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Abstract
The notions of primitivity and exponent of a square nonnegative matrix A are classical: A
is primitive provided there is a nonnegative integer k such that Ak is entrywise positive and
in the case A is primitive the exponent of A is the smallest such k. Fornasini and Valcher have
extended the notion of primitivity to pairs (A,B) of square nonnegative matrices of the same
order. The pair (A,B) is primitive provided there exist nonnegative integers h and k such that
the sum of all products formed by words consisting of h A’s and k B’s is entrywise positive.
This paper defines the exponent of a nonnegative matrix pair to be the smallest value of h+ k
over all such h and k. It is then shown that the largest exponent of a primitive pair of n by
n nonnegative matrices lies in the interval [(n3 − 5n2)/2, (3n3 + 2n2 − 2n)/2]. In addition,
the exponent of a pair of nonnegative matrices is related to properties of an associated two-
dimensional dynamical system.
© 2001 Elsevier Science Inc. All rights reserved.
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1. Motivation
Given a vector or matrix v we use the notation v  0 to indicate v is a strictly
positive vector or matrix, that is, each of its entries is positive. The notation v  0
indicates that v is a nonnegative vector, that is, each of its entries is nonnegative. By
v  w, we mean that each entry of v − w is nonnegative.
Many concepts associated with nonnegative matrices arise naturally in the study
of finite Markov chains (see [2]). Consider a Markov chain
xk = Axk−1 (k  1), (1)
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where A is a nonnegative n by n matrix and the initial value x0 is a nonzero, non-
negative vector. It has proven useful to distinguish Markov chains for which xk  0
for all sufficiently large k. It is easy to verify that for each nonzero, nonnegative
initial condition x0 there is a K such that xk  0 for all k  K if and only if there
exists a positive integer  such that A  0. This leads to the definition that a square
nonnegative matrix A is primitive provided there exists a positive integer  such that
A  0. 1 In the case that A is primitive the smallest value of  for which A  0
is called the exponent of A and is denoted by exp(A). There has been a considerable
amount of research on the exponent (see [3]). In particular, Wielandt [11] has shown
that the largest exponent of a primitive n by n matrix with n  2 is n2 − 2n+ 2.
In this paper we first describe how certain two-dimensional dynamical systems
lead to an extension of the notions of primitivity and exponent to pairs of nonnegative
matrices, and then we find bounds on the largest exponent of a primitive pair of n by
n nonnegative matrices.
As defined in [6], a positive discrete homogeneous 2D-system is described by the
equations
x(h+ 1, k + 1) = Ax(h, k + 1)+ Bx(h+ 1, k),
h, k ∈ Z, h+ k  0, (2)
where A and B are n by n nonnegative matrices and the initial conditions x(h,−h)
(h ∈ Z) are nonnegative n by 1 vectors. System (2) is called the 2D-system associated
with the nonnegative matrix pair (A,B). Positive discrete homogeneous 2D-dy-
namical systems are used in [4] to discretely model diffusion processes (see also the
references in [6]). An entry of the vector x(h, k) typically represents a quantity such
as pressure, concentration or density at a particular site along a stream. We can view
this stream as flowing left-to-right along the line y = −x. The points (h,−h) (h ∈ Z)
correspond to the discrete sites h (h ∈ Z) along the stream. The vector x(h, k) rep-
resents the conditions at site h after h+ k time-steps. Thus, x(h,−h) describes the
initial condition at site h, the vector x(h,−h+ 1) describes the conditions at site
h after 1 time-step, etc. Note that by setting t = h+ k + 1, Eq. (2) indicates that
conditions at site h+ 1 after t + 1 time-steps are determined in a linear, time and
location autonomous fashion from the conditions at site h+ 1 after t steps and the
conditions at site h after t time-steps. Thus, at each time-step the conditions of a
site are determined by its previous conditions and the conditions of the site directly
upstream from it.
For nonnegative integers h and k define the (h, k)-Hurwitz product, (A,B)(h,k),
of A and B to be the sum of all matrices that are a product of h A’s and k B’s. For
example, (A,B)(1,0) = A and
(A,B)(2,2) = A2B2 + ABAB + AB2A+ BA2B + BABA + B2A2.
1 There are several other equivalent definitions of primitivity (see [3]) either in terms of the spectrum
of A or in terms of the lengths of cycles of the associated digraph. We choose to use the above property as
the definition because it is most easily generalized in the setting of dynamical systems.
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In general the Hurwitz product satisfies the recurrence relations: (A,B)(h,0) = Ah,
(A,B)(0,k) = Bk , and (A,B)(h,k) = A(A,B)(h−1,k) + B(A,B)(h,k−1) for h, k  1.
Also it is easy to verify that
x(h, k)=
h+k∑
s=0
(A,B)(s,h+k−s)x(h− s, s − h)
=
h+k∑
s=0
(A,B)(h+k−s,s)x(s − k, k − s). (3)
Thus, the Hurwitz products (A,B)(h,k) with h+ k = t and the initial conditions de-
termine the conditions after t time-steps.
As for Markov chains, 2D-dynamical systems (2) for which the vectors x(h, k)
are eventually (i.e. for all (h, k) with h+ k sufficiently large) strictly positive are
of interest. If the initial conditions x(h,−h) are strictly positive for h > 0 and 0
for h  0, then x(0, t) = 0 for all t (even in the case that both A and B are strictly
positive matrices). Thus, to allow the possibility that the vectors x(h, k) are even-
tually strictly positive some restrictions must be placed on the initial values. The
initial values x(h,−h), h ∈ Z, are admissible provided there exists an integer N such
that for all h at least one of x(h,−h), x(h+ 1,−(h+ 1)), . . . , x(h+N,−(h+
N)) is nonzero, or equivalently
∑N
i=0 x(h+ i,−h− i) is nonzero and nonnegative
for all h. It is easy to verify from (3) that if both A and B are strictly positive
and the initial values are admissible, then all x(h, k) with h+ k = N are strictly
positive.
It is natural to ask for necessary and sufficient conditions on the matrix pair (A,B)
in order that the solutions to (2) are eventually strictly positive for each admissible
sequence of initial values. As the analogous question for Markov chains is answered
by primitivity, one is led to generalizing the notion of primitivity. Define the pair
(A,B) of nonnegative matrices to be primitive provided there exist nonnegative inte-
gers h and k such that h+ k > 0 and (A,B)(h,k)  0. The exponent of the primitive
pair (A,B) of matrices is defined to be the minimum value of h+ k taken over all
pairs (h, k) such that (A,B)(h,k)  0. We write exp(A,B) for the exponent of the
pair (A,B). Note that in the context of (2) if t = exp(A,B), then having an initial
nonzero vector x(r,−r) guarantees a strictly positive condition vector at some site
downstream from site r after t time-steps. The sequence [5–7] of papers extends
many results about primitivity of nonnegative matrices to nonnegative matrix pairs.
In [7] it is shown that the nonnegative matrix pair (A,B) has both A and B nonzero
and is primitive if and only if the solutions to (2) are eventually strictly positive.
Thus, the definition of primitivity of matrix pairs truly generalizes that for a single
nonnegative matrix.
The main goal of this paper is to study the exponents of nonnegative matrix
pairs and to interpret them in terms of the corresponding 2D-dynamical system. In
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Section 2 we associate with each nonnegative matrix pair a digraph whose arcs are
colored red or blue, and then state necessary and sufficient conditions from [7] on
the cycles in the digraph for the matrix pair to be primitive. We relate the exponent
of (A,B) to integers solutions to certain systems of linear diophantine equations.
In Section 3, we give bounds on the exponent of each primitive two-colored di-
graph obtained by coloring the arcs of the so-called Wielandt digraphs. We also give
examples of pairs (A,B) of n by n nonnegative matrices with exponent (n3 − 2n2 +
1)/2 for each odd integer n  5 and (n3 − 5n2 + 7n− 2)/2 for each even integer
n  6.
In Section 4, we establish bounds on the size of solutions to linear diophantine
equations and use the bounds to show that the exponent of a primitive pair (A,B) of
nonnegative n by n matrices is at most (3n3 + 2n2 − 2n)/2.
In Section 5, we relate the exponent of a primitive pair (A,B) of n by n nonnega-
tive matrices to certain properties of the corresponding dynamical system (2). In par-
ticular, for each nonnegative integer N we establish upper bounds on the time t such
that x(h, k)  0 for all pairs (h, k) with h+ k = t given that no N + 1 consecutive
initial conditions equal zero.
2. Digraphs and exponents
The study of the primitivity and exponent of a nonnegative n by n matrixA = [aij]
is a combinatorial problem. We use the notation and terminology for digraphs in [3].
In particular, a walk in the digraph D of length  is a sequence v1, v2, . . . , v+1 of
vertices such that there is an arc in D from vi to vi+1 for i = 1, 2, . . . , . The walk
is closed if v+1 = v1, and a cycle is a closed walk in which v1, . . . , v are distinct.
The digraph, D(A), of A is the digraph with vertices 1, 2, . . . , n which has an arc
from i to j if and only if aij > 0. The digraph of A may have loops.
Using the fact that the (i, j)-entry of Ak is strictly positive if and only if there is
a walk from i to j in D(A) of length k, we see that A is primitive if and only if there
exists a positive integer k such that for all pairs (i, j) of vertices there exists a walk
from i to j in D(A) of length k. Let γ1, γ2, . . . , γc be the cycles of D(A), and let L
be the 1 by c matrix whose ith column is the length of γi . A classic result (see [3])
asserts that A is primitive if and only if D(A) is strongly connected and the greatest
common divisors of the entries of L is 1.
These results have been generalized to nonnegative matrix pairs in [7]. A two-
colored digraph is a digraph whose arcs are colored red or blue. We allow loops and
both a red arc and blue arc from i to j. There is a natural correspondence between
two-colored digraphs and nonnegative matrix pairs. To each two-colored digraph D
there is an associated pair (A,B) of nonnegative matrices where the (i, j)-entry of
A is 1 if and only if there is a red arc from i to j, and the (i, j)-entry of B is 1 if
and only if there is a blue arc from i to j. To each pair (A,B) of nonnegative n by n
matrices, we associate the two-colored digraph, D(A,B), with vertices 1, 2, . . . , n,
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a red arc from i to j if aij > 0 and a blue arc from i to j if bij > 0. In light of this
correspondence we freely move between two-colored digraphs and the associated
matrix pairs. We say the two-colored digraph D is primitive provided the associated
matrix pair (A,B) is primitive and the exponent of D is defined to be the exponent
of (A,B).
The two-colored digraph D is strongly connected provided for each pair (i, j) of
vertices there is a walk in D from i to j. An (h, k)-walk from i to j in D is a walk
from i to j consisting of h red arcs, and k blue arcs. Thus a (2, 1)-walk from i to
j could be a walk of length 3 from i to j all of whose arcs except the first are red
or all of whose arcs except the second are red, or all of whose arcs except the last
are red. Given a walk w in D, we write r(w), respectively, b(w), for the number of
red, respectively, blue, arcs that w has and we define the composition of w to be the
vector[
r(w)
b(w)
]
.
A simple induction argument shows that the (i, j)-entry of (A,B)(h,k) is strictly
positive if and only if there is an (h, k)-walk in D(A,B) from i to j. Hence, (A,B)
is primitive if and only if there exist nonnegative integers h and k with h+ k > 0
such that for each pair (i, j) of vertices there exists an (h, k)-walk in D(A,B) from
i to j.
The following lemma gives necessary algebraic conditions for a two-colored di-
graph to be primitive. We will use the following notation throughout the remainder
of the paper. Let D be a two-colored digraph and let C = {γ1, γ2, . . . , γc} be the
set of cycles of D. Set M to be the 2 by c matrix whose ith column is the composition
of γi , and 〈M〉 to be the additive subgroup of Z2 generated by the columns of M.
We call M the cycle matrix of D. Since the arcs of each closed walk of D can be
decomposed into cycles, the composition of each closed walk of D belongs to 〈M〉.
Furthermore, if w1 and w2 are both walks from vertex i to vertex j and there is a walk
from j to i, then (r(w1)− r(w2), b(w1)− b(w2))T ∈ 〈M〉.
Lemma 1. Let D be a strongly connected, two-colored digraph with cycle matrix
M. For each pair (i, j) of vertices let pij be a path from i to j and let w be a closed
walk that goes through each vertex of D. Suppose that z = (z1, z2, . . . , zc)T is a
nonnegative, integer vector such that each system
Mx =
[
r(pij)
b(pij)
]
has an integer solution xij with z  xij. Then D is primitive and exp(D)  h+ k,
where h and k are defined by[
h
k
]
=
[
r(w)
b(w)
]
+ Mz. (4)
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Proof. Let xij = (x1ij, x2ij, . . . , xcij)T. Note that (4) is equivalent to[
h
k
]
=
[
r(w)
b(w)
]
+
[
r(pij)
b(pij)
]
+M(z− xij).
Hence there is an (h, k)-walk from i to j, namely, a walk that starts at vertex i, fol-
lows w back to vertex i, along the way goes z − xij times around the cycle γ for
 = 1, 2, . . . , c, and after returning to vertex i goes along the path pij to vertex j. In
this way we have proven that for each pair of vertices (i, j) there is an (h, k)-walk
from i to j. Therefore, D is primitive and exp(D)  h+ k. 
Lemma 1 illustrates that the primitivity of the pair (A,B) is related to systems of
integer equations with coefficient matrix M. The following theorem from [7] charac-
terizes primitive pairs of matrices in terms of algebraic properties of the cycle matrix.
The content of the n by c matrix M, denoted content(M), is defined to be 0 if the rank
of M is less than n and the greatest common divisor of the determinants of the n by
n submatrices of M, otherwise.
Theorem 2. Let (A,B) be a pair of n by n nonnegative matrices with both A and B
nonzero and let M be the cycle matrix of D(A,B). Then the following are equivalent:
(a) (A,B) is primitive,
(b) D(A,B) is strongly connected and 〈M〉 = Z2,
(c) D(A,B) is strongly connected and content(M) = 1.
Clearly, if A is a nonnegative matrix such that Ak  0, then A  0 for all   k.
The following example shows that there exist pairs (A,B) and integers h and k,
h′ and k′ with h  h′ and k  k′ such that (A,B)(h,k)  0 but (A,B)(h′,k′) is not
strictly positive. Let
A =

0 0 01 0 0
1 0 0

 and B =

0 0 10 0 0
0 1 0

 .
Then
(A,B)(4,6) =

6 1 41 3 3
4 4 6

 , (A,B)(4,7) =

4 4 60 3 1
1 6 4

 .
Thus (A,B)(4,6)  0, and (A,B)(4,7) is not strictly positive.
The next result, which is similar to Lemma 4.1 of [5], extends a well-known
theorem of Schur (see [3, Lemma 3.4.2]) that asserts if m1, m2, . . . , mk are positive
integers with greatest common divisor 1, then there exists an integer N such that n is
a nonnegative integer linear combination of m1, m2, . . . , mk for all integers n  N .
The cone, K(M), generated by the columns of M is the set of vectors of the form
Mx, where x is a nonnegative, real vector.
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Lemma 3. Let (A,B) be a primitive pair of nonnegative matrices with both A and
B nonzero, and let M be the cycle matrix of D(A,B). For each pair of vertices i and j
let pij be a path from i to j. For integers u1 and u2 with 0  u1, u2  2n let xi,j,u1,u2
be an integer solution to
Mx =
[
r(pij)+ u1
b(pij)+ u2
]
,
and let z be a nonnegative integer vector such that z  xi,j,u1,u2 for all pairs (i, j)
of vertices and all such u1 and u2. Then
(A,B)(h,k)+(h′,k′)  0
for each integer pair (h′, k′)T in K(M), where h and k are defined by[
h
k
]
=
[
r(w)
b(w)
]
+ Mz (5)
and w is a closed walk of D(A,B) going through each vertex.
Proof. Since (A,B) is primitive and both A and B are nonzero, Theorem 2 guaran-
tees that D(A,B) is strongly connected and 〈M〉 = Z2. Hence the pij, the xi,j,u,v ,
and w exist, and the rank of M is 2. Without loss of generality the first two columns,
M1 and M2, of M are linearly independent and generate K(M).
We show that there exists an (h+ h′, k + k′)-walk from i to j. Since (h′, k′)T ∈
K(M), there exist nonnegative rational numbers y1 and y2 such that[
h′
k′
]
= y1M1 + y2M2.
Hence[
h′
k′
]
= y1M1 + y2M2 −
(
(y1 − y1)M1 + (y2 − y2)M2
)
.
Since each entry of M is a nonnegative integer bounded above by n, each entry
(y1 − y1)M1 + (y2 − y2)M2 is a nonnegative integer bounded above by 2n.
Thus [
h′
k′
]
= My −
[
u1
u2
]
, (6)
where y is a nonnegative integer vector and u1 and u2 are integers with 0  u1, u2 
2n. Eq. (5) is equivalent to[
h
k
]
=
[
r(w)
b(w)
]
+
[
r(pij)
b(pij)
]
+
[
u1
u2
]
+M(z− xi,j,u1,u2). (7)
Eqs. (6) and (7) imply[
h+ h′
h+ k′
]
=
[
r(w)
b(w)
]
+
[
r(pij)
b(pij)
]
+M(z+ y − xi,j,u1,u2).
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Let d = (d1, d2, . . . , dc)T be the vector z+ y − xi,j,u1,u2 . By definition, d is non-
negative. Hence there is an (h+ h′, k + k′)-walk from i to j, namely, a walk that
starts at vertex i, follows w back to vertex i, along the way goes d times around the
cycle γ for  = 1, 2, . . . , c, and after returning to vertex i goes along pij to vertex j.
In this way we have proven that for each pair of vertices (i, j) there is an (h+ h′,
k + k′)-walk from i to j. Therefore, (A,B)(h+h′,k+k′)  0 for each (h′, k′)T ∈
K(M). 
3. Exponents of some two-colored digraphs
In this section we determine the exponents of some families of two-colored di-
graphs. We begin with two-colored digraphs obtained by coloring the digraphs that
have the largest exponent. The Wielandt digraph of order n  3 is the digraph with
vertices 1, 2, . . . , n consisting of the cycle 1 → 2 → 3 · · · → n → 1 and the arc
n → 2. It is known [11] that, up to isomorphism, the Wielandt digraph of order n
has the largest exponent of primitive digraphs on n vertices, and that this exponent is
n2 − 2n+ 2. We define a two-colored Wielandt digraph to be a two-colored digraph
obtained by coloring the arcs of a Wielandt digraph. Clearly, if all the arcs of a
Wielandt digraph are colored one color, then the resulting two-colored digraph is
primitive and has exponent n2 − 2n+ 2. Assume now that D is a two-colored Wie-
landt digraph and D has at least one red and one blue arc. Without loss of generality
we may assume that the cycle matrix of D is
M =
[
a b
n− a n− 1 − b
]
for some integers a and b with n  a  n/2. Since D is primitive, ±1 = detM =
an− a − bn. Considering this equation modulo n, we conclude that a = n− 1 or
a = 1. Since a  n/2, a = n− 1. It now follows that b = n− 2. Thus,
M =
[
n− 1 n− 2
1 1
]
.
This implies that the n-cycle of D contains exactly one blue arc. There are two pos-
sibilities. We say D is type I, if the blue arc is one of n → 1 and 1 → 2, and D is
type II, otherwise. If D is type I, the arc n → 2 is blue. If D is type II, the arc n → 2
is red.
We claim that between each pair (i, j) of vertices of D there is a (2n2 − 5n+
3, 2n− 2)-walk. To see this note that between each pair of vertices i and j of D there
exists a path pij with r(pij)  n− 1 and b(pij)  1. Let
[
u
v
]
= M−1
[
r(pij)
b(pij)
]
.
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Then (u, v)T  (n− 1, n− 1)T. If i = j = 1, then the walk that starts at vertex i
goes to vertex 2, goes n− 1 times around the (n− 1)-cycle, goes back to vertex 1
and then goes n− 2 times around the n-cycle has composition
(n− 1)
[
n− 2
1
]
+ (n− 1)
[
n− 1
1
]
=
[
2n2 − 5n+ 3
2n− 2
]
.
Otherwise, pij contains vertices of the n-cycle and the (n− 1)-cycle, and hence there
is walk that starts at vertex i, follows pij to vertex j and along the way goes around
the n-cycle n− 1 − u times and the (n− 1)-cycle n− 1 − v times. Such a walk has
composition[
r(pij)
b(pij)
]
+M
[
n− 1 − u
n− 1 − v
]
= M
[
n− 1
n− 1
]
=
[
2n2 − 5n+ 3
2n− 2
]
.
Hence exp(D)  2n2 − 3n+ 1.
We next determine a lower bound on the 2-exponent of D. Suppose that (h, k) is a
pair of nonnegative integers such that for all pairs (i, j) of vertices there is an (h, k)-
walk from i to j. By considering i = 2 and j = 2, we see that there exist nonnegative
integers u and v with[
h
k
]
= M
[
u
v
]
. (8)
Next take i and j to be the initial vertex and terminal vertex, respectively, of the blue
arc on the n-cycle. Then the arcs of each walk from i to j can be decomposed into the
arc from i to j and cycles. Hence,[
h
k − 1
]
= Mz (9)
has a nonnegative integer solution. Pre-multiplying (9) by M−1 and using (8) yields[
u− (2 − n)
v − (n− 1)
]
=
[
u
v
]
−M−1
[
0
1
]
= M−1
[
h
k
]
−M−1
[
0
1
]
= M−1
[
h
k − 1
]
= z
 0.
Hence v  n− 1. Finally take i and j to be the terminal and initial vertices of the blue
arc on the n-cycle, respectively. Since the only paths from i to j have composition
either (n− 1, 0) or (n− 2, 0), either[
h− (n− 1)
k
]
= Mz (10)
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or [
h− (n− 2)
k
]
= Mz (11)
has a nonnegative integer solution. Pre-multiplying (10) and (11) by M−1 and pro-
ceeding as before, we conclude that either[
u
v
]

[
n− 1
(n− 1)
]
or
[
u
v
]

[
n− 2
(n− 2)
]
.
Thus u  n− 2, and
h+ k = [1 1]M
[
u
v
]

[
n n− 1]
[
n− 2
n− 1
]
= 2n2 − 4n+ 1.
Therefore, we have proven the following:
Theorem 4. Let D be a primitive, two-colored Wielandt digraph on n  3 vertices
with at least one red arc and one blue arc. Then
2n2 − 4n+ 1  exp(D)  2n2 − 3n+ 1.
In [10] it is shown that if D is type I, then exp(D) = 2n2 − 3n+ 1 and if D is
type II, then exp(D) = 2n2 − 4n+ 1.
We now prove that there are two-colored digraphs on n vertices whose expo-
nents are significantly larger than those of the two-colored Wielandt digraphs. Let
n = 2m+ 1 be an odd integer with m  2. Let D be the two-colored digraph on
vertices 1, 2, . . . , n consisting of a red path
1 → 2 → · · · → m+ 2,
a blue path
m+ 2 → m+ 3 → · · · → 2m+ 1 → 1,
and a red arc from 2m+ 1 to 3. Without loss of generality the cycle matrix of D is
M =
[
m m+ 1
m− 1 m
]
.
Since detM = 1, D is primitive. Suppose that between each pair of vertices i and
j of D there exists an (h, k)-walk. Taking i = j = 3, we conclude that there exist
nonnegative integers u and v such that
M
[
u
v
]
=
[
h
k
]
. (12)
Taking i = 1 and j = m+ 2 we see that each walk from i to j consists of the unique
path from i to j and a collection of cycles. Hence, there exists a nonnegative solution to
Mz =
[
h
k
]
−
[
m+ 1
0
]
. (13)
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Pre-multiplying (13) by M−1 and using (12) we conclude that[
u
v
]
 (m+ 1)
[
m
m+ 1
]
.
Hence, u  m(m+ 1). Similarly, by taking i = m+ 2 and j = 1 we conclude that
v  m2. Thus,
h+ k  [1 1]M
[
u
v
]

[
2m− 1 2m+ 1]
[
m2 +m
m2
]
= 4m3 + 2m2 −m
= (n3 − 2n2 + 1)/2.
This implies that
exp(D)  (n3 − 2n2 + 1)/2. (14)
We claim that for each pair (i, j) of vertices there exists a (2m3 + 2m2, 2m3 −m)-
walk from i to j in D. This and (14) will imply that exp(D) = (n3 − 2n2 + 1)/2. Let
(i, j) be a pair of vertices. Then there exists a pathpij from i to j with (r(pij), b(pij)) 
(m+ 1, m). Let[
s
t
]
= M−1
[
r(pij)
b(pij)
]
.
Then [
s
t
]
=
[
m(r(pij)− (m− 1)b(pij)
mb(pij)− (m+ 1)r(pij)
]

[
mr(pij)
mb(pij)
]

[
m(m+ 1)
m2
]
.
Thus (m(m+ 1)− s,m2 − t)  0. If (i, j) /∈ {(1, 1), (2, 2), (1, 2)}, then there is
a walk which starts at vertex i follows pij to j, and along the way goes m(m+ 1)− s
times around the (n− 2)-cycle and m2 − t times around the n-cycle. Such a walk
has composition[
r(pij)
b(pij)
]
+M
[
m(m+ 1)− s
m2 − t
]
= M
[
m(m+ 1)
m2
]
=
[
2m3 + 2m2
2m3 −m
]
.
If (i, j) ∈ {(1, 1), (2, 2)}, then the walk that starts at i goes m2 times around the
n-cycle and along the way m2 +m times around the (n− 2)-cycle has the desired
composition. Finally, if (i, j) = (1, 2), then the walk that starts at vertex 1 goes to
286 B.L. Shader, S. Suwilo / Linear Algebra and its Applications 363 (2003) 275–293
vertex 3, goes m2 times around the (n− 2)-cycle, returns to vertex 1, goes m2 +m−
2 times around the n-cycle and then goes to vertex 2 has the desired composition.
A similar argument shows that if n = 2m (m  3) is an even integer, then the
2-exponent of D′ is (n3 − 5n2 + 7n− 2)/2, where D′ is the two-colored digraph
consisting of a red path
1 → 2 → · · · → m+ 1,
a blue path
m+ 1 → m+ 2 → · · · → 2m− 1 → 1,
a red arc from 2m− 1 to 2m and a red arc from 2m to 4. Thus, we have proven the
following:
Theorem 5. For n  5 the largest exponent of a primitive pair (A,B) for nonneg-
ative n by n matrices is at least{
(n3 − 2n2 + 1)/2 if n is odd, and
(n3 − 5n2 + 7n− 2)/2 if n is even.
4. Upper bounds
In this section we determine an upper bound on the largest exponent of a primitive
pair (A,B) of n by n nonnegative matrices. Lemma 1 shows that primitivity is related
to systems of linear diophantine equations. This leads us to consider bounds on the
sizes of solutions to linear diophantine equations. To this end, we prove some results
akin to Gomory’s [8] classical results (see also [1]) in integer programming.
Note that Qm is an additive abelian group. Given an m by m rational matrix A, we
let 〈A〉 be the subgroup of Qm generated by the columns of A. We note that if the
square matrix A has integer entries and detA /= 0, then Zm is a subgroup of 〈A−1〉.
A unimodular matrix is a square, integer matrix whose inverse exists and has all
integer entries. We use the fact that if A is an n by c integer matrix (with c  n), then
there exist unimodular matrices U and V such that UAV = [D O], where D is an n
by n diagonal, nonnegative integer matrix [9]. The all ones vector of appropriate size
is denoted by 1.
Lemma 6. Let N be an m by m integer matrix with δ = |det(N)| /= 0. Then the
order of the group
〈N−1〉/Zm
is δ.
Proof. There exist unimodular matrices U and V , and positive integers d1,
d2, . . . , dm such that UNV = diag(d1, d2, . . . , dm). Clearly, δ = d1d2 · · · dm.
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Let D = diag(d1, d2, . . . , dm). The map h : 〈N−1〉 → 〈D−1〉/Zm defined by
h(N−1x) = D−1Ux +Zm is a surjective homomorphism. SinceD−1U = V −1N−1,
the kernel of h is Zm. Hence, 〈N−1〉/Zm is isomorphic to 〈D−1〉/Zm. Since{
D−1z : z ∈ Zm} = { [z1/d1 z2/d2 · · · zm/dm]T : zi ∈ Z},
〈D−1〉/Zm has order δ. 
Theorem 7. Let N be an m by m integer matrix such that detN /= 0, P an m by
n−m integer matrix, and v an m by 1 integer vector such that [N P ]z = v has an
integer solution. Then there exist integer vectors x and y such that Nx + Py = v, y is
nonnegative and 1Ty  | detN | − 1.
Proof. Let δ = | detN |. By assumption there exist integer vectors x and y such
that Nx + Py = v, and hence there exists an integer vector y such that N−1Py ≡
N−1v mod Zm. Since N−1P(δ1) ≡ 0 mod Zm there exists such a y which is non-
negative. Among all such nonnegative vectors y choose one with the properties that
1Ty is minimal, and subject to this y is smallest lexicographically. 2 We claim that
1Ty  δ − 1.
Suppose that
n−m∏
i=1
(1 + yi) > δ. (15)
Note that the left-hand side of (15) is the number of vectors in
S = {u : u is an integer vector with 0  u  y}.
By Lemma 6 and the pigeon-hole principle if x1, x2, . . . , xδ+1 are vectors in Qm,
then there exist i and j with i /= j and N−1xi ≡ N−1xj mod Zm. Applying this
reasoning to the vectors of the form Pu, where u ∈ S, we conclude that there exist
distinct integer vectors u and w such that 0  u,w  y and N−1Pu ≡ N−1Pw
mod Zm. Hence y + u− w and y + w − u are nonnegative vectors, N−1P(y + u−
w) ≡ N−1v mod Zm and N−1P(y + w − u) ≡ N−1v mod Zm. Since y was chosen
to have 1Ty minimal, 1Tu = 1Tw. This implies that 1T(y + w − u) =1T(y + u−
w)= 1Ty. Since y was chosen to be lexicographically smallest, we are led to the
contradiction that y must precede both y + u− w and y + w − u lexicographically.
Therefore
∏n−m
i=1 (1 + yi)  δ, and this clearly implies that 1Ty  δ − 1. 
Note by replacing v by −v in Theorem 7 we have that if [N P ]z = v has an
integer solution, then there exists an integer vector x and a nonpositive integer vector
y such that Nx + My = v and |1Ty|  |detN | − 1.
2 The (n−m)-tuples of nonnegative integer vectors are totally ordered by the lexicographic order.
More precisely, the nonnegative integer vector r = (r1, r2, . . . , rn−m) is lexicographically smaller than
the nonnegative integer vector s = (s1, s2, . . . , sn−m) provided r /= s, and if i is the smallest index such
that ri /= si , then ri < si .
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The following lemma shows that the cycle matrix of a primitive two-colored di-
graph on n vertices either has rank 1 or has a 2 by 2 invertible submatrix whose
determinant has absolute value at most n2/2. We define the slope of a nonzero vector
in R2 to be the slope of the line it spans.
Lemma 8. Let D be a primitive two-colored digraph on n  2 vertices with at least
one red arc and one blue arc, and let M be the corresponding 2 by c cycle matrix.
Then there exists a 2 by 2 submatrix N of M such that 0 < |detN |  n2/2.
Proof. Since D is primitive and has at least one blue arc and one red arc, Theorem
2 implies that M has content 1. Thus there are at least two different slopes among
the columns of M. If there are at least three different slopes among the columns
of M, then either M has two columns of different slopes such that each of their
second entries is bounded above by n/2 or two columns of different slopes such
that each of their first entries is bounded above by n/2. In these cases, we can take
N to be the submatrix determined by two such columns. Otherwise, there are exactly
two different slopes among the columns of M. Thus there exist nonnegative inte-
ger vectors (u1, u2)T, and (v1, v2)T with gcd(u1, u2) = 1 and gcd(v1, v2) = 1, and
nonnegative integers a1, a2, . . . , ak , b1, b2, . . . , bc−k such that, up to permutation of
columns,
M = [a1u a2u · · · aku b1v b2v · · · bc−kv] .
Since det[u v] divides the determinant of each 2 by 2 submatrix of M and content(M)
= 1, det[u v] = ±1. Without loss of generality we may assume that this determinant
is 1. Since a1(u1 + u2)  n, if u1 + u2  2, then a1  n/2 and 0 < det[a1u b1v] =
a1b1 n2/2. A similar statement holds if v1 + v2 2. Now suppose that u1 + u2=1
and v1 + v2 = 1. It follows that u1 = 1, u2 = 0, v1 = 0, v2 = 1, and each cycle of
D is monochromatic. Hence a red cycle and a blue cycle of D have at most one
vertex in common. Thus either maxi=1,2,...,k ai  n/2 + 1 or maxi=1,2,...,c−2 bi 
n/2 + 1. Without loss of generality assume that the former holds. Since the
content of M is 1, the greatest common divisor of a1, a2, . . . , ak is 1. Hence ei-
ther all the ai’s equal 1, or the ai’s are not all equal. In the latter case there exists
an i with ai < maxj=1,2,...,k aj  n/2 + 1, and hence 0 < det[aiu b1v] = aib1 
n2/2. In the former case, 0 < det[a1u b1v]  b1  n  n2/2. Therefore, the proof
is completed by taking N = [aiu b1v] in the latter case, and N = [a1u b1v] in the
former case. 
The following theorem gives an upper bound on the exponents of two-colored
digraphs on n vertices. It should be noted that the upper bound and exponents of the
digraphs in Theorem 5 have the same order of magnitude.
Theorem 9. Let D be a primitive two-colored digraph on n vertices. Then
exp(D)  (3n3 + 2n2 − 2n)/2.
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Proof. The result is clear if n = 1. If all of the arcs of D are the same color, then by
the classic results for exponents of digraphs,
exp(D)  n2 − 2n+ 2  (3n3 + 2n2 − 2n)/2.
Assume that n  2 and that D has at least one red arc and at least one blue arc. By
Lemma 8, there exists a 2 by 2 submatrix
N = [N1 N2] =
[
a b
c d
]
of M such that 0 < |detN |  n2/2. Without loss of generality N is the leading 2 by
2 submatrix of M. Let P = [P1, P2, . . . , Pc−2] be the matrix obtained from M by
deleting the first two columns. Without loss of generality we may assume that the
determinant, δ, of N is positive. Note that ad = δ + bc  δ + (n− d)(n− a) and
hence
n(a + d)  n2 + δ. (16)
Let v = (v1, v2)T be a nonnegative integer vector with v1, v2  n. By Theorem 7
there exists an integer vector x = (x1, x2)T and a nonpositive vector y = (y1, y2, . . . ,
yc−2)T such that Nx = v − Py and ∑c−2i |yi |  δ − 1. Note that
det
[
v N2
] = v1d − v2b  v1d  nd. (17)
For i = 1, . . . , c − 2, each entry of Pi is bounded above by n, and yi  0. Hence
−yidet
[
Pi N2
]
 |yi |nd. (18)
Eqs. (17) and (18), Cramer’s rule and the multilinearity of the determinant imply
x1 = det
[
v N2
]−∑c−2i=1 yi det [Pi N2]
δ
 nd +
∑c−2
i=1 |yi |nd
δ
 nd + (δ − 1)(nd)
δ
= nd.
Similarly, x2  na. Thus, for each such v, there is an integer solution to Mz = v
which is bounded above by (nd, na, 0, . . . , 0)T. Since D is strongly connected there
exists a walk w of length at most n2 − n that goes through each vertex of D. 3 It
follows from Lemma 1 and (16) that
3 This can be seen as follows. Let the vertices be 1, 2, . . . , n. Let αi be a path in D from i to i + 1 if
1  i  n− 1 and from n to 1 if i = n. Then the concatenation of the αi ’s is a closed walk. The result
follows upon noting that each αi has length at most n− 1.
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exp(D) n2 − n+ n(nd + na)
 n2 − n+ n(n2 + δ)
= n2 − n+ n3 + nδ
 (3n3 + 2n2 − 2n)/2. 
Lemma 3 asserts that if both A and B are nonzero and (A,B) is primitive, then
there exist nonnegative integers h and k such that (A,B)(h+h′,k+k′) is strictly positive
for each integer pair (h′, k′)T in K(M). We define the strong exponent of (A,B) to
be the minimum value of h+ k taken over all such pairs (h, k). We denote the strong
exponent of (A,B) by exp∗(A,B). We next determine an upper bound on the strong
exponent of a primitive pair of n by n nonnegative matrices.
Corollary 10. Let (A,B) be a primitive pair of n by n matrices with both A and B
nonzero, and n  2. Then exp∗(A,B)  3n3 + n2 + 2n.
Proof. By Lemma 8 there exists a 2 by 2 submatrix N of M with 0  | detN | 
n2/2. Without loss of generality
N = [N1 N2] =
[
a b
c d
]
is the leading 2 by 2 submatrix of M and δ = detN > 0. Let P = [P1 P2 · · · Pc−2]
be the 2 by c − 2 matrix obtained from M by deleting its first two columns. Let v be a
2 by 1 nonnegative integer vector with v  (3n, 3n)T. By Theorem 7 there exists an
integer vector x = (x1, x2)T and a nonpositive integer vector y = (y1, y2, . . . , yc−2)
such that Nx = v − Py and |1Ty|  δ − 1.
Note that
det
[
v N2
] = v1d − v2b  v1d  3nd. (19)
For i = 1, . . . , c − 2, each entry of Pi is bounded above by n, and yi  0. Hence
−yi det
[
Pi N2
]
 |yi |nd. (20)
As in the proof of Theorem 9, Cramer’s rule, the multilinearity of the determinant,
(19) and (20) imply
x1 =
det
[
v N2
]−∑c−2j=1 yj det [Pj N2]
δ
 3nd + (δ − 1)(nd)
δ
.
Similarly,
x2 
3na + (δ − 1)(na)
δ
.
It follows that Mz = v has an integer solution with
z 
(
3nd + (δ − 1)(nd)
δ
,
3na + (δ − 1)(na)
δ
, 0, . . . , 0
)T
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for all nonnegative integer vectors v with v  (3n, 3n)T. Since the composition of
each cycle in D is bounded above by (n, n)T, Lemma 3 implies that
exp∗(D) n2 − n+ n
(
3nd + (δ − 1)(nd)
δ
+ 3na + (δ − 1)(na)
δ
)
= n2 − n+ n(2(nd + na)/δ + nd + na).
The facts that ad − bc = δ, a + c  n and b + d  n imply that nd + na  n2 + δ.
Thus, exp∗(D)  n2 − n+ 2n3/δ + 2n+ n3 + nδ. For fixed n, the function f (δ) =
n2 − n+ 2n3/δ + 2n+ n3 + nδ is concave up on 1  δ  n2/2. Hence, its maxi-
mum value occurs at the end of the interval and is 3n3 + n2 + n. Therefore exp∗(D)
 3n3 + n2 + 2n. 
5. Constants for dynamical systems
In this section we discuss a generalization of the exponent and relate it to solu-
tions of dynamical systems. Let (A,B) be a primitive nonnegative matrix pair with
associated 2D-dynamical system (2). By Lemma 3 there exist nonnegative integers
h and k such that (A,B)(h,k)+(h′,k′)  0 for all (h′, k′)T ∈ K(M). It follows that if
K(M) is not a half-line, then for each nonnegative integer N there exist hN and kN
such that (A,B)(hN ,kN )+(r,−r)  0 for r = 0, 1, . . . , N . We define expN(A,B) to be
the minimum of hN + kN taken over all such pairs (hN, kN). Thus, exp0(A,B) =
exp(A,B).
Theorem 11. Let (A,B) be a primitive pair of nonnegative n by n matrices with
both A and B nonzero, and let N be a nonnegative integer. Then
expN(A,B)  exp∗(A,B)+ 2n2 + n2N  3n3 + 3n2 + 2n+ n2N.
Proof. Let h and k be nonnegative integers such that h+ k = exp∗(A,B), and
(A,B)(h,k)+(h′,k′)  0 for all (h′, k′)T ∈ K(M).
Let (a, b)T and (c, d)T be columns of M with the largest, respectively, smallest
slopes. Note that this implies that bc − ad > 0, and since bc − ad is an integer we
have bc − ad  1. Also, since K(M) is convex, K(M) is the cone in the first quad-
rant bounded by the lines by = ax and dy = cx. Let t = n2(N + 2). The intersection
of the line y = −x + t and K(M) is a line segment. Basic algebra shows that the x-
coordinates of the leftmost point and rightmost points the line segment are ta/(a + b)
and tc/(c + d), respectively. There are at least ta/(a + b)− tc(c + d)− 1 integers
z such that ta/(a + b)  x  tc(c + d). For each such integer z, (z,−z+ t)T is an
integer point on the line y = −x + t and in K(M). We conclude that the line y =
−x + t contains at least
tc
c + d −
ta
a + b − 1 = t
bc − ad
(a + b)(c + d) − 1
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integer points in K(M). Since bc − ad > 0, a + b  n and c + d  n,
bc − ad
(a + b)(c + d) 
1
n2
.
Therefore, the line y = −x + t contains at least n2(N + 2)/n2 − 1 = N + 1 inte-
ger points in K(M). Hence there is an integer z0 so that K(M) contains each of
the points (z0, t − z0), (z0 + 1, t − 1 − z0), . . . , (z0 +N, t −N − z0). Thus
(A,B)(h+z0,k+t−z0)+(r,−r)  0 (r = 0, 1, . . . , N), and hence by the definition of
expN(A,B) we have
expN(A,B)  h+ z0 + k + t − x0 = h+ k + t = exp∗(A,B)+ n2(N + 2).
The proof is now completed by using the bound in Corollary 10. 
Let D be a digraph on n vertices, n odd, defined in Section 3 that has
M =
[
m m+ 1
m− 1 m
]
and exponent (n3 − 2n2 + 1)/2. We note that if (A,B)h,k  0, then (h, k) is in the
cone generated by the columns of M. It is easy to verify that if the line y = −x + t
contains N + 1 integer points in K(M), then t  n(n− 2)N . Hence, expN(A,B) 
n(n− 2)N . Thus, in terms of N, the upper bound in Theorem 11 is of the correct
order of magnitude.
We now relate expN(A,B) to the dynamical system (2). In [5] it is shown that
if (A,B) is primitive and both A and B are nonzero, then for each admissible se-
quence of initial conditions the solutions to (2) are eventually strictly positive. Define
tN (A,B) to be the smallest t such that for each sequence of initial conditions with
no N + 1 consecutive 0’s, the solutions x(h, k) to (2) with h+ k = t are strictly
positive. The next result relates tN (A,B) and expN(A,B).
Theorem 12. Let (A,B) be a primitive pair of n by n nonnegative matrices and N
a nonnegative integer. Then
exp2N(A,B)  tN (A,B)+ tN (AT, BT)  2 expN(A,B).
Proof. First suppose that h and k are nonnegative integers such that (A,B)(h,k)+(s,−s)
is strictly positive for s = 0, 1, . . . , N . Consider x(u, v), where u+ v = h+ k. Then
by (3),
x(u, v) 
N∑
s=0
(A,B)(h+s,k−s)x(u− h− s, s + h− u).
Thus, it follows that each such x(u, v) is strictly positive when the initial condi-
tions have no N + 1 consecutive zeros. Therefore, tN (A,B)  expN(A,B). Clearly
expN(A,B) = expN(AT, BT), and hence
tN (A,B)+ tN (AT, BT)  2 expN(A,B).
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Next let tN (A,B) = t and tN (AT, BT) = t ′. Consider the Hurwitz products
(A,B)(t−s,s) for s = 0, 1, 2, . . . , t . If the first row of (A,B)(t−s,s) is not strictly
positive, then let js be an index so that the (1, js)-entry of (A,B)(t−s,s) is 0. Set
the initial conditions to be x(s,−s) = 1 if s /∈ {0, 1, . . . , t}, x(s,−s) = 0 if s ∈
{0, 1, 2, . . . , t} and the first row of (A,B)(t−s,s) is strictly positive, and x(s,−s) =
ejs otherwise. Then it follows from (3) that the first entry of x(t, 0) is zero. Hence,
by definition of t, there exists s such that each of (A,B)(t−s+k,s−k) (k = 0, 1, . . . , N)
has strictly positive first row. Similarly there exists s′ such that each of
(A,B)(t
′−s′+k,s′−k) (k = 0, 1, . . . , N) has strictly positive first column. It follows
that
(A,B)(t+t ′−s−s′+k+k′,s+s′−k−k′)
 (A,B)(t ′−s′+k′,s′−k′)(A, B)(t−s+k,s−k)
 0
for k = 0, 1, . . . , N and k′ = 0, 1, . . . , N . Hence (A,B)(t+t ′−s−s′+,s+s′−) is strictly
positive for  = 0, 1, . . . , 2N . We conclude that exp2N(A,B)  tN (A,B)+
tN (A
T, BT). 
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