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Abstract: We study the relationship between the design and analysis of graph algorithms in the
coarsed grained parallel models and the behavior of the resulting code on clusters. We conclude that
the coarse grained multicomputer model (CGM) is well suited to design competitive algorithms, and
that it is thereby now possible to aim to develop portable, predictable and efficient parallel code for
graph problems on clusters.
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Manipulation des graphes sur des grappes de PCs : une
approche à gros grain
Résumé : Nous étudions la relation entre la conception et l’analyse d’algorithmes sur les graphes
dans les modèles parallèles à gros grain et le comportement du code résultant sur grappes. Nous
concluons que le modèle à gros grain CGM est bien adapté pour concevoir des algorithmes concur-
rentiels, et qu’il est maintenant possible de développer du code parallèle portable, prédictif et efficace
sur des grappes pour les problèmes liés aux graphes.
Mots-clés : algorithmes parallèles de graphes, modèles parallèles, CGM , grappes, analyse expéri-
mentale
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1 Introduction and
Overview
Graphs are basic tools in computer science and
many problems in this field resort to graph
algorithms. Some of these algorithms have
a very high complexity or handle too many
objects such that the problems can not be
solved with only one single computer. Paral-
lel/distributed computation is intended to at-
tack these different problems simultaneously.
For this reason, parallel graph algorithms
are a field that had a rich development since the
early beginning of parallel computation. But if
there are a lot of theoretical studies in this area,
relatively few implementations have been pre-
sented for all these algorithms that were de-
signed. Moreover most of these implementa-
tions have been carried out on specific paral-
lel machines (C90, T3E, CM2, CM5, MasPar,
Paragon, ...) using special purpose hardware.
Recently, the availability of high-speed
networks, high-performance microprocessors,
off-the-shelf hardware and portable software
components are making networks of comput-
ers effective parallel/distributed systems. Due
to their low cost and complexity, such clusters
seem to lead to a much wider acceptance of
parallel/distibuted computing.
In this paper, we address ourselves to the
problem of graph handling on clusters. Two
questions were the starting point of our work:
Which parallel model allows to develop algo-
rithms that are:
feasible: they can be implemented with a rea-
sonable effort,
portable: the code can be used on different
platforms without rewriting it,
predictable: the theoretical analysis allows
the prediction of the behavior in real plat-
forms
efficient: the code runs correctly and is more
efficient than the sequential code?
What are the possibilities and limits of graphs
handling in real parallel platforms? This work
comes within a wider framework concerning
parallel/distributed machines, but in this paper
we focus on clusters. Our approach is orig-
inal in the sense that it consists in proposing
new algorithms and in studying the behavior
of these algorithms as well as other ones from
the literature by experiments on clusters.
Due to space limitations, we omit algorithm
descriptions and only present the results and
analysis of some experiments on PC clusters.
For each tackled problem, we will briefly de-
scribe the algorithm and give pointers for more
details.
Section 2 presents the chosen model CGM
(Coarse Grained Multicomputer) that seems
well adapted for computations on clusters.
Section 3 presents the experimental frame-
work. Section 4 gives the results obtained for
one of the basic problem that is sorting. Sec-
tion 5 deals with the difficult problem of list
ranking. Section 6 shows that it is possible to
solve the connected components problem on
dense graph efficiently. Section 7 shows that
an algorithm with log p supersteps (p is the
number of processors) can be efficient in prac-
tise. Section 8 will conclude on the use of the
coarse grained models and especially of CGM
for clusters.
2 The parallel model
The first parallel models that have been pro-
posed are fine grained models. In these mod-
els, it is supposed that p   θ  n  where n
is the size of the problem and p the num-
ber of processors. Among the fine grained
models, two main classes have emerged: the
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PRAM model (Parallel Random Access Ma-
chine), see [Karp and Ramachandran, 1990],
and the distributed memory machines mod-
els, see [Leighton, 1992]. If the PRAM model
is very useful to point out the possible paral-
lelism of a problem, it is quite unrealistic. The
distributed memory models are more realistic,
but are too close to the network structure of the
considered machine to lead to portable code.
Clusters as most of the current parallel ma-
chines are coarse grained, that is every proces-
sor has a substantial local memory. Recently,
several works tried to provide models that take
realistic characteristics of existing platforms
into account while covering at the same time
as many parallel platforms as possible.
Proposed by [Valiant, 1990], BSP (Bulk
Synchronous Parallel) is the originating source
of this family of models. It formalizes the
architectural features of existing platforms in
very few parameters. The LogP model pro-
posed by [Culler et al., 1993] considers more
architectural details compared to BSP, whereas
the CGM model (Coarse Grained Multicom-
puter) initiated by [Dehne et al., 1993] is a
simplification of BSP. We chose CGM because
it has a high abstraction that easily enables
the design of algorithms and offered the sim-
plest realization of the goals we had in mind.
One aim of our work is to justify whether this
model is well suited to handle graphs on clus-
ters.
The three models of parallel computation
have a common machine model: a set of pro-
cessors that is interconnected by a network. A
processor can be a monoprocessor machine, a
processor of a multiprocessors machine or a
multiprocessors machine. The network can be
any communication medium between the pro-
cessors (bus, shared memory, Ethernet, etc).
CGM The CGM model describes the num-
ber of data per processor explicitly. Indeed, for
a problem of size n, it assumes that the proces-
sors can hold O  np  data in their local memory
and that 1   np . Usually the later requirement
is put in concrete terms by assuming that p  np
because each processor has to store informa-
tion about the other processors.
The algorithms are an alternation of super-
steps. In a superstep, a processor can send or
receive once to and from each other processor
and the amount of data exchanged in a super-
step by one processor in total is at most O  np  .
Unlike BSP, the supersteps are not assumed to
be synchronized explicitly. Such a synchro-
nization is done implicitly during the commu-
nications steps.
In CGM we have to ensure that the number
R of supersteps is particularly small compared
to the size of the input. For instance, we can
ensure that R is a function that only depends
on p (and not on n the size of the input).
3 Implementation back-
ground
We have implemented these algorithms on two
PC clusters. Note that our code also ran on
distributed/shared memory parallel machines.
The use of two clusters with different intercon-
nection networks should allow to check that
the code does not depend too much on the un-
derlying network.
The first cluster1 consists of 13 Pen-
tiumPro 200 PCs with 128 MB memory
each. The PCs are interconnected by a 100
Mb/s full-duplex Fast Ethernet network, see
[Tanenbaum, 1997], having 93 µs latency. In
the following, we refer to it as PF. The sec-
1http://www.inria.fr/sophia/parallel
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ond cluster2 consists of 12 PentiumPro 200
PCs with 64 MB of memory each. The in-
terconnection network is a Myrinet3 network
of 1   28 Gb/s and with 5 µs latency. We refer
to it as POPC. The programming language is
C++ (gcc) and the communication libraries are
PVM and MPI.
An outline of the analysis All the tests have
been carried out ten times for each input size.
The results given are an average of ten tests.
All the execution times are in seconds. Each
execution time is taken as the maximum value
of the execution times obtained on each of the
p processors.
In all the given figures, the x-axis corre-
sponds to n, the input size and the y-axis gives
the execution time in seconds per elements.
Both scales are logarithmic.
To test and instrument our code we gen-
erated input objects randomly. Most of
these objects were constructed from random
permutations. See [Guérin Lassous, 1999,
Guérin Lassous and Thierry, 2000] for more
details. The time required for the generation
of an object is not included in the times as they
are presented.
4 A basic operation: sorting
The choice of the sorting algorithm is a critical
point due to its widespread use to solve graph
problems. In the BSP model, there are deter-
ministic as well as randomized algorithms. In
the CGM setting, all these algorithms trans-
late to have a constant number of supersteps.
The algorithm proposed by [Goodrich, 1996]
is theoretically the most performing, but is
2http://www.ens-lyon.fr/LHPC/ANGLAIS/popc.html
3http://www.myri.com/
complicated to implement and quite greedy in
its use of memory.
We chose the algorithm of
[Gerbessiotis and Valiant, 1994] because
it is conceptually simple and requires only 3
supersteps. It is based on the sample technique
which uses p  1 splitters to cut the input
elements in p packets. The choice of the
splitters is then essential to ensure that the
packets have more or less the same size.
The algorithm is randomized and bounds the
packets size by

1  1
lnn   n  p  1p  with
high probability, only. For more details on this
algorithm.
In our implementation, the sorted inte-
gers are the standard 32 bit int types
of the machines. We use counting sort,
[Cormen et al., 1990], as the sequential sorting
subroutine. To distribute the data according
to the splitters, we do a dichotomic search on
p  1 to find the destination packet of each ele-
ment. By that we only introduce a log p factor.
Therefore, this sort can be solved with prob-
ability 1  o  1  in O  TS  np  np 	 log  p  1 
 
local computations on each processor and with
3 supersteps where TS is the complexity of the
sequential sort.
Figure 1 gives the execution times per ele-
ment of the program with 1  2  4 and 8 PC for
POPC, and with 1  2  4  8 and 12 PC for PF. The
right ends of the curves for the execution times
demonstrate the swapping effects. Measures
begin at one million elements to satisfy some
inequalities given by this sort. The memory
of an individual PC in PF is two times larger
than the one for POPC, therefore PF can sort
two times more data. As expected, we see that
the curves (besides swapping) are near con-
stant in n and the execution times are neatly
improved when we use 2  4  8 or 12 PC. We see
that this parallel sort can handle very large data
efficiently, whereas the sequential algorithm is
RR n° 3897
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Figure 1: Sorting
stuck quite early due to the swapping effects.
Note that PF can sort 76 million integers with
12 PC in less than 40 seconds.
5 The list ranking problem
The list ranking problem frequently occurs in
parallel algorithms that use dynamic objects
like lists, trees or graphs. The problem is the
following: given a linked list of elements, for
each element x we want to know the distance
from x to the tail of the list. If it is easy to solve
it sequentially, it seems much more difficult in
parallel.
The first proposed algorithms were for-
mulated in the PRAM model. In the
coarse grained models, several algorithms
were also proposed, but none of them
is optimal, see [Dehne and Song, 1996] and
[Caceres et al., 1997]. As far as we know,
few implementations have been realized,
and none of them runs on clusters and
seems to be portable, see [Reid-Miller, 1994,
Sibeyn et al., 1999].
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Figure 2: List Ranking on POPC
[Guérin Lassous and Gustedt, 2000] pro-
posed a randomized algorithm that uses the
technique of independent sets, as described in
[Jájá, 1992]. It requires O  log p  supersteps
and O  n  for the total communication cost and
local computations.
To not overload the study of the results, we
only present the experiments on POPC, but the
results on PF are alike. Figure 5 gives the exe-
cution times per element in function of the list
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size. p varies from 4 to 12, because the mem-
ory of the processors is saturated when we use
2 or 3 PC. All the curves stop before the mem-
ory saturation of the processors. We start the
measures for lists with 1 million elements, be-
cause for smaller size, the sequential algorithm
performs so well that using more processors is
not very useful. A positive fact that we can de-
duce from the plots given in Figure 5 is that
the execution time for a fixed amount of pro-
cessors p shows a linear behavior as expected.
One might get the impression from Figure 5
that it deviates a bit from linearity in n, but this
is only a scaling effect: the variation between
the values for a fixed p and n varying is very
small (less than 1µs). We see that from 9 PC
the parallel algorithm becomes faster than the
sequential one. The parallel execution time de-
creases also with the number of used PC. Nev-
ertheless, the speedups (the ratio between the
sequential time and the parallel time) are quite
restricted. We see also that this algorithm per-
forms well on huge lists. Due to the swapping
effects, the sequential algorithm dramatically
changes its behavior when run with more than
4 million elements. For 5 millions elements,
the execution time is a little bit higher than
3000 seconds, whereas 12 PC solve the prob-
lem in 9   24 seconds. We see also that we only
need 18 seconds to handle lists with 17 mil-
lions elements.
6 Connected Components
for dense graphs
Searching for the connected components of a
graph is also a basic graph operation. For a
review of the different PRAM algorithms on
the subject see [Jájá, 1992]. Few algorithms
for the coarse grained models have been pro-
posed. In [Caceres et al., 1997], the first de-
terministic CGM algorithm is presented. It
requires O  log p  supersteps and is based on
PRAM simulations and list ranking. Accord-
ing to our experience, it seems that the simu-
lation of PRAM algorithms is complex to im-
plement, computationally complex in practice
and predictable with difficulty. Moreover, this
algorithm uses the list ranking that is really a
challenging problem as shown previously. On
the other hand, the part of the algorithm of
[Caceres et al., 1997] that is specific to CGM
doesn’t have these constraints. It computes
the connected components for graphs where
n  mp , that is to say for graphs that are rela-
tively dense, and does this without the use of
list ranking. Therefore we implemented this
part of the algorithm. It computes the con-
nected components of a graph with n vertices
and m edges such that n  mp in 	 log p 
 super-
steps and O  mp  	 log p 
 n  local computations.
Each of the p processors requires a memory of
O  mp  .
We use multi-graphs where two vertices are
chosen randomly to form a new edge of the
graph. The use of multi-graphs for these
tests is not a drawback because the algorithm
touches each edge unless it belongs to the
spanning tree only once. For this problem,
there are two parameters n and m to vary. As
the code has the same behavior on the clus-
ters we only show the results for graphs with
1000 and 10000 vertices on PF. Figure 6 gives
the execution times in seconds per item with
1  2  8 and 12 PC. For n   1000, m ranges
from 10000 to 500000. For n   10000, m
ranges from 10000 to 36 millions. We see that
for a fixed p the curves decrease with m. If
we study the results obtained with n   1000
more precisely, we see that when the graph has
more than 50000 edges then there is always
a speedup compared to the sequential imple-
mentation, and the more processors we use,
RR n° 3897
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Figure 3: Connected components on PF
the faster is the execution. With n   10000,
we can do the same remark when the graph
has more than 1 million edges. Note, that
with n   10000 it is possible to handle very
large graphs by using several PC. In sequen-
tial, the PC begins to swap with about 3   2 mil-
lions edges, whereas the connected component
computation on a graph with 36 millions edges
can be solved in 2   5 seconds with 12 PC.
7 Permutation graphs
The permutation graph associated with a per-
mutation Π is the undirected graph G  
 V  E  where  i  j    E if and only if i 
j and Π  i  Π  j  . Permutations graphs
are combinatorial objects that have been in-
tensively studied. Basic references may be
found in [Golumbic, 1980]. This graph prob-
lem can also be translated into a compu-
tational geometry problem called the domi-
nance problem that arises in many applica-
tions like range searching, finding maximal
elements, interval/rectangle intersection prob-
lems ([Preparata and Shamos, 1985]). Passing
from the permutation to the graph and vice
versa is done easily in a sequential time of
O  n2  . In parallel, [Gustedt et al., 1995] show
how to pass from the permutation to the graph
in the PRAM and their approach easily trans-
lates to CGM. This leads to a new compact rep-
resentation of permutation graphs. The main
step of this algorithm is to compute the number
of transpositions for each value i   0         n 
1, i.e. the cardinality of

j  i  j and Π  i 
Π  j  . It requires exactly 	 log2 p 
 supersteps
and O  n log2 np  local computations. The overall
communication is in O  n 	 log2 p 
  and is then
smaller than the local computation cost.
To simplify the implementation and with-
out loss of generality, we assume that p is a
power of 2. The generated inputs are random
permutations. The elements are unsigned long
integers. Figure 4 shows the execution times
in seconds per element for 1  4 and 8 PC. For
PF, the size of the permutation ranges from
100000 to 16 millions, whereas for POPC it
INRIA
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Figure 4: A permutation graph algorithm
ranges from 100000 to 8 millions (due to the
memory size of the PC on each cluster). The
right end of the curves show the beginning of
the swapping effects. First, the curves have the
expected behavior: they are constant in n. The
execution time is also lowered when we use
more processors, as expected. Again, it is pos-
sible to solve this problem on very large data.
For PF, one PC begins to swap after 4 millions
data, whereas 8 PC do it on a little bit less than
17 millions elements. Note that the local com-
putations time is greater than the communica-
tions time, as expected.
8 Conclusion
We have presented experimental studies of par-
allel graphs algorithms in the coarse grained
models on clusters. These studies were useful
to point out some points concerning the possi-
bilities and the limits of such implementations
and the practical use of these coarse grained
models on such machines. We can note the fol-
lowing points:
• The curves have the expected behavior.
• It is possible to handle very large data and
the network throughput to communicate
with other processors is faster than the
one for its own disk.
• The two PC clusters do not differ too
much and the fact that CGM model does
not deal with the conflict problems (that
appear in Ethernet network) is justified in
our context.
• Memory saturates before the interconnec-
tion network and the CGM assumption
that considers an unlimited bandwidth is
justified for these problems.
We are now going to give some partial answers
to the questions we asked at the beginning of
the paper.
• Which parallel model can lead to a feasi-
ble, portable, predictable and efficient al-
gorithms and code?
Given the analysis of the results, it seems
that coarse grained models are very promising
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to that regard. If there is still a lot of work left
over, these first steps go towards practical and
efficient parallel computation.
• What are the possibilities and the limits of
the actual graph handling in parallel envi-
ronments such clusters?
This work shows that it is now possible to write
portable code that handles very large data, and
that for some problems, this code is efficient.
The most challenging problem from the point
of view of feasibility and efficiency that we en-
countered is the list ranking problem. It is pos-
sible that this singularity comes from the spe-
cific irregular structure of the problem. Never-
theless, it seems obvious that these results can
have an impact on many parallel graph algo-
rithms that are based on list ranking.
To conclude and to show that clusters are
nowadays powerful systems, Figure 8 com-
pares the execution times for the sort on 12 PC
of PF and on 12 and 32 processors of a T3E.
This shows that PC clusters are very promis-
ing architectures for parallel graph algorithms.
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