Abstract Dual-task costs can be greatly reduced or even eliminated when both tasks use highly-compatible S-R associations. According to Greenwald (Journal of Experimental Psychology: Human Perception and Performance, 30, 632-636, 2003), this occurs because the appropriate response can be accessed without engaging performance-limiting response selection processes, a proposal consistent with the embodied cognition framework in that it suggests that stimuli can automatically activate motor codes (e.g., Pezzulo et al., New Ideas in Psychology, 31(3), 270-290, 2013). To test this account, we reversed the stimulus-response mappings for one or both tasks so that some participants had to Bdo the opposite^of what they perceived. In these reversed conditions, stimuli resembled the environmental outcome of the alternative (incorrect) response. Nonetheless, reversed tasks were performed without costs even when paired with an unreversed task. This finding suggests that the separation of the central codes across tasks (e.g., Wickens, 1984) is more critical than the specific S-R relationships; dual-task costs can be avoided when the tasks engage distinct modality-based systems.
simulation, and action execution (see Pezzulo, Candidi, Dindo, & Barca, 2013 for a review).
Thus, the embodied cognition account suggests that dual-task costs are eliminated because of the unique relationship between the physical features of the stimulus and environmental consequences of the correct response. That is, correspondence between the stimuli and environmental consequences of the appropriate responses leads to automatic activation of the correct response, thereby minimizing dual-task costs. To explain why both tasks must be IM-compatible for dual-task costs to be very small (e.g., Greenwald & Shulman, 1973; Halvorson et al., 2013) , it can be assumed that automatic activation of the responses drive behavior only when the correct response is automatically activated for both tasks. Binding stimuli to correct responses for the arbitrary S-R pairings may require the use of central, domain-general response selection mechanisms which, once engaged, select the responses for both tasks regardless of whether responses are automatically activated for one task.
However, while much of the existing research has focused on whether IM-compatible tasks actually eliminate dual-task costs, only a small set of tasks has been used and little work has attempted to identify the task properties that allow for dramatic reductions in costs. Note that there are at least two other ways to account for the absence of dual-task costs with two IM-compatible tasks. One alternative explanation stems from the fact that the IM-compatible tasks essentially share the same rule: BDo what you perceive.^If participants conceptualize the task in this way, both responses could be selected by choosing to imitate the stimuli. Thus, when the task pairing consisted of two IM-compatible tasks, participants could use one translation rule to produce both responses. In other words, the relationship between the tasks made it so that participants could treat the two responses on dual-task trials as belonging to a single, multi-component task.
A second explanation holds that IM-compatible tasks avoid dual-task interference because the VM tasks used S-R mappings that relied exclusively on spatial information and the AV task used S-R mappings that relied exclusively on verbal information (Wickens, 1984) . Unlike VM tasks in which a verbal label (e.g., a color word like Bred^) is used to identify the visual stimulus, the arrow stimuli used by Greenwald and Shulman (1973; see also Lien et al., 2003; Shin & Proctor, 2008; Greenwald, 2003 Greenwald, , 2004 and the hand stimuli used by Halvorson et al. (2013) contained spatial information that corresponded to the correct response. Similarly, unlike AV tasks that rely on the pitches of tones, the word and letter stimuli used in IM-compatible tasks contained verbal information that corresponded to the correct response. Such mappings may allow for concurrent processing of the two tasks because the response for the IM-compatible VM task can be selected using only spatial information and the response for the IM-compatible AV task can be selected using only verbal information.
Present study
To test these accounts, we designed tasks that used the same stimuli and responses but altered the SR mappings to form a between-subjects 2 × 2 design. The instructions for each task were either to Bimitate^or Bdo the opposite^(see Fig. 1 ). For group II, both tasks used imitate instructions and were thus IM-compatible. For group OO, both tasks used the Bdo the opposite^instructions, so that participants had to choose the manual response not depicted on the screen (of the two possible choices) and/or say the word from the response set that was not presented.
In the opposite VM task, the unique relationship between the finger depressed in the image and the finger required for making the correct response (as well as the spatial relationship between the stimulus and the response) is eliminated. Likewise, in the opposite AV task, the correspondence between the stimulus and the correct response is greatly reduced. Hearing Bcat^may automatically activate the opposite response Bdog^, but certainly not as much as the alternative response Bcat^. Thus, the embodied cognition account predicts large dual-task costs for group OO compared to group II.
In contrast, the single-rule account predicts small dual-task costs in both groups because the correct response for both tasks can be selected on dual-task trials by implementing a single rule (group II: Bdo what you perceive^; group OO: Bdo the opposite^). Similarly, the spatial-verbal account also predicts small costs across groups II and OO because the opposite rule only changes the particular S-R mappings, not the modality pairings; the opposite VM task relies only on spatial codes to link the stimulus to the response and the opposite AV task relies only on verbal information.
To distinguish between the single-rule and spatial-verbal accounts, groups OI and IO fill the remaining cells in the 2 × 2 design in which one task is IM-compatible and the other uses the opposite mapping. The single-rule account predicts dual-task costs for these groups; these combinations of tasks should prevent consolidation of the S-R pairs into a single task. In contrast, the spatial-verbal account predicts minimal dual-task costs in these groups; regardless of the mappings, the S-R pairs in the VM task can be encoded spatially and should not interfere with the AV task.
We used three block-types to isolate the dual-task costs: homogenous single-task blocks, in which only one task was presented on a given trial, mixed-task blocks (OR blocks), which contained single-task trials from both task sets presented in a random order but never simultaneously, and dual-task blocks in which two responses were required on each trial (AND blocks) (see Halvorson et al., 2013; Tombu & Jolicoeur, 2004) . Differences in RT between OR and single-task blocks, which equate to the number of responses (1) made on each trial, measure the increase in cognitive load independently of the number of responses required on a given trial, or the mixing costs.
Differences in RT between AND and OR blocks, which equate the number of response alternatives possible on each trial (4), measure the dual-task costs that results from selecting and executing two responses simultaneously compared to one response. Moreover, because strategies can shift the cost from one task to another (Tombu & Jolicoeur, 2004) , we analyze the sum of the costs across the two tasks (see also, Halvorson et al., 2013) .
Methods

Participants
Ninety-two undergraduates from the University of Iowa were recruited to participate; twelve subjects with an overall accuracy of less than 85 % were eliminated from the analyses resulting in twenty participants in each group (49 female, ages 19-25). Individuals participated in partial fulfillment of an introductory course requirement and reported normal or corrected-to-normal vision and hearing.
Stimuli and apparatus
Stimuli were presented on a 19-inch (c.48-cm) color LCD monitor located approximately 57 cm from the participant. A PC computer using Microsoft Office Visual Basic software was used to present the auditory stimuli (the words Bcat^and Bdog^lasting 250 ms in duration) through a headset equipped with a microphone. The visual stimuli were color images of a right hand making a key press with either the index or middle finger as if participants were looking down at their own hands (Fig. 1) . The images were presented in the center of the screen within a 6.7°× 6.6°neutral colored rectangle, on a black background. Participants made button-press responses on the 1 and 2 keys of the number pad.
Procedure
Each participant completed voice recognition training before being given verbal and written instructions for the AVand VM tasks. Participants were instructed to respond as quickly and accurately as possible and that each task was equally important. The order of events for trials was as follows: a white fixation cross subtending 1.3°× 1.3°visual angle appeared in the center of the screen for 500 ms. Next, the auditory and visual stimuli were presented for 250 ms. In single-task and OR blocks, only one type of stimulus was presented. In OR blocks, each trial had an equally likely chance of being an AV trial or a VM trial. In AND blocks, one of each type of stimulus was presented. After 2000 ms or a response, the next trial started.
Each block consisted of 36 trials and each block type was completed 4 times for a total of 16 total blocks. The block order (AV task alone, VM task alone, OR block, AND block), was the same for all participants. Feedback at the end of each block indicated the percent of correct responses and the average RT for each task.
Group II (Fig. 1, top left) was a replication of Experiment 3 in Halvorson et al. (2013) . Participants were instructed to Brepeat what you hear^in the AV task (e.g., if you hear Bdog,^say Bdog^). In the VM task, participants were instructed to Brepeat what you see^by making a response based on the depressed finger in the image.
In the group OO (Fig. 1 , bottom right,), participants were instructed to Bdo the opposite^for both tasks. In the AV task, if they heard Bcat^, they were instructed to say Bdogâ nd vice versa. In the VM task if the middle finger was depressed in the image on the screen, they were instructed to press the 1 key, and if the index finger was depressed, press the 2 key.
In the group OI (Fig. 1, top right,) , participants were instructed to Bdo the opposite^for the AV task and Brepeat what you see^for the VM task. In the group IO (Fig. 1, bottom  left) , participants were instructed to Brepeat what you hearf or the AV task and Bdo the opposite^for the VM task.
Results
The first of each block type from each group was considered practice and eliminated from the final analyses. Trials where an incorrect response was made on either task or where RTs exceeded 1500 ms or were shorter than 150 ms (2 % of the remaining trials) were also eliminated.
Single-task RTs A 2 × 2 × 2 ANOVA with task (AV, VM), instruction (imitate, opposite), and task pairing (same, different) as factors was conducted on the single-task RTs for each task (see Table 1 ). The main effect of task was significant, F(1,152) = 226.91, MSE = 4109.79, p < .001, indicating faster overall RTs in the AV task (365 ms) than the VM task (518 ms). The main effect of instruction was also significant, F(1,152) = 23.94, MSE = 5824.81, p < .001, indicating faster overall RTs for tasks that used the imitate instructions (412 ms) than the opposite instructions (471 ms). Neither the main effect of task pairing nor any interactions were significant, F < 1.
Mixing costs
Mixing costs were calculated by subtracting mean RTs in the single-task blocks from mean RTs in the OR blocks and summed across the AV and VM tasks (Fig. 2, white bars) . This method allows for the overall cost associated with maintaining two tasks to be calculated as opposed to differences in performance within each task which might reflect participants prioritizing one task over the other (Halvorson et al., 2013; Tombu & Jolicoeur, 2004) . A 2 × 2 ANOVA with AV and VM instruction as between-subjects factors was conducted for the sum of the mixing costs across groups. The intercept was significant, F(1,76) = 74.74, p<.001, indicating significant mixing costs across groups. The main effect of AV instruction, F(1,76) = 6.89, MSE = 3157.38, p < .05, revealed larger mixing costs with the imitate instructions (85 ms) compared to the opposite instructions (52 ms). This unexpected finding may reflect the simplicity of the single-task IM-compatible AV condition in which participants simply repeat each word they hear. Neither the main effect of VM instruction, F(1,76) = 1.48, MSE = 2288.38, p = .24, nor the interaction, F(1,76) = 2.89, MSE = 3107.09, p = 011, were significant. In all conditions, t-tests showed that the summed mixing costs was significantly greater than zero, |ts| > 2.75; ps < .05. 
Dual-task costs
Dual-task costs were calculated by subtracting mean RTs in the OR blocks from mean RTs in the AND blocks and summed 1 The mixing costs reported here are indicative of the performance impairments associated with both maintaining multiple task sets and switching between tasks from trial to trial. When these two components are separated by comparing task repeat and task switch trials in the OR blocks to estimate switch costs and comparing task repeat trials in the OR and single-task task trials to estimate the cost of maintaining two sets, the basic finding is that both components contribute roughly equally to the mixing costs. This approach is not particularly revealing as to why the IM-compatible AV task produced larger mixing costs; when paired with the IM-compatible VM task, the increase in mixing cost was mostly in the load component, but when paired with the opposite VM task, the increase was mostly in the switch component.
across the AV and VM tasks (black bars, Fig. 2 ). The dual-task costs for each condition were submitted to a 2 × 2 ANOVA with AVand VM instruction as between-subject factors. The intercept was not significant, F<1, indicating no significant dual-task costs across groups. Neither of the main effects, AV instruction F(1,76) = 3.05, MSE = 5210.01, p = .10, VM instruction, nor the twoway interaction were significant, Fs<1. Follow-up t-tests showed that mean dual-task costs were not significantly different than zero, all |ts|<1 except for group II (-23 ms), where the mean cost was actually marginally less than zero, t(19) = 2.08, p = .05. In other words, when the OR blocks were used as a baseline, there was no evidence that making two responses in the AND blocks slowed RTs for any of the groups. This was true when either or both tasks used opposite mappings. We had sufficient power to detect dual-task costs between 30 and 70 ms, depending on the group. The absence of dual-task costs across groups supports only the spatial-verbal account; in all four groups, the AV and VM tasks required distinct input and output systems and could be coded using exclusively the verbal and spatial systems, respectively.
2 Accuracy A 2 × 2 × 2 ANOVA with task (AV, VM), instructions (imitate, opposite), and task pairing (same, different) as within-subject factors was conducted on the accuracy data from the singletask blocks only. There was a significant main effect of task, F(1,152) = 22.23, MSE = .002, p < .001, indicating higher accuracy rates for the VM tasks (97 %) than the AV tasks (93 %) across groups, and a main effect of pairing, F(1,152) = 14.96, MSE = .003, p < .01, indicating higher accuracy when the task pairings used the same instructions (97 %) compared to different instructions (93 %). The main effect of instructions was not significant, F < 1. This suggests that the main effect of instruction observed in the single-task RTs was not likely due to a significant speed-accuracy trade-off. There were no significant interactions. For the mixing and dual-cost analyses, we submitted the accuracy data (collapsed across task) to a one-way ANOVA with block type as a within-subjects factor for every group. For groups II and OO the main effect of block type was not significant, Fs<1. For group IO, there was a significant main effect, F(2,38) = 6.91, MSE = .001, p < .01, indicating higher accuracy in OR (97 %), than single task blocks (93 %), t(19) = 3.11, p < .01, and AND blocks (94 %), t(19) = 2.30, p < .05. The main effect was also significant for group IO, F(2,38) = 6.91, MSE = .001, p < .01. Accuracy was highest in OR blocks (96 %) compared to single task blocks (93 %), t(19) = 3.50, p < .01, but not significantly different than AND blocks (95 %), t(19) = 1.65, p = .11. For the groups with different instructions for the two tasks, it is possible that a speed-accuracy trade-off contributed to the longer RTs in the OR blocks; however, it is Fig. 2 Sum of mixing and dual-task costs for the four groups. Error bars indicate the standard error of the mean 2 When task (VM or AV) is added as a third factor to the ANOVA, there is a significant effect of task, F(1,152) = 41.86, MSE = 2918.56, p < .001, indicating that dual-task costs are larger for the AV task (27 ms) than the VM task (-28 ms). This result may stem from a tendency for individuals to try to synchronize their responses under dual-task conditions or to prioritize the slower VM task. Consistent with these interpretations, the task also produced an interaction with the AV instruction, F(1,76) = 8.89, MSE = 2918.56, p < .01, and the VM instruction, F(1,76) = 8.59, MSE = 2918.56, p < .01, indicating greater dual-task RTs on the AV task when it was compatible and smaller dual-task RTs on the VM task when it was compatible. The three-way interaction was not significant, F < 1. not likely that this can account for the highly similar pattern of mixing and dual-task costs observed across all four tasks.
Discussion
Across the four groups, no dual-task costs were observed, even though at least one of the tasks used an incompatible mapping in three of the groups. Although mixing costs were consistently observed, these were largest when both tasks were IM-compatible, providing further evidence that the opposite tasks were performed with no greater costs than the IMcompatible tasks. We make no strong claims that the dual-task costs are completely eliminated; rather, we show that they are not large and are unaffected by element-level compatibility when the spatial and verbal codes are segregated by the tasks. Mapping did affect RT, indicating that the opposite mappings were more difficult, but they did not produce greater dual-task costs, demonstrating that costs are not strictly related to the difficulty of the S-R mappings.
The results are inconsistent with the claim that participants avoid dual-task costs with IM-compatible tasks by treating the two tasks as a single task, because no costs were observed when the tasks used conflicting rules. These results are also inconsistent with the claim that participants avoid dual-task costs with IM-compatible tasks by relying on the IM-compatible stimuli to automatically activate the appropriate responses, because the costs were not affected by the mappings. It is possible that activation can be channeled to the opposite response depending on the instruction, but this explanation changes the nature of the activation from an automatic process that simulates the action most relevant to the stimulus to a task-dependent one that uses top-down control.
The lack of dual-task costs may result from high set-level compatibility, which is identical across all groups. Dual-task costs are typically robust for visual-manual and auditory-vocal task pairings (e.g., Greenwald & Shulman, 1973; Halvorson, et al., 2013; Pashler & Johnston, 1989 ), but the set-level compatibility in this case could be driven by the correspondence between the hand pictures and manual responses and between the words and vocal responses.
3 However, while set-level compatibility may be driving the low dual-task costs, for this account to have explanatory power, an independent means of assessing set-level compatibility must be developed.
The proposal that the modality of the information, rather than the specific code, is critical for reducing crosstalk between tasks echoes findings from task-switching studies examining how the pairing of input and output modalities affects switch costs. Koch (2010, 2011) concluded that compatible modality pairings (visual-manual and auditoryvocal) showed reduced switch costs compared to incompatible pairings (auditory-manual and visual-vocal) even when there was no dimensional overlap between stimuli and responses. This is consistent with the notion that it is the separation of the tasks when considered together rather than the compatibility of the tasks when considered alone that drives interactions between temporally proximal tasks.
Thus, although the spatial-verbal account runs counter to the traditional explanation of how IM-compatibility reduces dual-task costs, it is consistent with findings from the aforementioned task-switching literature. It is also consistent with crosstalk accounts of dual-task interference that emphasize the importance of the separability of the tasks rather than overlap between stimulus and response features within each task. For example, Wickens, Sandry, and Vidulich (1983) proposed that dual-task interference arises from crosstalk between central codes that are required for S-R translation. When two tasks use similar central codes, the resulting crosstalk is a significant contributor to dual-task costs. Specifically, Wickens (1984) proposed that costs should be minimal when one task uses an exclusively auditory-verbal-vocal mapping and the other uses visual-spatial-manual codes (see also Hazeltine, Ruthruff & Remington, 2006; Janczyk et al., 2014; Navon & Miller, 1987) . The present results are consistent with this proposal.
Such modality-based accounts draw obvious parallels to the hugely influential model of working memory (WM) and its distinct domain-specific subsystems (e.g., the visuospatial sketchpad) proposed by Baddeley and colleagues (e.g., Baddeley & Logie, 1999) . There is a great deal of evidence that capacity limits for each of these subsystems are not affected by the concurrent activation of information in other subsystems (see, e.g., Cocchinie, Logie, Della Sala, MacPherson, & Baddeley, 2002) . Hazeltine and Wifall (2011) offered support for the proposal that dual-task costs might depend on the structure of WM by showing that the pattern of interference depended on the modality of the response in a choice-RT task, even when the modality of the stimulus was kept constant. Given that the mixing costs in the present experiment are no smaller than in similar experiments using arbitrary stimuli, but the dual-task costs are reduced (see Halvorson et al., 2013) , it appears that the structure of WM may play its critical role in the selection of the response rather than in the maintenance of the task rules. Thus, the mappings may be stored within procedural memory but the codes may interact as the specific rules are selected.
In sum, the present data do not support claims that IMcompatible tasks eliminate dual-task costs because stimuli automatically activate the appropriate responses. Rather, it appears that when tasks engage distinct, modality-specific mechanisms, two responses can be selected nearly simultaneously with little evidence of interference even with incompatible S-R mappings.
