A new model with a variable size of random effect is introduced for the meta-analysis of 2 × 2 tables. The random-effects parameter has a simple interpretation in terms of sample size and offers a new measure of heterogeneity.
Introduction
The focus of this article is binary-data meta-analysis applied in medicine and epidemiology, and the language of those subjects is used. However, the results here apply also to meta-analysis generally. Beyond medicine and epidemiology, there is a very wide range of application areas, e.g. education.
By far the most common trial design for binary data is a parallel study, in which one patient group receives treatment A, and the other receives treatment B. Often but not always, 'treatment A' will be a placebo. An event (some measure of recovery or the reverse, such as death) occurs to some members of each group. There are usually no individual patient covariates such as age or disease duration, so the results can be summarized in a 2 × 2 table. In epidemiological studies, typically group A is the control group, and group B has been exposed to some hazard.
In a meta-analysis we seek to estimate the 'treatment effect' θ and its standard error from a number of such 2 × 2 tables, each one giving the results of a study that a systematic review has found to be of acceptable quality. One major problem is that studies often disagree by more than their quoted statistical errors would indicate. This disagreement may arise in medicine because of differing patient mixes among the various studies, varying operational procedures, or use of a wrong model of treatment effect by the analyst. This problem appears in nearly half of binary-data metaanalyses and is even more prevalent for continuous outcomes (Alba et al, 2016) ; the random effect is larger for 'softer' outcomes and lowest for 'hard' A standard approach is to model the excess variability by assuming that the observable treatment effect varies from study to study, so that the ith study 'sees' θ i = θ + ǫ i , where
In this paper a modified form for the random effect is introduced, in which rather than simply assuming that the effective value of θ varies from study to study, it is considered that this variation is induced by the probabilities of the event occurring under treatments A and B varying randomly between studies, so that the ith study has effective event probabilities that differ from the correct values, for the reasons given. Modelling this variation in probabilities using the beta distribution rather than modelling the variation in θ i directly gives a slightly different form for the random effect, in which its scale is geared to the variance thatθ i would have for a constant sample size, say unity, in each group.
Note that if the treatment A and B event probabilities do not vary much from study to study, it does not matter which model of treatment effect is used, and also the random effects model proposed here and conventional models would give similar fits to data and give rise to similar conclusions.
However, these probabilities usually do vary appreciably across studies.
The new random-effects submodel is derived, some examples are given, and the paper ends with some brief conclusions.
The new model

Some notation
Let there be n studies; table 1 gives notation for the observed data from a study. Study suffices will often be suppressed for clarity.
Let p be the probability of an event for treatment A (often control/placebo) and q the corresponding probability for treatment B. Let the treatment effect be θ = g(q, p). The currently-used treatment effects can all be written as θ = T (q) − T (p), for some monotonic function T , but this simplification is not needed here. Thus the widely-used log-odds ratio is
The methodology is exemplified using the log-odds ratio throughout, but is quite general. Two-stage models givê
from the ith study, whereθ i is assumed to be approximately normally distributed with mean θ. Sample sizes are taken as N q , N p respectively.
Derivation of the model
The task is to find the variance ofθ, which is assumed to be approximately normally distributed. Besides sampling error, the variance must include the random errors in P and Q; we use P to show the method, and results are similar for Q. For small changes δp, δq we have that δθ ≃ (∂g/∂p)δp + (∂g/∂q)δq, and assuming that δp, δq are independent, the delta method (e.g. Oehlert, 1992) gives
Taking N p , N q as fixed, assume that the effective probability of an event is a random variable from some distribution. The beta distribution, as the conjugate prior for the binomial distribution, is a natural choice here. With parameters α, β the mean is p = α/(α + β). Then using the notation in table 1, n 11 is the realization of a beta-binomial random variate (see e.g.
Reparameterizing, one parameter, the random effect size, is taken as ρ = 1/(α + β + 1), and this is also the intra-study correlation. The method of moments givesp = n 11 /N p = ρα/(1 − ρ). Henceβ = (1 − ρ)(1 −p)/ρ, and so from (3) the estimated variance ofp is
Hence finally
which can be written for the ith study
The parameter ρ also has the meaning that α + β = (1 − ρ)/ρ is the notional or effective sample size per group for the inter-study variation in θ i . The practical application of this is that there is little point in new studies having much larger sample size than ρ −1 . The statisticρ, expressed as a percentage, is a new measure of heterogeneity, not related to statistical significance as is I 2 . For example, as sample size per study increases, I 2 will tend to 100%, butρ will remain constant. Borenstein et al (2017) stress that I 2 is not 'an absolute measure of heterogeneity' although it is often taken as such;ρ is an absolute measure.
This model has the implication that the size of random error for a study is geared to the sizes ofp andq; for values ofp,q, giving a tiny variance, the random effect variance is similarly tiny. Thus for the log-odds ratio
} is smallest whenp,q = 1/2. This is the difference from the standard model, where the size of random error is constant.
Note that for the arc-sine transformation, designed to stabilize variance,
The size of the random effect is now greatest wherep,q ≃ 1/2.
Also, if N q = N p is constant for all trials, the new method amounts to a multiplicative rescaling of variance, like the methods used in particle physics (Baker and Jackson, 2013 )
Changes to the DerSimonian and Laird and Mandel-Paule procedures
The DerSimonian and Laird (1986) method for random-effects metaanalysis has been very popular in the life sciences. Writing
is equated to its expectation, under the assumption thatθ i has variance
This yields the DSL estimator
where now θ is estimated as
We follow the same derivation, under the assumption thatθ i has variance σ 2 i + v i ρ, which yields the estimator
and σ 2 i + v i ρ = 1/w * i , so that θ and its standard error are now estimated as before.
The Mandel-Paule estimator (e.g. Hartung, Knapp and Sinha, 2008)
and estimates τ 2 iteratively by setting Q = n − 1. It can be trivially changed
, minimized forθ, and ρ then estimated by setting Q(ρ) = n − 1. Hence the standard methods of meta-analysis can be easily tweaked to make the adjustment recommended here. Table 2 shows details of the 15 datasets used as examples. These were datasets that were comparatively easily available, and some such as the tuberculosis dataset are very well known and much studied.
Examples
The results are shown in table 3. A maximum likelihood fit for the parameters θ and τ 2 or ρ was done to evaluate the relative goodness of fit of the conventional and proposed new model, but the estimates of treatment effect θ shown with standard errors are derived using the DerSimonian and Laird procedure, and the modified version of this. This was done rather than quoting results from the maximum likelihood analysis, because the DSL method is very widely used.
Of the 15 meta-analyses studied, 10 had higher likelihood with the new method, 2 had lower likelihood (Eclamp and Resp), while 3 ( Lamo, Steroid and Strep) fitted with random effect going to zero, so both methods gave identical results. In two of these latter cases the results are shown, becausê θ differed using the DSL method. In the 2 cases where the new method gave a worse fit, the decrease in log-likelihood was small, not more than 0.25.
However when the fit was better, the improvement could be much larger, The standard errors were always slightly smaller for the new method, which is another advantage.
The random effectρ estimated from the modified DerSimonian and Laird method is also shown as a percentage. It correlates only weakly with the I 2 statistic, because I 2 , although a measure of heterogeneity, derives from a measure of significance, whereas ρ is an absolute measure of heterogeneity.
Conclusions
A modification of the standard normal random effects model for 2 × 2 table data has been derived, where the size of the random effect is scaled to the size of the variances for the event probabilities for treatments A and B (at a fixed sample size). There is thus an effect on inference: a sample treatment effect measure such as the log-odds ratio (1) has smallest variance whenp ≃ 1/2,q ≃ 1/2. The random effect will be smaller there, so that studies wherep are small or large will have a larger random effect variance ρ and so be downweighted. Thus the weighting accorded to the various studies is altered. This model can be seen as the conversion of the betabinomial regression model mentioned by Kuss (2015) to a 2-stage model.
Hence the attractive properties of the beta-binomial model found by Kuss (2015) should carry over to the 2-stage model.
This modification of a familiar model gave slightly better fits to data than the conventional model for most of the sample of datasets studied. It can be used wherever random effects occur in binary-data meta-analysis, e.g. in multivariate and network meta-analysis, in meta-regression, or in diagnostic meta-analysis, where the diagnostic odds ratio (DOR) can be given this type of random effect. Further experience with this model by other workers is of course necessary, and its computation would require only a small tweak of existing software.
A spin-off from this model is that the random-effects statisticρ derived in section 2.2 is more meaningful than the usual variance τ 2 , being a measure of heterogeneity on a scale from 0 to 1, and having the second meaning that the effective sample size for the random variation is ≃ 1/ρ. As pointed out by Borenstein (2017) , the familiar I 2 statistic has the drawback that it is not an absolute measure of heterogeneity. Table 3 : 2-stage meta-analysis results using standard and new methods for the log-odds ratio. Minus the log-likelihood is shown, plus treatment effect estimates obtained using the DerSimonian and Laird procedure, with standard errors in parentheses, and the randomeffect correlationρ.
