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Abstract 
This thesis studies the Poisson Integral transform (PIT) as an innovative tool in dealing with a wide va-
riety of problems that arise in the field of Digital Signal Processing (DSP). Initially, a short introduction 
to the identities of the PIT is given to make clear the advantages of its use in dealing with problems 
treated with DSP techniques. A comprehensive introduction to the Cauchy Integral transform (CIT) is 
also presented and its similarity with the PIT is highlighted. The derivation of the PIT for the case of a 
causal sequence is demonstrated. The concepts of the Poisson P and Q kernels are analyzed in order to 
highlight a set of important properties which characterize them and make their use desirable in a variety 
of DSP applications. The derivation of a set of important relationships resulting from the PIT and used 
later in the thesis is also shown. 
Subsequently, an overview of the root moments theory is presented and the relation between the 
PIT and the root moments for the case of a minimum phase system is examined. We also demonstrate 
how the root moments can be used in order for the PIT to become applicable to a wider range of 
applications. This is done by removing the minimum phase constraint of the PIT for the log magnitude 
and phase relationships through the use of root moments. 
The smoothing property characterizing the Poisson P kernel is exercised in de-noising one di-
mensional noisy signals using two different techniques. The first technique focuses on smoothing the 
spectrum of the noisy signal with the use of the Poisson P kernel and the latter considers the smoothing 
effect of the considered kernel on a symmetrically extended version of the time-domain noisy signal. 
Another interesting application we deal with is the development of a highly efficient algorithm 
related to the detection of QRS complexes in electrocardiogram (ECG) signals. The proposed algorithm 
is based on the use of Poisson techniques coupled with root moments theory and its effectiveness is 
Abstract m 
tested by using recordings obtained from the MIT-BIH arrhythmia database. 
Finally we consider the restoration of noisy images using the two dimensional Poisson P kernel. 
Two techniques are presented, the first concerns with the smoothing of the spectrum of the noisy image 
and the second deals with the smoothing of a symmetrical extension of the noisy image with the two 
dimensional Poisson P kernel. The implementation of the second technique is achieved by two different 
computational methods, a filtering based and a block based method. 
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Statement of Originality 
As far as the author is aware, the original contributions of this thesis are as follows. 
1. A set of newly derived relationships resulting from the Poisson Integral transform (PIT) shown in 
Chapter 2. 
2. A tutorial-style text which focuses on the PIT from a Digital Signal Processing perspective also 
contained in Chapter 2. 
3. Newly developed scaled root moments relationships and their inverses for mixed, maximum and 
minimum phase systems/signals introduced in Chapter 3. 
4. The presentation of the derivation, through the use of root moments, of the log magnitude and 
phase Poisson (P and Q) Integral transform relationships for the case of a minimum phase sys-
tem/signal demonstrated in Chapter 3. 
5. The development of a root moments based algorithm, which tackles the minimum phase constraint 
imposed on the log magnitude and phase PIT relationships also shown in Chapter 3. 
6. The establishment of a theoretical analysis which justifies the use of the Poisson P Integral trans-
form in de-noising one dimensional signals corrupted by additive Wide Sense Stationary (WSS) 
zero-mean White Gaussian Noise (WGN) shown in Chapter 4. Two Poisson P Integral transform 
based techniques were used for the noise attenuation: the first one considers the smoothing of the 
spectrum of the noisy signal with the use of the Poisson P kernel and the second focuses on the 
smoothing effect of the Poisson P kernel on a modified version of the noisy signal. In the case of 
the first technique, the derivation of the optimum value of the scaling parameter which defines the 
behaviour of the Poisson P kernel and thus the smoothing effect is demonstrated. 
7. A novel algorithm for the detection of the QRS complexes in an electrocardiogram (ECG) signal 
presented in Chapter 5. The algorithm is based on the determination of the crossing points between 
Statement of Originality xix 
the ECG waveform and a chosen threshold, by using the Poisson P Integral transform and the root 
moments theory. The backbone of this chapter has been presented in [1], 
8. The introduction of the two dimensional Poisson P Integral transform as a tool for restoring images 
corrupted by additive Wide Sense Stationary (WSS) zero mean White Gaussian Noise (WGN) 
given in Chapter 6. The two dimensional Poisson P kernel acts as a smoothing mask to estimate 
the clean image. Two techniques are proposed: the first smoothens the spectrum of the image 
and the second a modified version of the image. Smoothing in the spatial domain is implemented 
following two methods, the filtering based and the block based method. 
Chapter 1 
Introduction 
Poisson integral transform (PIT), a representation which enables the evaluation of a function at any point 
inside a given closed contour when the value of the function at any point on the surrounding contour 
is given, has been presented in depth in the mathematical literature [2-9]. A number of fundamental 
theorems based on the PIT are of great importance in mathematical analysis. 
The aim of this report is to present the PIT as a tool for tackling some well known problems in the digital 
signal processing (DSP) area. More specifically, we demonstrate the use of the PIT in, 
• de-noising one dimensional signals corrupted by additive Wide Sense Stationary (WSS) zero-
mean White Gaussian Noise (WGN). The smoothing property of the Poisson P kernel leads to 
close estimates of the original signals. 
• restoring images which have been contaminated by additive Wide Sense Stationary (WSS) zero-
mean White Gaussian Noise (WGN). The techniques applied to clean the noisy images are based 
on the smoothing effect of the two dimensional Poisson P kernel. 
We also present the root moments theory in, 
• overcoming the constraint which the PIT faces as it can be applied originally only to minimum 
phase signals/systems. 
• detecting the QRS complexes in an electrocardiogram (ECG). By smoothing the ECG with the 
use of the Poisson P kernel, the points where the considered ECG waveform intersects a chosen 
1. Introduction 
threshold are defined with high accuracy. Root moments theory plays the role of the bridge in 
interrelating the well defined crossing points with the R-peaks. 
The way this report is structured and presented is as follows, 
• In Chapter 2 we present a comprehensive background related to the concept of the Poisson integral 
transform (PIT). The first part of this chapter demonstrates the Cauchy integral transform (CIT) 
as well as the derivation of the Poisson integral transform (PIT) for the case of a causal sequence. 
The concepts of Poisson P and Q kernels are introduced so that the Poisson integral transform can 
be seen as the result of a convolution. 
The second part of the same chapter is concerned with some properties of the Poisson P 
and Q kernels which make the use of the above kernels desirable in digital signal processing 
(DSP) applications. The graphical representation of the Poisson P and Q kernels as well as of 
their derivatives is also demonstrated. The logarithm of the amplitude as well as the phase of a 
function (signal) evaluated at any point which lies outside the unit circle can be calculated with 
the use of a set of homologous and heterologous equations presented in the third part of Chapter 
2. By differentiating the logarithm of the amplitude and also the phase of a function defined at any 
point outside the unit circle with respect to the angle, the differential gain and the group delay are 
obtained correspondingly. The relevant equations are included in the same part of the chapter. At 
the end of the second part, some useful relationships resulting from integrating the log magnitude 
as well as the phase of the PIT of a sequence are presented. 
The last part of Chapter 2 deals with computational issues related to methods of calculat-
ing the Poisson transformed signal as well as ways of computing the Fourier Transform of a 
sequence when the corresponding PIT of the sequence is given. 
• Chapter 3 is involved with the theory of the root moments and its relation with the PIT. At the 
beginning of this chapter a brief introduction to the theory of the root moments is given. The 
relationships of the scaled root moments and their inverses derived for mixed, maximum and min-
imum phase system/signal are also presented. For the special case of a minimum phase system, a 
new way of deriving the Poisson (P and Q) integral transform relationships using root moments is 
1. Introduction 
established. Also in the same chapter we demonstrate the lifting of the minimum phase constraint 
imposed on the log magnitude and phase Poisson integral transform relationships through the use 
of the root moments theory. 
Chapter 4 deals with the smoothing effect of the one dimensional Poisson P kernel in the area 
of noise attenuation. More specifically, we demonstrate two techniques tackling the reduction of 
additive Wide Sense Stationary (WSS) zero-mean White Gaussian Noise (WGN) embedded in 
one dimensional time-domain signals through the use of the Poisson P integral transform. The 
first technique is focused on the convolution of the spectrum of the contaminated signal with the 
Poisson P kernel. The impact of the above convolution in the de-noising procedure is demonstrated 
through theoretical analysis. Also a procedure deriving the value of the scaling parameter r of the 
kernel which results to an optimum estimate of the original signal is presented. 
The second technique is based on the convolution of a symmetrically extended version of the noisy 
signal with the considered kernel. Experimental results show that the second technique gives an 
even better estimate of the "clean" signal. The effect of de-noising a spectroscopic sequence is 
tested. This technique is also compared with classical filtering techniques. 
Chapter 5 presents a new methodology in detecting R-peaks in an electrocardiogram (ECG) wave-
form. The proposed algorithm is based on determining the crossing points defined by the intersec-
tion of the considered ECG waveform with a chosen threshold. This has the advantage of ensuring 
that the R-peaks are contained between the crossing points provided that these are well defined. 
The estimation of the R-peaks relies on Poisson P integral transform based techniques coupled 
with root moments theory. In the first section of this chapter we give a general background of the 
heart mechanism and its relation to the electrocardiogram (ECG). We also present a set of distur-
bances that occur during the recording of an ECG. The second part deals with the main core of the 
chapter presenting the proposed algorithm for detecting the R-peaks. Its effectiveness, tested by 
using recordings from the MIT-BIH arrythmia database, is presented at the end of the chapter. 
Chapter 6 introduces the Poisson P two dimensional kernel as a smoothing tool for restoring images 
corrupted by additive Wide Sense Stationary (WSS) zero-mean White Gaussian Noise (WGN). At 
the beginning of the chapter we present the concept of the two dimensional Poisson P integral 
transform as well as properties characterizing the behaviour of the two dimensional Poisson P ker-
1. Introduction 
nel. The main core of the chapter demonstrates two proposed Poisson P integral transform based 
techniques for de-noising noisy images. The first technique deals with smoothing the spectrum 
of a noisy image with the use of the two dimensional Poisson P kernel. The effect of the noise 
removal following this technique is shown through theoretical work. 
The second technique focuses on the smoothing in the spatial domain with the use of the consid-
ered kernel. More precisely, this technique is involved in smoothing a symmetrically extended 
version of a noisy image with the use of our two dimensional kernel. Two computational meth-
ods are applied for the implementation of this technique, the block based method and the filtering 
based one. A practical evaluation of the spatial domain technique is also shown and the results are 
compared to these resulting by applying classical filtering techniques. At the end, a summary of 
the conclusions is presented. 
Chapter 7 highlights the main issues covered by the thesis. 
Finally, the last chapter underlines possible areas where the research should be headed to. 
Chapter 2 
Poisson Integral Transform 
The current chapter, focused on introducing in a compact way the concept of the Poisson integral trans-
form (PIT), is dominated by the following issues, 
• the derivation of the Poisson integral transform (PIT) formula in the case of a causal sequence. 
• Some unique properties which characterize the Poisson kernels. These properties can play a major 
role in attacking many different problems which can be treated with the use of signal processing 
techniques. 
• A set of useful relationships resulting from the Poisson P and Q integral transforms. 
• Computational issues related to methods of computing the Poisson integral transformed signal as 
well as ways of computing the Fourier transform of a sequence when the corresponding Poisson 
integral transform of the sequence is given. 
• The derivation of the Cauchy integral transform (CIT) and its relationships which is presented in 
Appendix A. 1. 
2.1 Derivation of Poisson Integral Transform 
2.1 Derivation of Poisson Integral Transform 
At the beginning of this section, a compact presentation of the derivation of the Poisson integral trans-
form (PIT) for the case of an anticausal sequence is given. This topic is extensively analyzed in the 
bibliography [4,6,8,10-15]. In the real world, however, we deal with causal sequences. For this reason, 
the Poisson integral transform for a causal sequence is derived later in this section. 
Assume an anticausal sequence f[n\, i.e. f[n] = 0, Vn > 0, where n € Z. The z-transform of the sequence 
is defined as the power series, 
F(z) - L / M z " " , (Z I ) 
where z is a complex variable. 
Since the z-transform is an infinite power series, it exists only for those values of z for which this series 
converges. The region of convergence (ROC) of F(z) is the set of all values of z for which F{z) attains a 
finite value. As known, the ROC of an anticausal sequence is the interior of a circle [16,17]. 
Let us assume that the ROC of F(z) is the interior of a circle CR where its radius R is greater than 1 
{R > 1), i.e. CR is bigger than the unit circle. The ROC of F(z) is shown as a shaded area in Figure 
2.1. Since a power series represents an analytic function within its region of convergence, it follows 
Figure 2.1: Z plane diagram for an anticausal system 
that z-transforms are analytic functions inside their regions of convergence [17]. Hence f{z) is analytic 
2.1 Derivation of Poisson Integral Transform 
within and on the circle CR. 
By the definition of an analytic function, this means that F{z) has a well-defined derivative at every point 
inside the region of convergence. Furthermore, analyticity implies that F (z) and all its derivatives are 
continuous and differentiable functions within the region of convergence. 
Consider now any point ^ belonging on a circle C,-, such that Cr, Cr be two concentric positively oriented 
circles (we consider as positive the counter clockwise orientation) of radii R and r respectively, where 
0 < r < j;. 
Assume also that the circles are centered at the origin, as shown in Figure 2.1. 
Then, because F{z) is analytical within and on the circle CR, by using Cauchy's integral formula [10,18], 
the value of F at any point ^ which lies on the circle CR, can be calculated as follows, 
Any point z, belonging on the circle CR, can be written in the polar form as, 
z = - TT < jU < TT. (2.3) 
Also any point belonging on the circle C,-, can be written in the polar form as, 
^ -K<d <71. (2.4) 
Having defined the radii R and r, the complex variables z, C depend on the independent variables jU, 6 
respectively. 
By differentiating (2.3) with respect to fx, 
d z ^ j R e ^ ^ d n , (2.5) 
and substituting z, dz, which are given by (2.3), (2.4) and (2.5) respectively, into (2.2) we obtain. 
2.1 Derivation of Poisson Integral Transform 
The above equation is referred as the Cauchy integral transform. A set of important relationships derived 
directly from (2.6) is presented in Appendix A. 1. The use of the developed equations in DSP applications 
is not explored in this thesis as our focus is the investigation of the Poisson integral transform (PIT) which 
is derived through (2.6) as follows. 
Let zi be the inverse of ^ with respect to the circle |z| — R, hence zi is exterior to the circle CR. Then 
z i r = i f . 
Using the identity of = |z| |z*|, zi can be expressed as, 
IzP 
k l i r i 
eJ*. (2J ) 
Then, by using Cauchy's integral formula [10], the value of the integral, 
0 = (2.8) 
Jcr z-zi 
Similarly by substituting z,, dz, which are given by (2.7), (2.4) and (2.5) respectively, into (2.8) we 
obtain, 
(2.9, 
27C J-:: - (BI\ gje 
By adding (2.6) and (2.9), (for details of the derivation refer to Appendix A.2), we can get the Poisson Q 
integral transform. Assuming r < R,v/e have, 
= + (2.10) 
2.1 Derivation of Poisson Integral Transform 
where * denotes the convolution operation, Ff) = ^ f!^^F{Rej^)dn and is the Poisson Q kernel 
given by. 
Similarly by subtracting (2.6) and (2.9) we obtain the Poisson P integral transform (for details of the 
derivation refer to Appendix A.3), 
(2.12) 
where PR,r{Q) is referred as the Poisson P kernel and it is given by, 
+ <2.'3) 
Until now we have assumed that f[n\ is anticausal. But the signals we shall be dealing with, in the 
applications which will follow, are of course causal. Hence, it is essential to introduce expressions, in 
a form similar to (2.10) and (2.12), which can provide the value of the ^-transform of a given causal 
sequence, at any point on a circle lying inside the region of convergence of the given causal sequence. 
Let us assume a causal sequence /[«], i.e. f[n] = 0, Vn < 0, where n € Z. The z-transform of the above 
sequence is defined as the power series, 
= (2.14) 
H=0 
where 2 is a complex variable. 
As known, the ROC of a causal sequence is the exterior of a circle. Let us assume that the ROC of F (z) 
is the exterior of a circle C,-, with radius r\ = where R is greater than 1 (/? > 1), i.e. the unit circle 
is included in the region of convergence. The ROC of F{z) is shown as a shaded area in Figure 2.2. 
F{z) is analytic in the exterior of the circle and also on the circle with radius r\. Assume now any point 
^ = IgjG belonging on a circle Q , with radius rg = such that Q, , C ,^ be two concentric positively 
oriented circles (we consider as positive the counter clockwise orientation) of radii ^ and respectively, 
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1 Im (z) I-Plain 
/ 7 ! ° \ 
, *// / 
0 jlmW - 1/z • Plain 
1 1 K*]: 
% 
Figure 2.2: Causal sequence Figure 2.3: Anticausal sequence 
where Q <r < R. 
Assume also that the circles are centered at the origin, as shown in Figure 2.2. We cannot apply the 
Cauchy integral formula in order to obtain F{^), because F{z) is now analytic outside and not within 
and on the circle. 
By transforming the z-plane into another plane w, such as w — g(z) = ^ (complex inversion), the function 
G(g(z)), where G(g(z)) = F(z), becomes analytic within and on a circle lying on the w — plane. 
Through the complex inversion, the circle with radius ^ is assigned to a circle CR with radius R 
and the orientation of the new circle is opposite to the orientation of Q , , i.e. Cn is oriented clockwise as 
shown in Figure 2.2. Since the function G(g(z)) is analytic inside the circle CR we can apply the Cauchy 
integral formula to define the value of G at any point lying on a circle with radius r. 
Hence if j is a point inside the circle CR, then by applying (2.12), we obtain. 
R- + r~ - 2 ^ r c o s ( 0 - p ) dji. 
Because F{^) = G we also obtain, 
27r .1—71 
R~ - r 
K2 + r 2 - 2 # r c o s ( 8 - / j ) (2.15) 
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which can be written as, 
(Poisson P integral transform) (2.16) 
In a similar way, starting from (2.10) we obtain. 
2i?rsin(6 - ji) 
R'^  + r'^  — 2i?rcos(0 — ju) dp , ( z r n 
which can be written as, 
f ( r - V ^ ) = f i 
(Poisson Q integral transform) (2.18) 
where Fi ^ ^ .C;, F {R ' ) d / i . 
Throughout the report we will be dealing with causal sequences; hence the representation of the Poisson 
integral transform will have a format as in (2.16) and (2.18), with the assumption of r < 7?. Also note 
that in the rest of the text when the notation Fr{e^^) is used we consider causal sequences. 
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2.2 Poisson Kernel's Properties 
In order to investigate the possible uses of the Poisson integral transform it is important to highlight the 
properties of the Poisson P and Q kernels. 
2.2.1 Poisson P Kernel's Properties 
The Poisson P kernel PR,rid) given by (2.13) 
R^ + r^ — IRrcosd' 
has the following properties, 
• Is a harmonic function. 
• Is even in 9, i.e. PR^,-{-0) = PR,R{0) [8,15]. 
• Is periodic with a period of 2n, i.e. + 2kn) = Pn^riS), where kGZ. 
• Is always a positive value, i.e. > 0 at any 6 and 0 <r <R [13]. 
• The maximum of PR.r{9) occurs at 0 = Ikn, where t € Z and is given by, 
W O ) = §^[8 ,10] . 
• PR,r{Q) is monotonically decreasing in 0 < 0 < tt, achieving at 0 = % a minimum of, 
PrA'^) = 
as r —^  and Q — TZ, PR^rW is approximately zero [8,10]. 
• JljtPR,r{^)dQ = In, for all r, which means that inside the intervals Poisson P kernel can be seen 
as a smoothing function [8,10,13,19]. 
• When r—^R- and 0 = 0, PR,r{Q) is an approximation of the Dirac-6 Function. As a consequence 
F{r-^ej^)^F{R-^ej^). 
' 21F for M e Z and 0 < r < /([15]. 
. = 1 ( 0 ' ' c o s ( » e ) = E ,ez forO < r < 7* [15,20] 
2.2 Poisson Kernel's Properties 13 
2^ = 1 + f o r 0 < r < [ i 5 ] . 
2.2.2 Poisson Q Kernel's Properties 
The Poisson Q kernel 2«,r(0) given by (2.11) 
/j2 2^ _ 2i?rcos 6 ' 
has the following properties, 
• Is a harmonic function. 
• Is odd in 0, i.e. Qi?,r(-0) = -2« , r (0 ) -
• Is periodic with period I z , i.e. + 2^7r) = Q/?,r(0)-
• The absolute minimum of QR,r{Q) occurs at 0 = 0, where 2i?,r(0) = 0. 
• When r = R then Qn^ri^) reduces to the Hilbert transform's kernel. 
IrRsmd QrA^) = /j2 _j_ 2^ _ 2rRcosO 
sin0 
1 — cos 0 
= cot 0. 
^ Qj!,r(d)e = -i.sgn(n) ( i ) f o r n G Z and 0 < r < /? 
where sgn{n) is defined by [15]. 
sgn{n) = < 
0, « = 0; 
1, if n > 1; 
— 1, if « < — 1. 
= 2E:Li (%)''sin(M0) = for 0 < r < /([15,20] 
zlE = 2Er=l for 0 < r < [15]. 
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The graphical representation of the Poisson P and Q kernels, as well as of their derivatives is given in 
Figures 2.4 and 2.5 for different values of r. From the figures it is clear that, 
• Both the Poisson P kernel and the derivative of the Poisson Q kernel are even functions. 
• Both the Poisson Q kernel and the derivative of the Poisson P kernel are odd functions. 
• Asr—»1, both the Poisson P kernel and the derivative of the Poisson Q kernel get sharper at low 
frequencies, i.e. as 0 —> 0. 
• The more r moves from 1 towards 0, the smoother the Poisson kernels become. 
In section 2.2 we have already mentioned that the Poisson P kernel is an even function and that the 
Poisson Q kernel is an odd function. 
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Figure 2.4: Poisson P and Q kernels for different values of r 
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Figure 2.5: Differential Poisson P and Q kernels for different values of r 
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2.3 The Poisson Integral Transform's Relationships 
In this section we will present some important relationships resulting from the Poisson integral transform. 
2.3.1 Real and Imaginary Relationships 
The derivation of the Poisson integral transform in section 2.1 was based on the assumption that f[n] is 
real and causal. From now on we will also assume that f[n] is stable and therefore, its Fourier transform, 
denoted here by exists. can be presented as, 
= + (2.19) 
where is the real part and 3{F(e ' '^)} is the imaginary part of 
Let us also assume a real, causal and stable sequence rl"l/W and denote with the Fourier 
transform of i.e. 
can be represented as, 
+ (2.20) 
By substituting (2.19) and (2.20) into (2.16) to get the Poisson P integral transform and setting i? = 1, 
the following set of homologous relationships is obtained [17], 
• The relationship between the real part of the Fourier transform of and the real part of the 
Fourier transform of / [«] , 
% { F ( r - V G ) } - ^ (2.21) 
• The relationship between the imaginary part of the Fourier transform of r^"^f[n] and the imaginary 
part of the Fourier transform of f[n]. 
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3 { f ( r V ^ ) } = ^ , (2.22) 
By using the above homologous equations, the real and the imaginary part of the Poisson P integral trans-
form can be calculated. 
Similarly, the following set of heterologous relations is obtained by substituting the real and the imagi-
nary functions of (2.19) and (2.20) into (2.18) and setting i? = 1, we get, 
The real harmonic function relationship, 
(0)}-H (2.23) 
The conjugate harmonic function relationship, 
where, 
(2.24) 
2.3.2 Magnitude and Phase Relationships 
In the present section we shall be involved in calculating the magnitude and phase of the Poisson P and 
Q integral transforms. 
Let us define f[n] such that, 
where, 
F{e^^) = ln[F(e';'^)] 
= ln|f(g^'^)| + ;^(f(e^'/')). (2.25) 
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Let us also define F{r^^e^^) such that, 
where, 
F{r~^e^^) =\n[F{r~^e^^)] 
= ln | f (r-'e;^)| ( r V ^ ) ) . (2.26) 
We assume that f[n] is real, causal and stable. Since we require f[n] to be causal and stable then F{e^^) 
must be a minimum phase function i.e. all the poles and zeros must be located inside the unit circle in 
order to guarantee the causality and stability of the complex cepstrum. 
This follows since F[e^^) will have singularities at both the zeros and poles of Then since we 
require the ROC of F{e^^) to include the unit circle so that f[n\ is stable, and since the causal sequences 
have a ROC of the form YR < !z|, it follows that there can be no singularities of F(e-'^) on or outside the 
unit circle if /[«] = 0 for n < 0. Conversely if all the singularities of F{e^^) are inside the unit circle, 
then it follows that f[n] = 0 for n < 0. Since the singularities of F{e'^) are the poles and the zeros of 
F{e^^), the complex cepstrum of f[n] will be causal (/[n] = 0 for n < 0) if and only if the poles and zeros 
of are inside the unit circle. In other words, f[n\ is a minimum phase sequence if and only if its 
complex cepstrum is causal [17]. 
Poisson P Integral Relationships for the Log Magnitude and Phase 
By applying the real and the imaginary parts of the complex cepstrum of the functions F{e^^) and 
that is, the log magnitude and phase into the Poisson P integral transform (2.16), the following 
two relationships are obtained, 
Log Magnitude-Log Magnitude Relationships, 
In|f(r-'e^G)| = (2.27) 
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Phase-Phase Relationships, 
(2.28) 
Equation (2.27) and (2.28) are referred to as the homologous relationships. 
Poisson Q Relationships for the Log Magnitude and Phase 
Similarly by substituting the log magnitude and phase in (2.25) and (2.26) into the Poisson Q integral 
transform (2.18), the heterologous relationships for the log magnitude and phase are obtained as, 
Log Magnitude-Phase Relationships, 
In|f ( r -V^) | = a[0] + ^ (2.29) 
Phase-Log Magnitude Relationships, 
^(F(r-V^)) = 6[0] - (2.30) 
where, 
6[0] = 
= 0 for real system, 
«[0] ^ ^ j^^\n\F[e^>')\dIX 
= the average gain. 
Also note for (2.29) and (2.30), when the function F{e^^) is analytic and minimum phase, ^(F(r~'e-'®)) 
is determined from the In\F{e^^) \ of the function at unit circle and an additive quantity of S[0]. Similarly 
the complete determination of the In |F(r~'e-'®)| at the circle r will require both ^{F{e^^)) and additive 
quantity a[0]. 
It should be noted that the relationships referred to earlier are already known and used in signal process-
ing problems. Extension of the relationships can also be carried out in other directions by defining the 
following novel relationships. 
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2.3.3 Group Delay and Differential Gain Relationships 
Relationships that can also be obtained from the Poisson integral transform are the group delay and the 
differential gain. These relationships are obtained by differentiating the Poisson P or the Q kernel with 
respect to 6. With the use of (2.28) and (2.30) the group delay T(F(r~'e-'®)) of a function 
given by T(F(r~'e-'®)) = —^{^(F(r~'e- '®))} can be presented either as, 
Group Delay-Phase Relationships, 
= (2.31) 
or as, 
Group Delay-Log Magnitude Relationships, 
T(F(r ^ y"^ln|F(e^^)| 2r(r^ + l)cos(0 — fl) — 4r^ djj. [r^  + 1 — 2rcos(0 — /i)]^ 
= In|f(g^^)|*GDi,X6), (2.32) 
where, 
For details of the derivation of the differentiation of the P and Q kernels with respect to 6 refer to the 
Appendix A. 5 and A.4 respectively. 
Using (2.27) and (2.29) the differential gain G{F{r~^e^^)) of a function given by 
G{F{r~^e^^)) = ^{ln|F(r~'e- '®)|}, can be expressed as, 
Differential Gain-Log Magnitude Relationships, 
G(f ^ - Ai)Gi,r(6 -
= (2.34) 
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or as, 
Differential Gain-Phase Relationships, 
2r( r^+ l)cos(0 - / i ) - 4 r ^ 
[r^ + 1 — 2rcos(0 — fl)]^ dix 
:4 ,(f(e;8))#gDi ,r(8) . (2.35) 
2.3.4 Function Integral Relationships 
These relationships are obtained by integrating the Poisson P or the Q integral transform with respect to 
Q. With the use of (2.28) and (2.30) the integral of the phase related to the function given by 
/0(F(r~'e-'®))c?0, is presented either as, 
Integral of Phase-Phase Relationships, 
, I -\-r f 6 — FX 





Integral of Phase-Log Magnitude Relationships, 
j<^{F{r ^e^^))d6= f <p{F(e-'^))dlJ. + [ ln\F{e-'^)\\n{l+P'-2rcos{d - ii))dlJ. 
(2.37) 
where, 
P/l,r(0) = , 1 4- f f 0 2 arctan ( tan — 
1 — r V 2 
is the integral of the Poisson F kernel^ 
= ln(l + — 2rcos(0)) is the integral of the Poisson Q kernel. 
The derivations of P/i,r(0) and 2/i,r(0) are presented in the Appendices A.7 and A.6 respectively. 
Using (2.27) and (2.29) the integral of log magnitude of a function given by 
/In\F{r~^e^^)\dQ, can be expressed as. 
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Integral of Log Magnitude-Log Magnitude Relationships, 
\n\F{r-^ej^)\de = ^ f lnlf(e-'^)| ,1 + r f 0 — jl 2arctan tan 
1 - r 
(238) 
or as, 
Integral of Log Magnitude-Phase Relationships, 
ln |F(r ^e^^)\dG= j ln\F{e-'^)\dii - f (piF {e-'^))ln{l + -2rcos{d - ix))dn 
J—7t ZTT J—n 
(2.39) 
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2.4 Computational Issues 
2.4.1 Methods of Computing the Transformed Signal 
This section deals with two methods of computing the Poisson P integral transform vector Fr^ = 
1. Fast Fourier Transform (FFT). 
2. Matrix operations. 
The Poisson Q integral transform can be computed in a similar way. 
Fast Fourier Transform (FFT) Method 
First we are going to compute the Poisson P integral transform using the FFT. The digitized form of the 
Poisson P integral transform given by (2.16) (assuming that /? = 1) is, 
^ k=Q 
1 - / 
_ 1 + - 2rcos(0m - M/t) (2.40) 
where, 




Vm = 0 , l , 2 , . . . , i V - l , 
The above formula (2.40) can be written as, 
(2.41) 
Since this transform can be presented as a convolution between the analytic function and the 
Poisson P kernel, it can be calculated with the use of the algorithm given below, which consists of the 
following steps, 
• Computation of the Inverse Discrete Fourier Transform (IDFT) of the Poisson P kernel Pi,r (^m)-
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• Computation of the IDFT of the Fourier transform of the signal 
• Multiplication of the IDFT of Py^ ,- (0,„) with the IDFT of in order to obtain the IDFT of 
• Computation of the DFT of the above result in order to obtain F{r~^ 
If we choose N such that N = 2^, where M is a positive integer, then, instead of DFT we can use the 
computationally efficient Fast Fourier Transform FFT given by, 
2"-i r i _ ^ 2 1 Z   i 
nM 
^ i c = 0 1 + — 2r cos (0ni — jUjt) 
(2.42) 
In the computation of the Poisson P (and Q) integral transform with the use of FFT, it is important to 
consider that a singularity might occur at the point where the Poisson P (and Q) kernel goes to infinity i.e. 
at the point where when r — I. This point of singularity can be avoided by shifting the Poisson 
P (and Q) kernel by for large value of N the shift is minimal. Hence ) can be calculated as 
follows, 
1 N - l 
= - y F{e^^' \-r^ (2.43) 
k=Q 1 — 2rcos ((0,„ — 
In this way we can calculate each of the elements of the Poisson P integral transform vector /v_e. 
Matrix form Method 
The computation of the Poisson P integral transform vector — 
[F(r~'e''®°)F(r~^e-'®') • • •F(r~'e-'®"-')]^, can also be achieved with the use of the following for-
mula, 
Fr,6 = ^[P.F^], (2.44) 
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where P is a x (Poisson P kernel) matrix given by, 
- jUo) - jUl) 
A,r(01-Mo) A,/-(01-iUl) 
PlA^N-l - l"o) 
and Fu given by. 
PiA^o - I^N~l) 
P\A^N-I - M n - 1 
(2.45) 
Fn = (g-/'^ ') -. . f (g-/^"-')]^. (2.46) 
That means that the calculation of each of the elements of the P matrix as well as the element of the 
vector must take place, before applying formula (2.44). Notice that the diagonal elements of the Poisson 
P kernel matrix take the maximum values among the other elements of the matrix. 
2.4.2 Computation of the Original Signal 
In this section we shall consider how to calculate in the case F{r~^e-'^'") is given. We are going 
to propose two methods which are based on; 
1. Fast Fourier Transform (FFT). 
2. Matrix operations. 
FFT Method 
In section 2.3.1 we showed that. 
F{r 'e-'®'") 4 - ^ r'"l/[n]. 
That means that the IDFT of yields = fr[n] and not the wanted original time domain 
sequence f[n]. Hence, after achieving the IDFT of F{r~^ej^'"), i.e. after obtaining fr[n], we have to 
multiply the result by r~" in order to get the desired original sequence. 
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Matrix Method 
The Fourier transform vector in (2.46), can be obtained through the multiplication of N with the product 
of the inverse Poisson P matrix P~^ and the Poisson P integral transform vector 7^,9, i.e. is given by. 
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Chapter 3 
Poisson Integral Transform and Root 
Moments Theory 
The concept of root moments is a well developed and studied [21-25] and has a considerable use in 
various applications that include FIR filter design [26-31] and polynomial factorization [32,33]. 
At the beginning of this chapter a brief introduction to the theory of the root moments is given. As a 
result the relationships of the scaled root moment and their inverses are derived for a mixed, maximum 
and minimum phase system. 
Considering the special case of a minimum phase system, the connection between the Poisson (P and Q) 
integral transform and the root moments relationships is highlighted. By considering an example of a 
minimum phase signal, it is shown that the estimation of the signal is achieved more accurately through 
the use of Poisson integral relationships than by using root moments theory. 
As we have seen before (in the previous chapter) the Poisson integral transform should only be applied 
to a minimum phase system/signal. However through the use of the root moments theory, the constrain 
of the minimum phase system in the Poisson integral transform can be relaxed. This is shown in section 
3.3. 
3.1 Root Moments M 
3.1 Root Moments 
3.1.1 Root Moments Theory 
Consider an degree polynomial, 
F(z) = z" + Piz" ^ + P2^ ^ + ... + Pn, (3.1) 
with roots {r/}, for « = 1, • • • , n, where {pi} is a set of coefficients characterizing the above polynomial. 
The (first order) root moments of F(z), denoted here by S^, is given by, 
(3.2) 
1=1 
where m is an integer [25,32]. F{z) in (3.1) can be represented as the product 
^ ^ 
•F(z)=/ i :n ( i - a , z - ' ) n ( i - A z " ' ) n ( i 0.3) 
!=1 /=1 1=1 
= ^ fin(z) /V,n(z). 
where is a real constant, a, < |z| (Vf = 1, • • • ,«i), /3; > \z\ (V/ = 1, • • • ,»%) and ji — |z| (V/ = 1, • • • ,713) 
are respectively the roots of F{z) inside, outside and on a circle having a radius of |z| and ni, Mg and 
«3 are the number of zeros inside, outside and on the circle (n = ni + n2 + #3). For simplicity we will 
exclude the case where the zeros are located on the unit circle. 
Assume the logarithm of, (3.3) 
n, 112 
In[F (z)] = In iir + £ ln( 1 - a,z^') + £ In(1 - jS/z"'). (3.4) 
!=1 i=l 
By using the Laurent series expansion we obtain, 
"1 "1 
52ln(l - a ; z " ' ) = £ 




E ln( 1 - Piz~ ^ ) = E In A' + + «2 InCz"') - E 
(=1 1=1 1=1 
: E^n/3, + ;n2?r + «2ln(z"') - ^ —, (3 6) 
i= 1 m—\ 
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Sfj" denotes the root moments Sm of the minimum phase factor and 5'% is the root moments S-m of the 
maximum phase factor [25,32]. 
By substituting (3.5) and (3.6) into (3.4), Equation (3.4) becomes. 
"2 
InF(z) =lnK+J^lnl3i + Jn27r + n2ln(z ^ 
i= 1 m= 1 
The calculation of ln[F(z)]|^ ^^-igy@ (3.7), where r < 1, yields. 
cfowf yzi M 
ln[Fr(e^^)] = lnK+^ln/3i + jn27i + n2ln(re •'®)-
i= 1 m — I 
"2 
= \nKY^\nPi + jn27i + n2Inr- jn2Q-
L 
m=l 
f = l 




3.1.2 Scaled Root Moments Relationships and their Inverses 
Substituting ln[fr(e-'®)] = In |Fr(e'®)| + j^(f,-(e-'®)), where ln|Fr(e-'^)| and 0(Fr(e-'®)) are the scaled log 
magnitude and the phase of /v(e-'®) respectively, into (3.8), the scaled log magnitude and the phase root 
moments relationships for the case of a mixed phase system are obtained. 
The Scaled Root Moments Log Magnitude and Phase Relationships 
The scaled log magnitude relationship of the root moments that is obtained from (3.8) is given by, 
J-m' -I-")!?: ln|Fr(e-'®)| = lnA:+ ^ I n + M?Inr- ^ 
/ = I m= I 
cos(w0) 
= A'|- -^cos{m6), (3.9) 
m=l 
2^ 4^-
where = I n ^ + £ In pi + na In r and symbolizes the sum of the scaled root moments of a scaled 
i=l 
mixed phase system Fr{e^^) evaluated at a circle of radius r where r < 1. 
Now the scaled phase relationship of the scaled root moments for a scaled mixed phase system obtained 
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from (3.8) is given by, 
m=i 




= n27t-n26- y -^sm{mG), 
m=i m 
(3.10) 
where Sm symbolizes the difference of the scaled root moments of a scaled mixed phase function 
Fr{e^^) evaluated at a circle r. 
Inverse Scaled Log Magnitude and Phase Relationships 
We will consider first the scaled log magnitude inverse relation. By multiplying both sides of Equation 
(3.9) with cos{pO) and integrate with respect to 6 we get, 
f ln\Fr{e-'^)\cos{p6)dO = [ 
J — 7t —TT 
ATi - y -^cos(m6) 







Thus the scaled inverse log magnitude relationship is, given by, 
5m =-— / \n\Fr{e^^)\cos{mQ)dd, 
7t J—jt 
or 
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Let us consider now the scaled phase inverse relation. By taking (3.10), multiplying both sides with 
sin(p0) and integrating with respect to 6 we get, 
J ^<j){Fr{e^^))-n27t + n2d^sm{p6)dG = j 
sf' 
- ^ sin(m6) sm{pQ)dG 
,„_i W —T  m = l
cPr-
= - n ^ . (3.14) 
P 
Hence the scaled phase inverse relationship is given by. 
Sm -n2n + n26^sm{mQ)dG, (3.15) 
or 
= - ^ y |^ 0(Fr(e^®)) — «2?r + «20j sin(m6)rf0. (3.16) 
3.1.3 Scaled Group Delay and Scaled Differential Gain Relationships 
Scaled group delay and scaled differential gain can be obtained from (3.10) and (3.9) respectively. The 
scaled differential gain and scaled group delay root moments relationships and their inverses are given 
as follows, 
Scaled Differential Gain 
a i n | W ' 0 ) l 
dd £ [55«r-'"+5,^"r"']sin(m0) 
m—\ 
= Y, sm(m0), (3.17) 
m = l 
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where dln\FrieJe)\ symbohzes the scaled differential gain. The inverse scaled relation is. 
r+_ m [^Inl/vC^-^®)! 








Scaled Group Delay 
The scaled group delay root moments relationship and its inverse are given by, 
T{Fr{eJ^)) = n2 + £ \s^-!nr~'" - cos(m0) 
m—1 
= "2+ cos(m0), (3.19) 
m=i 
where z{Fr{e-'^)) — — s y m b o l i z e s the scaled group delay. The scaled inverse relation is, 
Sm = — I -121 cos{md)d6 
y-m _ nf/n — [T(F,.(e^®)) -M2I oos{mQ)dQ. (3.20) 
3.1.4 Scaled Root Moments Relationships for Minimum Phase Systems 
The scaled log magnitude relationship of the scaled root moments corresponding to a minimum phase 
system is given by, 
lnlF,(eJ®)| = lnii:- £ 
m=\ 
C O S ( O T 0 ) . (3.21) 
The scaled phase relationship of the scaled root moments corresponding to a minimum phase system is 
given by. 
m = l 
sin(m0). (3.22) 
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The scaled inverse relationship of the minimum phase for the scaled log magnitude and the scaled phase 




In \Fr{e^^)\cos{md)d6, (3.23) 
% V—% 
0(77(6-^ ®)) sin(m0)rf0, (3.24) 
where S^"'" is the minimum phase factor of the scaled root moments. 
3.1.5 Scaled Root Moments Relationships for Maximum Phase Systems 
The scaled log magnitude relationship of the scaled root moments that corresponds to a maximum phase 
system is given by, 
ln | /v(e^®)|=ln^i- £ 
m=\ 
cos(m0). (3.25) 
The scaled phase relationship of the scaled root moments that corresponds to a maximum phase system 
is given by, 
= - « 2 0 -
/7!=1 m 
sin(OT6). (3.26) 
The scaled inverse relationship of the maximum phase for the scaled log magnitude and the scaled phase 
are respectively given by. 
YYJ R7Z 
S-m — / ln|Fr(e-' )|cos(m0)d/0, 
7Z J-n 
(3.27) 
/ ^{Fr{e^ ))s.v[i{m0)d6, 
K J-n 
(3.28) 
where is the maximum phase factor of the scaled root moments. 
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3.2 Poisson Integral Transform and Generalized Root Moments Relation-
ships for Minimum Phase Systems/Signals 
In this section we will show how the Poisson (P and Q) integral transform log magnitude and phase 
relationships, in the case of any (real) minimum phase FIR system/signal of order n, can be obtained 
through the corresponding root moments relationships and vice versa. First we derive the Poisson P and 
Q integral relations for the log magnitude starting from the scaled root moments relation given in (3.21). 
Poisson P Integral Log Magnitude Relationship Resulted from the Scaled Root Moments 
In the previous section we derived the inverse log magnitude scaled root moments relationship for a 
function evaluated at a circle r. If we assumed that the function is evaluated on the circle r = 1, then 
(3.23) will be given by, 
TT J-n 
(3.29) 
By substituting S^"" into (3.21) and setting. 
where InisT is the average gain of lnF(e-'®), we get the following, 
ln|F,(e^'®)| = lni5:- £ r" 
m = l 
— — / In |F(e-'^)|cos(m/x)i^;U 
7T J-jt cos(m0) 
ln |F(e^ '^) |# + - ln|F(g^'^)| 









1 + 2 ^ r"'[cos(wiju)cos(m0) + sin(mju)sin(m0)-sin(?M;U)sin(m0)] 
m=l 
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1 + 2 ^ r"'cos(m(0 - ^.)) 




In \F {e^^)\sm.{mjJi)dll sin(m0). (3.30) 
The term [ In \F{e^^)\ sm{m^)dji\ in (3.30) disappears, since the multiplication of the sin(m;U) func-
tion (which is odd) with the log magnitude response (which is even) is an odd function and as it is known 
the integral of an odd function within the above interval is zero. From the Poisson P kernel properties 
presented in section 2.2, the first term [1 +2%2m=i r'"cos(m(0 — jJ-))] represents the Poisson P kernel 
By replacing the Poisson P kernel P\^r{^) in (3.30) we obtain the Poisson P integral transform 
relation for the log magnitude. 
In I = ^ In | f (3.31) 
Poisson Q Integral Log Magnitude Relationship Resulted from the Scaled Root Moments 
The inverse phase scaled root moments relationship for a function evaluated at a circle of radius r was 
derived earlier, as Equation (3.23). By setting r = l i n (3.23), we obtain. 
m 
= — (l){F{e-"^))sin{mii)dii. 
TT J-jt (3.32) 
Then by substituting (3.32) into (3.21) we get the following, 
ln\Fr{ej^) \ ^ \T\K- ] ] 
m=l 
— [ ^{F{e^^))sin{mjx)dix 
TT J-It 
cos(m0) 






= lnAr+ — / ^(F(e-'^))2 ^ r"'[-sin(m/x)cos(m0) + cos(m/i)sin(m0) 
m=l 
- cos(ff2/i) s,in{mQ)]dp 
= l n ^ + 2 ^ [sin(m(0 - n)) — cos(mju) sin(m0)] 
m=[ 
dp 
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IK J —TL 




(p{F{e^^))cos{injx)dyL sin(m6). (3.33) 
The third term [ ^ ( f (e-'^)) cos(m/i)dju] in (3.33) disappears, since the multiplication of the cos(mjU) 
function (which is even) with the phase response (which is odd) is an odd function and as it is known the 
integral of an odd function within the above interval is zero. 
From the Poisson Q kernel properties presented in section 2.2, the second term \lY.7n=\ sin(m(0 — ji))] 
represents the Poisson Q kernel Qi^riO). By replacing the Poisson Q kernel (2i,r(0) into (3.33) we get 
the Poisson Q integral transform relation for the log magnitude. 
\n\Fr{eJ^)\ = ^ J Jn\F{eJ^)\dll 
ln|F,(e^'®)| = l n ^ + A, (3.34) 
Next we shall derive the Poisson P and Q integral phase relationships from the shifted root moments 
relation in (3.22). 
Poisson P Integral Phase Relationship Resulted from the Scaled Root Moments 
The inverse phase-scaled root moments Equation (3.32) is substituted into (3.22) and the following is 
obtained. 
^ ( W ) ) = E 




^ r"' sin (m/x) sin (m 0) dn = 1 
"V—% 
= ^ J + ^ J ^(j){F{eJ^^))2 £ r^[sin(m;U) sin(m0) 
+ cos{mfi) cos{mO) - cos{miJ,)cos{md)]d^. 
1 + 2 ^ r"'[cos(m(0 - j u ) ) — cos{m(i) cos{md)] 
m= I 
d[i 
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(/) ( F ( E - ' ^ ) ) COS (MJU )6 ; /J cos(m0). (3.35) 
Since ^ (e^^))d/^ = 0 for a real system, we can add this term without changing the equation. 
Also the second terra {e^^)) cos{mii)djx\ in (3.30) disappears, since the multiplication of the 
cos(m;U) function (which is even) with the phase response (which is odd) is an odd function and as 
known the integral of an odd function within the above interval is zero. 
From the Poisson P kernel properties presented in section 2.2, the first term 
[1-|-2£~^j r'"cos(m(0 — ;U))] represents the Poisson P kernel By replacing the Poisson 
P kernel /'i,r(6) into (3.35) we get the Poisson P integral transform relation for the phase. 
(3.36) 
Poisson Q Integral Phase Relationship Resulted from the Scaled Root Moments 
The inverse log magnitude-scaled root moments Equation (3.29) relation is substituted into (3.22), as the 
following is obtained. 
m=l 
1 
7t J - 7 
In | f (e-'^)|cos(m/x)(i;U sin(OT0) 
1 1"'^  
= — ln|F(e-'^) 
TT J—7C 
^ r'"(—cos(m;U)sin(m0)) 
m = l 
d^i 
= ^ J I n ( e - " ' ) | 2 ^ r'"[—sin(mju)sin(m0)-f-sin(m)U)cos(m0) 
— sin(m;U) cos(m0)]rfjU 
2 ^ [sin(m(0 - jj.)) - sin(mju) cos(/n0)] 
m=l 
dfi 






In |F(e''^)| sin(m/x)J)U cos(m0). (3.37) 
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The second term in (3.37) disappears, since the multiphcation of the 
sin(m|i) function (which is odd) with the log magnitude response (which is even) is an odd function 
and as known the integral of an odd function within the above interval is zero. 
From the Poisson Q kernel properties presented in section 2.2, the first term [2£~=i r'"sin(m(0 — fJ.))] 
represents the Poisson Q kernel (2i,r(0)- Therefore (3.37) is modified and the Poisson Q integral phase 
relationship is obtained, 
(3.38) 
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Figure 3.1: Z-plane of the original minimum phase signal 
Example 
The representation of a minimum phase signal f[n] of order 12 on the z-plane is given in Figure 3.1. 
The task is to estimate the magnitude and phase responses of /v(e-'®) by setting r = 0.98 through the 
following methods, 
i By applying the root moments equations 
ii Through the use of Poisson P integral transform 
iii Through adjusting the time-domain signal coefficients by multiplying them by rl"l where 0 < n< 
13 and assuming the Fourier transform (this procedure is described in section 2.4.2) 
and then compare the results. 
For this purpose a MATLAB simulation was conducted. The results of the experiment are shown in 
Figures 3.2 and 3.3 for the magnitude and the phase responses respectively. Although the estimate of 
the responses obtained by following the methods (i) and (ii) seem to give the same results as the third 
way described above, a more thorough investigation can show that this is not the case. Taking the Mean 
Square Error (MSB) to compare the corresponding responses with the responses achieved by following 
the third way, we notice that the use of Poisson P integral transform results into an error which is uniform 
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CoefRaent Adjustment 
Root Moments 
(a) Comparison to the root moments 
Coemaent Aqustment 
Poisson P Transform 
(b) Comparison to the Poisson P integral transform 
Figure 3.2: A comparison of the actual magnitude response evaluated at r 
and very small (of order 10"'"^) while the error introduced by using the relevant root moments equations 
is non uniform along the signal and bigger (of order 10"^) for the same value of r as shown in Figures 
3.4 and 3.5. 
1.5 
8(rad) 
— — ~ Coefficient Adjustment ' 
Root Moments 
• / 
1- \ / 
-
Coefficient Adjustment 
Poisson P Transform 
(a) Comparison with the root moments (b) Comparison with the Poisson P integral transform 
Figure 3.3: A comparison of the actual phase response evaluated at r 
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RM-scale P o i s s o n - s c a l e 
(a) Approximation using root moments (b) Approximation using Poisson P integral transform 
Figure 3.4: MSE between the approximated magnitude response and the actual magnitude response evalu-
ated at r 
Poisson-scale RM-scale 
(a) Approximation using root moments (b) Approximation using Poisson P integral transform 
Figure 3.5: MSE between the approximated phase response and the actual phase response evaluated at r 
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3.3 Overcoming the Minimum Phase Constraint of the Poisson Integral 
Through the use of the Root Moments 
The Poisson integral transform operates only on minimum phase system/signal, i.e. f has to be 
minimum phase. This constraint can be removed, through the use of the algorithm set out belov/. The 
main idea behind the developed algorithm is as follows: 
Assume we have a mixed phase function F{e^^) where it can be expressed as (3.3) [17], 
where Fi„ax{e^^), F,nin{e^^) are the maximum and the minimum phase factors of F{e^^) respectively. 
The Poisson integral transform of the mixed phase system/signal can be written as a multiplication of 
the Poisson integral transform of each of the factors. The algorithm can be implemented through the 
following steps. 
Algorithm 
1. Separate the mixed phase system/signal into and using the root moment 
procedure described in [32]. 
2. Apply the Poisson integral transform for each of the factors. More specifically, 
• The Poisson integral transform is applied directly to the minimum phase factor Fmm{e^^) to 
obtain 
• The Poisson integral transform cannot be applied directly to the maximum phase factor 
Fmax{e-'^ ). For this reason we, 
- Transform the maximum phase factor into a maximum-minimum phase factor 
Fmaxmin{s^ )^, by reflecting the maximum phase coefficients about the time axis and tak-
, ing its Fourier transform. In this way the Poisson integral transform can be applied to 
the maximum-minimum phase factor 
- Transform back the Poisson transformed maximum-minimum phase factor Fr^ „,axmm ) 
to the maximum phase; this is achieved by inverting Fr^ „,axmin{^ ^^ ) back to the maximum 
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phase by applying, 
Fr,maxminie~-'^) = Fr,max{e^ ^  , 
where n2 is the number of zeros outside the unit circle obtained from the procedure 
mentioned in [32], 
3. Multiply the Poisson transformed factors, i.e. and Fr,max(e-'^ ) to obtain the Poisson 
integral transform of the mixed phase system/signal. 
The following example shows the results by applying the factors separately to the Poisson P integral 
transform and demonstrates that the combined result still gives the expected signal. 
Example 
In this example we demonstrate that the maximum phase factor F,nax{e^^) of a mixed phase signal ob-
tained through the root moments is identical to the maximum phase factor corresponding to the 
factor obtained from the Poisson integral transform algorithm. It is also shown that the two reconstructed 
mixed phase signals are identical to the the original signal (see Figure 3.7). 
In this example a mixed phase signal of order 23 (see Figure 3.6) was used, and the scaling factor r in 
the Poisson was set to r = 0.98. The output of the Poisson P integral transform was scaled back to its 
original scale for comparison purposes. As we can see from figures (see Figures 3.8 and 3.9, both the 
magnitude and the phase of are identical to the magnitude and the phase of In each 
case the MSB was calculated for the log magnitude and the phase of the minimum and maximum phase 
obtained through the Poisson P integral transform and root moments, and it was found to be zero. That 
is the estimated scaled signal to the original signal are exactly identical for the Poisson case so as for the 
root moments case. 
3.3 Overcoming the Minimum Phase Constraint of the Poisson Integral Through the use of the 
Root Moments 44 
Real Part 
Figure 3.6: Z-plane of the mixed phase signal 
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(a) Approximation using Poisson P integral transform 
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(b) Approximation using root moments 
Figure 3.7: Estimated time domain of the mixed phase signal 
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(b) Approximation using root moments 
Figure 3.8: Estimated magnitude response of the mixed phase signal 
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(b) Approximation using root moments 
Figure 3.9: Estimated phase response of the mixed phase signal 
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Figure 3.10: Estimated magnitude response of the minimum phase signal 
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(a) Approximation using Poisson P integral transform 
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(b) Approximation using root moments 
Figure 3.11: Estimated phase response of the minimum phase signal 
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3.4 Conclusions 
The scaled root moments relationships and their inverses were derived for the cases of a mixed phase, a 
maximum phase and a minimum phase system/signal. The relationships for the case of a minimum phase 
were used to obtain the log magnitude and phase Poisson (P and Q) integral transform relationships. In 
this case, considering the MSB criterion, is shown with the use of an example that the Poisson P integral 
transform gives a better estimation than the one resulted through the scaled root moments relationships. 
The log magnitude and phase Poisson (P and Q) integral transform relationships can only be applied to 
a minimum phase system/signal. In order to overcome this constrain, a root moments based algorithm 
was developed. The main idea of the algorithm is to separate a mixed phase system/signal into its 
minimum and maximum phase factors using the root moments and following a technique to transform the 
maximum phase into a minimum phase factor. In this way the Poisson (P and Q) integral transform can be 
applied to a mixed phase system/signal. As shown with the support of an example, the maximum phase 
system/signal, obtained from the log magnitude and phase Poisson P integral transform relationships, is 
identical to the one obtained through the scaled root moments. 
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Chapter 4 
Smoothing Effect of the Poisson P Kernel 
in One Dimensional Signals 
In this chapter is demonstrated how the smoothing effect of the Poisson P kernel can contribute in the 
areas of noise reduction, considering the one-dimensional case. 
We deal here with the reduction of additive Wide-Sense Stationary (WSS) white Gaussian Noise (WGN) 
embedded in a one dimensional time-domain signal through the use of Poisson P integral transform. The 
convolution of the spectrum of the contaminated signal with the Poisson P kernel results in an estimate 
of the original signal which depends strongly on the value of the scaling parameter r of the kernel. A 
very good estimate of the "clean" signal can be achieved by determining an optimum value of r through 
a procedure described in the text. The smoothing of a modified version of the given noisy signal with the 
use of the Poisson P kernel results in an even better estimation of the "clean" signal as shown later. The 
effect of de-noising a noisy spectroscopic sequence by following both the Poisson P integral transform 
based methods is tested. The estimates obtained in both the cases are very close to the "clean" signal. 
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4.1 Introduction 
The. problem of noise reduction is met in a wide variety of areas such as communications [34,35], radar 
systems [36], speech processing [37-44], biomedical signal analysis [45], spectrometry [46] and other 
related fields. This issue has been investigated extensively and there are numerous approaches based 
either on prior knowledge or assumptions made about the signal x[n] and the noise \[n]. The most 
popular methods used to tackle this problem include linear signal processing techniques such as matched 
filtering [35,36], Wiener filtering [47^9] and Kalman filtering [50]. 
In this section the Poisson P integral transform is presented as an innovative tool in the area of noise 
attenuation. More specifically, our focus is the estimation of a signal x[n] given an observed signal y[n], 
where y[«] consists of the desired signal x[n\ corrupted by an additive noise v[7i], i.e. y[n] = x[n] + v[n].The 
"smoothing" behavior of the Poisson P kernel results in the considerable reduction of the additive noise 
by adjusting the value of the scaling factor which characterizes the kernel. 
The underlying assumption here is that the additive noise is Wide Sense Stationary (WSS) zero-mean 
White Gaussian Noise (WGN). It is important to highlight that this assumption is made only for practical 
purposes. Actually, the proposed filtering technique can be applied without prior knowledge of the type 
of noise as it is not based on a statistical approach but on a deterministic one. This gives to the proposed 
technique a great advantage as it can be applied in situations where immediate action for denoising is 
required, as there is no need to process an often big load of data in order to perform statistical analysis. 
Although there is no limitation in applying the Poisson P kernel based technique in signals corrupted by 
other types of noise (non white and/or non Gaussian), this assumption helps a lot in obtaining expressions 
that will help us quantify the effect of the kernel in the reduction of noise. 
Experiments conducted by the writer indicate that, by applying the proposed technique, there is great 
potential in denoising signals which have been corrupted by various types of noise. Unfortunately, it 
is very complicated to obtain, for the case of different types of noise, closed-form expressions which 
quantify the advantage of the specific kernel in the denoising procedure. It is also too complicated to 
obtain closed-form solutions showing the effect of other well-known techniques in scenarios where the 
noise is of different type than the one chosen here. This means practically that comparisons between 
the proposed technique and well-studied filtering methods cannot be made. Synopsizing, we conclude 
that although the nature of the technique does not necessitate the choice of the noise as additive Wide 
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Sense Stationary (WSS) zero-mean White Gaussian (WGN), this assumption enables us to make progress 
towards showing, through theoretical analysis, the success of the kernel in denoising. 
The work in this chapter is structured as follows: 
In 4.2 the theoretical analysis of two Poisson P integral transform based de-noising procedures is shown. 
The first procedure deals with the smoothing of the spectrum of a noisy signal y[n] with the use of the 
Poisson P kernel. The aim is to demonstrate under which circumstances the result of the convolution can 
be a "good" estimator of the Discrete Time Fourier Transform (DTFT) of the "clean" signal x[n]. It is 
shown that the "quality" of the resulting estimator depends crucially on the value of the scaling factor 
r which defines the behavior of the kernel. A procedure leading to a very close approximation of the 
optimum value of r which corresponds to an optimal removal of noise is also demonstrated at the end of 
this section. The second suggested procedure is based on smoothing a modified sequence which results 
from the noisy signal y[M]. Although due to mathematical limitations, the theoretical justification of the 
advantages of the second Poisson P integral transform based procedure was not achieved, its use results 
in better estimation of the "clean" signal x[n]. The effectiveness of the under consideration transform 
in attenuating the noise embedded in a noisy signal is considered in 4.4. A spectioscopic sequence has 
been corrupted by WSS zero-mean white Gaussian noise. It is shown pictorially that by choosing the 
appropriate value of r the results of the de-noising are satisfactory. Finally, in 4.5, conclusions relevant 
to both the theoretical and practical analysis of the suggested de-noising methods are drawn. 
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4.2 Smoothing the Spectrum of the Noisy Signal 
Assume that we are given a time-domain sequence y[«], 
y[n]=x[n]+y[n], (4.1) 
where x[n] is a deterministic time-domain causal sequence and v[n] is a Wide Sense Stationary (WSS) 
zero-mean White Gaussian noise (WGN). That is, 
jU = E{v[«]} = 0, (4.2) 
Var[y[n\] = (4.3) 
where fj. symbolizes the mean value, E the expected value and the variance which corresponds to 
v[«]. In this text we are going to denote the stochastic processes with bold letters. 
The discrete-time Fourier Transform (DTFT) of the stochastic process y[«], denoted by Y(e-'®), is given 
by, 
Y(e-'®) = Y^y[n]e -jnO 
n=0 
= X(e-''^ ) + V(e-''^), (4.4) 
where V(e-'®) represent the DTFT of x[n] and v[«] correspondingly. 
The aim of the current analysis is to obtain, through the use of the Poisson P kernel, a "good" estimator 
of X{e-'^). As is known, there are two criteria which an estimator has to fulfill in order to be char-
acterized as "good": the variance of the estimator must be close to zero and also the resulted estimation 
ofX{ej^), i.e. must approach [51]. 
Before entering the de-noising procedure it would be therefore reasonable to check if in fact Y(e-'®) 
should be used as an estimator of i.e. to check if its variance is close to zero. As known, the 
variance of the complex-valued stochastic process Y(e-'®) is defined by, 
Var[Y{ej^)] = E{|Y(e^'^)|^} - |E{Y(e^'®)}|^ (4.5) 
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We start the calculation of E{|Y(e-'®)p} by expressing |Y(e-^®)p as, 
|Y(e;^)|2 = Y(g^'^)Y*(e;^), (4.6) 
where Y* (e-'®) denotes the conjugate of Y(e-'®). 
By using (4.6) and (4.4) and taking into account that, 
E{V(e^®)} = £ E{v[n]}e--''"® = 0, (4.7) 
n=Q 
and also that, 
E{V*(e^'®)} = = 0, (4.8) 
>1=0 
we obtain, 
+ E{V(g^'^ )X* )} + E{ V(g^'^) V* )} 
- X (e^ '^  )X* ) + X )E{V' )} 
+ E{V(g-''^) }X* (g^ '^ ) + E{ V(g '^^ ) V )} 
= |%(g^ '^ )|^  + E{V(g-''^)V*(g^'^)}. (4.9) 
In the first stage of our theoretical analysis we are dealing with infinite length signals. In this case the 
calculation of E{V(e-'®)V*(e-'®)} leads to. 
E{V(e^'®)V*(e^'®)} = E { ^ ^ 
n=0m=0 
= f ^ E { |v[n]p} = cr^  = oo. (4.10) 
n=0 n=0 
Thus by substituting (4.10) into (4.9) we obtain, 
E{|Y(e^'®)|2} = oo. (4.11) 
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Also the use of (4.4) and (4.7) gives, 
(4.12) 
The substitution of (4.11) and (4.12) into (4.5) leads to, 
yar[Y(g^'^)] = oo. (4.13) 
The fact that the variance of Y(e-'®) is infinite, violates strongly the first condition set for choosing a 
"good" estimator. Thus Y(e '®) cannot be used to estimate Z(e-'®). 
Let us now see the effect that smoothing of Y(e-'®) using the Poisson P kernel has in the estimation of 
The Poisson P integral transform of Y(e-'®), denoted here as Y, (e-'®) is given by (2.16) as, 
YXg^G) = Y(e;G)*fi,X8) 
+ (4.14) 
where Zr(e-'®) and represent the Poisson P integral transforms of and y{e^^) correspond-
ingly. 
As we said before, in order for Y;.(e-'®) to be a satisfactory estimator of Z(e-^®), two requirements must 
be satisfied, Var[Yr(e-'®)] 0 and also Xr{e^^) —> X{e^^). 
Let us first calculate the variance of Yr{e^^). As known, 
yor[Yr(g^^)] = E{|YXe^'^)|"}- |E{YXg^'^)}p. (4.15) 
By setting, 
|YXe^^)|" = YXg^'^)YXg;0), (4.16) 
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where is the conjugate of Yr(e^®) and taking into account (4.14), we obtain, similarly to (4.9), 
E{IYXE-''^) P } - X R ) % ; ) + X R ) E { V ; ) } 
+ (4.17) 
By expressing in an integral form and taking into account (4.7) we have, 
]E{VXg'''^)} = ; r r E{V(e'"»)}fi,X6 - mXm = 0. (4.18) 
Similarly, by assuming (4.8) we obtain, 
E{V*(e^'®)} = ^ r E{V*(e^"')}Pi,,(0 - co)dco = 0. (4.19) 
27F V—;r 
The calculation of E { ) V * )} leads to, 
E{VXe^'^)V;(e:'0)} = 
I — 1 — f 
1 + - 2rcos(6 — ^) 1+ — 2rcos(6 — fl') ' (4.20) 
Now, because we are dealing with White Gaussian Noise (WGN), 
E{V(e^>)V*(e^>')} = £ £ E{y[n]\*[m\}e-j^"''-"'^''^ 
n=0m=0 
= EE{iv[n]|2}e"J«(M-M') 
= (T^  £ (4.21) 
n=0 
Therefore, 
E{v,(e^«)v;(e^«)} = ^ L \ + ,2 _2,cos(0 - M) 1 + -2rcos(0 - n') 
~2 <=<> rTt , 1 _ ^ 
= I-/""' l+r^-2rcos/^ (4.22) 
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But, 
l - r 2 
1 +r^ — Ircosn 
= 1 + 2 ^ r^cos{kii) 
k=l 
Hence,. 
™ ™ \ 






,^0 l - r ^ ' 
By substituting (4.18),(4.19) and (4.24) into (4.17) we obtain, 
(4.23) 
(4.24) 
E{|YXg'''")P}-|Xr(g^'")|" + Y ^ . (4.25) 
Also,by using (4.14) and (4.18) we conclude that. 
(4.26) 
Thus the substitution of (4.25), (4.26) into (4.15) leads to. 
yar[Yr(e^'')] J^\] = 1 - r 2 (4 27) 
As said before, in order to achieve a satisfactory estimation of Z(e'®), Var[Yrie^^)] must be close to 
0 and also Xrie-'^) X(e-'^). From (4.27) we can conclude that for small values of a the variation 
becomes indeed close to 0 as r —> 0+ and takes the minimum value for r = 0. Thus the infinite energy 
is reduced to a finite amount which is close to zero. The second requirement is also satisfied as Xr(e-'®) 
becomes very close to X(e-'®) for r ^ 1_ because as analyzed before in this case the Poisson P kernel 
behaves as a delta function. Thus by considering an infinite-length noisy signal, de-noising occurs for 
r G [0,1), as both the criteria imposed are fulfilled. The rest of this paragraph will be devoted in an effort 
to approximate the value of r for which the attenuation of noise becomes optimum. 
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As shown above the optimum value of r will be in the range [0,1) for an infinite-length discrete-time 
signal. It can also be concluded that as r —> 0+, yflr[Y^(e-'®)] becomes closer to 0 but \Xr{e^^) —X(e-'®)| 
increases, so the second restriction imposed is not well satisfied. On the other hand as r 1_ the variance 
becomes bigger although the difference \Xr{e^^) -X{e^^)\ decreases, i.e. the second requirement does 
not apply. That means that there is a conflict in our objective as r moves toward the two edges of the 
interval. 
In practice of course, signals have finite length, i.e. > 0 : V« > N,x{n) = 0, where N is the number 
of samples. In this case the calculation of E{V(e-'®)V*(e-'^)} yields, 
E{V(e^'®)V*(e^'®)} = E{ £ 
m=0 
N— 1 N— 1 
= ^ E{ |v[n]|^} = ][] (7^  = N a ^ . (4.28) 
n—0 /i=0 
Hence by substituting (4.28) into (4.9) and also using (4.12)and (4.15) we obtain, 
Var[Y{ej^)]^Na^. (4.29) 
Also, assuming N samples, (4.24) becomes, 
_2 /V-l N - l 
E{V,(e^®)V;(eJ®)} = T-2 £ k"27rp = ^ r^ " = ^ ( 4 . 3 0 ) 
n=0 «=0 ' r 
Thus, the substitution of (4.18),(4.19) and (4.30) into (4.17) leads to, 
n _ y2N\f^2 
E{\Yr{ej')\^} = \Xriej ' ) \^+^ . (4.31) 
Using (4.26) and (4.31), (4.15) becomes, 
(4.32) Suppression of noise can be achieved, when, 
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which leads to, 
r < ^ = 1 - z l r (4 34) 
if # 3> 1. Thus considering the de-noising of a finite length signal which consists of 1 samples, we 
conclude that the upper bound of the interval where r belongs to, is 1 — 
One can notice that for the finite-length signal case, the closer the r gets to 0 the most the V'ar[Yr(e-'®)] 
approximates Also, assuming a specific number of samples, the more r moves toward 1 the bigger 
the Var[Yriej^)] becomes but the growth is smaller than in the case of an infinite-length signal. 
Having realized that there is no unique value of r for which, both the requirements for the choice of 
a "good" estimator are satisfied, we are now going to focus on determining the value of r for which 
|y).(e-'^) — b e c o m e s minimum. The minimization of \Yr[ej^) —X{e^^)\ with respect to r can be 
achieved only in an indirect way and with a small approximation error by considering the minimization 
of a simpler quantity which approximates \Yr{e^^) -X{e^^)\. It is, 
< -X(e^'^)| + |VXe^'^)|. (4.35) 
We can claim with near certainty (99.9968%) that. 
4yyar[VXe^'^)], (4.36) 
and, 
yar[VXg"'^)] = E{|Vr(g^^)p} -E^{|Vr(g^^)|}. (4.37) 
As it can easily be deduced from (4.18), 
E{|V.(e^'®)|} = 0. (4.38) 
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Thus, (4.37) with the use of (4.24) and (4.38) becomes. 
T/ar[Vr(eJ*)]:= (4.39) 
By substituting (4.39) and (4.36) into (4.35) we obtain, 
+ (4.40) 
V 1 — 
We shall now focus on the upper bound of ) -X(e-'®) |. By expressing Xr{e^^) in an integral form, 
i.e. by setting, 
and also using the fundamental identity of the Poisson P kernel, 
r Pi,ri0)d6 = 2K, (4.42) 
J-n 
we take, 
1 1 - ^ 
-dii 2nJ-K l+r'^-2rcos{6 - fi) 
We can show that, in the case we consider signals x[n] where, 
L{x) = ^ n\x[n] \ < °o, (4.44) 
n=0 
the following inequality holds, 
|X(g;(G+^))_X(g;8)|<L(;[)|^|. (4.45) 
The condition (4.44) applies particularly in the practical situations where x[n] takes nonzero values for a 
finite number of n's. For these cases, the search of r will take place in the interval [0,1 — as we have 
seen before. The proof of inequality (4.45) is presented in Appendix B. 
4.2 Smoothing the Spectrum of the Noisy Signal 61 
Thus, by setting. 
(p = H-d, (4.46) 
assuming that (4.45) holds and also shifting the limits of the integration by + 6 , (4.43) becomes, 
l - r 2 I rn+d f — 
r 
In \+r--Ircos^' 
71 JQ V = — C O 
1 
\X,{e")-X{e")\ < - -G |T + r2-2rc«(M " «) dpL 
,|v| / 







The substitution of (4.47) into (4.40) leads to. 
2 
Y + I 
^ vfO ;v 
- 4 l 
^A+1 
8 + (4.47) 
.2A +1 
Vl - ;r 8 n ^^g(2A + l) 2 • (448) 
The value of r G [0,1 — that minimizes the \Yr{e^^) -X{e^^) \ should be obtained with high degree 
of accuracy by estimating the r which minimizes the right hand side of the inequality (4.48). Thus the 








= 0, (4.49) 
i.e. by finding the r G [0,1 - ^jy) such that, 
r( l + C-ln 1, / 1 + r 
1 - r 
0, (4.50) 
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where, 
4.3 Smoothing a Modified Version of the Noisy Time-domain Signal 
In this paragraph we present a different approach in de-noising a corrupted time-domain signal with the 
use of the Poisson P kernel. Consider the same time-domain finite-length sequence y [n] which consists of 
N samples and is corrupted by Wide-Sense Stationary (WSS) zero-mean White Gaussian noise (WGN). 
Instead of smoothing the spectrum of the noisy signal, we are involved here in smoothing a time-domain 
sequence which is produced by modifying y[«]. 
The modification is needed because of the nature of the implementation of the smoothing. More specif-
ically, the linear filtering is obtained practically with the use of the Discrete Fourier Transform in such 
way that the circular convolution is equivalent to the linear one [16]. As known the circular convolution 
is essentially a periodic convolution and thus can be viewed as a linear convolution between the Poisson P 
kernel taken for one period and the periodic extension of the time-domain sequence [52]. If the periodic 
extension of y[n] was convolved with the kernel, the outcome would be characterized by end effects, or 
"wrap around" effects [17]. The undesirable effects can be eliminated by modifying the sequence y[«] so 
as to create symmetry at the endpoints. In this way the "smoothed" boundaries mitigate the end effects 
which otherwise would occur. One way to perform the modification of y[n] in order to meet our purpose 
is presented pictorially in Figures 4.1-4.3. As shown, the new sequence is obtained by, 
• Reflecting y[n] around 0 and then shifting the obtained sequence by K = 2N — 1 samples. This 
results in the sequence y[-n + 2N - 1] shown in Figure 6.3.2. 
• Combining y[«] with y[-n -I- 27V - 1] as demonstrated in Figure 4.3. This leads to the symmetric 
signal Y[n] which is given by. 
(4.52) 
y[-M4-27V-l], N<n<2N-\. 
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Figure 4.1: Initial signal y[n 
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Figure 4.3; symmetric signal Y[«] 
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In a similar way, let us denote by X[n], V[n] assigned to x[n\ and v[n] correspondingly. We can easily 
show that, 
Y H =Z[n]+V[n] . (4.53) 
As known, the variance of the real-valued stochastic process Y[n] is defined by, 
yar[Y[n]] =E{|Y[n] |2}- |E{Y[n]}p. (4.54) 
Then, 
E{|Y[n]p} = |X[n]p + 2X[n]E{V(n)}-hE{|V[n]|2}. (4.55) 
As one can notice, 
E{V[n]} = E{v[«]} = 0, (4.56) 
and also, 
E{|V[n]p} = C72. . , (4.57) 
Thus (4.55) becomes, 
E { | Y H p } = |X[«]p + {72. (4.58) 
Also, 
E{Y[n]} = E{XM} + E{V[n]} 
= X(n). (4.59) 
Hence, 
Var[Y[n]] = (4.60) 
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Thus by following this method, the variance of the sequence to be de-noised is already low. 
Let us now examine how the smoothing of Y[«] with the use of the Poisson P kernel affects the estimation 
ofX[n]. 
The convolution of Y[n] with the Poisson P kernel results in. 
Yr[n\=Y[n]*P,M 
= I YmAn-k] 
k=—oo 
= Xr[n]+\r[n], (4.61) 
where Xr[n] and Vr[n] represent the Poisson P integral transforms of X[n] and V[n] correspondingly. 
The variance of Yr[n] is given by, 
yar[YXn)] - E{|YXn)p} - |E{YXM)}|^. (4.62) 
Taking into account (4.61), we obtain similarly to (4.55), 
E{|Y,[«]|2} = |X,H|2 + 2Z,[n]E{V,[n]}-l-E{|V,[«]|2}. (4.63) 
By expressing as a convolution and taking into account (4.56) we have, 
= £ E{V[«]}Pi,,[«~k] = 0. (4.64) 
}c= — oo 
Unfortunately the calculation of E{|Vr[n]p} does not lead to a closed form, so we cannot reach to a 
formula which gives E{|Yr[n] p} and thus the variance of Yr[n]. 
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4.4 Experimental Results and Discussion 
The practical applicability of the Poisson P integral transform based techniques described above is 
demonstrated in this section by considering the de-noising of the spectroscopic data obtained from [53]. 
The data have been corrupted by Wide-Sense Stationary (WSS) zero-mean White Gaussian noise (WGN) 
and various levels of input SNRs, ranging from 0 to 20 dB, have been considered. The algorithm im-
plementing the attenuation of the noise was written in MATLAB. For the purpose of our demonstration 
1000 data points were used. The estimation of the clean data sequence was achieved by following the 
two different approaches described before, i.e. by smoothing the spectrum of the noisy data as well as the 
modified version of the noisy data with the Poisson P kernel. Also, in order to compare the filtering effect 
of the proposed kernel with the effect other filters have in smoothing the considered noisy sequence, de-
noising of the same noisy spectroscopic data was performed with the use of well known filters, like the 
average filter, the Wiener filter and the Savizky-Golay filter. The performance of the Poisson P integral 
transform based methods in suppressing the additive noise was assessed by considering two measures, 
namely, 
• the Mean Square Error (MSB) defined as, 
1 ^ 
MSE = — ^  -x[n])^. (4.65) 
n=i 
• The improvement in the SNR (ISNR) defined as, 
Zn=\iM-y[n]Y 
where x[n], y[n] and x[n\ denote the original, the noisy and the estimated signal correspondingly and N is 
the total length of the signal. 
The main observations related to the comparison of the above filtering techniques in attenuating the noise 
of the given sequence are summarized as follows, 
• From Tables 4.1 and 4.2 which present the ISNR and the MSE respectively for each of the con-
sidered smoothing methods, we conclude that the Poisson P integral transform based techniques 
perform better in the case of low input SNR's than any other smoothing technique used in the 
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experiment. Also when the input SNR is greater than 10 dB, only the Savizky-Golay filter gives 
slightly better results. 
Figures 4.4 - 4.8 help us to visualize the comparison between the results obtained from the second 
Poisson P integral transform technique and the other filtering methods for the case where the input 
SNR of 10 dB. 
The dependency of the MSE on the input SNR and the scaling parameter r is given in Figure 4.9. 
Also, Figure 4.10 presents the dependency of the improvement of the SNR (ISNR) on the same 
variables (input SNR and the scaling parameter r). As can be seen from the three dimensional 
MSE figure, as the input SNR increases the optimum r takes a value close to 1, i.e. the width of 
the kernel becomes smaller. Similar conclusions relating the ISNR with the input SNR and r can 
be drawn from Figure 4.10. 
ISNR (dB) 
Method Poisson P Integral Transform Wiener Filter Moving Average Savizky-Golay 
SNR (dB) Method 1 ^ Method 2 * 
0 &62 0.69 2.91 5 ^ 9 
5 6 J 4 7.55 1.02 2.62 7 3 6 
10 5 ^ 3 7.25 1.33 236 7.15 
15 3U2 3.93 1.16 1.63 5.57 
20 2.00 2 3 6 IJW -0.7 5 3 7 
' Smoothing the spectrum of the noisy sequence. 
^ Smoothing the modified version of the noisy sequence. 
Table 4.1: Improvement in SNR (ISNR) obtained from different methods at different input SNRs 
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Noisy Signal 
Orignal Signal 
0) 0 .2 
100 200 300 400 500 600 
Data Points 
700 800 900 1000 
Figure 4.4: Original and noisy signal at input SNR = 10 dB 
Method 
SNR (dB) 
Mean Square Error (MSE) 
Poisson P Integral Transform Wiener Filter Moving Average 
Method 1 ^ Method 2 ^ 
Savizky-Golay 
0 5.55 4.06 1257 7.53 4^4 
5 1.24 1.01 5.11 3.53 1.18 
10 0.40 L78 1.40 046 
15 0.44 034 0.65 0^9 0 J 4 
20 0.17 0.10 0.22 034 0.08 
Smoothing the spectrum of the noisy sequence. 
Smoothing the modified version of the noisy sequence. 
Table 4.2: Mean Square Error (MSE) obtained from different methods at different input SNRs 
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Moving Average Filter 
Orignal Signal 
Data Points 




100 200 300 400 500 600 
Data Points 
700 800 900 1000 
Figure 4.6: Wiener filter at input SNR = 10 dB 
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Savizky-Golay Filtm 
Ohgnal Signal 
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D a t a P o i n t s 
Figure 4.7: Savizky-Golay at input SNR = 10 dB 
• P o i s s o n P T r a n s f o r m 
" Orignal Signal 
0 1M 2M 3M a w MM MO MO 1M0 
Data Points 
(a) Smoothing in the time domain 
Poisson P Transform 
Orignal Signal 
100 200 300 400 500 600 700 800 900 1000 
Data Po in ts 
(b) Smoothing in the frequency domain 
Figure 4.8: Poisson P integral transform at input SNR = 10 dB 
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S N R / d B 
20 1 
Figure 4.9: MSE plot against different values of r and input SNR 
% - 3 0 
SNR / dB 
0 0,9 
Figure 4.10: ISNR plot against different values of / and input SNR 
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4.5 Conclusions 
The main conclusions are synopsized as follows, 
• In the case of smoothing the spectrum of the noisy signal with the use of the Poisson P kernel, 
the estimation of the spectrum of the clean signal is very satisfactory. Considering a finite length 
signal which consists of N samples, the smoothing effect of the kernel is impressive as the variance 
of the spectrum of the noisy signal decreases from Na^ to • 
We can notice that the performance of the de-noising in this case although, depends a lot on the 
number of the samples used in such a way that the reduction of the variance becomes more apparent 
when the number of samples is big. For the case where L~=o"l-^NI < happens in most of 
the practical situations, we have achieved a very close estimation of the optimum r which results 
in a very good estimation of the signal spectrum and thus of the clean sequence. 
• De-noising a time domain sequence which results from a given sequence as described previously, 
leads to even better results. Unfortunately, in this case the final form of the variance of the modified 
time domain sequence cannot be obtained. This would help us to quantify the improvement the 
second method introduces in the estimation of our signal. However, after conducting a number of 
experiments, we are confident that the second method is better than the first one. 
• The experimental results showed that both the Poisson P integral transform based techniques can 
compete successfully against known filtering methods. However, further investigation is needed 
toward the direction of estimating the optimum r which will result to the minimization of the MSB 
and the maximization of the ISNR. This could lead in improving significantly the performance 
especially of the second technique and thus making it more competitive. 
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Chapter 5 
Detection of QRS Complexes in ECG 
Signals Based on Poisson Integral 
Transform and Root Moments Theory 
This chapter is concerned with the detection of the R-peaks in an electrocardiogram (ECG) waveform. 
Precision in the identification of the R-peaks is of great importance for the reliability of an automated 
ECG analyzing system and thus, for the diagnosis of cardiac diseases. Many algorithms have been 
developed during the last thirty years, each of which has different strengths and weaknesses. In the 
proposed algorithm a threshold is set and the crossing points between it and the ECG waveform are 
determined. This has the advantage of ensuring that the R-peaks are contained between the crossing 
points provided that these are determined accurately. The use of Poisson techniques coupled with root 
moments theory enables us to map this part of the problem into a problem of estimating the zeros of a 
polynomial that lie on the circumference of the unit circle. This "locator" polynomial has an order equal 
to twice the total number of peaks with a data block. The roots of the locator polynomial produce the 
bounds on the R-peaks mentioned above. The effectiveness of the proposed algorithm is tested by using 
recordings from the MIT-BIH arrythmia database. 
5.1 Introduction 74 
5.1 Introduction 
The detection of the QRS complexes in an ECG signal provides information on the heart rate, the con-
duction velocity, the condition of tissues within the heart as well as various other abnormalities and, 
thus, it supplies evidence to support the diagnoses of cardiac diseases. For this reason, it has attracted 
considerable attention over the last three decades. 
There has been a lot of work done in the past 20 years in developing the QRS detection algorithm. 
The algorithms in the relevant bibliography adopt a range of different approaches to yield a procedure 
leading to the identification of the peaks under consideration. These approaches are mainly based on 
derivative-based techniques [54], [55], [56], "classical" digital filtering [57], [58], [59], [60], [61], [62], 
adaptive filtering [63], [64], wavelets [65], [66], [67], [68], neural networks [69], [70], hidden Markov 
models [71], mathematical morphology [72], genetic algorithms [73], Hilbert transform [74], [75], syn-
tactic methods [76], maximum a posteriory estimation [77] and zero-crossing-based identification tech-
niques [78]. 
In the non-syntactic algorithm presented here, the enhancement of the QRS part of the ECG is achieved 
by the reduction of the level of the P and T waves, accompanied by suppression of some noticeable 
disturbances in the signal. These disturbances result mainly due from baseline drift (baseline wander-
ing), power line interference (occupies 50/60 Hz) and interference from other physiological sources [78]. 
Band pass filtering is typically used to attenuate the frequencies related to the above noise sources which 
lie outside the frequency band occupied by the QRS complex. In our approach, the Poisson integral 
transform is used for further reduction of noise and of non desirable waves. 
A straightforward procedure for determining the R-peaks in an ECG waveform is to set the differential 
of the waveform to zero and solve for the argument where this condition is met as for example in [55]. 
However, this technique will not lead to acceptable results because absolute elimination of the noise and 
the P and T waves cannot be achieved in the previous stage. 
Hence, an alternative approach is followed at which a threshold is set. From each couple of the points 
produced by the intersection of the threshold line with the ECG signal, the middle point corresponding 
to the relevant R-peak is estimated. The main idea, behind the novel steps introduced at this point, is 
that the unit circle can be seen as the z-transform of the threshold line which has been shifted to meet 
the x-axis. Thus, the zero-crossings can be identified from the location of the zeros in the unit circle. 
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The identification of the zero-crossings leads to the estimation of the R-peaks. This idea is implemented 
through the use of relationships taken from the Poisson P integral transform and root moments theory. 
The strength of the proposed algorithm lies on the fact that the location of the R-peaks is bounded from 
above and below by the location of the cross-over points, hence none of the peaks can be ignored. 
A set of recordings from the MIT-BIH arrythmia database [79] is used to measure the accuracy of the 
algorithm and its reliability is evident by the results obtained. 
This chapter is structured as follows. 
In section 5.2, we present a general background on the heart mechanism and its association to the electro-
cardiogram reading. We also present some of the disturbances that occur during the reading of the ECG. 
Section 5.3, deals with the main core of the chapter and is focused on describing the steps consisting 
of the preprocessing stage dealing with feature extraction and the decision making stage involved in the 
R-peak detection. The evaluation of the performance of the proposed algorithm is dealt in section 5.4. 
5.2 General Background 
5.2.1 The Heart and The Electrocardiogram (ECG) Signal 
The electrocardiogram signal (ECG) or, electrocardiograph (EKG), represents a surface recording of the 
electrical activity of the heart. It is a tool which gives evidence to support the diagnoses of the cardiac 
diseases as it provides information on heart rate and rhythm, conduction velocity and even the condition 
of tissues within the heart through the detection of the abnormal cardiac rhythms. It aids in the diagnosis 
of heart disease which may produce characteristic changes in the ECG. 
The mechanism of the heart is produced by a periodically self excited tiny pulses (depolariza-
tion), generated by a specialized cell located in the right atrium (SA Node) and it is the main pace maker 
of the heart. These pulses cause the heart muscle to contract. The contraction of the heart begins from 
the top to the bottom, from the right atrium (RA) to the left atrium (LA) and next to the ventricles (left 
ventricle (LV) and right ventricle (RV)) in standard conditions. Figure 5.1 from [80], illustrates the 
chambers of the heart; the auricles and the ventricles . 
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This heart mechanism gives the basic shape of the ECG signal which consists of the basic ele-
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Figure 5.1: The anatomy of the Heart 
ments of P, Q, R, S and T peaks, as shown in Figure 5.2. 
The P wave represents the depolarization of the right and left atria and is usually 0.08 — 0.1 seconds in 
duration [81,82]. Since the mass of the atria is small compared with that of the ventricles, the electrical 
change accompanying the contraction of the atria is small. The QRS-complex gives the electrical 
representation of the ventricular depolarization. Since the ventricular mass is large, there is a large 
deflection of the ECG when the ventricles are depolarized. The duration of a normal QRS is about 
0.04 — 0.12 seconds [81-83]. Finally, the T wave of the ECG signal is associated with the return of the 
ventricle mass to its resting electrical state (repolarization) and is longer in duration than depolarization. 
Sometimes a small positive U wave may follow the T wave (not shown in Figure 5.2 from [84]). This 
wave represents the last remnants of ventricular repolarization. Figure 5.3 from [85], illustrates and 
describes pictorially the ECG waves. 
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Figure 5.2: Shape of a normal ECG 
5.2.2 Disturbances in Electrocardiograms 
There are many different types of noisy sources that degrade the ECG signal quality. Disturbances in the 
ECG usually occur because of, 
1. Power line interference 
Power-line noise is often picked up by the scalp-electrode leads from neighboring equipment such 
as fluorescent lighting and is amplified by the instrumentation amplifiers. It is almost periodic and 
often high in amplitude with respect to the ECG waveform. Harmonics of 50-60 Hz are observed 
in the power-spectrum of the ECG signal [86, 87]. If power-line noise is not suppressed it can 
obscure the P, Q, R, S and T peaks in the ECG waveform and distort their true amplitudes. The 
QRS amplitude, which is used throughout the system as a physiological constant, will jitter in the 
presence of power-line noise. 
2. Electrode contact 
Electrode contact is transient interference caused by loss of contact between the electrode and skin, 
which effectively disconnects the measurement system from the patient. The loss of contact may 
be permanent or can be intermittent, as would be the case when a loose electrode is brought in and 
out of contact with the skin as a result of movements and vibration. Electrode contact noise can 
be modeled as a randomly occurring rapid baseline transition, which decays exponentially to the 
baseline value [87]. 












Figure 5.3: ECG in reading the waves 
3. Motion artifacts 
Motion artifacts are transient baseline changes caused by changes in the electrode-skin iinpedance 
with electrode motion. The usual cause of motion artifacts will be assumed to be vibrations or 
movements of the patient. This type of interference represents an abrupt shift in base line due to 
movement of the patient while the ECG is being recorded. The peak amplitude and duration of the 
artifact vary [87]. 
4. Muscle contraction (electromyography, EMG) 
Muscle contractions cause artifactual millivolt-level potentials to be generated. The baseline elec-
tromyogram is usually in the microvolt range and therefore is usually insignificant |87]. For mus-
cles to contract, the muscle cells generate chemically induced electrical impulses, and this can be 
measured from the body surface. Muscle noise is caused by the random firing of muscle fibres. 
When the patient uses her leg muscles, then the muscle noise is picked up from the reference pad 
on the maternal thigh. This is most prominent during uterine contractions and while the patient 
is pushing and tensing her leg muscles. Muscle noise obscures the important features and timing 
points, such as the P, Q, R, S and T peaks. Its spectrum spans that of the ECG signal and so it can 
never be completely removed with linear filtering. 
5.3 Algorithm for Detecting the R-Peaks 79 
5. Abrupt Baseline Shift (ABS) 
Baseline shift or, as it is some times referred to, base line wander. It is a slow-moving, non-
deterministic wave, which hinders accurate measurement of ECG features. The source of baseline 
shift is mostly due to scalp electrode movement, a changing impedance of the thigh reference 
electrode-skin interface and possibly a chemical reaction between the stainless steel in the scalp 
electrode and the scalp itself. Baseline shift is observed to be most prominent during the first 20-30 
minutes after attachment of the electrode and during the last stages of labour when the patient is 
pushing. It has a low frequency content of range well below 0.5 Hz (0.15 - 0.3 Hz) [87]. Which 
makes its spectrum a major problem since its often wide and overlaps with that of the ECG signal. 
The ECG ST waveform shape, which is of important clinical significance, is particularly sensitive 
to distortion of the low frequency signal components of the ECG. 
6. Instrumentation noise generated by electronic devices used in signal processing [87] 
7. Electrosurgical instrument 
Electrosurgical noise is a high frequency, high amplitude noise produced by electrosurgery instru-
ments. It destroys the ECG completely and can be represented by a large amplitude sinusoid with 
frequencies approximately between 100 kHz and 1 MHz [87]. 
5.3 Algorithm for Detecting the R-Peaks 
The focus of the proposed algorithm is to identify the crossing points after the appropriate threshold 
cutting the QRS complexes is chosen. The implementation of this target is achieved through the steps 
indicated in the block diagram of the proposed detector presented in Figure 5.4. 
First, the intention is focused on the isolation of the QRS complexes. As is known, the frequency con-
tent of P and T waves is in the range of 0.5-10 Hz [54, 88], the base line and motion artifacts have a 
power spectra of about 0.5 Hz, 7 Hz respectively [87,89] and the power line interference occupies 50-60 
Hz [87]. The QRS complex spectra may have frequency components of up to 40 Hz [88]. In order to 
attenuate the frequencies characterizing the different types of noise as well as the frequencies occupied 
by the P and T waves, a bandpass filter is used and the cutoff frequencies are set at 18 and 35 Hz [88]. 
For illustration, a portion of the resulted normalized bandpass filtered ECG signal is presented in Figure 
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5.5(b). The next step is to assume the conversion of the above filtered ECG signal to a representation 
which can be considered as a time signal that imitates a frequency magnitude response. This conversion 
is necessary since the magnitude response is an even and continuous function with the first order deriva-
tives at 0 and K equal to zero [31 J. In order to ensure that the above conditions are satisfied, the signal 
is buffered at both ends, time-reversed and its absolute value is taken. Evidently, the obtained modi-
fied ECG signal (Figure 5.6(a)), will have double the number of R-peaks contained in the raw signal. 
Moreover the R-peaks will be located symmetrically with respect to the axis defined by the end of the 
buffering. 
Since the Poisson P integral transform of the log magnitude relationship does not exist on the unit circle, 
hence we shift the imitated magnitude (modified ECG) by a small e of the order of 10"'^ to ensure the 
existence of the transform. The modified ECG signal is then convolved with the Poisson P kernel using 
(2.27). By setting r ^ 1, the resulted signal becomes smoother and thus the QRS complexes become 
broader although the location of their peaks is not affected. 
Once the above smoothed modified ECG signal is obtained (Figure 5.6(b)), a threshold is set experimen-
tally and the crossing points between it and the QRS complexes under consideration are determined. This 
has the advantage of ensuring that the R-peaks are contained between the crossing points, provided that 
these are defined accurately. From each pair of the points produced by the intersection of the threshold 
line with the QRS complex, the middle point corresponding to the relevant R-peak should be estimated. 
Through shifting the smoothed modified ECG signal on the y-axis, by the height of the threshold (Figure 
5.7(a)), the cutting points obtained from the intersection of the threshold with the signal can be seen as 
zero-crossings. The magnitude of the shifted smoothed modified signal, denoted by |F;-(e-'")| and con-
sidered as finalpreprocessed signal is presented in Figure 5.7(b). 
The final aim is the estimation of the middle point for each pair of zero crossings. The identification of 
the zero crossings can be achieved by mapping this problem into the problem of estimating the zeros on 
the unit circle of the polynomial |F(e-'®)|, i.e. by defining a polynomial ig(e-'®)| given by. 
(5.1) 
i=l 
where g-'* symbolizes the i"^ zero on the unit circle and k is an even number, representing the total num-
ber of zeros. 
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Since r 1, |Fr(e^®)| can approximate faithfully the magnitude response The transition from 
|F(e-'®)| to the locator polynomial \g{e-'^)\ which defines the location of the zero crossings can be re-
alized by using aspects adopted from the root moments theory, through a technique described in detail 
in [25,32], 
The procedure leading to the estimation of the mid point from each pair of zero crossings is based on the 
following observations. 
If denote the location on the unit circle of two zeros belonging to the same neighborhood and 
denotes the location on the unit circle of their midpoint, 
4%=: (5.2) 
we have approximately, 
(1 - - (1 - (53) 
Let I be the locator polynomial which locates the position of the mid points. Evidently, 
l=\ 
The root moments of In |^(e-'®) | do not exist on the unit circle, therefore we shift the magnitude \g{e-'^)\ 
by adding an error in order to ensure the existence of the root moments relationship. The error can be 
chosen to be e, i.e. the same to that of the imitated magnitude {modified ECG) in the Poisson integral 





= 2£ln|(l-e^'^'e-^'»)|, (5.5) 
/ = ! 
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and using (3.29), we obtain. 
















Thus, by calculating the root moments of ig(e-'®)|, the estimation of the root moments of the locator 
polynomial \g{ej^) \ can be achieved. 
By computing the root moments of ||(e-'®) | and using the results obtained from (3.21), the corresponding 
coefficients can be estimated. The magnitude response of f (e-'®) (refer to Figure 5.8(a)) can be obtained 
from the above coefficients. The minimum points of the resulted magnitude response correspond to the 
detection of the R-peaks (Figure 5.8(b)). 
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Figure 5.4: Block diagram of the detector 
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Figure 5.6: Record 100: (a) Modified ECG (b) Smoothed modified ECG 
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Figure 5.8: Record 100 : (a) Locator polynomial |g(e^®)| (b) Location of estimated peaks 
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5.4 Results - Assessment of the Algorithm 
The accuracy of the algorithm was tested by applying it to all the records obtained from the MIT-BIH 
arrythmia database [79], Appendix C. The above database contains 48 records and each of them is about 
30 minutes long. The ECG signals are sampled at 360 Hz. The algorithm was implemented through the 
use of MATLAB. 
To assess the performance two statistic measurements were used [90]. These are the Sensitivity (Se), 
which gives the fraction of real events that are correctly detected and it is defined by, 
and the Positive Predictivity (+P) which is the fraction of detections that are real events and it is defined 
by, 
where FN (False Negatives) denotes the number of missed detections, FP (False Positives) represents 
the number of extra detections and TP (True Positives) is the number of the correctly detected QRS 
complexes. 
The r parameter of the Poisson P integral transform was adjusted to be close to 1 for the testing of these 
records. 
Table 5.1 shows the results of the algorithm for all the records of the MIT-BIH arrythmia database. The 
average Sensitivity of the algorithm is 99.62% and its Positive Predictivity is 99.74%. Most of the FN 
and FP QRS complexes were found in records 104, 203 and 207. The ECG waveforms in the above 
records are characterized by high complexity which leads to intrinsic difficulties in detecting the QRS 
complexes. There are also some other records like 108, 200, 201, where, because of their excessive noise 
the application of the present algorithm gave fairly good but not perfect results. Figure 5.9 and Figure 
5.10 present part of the records 203 and 108 respectively. In spite of the baseline drift and the complex 
form of the ECG which is evident in the relevant figures, the proposed algorithm performed quite well. 
For the case of the very noisy records 105 and 108, comparisons between the performance of the proposed 
algorithm and that of a sample of very well known algorithms can be made by looking at Table 5.2. More 
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specifically, 
• For the record 105, both the P (%) and the Se (%) achieved with the use of our algorithm reach 
very high levels. This record was classified as one of the most noisy of the files considered. 
• For the record 108, the P (%) as well as the Se (%) corresponding to the algorithm presented in 
this paper also obtain very high values. Record 108 is characterized by high noise which makes 
the detection of QRS complexes very difficult. 
The effort for possible improvements in the algorithm should be directed towards more effective filtering 
in the preprocessing stage as well as better threshold adjustment. In this way, there is a good chance of 
achieving even higher detection rates. 
Both the robustness of the algorithm (it is not too sensitive in the parameters) and the speed of the 
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Figure 5.9: Record 203: (a) Raw ECG (b) Estimated R-peak locations 
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Table 5.1: Performance of the algorithm 
Record No. TP FN FP Se(%) ?(<&) 
100 2273 0 0 100.00 100.00 
101 1863 2 7 9&89 99^3 
102 2187 0 0 100.00 100.00 
103 2084 0 0 100.00 100.00 
104 2195 34 41 9&47 9&17 
105 2556 16 4 9938 9^84 
106 2014 13 4 99J6 9&80 
107 2137 0 0 100.00 100.00 
108 1751 23 16 9&70 99.09 
109 2529 3 4 9^88 99.84 
111 2124 0 0 100.00 100.00 
112 2539 0 0 100.00 100.00 
113 1795 0 0 100.00 100.00 
114 1876 3 0 9^84 100.00 
115 1951 2 0 99.90 100.00 
116 2395 17 0 9930 100.00 
117 1535 0 0 100.00 100.00 
118 2286 2 0 99.91 100.00 
119 1987 0 0 100.00 100.00 
121 1859 4 0 99.79 100.00 
122 2476 0 0 100.00 100.00 
123 1518 0 0 100.00 100.00 
124 1618 1 0 99.94 100.00 
200 2597 4 4 99.85 99.85 
201 1985 15 4 99J^ 99 
202 2131 5 0 99.77 100.00 
203 2908 72 61 97.58 97.95 
205 2647 9 16 99.66 99^0 
207 2249 83 112 9&44 95.26 
208 2926 29 5 9&02 99^3 
209 3003 2 0 99.93 100.00 
210 2631 19 5 99.28 99 
212 2747 1 0 99.96 100.00 
213 3246 5 1 99.85 99.97 
214 2247 15 0 9934 100.00 
215 3361 2 0 99.94 100.00 
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Performance of the algorithm (continued) 
Record No. TP FN FP 9e(%) ?(<&) 
217 2206 2 0 99.91 100.00 
219 2284 3 0 99.87 100.00 
220 2048 0 0 100.00 100.00 
221 2424 3 0 99.88 100.00 
222 2477 6 3 99J6 9^88 
223 2602 3 0 99.88 100.00 
228 2048 5 22 99J6 98.94 
230 2256 0 2 100.00 99.91 
231 1571 2 0 9&87 100.00 
232 1775 5 6 99 J 2 9^66 
233 3060 19 0 9938 100.00 
234 2749 4 0 9^85 100.00 
Total 109321 420 312 99.64 99.73 
Table 5.2: Comparison of the performance 
Recordings 
Algorithms 105 108 
Se(%) PC%) &K%) P(%) 
Proposed Algorithm 99J8 9&84 9&70 99.09 
Zero Crossing Counts [88] 99.49 9&71 9824 97^5 
Pan-Tompkins [91] 99^5 9746 9&77 89^6 
Hamilton-Tompkins [92] 99J5 97.97 9%39 9723 
Fuzzy reasoning [93] 99.33 97.97 99.01 9&61 
Filter Bank [54] 9^26 97.58 96.28 92J7 
Genetic Algorithms [73] 99.81 96 76 98.58 9Z40 
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Figure 5.10: Record 108: (a) Raw ECG signal (b) Estimated R-peak locations 
5.5 Conclusion 
A new algorithm is presented for the detection of the QRS complexes in an ECG signal. This algorithm 
is based on the determination of the crossing points between the ECG waveform and the threshold, by 
using the Poisson P integral transform and the root moments theory. This approach has the advantage 
of ensuring that the R-peaks are contained between the crossing points when these are determined ac-
curately. The algorithm is evaluated for a number of records obtained from the MIT-BIH Arrythmia 
database. The accuracy of the new algorithm in detecting the QRS complexes is very high due to the 
criteria used (average Sensitivity of 99.62% and average Positive Predictivity of 99.74%). 
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Chapter 6 
Poisson Integral Transform for the 
Restoration of an Image Degraded by 
Gaussian Noise 
Until now, the Poisson P kernel was presented as a one dimensional smoothing tool. In this chapter we 
demonstrate the two dimensional Poisson P kernel as a tool for restoring images corrupted by additive 
Wide Sense Stationary (WSS) zero mean White Gaussian Noise (WGN). The two dimensional Poisson 
P kernel acts as a smoothing mask to estimate the clean image. The amount of smoothing is controlled 
by the scaling factors of the kernel. 
In order to smooth a noisy image with the use of the two dimensional Poisson P integral transform, 
two techniques were proposed. The first deals with the smoothing of the spectrum of the image and 
the latter is focused on smoothing a modified version of the image. Smoothing in the spatial domain is 
implemented following two methods, the filtering based and the block based method. These methods 
were applied to different images considering different input signal to noise ratios (SNR) and compared 
to classical filtering techniques. The experimental results show that the filtering performance of the 
proposed transform results in satisfactory results. 
6.1 Introduction W 
6.1 Introduction 
Image restoration refers to the problem of estimating the uncorrupted image from its distorted version. 
It is one of the most common problems in signal processing and has received a considerable amount 
of attention due to its applications ranging from medical imaging to space and commercial imaging. 
In the real world applications, there are two kinds of noise models referred to as the additive noise 
and the multiplicative one. The selection of a suitable de-noising algorithm depends on the specific 
application [94]. 
We will concentrate on the model where the white gaussian noise (WGN) is additive to the image. 
Spatial filters have long been used as a traditional mean for removing noises from images [94,95]. Many 
algorithms were developed and proposed for the last decade to tackle this problem. The very commonly 
used and classical techniques are the linear processing methods like the low-pass and averaging low 
pass spatial filtering [95-101]. Although these two known and simple filters perform comparatively well 
on white noise, they have the demerit of edge blurring [102]. In order to overcome the disadvantage 
of blurring, the averaging filter has also been applied adaptively, as in the case of Lee filter [103], 
which effectively removes the noise and preserves the important image features like the edges, but still 
suffers from the noise around the edges [104]. Another widely used linear processing technique is 
the method of Wiener filtering [99, 105-107]. The Wiener filter is an optimum estimator in the sense 
of mean squared error MSE for stationary Gaussian processes. Non-linear techniques have also been 
used recently in signal de-noising. These include wavelet and multi-wavelet thresholding and shrinkage 
introduced by Donoho and Johnstone [108-111, 111-117]. The wavelet Wiener method [118,119] is 
another non-linear technique proven to be very effective in de-noising one dimensional signals and 
images. 
In this chapter we will focus on the two dimensional Poisson P integral transform which belongs 
to the category of spatial linear filters. This transform will be applied to noisy images which have been 
corrupted by additive Wide Sense Stationary (WSS) zero mean White Gaussian Noise (WGN) in the 
spatial domain. The image estimation is achieved by convolving the two dimensional Poisson P mask 
with the corrupted noisy image. The choice of the scaling parameters r\ and r j which define the shape 
of the Poisson P mask determine the weighting of the intensity of the estimated pixels and thus play a 
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vital role in the de-noising procedure. 
The chapter is structured as follows: 
In section 6.2, the two dimensional Poisson integral transform is defined. Then, the concept of the 
two dimensional Poisson P kernel is introduced and its properties are shown. Section 6.3 presents 
a theoretical analysis which demonstrates the justification of the use of the proposed mask. The 
implementation of the two dimensional Poisson P integral transform is given in section 6.3.2. Finally, 
section 6.4 deals with the experimental results as well as the evaluation of the performance of the 
proposed method. 
6.2 Theory W 
6.2 Theory 
6.2.1 Poisson Two Dimensional Integral Transform 
Let us assume a sequence f[n\,n2], such that f[n\,n2\ = 0, V {n\ > 0,^2 < 0) A {n\ < 0,«2 > 0) A 
{n\ < 0,^2 < 0), where n\,n2 E Z. As known, the z-transform of the above sequence is defined as the 
power series. 
F{z i ,Z2 )=Y, L /[«1'«2]ZI"'Z2"'' (6 1) 
n\ =0)12=0 
where zi,z2 are complex variables. The region of convergence (ROC) is the set of points (zi,z2} where. 
I^(Z1>Z2)|= Y, L l/[«i>"2]||zil "'|%l (6.2) 
=0/22=0 
Hence the ROC depends only on |z, |, \z2\ and not on the phase angles of zi,z2-




'e-'®', /?j are the polar forms of two points on the Z[ - plane, lying on concentric positively 
oriented circles centered at the origin with radii r\, R\ correspondingly (ri > R\> 1). 
Tj i?2 are similarly defined on the Z2 - plane. 
symbolizes the two dimensional Poisson P kernel given by, 
, %) - ^2 ^ 2^ _ cos 01 - 2/?2r2cos 02' 
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The derivation of (6.3) is presented in Appendix (D.l). 
Equation (6.3) can also be written as, 
where ** represents the two dimensional convolution operation. 
Before demonstrating the smoothing effect of the two dimensional Poisson P integral transform, we will 
highlight the properties of the two dimensional Poisson P kernel, which justifies the use of the kernel as 
a smoothing tool. 
6.2.2 Two Dimensional Poisson P Kernel 
The two dimensional Poisson P kernel , 62) given by, 
PRun,R2,n{^\ ,Q2) - ( ^2_^r2_27? j r i cose i ) + ^2-2/?2'-2COS 62) 
and presented in Figures 6.1.(b) and 6.2.(b), is a separable kernel [96]. Therefore the two dimensional 
Poisson P integral transform can be implemented by convolving with each of the one dimensional Poisson 
P kernels first horizontally and then vertically. The fact that the two dimensional Poisson P kernel is 
separable and each separable part has the properties of the one dimensional Poisson P kernel results in 
a number of properties which justify the use of the two dimensional Poisson P kernel as a smoothing 
kernel [101]. More analytically the kernel, 
• is a harmonic function. 
• is a zero-phase filter. This results from the fact that each of the separable kernels is a real function 
and even in 0, so 
,n ,^ 2,^ 2 (81,%), 
'•2(^11-^2) =-P«i,ri,/?2,r2(®l>^)-
This feature is very important as it implies that no phase shift will be introduced in any of the 
periodic components of an image [101]. 
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• preserves the mean value of the image since ^ ^ ,n .R. )-%, ,n ,^ 2 .n (%)(;(81 = 1 
[101]. 
• is monotonically decreasing in 0 < 0] < tt and 0 < dj < 7^, achieving at 0] = Jr and 02 = Tr a 
minimum of FR,,n,R2,r2(7r, tt) = 
As n R\-, n —^  Ri- and 0| = 02 = 7t, (0i, 02) is approximately zero. 
Similarly its transfer function /77?,,r,,fl2,r2(^i i"2) is monotonically decreasing, as shown in Figures 
6.1.(a) and 6.1.(b). 
• has a maximum of PR^ ,^ 1 (0,0) = at 0i = 02 = 2kn, where k e Z . 
• is periodic with a period of Ik, i.e. ,%,r2(0i + 2kK,d2 + 2kn) = fki,n,;(2,a(^h where 
A: G Z. 
• takes always positive values, i.e. %) > 0. 
• has a Fourier transform which is also a low pass filter of the same shape, as demonstrated in Figures 
6.1.(a) and 6.2.(a). 
• is an approximation of the two dimensional Dirac-5 function when ri —> /?i_, ri —> R2- and 
01 — 02 = 0. As a consequence, f)-, ^ 2^ ) —> F (7?J" ^  , /?2 ^ ) • 
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(a) Poisson P kernel in the frequency domain (b) Poisson P kernel in the time domain 
Figure 6.1: Three dimensional plot of the kernel 
im » w w 1W 1% 
(a) Poisson P kernel in the frequency domain (b) Poisson P kernel in the time domain 
Figure 6.2: Two dimensional plot of the kernel 
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6.3 Poisson P Integral Transform based techniques for De-noising the Im-
age 
6.3.1 Smoothing in the Frequency Domain 
In this section we consider the effect of the two dimensional Poisson P kernel in de-noising an image by 
smoothing the spectrum of the image. 
A digital, i.e. a sampled and quantized, grey level image is a two-dimensional spatial-domain sequence 
defined in a domain ,^ 2 C Z x Z. Since we only consider bounded images we may limit to 
DnuNi = {(«b"2)l«i E [0,A 1^ - 1] AM2 E [0,N2 - l]-,ni,n2,N\,N2 G N}. is often referred as the 
region of support of the image [120]. An image defined in £>^ 1,^ 2 can be fully described by an array of 
Ni XN2 elements, where Ni and N2 are the numbers of rows and columns of the image respectively. 
Consider a noisy image y[ni,«2] which has been corrupted by an additive Wide Sense Stationary (WSS) 
zero-mean White Gaussian noise (WGN) denoted by \[ni,n2], i.e. 
y[ni,n2]^x[ni,n2]+y[ni,n2] V(ni ,n2) G £>A',,A?2> ( 6 7 ) 
where x[ni,n2] is a deterministic spatial domain sequence representing the "clean" signal. Because of 
the statistical properties of the noise, 
/iv =E{V[«],/72]} = 0, (6.8) 
Var[v[«i, nz]] = CTv, (6.9) 
where jUy, cr^  symbolize the mean value and the variance of \[n],n2] respectively. Note that \[n\,n2] is 
assumed to be statistically independent of the original image x[n\,n2] and also that the noise statistics 
is considered to be constant within - As in the previous chapter, the bold letters represent the 
stochastic processes. 
The Discrete Time Fourier Transform (DTFT) of the stochastic process , e-'^) is given by, 
A^i — 1— 1 
Ml —0 112—0 
= (6.10) 
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where and represent the DTFT of v[«i ,«2] andx[ni,«2] respectively. 
As mentioned in section 4.2, a "good" estimator of must satisfy certain con-
ditions, that is the variance of the estimator must be close to zero and the resulted estimation of 
i.e. must approach We are going to show that by convolv-
ing with a two dimensional Poisson P kernel we obtain a good estimator of 
denoted by ¥^,^2 , e^^). Thus by considering the Inverse Discrete Time Fourier Transform (IDTFT) 
of Y,., ) we can take a good estimation of the "clean" image. 
Taking the variance of 6.10 we get, 
Var[Y(g^'^y'%)] = (6.11) 
It is, 
-t- E{y )X* , e-''^)} + E{V ) V* , g^'^)}. (6.12) 
The calculation of E{V (g-^^, g-'^)} and E{y * (e-'®', e-'^)} leads to, 
N\ — 1 A/i — 1 
E{V(e^'®',e^'®2)}= ^ ^ E{v[ni,n2]}e~^'"'®'e"^'''-®^ = 0 , (6.13) 
ni=0 2^=0 
and. 
N1 — 1 ~ 1 
E{V*(e^'®',e^'®2)}= £ ^ E{v*[Mi,n2]W"'^'e^'""^=0. (6.14) 
ni=0 112=0 
Also, 
N1 — IN2 — 1 N; — 1 ^ —1 
M|=0 2^=0 mi=0m2=0 
N1-IN2-I 
= I E n \y[nun2\ \ '} 
«1=0 2^=0 
^NiN2a^. (6.15) 
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The substitution of (6.13), (6.14), (6.15) into (6.12) results in, 
(6.16) 
Also, using (6.13) the calculation of |E{Y(e-^ ®' results in, 
= (6.17) 
Thus using (6.17) and (6.16), (6.11) becomes, 
Var{Y(g^^' y ' ^ ) } = (6-18) 
The two dimensional Poisson P integral transform of Y(e-'^', e-'^) is given by, 
~ 47? / I ,r2 (8i - , 82 -
= ^ j ^ I JXie-'^\e-'^-)Pr^^r2{di - M l , 6 2 - ^ 2 ) 
+ - All, % -
= y ^ ) + v „ ) , (6.19) 
where ,^ 2 (e-'®', and Vy, ,^ 2 ) represent the two dimensional Poisson P transformed original 
image and noise respectively. We are now going to show the effect of smoothing with the two dimen-
sional Poisson P kernel, i.e. to check if Var[Yr,,r2(e-'^>e-'^)] 0 a n d , ^ 2 
The variance of Yr,,r2(e-'^',e-'®-) is calculated as follows, 
Var[Y,, ,^(g; 'G'y%)]=E{|Y,„; ,(g^«'y%)|: '}- |E{Yr„; ,(g^'^ 'y^)}| \ (6.20) 
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Similarly to (6.12), 
+ (6.21) 
Since, 
fn .n (01 - Ml, 02 - M2)^ r,,r2 (^l - Ml. ^ 2 " M2)#1#2#WM2, (&22) 
and, 
A'i — 1N2 — 1 M] — 1 N2—1 
ni=0 712=0 mj=0m2=0 
A'l — 1N2 — 1 
= ^ £ E{ Iv[M], M2] p ) + " 2 ( ; ' 2 - ; 4 ) ] 
m =0 M2=0 
Nj — 1 A^2 — I 
= ( T ; i : E , 
«1 = 0 112=0 
-j[nli^ll-n[)+n2{n2-^l^)] 
we substitute 6.23 into 6.22 to get. 
(6.23) 
]E{|Vr„^(g '^"'y^)P} = 1 r r r ^''~\^W-j{ndp-\-ii[)+n2{tii-ii2)] 
167r4 J-„J-n J-K J-n " „^o «&0 
/^(^i — Ml,% — M2)^n/2(0i ~Mil02 — M2)^ Mi<^ M2<^ M]^ M2 
rr2 ^1-1^2-1 fit r-it 




2^ — J TVt — 1 
E E /7l =0 112=0 167r'^  
•;r fit 
n J-n 
, 2 h V i - l 
16;r'^  
«i —0 
.2 fA^i-l rA'2-1 






_ ( 7 , ^ ( 1 - r f ' ) ( l - r f ^ ) 
( l - r 2 ) ( l - r 2 ) - (6.24) 
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Also because of E{Vr,,r2(e-'^ — 0 and = 0, then substituting (6.24) into 
(6.21) we get, 
__ 2N, w,_ 2N2 -I 
- (6.25) ( l - r 2 ) ( l - r ^ ) 
Also, 
(6.26) 
By substituting (6.26) and (6.25) into (6.20), the variance, 
•^2 c 1 _ 2Ni \ 1 2N2 \ 
' (6-2?) 
The variance of ,e-i^) gets close to 0 when approaches 0. As we can conclude the smooth-
ing with the two dimensional Poisson P kernel affects a lot the variance, as it drops from NiN2(y^ to 
<7~ ( 1 ) f 1 \ 
• Obviously, as the number of samples Ni, becomes bigger the effect of the smooth-
ing on the variance becomes more apparent. 
Also we note t h a t , / - 2 ) gets close to when rj , 2^ —> 1_, since the two dimensional 
Poisson P kernel behaves as a two dimensional delta function (see properties in section 6.2.2). Hence 
both the requirements are satisfied and is a very good estimator of 
Another aspect needed to be mentioned is that the two dimensional Poisson P integral transform has the 
ability in some extend and for certain values of r\, rg to preserve the edges since the smoothing with the 
kernel passes some of the high frequencies of the image. Hence there is always a trade off between a 
good noise attenuation and details preservation. Finding the optimum values of r\, ri has been left as a 
future work. 
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6.3.2 Smoothing in the Spatial Domain 
Theoretical analysis 
In this section we consider the de-noising of a noisy image in the spatial domain by convolving a modifi-
cation of the image with the two dimensional Poisson P kernel. Consider the noisy image y[n\, having 
aregion of support Dni,N2 = {(«i,"2)ki E [ 0 , ^ - 1] G [0,A 2^ - l];"i G N}. 
As in section 6.3.1, the original image x[n\,n2] has been corrupted with additive Wide Sense Stationary 
(WSS) zero-mean White Gaussian noise (WGN) v[ni ,«2], with mean value jUy = 0 and variance cr .^ The 
noise is again assumed to be statistically independent of the original image and the noise statistics to be 
constant within . 
The modification of the noisy image takes place because otherwise the convolution of the noisy image 
with the two dimensional Poisson P kernel would result in "end" effects which would be perceived as 
blocking artifacts. The "end" effects would occur because of the practical implementation of the convo-
lution. More specifically, as said before, the two dimensional Poisson P kernel is a separable kernel (6.4) 
and therefore the corresponding transform can be seen as two one dimensional circular convolution oper-
ations, where the one dimensional Poisson P kernel operates on the rows and the other on the columns of 
the image. As already mentioned in section 4.3 each of the circular convolution operations is essentially 
a periodic convolution and thus can be viewed as a linear convolution between the Poisson P kernel taken 
for one period and the periodic extension of the spatial-domain sequence [52]. If the periodic extension 
of y[n\,n2] was convolved with the two kernels, the resulted image would be characterized by "end" 
effects. In order to avoid the "wrap around" effects, the extension of the noisy image in such way that the 
endpoints are symmetrical is suggested. Because of the smoothness of the boundaries, the "end" effects 
which otherwise would be apparent are now suppressed in a high degree. 
The symmetrical extension of the noisy image can be achieved in various ways. Figures 6.3-6.4 present 
the one we are going to follow. First the extension takes place in the x-direction and then the resulted 
image is extended in the y-direction. The strategy remains the same as in the symmetric extension of the 
6.3 Poisson P Integral Transform based techniques for De-noising the Image 104 
one-dimensional signals shown in section 4.3. The resulted symmetric image Y[ni,n2] is given by, 
Y[ni,n2] = < 
y[2Ni -ni-l,n2], 
y[n i ,2N2-«2- 1], 
(6.28) 
0 < « i , 
^2 ~ 1 
2A^ i — 1 , 
0 ^ M 2 < N2 — 1 
0 < ni < M - 1 , 
1 
y [ 2 N i - n i - l , 2 N 2 - n 2 - l ] , A^ i < m < 2M - 1 , 
N2 <M2^ ^2 " 1 
Let us symbolize by X[ni,«2], V[ni,n2] the modified sequences assigned to x[n],n2] and v[ni,n2] re-
spectively. The modified noisy image can then be expressed as, 
Y[ni,n2] =X[nun2]+y[ni,n2]. 
The variance of the real-valued stochastic process Y[«i,n2] is given by, 
(6.29) 
Var[Y[ny,n2]]=E{\Y[nun2]\'}-\E{Y[nun2\}\' (6.30) 
The calculation of E{)Y[ni,n2]p} leads to. 
E{|Y[ni,n2]P} = |X[ni,n2]P + 2X[«i,n2]E{V[ni,n2]}+E{|V[ni,n2]p}, (6.31) 
where, 
E{V[ni,«2]} = E{v[«I,«2]} = 0, (6.32) 
and also. 
E{\Y[nun2]\^} = al (6.33) 
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- • n, 
N, 
Figure 6.3: Initial noisy signal y[ni,>12] 
2N^-1 
Figure 6.4: Modified sequence Y[«i ,«2] 
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The substitution of (6.32), (6.33) into (6.31) results in, 
¥.{\Y[nun2t} = \X[ny,n2]? + a l (6.34) 
Also, 
E{Y[?2i , n2]} = [ni, n2]} + E { V [ n i , } 
= X[n\,n2]. (6.35) 
Therefore, the variance of the modified noisy image is given by, 
Var\V[n\,n2\] = Oy. (6.36) 
An effort to quantify the effect of smoothing Y[ni,n2] with the use of the two dimensional Poisson P 
kernel and thus to assess the quality of the estimation of X[ni,n2] by using the specific procedure, is 
presented in the rest of this section. 
By convolving Y[«i, M2] with the two dimensional Poisson P kernel we obtain, 
,r2 [«1, "2] = Y[M 1, M2] * Pn ,r2 [«1, "2] 
= '^[k\,k2]Prx,r2[n\-k\,n2-k2\ 
k\ = —°ok2=—°° 
~ /2 [^ 15 ^ 2] H~ /2 [^ 1 •) ^2] 5 (6.37) 
where Xr,,r2[«i,"2] and Vr,,r2[«i,"2] represent the two dimensional Poisson P integral transforms of 
X[ni,n2] and V[«i,/72] correspondingly. 
Our aim is to calculate the variance of Y ,^ ,r2 [n\, «2] given by, 
Var[Yr,,^2[n\,^2]] = E{|Y^,^2[n\,"2] P} - |E{Yr,,^2[«!,"2]}?• (6.38) 
By considering (6.37), we derive, 
E{IY;. ,(«] , ^2) 1^ } = l^ r,,/-2 («1, «2)p + 2Xr,,^ 2 ("1,«2)E{V;.,(rti,^2)} + E { , r 2 («1,"2)p}- (6.39) 
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Also, by expressing Vr, ,^ 2 [n\, «2] as a convolution and taking into account (6.32) we obtain, 
= X! Z E{V[ni,«2]}-P/-|./-7[«i=0. (6.40) 
^ : i = — o o / : 2 = — C O 
However, the calculation of cannot be completed, since the calculation of 
E{|Vri,r2[«i,«2]l^} does not lead to a closed form. This implies that the variance o f \ c a n n o t 
be obtained in a closed form. 
Practical Implementation 
The implementation of the convolution of the noisy image with the two dimensional Poisson P kernel 
can be achieved by the following methods. 
• The first method is a filtering based convolution, where the two dimensional Poisson P kernel is 
considered to have the same size as the image. In order to implement the algorithm we 
i. Modify the image as mentioned in section 6.3.2. The region of support becomes D2Nu2N2-
ii. Build a two dimensional Poisson P kernel, where the kernel has the same region of support 
as the modified image, that is DiN, ,2% -
iii. Take the two dimensional IFFT of the Poisson P kernel and also the two dimensional IFFT 
of the image. 
iv. Form the multiplication of the above IFFTs. 
V. Calculate the corresponding two dimensional FFT. 
vi. Take the real part of the above FFT . 
vii. Consider half of the region of support of the modified image to get the actual cropped image. 
• The second method is a block based convolution where the two dimensional Poisson P kernel is 
considered as a mask of size less than the size of the image. In order to realize the algorithm we 
- Partition the image into sections each of them having (Mi x M2)-points, where Mi < Ny and 
M2 < Ni-
- For each consecutive section we 
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* Perform a modification as mentioned in section 6.3.2. Hence the region of support 
changes to DOMI ,2M2-
* Build a two dimensional Poisson P mask of a size equal to D 2 M , • 
* Perform the convolution between the partitioned section and the two dimensional Pois-
son P integral transform following the steps (iii)-(vii) of the first method mentioned 
earlier. 
- Repeat the same procedure for the rest of the sections. 
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6.4 Experimental Results 
6.4.1 Performance Measurement of the Algorithm 
The quality of image restoration refers to how well the image has been improved after processing it. 
There are no absolute and precise measures assessing the image quality and hence there are not any 
absolute criteria to evaluate the quality of the image restoration. However, in the field of image restora-
tion there are two common classes of measures used to assess the quality of image restoration. The 
first category consists of mathematically defined measures such as the widely used Mean Squared Error 
(MSB) [100], the Peak Signal to Noise Ratio (PSNR) [100], the Root Mean Squared Error (RMSE), the 
Mean Absolute Error (MAE), the Signal-to-Noise Ratio (SNR) [100], the Improvement in SNR (ISNR) 
and the Quality Index. The second class of measurement considers the Human Visual System (HVS) 
characteristics in an attempt to incorporate perceptual quality measures. 
In the number of experiments conducted we have chosen the following mathematical measures in or-
der to evaluate the accuracy of the image restoration achieved with the use of the spatial domain two 
dimensional Poisson P integral transform based technique, 
• The Improvement in SNR (ISNR), which is the most popular quantitative measure of the image 
restoration quality. The Improvement in SNR (ISNR) is the ratio between the mean squared error 
of the original image x[k\, tg] with respect to the degraded image y[k\, ko] and that of the original 
image xlky.k^] with respect to the restored image (estimated image)i[^i,/:2], expressed in decibel 
(dB) and is defined by [121-123], 
7gW/(-101og,og-
(7^  
= lOlogjo — ( 6 . 4 1 ) 
Oj. 
where, is the variance of the original image, cr^  is the noise variance given by, 
\ k 2 ^ ^ ~ (6.42) 
is the power of the reconstruction error, also referred as the Mean Square Error (MSE) given 
6.4 Experimental Results 
as, 
L ^ ( #1 , ^2 ] -#1 , ^2 ] )^ , (6.43) 0} = 
•^ 1 ^ ^2 t, = U2=l 
where Ky and K2 are the dimensions of the image along the k\ and kj vectors respectively. 
To understand the qualitative meaning of the ISNR results, we give the following interpretation, 
+, the quality of distorted image is improved; 
ISNR—^ deterioration; 
0, there is no improvement nor deterioration. 
It is important to note that this measure can only be used for these simulation cases where the 
original image is available. Also we need to mention that the mean squared error (MSB) embedded 
in the ISNR does not always reflect the perceptual properties of the human visual system. 
The Quality Index (Q) defined by [124], 
(644) 
where x = {x[ki, ^2] l^i = 1,2, • • • ATi and k2 — 1,2, - .^2} and x = {x[^i, ^2] |^i = 1,2, - A"! and 
^2 — 1,2, - .K2} is the original and the reconstructed image signal, respectively and, 
1 1 % 
% = ^ 7-p r 12 12 {xk,-x){xk, -%) (% - x ) , 
1^2 1 = 
I 1 A ^ 
1 1 K , % 
2 2 A A 
k] = l k\=2 
The dynamic range of the Quality index is 2 = [—1,1], where we interpretate the Q measure as 
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follows, 
G = 
1, if and only if and = 1,2, • • • ATi and = 1,2, - %K2}; 
- 1 , Xk^  — 2x-xk^ and % = Ix-Xk^Mki = 1,2, • • -ATi and ^2 = 1,2, • • -^2} • 
This Quality index models any distortion as a combination of three different factors: loss of corre-
lation, luminance distortion and contrast distortion [124]. 
6.4.2 Results and Discussion 
A MATLAB simulation was carried out to evaluate the performance of the proposed spatial domain two 
dimensional Poisson P transform based technique. Very similar results are achieved by using the fre-
quency domain technique because both of them share the same principle. The only difference is that 
the spatial domain technique uses twice the data of what the frequency domain technique needs. For 
this reason, only the results of de-noising using the spatial domain two dimensional Poisson P transform 
based technique are presented here. 
Two different images, the Lena image and the House image, having 8 bits of gray levels, were used to 
assess the technique. Each of them is of size 256 x 256 pixels. The images were corrupted by an additive 
Wide Sense Stationary (WSS) zero-mean White Gaussian noise (WGN) under various input SNRs. The 
input noise levels varied from 0 to 25 dB. 
Two different types of experiments were conducted corresponding to the two different methods of com-
puting described in section 6.3.2. For the same corrupted images and the same input SNRs, we also used 
Wiener filtering, averaging filtering, low pass filtering and Gaussian filtering, in order to compare their 
performance with the performance of the proposed technique. 
The main observations are, 
• Firstly we compare the two different methods of computing the two dimensional Poisson P trans-
form. In the block based method, the sizes of the two dimensional Poisson P kernel were selected 
to be 8 X 8, 20 x 20, 40 x 40 and 80 x 80. In both the methods the parameters ri, n were chosen to 
be equal and adjusted to achieve the maximum ISNR and Q index values. Tables 6.1 and 6.2 show 
a comparison between the two methods by means of the ISNR and the Q index respectively. From 
the tables we conclude the following, 
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- The filtering based computational method performs a slightly better in terms of both the ISNR 
and the Q index values compared to the block based method for low input SNRs (0-15 dB). 
However, when the input SNR increases, taken values between 20-25 dB, the block based 
method achieves better results. One can notice that there is not a big difference between 
the performances of the two computational methods. The maximum the difference in ISNR 
between the two methods is about 1 dB. 
- The optimum ri,r2 parameters get closer to 1 as the input SNR increases, in both the fil-
tering methods. This happens because as the input SNR increases, the power of the noise 
which is added to the image pixels is less, therefore less averaging is needed. Thus the two 
dimensional Poisson P kernel's width has to be smaller, hence ri, ri has to be close to 1. 
- The optimum values of r\, r2 get close to 1 as the size of the kernel increases assuming the 
same input SNR value. This is because in order to obtain a good average of a pixel by from 
its neighborhood pixels, the 3dB width of the two dimensional Poisson P kernel must cover 
at least 3-4 pixels. Therefore by increasing the number of samples of the kernel, the 3 dB 
width has to be adjusted to include the amount of the pixels, therefore the i\,r2 parameters 
must be selected to be close to 1 because of the kernel size increases. 
- Note that the optimum values for the parameters r\, are chosen in such way to maximize the 
value of the ISNR. Also taken to account that the noise-free image is needed as a reference. 
- As shown in Figures 6.5.(c), 6.7.(c), 6.9.(c), 6.1 l.(c) and Figures 6.6.(g), (i), (k), (m), 6.8.(g), 
(i), (k), (m), 6.10.(g), (i), (k), (m), 6.12.(g), (i), (k), (m) which correspond to the de-noising 
using the filtering based method and the block based method respectively, both the methods 
performs well. Also we can see that the filtering based method gave better estimates compare 
to the block based method one when the amount of Gaussian noise was less than 15 dB. For 
the rest of the de-noising results concerning Lena and the House images refer to Appendix 
D.2. 
In the case of the block based method the edges of the images were more well preserved. 
This can be realized in Figures 6.13.(a), 6.15.(a), 6.17.(a), 6.19.(a) and Figures 6.14.(g), (i), 
(k), (m), 6.16.(g), (i), (k), (m), 6.18.(g), (i), (k), (m), 6.20.(g), (i), (k), (m) which show the 
absolute difference of the original image to the estimated one for the filtering based and block 
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based method respectively. 
• Then we compare the Poisson based computational methods with other well known filtering tech-
niques. The ISNR and the Q index values for different input SNRs using different de-noising 
techniques are presented in Tables 6.3 and 6.4 respectively. We observe the following, 
- For lower input SNR, between 0-15 dB, the proposed block based and filtering based meth-
ods give much better ISNR and Q index values compared to the other filtering techniques. 
However, the Wiener filtering gives better ISNR results for the House image when the input 
SNR is 15 dB. If we look at the Q index value although, we note that the block based Poisson 
method is better. Generally, in all the cases the Poisson based methods give higher Q index 
values compared to other filtering methods. 
- The visual inspection of the Figures 6.5 - 6.12 shows that by using both the spatial two 
dimensional Poisson transform methods, the image becomes almost noiseless and approxi-
mating the original one. The Gaussian noise has been significantly reduced and the image 
details have been satisfactory preserved. By comparing it to the other filtering methods in 
the same figures, we can see for example that in spite the fact that the ISNR of the Wiener 
method is better than the Poisson method for the case of the image when the input SNR is 15 
dB, the edges are more well preserved when we use both the Poisson base methods. Figures 
6.13 - 6.20 show the absolute difference between the original and the restored images. As we 
can see from the relevant figures, in the case of the Poisson based methods the edges are not 
totally preserved but compared to the Wiener filtering the preservation is better. Note also, 
that the average and low pass filtering achieve better edge preservation of the edges than the 
other filters. 
- In order to appreciate the noise cancelation behavior of the proposed Poisson methods, the 
luminance values of a row are graphical shown for the case of the Lena image in Figure 6.21. 
The line number 250 (from the top to bottom) which correspond to the original image and 
the noisy image is shown in Figure 6.21. The processed Lena images using the Poisson P 
filtering based and block based methods are shown in Figures 6.21.(a), (b) respectively. 
- Finally we compare the spatial two dimensional Poisson P block based method with the 
Gaussian filtering, considering the same block sizes , i.e. 8 x 8, 20 x 20, 40 x 40 and 80 x 80 
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for both the filters. Tables 6.6 and 6.5 shows the comparison in terms of the ISNR and the 
Q index respectively. As we can notice from the tables, the Poisson block based method 
perform better considering the same size of the kernel and the same input SNRs between 
10-25 dB. However, for lower input SNRs between 0-5 dB, the Gaussian filter performs 
much better than the Poisson block based filtering assuming the same window size. For low 
levels of input SNRs (about 15 dB) the difference in the performances is less. For 15 dB 
and above although the difference in the performances are is quite noticeable and reaches 
the value of 8 dB when the input SNR takes the value of 25 dB. The figures for the Lena 
and the House images proof that the two dimensional Poisson P kernel is a better de-noising 
tool than the corresponding Gaussian one (Refer to Figures 6.6.(g-n) - 6.8.(g-n) and Figures 
6.10.(g-n) - 6.12.(g-n) for Lena and House images respectively). Also note that although 
the blocked based method did not preserve the edges of the image totally, the amount of the 
edges preserved is much bigger than in the case of the Gaussian filtering. This can be seen 
very clearly by looking the absolute differences for the Lena and the House images in Figures 
6.14.(e-l) - 6.16.(e-l) and Figures 6.18.(e-l) - 6.20.(e-l) respectively. 
ISNR comparison between the filter based Poisson integral transform and the block based Poisson integral transform 
Method Filtering Based Block Based Poisson Transform 
Poisson Transform 
Test Input 8 x 8 2 0 x 2 0 4 0 x 4 0 8 0 x 8 0 
Image SNR (dB) ISNR (dB) r ISNR (dB) r ISNR (dB) r ISNR (dB) r ISNR (dB) r 
0 7.161 0.987 5.540 0.285 6.545 0.696 6.687 OjWl 6.666 0.918 
5 &783 0.991 5.681 0.445 5.940 0.757 6.092 OjWl 6.057 0.940 
Lena 10 5^43 0996 4J^4 0.629 4.757 0.847 4.948 0.924 4.951 0.963 
15 3.993 0.9975 2.740 0.727 3.554 0.901 1583 0.951 3.621 0.974 
20 2.550 0.9968 2381 OjC7 2.693 0.928 2.636 0965 2.618 0.982 
25 1.246 0.997 &893 0.876 1.153 0.951 L253 0.975 1.260 0.987 
0 7SG6 0.987 6.035 02M 7.351 0.690 7.686 OjWl 7.824 0.926 
5 7.054 0.991 5.574 0.386 &393 &749 6.671 0^:78 &882 0.939 
House 10 5.697 0^»92 4.743 0J^5 5.440 &829 5.695 0.914 5j#8 0.957 
15 3.989 0.9957 1367 0.696 3.978 0.900 4J53 0.945 4.156 0.971 
20 2IW3 0.9968 1.514 OjW7 L987 0.925 2^K8 0.963 2IK4 0.982 
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Table 6.2: Q factor comparison between the filter based Poisson integral transform and the block based 
Poisson integral transform 
Method Filtering Based Block Based Poisson Transform 
Poisson Transform 
Test Input 8 x 8 2 0 x 2 0 4 0 x 4 0 8 0 x 8 0 
Image SNR (dB) Q Factor Q Factor Q Factor Q Factor Q Factor 
0 0.9390 &9&K 0.9%M 0.9332 0.9317 
5 0.9&# 0.9501 0.9513 0.9518 0.9508 
Lena 10 0,9774 0.9690 0.9724 0.9740 0.9745 
15 0.9887 0.9831 0.9862 0.9859 0.9859 
20 0.9937 0.99313 0.99387 0.993773 0.99369 
25 0.99734 0.99724 0.99713 0.99736 0.99740 
0 0.9555 0.9263 0.9482 0.9534 0.9544 
5 0.9709 0.9573 0.9651 0.9679 0.970 
House 10 0.9809 0.9768 0.9802 0.9813 0.9809 
15 0.9910 0.9891 0.9907 0.99123 0.99124 
20 0.9961 0.9954 0.99604 0.99611 0.99609 
25 0.99836 0.9982 0.99833 0.99837 0.99835 
ISNR comparison between the Poisson integral transform methods and other de-noising methods 
ISNR (dB) 
Method Gaussian Wiener Low Pass Average Poisson Integral Transform 
Filter Filter Filter Filter Filtering Based Block Based 
Image SNR (dB) 8 x 8 2 0 x 2 0 4 0 x 4 0 8 0 x 8 0 
0 &750 3.602 5J98 5.110 7.161 5.540 6.545 6.687 6.666 
5 6.073 3392 5.137 4J40 6.783 5.681 5.940 6IW2 6X%7 
Lena 10 3.066 3^W8 3^02 2 / 8 9 5^43 4.354 4J57 4^148 4.951 
15 -0.687 2789 -0.932 -1399 3L993 2J40 3.554 3.583 3.621 
20 -4.334 0.910 -4.865 -5350 2.550 2.381 2 j#3 2.636 2.618 
25 -9.426 -3.736 -10.079 -10.534 1.246 0.893 1.153 1.253 1.260 
0 7jG4 4J97 6 990 6.249 7^06 6IW5 7.351 7.686 7.824 
5 &772 5.250 5jJ6 5.026 7.054 5.574 6393 6.671 6.882 
House 10 4.565 5.288 4365 3.714 5.697 4.743 5.440 5^05 5 j n ^ 
15 0.541 4J53 0^49 -0.135 3.989 3367 1978 4.153 4.156 
20 -3.970 1.060 -4.665 -5.283 2.043 1.514 L987 2IK8 2184 
25 -7.932 -2576 -8.806 -9.417 1.623 1.227 1.536 1.635 1.582 

































Q factor comparison between the Poisson integral transform methods and other de-noising methods 
QIndex 
Method Gaussian Wiener Low Pass Average Poisson Integral Transform 
Filter Filter Filter Filter Filtering Based Block Based 
Image SNR (dB) 8 x 8 2 0 x 2 0 4 0 x 4 0 8 0 x 8 0 
0 0^W83 0.80695 0.91279 0.8971 0.9390 0.9043 0.9%W 0^ KW2 0.9317 
5 0.9517 &8903 0.9411 0.9264 0.9628 0.9501 0.9513 0^KU8 0.9508 
Lena 10 0.9660 0.9650 0.96147 0.95575 0.9774 0.9690 0.9724 0.9740 0.9745 
15 0.9&# 0.9839 &%#2 0.9611 0.9887 0.9831 0.9862 0.9859 0.9859 
20 0^1737 0.9921 0.9684 0.9642 0^1937 0.99313 0.99387 0.993773 0.99369 
25 0.9745 0.9931 0.9683 &9&# 0.99734 0.99724 0.99713 0 99736 0.99740 
0 0.9559 0.8792 0.9443 0.9328 0.9555 0.9263 0^482 0^%#4 0.9544 
5 0.9678 0.9507 0.9547 0^486 0.9709 0.9573 0.9651 &%#9 0.9701 
House 10 0.9769 0.9769 0.9753 0.9711 0.9809 0.9768 0.9802 0.9813 0.9809 
15 0^1793 0.9909 0.9781 0^n^2 0.9910 0.9891 0.9907 0.99123 0.99124 
20 0.9842 0.9951 0.9814 o^n^6 0.9961 0.9954 0.99604 0.99611 0.99609 
25 0.9853 0.9956 0.9816 o^n^9 0.99836 0.9982 0.99833 &99837 0.99835 
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Table 6.5: Q factor comparison between the block based Poisson integral transform and the Gaussian filter 
Q Index 
Method Gaussian Filter Block Based Poisson Transform 
Image SNR (dB) 8 x 8 2 0 x 2 0 4 0 x 4 0 8 0 x 8 0 8 x 8 20X20 40X40 8 0 x 8 0 
0 0.9479 0.9483 0.9328 0.9313 O^&M 0.9294 0.9332 0.9317 
5 0.9507 0.9511 0.9510 0.9517 0.9501 0.9513 0.9518 0.9508 
Lena 10 0.9660 0.9651 0.9651 0.9651 0.9690 0.9724 0.9740 0.9745 
15 0.9676 0.9676 0.9676 0.9676 0.9831 0.9862 0.9859 0.9860 
20 0.9737 0.9737 0.9737 0.9737 0.9931 0.9938 0.9938 0.9937 
25 0.9745 0.9725 0.9725 0.9745 0.9972 0.9971 0.9974 0.9974 
0 0.9506 0.9559 0.9516 0.9523 0.9263 0.9482 0.9534 0.9544 
5 0.9656 0.9678 0.9669 0.9669 0.9573 0.9651 0.9679 0.970 
House 10 0.9769 0.9762 0.9762 0.9762 0.9768 0.9802 0.9813 0.9809 
15 0.9782 0.9793 0.9793 0.9793 0.9891 0.9907 0.99123 0.99124 
20 &9&M 0.9842 0.9842 0.9842 0.9954 0.99604 0.99611 0.99609 
25 0.9853 0.9853 0.98531 0.9853 0.9982 0.99833 0.99837 0.99835 
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Table 6.6: ISNR comparison between the block based Poisson integral transform and the Gaussian filter 
ISNR (dB) 
Method Gaussian Filter Block Based Poisson Transform 
Image SNR (dB) 8x8 20x20 4 0 x 4 0 80x80 8x8 20x20 4 0 x 4 0 80x80 
0 &746 &750 6.465 6/K3 5.540 6^45 6.687 6.666 
5 6.071 6.071 6 in3 5.681 5.940 6IW2 6.057 
Lena 10 3.066 3.062 3.062 3.062 4.354 4J^7 4.948 4.951 
15 -0.687 -&687 41687 -&687 2J40 3.554 3.583 1621 
20 -4.334 -4J35 -4335 -4335 2.381 2.693 2.636 2.618 
25 -9.426 -9.767 -9J^7 -9.426 0.893 1.153 1.253 1.260 
0 6.035 7.634 7.634 7.824 6.035 7351 7.686 %a24 
5 &579 &767 6J70 &772 5.574 6393 6.671 &882 
House 10 4^65 4326 4328 4330 4.743 5.440 5^95 5.678 
15 0.539 0.540 0.541 0.541 3367 3.978 4 153 4.156 
20 -3.975 -3.970 -3.970 -3.970 1.514 1.987 2.068 Z034 
25 -7.932 -7435 -7.932 -7.932 1.227 1.536 1.635 1.582 
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I J 
(a) Original image (b) Noisy image 
(c) Poisson filtering (d) Average filter 
(e) Wiener filtered image 
J 
(f) Low pass filtered image 
Figure 6.5: De-noised images for input SNR=10dB 
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(g) Poisson block size 8 x 8 
(i) Poisson block size 20 x 20 
(k) Poisson block size 40 x 40 
(h) Gaussian filtering block size 8 x 8 
(i) Gaussian filtering block size 20 x 20 
(1) Gaussian filtering block size 40 x 40 
(m) Poisson block size 80 x 80 (n) Gaussian filtering block size 80 x 80 
Figure 6.6: De-noised Lena images for input SNR=10dB 
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(a) Original image (b) Noisy image 
(c) Poisson filtering (d) Average filter 
(e) Wiener filtered image (f) Low pass filtered image 
Figure 6.7: De-noised images for input SNR=15dB 
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(g) Poisson block size 8 x 8 
(i) Poisson block size 20 x 20 
r 
(k) Poisson block size 40 x 40 
(h) Gaussian filtering block size 8 x 8 
(i) Gaussian filtering block size 20 x 20 
(1) Gaussian filtering block size 40 x 40 
(m) Poisson block size 80 x 80 (n) Gaussian filtering block size 80 x 80 
Figure 6.8: De-noised Lena images for input SNR=15dB 
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' 4 8 ^ ' 
(a) Original image (b) Noisy image 
(c) Poisson filtering (d) Average filter 
(e) Wiener filtered image (f) Low pass filtered image 
Figure 6.9: De-noised images for input SNR=10dB 
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(g) Poisson block size 8 x 8 (h) Gaussian filtering block size 8 x 8 
(i) Poisson block size 20 x 20 (j) Gaussian filtering block size 20 x 20 
(k) Poisson block size 40 x 40 (1) Gaussian filtering block size 40 x 40 
(m) Poisson block size 80 x 80 (n) Gaussian filtering block size 80 x 80 
Figure 6.10: De-noised House images for input SNR=10dB 
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(a) Original image (b) Noisy image 
(c) Poisson filtering (d) Average filter 
(e) Wiener filtered image (f) Low pass filtered image 
Figure 6.11: De-noised images for input SNR-15dB 
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(g) Poisson block size 8 x 8 (h) Gaussian filtering block size 8 x 8 
(i) Poisson block size 20 x 20 (j) Gaussian filtering block size 20 x 20 
] 
(k) Poisson block size 40 x 40 
I 
(1) Gaussian filtering block size 40 x 40 
(m) Poisson block size 80 x 80 (n) Gaussian filtering block size 80 x 80 
Figure 6.12: De-noised House images for input SNR=15dB 
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(a) Poisson filtering (b) Average filter 
(c) Wiener filtered image 
V f" ' ' ^ / 
(d) Low pass filtered image 
Figure 6.13: Absolute difference of the original Lena image and the estimated Lena image, for input 
SNR=5dB 
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(e) Poisson block size 8 x 8 
mm 
(g) Poisson block size 20 x 20 
(i) Poisson block size 40 x 40 
(f) Gaussian filtering block size 8 x 8 
(h) Gaussian filtering block size 20 x 20 
(_j) Gaussian filtering block size 40 x 40 
(k) Poisson block size 80 x 80 (1) Gaussian filtering block size 80 x 80 
Figure 6.14: Absolute difference of the original Lena image and the estimated Lena image, for input 
SNR=5dB 
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(a) Poisson filtering (b) Average filter 
W ' ; T 
m: .1 (c) Wiener filtered image 
V-/ r 
• V . ; . V 
(d) Low pass filtered image 
Figure 6.15: Absolute difference of the original Lena image and the estimated Lena image, for input 
SNR=15dB 
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(e) Poisson block size 8 x 8 
' t { 
(g) Poisson block size 20 x 20 
(i) Poisson block size 40 x 40 
(f) Gaussian filtering block size 8 x 8 
(h) Gaussian filtering block size 20 x 20 
(j) Gaussian filtering block size 40 x 40 
(k) Poisson block size 80 x 80 (1) Gaussian filtering block size 80 x 80 
Figure 6.16: Absolute difference of the original Lena image and the estimated Lena image, for input 
SNR=15dB 
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(a) Poisson filtering (b) Average filter 
(c) Wiener filtered image (d) Low pass filtered image 
Figure 6.17: Absolute difference of the original House image and the estimated House image, for input 
SNR=OdB 
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(e) Poisson block size 8 x 8 
(g) Poisson block size 20 x 20 
(i) Poisson block size 40 x 40 
(f) Gaussian filtering block size 8 x 8 
(h) Gaussian filtering block size 20 x 20 
(j) Gaussian filtering block size 40 x 40 
(k) Poisson block size 80 x 80 (1) Gaussian filtering block size 80 x 80 
Figure 6.18; Absolute difference of the original House image and the estimated House image, for input 
SNR^OdB 
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(a) Poisson filtering (b) Average filter 
(c) Wiener filtered image (d) Low pass filtered image 
Figure 6.19: Absolute difference of the original House image and the estimated House image, for input 
SNR=20dB 
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6.5 Conclusions 
In this chapter we have presented the two dimensional Poisson P kernel as a tool for estimating the 
original image which was corrupted by Wide Sense Stationary (WSS) zero-mean White Gaussian Noise 
(WGN). The main conclusions can be summarized as follows: 
• The smoothing of the frequency domain of the corrupted image with the two dimensional Poisson 
P kernel gave very good theoretical results, since the variance of the spectrum of the noisy image 
that the decrease of the variance is considerably high 
was dropped from N\N2<yy to " • Assuming a big amount of samples, we can see 
The de-noising in the spatial domain was implemented after considering a symmetrical extension 
of the noisy image, by following two methods, the filtering based and the block based method. 
The first approach of computation gives a good estimation of the image for low input SNR's, that 
is SNR's less than 15 dB . It is also faster and less computational load is needed. The second 
computational method however gives a better estimation at higher levels of input SNR (above 15 
dB). Also preserves the edges of the image more compared to the first method of computation. 
The role of the two dimensional Poisson P kernel parameters r\ and n , has been presented exper-
imentally. The vital dependency of the de-noising procedure on the parameters is highlighted. 
Experimental results show that the de-noising of the image using the proposed transform gives bet-
ter results than classical smoothing linear filters techniques like Wiener filtering, low pass filtering, 
Gaussian filtering and average filtering. However, the Gaussian filter performs slightly better for 
input SNR's less than 5 dB compared to the Poisson block based method considering the same 
window size. This initial attempt of applying the two dimensional Poisson P integral transform in 
estimating a corrupted image, results in substantial improvement in the enhancement performance 
compared to well known filtering techniques in terms of informal subjective evaluation test, Q 
index and ISNR. 
The edges of the de-noised image however were not totally preserved. The preservation of the 
edges can be improved by selecting the right values for the parameters r\ and However, there 
is always a trade off between the preservation of the edges and the amount of noise attenuation. 
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(e) Poisson block size 8 x 8 
(g) Poisson block size 20 x 20 
r - : ? 
(i) Poisson block size 40 x 40 
(f) Gaussian filtering block size 8 x 8 
(h) Gaussian filtering block size 20 x 20 
(j) Gaussian filtering block size 4 0 x 4 0 
(k) Poisson block size 80 x 80 (I) Gaussian filtering block size 80 x 80 
Figure 6.20: Absolute difference of the original House image and the estimated House image, for input 
SNR=20dB 
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1 5 0 -
1 0 0 -
1W 1M 
Position 
(b) Block based Poisson method 
Figure 6.21: Smoothing across row line, for Line = 250 
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Chapter 7 
Summary and Conclusions 
In this thesis the PIT was studied for its potential in the area of digital signal processing. The interpre-
tation of the PIT as a convolution operation governed by the properties of the Poisson P and Q kernels 
shows that there is a variety of applications where the transforms can play a catalytic role. A set of 
relationships resulting from the PIT, some of them newly derived, act as a bridge between the theory and 
the implementation and highlighting the possible use of the transforms in DSP applications. 
Emphasis was also given to the relation between the PIT and the root moments theory. The establishment 
of scaled root moments relationships combined with root moments inverse relationships led to a new way 
of deriving the PIT. 
The practical applications of the PIT investigated in this thesis consist of: 
• the removal of the constraint that the log magnitude and phase Poisson integral transform relation-
ships that they can only be applied for minimum phase system/signal. Lifting this constraint is 
achieved through the use of root moments. 
• the de-noising of one dimensional signals which have been corrupted by additive Wide Sense Sta-
tionary (WSS) zero-mean White Gaussian Noise (WGN). The attenuation of noise is implemented 
through two different techniques. The first one consists in smoothing the spectrum of the noisy 
signal with the use of the Poisson P kernel. The theoretical analysis shows the great impact of the 
Poisson P kernel in the noise reduction. An equation which approximates the value of the scaling 
parameter of the kernel leading to the optimum estimator of the "clean" signal is derived. 
The second technique deals with the smoothing of a modified version of the noisy signal with the 
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Poisson P kernel. Experimental results show that this technique leads to an even better estimation 
of the original signal compared to the first one and also that can compete successfully some well 
known classical filtering techniques. 
• the detection of QRS complexes in an electrocardiogram (ECG). An innovative algorithm based on 
the determination of the crossing points between the ECG waveform and the threshold, by using 
the Poisson P integral transform and the root moments theory is presented. This approach has the 
advantage of ensuring that the R-peaks are contained between the crossing points when these are 
determined accurately. The effectiveness of the algorithm is tested by using recordings from the 
MIT-BIH arrythmia database. 
• the restoration of images contaminated by Wide Sense Stationary (WSS) zero-mean White Gaus-
sian Noise (WGN), following two techniques. The first one is concerned with the smoothing of the 
spectrum of the noisy image with the use of the two dimensional Poisson P kernel. Considering 
this technique, the effect of the two dimensional Poisson P kernel in the noise removal is quantified 
through theoretical work. The second technique refers to de-noising in the spatial domain and is 
implemented by convolving a symmetrical extension of the noisy image with the two dimensional 
Poisson P kernel. The implementation of the above convolution is achieved using either the fil-
tering based method or the block based method. Both the implementations lead to experimental 





In our opinion there is a huge area of DSP applications where the PIT can play a distinctive role. Tackling 
the Gibbs phenomenon with the use of a Poisson P based window function for designing ideal filters as 
well as detecting the edges of images with the use of the two dimensional differential Poisson P kernel 
are only two of the fields where there is a strong indication that the contribution of the PIT is very 
important. The author investigated in depth the two above fields but because of time limitations the 
results of this work are not complete yet. We demonstrate here a description of the two tasks we were 
involved, highlighting the direction of the research we conducted. 
• Smoothing the Magnitude Response of a Digital FIR Filter with the use of Poisson P kernel -
Gibbs Phenomenon 
One of the main issues DSP is dealing with, is the design of digital filters. Given the magnitude 
response specifications of the filter to be designed, the determination of the coefficients of a causal 
filter whose frequency response characteristics will approximate as much as possible the desired 
ones is required. The desired frequency response characteristics and also factors related to the 
nature of the specific problem under consideration, define the type of filter to be designed, i.e. 
specify if the filter will be of finite impulse response (FIR) or of infinite impulse respon.se (IIR). 
The subject of FIR and IIR digital filter design is covered extensively in the literature [125,126]. 
In our work we focused on the design of an ideal symmetric low-pass linear phase Finite-Impulse 
Response (FIR) filter following the window method and using as a window function a truncated 
and shifted version of the Inverse Discrete Fourier Transform (IDFT) of the Poisson P kernel. 
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The unit sample response hd{n) which corresponds to the desired frequency response Hd{co) of 
the considered filter is infinite in duration and noncausal. The required unit sample response must 
be causal and of finite duration in order the filter to be realizable. In order to ensure that the 
main values of /zrf(w) will be included in the unit sample response of the filter to be designed, the 
sequence hdin) is first shifted appropriately, if this is needed. Then with the use of a window 
function, the resulting sequence is truncated so as to achieve causality and finite duration. The 
truncation results in the introduction of ripples in the desired frequency response characteristic 
(Gibbs phenomenon). Our aim in this work was to show that through the use of the proposed 
window function, the overshoot which appears at the band edges can be adjusted, by choosing a 
value for the scaling parameter r of the Poisson P kernel, to be less than the corresponding one 
produced by using classical window functions, assuming the same number of coefficients. The 
attempt to reach a close form which gives the overshoot for the case of the proposed window 
function is not complete yet. Also more investigation is needed for a thorough comparison of the 
Poisson P based window function with classical windows. 
• Edge Detection 
The detection of edges in a given image is an important step in numerous image processing ap-
plications. Edge detection has been tackled by different approaches which can be grouped into 
two categories: gradient and zero-crossing based methods. First-order directional derivatives of 
the image are used in the gradient approach in order to compute a quantity related to the edge 
contrast [127]. One of the most well known gradient-based edge-finding algorithms is the Canny 
edge detector [128]. The second edge detection approach is the zero-crossing one which requires 
computation of the second-order directional derivatives to identify the locations with zero cross-
ings. A very common second-order derivative operator is the Laplacian operator. Marr and Hil-
dreth [129,130] proposed the use of zero-crossings of the Laplacian of a Gaussian (LOG) for edge 
detection. 
The idea of using the two dimensional Poisson Q integral transform as well as the first derivative of 
the two dimensional Poisson P integral transform in edge detection is a challenging task. We con-
clude from experimental results obtained, that the first derivative of the two dimensional Poisson 
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P kernel given by 
PDp . r e , OA 2sm6i{rl-R]) 2smd2irj-Rl) 
' " {R] + r'j-2Rir\cos G])'^ {Rl + r^-2R2r2Cos 62)^ 
deals successfully with the problem of finding the edges. Also, since the detection of edges be-
comes a very sensitive issue when the image is corrupted by noise, like Gaussian noise [131,132], 
we believe that the two dimensional Poisson Q kernel and also the differential two dimensional P 
kernel tackle in parallel the problem of de-noising as well as detecting the edges of the contami-
nated image. 
As a continuation of this thesis we also propose the investigation of the following issues: 
• Estimation of the order of a FIR filter 
The order estimation of a FIR filter can be achieved through the Jensen's formula [133] using the 
log magnitude Poisson P integral transform relationship. 
• Investigation of the role of other PIT based kernels 
The use of the Q kernel, the differential P and Q kernels, as well as the integrals of the Poisson P 
and Q kernels, in DSP applications should also be explored. 
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Appendix A 
Poisson Integral Transform and Cauchy 
Integral Transform 
A.l Derivation of the Cauchy Integral Transform and its Relationships 
Expanding (2.6) we obtain, 
1 M / ( W ) [1 -
IK J-it [l - [i -
dfi 
1 M 
In J-K 2K n R'^ + r^ - 2rRcos{d — jx) dix. (A. 1.1) 
Let us set, 
/(re^®) = 9t{/(/-e^®)} + ;3{/(/-e^®)}, (A. 1.2) 
(A.i.3) 
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Substituting A. 1.2 into A. 1.1 yields, 
dii. 
2.K J—71 7'- — 2ri?cos(0 — /j.) 
2%.'-71 B?+ r^-2rRcos{Q — jx) 
(A. 1.4) 
The separation of A. 1.4 into two parts, real and imaginary, leads to the Cauchy real relationship 
(* ; ff __ _1. [l-H acos(6 --/i)] _-!3{jr(ae^')}j:sin(()--
TJ L"" l a ; . / -* A D - - 2 / , R ( x ) s ( 9 - / i ) 
1 j '^{f{ReJi^)}[l + ^ c o s { e - ii)] 3{f{ReJ^)}j^sm{e - n ) 
InJ-Tt^ R~ + — 2rRcos{9 — jJ,) R'^ + r'^— 2rRcos{6 — fx) 
- )} * Ci (/(, r, 8) - 3 )} * Cg(J?, r, 8) (A. 1.5) 
and also the Cauchy Imaginary Relationship, 
arrf 3 ) } [ l - ^ c o s ( 6 - A i ) ] + 3 )} ^ sin( e - /i) ^ 
2nJ-% R^+ r'^-2rRcos{6 - ii) 
_ _ L r [ 3 { / ( ^ g ^ ' ^ ) } [ l - ^ c o s ( 0 - M ) ] 3 { / ( / g e ^ ' ^ ) } ^ s i n ( e - M ) l 
27r 7-;c I i?2_|_^2_2ri?cos(0-jU) R~ + r'^— 2rRcos{9 — li) j 
= 3 )} * C, (/;, r, 8) + 3 )} * Cg (/(, r, 8) (A. 1.6) 
where, 
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A.2 Derivation of the Poisson Q Integral Transform 
By adding (2.6) and (2.9) we obtain, 
F(re-jS\ = 
Rei^ - re'^ gi® 
j _ r 
2,7t J —X 
d^l 
• + • 
1 




i ? r — r 2 g j ( 6 — / j ) —j^2g j {d—p. ) _j_ ^ ^ g J 2 ( 0 — / j ) 
_ ;.2 _ ^2 ^ 
2Rrcos{9 — ji) -R^ -p- - j2Rrsm{0 — ;U) 
2Rrcos{& ~ li) — P-— R'^ 
2Rrsm{6 - fx) 
djj. 
djJ. 
1 + J 
+i?2 — 2Rrcos(G — pi) 
2i?rsin(0 - ^u) 
+i?2 — 2i?rcos(0 - /i) 
A.3 Derivation of the Poisson P Integral Transform 
By subtracting 2.9) from (2.6), we get. 
F f re 
27r 7 - ; r 
F ( ^ e dli 
ReJ^ - re'^ gje 
_|_ p.gj{Q~ii) 
JIj. _ y2gj{B-ii) _ glgj{Q-jl) j^jij.gi2{0-fi) 
- / ; ^ + r2 
djl 
- r2 - i ?2 
-i?2 + r2 




r2 + /?2 -2 i ? rcos (0 - ;U) djj.. 
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A.4 Derivation of the Differential Poisson P Kernel 
By differentiating the Poisson P kernel given by (2.13) with respect to Q, 
R--r^ 
dQ dO r~+R^ — 2Rrcos 9 
-2rR{-smB) 
(r^ — IRrcos 0)^ 
r^+R^ — 2Rrcos 6 
2rR sin 0 
'• + R^ — 2Rrcos 0 
A.5 Derivation of the Differential Poisson Q Kernel 
By differentiating the Poisson Q kernel given by (2.11) with respect to 0, 
A le sin0 '+^2 —Rr cos 6 r+R — Rr cos 6)2Rr cos 6 —2rRsind2Rrsin6 {r^ + R^— 2Rrcos6)^ 
2Rrcos6 4R^ r^ sin^ 0 
(r2 + ; ;2_2j ( rcos0)2 ( r2+ ; ;2_2 j ; r cos0 )2 
A.6 Derivation of the Integral of the Poisson P Kernel 
The integral of the Poisson P kernel is obtained by integrating the Poisson P kernel given by (2.13) with 
respect to 0, 
PIR ,'-(0) = j 
+ — 2Rrcos 0 
d9. (A.6.1) 
Firs we assume, 
M = tan 1 — 
^ s in ( f ) 
cos : ( ! ) 
s in ( f ) 
^ 1 - s i n ^ ( f ) 
(A.6.2) 
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Hence, 
2 _ sin^(§) 
u = 
sin^ f = u ^ — H^sin^ 
SIN^ ( ^ ) = T — ( A . 6 . 3 ) e \ 2 j ~ l + %2' 
Also 




l - c o s ^ d ) 
COS 2(1) 
H C^OS^  f = 1 - COS^  
COS" ( , • (A.6.4) 
2 / + 1 
From a known trigonometric identity, 
cos 6 — cos^ { ^ ) — sin'' ( ^ ) • (A.6.5) 
By substituting (A.6.3) and (A.6.4) into (A.6.5), we get. 
cos 9 — 
1 
1 + 1 + 
1 + M^  
By differentiating (A.6.2) with respect to u, we get. 
(A.6.6) 
du = ISEC^ dd. (A.6.7) 





s e c ^ l -
secf ( + 1. 
— 1 = > 
(A.6.8) 
Then by substituting (A.6.8) into (A.6.7), we get. 
du = — + \)dQ 
dO = 2du 
u^ + l 
(A.6.9) 
By substituting (A.6.6) and (A.6.9) into A.6.1), we get. 
PlR,r = 
2 ( / ; 2 - r ^ ) 
du 
2(2(2 _ y.2) 
,/ {u^+\)R^+ {vr+ l)r'^— 2rR{l—u?-) 
/- 2(/;2 - r^) 
du 
+ (/?^ + r'^)u^ — 2rR + IrRu^ 
f 2{R^ - r^) 
(/?2 + r2 - 2rR) + u^ {R^ + r^ + 2rR) 
2(7(2 - 7-2) /- (fw 
du 
du 
2{R^ - r^) 
i?2 + r2 + 2r/? 
du 
R^+P—2rR\- I 2 
R'+r'^+lrR) 
2{R^-r^) //?2 + r 2 + 2 r ^ 
/?2 + r2 + 2r/? V 7(2 + r2 - 2rR 
2( /?2-r2) R^ + r^ + 2Rr 






t an ( f ) 
R^+r^-2Rr 
R'^+fi+2Rr. 
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2{R + r){R-r) {R + r){R + r) 
2 ( ^ - r ) (A + r) 
arctan 
R + r 
= 2 arctan 
arctan 
tan( f ) 
R - r 
R+r 
R-r^^^\ 2 




A.7 Derivation of the Integral of the Poisson Q Kernel 
By integrating the Poisson Q kernel given in (2.11) with respect to 6 we obtain, 
QlR,r[0) = 
sin0 
r^+R^ — Rr cos G 




Smoothing using the Poisson P Kernel in 
One Dimensional Signals 
Proof of the inequality (4.45) 
Expressing as Discrete-Time Fourier Transforms (DTFT) of ;c[n] and applying the 
triangle's inequality we obtain, 
|x(g;(8+^))_x(e;8) | = < E kMI g-;(e+*)n _ g-jSn (B.0.1) 
n=0 n=0 
The use of essential trigonometric identities yields, 
g-J{d+<P)n _ 
= = -2sin I ^ e-'("2) = 2 0 sin I n— (B.0.2) 
By taking into account the known inequality. 
\sin\l/\ < I f I , (B.0.3) 






The MIT-BIH Database 
The database used in this work is a collection of files taken from the MIT-BIH Arrhythmia Database. 
[79, 134] It contains several hundred ECG recordings, over two hundred hours in all. The MIT-BIH 
Arrhythmia Database directory consists of 48 annotated records, obtained from 47 subjects studied by 
the Arrhythmia Laboratory of Beth Israel Hospital in Boston between 1975 and 1979. About 60% of 
the records were obtained from inpatients. The database contains 23 records (the '100 series') chosen 
at random from a set of over 4000 24-hour Holter tapes, and 25 records (the '200 series') selected from 
the same set to include a variety of rare but clinically important phenomena that would not be well-
represented by a small random sample. Each record is slightly over than 30 minutes in length. Each 
signal file contains two channels of ECG signals sampled at 360 Hz. Each sample is represented by 
12-bit two's complement amplitude. To each signal file a header file is attached. The header files include 
information about the leads used, the patient's age, sex, and medications. The reference annotation files 




D.l Proof of the Two Dimensional Poisson P Integral Transform 
Let us consider a two dimensional sequence / [n\,02], such that 
/—[ni,«2] = 0, V {n\ > 0,W2 > 0) A (», < 0,n2 > 0) A (ni > 0,^2 < 0). 
The z-transform of /—[ni ,n2] denoted by F—{Z\^Z2) and given by, 
f _ _ ( z , , z 2 ) = 12 E /__[«l ,«2]z- '"z- '" (D.1.1) 
n \ =—00/12=—°° 
converges if |zi| < Ai,|z2| < wherei?] > l,/?2 > 1-
Let us now consider any point (^1, ^2), where 
• ^1 belongs on a circle Q , , such that Q , , Q, be two concentric positively oriented circles (we 
consider as positive the counterclockwise orientation) of radii /?i and r, respectively and 0 < ri < 
Ri, 
• ^2 belongs on a circle Q j , such that be two concentric positively oriented circles (we 
consider as positive the counterclockwise orientation) of radii R2 and r2 respectively and 0 < r2 < 
R2. 
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Then by using Cauchy's integral formula, the value of F at any point (Ci, C2) can be calculated as follows, 
- (^)7c, L ctSE)*-*' 
Let i§i be the inverse of with respect to the circle of radius Ri, hence is exterior to the circle C/j,. 
Then, 
Cr = -^ 1 ^ '^ 1 = ^ (D.1.3) 
Also, let ^2 be the inverse of ^2 with respect to the circle of radius Rj, hence ^2 is exterior to the circle 
C%. Then, 
fa&r ==JR| => Sz = 0 ) 1 4 ) 
% 
With the use of the Cauchy's integral formula we obtain. 
The points zi,Z2,Ci,C2,'^l,& can be expressed in polar form as: 
z \ — R \ e ^ ^ \ - n < i i \ < n (D.1.8) 
Z2 = R2e-'^,-n < < TT (D.1.9) 
i^ = r iej^\-7 i :<ei<7C (D.1.10) 
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C2 — —It < 62 <n (D.1.11) 




^2 = —TC < 62 < 7C 
r2 
(D.l. 13) 
Taking D.l.2+D.1.5-D.1.6-D. 1.7 and expressing the points zi, Z2= Ch C2, <^ i, <^2 in a polar form through 
the use of the above equations we obtain, 
(Aig;;" - f i g y f n _ 
1 1 
- rig/6')(A2e;;'2 - ^ g ^ ^ ) (;R]g-f''' - ^g^0i)(g2g/f: -r2g^%)J 
I fK f7l 
# 1 # 2 
4-7t~ J J~n 
1 1 { 1 
/jjgi/ti _ j-jgiSi 
1 
- r2g;% _ ^g/e^ 
1 1 
_ r2g^% _ ^g/Oz } dji] d^2 





Rie Jfil Rje-# 1 
— rig-'®' ^ g)fi 
I"! . 
# l # 2 
(D.1.14) 
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As we have proven in Appendix A.3, 
_ R\-r\ 
and 
a2 + r 2 - 2 r i a i c o s ( 9 i - ; i i ) (D.l.15) 
Hence, 
i?2e-/^ 2 _ 7-2^ ;% R2ejl^ 2 - ^2"'^ Rl + r l - 2n^2 cos(82 - ^2) (D.l.16) 
- ' ^ dii\diX2 (D.l.17) 
Rl + r l ~ 2r2R2 cos(02 - M2) 
Similarly to / [ni,n2] we define, 
/ + _ [ni, «2] — 0 , V {n\ > 0 , ^2 > 0 ) A (« i < 0, «2 > 0) A {n\ < 0 , ^ 2 < 0 ) , 
/ _ + [ » ! , M 2 ] = 0, V {n\ > 0 , n 2 > 0) A {n\ < 0 , ^ 2 < 0) A {ji\ > 0 , n 2 < 0 ) , 
/++[«! ,722] — 0 V ( m > 0 , n 2 < 0) A («i < 0 , ^ 2 > 0) A («] < 0,M2 < 0 ) . 
By defining f++(zi,z2) to be the z-transform of f++[n\,n2] we have. 
F++(ZI ,Z2)=£ ^/++[«,,n2]z-"'z~"^ (D.1.18) 
}1\ =0/72=0 
Based on the complex inversion described in section 2.1, we can easily obtain, 
1 I'TZ rK p2 y.2 
F. 1 L 
R^ + — 2ri R1 cos (0i — jUj) 
i ? 2 ~ ''2 , 
^2 +^2 ~ 2?"2^2 cos (02 - M2) 
(D.l.19) 
D.l Proof of the Two Dimensional Poisson P Integral Transform 169 
In our text we have symbohzed . r j w i t h therefore, 
/ — 
RI — r. 
i?i + Tj — 2r]i?i cos(0i — jJ-i] 
2 
d^\diJ.2 
R\ + r\- 2r2i?2 cos (62 - M2) 
\ /-^  /•?C 
= (D.1.20) 
Notice: 
Similarly we can combine the above equations, D.1.2,D.1.5, D.1.6 and D.1.7 to obtain the two dimen-
sional Poisson Q Integral transform. We can also derive similar equations for /+_[«!, ^2] and / _ + [n\, ^2]• 
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D.2 De-noised Lena and House Images 
# 
(a) Original Image (b) Noisy Image 
(c) Poisson Filtering (d) Average Filter 
I 
(e) Wiener Filtered Image (f) Low Pass Filtered Image 
Figure D.l: De-noised images for input SNR=OdB 
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: 4 A-Vv f'A 
J 
(g) Poisson Block size 8 x 8 
a 
(i) Poisson Block size 20 x 20 
(k) Poisson Block size 40 x 40 
(h) Gaussian Filtering Block size 8 x 
(j) Gaussian Filtering Block size 20 x 20 
1 1 
1 1 
(I) Gaussian Filtering Block size 40 x 40 
(m) Poisson Block size 80 x 80 (n) Gaussian Filtering Block size 80 x 80 
Figure D.2: De-noised Lena images for input SNR=OdB 
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(a) Original Image (b) Noisy Image 
J 
(c) Poisson Filtering (d) Average Filter 
(e) Wiener Filtered Image (f) Low Pass Filtered Image 
Figure D.3: De-noised images for input SNR=5dB 
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(g) Poisson Block size 8 x 8 
(i) Poisson Block size 20 x 20 
(k) Poisson Block size 40 x 40 
n 
(m) Poisson Block size 80 x 80 
(h) Gaussian Filtering Block size 8 x 8 
(j) Gaussian Filtering Block size 20 x 20 
(1) Gaussian Filtering Block size 40 x 40 
4 
fn) Gaussian Filtering Block size 80 x 80 
Figure D.4: De-noised Lena images for input SNR=SdB 
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bm M 
(a) Original Image (b) Noisy Image 
(c) Poisson Filtering (d) Average Filter 
(e) Wiener Filtered Image (f) Low Pass Filtered Image 
Figure D.5: De-noised images for input SNR=20dB 
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(g) Poisson Block size 8 x 8 
(i) Poisson Block size 20 x 20 
(k) Poisson Block size 40 x 40 
fm) Poisson Block size 80 x 80 
(h) Gaussian Filtering Block size 8 x 8 
J 
(j) Gaussian Filtering Block size 20 x 20 
fl) Gaussian Filtering Block size 40 x 40 
fn) Gaussian Filtering Block size 80 x 80 
Figure D.6: De-noised Lena images for input SNR=20dB 
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(a) Original Image (b) Noisy Image 
(c) Poisson Filtering (d) Average Filter 
(e) Wiener Filtered Image 
> H\ 
m 
(f) Low Pass Filtered Image 
Figure D.7: De-noised images for input SNR=OdB 
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(g) Poisson Block size 8 x 8 (h) Gaussian Filtering Block size 8 x 8 
(i) Poisson Block size 20 x 20 (j) Gaussian Filtering Block size 20 x 20 
(k) Poisson Block size 40 x 40 (1) Gaussian Filtering Block size 40 x 40 
(m) Poisson Block size 80 x 80 (n) Gaussian Filtering Block size 80 x 80 
Figure D.8: De-noised House images for input SNR=OdB 
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(a) Original Image (b) Noisy Image 
(c) Poisson Filtering (d) Average Filter 
(e) Wiener Filtered Image (f) Low Pass Filtered Image 
Figure D.9: De-noised images for input SNR-SdB 
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(g) Poisson Block size 8 x 8 (h) Gaussian Filtering Block size 8 x 8 
(i) Poisson Block size 20 x 20 (j) Gaussian Filtering Block size 20 x 20 
(k) Poisson Block size 40 x 40 (1) Gaussian Filtering Block size 40 x 40 
(m) Poisson Block size 80 x 80 (n) Gaussian Filtering Block size 80 x 80 
Figure D.IO: De-noised House images for input SNR=5dB 
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(a) Original Image (b) Noisy Image 
(c) Poisson Filtering (d) Average Filter 
(e) Wiener Filtered Image (fJ Low Pass Filtered Image 
Figure D.ll: De-noised images for input SNR=20dB 
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(g) Poisson Block size 8 x (h) Gaussian Filtering Block size 8 x 8 
(i) Poisson Block size 20 x 20 (j) Gaussian Filtering Block size 20 x 20 
(k) Poisson Block size 40 x 40 (1) Gaussian Filtering Block size 40 x 40 
(m) Poisson Block size 80 x 80 (n) Gaussian Filtering Block size 80 x 80 
Figure D.12: De-noised House images for input SNR=20dB 
