Preliminary results from a two-dimensional Krypton Tagging Velocimetry (KTV-2D) investigation of a Mach 2.75 turbulent boundary and 24 degree compression corner flow are presented in this paper. KTV-2D is performed by creating a grid of tagged Kr atoms formed by intersecting laser lines and imaging the resulting fluorescence at a write step; then, after a time delay, imaging the translation of the grid by re-exciting the tagged atoms for the read step. The measurements were made in a 99% N2 and 1% Kr gas mixture. Spatial correlation was used to extract the velocity from the data. It was found that the streamwise component of the velocity in the boundary layer agrees well with the literature; however, a consistent bias was noted in the wall-normal velocity component in the boundary-layer and compression corner flows and we provide an explanation and correction for this bias which will easily be eliminated in future experimentation (the bias was a result of procedure, not inherent in the technique). The turning angle in the compression corner flow matches the result from classical inviscid theory, bringing confidence to the results. Nomenclaturė m = Mass flow rate, (kgm 
I. Introduction
Turbulence and shock waves are ubiquitous in high-speed flight, which leads to significant challenges in understanding compressible flow over flight vehicles. On its own, understanding the turbulent nature of compressible flow is a daunting task; the presence of shock waves alters/adds time and length scales which further complicate matters. Two characteristics of shock-wave/turbulent boundary-layer interaction are: 1) the unsteady flow field associated with separation; 1 and, 2) turbulence amplification across shocks by way of increase in velocity fluctuations.
2 A change in the velocity-fluctuation amplitude changes the shear stresses, heat transfer rates and mixing properties of the flow. All these quantities have design implications; consequently, to accurately predict the aerothermodynamic loads on supersonic/hypersonic vehicles, it is necessary to understand shock-wave/turbulent boundary-layer interactions.
To this end, it is necessary to develop experimental techniques to make measurements in high-speed flows. Two ubiquitous techniques are Laser Doppler Velocimetry (LDV) and Particle Image Velocimetry (PIV).
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These particle-based measurements rely on the assumption that the tracer particles travel identically with the flow. However, the particle response time can be inadequate in low-density flows with short time scales. Loth 4 found that at low densities the Knudsen number of a particle can become large. This represents a fundamental limitation of particle-based techniques because the slip condition at the particle surface culminates in reduced response time. Several researchers [5] [6] [7] have examined the response of particles to shock waves in an effort to quantify particle response time. Williams et al. 8 suggest that "particle frequency response analyses based solely on shock response tests may well have overestimated the response to turbulence." Measurement of velocity fluctuations in high-speed turbulent boundary layers is an example that brings the particle-response time limitation to bear. Lowe et al. 9 asserts that "[s]trong evidence exists that experimental data gathered in high speed flows using particle-based techniques exhibit significant particle lag effects on magnitudes of turbulence quantities." This assertion was based on an experimental LDV campaign in a Mach 2.0 turbulent boundary layer, and the authors made particle-lag corrections to address discrepancies in their data. Recent work by Brooks et al. 10 found that particle-lag effects are more pronounced in the turbulence quantities associated with the wall-normal velocity than the streamwise velocity. This is because the wall-normal velocity fluctuation spectrum is flatter (has more high-frequency content) than its streamwise counterpart.
An attractive alternative to particle-based techniques is tagging velocimetry. Tagging velocimetry 11 is typically performed in gases by tracking the fluorescence of a native, seeded, or synthesized gas. Its advantage over PIV techniques in high-speed facilities is that it is not limited by timing issues associated with tracer injection 12 
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In this work, we use Krypton Tagging Velocimetry (KTV 
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To date, KTV has resulted in one-dimensional velocimetry measurements. In this paper, we present a preliminary two-dimensional Krypton Tagging Velocimetry (KTV-2D) investigation of a Mach 2.75 turbulent boundary and 24 degree compression corner flow. Details on the velocimetry technique and facility are given along with the data reduction algorithm.
II. Facility and Experimental Setup
The experiments were performed in the AEDC Mach 3 Calibration Tunnel (M3CT) in Silver Spring, MD ( Fig. 1 . The tunnel is comprised of a large vacuum tank attached to a converging diverging nozzle. A flexible isolation bag was added upstream of the orifice to contain the 99% N 2 /1% Kr gas mixture. The flexibility ensured that the mixture stayed at constant ambient pressure. Fig. 2 shows the experimental setup with the modifications. A valve is cycled downstream of the nozzle to run the tunnel. The run condition calculations can be found in Zahradka et al. 49 and Mustafa et al. 50 Conditions are listed in Table 1 . A mean Schlieren image of 100 frames of the flow over the 24 degree wedge is presented as Fig. 3 . The mean shock position was found using local fits of the image intensity; the shock angle was determined to be ≈ 32 degrees, consistent with previous KTV work. 
III. Krypton Tagging Velocimetry (KTV)
In this paper, Krypton Tagging Velocimetry (KTV) was used to make measurements in a Mach 2.75 boundary layer and compression corner flow. Relative to other tagging velocimetry techniques, KTV relies on a chemically inert tracer, which may enable it to broaden the applicability of tagging velocimetry because it can be applied in gas flows where the chemical composition is difficult to prescribe or predict. The use of a metastable noble gas as a tagging velocimetry tracer was first suggested by Mills et al. 53 and Balla and Everheart.
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This work utilized the excitation scheme used by Mustafa et al. 50 which when compared to the excitation scheme used in previous KTV work, [46] [47] [48] [49] results in approximately twice as much fluorescence. 51 Using this excitation scheme KTV is performed in the following steps according to the energy level diagram shown in 2. Photosynthesize metastable krypton atoms with a pulsed tunable laser to form the tagged tracer: twophoton excitation of 4p The experiment was run using two tunable lasers to provide the 214.7 nm (write) and 769.5 nm (read) laser beams required for KTV (schematic in Fig. 5 ). The write laser consisted of a frequency doubled Quanta Ray Pro-350 Nd:YAG laser and a frequency tripled Sirah PrecisionScan Dye Laser. The Nd:YAG laser pumped the dye laser with 1000 mJ/pulse at a wavelength of 532 nm. The dye in the laser was DCM with a dimethyl sulfoxide (DMSO) solvent, and the laser was tuned to output a 644.1 nm beam. Frequency tripling of the dye-laser output was performed using Sirah tripling optics (THU 205).
The write-laser beam setup can result in approximately 10-13 mJ/pulse; however, approximately 7 mJ was used for this experiment by reducing the Nd:YAG pump-laser power. The wavelength was 214.7 nm, with a linewidth of approximately 0.045 cm −1 , a pulsewidth of approximately 7 ns, and a repetition rate of 10 Hz. The write-laser beam was split into two beams with a beam splitter designed for use with a 193 nm Excimer laser (Lambda Research XPR-SWI-4002U-50R-193-45U). To evenly split the laser beams the beam-splitter mount was rotated slightly about the vertical axis. The two beams were directed into the test section with 1 inch 5th-harmonic Nd:YAG laser mirrors (IDEX Y5-1025-45) and focused to several narrow waists in the test section with a f = 100 mm fused-silica microlens array (SUSS MicroOptics Nr. 18-00127) to form the lines in the streamwise direction and a f = 100 mm fused-silica cylindrical lens to focus the lines in the spanwise direction. Neglecting losses from the mirrors, lenses, and windows, we estimate that the energy per write line is approximately 300 µJ/pulse.
The read laser consisted of a frequency doubled Quanta Ray Pro-350 Nd:YAG laser and a Sirah PrecisionScan Dye Laser. The Nd:YAG laser pumped the dye laser with 215 mJ/pulse at a wavelength of 532 nm. The dye in the laser was Styryl 8 with a DMSO solvent, and the laser was tuned to output a 769.5 nm beam.
The read-laser beam setup resulted in approximately 5 mJ/pulse, with a wavelength of 769.5 nm, a linewidth of approximately 0.025 cm −1 , a pulsewidth of approximately 7 ns, and a repetition rate of 10 Hz. The readlaser beam was directed into the test section using 2 inch broadband dielectric mirrors (Thorlabs BB2-E02), and expanded to a beam of ≈ 40 mm diameter with a f = −400 mm fused silica cylindrical lens. This "read beam" re-excites the metastable Kr tracer atoms so that their displacement can be measured.
The laser and camera timing are controlled by a pulse-delay generator (SRS DG645). The intensified camera used for all experiments is a 16-bit Princeton Instruments PIMAX-4 1024x1024 with an 18-mm grade 1, Gen III extended red filmless intensifier w/ P46 phosphor (PM4-1024i-HR-FG-18-P46-CM). The lens used is a Nikon NIKKOR 24-85mm f/2.8-4D in "macro" mode and positioned approximately 200 mm from the write/read location. Two high-precision 800 nm longpass filters (Thorlabs FELH0800, transmission of 3.5e-4% at the read-laser wavelength of 769.5 nm) are placed in series between the lens and the intensifier to minimize the noise resulting from the read-laser pulse reflection and scatter from solid surfaces. The gain is set to 100% with no pixel binning and only recording the read images to ensure a 10 Hz frame rate. A set of write images were recorded with the tunnel off prior to each run. The camera gate was opened for 50 ns immediately following the read-laser pulse to capture the spontaneous emission of 5p The beams enter the test section in the same plane and intersect at ≈ 140 degrees. The locations of the intersections were adjustable and so for the boundary layers experiments, three sets were done with the intersections sequentially moved further from the wall in order to get data at more points. In the case of the wedge, three sets were also done but this time the position of the wedge was varied to get data before and after the shock. In each set, roughly 600 frames were collected. 
IV. 2-D KTV Data Reduction Algorithm
The goal of the KTV-2D data reduction algorithm is to find the intersections in the grids located in the write and read images. We find the absolute locations of the intersection in the write image relative to the wall using a non-linear regression algorithm. Then the displacements of the intersections in the read images relative to the write images are found using a spatial correlation algorithm. The changes in the x and y coordinates of the intersections, divided by the time then give the u and v components of velocity. The algorithm is different for the write and read images. The locations of the intersections in the write image are found independently, whereas the locations of the intersections in the read images are found by correlating them with their respective windowed write images. The write image is analyzed as follows: 3. Non-linear regression of intersecting Gaussian lines: The steps above provide a rough estimate of the intersection locations. To get a more accurate result, a model using non-linear regression of intersecting Gaussian lines is applied to the part of the write image inside each source window. This approach is adopted from Ramsey and Pitz. 57 The function,
with G as the vector of fitted parameters. The pixel intensity peaks are given by a 1 and a 2 , c is the width of the peak, and to form the lines, b 1 = y−yc tan θ1 + x c and b 2 = y−yc tan θ2 + x c . The angles of the intersecting lines are θ 1 and θ 2 , and x c and y c are the coordinates of the intersection point. The function F is used to minimize the quantity E against the image intensity in the source window, I = I(x, y), as
We assume that the optimum values of x c and y c give the locations of the intersections in the write image. Fig. 8 shows the source windows with the two best fit lines and the intersection locations. To analyze the read images, the method proposed by Gendrich and Koochesfahani 42 was implemented, which involves the use of a correlation function. It is performed in the following steps:
1. Roam Windows: Roam windows are created in the read image for each source window. These roam windows are centered around their corresponding write windows and their dimensions are large enough to contain the displaced intersection point. Fig. 9 shows one write and roam window pair. 
where I 1 I 2 ,I 1 , I 2 , σ 1 and σ 2 are given by,
Here M and N are the dimensions of the source window (in this case equal, since square windows are used
. pmax and qmax represent half of the width and height of the roam window respectively. p takes on values from −pmax to pmax and similarly q takes on values from −qmax to qmax. I 1 (i, j) is the intensity value of the pixel at indices i and j in the source window and similarly I 2 (k, l) represents the intensity value of the pixel located at indices k and l in the roam window.
3. Polynomial Fit: The location of the minimum in K determines the location of the intersection in the read image relative to the intersection in the write image, accurate to a pixel. To get sub-pixel accuracy a 5th order 2D polynomial is fitted to the correlation field; however, the entire field is not used, instead a 9x9 pixel region centered around the minimum is used. The location of the minimum value of this polynomial fit then determines the displacement of the intersection relative to its location in the write image. The correlation field and polynomial fit for a roam window are shown in Fig. 10 . This algorithm takes roughly 90 minutes to reduce 600 images on a computer with 4 cores running in parallel. 
V. KTV-2D Boundary Layer Results
Here, we present data from the boundary-layer experiments. It was noted during the data reduction stage that the values calculated for the wall-normal velocity, v, were biased high. This bias was present in all the data taken and the average bias was 57 m/s (≈ 1 pixel). Because we know that in the boundary layer v is approximately zero, this bias was removed by subtracting 57 m/s from all the v values in the data.
Because the same bias appeared in all data sets, we feel confident that it is most likely a systemic issue. We believe that the test section moves slightly on wind tunnel start up, and therefore it can be removed without loss of accuracy, at least in this preliminary work. The write images in the future should be taken with the tunnel on, or a write/read pair should be taken for each exposure. This does not effect the streamwisecomponent of velocity because the slight test section movement is vertical; no spurious results have been evident in the KTV-1D streamwise-velocity measurements done in the M3CT to date. Approved for public release; distribution is unlimited.
American Institute of Aeronautics and Astronautics is significantly more noisy. This is because the displacement of each intersection in the y direction is less than a pixel, which is too small to be accurately detected by the data reduction technique, given the noise in the image. Comparatively the displacement in the x direction is on the order of 10 pixels, and is measured more accurately. The u mean data is compared to the logarithmic law, U + = 1/0.41ln(y + ) + 5.2 in Fig. 12 by applying the Van Driest I transformation with y + = ρ w µ τ y/µ w and U + = U/µ τ . The Van Driest transformation is written as, 59 , 60
with R = M τ (γ − 1)P r t /2, H = B q /((γ−1)M 2 τ ), M τ = u τ /c w and B q = c f ρ e U e (T w −T r )/(2P r e ρ w u τ T w ) 61 (assuming Reynolds analogy holds). 
VI. KTV-2D 24 Degree Wedge Results
Here, the results for the flow over the wedge are shown. As in the boundary layer case, the same positive bias was detected in the v component of the velocity and it was removed. Fig. 15 shows the mean velocity vectors with respect to the normalized coordinates. The wedge tip is located at the origin and the wedge is shown in red. The mean shock position (as measured by schlieren) is shown in blue. The data shows the turning angle is between 12 and 15 degrees for the various points near the shock between the shock and the wedge. The value predicted by inviscid theory for the measured local shock angle of 32 degrees is 12.7 degrees. Hence, there is good agreement between the data and the predicted value. The data for v agrees better with expected results for the wedge because the wall-normal displacement after the shock of the intersections is ≈ 2 pixels, which is no longer in the noise. 16 and 17 show contour plots of the normalized turbulent kinetic energy. These results agree with previous KTV work in the flow over a wedge. 50 The value and location of the maximum normalized turbulent kinetic energy in Fig. 17 (left) roughly agree with those reported by Helm et al., 63 which was however at different conditions (Re Θ = 2900). More data closer to the wall would be highly desirable. 
VII. Conclusion
KTV-2D was performed for the first time in a turbulent boundary layer and the flow over a 24 degree wedge. The data was reduced via a correlation algorithm. There was a consistent bias in the v velocity in all data sets, and therefore was determined to be an issue with the procedure (not the KTV technique) and was removed. The relative error for u are comparatively better than results for v because of the relatively small vertical displacements. Furthermore, we believe that the intersection angle of the laser grid, which is ≈ 140 degrees, could be reduced for more accurate measurements of v. An angle closer to 90 will give better results because it will make it easier to locate the intersection. The data for the wedge agrees well with inviscid theory and provides confidence in the goal of utilizing KTV to measure turbulence amplifications across shock waves.
