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Abstract. A fundamental solution of Laplace’s equation in three dimensions is
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1. Introduction
A fundamental solution of Laplace’s equation
∂2U
∂x2
+
∂2U
∂y2
+
∂2U
∂z2
= 0 (1)
is given by (apart from a multiplicative factor of 4π)
U(x,x0) =
1
‖x− x0‖ , where x = (x, y, z) 6= x0 = (x0, y0, z0), (2)
and ‖x− x0‖ denotes the Euclidean distance between x and x0. In many applications
it is required to expand a fundamental solution in the form of a series or an integral, in
terms of solutions of (1) that are separated in suitable curvilinear coordinates. Examples
of such applications include electrostatics, magnetostatics, quantum direct and exchange
Coulomb interactions, Newtonian gravity, potential flow, and steady state heat transfer.
Morse & Feshbach (1953) [16] (see also Hobson (1955) [10]; MacRobert (1947) [12];
Heine (1881) [9]) provide a list of such expansions for various coordinate systems but
the formulas for several coordinate systems are missing. It is the goal of this paper
to provide these expansions for parabolic and elliptic cylinder coordinates. Although
these expansions are partially known from Buchholz (1953) [2] and Lebedev (1972) [11]
for parabolic cylinder coordinates, and from Meixner & Scha¨fke (1954) [14] for elliptic
cylinder coordinates, we found it desirable to investigate these expansions in a systematic
fashion and provide direct proofs for them based on eigenfunction expansions.
There will be two expansions for both of these coordinate systems. The first
expansion for a cylindrical coordinate system on R3 starts from the known formula
in terms of the integral of Lipschitz (see Watson (1944) [22, section 13.2]; Cohl et al.
(2000) [5, (8)])
1
‖x− x0‖ =
∫ ∞
0
J0(k
√
(x− x0)2 + (y − y0)2)e−k|z−z0| dk. (3)
The Bessel function Jν can be defined by (see for instance (10.2.2) in Olver et al. (2010)
[17])
Jν(z) :=
(z
2
)ν ∞∑
n=0
(−z2/4)n
n!Γ(ν + n+ 1)
, (4)
Note that for Wk : R
2 ×R2 → R
Wk(x, y, x0, y0) := J0(kr), (5)
where r2 := (x− x0)2 + (y − y0)2, solves the partial differential equation
∂2U
∂x2
+
∂2U
∂y2
+ k2U = 0. (6)
Therefore, in a cylindrical coordinate system on R3 involving the Cartesian coordinate
z, the first expansion (3) reduces to expanding Wk from (5) in terms of solutions of (6)
that are separated in a curvilinear coordinate system on the plane.
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The second expansion for a cylindrical coordinate system on R3 is based on the
known formula given in terms of the Lipschitz-Hankel integral (see Watson (1944) [22,
section 13.21]; Cohl et al. (2000) [5, (9)])
1
‖x− x0‖ =
2
π
∫ ∞
0
K0(k
√
(x− x0)2 + (y − y0)2) cos k(z − z0) dk, (7)
where Kν : (0,∞) → R (cf. (10.32.9) in Olver et al. (2010) [17]), the modified Bessel
function of the second kind (Macdonald’s function), of order ν ∈ R, is defined by
Kν(z) :=
∫ ∞
0
e−z cosh t cosh(νt) dt. (8)
Now Vk : R
2 ×R2 \ {(x,x) : x ∈ R2} → (0,∞), defined by
Vk(x, y, x0, y0) := K0(kr) (9)
solves the partial differential equation
∂2U
∂x2
+
∂2U
∂y2
− k2U = 0. (10)
In a cylindrical coordinate system onR3 involving the Cartesian coordinate z, the second
expansion (7) reduces to expanding Vk in terms of solutions of (10) that are separated
in curvilinear coordinates on the plane.
The paper is organized as follows. In section 2 we derive the desired expansion of
K0(kr) in parabolic cylinder coordinates. This expansion is given in terms of series over
Hermite functions. In section 3 we obtain an integral representation for J0(kr) in terms
of separated solutions of (10) in terms of (modified) parabolic cylinder functions. We
show how these results are based on a general expansion theorem in terms of solutions
of the differential equation
− u′′ − 1
4
ξ2u = λu. (11)
In sections 4 and 5 we derive the fundamental solution expansions in elliptic cylinder
coordinates for J0(kr) and K0(kr), respectively.
Throughout this paper we rely on the following definitions. The set of natural
numbers is given by N := {1, 2, 3, . . .}, the set N0 := {0, 1, 2, . . .} = N ∪ {0}, and the
set Z := {0,±1,±2, . . .}. The set R represents the real numbers and the set C represents
the complex numbers.
2. Expansion of K0(kr) for parabolic cylinder coordinates
Parabolic coordinates on the plane (ξ, η) (see for instance Chapter 10 in Lebedev (1972)
[11]) are connected to Cartesian coordinates (x, y) by
x =
1
2
(ξ2 − η2), y = ξη, (12)
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where ξ ∈ R and η ∈ [0,∞). To simplify notation we will first set k = 1 in (9). Then
V1 satisfies
∂2U
∂x2
+
∂2U
∂y2
− U = 0 if (x, y) 6= (x0, y0). (13)
Let (ξ, η), (ξ0, η0) be parabolic coordinates on R
2 for (x, y) and (x0, y0), respectively.
Then V1 transforms to
v(ξ, η, ξ0, η0) := K0(r(ξ, η, ξ0, η0)), (ξ, η) 6= ±(ξ0, η0)
and r(ξ, η, ξ0, η0) is defined by
r2 =
1
4
[
(ξ + ξ0)
2 + (η + η0)
2
] [
(ξ − ξ0)2 + (η − η0)2
]
, r > 0. (14)
Here and in the following we allow all ξ, η, ξ0, η0 ∈ R such that (ξ, η) 6= ±(ξ0, η0). From
(13) or by direct computation we obtain that v solves the equation
∂2u
∂ξ2
+
∂2u
∂η2
− (ξ2 + η2)u = 0. (15)
Separating variables u(ξ, η) = u1(ξ)u2(η) in (15), we obtain the ordinary differential
equations
u′′1 + (2n+ 1− ξ2)u1 = 0, (16)
u′′2 − (2n + 1 + η2)u2 = 0, (17)
where we will use only n ∈ N0. Equations (16), (17) have the general solutions
u1(ξ) = c1e
−ξ2/2Hn(ξ) + c2e
ξ2/2H−n−1(iξ),
u2(η) = c3e
η2/2Hn(iη) + c4e
−η2/2H−n−1(η),
where Hν : C→ C is the Hermite function which can be defined in terms of Kummer’s
function of the first kind M as (cf. (10.2.8) in Lebedev (1972) [11])
Hν(z) :=
2ν
√
π
Γ
(
1−ν
2
)M (−ν
2
,
1
2
, z2
)
− 2
ν+1
√
π
Γ
(−ν
2
) zM (1− ν
2
,
3
2
, z2
)
,
and
M(a, b, z) :=
∞∑
n=0
(a)nz
n
(b)nn!
(18)
(see for instance (13.2.2) in Olver et al. (2010) [17]). Note that the Kummer function
of the first kind is entire in z and a, and is a meromorphic function of b. The Hermite
function is an entire function of both z and ν. If ν = n ∈ N0 then Hν(z) reduces to the
Hermite polynomial of degree n.
We will expand v as a function of ξ in an orthogonal series of functions e−ξ
2/2Hn(ξ),
n ∈ N0, so that the coefficients
fn(η, ξ0, η0) :=
∫ ∞
−∞
v(ξ, η, ξ0, η0)e
−ξ2/2Hn(ξ) dξ,
are to be evaluated. We do this based on the observation that the function (ξ, η) 7→
v(ξ, η, ξ0, η0) is a fundamental solution of equation (15). It has logarithmic singularities
at the points ±(ξ0, η0). Arguing as in Volkmer (1984) [21, Theorem 1.11], we obtain the
following integral representation for solutions of (15).
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Theorem 2.1. Let u ∈ C2(R2) be a solution of (15). Let (ξ0, η0) ∈ R2, and let C be a
a closed rectifiable curve on R2 which does not pass through ±(ξ0, η0), and let n± be the
winding number of C with respect to ±(ξ0, η0). Then we have
2π
[
n+u(ξ0, η0) + n
−u(−ξ0,−η0)
]
=
∫
C
(u∂2v − v∂2u) dξ + (v∂1u− u∂1v) dη,
where ∂1, ∂2 denote partial derivatives with respect to ξ, η, respectively.
We apply Theorem 2.1 to the solution
u(ξ, η) = e−ξ
2/2Hn(ξ)e
η2/2Hn(iη),
of (15), and for C we take the positively oriented boundary of the rectangle |ξ| ≤ ξ1,
|η| ≤ η1, where |ξ0| < ξ1, |η0| < η1, so n+ = n− = 1. Then let ξ1 →∞ and note that the
integrals over the vertical sides converge to 0. The integrals over the horizontal sides of
the rectangle give the same contribution because the integrand changes sign when (ξ, η)
is replaced by (−ξ,−η). Therefore, we obtain, for η = η1 > |η0|,
2πu(ξ0, η0) =
∫ ∞
−∞
(v(ξ, η, ξ0, η0)∂2u(ξ, η)− u(ξ, η)∂2v(ξ, η, ξ0, η0))dξ. (19)
Set f(η) = fn(η, ξ0, η0) and g(η) = e
η2/2Hn(iη). Then (19) can be written as
2πu(ξ0, η0) = g
′(η)f(η)− g(η)f ′(η). (20)
By differentiating both sides of (20) with respect to η we see that f satisfies (17). Since
f(η) goes to 0 as η →∞, it follows that
f(η) = ce−η
2/2H−n−1(η),
where c is a constant. Going back to (20), we find that
2πu(ξ0, η0) = cW,
where W = in is the (constant) Wronskian of e−η
2/2H−n−1(η) and g(η). Therefore, if
η > |η0|, we obtain
fn(η, ξ0, η0) = 2π(−i)ne−ξ20/2Hn(ξ0)eη20/2Hn(iη0)e−η2/2H−n−1(η).
Using the well-known series expansion in terms of Hermite functions (Lebedev (1972)
[11, Theorem 2, page 71]), we obtain the following result.
Theorem 2.2. For ξ, η, ξ0, η0 ∈ R with η > |η0|,
K0(r(ξ, η, ξ0, η0)) =
√
πe(η
2
0
−ξ2
0
−η2−ξ2)/2
∞∑
n=0
(−i)n
2n−1n!
Hn(ξ)H−n−1(η)Hn(ξ0)Hn(iη0),
where r is defined by (14).
The special case ξ0 = η0 = 0 of Theorem 2.2 can be found in [11, Problem 7, page
298]. If we multiply each ξ, η, ξ0, η0 by
√
k then we obtain an expansion for K0(kr).
Inserting this expansion into (7) yields our final result.
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Theorem 2.3. Let x, x0 be points on R
3 with parabolic cylinder coordinates (ξ, η, z)
and (ξ0, η0, z0), respectively. If η≶ :=
min
max
{η, η0} then
1
‖x− x0‖ =
2√
π
∫ ∞
0
e−k/2(ξ
2+η2+ξ2
0
−η2
0
) cos k(z − z0)
×
∞∑
n=0
(−i)n
2n−1n!
Hn(
√
kξ)H−n−1(
√
kη>)Hn(
√
kξ0)Hn(i
√
kη<) dk,
where x 6= x0.
If we reverse the order of the infinite series and the definite integral in the above
expression we obtain
1
‖x− x0‖ =
2√
π
∞∑
n=0
(−i)n
2n−1n!
∫ ∞
0
e−k/2(ξ
2+η2+ξ2
0
−η2
0
)
×Hn(
√
kξ)H−n−1(
√
kη)Hn(
√
kξ0)Hn(i
√
kη0) cos k(z − z0) dk.
It would be interesting to know the value of the above definite integral.
3. Expansion of J0(kr) for parabolic cylinder coordinates
Transforming equation (6) to parabolic coordinates (12) we obtain
∂2u
∂ξ2
+
∂2u
∂η2
+ k2(ξ2 + η2)u = 0.
In order to simplify notation we will (temporarily) set k = 1
2
and ζ = iη with ζ real.
Thus we consider
∂2u
∂ξ2
− ∂
2u
∂ζ2
+
1
4
(ξ2 − ζ2)u = 0, ξ, ζ ∈ R. (21)
If u1(ξ) and u2(ζ) are solutions of the ordinary differential equation (11) for some λ then
u(ξ, ζ) = u1(ξ)u2(ζ) solves (21).
The function W1/2 from (5) transformed to (ξ, ζ) becomes
w(ξ, ζ, ξ0, ζ0) = J0
(
1
2
r˜(ξ, ζ, ξ0, ζ0)
)
, (22)
where r˜2 is a symmetric polynomial defined by
4r˜2 :=
[
(ξ − ξ0)2 − (ζ − ζ0)2
] [
(ξ + ξ0)
2 − (ζ + ζ0)2
]
= 8ξξ0ζζ0 + ξ
4 + ξ40 + ζ
4 + ζ40 − 2ξ20ζ2 − 2ξ20ζ20 − 2ζ2ζ20 − 2ξ2ξ20 − 2ξ2ζ2 − 2ξ2ζ20 ,
and J0 is the order zero Bessel function of the first kind (see (4)). For fixed ζ, ξ0, ζ0 ∈ R
consider the function f : R→ R defined by
f(ξ) := w(ξ, ζ, ξ0, ζ0). (23)
We wish to expand this function in terms of (modified) parabolic cylinder harmonics
according to a general expansion theorem that is derived in the following subsection.
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3.1. Spectral theory of (modified) parabolic cylinder harmonics – A singular
Sturm-Liouville problem
We discuss the Sturm-Liouville problem
− u′′ − 1
4
x2u = λu, −∞ < x <∞, (24)
involving the spectral parameter λ subject to
u ∈ L2(−∞,∞).
By replacing 1
4
x2 by −1
4
x2, we obtain the equation describing the harmonic oscillator
whose eigenfunctions (Hermite functions) and the corresponding spectral theory is well-
known. The spectral problem associated with (24) is far less known.
A discussion of differential equation (24) and its solutions can be found in [15] and
in section 8.2 of (24) Erde´lyi et al. (1982) [7] (see also Magnus (1941) [13]; Wells &
Spence (1945) [23]; Cherry (1948) [3]; Darwin (1949) [6]).
We will follow Chapter 9 in Coddington & Levinson (1955) [4]. First note that, by
[4, Corollary 2, page 231], equation (24) is in the limit-point case at x = ±∞. Therefore,
one can apply section 5 of Chapter 9 in [4].
For λ, x ∈ C we define the functions u1(λ, x), u2(λ, x) as the solutions of (24)
uniquely determined by the initial conditions
u1(λ, 0) = u
′
2(λ, 0) = 1, u
′
1(λ, 0) = u2(λ, 0) = 0.
These functions may be expressed in terms of Kummer’s function of the first kind (18)
u1(λ, x) = e
− i
4
x2M
(
1
4
+ i
2
λ, 1
2
, i
2
x2
)
, (25)
u2(λ, x) = e
−
i
4
x2xM
(
3
4
+ i
2
λ, 3
2
, i
2
x2
)
. (26)
For x > 0, the function
u3(λ, x) = e
−
i
4
x2U
(
1
4
+ i
2
λ, 1
2
, i
2
x2
)
(27)
=
√
π
Γ(3
4
+ i
2
λ)
u1(λ, x)− (1 + i)
√
π
Γ(1
4
+ i
2
λ)
u2(λ, x)
is another solution of (24). Here the Kummer function of the second kind U :
C×C× (C \ (−∞, 0])→ C can be defined as (see Olver et al. (2010) [17, (13.2.42)])
U(a, b, z) :=
Γ(1− b)
Γ(a− b+ 1)M(a, b, z) +
Γ(b− 1)
Γ(a)
z1−bM(a − b+ 1, 2− b, z).
Except when z = 0, each branch of U is entire in a and b. We assume that U(a, b, z)
has its principal value. The asymptotic behavior of the Kummer function of the second
kind [17, (13.2.6)] shows that u3(λ, ·) ∈ L2(0,∞) provided that ℑλ < 0. Since (24) is
in the limit-point case at +∞, u3 is the only solution with this property except for a
constant factor. The Titchmarsh-Weyl functions m±∞(λ), ℑλ 6= 0, are defined by the
property that u1(λ, x) +m±∞(λ)u2(λ, x) is square-integrable at x = ±∞. Therefore,
m∞(λ) =


−(1 + i)Γ(
3
4
+ i
2
λ)
Γ(1
4
+ i
2
λ)
if ℑλ < 0,
−(1− i)Γ(
3
4
− i
2
λ)
Γ(1
4
− i
2
λ)
if ℑλ > 0.
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By symmetry, we have
m−∞(λ) = −m∞(λ).
Using the notation of [4, Theorem 5.1, page 251], on obtains
M11(λ) =
−1
2m∞(λ)
, M12 = M21 = 0, M22(λ) =
m∞(λ)
2
.
Now using [4, page 250, last line], we find that, for λ ∈ R,
ρ′1(λ) := ρ
′
11(λ) =
1
π
lim
ǫ→0+
ℑ (M11(λ+ iǫ)) = e
pi
2
λ
4
√
2π2
∣∣Γ(1
4
+ i
2
λ)
∣∣2 ,
since [17, (5.4.5)]
Γ(1
4
+ iy)Γ(3
4
− iy) = π
√
2
cosh(πy) + i sinh(πy)
.
Moreover, ρ12(λ) = ρ21(λ) = 0 and
ρ′2(λ) := ρ
′
22(λ) =
1
π
lim
ǫ→0+
ℑ (M22(λ+ iǫ)) = e
pi
2
λ
2
√
2π2
∣∣Γ(3
4
+ i
2
λ)
∣∣2 .
Since the ρ-functions are real-analytic functions (with no jumps), we see that the
spectrum of (24) is the whole real line R and there are no eigenvalues. The latter also
follows from the known asymptotic behavior of the solutions of (24) (see [17, Chapter
12]).
Using a variant of Stirling’s formula (see (5.11.9) in Olver et al. (2010) [17])
|Γ(x+ iy)| ∼
√
2π|y|x−1/2e−π|y|/2 as x, y ∈ R, |y| → ∞, (28)
we can determine the asymptotic behavior of ρ′j , namely
ρ′1(λ) ∼
1
2π
|λ|−1/2eπ(λ−|λ|)/2 as |λ| → ∞, (29)
ρ′2(λ) ∼
1
2π
|λ|1/2eπ(λ−|λ|)/2 as |λ| → ∞. (30)
Applying [4, Theorem 5.2, page 251] to the analysis above, we obtain the following
result on the spectral resolution associated with equation (24).
Theorem 3.1. For a given function f ∈ L2(R), form the functions
gj(λ) =
∫ ∞
−∞
uj(λ, x)f(x) dx, j = 1, 2, λ ∈ R. (31)
Then
gj ∈ L2(R, ρj), j = 1, 2,
or, equivalently,∫ ∞
−∞
|gj(λ)|2ρ′j(λ) dλ <∞, j = 1, 2.
The function f can be represented in the form
f(x) =
2∑
j=1
∫ ∞
−∞
uj(λ, x)gj(λ)ρ
′
j(λ) dλ. (32)
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Moreover, we have Parseval’s equation∫ ∞
−∞
|f(x)|2 dx =
2∑
j=1
∫ ∞
−∞
|gj(λ)|2ρ′j(λ) dλ.
Equations (31), (32) establish a one-to-one correspondence between f and (g1, g2).
The integrals appearing in (31), (32) have to be interpreted in the L2-sense. For instance,
(31) means that∫ n
−n
uj(λ, x)f(x)dx
converges to gj(λ) in L
2(R, ρj) as n→∞. Of course, if∫ ∞
−∞
|uj(λ, x)f(x)| dx <∞ for every λ ∈ R,
then (31) is also true pointwise.
3.2. Applying the spectral theory to the expansion of J0(kr) in parabolic cylinder
coordinates
Since f(ξ) = O(|ξ|−1) in (23) as |ξ| → ∞, we have that f ∈ L2(R). Therefore, we can
expand f using Theorem 3.1, according to (32). For λ ∈ R, we form the integrals
gj(λ, ζ, ξ0, ζ0) =
∫ ∞
−∞
w(ξ, ζ, ξ0, ζ0)uj(λ, ξ) dξ, j = 1, 2. (33)
These are absolutely convergent integrals because f(ξ) = O(|ξ|−1) and uj(λ, ξ) =
O(|ξ|−1/2) as |ξ| → ∞.
Since w(ξ, ζ, ξ0, ζ0) from (22) solves (21) for fixed (ξ0, ζ0), and uj(λ, ξ) from (25),
(26) solves (24), it follows from differentiation under the integral sign followed by
integration by parts (see for instance Scha¨fke (1963) [18, Satz 8, page 26]) that gj
solves (24) as a function of ζ . Since the function w is symmetric in its four variables,
it is also true that gj solves (24) as function of ξ0 for fixed ζ0, ζ and as function of
ζ0 for fixed ξ0, ζ . From these properties of gj it follows easily that there are functions
cjkℓm : R→ R with j, k, ℓ,m = 1, 2, depending on λ but not on ζ, ξ0, ζ0 such that
gj(λ, ζ, ξ0, ζ0) =
2∑
k,ℓ,m=1
cjkℓm(λ)uk(λ, ζ)uℓ(λ, ξ0)um(λ, ζ0). (34)
This formula holds for all λ, ζ, ξ0, ζ0 ∈ R. Substituting ζ = ξ0 = ζ0 = 0 in (33), (34), we
obtain
cj111(λ) =
∫ ∞
−∞
J0(
1
4
ξ2)uj(λ, ξ) dξ.
If j = 2, we integrate over an odd function, so c2111(λ) = 0. By differentiating (34) with
respect to ζ and/or ξ0 and/or ζ0 and then substituting ζ = ξ0 = ζ0 = 0 we find (after
some calculations)
cjkℓm(λ) =


c1(λ) if j = k = ℓ = m = 1,
c2(λ) if j = k = ℓ = m = 2,
0 otherwise.
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Here cj : R→ R for j = 1, 2 is given by (see Appendix A)
c1(λ) :=
∫ ∞
−∞
J0(
1
4
ξ2)u1(λ, ξ) dξ =
2
√
2πe−πλ/2
cosh(πλ)|Γ (3
4
+ iλ
2
) |2 , (35)
c2(λ) := −
∫ ∞
−∞
ξ−1J1(
1
4
ξ2)u2(λ, ξ) dξ =
−4√2πe−πλ/2
cosh(πλ)|Γ (1
4
+ iλ
2
) |2 . (36)
According to (32),
w(ξ, ζ, ξ0, ζ0) =
2∑
j=1
∫ ∞
−∞
cj(λ)ρ
′
j(λ)uj(λ, ξ)uj(λ, ζ)uj(λ, ξ0)uj(λ, ζ0)dλ. (37)
Note that
c1(λ)ρ
′
1(λ) =
1
2π cosh(πλ)
∣∣∣∣∣Γ
(
1
4
+ iλ
2
)
Γ
(
3
4
+ iλ
2
)
∣∣∣∣∣
2
=
1
4π3
∣∣Γ (1
4
+ iλ
2
)∣∣4 , (38)
c2(λ)ρ
′
2(λ) = −
2
π cosh(πλ)
∣∣∣∣∣Γ
(
3
4
+ iλ
2
)
Γ
(
1
4
+ iλ
2
)
∣∣∣∣∣
2
=
−1
π3
∣∣Γ (3
4
+ iλ
2
)∣∣4 , (39)
where we used [17, (5.4.4), (5.5.5)]. It follows from (28) that
c1(λ)ρ
′
1(λ) ∼
1
π|λ| cosh(πλ) as |λ| → ∞, (40)
c2(λ)ρ
′
2(λ) ∼ −
|λ|
π cosh(πλ)
as |λ| → ∞. (41)
It is known (see Atkinson (1964), [1, (8.2.5)]) that, for fixed x ∈ C, there is a constant
C such that uj(λ, x) = O(e
C|λ|1/2). It follows from (40), (41), that the integrands in (37)
decay exponentially and therefore the corresponding integrals are absolutely convergent.
By the identity theorem for analytic functions we see that equation (37) is true for all
ξ, ζ, ξ0, ζ0 ∈ C.
After setting ζ = iη and ζ0 = iη0 in (37), one obtains the following result.
Theorem 3.2. Let ξ, η, ξ0, η0 ∈ R. Then
J0
(
1
2
r(ξ, η, ξ0, η0)
)
=
2∑
j=1
∫ ∞
−∞
cj(λ)ρ
′
j(λ)uj(λ, ξ)uj(λ, iη)uj(λ, ξ0)uj(λ, iη0) dλ,
where r is given by (14) and cj(λ)ρ
′
j(λ) is given by (38), (39).
In the special case ξ0 = η0 = 0 (or correspondingly ξ = η = 0), Theorem 3.2 can be
found in Buchholz (1953) [2, (16), page 175]. Of course, if we multiply each ξ, η, ξ0, η0 by√
2k we get the expansion of J0(k r(ξ, η, ξ0, η0)). This leads to the J0(kr) expansion of a
fundamental solution for the three-dimensional Laplace equation in parabolic cylindrical
coordinates.
Eigenfunction expansions in parabolic and elliptic cylinder coordinates 11
Theorem 3.3. Let x, x0 be points on R
3 with parabolic coordinates (ξ, η, z) and
(ξ0, η0, z0), respectively, Then
1
‖x− x0‖ =
2∑
j=1
∫ ∞
0
∫ ∞
−∞
cj(λ)ρ
′
j(λ)
× uj(λ, 2
√
kξ)uj(λ, 2i
√
kη)uj(λ, 2
√
kξ0)uj(λ, 2i
√
kη0)e
−k|z−z0| dλ dk.
3.3. The Riemann method of integration
The function w(ξ, ζ, ξ0, ζ0) (as a function of (ξ, ζ)) is a solution of the partial differential
equation (21) and it satisfies the condition w(ξ, ζ, ξ0, ζ0) = 1 if ξ − ξ0 = ±(ζ − ζ0). This
shows that w is the Riemann function of (21); for instance, see Garabedian (1986) [8].
The Riemann method of integration applied to the partial differential equation (21)
as in Volkmer (1980) [19] gives, for all ζ, ξ0, ζ0 ∈ R,
2u(ξ0, ζ0) = u(ζ − ζ0 + ξ0, ζ) + u(−ζ + ζ0 + ξ0, ζ) (42)∫ ζ−ζ0+ξ0
−ζ+ζ0+ξ0
[w(ξ, ζ, ξ0, ζ0)∂2u(ξ, ζ)− ∂2w(ξ, ζ, ξ0, ζ0)u(ξ, ζ)] dξ,
where u ∈ C2(R2) is a solution of (21). This formula for ξ0 = ζ = 0 and u(ξ, ζ) =
u1(λ, ξ)u2(λ, ζ) with u1, u2 from (25), (26) (after replacing ζ0 by ζ), implies that∫ ζ
−ζ
J0(
1
4
(ξ2 − ζ2))u1(λ, ξ) dξ = 2u2(λ, ζ). (43)
This equation allows us to transform the even solution u1 into the odd solution u2 of
equation (24). One can prove (43) directly by denoting the left-hand side of (43) by
f(ζ) and then showing that f is an odd solution of (24) with f ′(0) = 2.
By differentiating (42) first with respect to ξ0, ζ0, and using w1 = u2, w2 = u1, we
obtain (after a lengthy calculation) that∫ ζ
−ζ
ξζ
ξ2 − ζ2J1(
1
4
(ξ2 − ζ2))u2(λ, ξ) dξ = 2u1(λ, ζ)− 2u′2(λ, ζ).
This formula can also be proved directly.
Let h : R2 → R be the function defined by
h(ξ, ζ) :=
{
J0
(
1
4
(ξ2 − ζ2)) if |ξ| < |ζ |,
0 otherwise.
For fixed ζ this is an even function in L2(R) which can be expanded according to
Theorem 3.1 (without knowing cj(λ)), so that
sign(ζ)h(ξ, ζ) = 2
∫ ∞
−∞
u1(λ, ξ)u2(λ, ζ)ρ
′
1(λ) dλ.
If ξ = 0, we obtain
sign(ζ)J0(
1
4
ζ2) = 2
∫ ∞
−∞
u2(λ, ζ)ρ
′
1(λ) dλ.
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By Theorem 3.1, this formulas allows us to conclude∫ ∞
0
J0(
1
4
ζ2)u2(λ, ζ) dζ =
ρ′1(λ)
ρ′2(λ)
,
and this is in agreement with (A.5).
4. Expansion of J0(kr) for elliptic cylinder coordinates
Consider equation (6) for k > 0 and elliptic coordinates on the plane
x = c cosh ξ cos η, y = c sinh ξ sin η, (44)
where ξ ∈ [0,∞), η ∈ R, and c > 0. Transforming u(ξ, η) = U(x, y) we obtain
∂2u
∂ξ2
+
∂2u
∂η2
+ k2c2(cosh2 ξ − cos2 η)u = 0. (45)
Separating variables u(ξ, η) = u1(ξ)u2(η), leads to
− u′′1(ξ) + (λ− 2q cosh 2ξ)u1(ξ) = 0, (46)
u′′2(η) + (λ− 2q cos 2η)u2(η) = 0, (47)
where q = 1
4
c2k2 > 0.
For q ∈ R, Mathieu’s equation (47) is a Hill’s differential equation with period π;
see [17] or [14]. Here q is positive but in the next section q will be negative. As a Hill’s
equation, Mathieu’s equation (47) admits nontrivial 2π-periodic solutions if and only
if λ is equal to one of its eigenvalues an(q), n ∈ N0 or bn(q), n ∈ N. If λ = an(q),
then Mathieu’s equation has an even 2π-periodic solution cen(η, q), and if λ = bn(q)
then Mathieu’s equation has an odd 2π-periodic solution sen(η, q). These functions are
normalized according to∫ 2π
0
ce2n(η, q) dη =
∫ 2π
0
se2n(η, q) dη = π.
Moreover,
cen(η + π, q) = (−1)nce(η, q), sen(η + π, q) = (−1)nse(η, q).
Note that all solutions of Mathieu’s equation are entire functions of η.
For these 2π-periodic solutions of the Mathieu equation, we have the following
expansion theorem.
Theorem 4.1. Let f(z) be a 2π-periodic function that is analytic in an open doubly-
infinite strip S that contains the real axis. Then
f(z) = α0ce0(z, q) +
∞∑
n=1
(αncen(z, q) + βnsen(z, q)), (48)
where
αn =
1
π
∫ π
−π
f(x)cen(x, q) dx, βn =
1
π
∫ π
−π
f(x)sen(x, q) dx.
The series (48) converges absolutely and uniformly on any compact subset of the strip
S.
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Let (x0, y0) and (x, y) be points on R
2 with distance r. Let (x0, y0), (x, y) have
elliptic coordinates (ξ0, η0) and (ξ, η), respectively. Then
r2 = c2
[
(cosh ξ cos η − cosh ξ0 cos η0)2 + (sinh ξ sin η − sinh ξ0 sin η0)2
]
. (49)
Clearly, J0(kr) as a function of (ξ, η) solves (45). We substitute ζ = iξ and ζ0 = iξ0.
Then (45) changes to
∂2u
∂ζ2
− ∂
2u
∂η2
+ k2c2(cos2 η − cos2 ζ)u = 0, (50)
and J0(kr) is transformed to
w(ζ, η, ζ0, η0) = J0(kr˜),
where
r˜2 = c2[(cos ζ cos η − cos ζ0 cos η0)2 − (sin ζ sin η − sin ζ0 sin η0)2]
= c2(cos(ζ − η)− cos(ζ0 − η0))(cos(ζ + η)− cos(ζ0 + η0)).
The function w(ζ, η, ζ0, η0) is an analytic function on C
4 and it solves equation (50)
as a function of (ζ, η). It is the Riemann function of this differential equation because
w(ζ, η, ζ0, η0) = 1 if ζ−ζ0 = ±(η−η0). For fixed η, ζ0, η0 we wish to expand the function
ζ 7→ w(ζ, η, ζ0, η0) in a series of Mathieu functions according to Theorem 4.1. To this
end we have to evaluate the integral∫ π
−π
w(ζ, η, ζ0, η0)cen(ζ, q) dζ,
and a similar integral with cen replaced by sen. Using Riemann’s method of integration
applied to a pentagonal curve, it has been shown in [20] that∫ π
−π
w(ζ, η, ζ0, η0)cen(ζ, q) dζ = µn(q)cen(η, q)cen(ζ0, q)cen(η0, q), (51)∫ π
−π
w(ζ, η, ζ0, η0)sen(ζ, q) dζ = νn(q)sen(η, q)sen(ζ0, q)sen(η0, q). (52)
There do not exist explicit formulas for the quantities µn(q) and νn(q) but they can
be determined as follows. Mathieu’s equation (47) with λ = an(q), n ∈ N0, has the
solution u1(η) = cen(η, q). We choose a second linear independent solution u2(η). Then
there is σ such that
u2(η + π) = σu1(η) + (−1)nu2(η)
and
µn(q) =
2(−1)nσ
W [u1, u2]
, (53)
where W [u1, u2] denotes the Wronskian of u1 and u2. Similarly, Mathieu’s equation (47)
with λ = bn(q), n ∈ N, has the solution u3(η) = sen(η, q). We choose a second linear
independent solution u4(η). Then there is τ such that
u4(η + π) = τu3(η) + (−1)nu4(η)
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and
νn(q) =
2(−1)nτ
W [u3, u4]
. (54)
Now applying Theorem 4.1 and substituting ζ = iξ, ζ0 = iξ0, we obtain the following
result.
Theorem 4.2. Let ξ, η, ξ0, η0 ∈ C, and let k > 0, c > 0, q = 14c2k2. Then
J0(kr) =
1
π
∞∑
n=0
µn(q)cen(iξ, q)cen(η, q)cen(iξ0, q)cen(η0, q)
+
1
π
∞∑
n=1
νn(q)sen(iξ, q)sen(η, q)sen(iξ0, q)sen(η0, q),
where r is given by (49).
Theorem 4.2 agrees with expansion (23) (for j = 1 and ν = 0), section 2.66 in
Meixner & Scha¨fke [14], who have a slightly different notation. They use men(z, q),
n ∈ Z, where
men(z, q) :=
√
2cen(z, q) if n ∈ N0,
me−n(z, q) := −
√
2isen(z, q) if n ∈ N.
Moreover, the coefficients µn(q) and νn(q) are represented in a different form. The proof
of Theorem 4.2 based on Riemann’s method of integration appears to be new.
We now use (3) to obtain our final result in this section.
Theorem 4.3. Let x, x0 be points on R
3 with elliptic cylinder coordinates (ξ, η, z) and
(ξ0, η0, z0), respectively. Then
1
‖x− x0‖ =
1
π
∞∑
n=0
∫ ∞
0
µn(q)cen(iξ, q)cen(η, q)cen(iξ0, q)cen(η0, q)e
−k|z−z0| dk
+
1
π
∞∑
n=1
∫ ∞
0
νn(q)sen(iξ, q)sen(η, q)sen(iξ0, q)sen(η0, q)e
−k|z−z0| dk,
where q = 1
4
c2k2.
5. Expansion of K0(kr) for elliptic cylinder coordinates
Consider equation (10) for k > 0. Transforming to elliptic coordinates (44), we obtain
∂2u
∂ξ2
+
∂2u
∂η2
− k2c2(cosh2 ξ − cos2 η)u = 0. (55)
Separating variables u(ξ, η) = u1(ξ)u2(η), leads again to (46), (47) but now q = −14c2k2
is negative.
We will need the following solutions of the modified Mathieu equation (46) when
q < 0; see [17, §28.20]. Set q = −h2 with h > 0. For n ∈ N0, Ien(ξ, h) is the even
solution of (46) with λ = an(q) with asymptotic behavior
Ien(ξ, h) ∼ In(2h cosh ξ) as ξ → +∞,
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while Ken(ξ, h) is the recessive solution determined by
Ken(ξ, h) ∼ Kn(2h cosh ξ) as ξ → +∞,
where In(z) := i
−nJn(iz) and Kn(z) are the modified Bessel functions of the first [17,
(10.27.6)] and second kinds respectively, with integer order n (see (4), (8)). Similarly,
for n ∈ N, Ion(ξ, h) is the odd solution of (46) with λ = bn(q) with asymptotic behavior
Ion(ξ, h) ∼ In(2h cosh ξ) as ξ → +∞,
while Kon(ξ, h) is the recessive solution determined by
Kon(ξ, h) ∼ Kn(2h cosh ξ) as ξ → +∞.
For fixed ξ, ξ0, η0 ∈ R we wish to expand the function
v(ξ, η, ξ0, η0) := K0(kr(ξ, η, ξ0, η0))
with r given by (49) into a series of periodic Mathieu functions according to Theorem
4.1. The corresponding integrals appearing in the expansion will be computed based on
the observation that (ξ, η) 7→ v(ξ, η, ξ0, η0) is a fundamental solution of (55). In fact, it
is a solution of (55) and it has logarithmic singularities at the points ±(ξ0, η0 + 2mπ),
where m is any integer. Arguing as in Volkmer (1984) [21, Theorem 1.11], we have the
following representation theorem for a solution of (55).
Theorem 5.1. Let u ∈ C2(R2) be a solution of (55). Let (ξ0, η0) ∈ R2, and
let C be a a closed rectifiable curve on R2 which does not pass through any of the
points ±(ξ0, η0 + 2mπ), m ∈ Z. Let n±m be the winding number of C with respect to
±(ξ0, η0 + 2mπ). Then we have
2π
∑
m
[
n+mu(ξ0, η0 + 2mπ) + n
−
mu(−ξ0,−η0 − 2mπ))
]
=
∫
C
(u∂2v − v∂2u) dξ + (v∂1u− u∂1v) dη,
where ∂1, ∂2 denote partial derivatives with respect to ξ, η, respectively.
In Theorem 5.1 we choose
u(ξ, η) = u1(ξ)u2(η),
where
u1(ξ) = Ken(ξ, h), u2(η) = cen(η, q).
Let ξ0 > 0 and η0 ∈ R. We take the curve C to be the positively oriented boundary
of the rectangle ξ1 ≤ ξ ≤ ξ2, η0 − π ≤ η ≤ η0 + π, where |ξ1| < ξ0 < ξ2. Consider
the line integral
∫
C
in Theorem 5.1. Since u2 has period 2π, the line integrals along the
horizontal segments of C cancel each other. When ξ2 → +∞ the asymptotic behavior
of u1(ξ) shows that the integral along the right-hand vertical segment of C tends to 0
as ξ2 → +∞. Therefore, setting
f(ξ) =
∫ π
−π
v(ξ, η, ξ0, η0)u2(η) dη =
∫ η0+π
η0−π
v(ξ, η, ξ0, η0)u2(η) dη
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for |ξ| < ξ0, one obtains
2πu1(ξ0)u2(η0) = u1(ξ)f
′(ξ)− u′1(ξ)f(ξ). (56)
We now argue as in section 2. By differentiating (56) with respect to ξ, we find that
f(ξ) satisfies the modified Mathieu equation (46). It is easy to see that f(ξ) is an even
function, so f(ξ) = cu3(ξ), where u3(ξ) = Ien(ξ, h) and c is a constant. Then (56)
implies that
2πu1(ξ0)u2(η0) = cW [u1, u3].
Since W [u1, u3] = 1,
1
π
∫ π
−π
v(ξ, η, ξ0, η0)u2(η) dη = 2u1(ξ0)u2(η0)u3(ξ) if |ξ| < ξ0. (57)
By the same reasoning, we see that (57) is also true when u1(ξ) = Kon(ξ, h), u2(η) =
sen(η, q), u3(ξ) = Ion(ξ, h).
Expanding the function η 7→ v(ξ, η, ξ0, η0) according to Theorem 4.1, the following
result is obtained.
Theorem 5.2. Let ξ, η, ξ0, η0 ∈ R such that |ξ| < ξ0, and let k > 0, c > 0, q = −14c2k2,
h = 1
2
ck. Then
K0(kr) = 2
∞∑
n=0
Ien(ξ, h)cen(η, q)Ken(ξ0, h)cen(η0, q)
+ 2
∞∑
n=1
Ion(ξ, h)sen(η, q)Kon(ξ0, h)sen(η0, q),
where r is given by (49).
Theorem 5.2 agrees with Meixner & Scha¨fke (1954) [14, section 2.66] although our
notation and proof are different.
Inserting this result in (7), we obtain our final result.
Theorem 5.3. Let x, x0 be points on R
3 with elliptic cylinder coordinates (ξ, η, z) and
(ξ0, η0, z0), respectively. If ξ≶ :=
min
max
{ξ, ξ0} then
1
‖x− x0‖ =
4
π
∞∑
n=0
∫ ∞
0
Ien(ξ<, h)cen(η, q)Ken(ξ>, h)cen(η0, q) cos k(z − z0) dk
+
4
π
∞∑
n=1
∫ ∞
0
Ion(ξ<, h)sen(η, q)Kon(ξ>, h)sen(η0, q) cos k(z − z0) dk,
where q = −1
4
c2k2, h = 1
2
ck, and x 6= x0.
Appendix A. Integrals for the (modified) parabolic cylinder harmonics
expansion of J0(kr)
The following formulas are valid for ℑλ < 0 :
I1 :=
∫ ∞
0
J0
(
1
4
ξ2
)
u3(λ, ξ) dξ =
1
2
√
π(1− i)G1
G22
, (A.1)
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I2 :=
∫ ∞
0
ξ−1J1
(
1
4
ξ2
)
u3(λ, ξ) dξ = −
√
π
(
λ
1
G2
+ 2i
G2
G21
)
, (A.2)
where
G1 = G1(λ) = Γ
(
1
4
+ i
2
λ
)
,
G2 = G2(λ) = Γ
(
3
4
+ i
2
λ
)
.
We believe that these integrals may be known but do not have a reference. We will
derive (A.2). In (27) we use the integral representation [17, (13.4.4)]
Γ(a)U(a, b, z) =
∫ ∞
0
e−ztta−1(1 + t)b−a−1 dt, ℜz,ℜa > 0.
Substituting 4s = ξ2 and changing the order of integration, one obtains
I2 =
1
2G1
∫ ∞
0
t−
3
4
+ i
2
λ(1 + t)−
3
4
− i
2
λ
∫ ∞
0
s−1J1(s)e
−is(2t+1) ds dt. (A.3)
From [22, page 405], we have, for t > 0,∫ ∞
0
s−1J1(s) cos(s(2t+ 1)) ds = 0,∫ ∞
0
s−1J1(s) sin(s(2t+ 1)) ds = t + (t+ 1)− 2
√
t
√
t+ 1.
Substituting these formulas in (A.3), we can evaluate I2 using three times the formula
for the beta function [17, (5.12.3)]
B(z, w) =
Γ(z)Γ(w)
Γ(z + w)
=
∫ ∞
0
tz−1(1 + t)−z−w dt, ℜz,ℜw > 0.
This gives (A.2).
The proof of (A.1) is similar, but in (27) one should first use [17, (13.2.40)]
U(a, b, z) = z1−bU(1 + a− b, 2− b, z).
The formulas (A.1), (A.2) remain valid for real λ. By separating real and imaginary
parts, we obtain for λ ∈ R,∫ ∞
0
J0(
1
4
ξ2)u1(λ, ξ) dξ =
ℜ(G1G2) + ℑ(G1G2)
|G2|2 , (A.4)∫ ∞
0
J0(
1
4
ξ2)u2(λ, ξ) dξ =
1
2
∣∣∣∣G1G2
∣∣∣∣
2
, (A.5)
∫ ∞
0
ξ−1J1(
1
4
ξ2)u1(λ, ξ) dξ = 2
∣∣∣∣G2G1
∣∣∣∣
2
− λ, (A.6)∫ ∞
0
ξ−1J1(
1
4
ξ2)u2(λ, ξ) dξ = 2
ℜ(G1G2) + ℑ(G1G2)
|G1|2 , . (A.7)
We may use
ℜ(G1G2) + ℑ(G1G2) = π
√
2e−
1
2
πλ
cosh(πλ)
.
Formulas (A.4), (A.7) give us the integrals (35), (36) noting that we integrate even
functions in (35), (36).
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