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ABSTRACT 
The main result of this paper is that every divisible matrix group with elements 
having positive spectra only is triangularizable. Such a group F? is mapped into a Lie 
algebra Y generated by real logarithms of the elements of 59. It is shown that 
commutators of Y are nilpotent and thus Y is triangulariza ble by the Engel-Jacobson 
theorem. Since the logarithmic representation preserv es invariant subspaces, the group 
3 itself is triangularizable. In particular , every divisible matrix group whose elements 
are all similar to positive matri ces is commutative and therefore similar to a group of 
positive matrices. A con struction of the irreducible matrix groups with positive trace is 
given. Exampl es are presented to show that the divisibility condition cannot be 
dropped and that semigroups cannot replace groups even in the presence of divisibility. 
1. INTRODUCTION 
We start with some definitions and notational remarks. By an operator is 
meant any linear mapping acting on a finite-dimensional vector space V’ over a 
field of real or complex numbers. By a positive operator we mean a self- 
adjoint operator with positive spectrum, acting on a Hilbert space 2. 
The (complex) spectrum of an operator A is denoted by u(A). 
A set of Y of operators acting on the n-dimensional vector space 9’ will 
be called 
(a) reducible if there exists a proper nontrivial subspace of V, invariant for 
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all members of 9’; 
(b) triangularizable if there exists a basis of the underlying vector space Y 
relative to which all the members of Y have upper triangular matrices; 
(c) diokible if for every A E Y there exists a B E Y such that B2 = A; 
(d) exponentially invariant if e*Be-* belongs to 9’ for every A and B 
in 9. 
Fix a divisible group 9 of operators with positive spectra acting on the 
n-dimensional vector space Y’. It is not difficult to see that in this case the 
square root given in (c) is determined uniquely and may be computed by 
means of the usual functional calculus for operators. 
Note also that this condition implies the existence and uniqueness in 9 of 
all powers Xa, where X E Y and t is a binary quotient, i.e. an integer divided 
by a power of 2. With no loss of generality we may assume that 9 is relatively 
closed in the group Y ‘( 9’) of all invertible operators on the space V’. If this 
were not so, we could join to 9 all the invertible limits of its elements. 
Observe that the members of the group so extended would still have positive 
spectra (by continuity of u) and that the reducibility (and likewise the 
triangularizability) of the original group implies that of the extended group 
(and vice versa). 
2. THE LOGARITHMIC REPRESENTATION 
In this section let 3 be a divisible group of operators with positive spectra 
acting on Y’, such that 9 is relatively closed in Y’(V). Since binary 
quotients form a dense subset of real numbers, the group 9 contains all real 
powers of its elements, i.e., for every A E 3 and t l R we have that Ate 9. 
Observe that Af is unambiguously determined by A, t, and the fact that it has 
positive spectrum; actually, we may compute it by the means of functional 
calculus for operators as above. A real logarithm may similarly be defined on 
9 using the same calculus again, but the result may not be in the group, of 
course. For any operator A with strictly positive spectrum we have 
where p = max(sI sEu(A)}. 
The following properties of the logarithms will be needed in the sequel: 
(i) At = et’%* = CTzo tk 
(log A)k 
k, for tERand AE Y. 
(ii) log( sA) = log s + log A ‘for s E R+ and A E 9. 
(iii) log At = t log A for tER and AE Y. 
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(iv) a(log A) = log u(A) for AE 9. 
(v) logfQAQ-l) = Q(h A)Q-’ for AE 9 and QE~~(‘Y). 
(vi) lim fl_O log( n Et/B)” = log A + log B. 
(vii) lim n-ta, log( n fi v w)n2 = log A log B - log B log A. 
Most of these properties are both well known and easy to verify. For 
instance, property (vi) may be obtained from (i) using the simple observation 
that 
KKm=1+ 
log A + log I? 
n 
and some straightforward computation. Relations (vi) and (vii) may also be 
viewed as simple consequences of the Campbell-Baker-Hausdorff formula [3, 
51. 
The bijection @ : Y+ Y= log( 9), defined by a( A) = log A, will be 
called the logarithmic representation of 9. For any X, YE 2 we denote the 
usual nonassociative Lie product by [X, Y] = XY - YX. Recall that Y is 
called a (real) Lie algebra when it is a (real) vector space closed under the Lie 
product. 
THEOREM 1. The set Y= log( 9) is a real, exponentially invariant Lie 
algebra, with elements all having real spectra. 
Proof Properties (iii) and (vi) imply that Y is a real vector space. The 
fact that Y is closed under the Lie product is an obvious consequence of (vii). 
Property (iv) implies that all the elements of the Lie algebra Y have real 
spectra, while (v) forces 9 to be exponentially invariant. n 
Since a logarithmic representation clearly preserves the invariant 
subspaces in both directions, the Lie algebra y is reducible (respec- 
tively, triangularizable) if and only if the group 9 is reducible (respectively, 
triangularizable) . 
In the next section we show that every exponentially invariant Lie algebra 
the elements of which have real spectra only, is triangularizable. 
3. TRIANGULARIZATION OF THE LIE ALGEBRA 
Let us start with a simple lemma which will be used to establish 
a nontrivial trace identity for any exponentially invariant vector space of 
operators, the elements of which have real spectra exclusively. 
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LEMMA 2. Let Q be an invertible operator with positive spectrum, and let 
X and Y be arbitrary linear operators on the n-dimensional vector space V. 
Then the trace of the product QkXQ- kY is bounded for all integers k $and only 
if it is constant for all real exponents. 
Proof. Write Q as a product Q = D( I + N,), where D is a diagonaliz- 
able operator, N, a nilpotent operator, and DN,= N,D. An analogous 
notation may be introduced for the inverse of the operator Q, namely Q- ’ = 
D-‘( Z + N_). Here, N_ is again a nilpotent operator commuting with both 
N, and D. 
Let t be any real number. From the identities 
Q” = D’( Z + N,)’ and Q-” = D-“( I + N_)“, 
it follows that 
tr(QtXQetY) = tr[ DtXDpt( Z + N_)‘Y( Z + N,)~] . 
Since for any nilpotent operator N the operator log( Z + N) is also nilpo- 
tent, the operator (I + N)t is a polynomial in t with operator coefficients, of 
degree strictly less than n = dim ?“. Therefore 
P(t) = (I + N_)tY(Z + N+)t 
is also a polynomial in t with operator coeffkients, of degree strictly less than 
2n - 1. 
Let us now compute the trace of the above product in a basis in which D 
is a diagonal matrix. Denote by Xi the diagonal entries of D, by [ xik]y k= 1 the 
matrix of X, and by [ pjk( t)]tkrl the matrix of P(t). Then 
tr(Q’XQ-‘Y) = tr[ DfXDWtP(t)] = i gl : fPli(t)xik. 
’ 0 
The sum of the coefficients over indices i, k such that Xi&’ is any 
constant different from 1 must be equal to zero; otherwise the above expres- 
sion would increase without bound as t -+ f Q), contradicting the assumption 
that the trace is bounded for all integral powers of Q. Consequently, 
tr( Q"XQ-'Y) = i gl Pk+) Xik. 
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The result now follows from the fact that the only bounded polynomial is a 
constant: hence 
tr( Q”XQ-‘Y) = tr( XY) for all teR. n 
PROPOSITION 3. Let Y be any exponentially inuariant (real) uector space 
of operators such that all of its elements have real spectra exclusively. Then 
tr( ZXY) = tr( ZYX) forevery X,Y,ZEy. 
Proof. If an operator X has real spectrum, then tr( X ‘) > 0. Using the 
linear structure of the vector space 9, we have thus 
tr[ (X + cxY)‘] > 0 
for any (Y E R, and for all X, YE Y. This yields that the discriminant of the 
quadratic polynomial 
tr(Y2)cP+2tr(XY)cr+tr(X2) 20 
must be nonpositive; hence 
]tr(XY)] Q Jtr(X2)tr(Y2). 
Choose arbitrary operator Z E 9, and let Q denote its exponent, i.e. 
Q = ez. The exponential invariance of 9 implies that the product Q’XQ-’ 
belongs to Y for any t E R. The right-hand side of the last inequality above 
does not change if X is replaced by Q’XQ-‘. Thus, Lemma 2 implies that the 
left-hand side is constant as well, so that 
tr( Q’XQ-‘Y) = tr( XY). 
Expand the functions Q” = etz and Qmt = eWfz in their power series, and 
rearrange the product on the left-hand side of the above equation by increas- 
ing powers of t. The coefficients at t k for k > 0 must all be equal to zero. 
Apply this fact to the linear term (k = 1) in order to get the required identity 
tr(ZXY - XZY) = tr(ZXY - ZYX) = 0. a 
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COROLLARY 4. The (additive) commutators of an exponentially invariant 
Lie algebra Y the elements of which have real spectra, are nilpotent. 
Proof. Apply Proposition 3 to any X and Y from Y, and to Z = [X, Y] 
to get 
tr( [ x, Yy) = 0. 
If an operator has real spectrum and its square has zero trace, it must be 
nilpotent. n 
Let us recall a characterization of triangularizability of the sets of operators 
closed under the Lie products which is an immediate consequence of the 
Engel-Jacobson theorem [6]: 
Let Y be a set of arbitrary operators that is closed under the Lie products. 
Then Y is triangularizable if and only if [ X, Y ] is nilpotent for all X, YE 9. 
Corollary 4 states that any exponentially invariant Lie algebra Y all of 
whose elements have real spectra satisfies the above condition for triangulariz- 
ability. Therefore we have the following result. 
COROLLARY 5. Every exponentially invariant Lie algebra all of whose 
elements have real spectra is triangularizable. 
We are now in a position to give the main result of this paper. 
THEOREM 6. Every divisible operator group in $nite dimensions with 
elements having positive spectra exclusively is triangularizable. 
Proof. Let 9 be such a group. By Theorem 1 the logarithmic represen- 
tation Y= log( 9) of this group is an exponentially invariant Lie algebra 
whose elements have real spectra. By Corollary 5 this representation must be 
triangularizable. Our assertion now follows from the fact that the logarithmic 
representation preserves the invariant subspaces of the group 9. n 
COROLLARY 7. Let 9 be a divisible group of operators over a jmite- 
dimensional real or complex Hilbert space 2’. If all the members of Y are 
similar to positive operators, then the group is commutative and is therefore 
simultaneously similar to a group of positive operators. 
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Proof. By Theorem 6 this group is triangularizable. Thus, it is clear that 
the spectrum of a multiplicative commutator consists of one point only, 
namely 
u( xyx-‘y-1) = {I) for all X, YE 9. 
This commutator belongs to 9 and is therefore similar to the identity by 
assumption. Thus XYX- ‘Y- ’ = I, and the group 9 must be commutative. 
Hence it is necessarily simultaneously similar to a group of positive operators. 
n 
4. MATRIX GROUPS WITH POSITIVE TRACE 
Divisibility of the group 9 is the key assumption that gives the logarith- 
mic representation Y= log ( 8) the structure of a real vector space and a Lie 
algebra. We give an example of an irreducible operator group whose elements 
have positive spectra. The example is based on the construction of matrix 
groups whose elements have positive trace which is given in this section. 
However, a Z-dimensional vector space seems to be an exception in the sense 
of the following proposition. 
PROPOSITION 8. Let 9 be a group of operators over a %dimensional real 
or complex vector space -Y all of whose elements have positive trace. Then 9 is 
triungularizable. 
Proof. Any nonzero complex numbers X, cr E C such that 
xk + $ > 0 for all k E Z 
are real and positive. The verification is straightforward by considering the 
cases when 1 A) # ) p ) and ) X) = ) p 1 separately. Therefore, positivity of the 
trace of all elements of the matrix group 9 over a Z-dimensional vector space 
implies positivity of their spectra. Dividing each element of 9 by its (positive) 
determinant, we may assume that all the elements of 9 have positive spectra 
and determinant 1. 
If every element of 9’ has only one point in its spectrum, the group 
consists of unipotent operators only and it is triangularizable by the result of 
Kolchin [4]. Otherwise, let D be an element of this group with two points in 
the spectrum and identify it with its matrix in a diagonalizing basis. Therefore, 
forsome X> 1. 
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If every matrix A = [ uikJF k= 1 corresponding to the operator A in 99 has a 
zero entry us1, then the group Q is triangularizable. The same conclusion 
holds for the entry qs. If this is not so, then there exist operators A and B in 
9 such that aI2 f 0 and b,, # 0. Applying the matrix inverse formula in the 
case when det A = 1, 
we may assume that u1s > 0 and b,, < 0 (after possibly replacing the opera- 
tors A and B by their inverses). 
For any integer k we have tr(AIPkBDk) = n,,b,,Xzk + al,b,, + a,,b,, 
+ a,,bleX-2k. Since a,,b,, < 0 and h > 1, the expression becomes negative 
for large k, contradicting the positivity of the trace of the product ADekBDk. 
The contradiction implies that the group 9 is triangularizable. n 
From now on suppose that Y is an n-dimensional real or complex Hilbert 
space and the dimension n is greater than 2. Let {e,, . . . , e,} be an orthonor- 
ma1 basis for the Hilbert space V’. 
The orthogonal set { fi, . . . , f;} is defined by the columns of the following 
matrix: 
Jn-2 1 0 0 a-- 0 Jn - 2 
X/3 0 1 l*** 1 -VT2 
& 0 -1 1 e.. 1 -d?- 
& 0 0 -2 *** 1 -a 
. . 
. . 
& . 
After a normalization of the vectors fi the orthonormal set { fi, . . . , f,} is 
obtained. 
Each set of the orthonormal vectors {e,, . . . , e,} and { fi, . . . , f,} gener- 
ates a family of pairwise orthogonal rank-one projections Ek = eke: and 
Fk = f&z. In a selected basis the projections Ek are represented by diagonal 
nXhiCeS Ek = [6ik6kj]zj= 1. To the projections Fk correspond real symmetric 
matrices. The matrices FI and F, (with the sign “+ ” for Fi and “ - ” for F,) 
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are equal to 
I 
1 
2 
f 
1 J n-2 
. 
2 : 
2 
f 
J n-2 
1 
\ 
2 
+ J n-2 
2 
n-2 
2 
n-2 
2 
+- 
J n-2 
. . . 
. . . 
. . . 
. . . 
2 
f /-- n-2 
2 
n-2 
2 
n-2 
2 
* /-- n-2 
1 
2 
+ d-y- n-2 
2 
f 
J n-2 
1 
. (1) 
Note that the (vector) norm of the first and last column of the projections 
Fl and F, equals $. This property will be used later. 
Fix a sequence of positive numbers M > A, > A, > *. * > A,_, > M-‘. 
Define h, = X and X, = A- ’ to be functions of the positive parameter A, to 
obtain one-parameter matrix-valued functions 
E(X) = 5 X,E, 
k=l 
and F(A) = 2 XkFk. 
k=l 
Then E(A) and F(A) are nonsingular symmetric matrices with positive spec- 
trum (AI,. . . , A,}. From the spectral decomposition (2) of E and F it follows 
that 
E(A)” = 5 AEE, 
k=l 
and F(X)’ = kcl XpFk. 
For any fixed value of the parameter X > M the matrices E = E(A) and 
F = F(A) generate a matrix group CC& = Y( E, F). 
Since the spectra of E and F consist of distinct points, the linear span of 
the group 9x contains the spectral projections {E,, . . . , E,} and { F,, . . . , F,} 
of its generators E and F, respectively. By observing the products EkF,Ej, it 
follows that the linear span of gk is an n2-dimensional vector space. Hence, 
the group YA is irreducible. 
PROPOSITION 9. There exists a positive constant A > M such that every 
element of the irreducible group YA for X 2 A has positive trace. 
66 ALEKSANDER SIMONIe 
Proof. The estimate for the constant A will be obtained in several steps. 
Fix a positive number E: 0 < E < i. 
Recall that {er, . . . , e,} is an orthonormal basis for Y and the operators 
acting on Y are identified with the n x n matrices according to the selected 
basis. If x is a vector in V, we refer to its coefficients as xk = (x, ek) 
(k = 1,. . . , n). By the norm on V’ we mean the usual Euclidean norm that 
makes -t/ a real or complex Hilbert space. The operator norm is induced by 
the norm of the underlying Hilbert space +‘. 
A diagonal matrix D = [.$iliik]Fk=l is denoted by diag(t,, . . . , En). 
step 1. Let x E Y be any vector such that 
Then for any nonzero exponents p and q we have 
(5) 
where the number cr depends on p and q, but always lies in the interval 
[i - E, $ + E] and the vector x’ satisfies the condition (4). Note that the 
condition (4) implies that the absolute values of the coefficients of the vector x 
do not exceed the constant $ + E. Suppose first that p and q are both 
positive. Define (Y = xl, A = CE=a XfFk, and B = Ci,a XlEk. From (4) it is 
clear that a! E [$ - E, $ + E]. Since X, < M, it follows that I] A )I < M p and 
]I B]] ,< W. From (3) we get 
FpE9 = (X”Fl + A)(XYE, + B) = XP+Y(FIE, + R), 
where R = h-qFl B + X-%E, + h-P-qAB. Therefore, 
,IRII < (;)‘+ (;I’+ (;i”+“<~. (6) 
Since the vector F,E,a- lx equals the first column of the projection F, in (l), 
the vector x’ = F,E,a-‘x + Ra -‘cc in (5) satisfies the condition (4) if 
1) OL- ‘Rx II < E. Hence, by using the facts i - E < Q and (1 x ]I < $ + E we get 
)( Rll ~ (t = (1 - 44E 
$+E 2(1 + 29. (7) 
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Putting the inequalities (6) and (7) together yields the following condition 
on X: 
h > 6M(l + 2~) 
’ (l- 4E)E . (8) 
The other three cases when the sign of the exponents p and 9 varies are 
treated similarly, yielding the same condition (8). 
step 2. From now on we assume X to satisfy the inequality (8). Applying 
induction to the result of step 1, we obtain the following generalization. Let 
x E Y’ be any vector satisfying the condition (4). For any sequences of nonzero 
exponents pk and qk (k = 1,. . . , m) define W = FPv*EYrp* *. . FPIEYl and 
s= G’=t(l PHI + I9kOThen 
wx = XkYmx’, (9) 
where cz E [i - E, $ + E] and the vector x’ satisfies the condition (4). 
step 3. The vector norm of the columns of the projections Fk does not 
exceed 1. By the triangle inequality (applied to each column of the matrix F) 
it follows from (3) that for any positive integer p the columns of the matrix 
h-PF’pdiag( 1, k JF,. . ., f /q, 
satisfy the condition (4) if (n - 1) max{ 1, Jm}M/X 
x, (n - l)Mmax{l, Jw} 
, 
& 
1 3 I (10) 
< E, whence 
(11) 
From now on h is assumed to satisfy both conditions (8) and (11). Applying 
the result of step 2 to each column of the matrix (10) yields the following 
assertion: For any sequences of nonzero exponents p,, . . . , p, and 9,, . . . ,9,,, 
define W = FPrnEqm * * * EPIEqlEo and s = 1 pOl + Cr=‘=,( I PHI + l9k I). 
Then 
W = KUdiag(ar, cr?E,. . . , CY,~~.$, a:), (12) 
where ok E [$ - E, $ + E], ,$ = (sgn po) dm, and the columns of the 
matrix u = [U+.zk=, satisfy the condition (4). 
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Step 4. Applying the result of step 3 to the product Ff’oEql FP1 ** * 
FP-EY,, and transposing the obtained equation (12) we get a similar result 
concerning the rows of the matrix W = FP~~~Eq~~ * * * FPlEq1Fu. With the 
notation of the previous step, 
W = x” diag( aim, crimf, . . . , a;?! 1E, a:“) u’, (13) 
where a;~ [i - E, $ + E], 4 = (sgn p,) dw, and the rows of the 
matrix U’ = [u&]~k=r satisfy the condition (4). 
Step 5. Equation (13) yields bounds on the quotients CY;/ dm 1 l ) in 
(12) for k = 2,. . . , n - 1. Using the condition (4) on the coeffkients of the 
matrices u and u’, it follows from 
that 
Similarly, for k E {I 
E I < B = 2(1 + Wl + 44. 
’ (a-E)” (1 - 4E)2 
(14) 
n} we get the inequality 
(‘5) 
With the notation of step 3, define CY = G and use the inequalities (14) 
and (15) to obtain the following result from (12): 
W= ~o”Udiag(C;r,...~~“)~ (16) 
where (Y E [$ - E, i + E], the columns of the matrix U = [~~~]y~=r satisfy 
the condition (4), and the coeffkients lk are bounded by the following 
inequalities: 
ltkl G 
2(1 + 2&)(1 + 4E) 
(1 - 4E)2 
(k=2,...,n- 1) (17) 
MATRIX GROUPS WITH POSITIVE SPECTRA 
and 
l-4& 
~ <.$k< 
1+4& 
s (kE{l?L}). 
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(18) 
Step 6. Multiply the equation (16) by Eye’ for nonzero exponent qo, and 
let r = .I;& ) pk ) + ) qk I) to get the following identity for the trace of the 
product uf~40 = FP~~~EY~r~ . . . FPoEYII: 
Applying the bounds (17), (18) on the coeffkients tk and using the fact that 
the columns of the matrix U satisfy the condition (4), we obtain 
where the constants a and b are determined as follows: 
u = S(+ - &) - (fz - 2,; l(l ;,ly$ 4E) (+ + + (20) 
(21) 
From this we conclude that the trace of the product FPg*Eqwt *a. FP~~Equ is 
positive if h satisfies the inequality 
x> 4(” - 2)M(l + 4e)2(1 + 2e)2 + E 
/ 
(1 - 4E)4 . (22) 
Even more, from (19) it follows that there exist positive constants a and b 
(independent of the exponents pk and qk) such that 
tr(F P,E%, . . . FP”EqO) = Xa”‘,$, (23) 
where (Y E [f - c, a + E] and E E [a, b]. 
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Conclusion. Take A large enough to satisfy the inequalities (8) (ll), (22). 
Powers of the operators E and F have positive trace by the construction. 
Using the cyclic permutability of the trace, every other product of integral 
powers of the operators E and F can be rearranged in the form FPIEq’ * * * 
Fpn~E‘Jnd without changing its trace. By (23) all elements of the group Yi for 
X > A have positive trace. n 
We conclude this section with an example of a matrix group whose 
elements have positive trace on a 3-dimensional real vector space. 
EXAMPLE 1. In the case n = 3 the projections Fk (k = 1,2,3) are defined 
F, = 
Fix X 2 A = 120. Define M = 1 and X, = 1. Therefore E = XE, + E, + 
A- ‘Es and F = hF, + F, + h- ‘F3. The matrices E and F generate an irre- 
ducible matrix group Y (by the argument preceding Proposition 9). 
Set a constant E = 0.1. It is a matter of a straightforward calculation to 
verify that h satisfies the conditions (8) (ll), (22) in the preceding construc- 
tion. Therefore, by Proposition 9 all elements of the group 9 have positive 
trace. 
Observe also that the proof of Proposition 9 gives the estimate (23) for the 
trace of the elements in 9. 
5. NONDIVISIBLE MATRIX GROUPS 
In the case of linear operators over a 2-dimensional Hilbert space Proposi- 
tion 8 implies triangularizability of the groups with positive spectra. Commu- 
tativity and therefore simultaneous diagonalizability of a group whose elements 
are similar to positive operators then follows by the argument used in the 
proof of Corollary 7. 
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The operator group 9 acting on a S-dimensional Hilhert space may not be 
triangularizable, even if all its elements are similar to positive operators. 
We claim that all operators in the irreducible group 3, given in Example 
1 at the end of the previous section, have positive spectra. Even more, they 
are all similar to positive operators. 
We start with the following lemma, whose elementary proof is left to the 
reader. 
LEMMA 10. Zf zl, .z2, and z3 are any complex number-s satisfying the 
conditions 
(i) .zlzzzg = 1, 
(ii) ~1” + 22” + a$ > 0 for all integral exponents k, 
then zl, z,, and z3 are positive (real) numbers. 
The previous lemma enables the proof of the fact that all elements of the 
group 9 have positive spectra. However, if we would like to prove that they 
are indeed similar to the positive operators, we need a stronger result. 
LEMMA 11. Suppose zl, z2, and z3 are any complex numbers satisfying the 
conditions 
(i) zlzzzg = 1, 
(ii) 12: + zi + 22 = ,&‘k’oLk’tk, (YkEIAP1, A], .$kE[C,d], and p > A3 2 
1, where A, c, d are positive constants. 
Then zl, z.,, and z3 are distinct positive (real) numbers. 
Proof By Lemma 10 the numbers zr. zs, and z3 are all positive. We 
may assume zr > a2 > z3 > 0. Suppose that z, = za. From 
by using zlzzz3 = zf.z3 = 1 (i), we get 
The same quotient can be estimated by applying (ii): 
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This is a contradiction, since the second inequality implies the quotient is not 
bounded (CL > Ap3), whence z2 < zl. 
The equality z2 = z3 is excluded in the same manner; therefore zl, z2, 
and z3 are distinct positive numbers. n 
PROPOSITION 12. All elements of the irreducible group Y given in Exam- 
ple 1 are similar to positive operators acting on the 3-dimensional real Hilbert 
space. 
Proof. From the multiplicativity of the determinant it follows that all 
elements of the group 99 have determinant 1. Integral powers of the genera- 
tors E and F of the group are positive operators by the construction. 
Using the cyclic invariance of the spectrum, it is enough to show that the 
spectra of all elements WE 9 of the form W = FPI Eq1 . . - FP,llE P,pa consists of 
three distinct positive numbers, to conclude that all matrices in 9 are similar 
to positive operators. 
The trace of an integer power of W satisfies the relation (23). But this 
means that the numbers in a(W) satisfy the conditions of Lemma 11. Setting 
r=xr==l(IpkI + (qkI),p=Xr,A=($-0.1)m,andc=4a,d=4b,where 
a and b are the positive constants defined in (20) and (21), the condition (23) 
implies that the following relation is satisfied for any integer k: 
tr( Wk) = plklaAklEk, where ark~[A-‘,A] and .$ke[c,d]. 
Since det W = 1, W has three distinct eigenvalues by Lemma 11. Therefore, 
W is similar to a positive operator. n 
REMARK. Proposition 12 implies the existence of the nontriangulariz- 
able matrix groups whose elements are similar to positive operators, if the 
dimension of the underlying vector space exceeds 2. 
Starting from the example Q acting on 3-dimensional real Hilbert space X 
in Proposition I2 and using a tensor-product construction, one obtains exam- 
ples of irreducible groups with the above property for 3”-dimensional Hilbert 
spaces. Consider the (irreducible) group Y,, = ( A, @ * . . @ A, : A, E 9 } 
acting on the 3”-dimensional Hilbert space X” = X(8 . * * C3 X. 
This construction applies to the infinite-dimensional Hilbert space X_ as 
well. Let X= X0 C Xl C * * * c X_, and define a group %J’{ A e I : A E 9”} 
acting on X_ = 2” @ Xn’ . Then Y_ = IJ, 9: provides the required 
example of the irreducible operator group acting on X_. 
However, we don’t know if there exists an irreducible example for an 
arbitrary finite-dimensional real or complex Hilbert space. 
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6. MATRIX SEMIGROUPS WITH POSITIVE SPECTRA 
In this section we give a few examples to show that the triangularizability 
results above do not apply to the semigroups of operators. The dimension of 
the underlying vector space is assumed to be greater than 1. 
EXAMPLE 2. Let 37 be an n-dimensional (real or complex) Hilbert space, 
and Y the set of all rank-l operators of the form xy*, where x and y are any 
vectors with strictly positive coordinates, relative to a fixed orthonormal basis 
of 3. Then all elements of Y are similar to the nonnegative operators on 2. 
It is clear that Y is an irreducible semigroup. The semigroup Y is also 
divisible (in the sense of the definition we give in the Introduction), since 
xy* = [( y*x)- %y*]2. 
This example applies also to the infinite-dimensional Hilbert space. 
EXAMPLE 3. The set Y of all strictly totally posit& matrices [l] viewed 
as operators acting on an n-dimensional Hilbert space is an example of an 
irreducible semigroup of operators such that every element of Y is similar to 
a positive operator. 
Note that the elements of Y are also invertible. However, this semigroup 
is not divisible if n > 2 (see [I] for details). 
EXAMPLE 4. Let Y be the set of all 2 x 2 matrices with strictly positive 
entries and determinant equal to 1. Then Y is a divisible irreducible matrix 
semigroup whose elements are all similar to positive operators acting on a 
%dimensional Hilbert space. 
Proof. It is clear that the set Y is closed under multiplication and is 
therefore a semigroup. Irreducibility of Y follows from the fact that the set Y 
contains four linearly independent matrices. By the Perron-Frobenius theorem 
[2] all matrices in 5‘ have two distinct positive eigenvalues and are therefore 
similar to positive operators. Functional calculus for operators gives the 
existence of the unique positive square root B = [bik]i?,k=l such that B2 = A 
of any matrix A = [aik]Ekzl E Y. We must prove that BE Y, or equivalently 
that the entries of the matrix B are positive, and the divisibility of Y follows. 
From B2 = A, we get 
*II = bllbll + b&21, aI2 = b,,b,, + b&,2 = h,(b,, + b,,), 
a 22 = bzzb,, + b*,b,,, apl = b,,bzl + b,,b,, = b,,(b,, + bPP) 
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Since det B = 1, it follows that b,,b,, - bra?+, - 1 = 0. Hence, 
a 11 = h,h, + h2b2, + bb22 - h2b2, - 1 = h,(h, + b22) - 1, 
a22 = b22b22 + b2,42 + bb22 - h2b2l - 1 = b22(b + b22) - 1. 
Adding the identities above, we obtain 
b,, + b,, = dull + a22 + 2 . 
Therefore, 
bik = 
aik + &ik 
Ja11 + a22 + 2 
(i,k = 1,2). n 
Observe that in each of the examples above we may assume the identity to 
be in the semigroup without changing the properties of the semigroup being 
considered. 
REMARK. A remark at the end of the previous section applies to the case 
of semigroups as well. The tensor product of the semigroup Y in Example 4 
can be used to generate the irreducible semigroups with the same property, 
acting on the 2”- or infinite-dimensional Hilbert spaces. But we don’t know if 
there exists an irreducible example for a Hilbert space of arbitrary finite 
dimension. 
7. OPEN PROBLEMS 
In the remarks at the end of the last two sections we stated two open 
problems. 
QUESTION 1. Does there exist an irreducible operator group whose ele- 
ments are similar to positive operators acting on n-dimensional (real or 
complex) Hilbert space (n > 2)? 
QUESTION 2. Does there exist an irreducible divisible operator semigroup 
whose elements are similar to positive operators acting on n-dimensional (real 
or complex) Hilbert space (n > l)? 
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Recall that the ailirmative answer is obtained to the first question in the 
case of 3”- or infinite-dimensional Hilbert spaces and to the second question in 
the case of 2”- or infinite-dimensional Hilbert spaces. 
Another open problem is: What can we say about the divisible groups of 
operators acting on an infinite-dimensional Hilbert space? 
The techniques based on the trace identities do not apply to the infinite- 
dimensional case. However, the logarithmic representation still applies, and 
Theorem 1 remains valid. This gives the following proposition. 
PROPOSITION 13. Let X be a Cfinite- or infinite-dimensional) Hilbert space, 
and 9 a divisible, relative closed, group of operators with positive spectra 
acting on X. If A E Y and BE 9 are simultaneously similar to positive 
operators, then AB = BA. 
Proof. We may assume A and B to be positive. By Theorem 1 an 
operator log A log B - log B log A E log( 9) should have a real spectrum. But 
since that operator is skew-Hermitian, this is possible only if it is equal to zero. 
Hence log A and log B commute, and the same is then true for A and B. n 
Recall that Example 1 shows that this proposition fails without the divisi- 
bility assumption. However, this partial result does not compare to the much 
stronger assertion of Theorem 6. 
We conclude with an open problem. 
QUESTION 3. Is every divisible group of operators with positive spectra 
acting on an infinite-dimensional Hilbert space triangularizable? 
The author wishes to express his deep gratitude to Professor Matjai OmladiC 
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