Abstract. Using multiple classifiers for increasing learning accuracy is an active research area. In this paper we present two related methods for merging classifiers. The first method, Cascade Generalization, couples classifiers loosely. It belongs to the family of stacking algorithms. The basic idea of Cascade Generalization is to use sequentially the set of classifiers, at each step performing an extension of the original data by the insertion of new attributes. The new attributes are derived from the probability class distribution given by a base classifier. This constructive step extends the representational language for the high level classifiers, relaxing their bias. The second method exploits tight coupling of classifiers, by applying Cascade Generalization locally. At each iteration of a divide and conquer algorithm, a reconstruction of the instance space occurs by the addition of new attributes. Each new attribute represents the probability that an example belongs to a class given by a base classifier. We have implemented three Local Generalization Algorithms. The first merges a linear discriminant with a decision tree, the second merges a naive Bayes with a decision tree, and the third merges a linear discriminant and a naive Bayes with a decision tree. All the algorithms show an increase of performance, when compared with the corresponding single models. Cascade also outperforms other methods for combining classifiers, like Stacked Generalization, and competes well against Boosting at statistically significant confidence levels.
Introduction
The ability of a chosen classification algorithm to induce a good generalization depends on the appropriateness of its representation language to express generalizations of the examples for the given task. The representation language for a standard decision tree is the DNF formalism that splits the instance space by axis-parallel hyper-planes, while the representation language for a linear discriminant function is a set of linear functions that split the instance space by oblique hyper planes. Since different learning algorithms employ different knowledge representations and search heuristics, different search spaces are explored and diverse results are obtained. In statistics, Henery (1997) refers to rescaling as a method used when some classes are over-predicted leading to a bias. Rescaling consists of applying the algorithms in sequence, the output of an algorithm being used as input to another algorithm. The aim would be to use the estimated probabilities W i = P(C i | X ) derived from a learning algorithm, as input to a second learning algorithm the purpose of which is to produce an unbiased estimate Q(C i | W ) of the conditional probability for class C i .
The problem of finding the appropriate bias for a given task is an active research area. We can consider two main lines of research: on the one hand, methods that try to select the most appropriate algorithm for the given task, for instance Schaffer's selection by cross validation (Schaffer, 1993) , and on the other hand, methods that combine predictions of different algorithms, for instance Stacked Generalization (Wolpert, 1992) . The work presented here near follows the second line of research. Instead of looking for methods that fit the data using a single representation language, we present a family of algorithms, under the generic name of Cascade Generalization, whose search space contains models that use different representation languages. Cascade generalization performs an iterative composition of classifiers. At each iteration a classifier is generated. The input space is extended by the addition of new attributes. These are in the form of probability class distributions which are obtained, for each example, by the generated classifier. The language of the final classifier is the language used by the high level generalizer. This language uses terms that are expressions from the language of low level classifiers. In this sense, Cascade Generalization generates a unified theory from the base theories generated earlier.
Used in this form, Cascade Generalization performs a loose coupling of classifiers. The method can be applied locally at each iteration of a divide-and-conquer algorithm generating a tight coupling of classifiers. This method is referred to as Local Cascade Generalization. In our implementation, it generates a decision tree, which has interesting relations with multivariate trees (Brodley & Utgoff, 1995) and neural networks, namely with the Cascade correlation architecture (Fahlman, 1991) . Both Cascade Generalization and Local Cascade Generalization are described and analyzed in this paper. The experimental study shows that this methodology usually improves accuracy and decreases theory size at statistically significant levels.
In the next Section we review previous work in the area of multiple models. In Section 3 we present the framework of Cascade Generalization. In Section 4 we discuss the strengths and weaknesses of the proposed method in comparison to other approaches to multiple models. In Section 5 we perform an empirical evaluation of Cascade Generalization using UCI data sets. In Section 6 we define a new family of multi-strategy algorithms that apply Cascade Generalization locally. In Section 7, we empirically evaluate Local Cascade Generalization using UCI data sets. In Section 8, we examine the behavior of Cascade Generalization providing insights about why it works. The last Section summarizes the main points of the work and discusses future research directions.
Related work on combining classifiers
Voting is the most common method used to combine classifiers. As pointed out by Ali and Pazzani (1996) , this strategy is motivated by the Bayesian learning theory which stipulates that in order to maximize the predictive accuracy, instead of using just a single learning model, one should ideally use all of the models in the hypothesis space. The vote of each hypothesis should be weighted by the posterior probability of that hypothesis given the training data. Several variants of the voting method can be found in the machine learning literature, from uniform voting where the opinion of all base classifiers contributes to the final classification with the same strength, to weighted voting, where each base classifier has a weight associated, that could change over the time, and strengthens the classification given by the classifier.
Another approach to combine classifiers consists of generating multiple models. Several methods appear in the literature. In this paper we analyze them through Bias-Variance analysis (Kohavi & Wolpert, 1996) : methods that mainly reduce variance, such as Bagging and Boosting 1 , and methods that mainly reduce bias, such as Stacked Generalization and Meta-Learning. Breiman (1998) proposes Bagging, that produces replications of the training set by sampling with replacement. Each replication of the training set has the same size as the original data but some examples do not appear in it while others may appear more than once. From each replication of the training set a classifier is generated. All classifiers are used to classify each example in the test set, usually using a uniform vote scheme.
Variance reduction methods
The Boosting algorithm of Freund and Schapire (1996) maintains a weight for each example in the training set that reflects its importance. Adjusting the weights causes the learner to focus on different examples leading to different classifiers. Boosting is an iterative algorithm. At each iteration the weights are adjusted in order to reflect the performance of the corresponding classifier. The weight of the misclassified examples is increased. The final classifier aggregates the learned classifiers at each iteration by weighted voting. The weight of each classifier is a function of its accuracy. (1996) proposed Stacked Generalization, a technique that uses learning at two or more levels. A learning algorithm is used to determine how the outputs of the base classifiers should be combined. The original data set constitutes the level zero data. All the base classifiers run at this level. The level one data are the outputs of the base classifiers. Another learning process occurs using as input the level one data and as output the final classification. This is a more sophisticated technique of cross validation that could reduce the error due to the bias. Chan and Stolfo (1995b) present two schemes for classifier combination: arbiter and combiner. Both schemes are based on meta learning, where a meta-classifier is generated from meta data, built based on the predictions of the base classifiers. An arbiter is also a classifier and is used to arbitrate among predictions generated by different base classifiers. The training set for the arbiter is selected from all the available data, using a selection rule. An example of a selection rule is "Select the examples whose classification the base classifiers cannot predict consistently". This arbiter, together with an arbitration rule, decides a final classification based on the base predictions. An example of an arbitration rule is "Use the prediction of the arbiter when the base classifiers cannot obtain a majority". Later (Chan & Stolfo, 1995a) , this framework was extended using arbiters/combiners in an hierarchical fashion, generating arbiter/combiner binary trees. Skalak (1997) presents a dissertation discussing methods for combining classifiers. He presents several algorithms most of which are based on Stacked Generalization which are able to improve the performance of Nearest Neighbor classifiers. Brodley (1995) presents MCS, a hybrid algorithm that combines, in a single tree, nodes that are univariate tests, multivariate tests generated by linear machines and instance based learners. At each node MCS uses a set of If-Then rules to perform a hill-climbing search for the best hypothesis space and search bias for the given partition of the dataset. The set of rules incorporates knowledge of experts. MCS uses a dynamic search control strategy to perform an automatic model selection. MCS builds trees which can apply a different model in different regions of the instance space.
Bias reduction methods

Wolpert
Discussion
Results of Boosting or Bagging are quite impressive. Using 10 iterations (i.e. generating 10 classifiers) Quinlan (1996) reports reductions of the error rate between 10% and 19%. Quinlan argues that these techniques are mainly applicable for unstable classifiers. Both techniques require that the learning system not be stable, to obtain different classifiers when there are small changes in the training set. Under an analysis of bias-variance decomposition of the error (Kohavi & Wolpert, 1996) the reduction of the error observed with Boosting or Bagging is mainly due to the reduction in the variance. Breiman (1998) reveals that Boosting and Bagging can only improve the predictive accuracy of learning algorithms that are "unstable".
As mentioned in Bauer and Kohavi (1998) the main problem with Boosting seems to be robustness to noise. This is expected because noisy examples tend to be misclassified, and the weight will increase for these examples. They present several cases were the performance of Boosting algorithms degraded compared to the original algorithms. They also point out that Bagging improves in all datasets used in the experimental evaluation. They conclude that although Boosting is on average better than Bagging, it is not uniformly better than Bagging. The higher accuracy of Boosting over Bagging in many domains was due to a reduction of bias. Boosting was also found to frequently have higher variance than Bagging. Boosting and Bagging require a considerable number of member models because they rely on varying the data distribution to get a diverse set of models from a single learning algorithm. Wolpert (1992) says that successful implementation of Stacked Generalization for classification tasks is a "black art", and the conditions under which stacking works are still unknown: Recently, Ting and Witten (1997) have shown that successful stacked generalization requires the use of output class distributions rather than class predictions. In their experiments only the MLR algorithm (a linear discriminant) was suitable for level-1 generalizer.
Cascade generalization
Consider a learning set D = ( x n , y n ) with n = 1, . . . , N, where x i = [x 1 , . . . , x m ] is a multidimensional input vector, and y n is the output variable. Since the focus of this paper is on classification problems, y n takes values from a set of predefined values, that is y n ∈ {Cl 1 , . . . , Cl c }, where c is the number of classes. A classifier is a function that is applied to the training set D to construct a model (D). The generated model is a mapping from the input space X to the discrete output variable Y . When used as a predictor, represented by ( x, D), it assigns a y value to the example x. This is the traditional framework for classification tasks. Our framework requires that the predictor ( x, D) outputs a vector representing conditional probability distribution [ p1, . . . , pc] , where p i represents the probability that the example x belongs to class i, i.e. P(y = Cl i | x). The class that is assigned to the example x is the one that maximizes this last expression. Most of the commonly used classifiers, such as naive Bayes and Discriminant, classify examples in this way. Other classifiers (e.g., C4.5 (Quinlan, 1993) ), have a different strategy for classifying an example, but it requires few changes to obtain a probability class distribution.
We 
Here A( (D), D ) represents the application of the model (D) to data set D and represents, in effect, a dataset. This dataset contains all the examples that appear in D extended with the probability class distribution generated by the model (D).
Cascade generalization is a sequential composition of classifiers, that at each generalization level applies the operator. Given a training set L, a test set T , and two classifiers 1 , and 2 , Cascade generalization proceeds as follows. Using classifier 1 , generates the Level 1 data:
Classifier 2 learns on Level 1 training data and classifies the Level 1 test data:
These steps perform the basic sequence of a Cascade Generalization of classifier 2 after classifier 1 . We represent the basic sequence by the symbol ∇. The previous composition could be represented succinctly by:
which, by applying Eqs. (2) and (3), is equivalent to:
This is the simplest formulation of Cascade Generalization. Some possible extensions include the composition of n classifiers, and the parallel composition of classifiers.
A composition of n classifiers is represented by:
In this case, Cascade Generalization generates n − 1 levels of data. The final model is the one given by the n classifier. This model could contain terms in the form of conditions based on attributes build by the previous built classifiers.
A variant of cascade generalization, which includes several algorithms in parallel, could be represented in this formalism by:
The algorithms 1 , . . . , n−1 run in parallel. The operator
returns a new data set L which contains the same number of examples as L. Each example in L contains (n −1) × #cl new attributes, where #cl is the number of classes. Each algorithm in the set 1 , . . . , n−1 contributes with #cl new attributes.
An illustrative example
In this example we will consider the UCI (Blake, Keogh, & Merz, 1999) where the new attribute P(OK ) (P(not OK)) is the probability that the example belongs to class OK(not OK). C4.5 is trained on the Level 1 training data, and classifies the Level 1 test data. The composition C4.5∇NaiveBayes, obtains an error rate of 8.9%, which is substantially lower than the error rates of both C4.5 and naive Bayes. None of the algorithms in isolation can capture the underlying structure of the data. In this case, Cascade was able to achieve a notable increase of performance. Figure 1 presents one of the trees generated by C4.5∇naiveBayes. The tree contains a mixture of some of the original attributes (smiling, tie) with some of the new attributes constructed by naive Bayes (P(OK), P(not Ok)). At the root of the tree appears the attribute P(OK). This attribute represents a particular class probability (Class = OK) calculated by naive Bayes. The decision tree generated by C4.5 uses the constructed attributes given by Naive Bayes, but redefining different thresholds. Because this is a two class problem, the Bayes rule uses P(OK) with threshold 0.5, while the decision tree sets the threshold to 0.27. Those decision nodes are a kind of function given by the Bayes strategy. For example, the attribute P(OK) can be seen as a function that computes p(Class = OK | x) using the Bayes theorem. On some branches the decision tree performs more than one test of the class probabilities. In a certain sense, this decision tree combines two representation languages: that of naive Bayes with the language of decision trees. The constructive step performed by Cascade inserts new attributes that incorporate new knowledge provided by naive Bayes. It is this new knowledge that allows the significant increase of performance verified with the decision tree, despite the fact that naive Bayes cannot fit well complex spaces. In the Cascade framework lower level learners delay the decisions to the high level learners. It is this kind of collaboration between classifiers that Cascade Generalization explores.
Discussion
Cascade Generalization belongs to the family of stacking algorithms. Wolpert (1992) defines Stacking Generalization as a general framework for combining classifiers. It involves taking the predictions from several classifiers and using these predictions as the basis for the next stage of classification.
Cascade Generalization may be regarded as a special case of Stacking Generalization mainly due to the layered learning structure. Some aspects that make Cascade Generalization novel, are:
r The new attributes are continuous. They take the form of a probability class distribution.
Combining classifiers by means of categorical classes looses the strength of the classifier in its prediction. The use of probability class distributions allows us to explore that information.
r All classifiers have access to the original attributes. Any new attribute built at lower layers is considered exactly in the same way as any of the original attributes.
r Cascade Generalization does not use internal Cross Validation. This aspect affects the computational efficiency of Cascade.
Many of these ideas has been discussed in literature. Ting and Witten (1997) has used probability class distributions as level-1 attributes, but did not use the original attributes. The possibility of using the original attributes and class predictions as level 1 attributes as been pointed out by Wolpert in the original paper of Stacked Generalization. Skalak (1997) refers that Schaffer has used the original attributes and class predictions as level 1 attributes, but with disappointing results. In our view this could be explained by the fact that he combines three algorithms with similar behavior from a bias-variance analysis: decision trees, rules, and neural-networks (see Section 8.2 for more details on this point). Chan and Stolfo (1995a) have used the original attributes and class predictions in a scheme denoted class-attribute-combiner with mixed results.
Exploiting all these aspects is what makes Cascade Generalization succeed. Moreover, this particular combination implies some conceptual differences.
r While Stacking is parallel in nature, Cascade is sequential. The effect is that intermediate classifiers have access to the original attributes plus the predictions of low level classifiers. An interesting possibility, that has not been explored in this paper, is to provide the classifier n with the original attributes plus the predictions provided by classifier n−1 only.
r The ultimate goal of Stacking Generalization is combining predictions. The goal of Cascade Generalization is to obtain a model that can use terms in the representation language of lower level classifiers.
r Cascade Generalization provides rules to choose the low level classifiers and the high level classifiers. This aspect will be developed in the following sections. Ali and Pazzani (1996) and Tumer and Ghosh (1996) present empirical and analytical results that show that "the combined error rate depends on the error rate of individual classifiers and the correlation among them." They suggest the use of "radically different types of classifiers" to reduce the correlation errors. This was our criterion when selecting the algorithms for the experimental work. We use three classifiers that have different behaviors: a naive Bayes, a linear discriminant, and a decision tree.
Empirical evaluation
The algorithms
Naive Bayes.
Bayes theorem optimally predicts the class of an unseen example, given a training set. The chosen class is the one that maximizes: Domingos and Pazzani (1997) show that this procedure has a surprisingly good performance in a wide variety of domains, including many where there are clear dependencies between attributes. In our implementation of this algorithm, the required probabilities are estimated from the training set. In the case of nominal attributes we use counts. Continuous attributes were discretized into equal size intervals. This has been found to produce better results than assuming a Gaussian distribution (Domingos & Pazzani, 1997; Dougherty, Kohavi, & Sahami, 1995) . The number of bins used is a function of the number of different values observed on the training set: k = max(1; 2 * log(nr. different values)). This heuristic was used by Dougherty, Kohavi, and Sahami (1995) with good overall results. Missing values were treated as another possible value for the attribute. In order to classify a query point, a naive Bayes classifier uses all of the available attributes. Langley (1996) states that naive Bayes relies on an important assumption that the variability of the dataset can be summarized by a single probabilistic description, and that these are sufficient to distinguish between classes. From an analysis of Bias-Variance, this implies that naive Bayes uses a reduced set of models to fit the data. The result is low variance but if the data cannot be adequately represented by the set of models, we obtain large bias.
Linear discriminant.
A linear discriminant function is a linear composition of the attributes that maximizes the ratio of its between-group variance to its within-group variance. It is assumed that the attribute vectors for the examples of class C i are independent and follow a certain probability distribution with a probability density function f i . A new point with attribute vector x is then assigned to that class for which the probability density function f i ( x) is maximal. This means that the points for each class are distributed in a cluster centered at µ i . The boundary separating two classes is a hyper-plane (Michie, Spiegelhalter, & Taylor, 1994) . If there are only two classes, a unique hyper-plane is needed to separate the classes. In the general case of q classes, q − 1 hyper-planes are needed to separate them. By applying the linear discriminant procedure described below, we get q − 1 hyper-planes. The equation of each hyper-plane is given by:
We use a Singular Value Decomposition (SVD) to compute S −1 . SVD is numerically stable and is a tool for detecting sources of collinearity. This last aspect is used as a method for reducing the features of each linear combination. A linear discriminant uses all, or almost all, of the available attributes when classifying a query point. Breiman (1998) states that from an analysis of Bias-Variance, Linear Discriminant is a stable classifier. It achieves stability by having a limited set of models to fit the data. The result is low variance, but if the data cannot be adequately represented by the set of models, then we obtain large bias.
Decision tree.
Dtree is our version of a univariate decision tree. It uses the standard algorithm to build a decision tree. The splitting criterion is the gain ratio. The stopping criterion is similar to C4.5. The pruning mechanism is similar to the pessimistic error of C4.5. Dtree uses a kind of smoothing process that usually improves the performance of tree based classifiers. When classifying a new example, the example traverses the tree from the root to a leaf. In Dtree, the example is classified taking into account not only the class distribution at the leaf, but also all class distributions of the nodes in the path. That is, all nodes in the path contribute to the final classification. Instead of computing class distribution for all paths in the tree at classification time, as it is done in Buntine (1990) , Dtree computes a class distribution for all nodes when growing the tree. This is done recursively taking into account class distributions at the current node and at the predecessor of the current node, using the recursive Bayesian update formula (Pearl, 1988) :
where P(e n ) is the probability that one example falls at node n, that can be seen as a shorthand for P(e ∈ E n ), where e represents the given example and E n the set of examples in node n. Similarly P(e n+1 | e n ) is the probability that one example that falls at node n goes to node n+1, and P(e n+1 | e n , C i ) is the probability that one example from class C i goes from node n to node n + 1. This recursive formulation, allows Dtree to compute efficiently the required class distributions. The smoothed class distributions influence the pruning mechanism and the treatment of missing values. It is the most relevant difference from C4.5. A decision tree uses a subset of the available attributes to classify a query point. Kohavi and Wolpert (1996) , Breiman (1998) among other researchers, note that decision trees are unstable classifiers. Small variations on the training set can cause large changes in the resulting predictors. They have high variance but they can fit any kind of data: the bias of a decision tree is low.
The experimental methodology
We have chosen 26 data sets from the UCI repository. All of them were previously used in other comparative studies. To estimate the error rate of an algorithm on a given dataset we use 10 fold stratified cross validation. To minimize the influence of the variability of the training set, we repeat this process ten times, each time using a different permutation of the dataset. 2 The final estimate is the mean of the error rates obtained in each run of the cross validation. At each iteration of CV, all algorithms were trained on the same training partition of the data. Classifiers were also evaluated on the same test partition of the data. All algorithms where used with the default settings.
Comparisons between algorithms were performed using paired t-tests with significance level set at 99.9% for each dataset. We use the Wilcoxon matched-pairs signed-ranks test to compare the results of the algorithms across datasets.
Our goal in this empirical evaluation is to show that Cascade Generalization are plausible algorithms, that compete quite well against other well established techniques. Stronger statements can only be done after a more extensive empirical evaluation. Table 1 presents the error rate and the standard deviation of each base classifier. Relative to each algorithm a +(−) sign on the first column means that the error rate of this algorithm, is significantly better (worse) than Dtree. The error rate of C5.0 is presented for reference. These results provide evidence, once more, that no single algorithm is better overall. Tables 2 and 3 presents the results of all pairwise combinations of the three base classifiers and the most promising combination of the three models. Each column corresponds to a Cascade Generalization combination. For each combination we have conducted paired ttests. All composite models are compared against its components using paired t-tests with significance level set to 99.9%. The +(−) signs indicate that the combination (e.g. C4∇Bay) is significantly better than the component algorithms (i.e. C4.5 and Bayes).
Evaluation of Cascade Generalization
The results are summarized in Tables 4 and 5 . The first line shows the arithmetic mean across all datasets. It shows that the most promising combinations are C4.5∇ Discrim, C4.5∇ naive Bayes, C4.5∇ Discrim∇ naive Bayes, and C4.5∇ naive Bayes∇ Discrim. This is confirmed by the second line that shows the geometric mean. The third line that shows the average rank of all base and cascading algorithms, computed for each dataset by assigning rank 1 to the most accurate algorithm, rank 2 to the second best and so on. The remaining lines compares a cascade algorithm against the top-level algorithm. The fourth line shows the number of datasets in which the top-level algorithm was more accurate than the corresponding cascade algorithm, versus the number in which it was less. The fifth line considers only those datasets where the error rate difference was significant at the 1% level, using paired t-tests. On Cascade framework lower level learners delay the final decision to the high level learners. Selecting learners with low bias for high level, we are able to fit more complex decision surfaces, taking into account the "stable" surfaces drawn by the low level learners.
Given equal performance, we would prefer fewer component classifiers, since training, and application times will be lower for smaller number of components. Larger number of components has also adverse affects in comprehensibility. In our study the version with three components seemed perform better than the version with two components. More research is needed to establish the limits of extending this scenario.
Comparison with Stacked Generalization
We have compared various versions of Cascade Generalization to Stacked Generalization, as defined in Ting and Witten (1997) . In our re-implementation of Stacked Generalization the level 0 classifiers were C4.5 and Bayes, and the level 1 classifier was Discrim. The attributes for the level 1 data are the probability class distributions, obtained from the level 0 classifiers using a 5-fold stratified cross-validation. 3 Table 3 shows, in the last column, the results of Stacked Generalization. Stacked Generalization is compared, using paired t-tests, to C4.5∇ Discrim∇ naive Bayes and C4.5∇ naive Bayes∇ Discrim in this order. The +(−) sign indicates that for this dataset the Cascade model performs significantly better (worse). Table 6 presents a summary of results. They provide evidence that the generalization ability of Cascade Generalization models is competitive with Stacked Generalization that computes the level 1 attributes using internal cross-validation. The use of internal cross-validation affects of course the learning times. Both Cascade models are at least three times faster than Stacked Generalization. Cascade Generalization exhibits good generalization ability and is computationally efficient. Both aspects lead to the hypothesis: Can we improve Cascade Generalization by applying it at each iteration of a divide-and-conquer algorithm? This hypothesis is examined in the next section.
Local Cascade Generalization
Many classification algorithms use a divide and conquer strategy that resolve a given complex problem by dividing it into simpler problems, and then by applying recursively the same strategy to the subproblems. Solutions of subproblems are combined to yield a solution of the original complex problem. This is the basic idea behind the well known decision tree based algorithms: ID3 (Quinlan, 1986) , CART (Breiman et al., 1984) , ASSISTANT (Kononenko et al., 1987) , C4.5 (Quinlan, 1993) . The power of this approach derives from the ability to split the hyper space into subspaces and fit each subspace with different functions. In this Section we explore Cascade Generalization on the problems and subproblems that a divide and conquer algorithm generates. The intuition behind this proposed method is the same as behind any divide and conquer strategy. The relations that can not be captured at global level can be discovered on the simpler subproblems.
In the following sections we present in detail how to apply Cascade Generalization locally. We will only develop this strategy for decision trees, although it should be possible to use it in conjunction with any divide and conquer method, like decision lists (Rivest, 1987) .
The local Cascade Generalization algorithm
Local Cascade Generalization is a composition of classification algorithms that is elaborated when building the classifier for a given task. In each iteration of a divide and conquer algorithm, Local Cascade Generalization extends the dataset by the insertion of new attributes. These new attributes are propagated down to the subtasks. In this paper we restrict the use of Local Cascade Generalization to decision tree based algorithms. However, it should be possible to use it with any divide-and-conquer algorithm. Figure 2 presents the general algorithm of Local Cascade Generalization, restricted to a decision tree. The method will be referred to as CGTree.
When growing the tree, new attributes are computed at each decision node by applying the operator. The new attributes are propagated down the tree. The number of new attributes is equal to the number of classes appearing in the examples at this node. This number can vary at different levels of the tree. In general deeper nodes may contain a larger number of attributes than the parent nodes. This could be a disadvantage. However, the number of new attributes that can be generated decreases rapidly. As the tree grows and the classes are discriminated, deeper nodes also contain examples with a decreasing number of classes. This means that as the tree grows the number of new attributes decreases.
In order to be applied as a predictor, any CGTree must store, in each node, the model generated by the base classifier using the examples at this node. When classifying a new example, the example traverses the tree in the usual way, but at each decision node it is extended by the insertion of the probability class distribution provided the base classifier predictor at this node.
In the framework of local cascade generalization, we have developed a CGLtree, that uses the (D, A(Discrim(D), D) ) operator in the constructive step. Each internal node of a CGLtree constructs a discriminant function. This discriminant function is used to build new attributes. For each example, the value of a new attribute is computed using the linear discriminant function. At each decision node, the number of new attributes built by CGLtree is always equal to the number of classes taken from the examples at this node. In order to restrict attention to well populated classes, we use the following heuristic: we only consider a class i if the number of examples, at this node, belonging to class i is greater than N times the number of attributes. 4 By default N is 3. This implies that at different nodes, different number of classes will be considered leading to addition of a different number of new attributes. Another restriction to the use of the constructive operator A ( (D), D) , is that the error rate of the resulting classifier should be less than 0.5 in the training data.
In our empirical study we have used two other algorithms that apply Cascade Generalization locally. The first one is CGBtree that uses as constructive operator
(D, A(naiveBayes(D), D)),
and the second one is CGBLtree that uses as constructive operator:
In all other aspects these algorithms are similar to CGLtree.
There is one restriction to the application of the (D , A( (D), D ) ) operator: the induced classifier (D) must return the corresponding probability class distribution for each Figure 3 . Tree generated by a CGTree using Discrim∇Bayes as constructive operator.
x ∈ D . Any classifier that satisfies these requisites could be applied. It is possible to imagine a CGTree, whose internal nodes are trees themselves. For example, small modifications to C4.5.
5 enables the construction of a CGTree whose internal nodes are trees generated by C4.5. Figure 3 represents the tree generated by a CGTree on the Monks-2 problem. The constructive operator used is: (D, Discrim∇ Bayes( x, D) ). At the root of the tree the naive Bayes algorithm provides two new attributes-Bayes 7 and Bayes 8. The linear discriminant uses continuous attributes only. There are only two continuous attributes, those built by the naive Bayes. In this case, the coefficients of the linear discriminant shrink to zero by the process of variable elimination used by the discriminant algorithm. The gain ratio criterion chooses the Bayes 7 attribute as a test. The dataset is split into two partitions. One of them contains only examples from class OK: a leaf is generated. In the other partition two new Bayes attributes are built (Bayes 11, Bayes 12) and so a linear discriminant is generated based on these two Bayes attributes and on those built at the root of the tree. The attribute based on the linear discriminant is chosen as test attribute for this node. The dataset is segmented and the process of tree construction proceeds.
An illustrative example
This example illustrate two points:
r The interactions between classifiers: The linear discriminant contains terms built by naive Bayes. Whenever a new attribute is built, it is considered as a regular attribute. Any attribute combination built at deeper nodes can contain terms based on the attributes built at upper nodes.
r Re-use of attributes with different thresholds. The attribute Bayes 7, built at the root, is used twice in the tree with different thresholds.
Relation to other work on multivariate trees
With respect to the final model, there are clear similarities between CGLtree and Multivariate trees of Brodley and Utgoff (1995) . Langley refers that any multivariate tree is topologically equivalent to a three-layer inference network Langley (1996) . The constructive ability of our system is similar to the Cascade Correlation Learning architecture of Fahlman and Lebiere (1991) . Also the final model of CGBtree is related with the recursive naive Bayes presented by Langley (1996) . This is an interesting feature of Local Cascade Generalization: it unifies in a single framework several systems from different research areas. In our previous work (Gama & Brazdil, 1999) we have compared system Ltree, similar to CGLtree, with Oc1 of Murthy et al. (1994) , LMDT of Brodley et al. (1995) , and CART of Breiman et al. The focus of this paper is on methodologies for combining classifiers. As such, we only compare our algorithms against other methods that generate and combine multiple models.
Evaluation of local Cascade Generalization
In this section we evaluate three instances of local Cascade Algorithms: CGBtree, CGLtree, and CGBLtree. We compare the local versions against its corresponding global models, and against two standard methods to combine classifiers: Boosting and Stacked Generalization. All the implemented Local Cascade Generalization algorithms are based on Dtree. They use exactly the same splitting criteria, stopping criteria, and pruning mechanism. Moreover they share many minor heuristics that individually are too small to mention, but collectively can make difference. At each decision node, CGLtree applies the Linear discriminant described above, while CGBtree applies the naive Bayes algorithm. CGBLtree applies the Linear discriminant to the ordered attributes and the naive Bayes to the categorical attributes. In order to prevent overfitting the construction of new attributes is constrained to a depth of 5. In addition, the level of pruning is greater than the level of pruning in Dtree. Table 7 presents the results of local Cascade Generalization. Each column corresponds to a local Cascade Generalization algorithm. Each algorithm is compared against its similar Cascade model using paired t-tests. For example, CGLtree is compared against C4.5∇ Discrim. A +(−) sign means that the error rate of the composite model is, at statistically significant levels, lower (higher) than the correspondent model. Table 8 presents a comparative summary of the results between local Cascade Generalization and the corresponding global models. It illustrates the benefits of applying Cascade Generalization locally.
System CGBLtree is compared to C5.0Boosting, a variance reduction method. 6 and to Stacked Generalization, a bias reduction method. Table 7 presents the results of C5.0Boosting with the default parameter of 10, that is aggregating over 10 trees, and Stacked Generalization as it is defined in Ting and Witten (1997) and described in an earlier section. Both Boosting and Stacked are compared against CGBLtree, using paired t-tests with the significance level set to 99.9%. A +(−) sign means that Boosting or Stacked performs significantly Ionosphere 9.62 ± 0.9 11.06 ± 0.6 11.00 ± 0.7 (+)6.57 ± 1.1 9.63 ± 1. better (worse) than CGBLtree. In this study, CGBLtree performs significantly better than Stacked, in 6 datasets and worse in 2 datasets.
A step ahead
Comparing with C5.0Boosting, CGBLtree significantly improves in 10 datasets and loses in 9 datasets. It is interesting to note that in 26 datasets there are 19 significant differences. This is evidence that Boosting and Cascade have different behavior. The improvement observed with Boosting, when applied to a decision tree, is mainly due to the reduction of the variance component of the error rate while, with Cascade algorithms, the improvement is mainly due to the reduction on the bias component. Table 7 presents the results of Boosting a Cascade algorithm. In this case we have used the global combination C5.0 Boost∇ naive Bayes. It improves over C5.0Boosting on 4 datasets and loses in 3. The summary of the results presented in Table 8 evidence a promising result, and we intend, in the near future, to boost CGBLtree.
Number of leaves
Another dimension for comparisons involves measuring the number of leaves. This corresponds to the number of different regions into which the instance space is partitioned by the algorithm. Consequently it can be seen as an indicator of the model complexity. In almost all datasets, 7 any Cascade tree splits the instance space into half of the regions needed by Dtree or C5.0. This is a clear indication that Cascade models capture better the underlying structure of the data.
Learning times
Learning time is the other dimension for comparing classifiers. Here comparisons are less clear as results may strongly depend on the implementation details as well on the underlying hardware. However at least the order of magnitude of time complexity is a useful indicator.
C5.0 and C5.0Boosting have run on a Sparc 10 machine. 8 All the other algorithms have run on a Pentium 166 MHz, 32 Mb machine under Linux. Table 9 presents the average time needed by each algorithm to run on all datasets, taking the time of naive Bayes as reference. Our results demonstrate that any CGTree is faster than C5.0Boosting. C5.0Boosting is slower because it generates 10 trees with increased complexity. Also, any CGTree is faster than Stacked Generalization. This is due to the internal cross validation used in Stacked Generalization.
Why does Cascade Generalization improve performance?
Both Cascade Generalization and Local Cascade Generalization transforms the instance space into a new, high-dimensional space. In principle this could turn the given learning problem into a more difficult one. This phenomenon is known as the curse of dimensionality Mitchell (1997) . In this section we analyze the behavior of Cascade Generalization through three dimensions: the error correlation, the bias-variance analysis, and Mahalanobis distances. Ali and Pazzani (1996) have shown that a desirable property of an ensemble of classifiers is diversity. They use the concept of error correlation as a metric to measure the degree of diversity in an ensemble. Their definition of error correlation between two classifiers is defined as the probability that both make the same error. Because this definition does not satisfy the property that the correlation between an object and itself should be 1, we prefer to define the error correlation between two classifiers as the conditional probability of the two classifiers make the same error given that one of them makes an error. This definition of error correlation lies in the interval [0 : 1] and the correlation between one classifier and itself is 1. Formally:
Error correlation
The formula that we use provides higher values than the one used by Ali and Pazzani. As it was expected the lowest degree of correlation is between decision trees and Bayes and between decision trees and discrim. They use very different representation languages. The error correlation between Bayes and discrim is a little higher. Despite the similarity of the two algorithms, they use very different search strategies. Table 10 presents the results of this analysis. These results provide evidence that the decision tree and any discriminant function make uncorrelated errors, that is each classifier make errors in different regions of the instance space. This is a desirable property for combining classifiers. 
Bias-variance decomposition
The bias-variance decomposition of the error is a tool from the statistics theory for analyzing the error of supervised learning algorithms. The basic idea, consists of decomposing the expected error into three components:
To compute the terms bias and variance for zero-one loss functions we use the decomposition proposed by Kohavi and Wolpert (1996) . The bias measures how closely average guess of the learning algorithm matches the target. It is computed as:
The variance measures how much the learning algorithm's guess "bounces around" for the different sets of the given size. This is computed as:
To estimate the bias and variance, we first split the data into training and test sets. From the training set we obtain ten bootstrap replications used to build ten classifiers. We ran the learning algorithm on each of the training sets and estimated the terms of the variance Eq. (7) and bias 9 Eq. (6) using the generated classifier for each point x in the evaluation set E. All the terms were estimated using frequency counts.
The base algorithms used in the experimental evaluation have different behavior under a Bias-Variance analysis. A decision tree is known to have low bias but high variance, and naive Bayes and linear discriminant are known to have low variance but high bias.
Our experimental evaluation has shown that the most promising combinations use a decision tree as high level classifier, and naive Bayes or linear discriminant as low level classifiers. To illustrate these results, we measure the bias and the variance of C4.5, naive Bayes and C4.5∇naive Bayes in the datasets under study. These results are shown in figure 4. A summary of the results is presented in Table 11 . The benefits of the Cascade composition are well illustrated in datasets like Balance-scale, Hepatitis, Monks-2, Waveform, and Satimage. Comparison between Bayes and C4.5∇Bayes shows that the latter combination obtain a strong reduction of the bias component at costs of increasing the variance component. C4.5∇Bayes reduces both bias and variance when compared to C4.5. The reduction of the error is mainly due to the reduction of bias.
Mahalanobis distance
Consider that each class defines a single cluster 10 in an Euclidean space. For each class i, the centroid of the corresponding cluster is defined as the vector of attribute meansx i , which is computed from the examples of that class. The shape of the cluster is given by the covariance matrix S i .
Using the Mahalanobis metric we can define two distances:
1. The within-class distance. It is defined as the Mahalanobis distance between an example and the centroid of its cluster. It is computed as:
where x represents the example attribute vector, x i denotes the centroid of the cluster corresponding to class i, and S i is the covariance matrix for class i. 2. The between-classes distance. It is defined as the Mahalanobis distance between two clusters. It is computed as: where x i denotes the centroid of the cluster corresponding to class i, and S pooled is the pooled covariance matrix using S i and S j . The intuition behind the within-class distance is that smaller values leads to more compact clusters. The intuition behind the between-classes distance is that larger values would lead us to believe that the groups are sufficiently spread in terms of separation of means.
We have measured the between-classes distance and the within-class distance for the datasets with all numeric attributes. Both distances have been measured in the original dataset and in the dataset extended using a Cascade algorithm. We observe that while the within-class distance remains almost constant, the between-classes distance increases. For example, when using the constructive operator Discrim∇Bay the between-classes distance almost doubles. Figure 5 shows the average increase of the between-class distance, with respect to the original dataset, after extending it using Discrim, Bayes and Discrim∇Bayes, respectively.
Conclusions and future work
This paper provides a new and general method for combining learning models by means of constructive induction. The basic idea of the method is to use the learning algorithms in sequence. At each iteration a two step process occurs. First a model is built using a base classifier. Second, the instance space is extended by the insertion of new attributes. These are generated by the built model for each given example. The constructive step generates terms in the representational language of the base classifier. If the high level classifier chooses one of these terms, its representational power has been extended. The bias restrictions of the high level classifier is relaxed by incorporating terms of the representational language of the base classifiers. This is the basic idea behind the Cascade Generalization architecture.
We have examined two different schemes of combining classifiers. The first one provides a loose coupling of classifiers while the second one couples classifiers tightly:
1. Loose coupling: Base classifier(s) pre-process data for another stage. This framework can be used to combine most of the existing classifiers without changes, or with rather small changes. The method only requires that the original data is extended by the insertion of the probability class distribution that must be generated by the base classifier. 2. Tight coupling through local constructive induction. In this framework two or more classifiers are coupled locally. Although in this work we have used only Local Cascade Generalization in conjunction with decision trees the method could be easily extended to other divide-and-conquer systems, such as decision lists.
Most of the existing methods such as Bagging and Boosting that combine learned models, use a voting strategy to determine the final outcome. Although this leads to improvements in accuracy, it has strong limitations-loss in interpretability. Our models are easier to interpret particularly if classifiers are loosely coupled. The final model uses the representational language of the high level classifier, possibly enriched with expressions in the representational language of the low level classifiers. When Cascade Generalization is applied locally, the models generated are more difficult to interpret than those generated by loosely coupled classifiers. The new attributes built at deeper nodes, contain terms based on the previously built attributes. This allows us to built very complex decision surfaces, but it affects somewhat the interpretability of the final model. Using more powerful representations does not necessarily lead to better results. Introducing more flexibility can lead to increased instability (variance) which needs to be controlled. In local Cascade Generalization this is achieved by limiting the depth of the applicability of the constructive operator and requiring that the error rate of the classifier used as constructive operator should be less than 0.5. One interesting feature of local Cascade Generalization is that it provides a single framework, for a collection of different methods. Our method can be related to several paradigms of machine learning. For example there are similarities with multivariate trees (Brodley & Utgoff, 1995) , neural networks (Fahlman, 1990) , recursive Bayes (Langley, 1993) , and multiple models, namely Stacked Generalization (Wolpert, 1992) . In our previous work (Gama & Brazdil, 1999) we have presented system Ltree that combines a decision tree with a discriminant function by means of constructive induction. Local Cascade combinations extend this work. In Ltree the constructive operator was a single discriminant function. In Local Cascade composition this restriction was relaxed. We can use any classifier as constructive operator. Moreover, a composition of several classifiers, like in CGBLtree, could be used.
The unified framework is useful because it overcomes some superficial distinctions and enables us to study more fundamental ones. From a practical perspective the user's task is simplified, because his aim of achieving better accuracy can be achieved with a single algorithm instead of several ones. This is done efficiently leading to reduced learning times.
We have shown that this methodology can improve the accuracy of the base classifiers, competing well with other methods for combining classifiers, preserving the ability to provide a single, albeit structured model for the data.
Limitations and future work
Some open issues, which could be explored in future, involve:
r From the perspective of bias-variance analysis the main effect of the proposed methodology is a reduction on the bias component. It should be possible to combine the Cascade architecture with a variance reduction method, like Bagging or Boosting.
r Will Cascade Generalization work with other classifiers? Could we use neural networks or nearest neighbors? We think that the methodology presented will work for this type of classifier. We intend to verify it empirically in future.
Other problems that involve basic research include:
r Why does Cascade Generalization improve performance? Our experimental study suggests that we should combine algorithms with complementary behavior from the point of view of bias-variance analysis. Other forms of complementarity can be considered, for example the search bias. So, one interesting issue to be explored is: given a dataset, can we predict which algorithms are complementary? r The Cascade Generalization architecture provides a method for designing algorithms that use multiple representations and multiple search strategies within the induction algorithm. An interesting line of future research should explore flexible inductive strategies using several diverse representations. It should be possible to extend Local Cascade Generalization to provide a dynamic control and this make a step in this direction.
