Abstract-Zoom lens camera calibration is an important and difficult problem for two reasons at least. First, the intrinsic parameters of such a camera change over time, it is difficult to calibrate them online. Secondly, the pin-hole model for single lens system can not be applied directly to a zoom lens system. In this paper, we address some aspects of this problem, such as determining principal point by zooming, modeling and calibration of lens distortion and focal length, as well as some practical aspects. Experimental results on calibrating cameras with computer controlled zoom, focus and aperture are presented.
interpolate the rest. Some of the parameters can even be considered as constant if they do not change significant. Previous work related to zoom lens camera calibration is found in 131, [l] , [lo] , [141, 1131, among Willson's work [14] is the most recent and most comprehensive work on zoom lens modeling and calibration. This paper is not concerned with theoretic or new algorithm of camera calibration, rather than some practical and experimental aspects of camera calibration, in particular, for motor controlled zoom lens systems. First, we briefly outline an algorithm which is used for the camera calibration. Then, we discuss some practical aspects of camera calibration, such as calibration reference object, geometric configuration of the camera set-up, target point detection and precise localization. In order to demonstrate our points, we have carried out extensive experiments on calibrating a pair of zoom lens cameras mounted on a headeye system with computer controlled zoom, focus and aperture. (CVAPI, Royal Institute of Technology IKTH) , 100 44 Stockholm, Sweden. E-iuail: nzxli@bion.kth.se. I 'Electroniqne, et d'Antomatiqne (LASMEAI, Blaise-Pascal Univevsity of 63177 Aubtere cedex, fr. Manuscuipt ueceived Feb. 23, 1995; revised Mar. 19, 1996 . Recommended for acceptance by S.K. Nayar. For infuvmation on obtaining wprints of this article, please send e-mail to: transpami@computer.or~, and reference IEEECS Lug Number P96039.
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LEAST SQUARES CAMERA CALIBRATION
In this section, we briefly outline the algorithm used for the camera calibration (for details see [61, [71) . The pin-hole camera model which is used for "single" lens camera, does not hold for zoom lens [lo] , [4] . But for each setting of the zoom, the system can be considered as a pin-hole model. The intrinsic parameters include principal point (xo, yo), focal length (fx, fJ (thus the aspect ratio of the pixel k = f,,/fJ. In addition, we use three parameters for radial distortion (al, a2, a3) and three for tangential distortion (pl, p2, p J .
The extrinsic parameters are the rotation matrix R(a, fl j which is a function of three rotation angles (a, , 8, j and the translation vector T = (Tx, Ty, TJT between a calibration reference and the camera system.
The Mathematical Model
The relationship between a 3D point P(X, Y, Z ) and its 2D image projection p(x, y) (in pixel system) is described by
where X = x -xo, = y -yo, Y,] is the component of rotation matrix R, (ux, U,) are residual errors of (x, y), and (dx, d,) are the distortion components consisting of radial distortion:
Let @ b e the parameter vector, then (1) and (2) can be written in a compact form:
The problem is to solve for Q by minimizing (V'V) which is a non-linear optimization problem. One way of solving the problem is to linearize (3) at some approximate value Q0 and solve for dQ,, i.e., to solve a linear system:
A = F i 0 is the derivative of F with respect to Q, at Qo. By adding dQ to Qo as new initial value and repeat the process until convergency. Let the weight matrix of the measurements' be W, the weighted least squares solution of (4) is by minimizing (V'WV) which leads to
Accuracy Assessment: From the least squares estimation of (51, we can compute the estimate of the residual vector V
and the posteriori estimation of the noises oo of the image coordinates: 
Multiple Image Calibration
One of the major error sources in calibration process is the measurement errors. One way of improving this is to increase the number of measurements, e.g., by combining more than one image taken by the same camera from different or the same position without changing the intrinsic parameters. In such a case, the intrinsic parameters are the same for all images. This increases the relative redundancy of the least squares estimation, thus increases the accuracy and reliability of the solution. This of course increases the computation, but if the computation is not crucial, the multi-image technique is a useful way to improve accuracy. Fig. 1 shows some simulated results on the accuracy of the calibrated parameters as a function of the number of images used in the multi-image calibration. We can notice from the figure that increasing the number of images improves the accuracy of the computed parameters dramatically. 
CONSIDERATION ON CALIBRATION PATTERN
In order to achieve accurate measurements and calibration results, particular care has to be taken to the way that a 3D calibration pattern is constructed and also to the way the coordinates of calibration points are measured. Such an achievement is not a straightforward task and the loss of accuracy during this calibration step leads to erroneous results and introduces a major instability in the solution of the nonlinear system involved by the calibration.
3D Calibration Pattern Construction
At least three approaches can be used to construct a 3D calibration pattern.
1) Translation of a planar pattern along an axis perpendicular to the plane 1121, [14] . The pattern has to be very flat and accurately placed and moved perpendicular to the translation axis which may require some special devices to realize. It is flexible but need to take a few images to make the calibration. 2) Cube with targets on the three visible surfaces [6] , [4] . One advantage of using cube is to use vanishing points technique for calibration [61. This is the pattern used in our experiments. For close-range applications 141 which require a small pattern, a full cube can be accurately manufactured. But for larger pattern [6] , it requires putting three flat patterns together perpendicularly to each other, which may result in uncertainties in the 3D point coordinates. 3) 3D test-field 121, [13] . This may be the best solution to realize a 3D calibration pattern if accuracy is considered. It allows one to make experiments for both close and long range conditions. A test-field usually consists of targets placed on a wall and a structure in front of the wall. The 3D measurements of the test-field is done with theodolites, thus achieving high accuracy although time consuming.
Another drawback is that one can not move it. In 1131,
there is a bar code attached to each target so that they can be recognized easily and automatically.
Configuration Between Camera and Calibration Pattern
The geometric configuration between camera and calibration pattern also plays an important rule in calibration. The same pattern, but different configurations will result in different correlation among parameters and thus different accuracies. In this section, we will show this effect through simulation. Given a set of camera parameters and a 3D calibration pattern, which is plane pattern shifted three times in the perpendicular direction to the plane as to constitute a calibration object, we project the 3D points back to the image plane according to the model presented in Section 2. Then add some noises to the image points (with Gaussian noise oo = 0.2 pixel). Finally, using these noise contaminated points to compute the camera parameters. Table 1 shows two cases in which the same pattern, but different camera configurations is used. In case I patterns are parallel to the image plane and in case I1 patterns are rotated to the image plane (-30') . As we can see that in both cases they have the same go but different standard derivations for each computed parameters. Table 2 shows the normalized correlation among the computed parameters for these two cases.' The numbers in the tables correspond to the correlation between two parameters. The larger the (absolute) value is, the higher the correlation is. It is clear from the 
Calibration Targets and Their Localization
It is well known that measurement error of image point is one of the major error sources in camera calibration. There are two aspects with this. First the type (pattern) of the targets is important. Second, accurate detection and localization of them in image is also an important step. It is argued in [2] that circular pattern can be accurately localized than other kinds of targets. As in our experiments we use cross targets, we will in this section describe a technique for accurate cross localization. Instead of using information obtained by edge detection, the basic idea is to use the gray level data directly to determine the cross coordinates. The algorithm used to compute the sub-pixel localization was introduced by [91, in which the author has found the expression of an analytical surface whose shape is very close to the photonic response detected around a cross position:
F(x,y) = a + bx + cy + d2 e X p~e~( I c o s 0~~~a 1 r 0~t i~~2
Fitting F(x ,y) to a small window around a cross by nonlinear optimization, the parameters (a, b, c, d,, e,, I,, S, , d,, e2, I, , 0,) can be computed. Then the center of the pattern can be computed from these parameters. In this way, the calibration targets can be localized precisely. Our experiments show that using classical edge detectors does not make it possible to obtain accurate results while using this technique the accuracy can be improved significantly. For circular targets accurate localization can be found in [21.
EXPERIMENTS AND RESULTS
In this section, we present some experimental results. More extensive results can be found in 171. The experiments were performed on the KTH head-eye system which consists of a pair of cameras with computer controlled zoom, focus and aperture mounted on an active head-eye system [81.
Determining Principal Point by Zooming
Zooming Properties
There are various definitions of image center, see, e.g., [14] . Under the pin-hole model, we define the image center or the principal point as the intersection point of the optical axis with the image plane. If the optical axis of a lens is perpendicular to the image plane and the optical axis does not change during focusing and zooming, then this intersection point will remain at the same location. Under the above assumptions, when focusing or zooming, image point of the same object will move radially along a line passing through this intersection point which is also called the "center of expansion." If we take a sequence of images by setting at different focus and/or zoom, and find the corresponding image points on each image and overlay them together, the lines determined by the trajectories of a number of image points will intersect at a common point, i.e., the center of expansion. If the above assumptions hold, the center of expansion will coincide with the principal point. In this way we can compute the principal point. This is the ideal case. In reality, optical axis of a zoom lens system may change during zooming and focusing. So the center of expansion between two images changes. On the other hand, if the change is not significant, we can then take the average of center of expansions as the principal point. This technique has also been used in [ill, [31, [ll, [41, [141. 
Experimental Results
In order to see if the center of expansion changes or not, we made some experiments to test this. We take a number of images by changing the zoom settings over the full range. Then take different combinations of the images to compute the center of expansion. Table 3 shows the results of two examples. In experiment I, seven images taken at seven zoom settings were use, while in experiment 11, which was done three weeks later and at a different focus setting, 11 images taken at 11 zoom settings were used. As can be seen from the table that the center of expansion moves about i-0.5 pixels on an average, which is not so bad for some applications. We can take the mean center of expansions as the principal point. We also noticed that the system is stable over different focus distances, i.e., different focus setups, and over time (images were taken at a time interval of three weeks).
The conclusions we can draw from these experiments are that for this particular system the center of expansion during focusing, zooming and other mechanical and optical movements of the camera is stable to a certain extend and can be used as (fixed) principal point. This, of course, depends on the camera lenses themselves, one has to check this out for his own system before drawing the conclusion. In [4] , a high quality zoom lens leads to a more stable result of (xo, yo).
Least Squares Calibration
In the following, we present results of various experiments on zoom lens calibration. All results shown here are done using fixed principal point calibrated by zooming. As lenses are moving when zoom or focus setting is modified, calibration is performed for each combination of these two parameters. For technical purpose, the motor controllers allow one to use range values between 1 and 32 for each setting. The focus step 1 corresponds to the closest distance between the object and the camera (-0.8 m) and step 32 corresponds to the infinity. Zoom steps 1 and 32 are respectively the minimum and maximum magnification. Iris steps 1 and 32 are respectively the closed and open position. The metric used for evaluating the results is the residual error 5" , which is an indicator of the fitness between the data and the model. Fig. 2 shows the E o s for all the settings. The range of Z,, is in 0.1 -0.3 pixels. The variation of Zo depends on how many points are visible on the image and how much area they cover on the image. The more points and more area they cover on the image, the better the results are. 
Focal Lengths (fx, fJ and Pixel Ratio (fJfx)
The experiment is done as follows: Keeping aperture fixed, calibrations have been performed with different zoom and focus settings3 Two 3D cubes have been placed in a range of 0.8 m from the camera up to 4.5 m. This range corresponds to the action area of the system. Fig. 3 shows the calibrated focal length fx, fy as functions of zoom and focus positions. From the figures, we can noticed the following:
The focal length changes as a smooth function of both zoom and focus parameters.
The calibration results for f x and f,, are almost the same and the pixel ratio (f;,/fJ is equal to 0.9999. This value, closing to 1.0, is due to a special way the video signal is resampled. The resampling frequency is set in the frame grabber in order to obtain a squared pixel. Calibration results change when the focus is modified.
Focus effect is not so important for short focal-length but increases greatly for long ones. After having obtained these data, there are various ways to construct look-up tables for f x and f,. In [141, polynomials of order five are used to model the surfaces. The simplest (but may not be the best) one is to make a local approximation (bilinear or bicubic functions) or to try to fit the data by a spline interpolated surface. 
Lens Disforfion
As described in Section 2, we use three parameters for radial and tangential distortion respectively. The question is "How significant are they?" Fig. 4 shows the results of different combinations of distortion parameters, where rzt, means using the first i parameters for radial and first ] parameters for tangential. From the figure, it is clear that radial distortion are significant, while the third parameters for both radial and tangential are not significant. The optimal combination is r2t2, i.e., (q, a2, 
Extrinsic Parameters
We know that optical center varies with zooming and focusing. We also suspect that the orientation of optical axis may change during zooming. Fig. 5 shows the travel path of the optical center during zooming. We can seen the optical center travels in a straight line in space, i.e., the optical axis, but the range (354.1 mm) does not corresponding to the range of the focal length change (12.5-75 mm) . This is due to that factor that the pin-hole model does not hold for zoom lens [4] , [lo] . For each setting, if the system is considered as pin-hole model, then the optical center is only a virtual point and this point moves during zooming. The distance between the object and the principal plane (CCD matrix) can not be considered as a fixed parameter. A complete description of this phenomenon is given in 141, 151 and shows that a thick optical model has to be considered in order to understand it. 
CONCLUSION
Through this article, we described some key points that needed to be checked in order to achieve good calibration results. Calibration does not only depend on the mathematical tools used to compute the parameters, considerable attention has to be given to the construction and accuracy of the 3D calibration pattern and to the calibration points are measured and detected in images. A least squares technique is applied to minimize measurement errors in images and compute simultaneously intrinsic, extrinsic as well as radial and tangential distortion parameters. Statistical analysis has also be performed using residuals and covariance matrix. We think that the calibration techniques, experiments and results presented in the paper could be useful for others.
Texture Modeling by Multiple Pairwise Pixel Interactions
G.L. Gimel'farb
Abstract-A Markov random field model with a Gibbs probability distribution (GPD) is proposed for describing particular classes of grayscale images which can be called spatially uniform stochastic textures. The model takes into account only multiple short-and longrange pairwise interactions between the gray levels in the pixels. An effective learning scheme is introduced to recover structure and strength of the interactions using maximal likelihood estimates of the potentials in the GPD as desired parameters. The scheme is based on an analytic initial approximation of the estimates and their subsequent refinement by a stochastic approximation. Experiments in modeling natural textures show the utility of the proposed model. interactions by specifying their geometric structure and probabilistic strengths. Such interaction in the images means that some local sigiial configurations are more probable than others in the lattice. The interaction structure is described by a neighborhood graph linking each pair of interacting pixels, called neighbors. The GPD is represented by a product of strictly positive factors, each defined on a corresponding complete subgraph, or clique, of the pixels 131, 181. Each factor describes quantitatively the interaction strength in the corresponding clique. Usually, the factor is represented in an exponential form and the exponent is called a potential; the higher the potential, the more probable the signal configuration in the clique. Comprehensive surveys of the development and application of Markov/Gibbs image models can be found, for instance, in [61, 1111. It should be noted that the traditional models borrowed from physics, such as the autobinomial or Gauss-Markov models with cliques and potentials that are, to a considerable extent, predefined, may not be the best ones for describing particular image textures.
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