Recently, projector camera systems have been used actively for image synthesis and for 3D reconstruction. For using the projector camera systems in these applications, it is very important to compute the geometry between projectors and cameras accurately. Recently, it has been shown that by using the mutual projection of cameras, multiple cameras are calibrated quite accurately. However, this property cannot be used for projector camera systems, since projectors are light-emitting devices and the projection of cameras cannot be obtained in projector images. In this paper, we show that by using the shadow of cameras and the shadow of projectors generated by projector light, we can generate virtual mutual projections between projectors and cameras, and projectors and projectors. These virtual mutual projections can be used for calibrating projector-camera systems quite accurately. Furthermore, the calibration can be achieved without using any 3D points unlike the existing calibration methods. The accuracy of the proposed method is evaluated by using real and synthetic images.
Introduction
In recent years, projector-camera systems have been studied extensively and used actively as new information presenting systems [1] - [4] .
If we simply want to control planar screen images by the projector-camera system, a planar homography between the camera and the projector is enough. However, if we want to extract 3D geometry of objects by using the projector-camera system, the 3D geometry of the camera and the projector is required as shown in [5] . In these applications, we do not need full calibration of projector-camera systems, and the calibration up to a projective ambiguity is often enough. Once the projector-camera is calibrated up to a projective ambiguity, it is also possible to upgrade it to full calibration by estimating the internal parameters of cameras and projectors. Thus, we in this paper consider projective calibration of projector-camera systems.
Since projectors can be considered as single viewpoint cameras, camera calibration methods such as the standard 8 point algorithm are often used for calibrating projector-camera systems. However, the existing methods require many 3D points for calibrating the systems accurately and stably [6] , [7] . To cope with this problem, Nishie et al. [5] proposed a useful calibration method, which uses the shadow information of objects generated by a projector light. The method enables us to calibrate projector-camera systems only from two 3D points. However, the method does not provide us good results, if these two points are close to the screen, or these two points are collinear with cameras and projectors.
On the other hand, Sato [8] showed that multiple cameras can be calibrated very accurately, if the cameras are projected to each other. It is called a mutual projection of cameras. Since projectors can be considered as single viewpoint cameras, we can expect that projector-camera systems can be calibrated accurately and reliably by using the mutual projection between projectors and cameras. Unfortunately, the mutual projection between projectors and cameras does not occur, since the projectors are light emitting devices and they cannot see the 3D world unlike cameras. Also, if we have multiple projectors, these projectors cannot see other projectors, and mutual projection between multiple projectors does not occur.
However, we in this paper show that by using the shadow of cameras and the shadow of projectors generated by the light of projectors, we can virtually generate the mutual projection between projectors and cameras, and projectors and projectors. Based on these properties, we propose a new method for calibrating projectorcamera systems quite accurately from shadows of cameras and projectors up to a projective ambiguity. Unlike the existing calibration methods, the proposed method does not require any 3D point for calibrating projectorcamera systems except the shadow information, and thus singular cases of the existing methods, e.g. coplanar 3D points, are no longer singular in the proposed method.
Shadow projection in projectorcamera systems
The projector-camera systems consist of multiple cameras and multiple projectors. Since a projector has a single center of projection, it can be considered as a camera. Thus, the geometry between multiple projectors and multiple cameras can be analyzed by using the multiple view geometry of multiple cameras.
In general a projector projects light on a planar screen. Thus, we can consider a planar homography H pc between a projector and a camera with respect to the screen, which enables us to transfer a point in the projector image to a point in the camera image. The homography, H pc , can be obtained by projecting four or more than four points from the projector to the screen, observing these points by the camera, and computing H pc from these corresponding points. In the following part of this paper, we assume that planar homographies, H pc , between a camera and projectors via the planar screen are available.
Let us consider a 3D point, X, a projector, P, and a camera, C, as shown in Fig. 1 . Because of a light of the projector P, a shadow X of the point X is generated on a screen Π. Let X and X be projected to x and x in an image of the camera C. Also, let x p be a point in the projector image, which corresponds to the 3D point X. Note, x p is not observable in the projector image. The relationship between x p and x can be described by using the planar homography H pc as follows:
where, ∼ denotes an equality up to a scale, and point Fig. 1 The shadow projection in a projector-camera system which consists of a projector P and a camera C. The projector light generates the shadow X of a 3D point X onto the screen Π. Then, X and X are projected onto the camera image as x and x .
coordinates are represented by using homogeneous coordinates. Now, if we consider a projection matrix A of the camera C and a projection matrix A p of the projector P, the 3D point X is projected to x and x p as follows:
Thus, the 3D point X is projected to the projection, x , of the shadow point, X , as follows:
where, A is the following projection matrix:
From (2) and (4), we find that the projection, x, of X and the projection, x , of its shadow X are considered as a pair of stereo camera images, and thus A and A are projection matrices of a pair of stereo cameras. Since the relationship between A and A p can be described by using a planar homography H pc as shown in (5), A and A p are projectively equivalent. Thus, A is considered as a projection matrix of the projector P up to a projective ambiguity. Thus, two view geometry between A and A p is equivalent to the two view geometry between A and A up to a projective ambiguity.
The above discussions can be hold for projector camera systems with two or more than two projectors. Suppose we have a camera and three projectors as shown in Fig. 2 , and three shadows X , X and X of a 3D point X are generated by these three projectors. These shadows are observed as x , x and x in the camera image. Then the relationships between the 3D point X Fig. 2 The shadow projection in a projector-camera system which consists of three projectors and a camera.
and image points can be described by using projection matrices as follows:
From (6), (7), (8) , and (9), we find that A , A and A can be considered as projection matrices of the three projectors up to a projective ambiguity, and thus we can consider the multiple view geometry of multiple projectors and a camera by using the projections of shadow points.
Virtual mutual projection of projectors and cameras
We next consider virtual mutual projections between projectors and cameras, and projectors and projectors. Sato [8] showed that if multiple cameras are projected to each other, then the multiple view geometry of these cameras can be computed more reliably from less corresponding points. The mutual projection occurs between two cameras, if they look at each other. However, it does not occur between a projector and a camera, since the projector is a light emitting device, and it cannot observe the camera nor 3D scenes. Also, the mutual projection between a projector and another projector does not occur. However, if we use shadow information caused by the projector light, we can virtually generate mutual projection between a projector and a camera, and a projector and another projector.
Let us consider a camera C and three projectors P 1 , P 2 and P 3 . Let C , C and C be shadows of the camera C generated by the projector light of P 1 , P 2 and P 3 respectively. Also, let X i j be a shadow of P j generated by the projector light of P i . These shadows C , C , C , X 12 , X 13 and X 23 are projected to the camera image as e , e , e , e 12 , e 13 and e 23 respectively, and are visible in the camera image.
Then, C, P 1 and e are collinear as shown in Fig. 3 . Therefore, e is an epipole of P 1 in the image of C. Also, e and e are epipoles of P 2 and P 3 in the image of C. On the other hand, e 12 is the projection of X 12 which is collinear with P 1 and P 2 . This means e 12 is the indirect observation of an epipole e 12 between P 1 and P 2 . Also, e 13 and e 23 are the indirect observation of epipole e 13 of P 1 and P 3 , and epipole e 23 of P 2 and P 3 respectively. The relationship between e i j and e i j can be described by using planar homographies between the camera and projectors as follows:
(10) e 13 ∼ H c1 e 13 (11)
where, H c1 and H c2 denote planar homographies between the camera and projector P 1 , and the camera and projector P 2 respectively. From (10), (11) and (12), we find that e i j and e i j are projectively equivalent. Thus, we can directly extract all the epipoles in the multiple view geometry of the projector-camera system, by observing the shadows of a camera, e , e , e , and the shadows of projectors, e 12 , e 13 , e 23 . This means by observing the shadows of the camera and the projectors in the camera image, we can generate mutual projection between projectors and cameras virtually. Although e i j is the indirect observation of epipole e i j , e i j is projectively equivalent to e i j as shown in (10), (11) and (12), and we can derive the mul-tiple view geometry of projector-camera systems based on these epipoles as shown in the next section.
Note, the multiple view geometry of projectorcamera systems described in the next section is defined on camera images of 3D points and their shadows, which is projectively equivalent to the multiple view geometry of projector-camera systems defined on camera images and projector images. Since we consider the multiple view geometry of projector-camera systems based on the shadows in images, we do not need to transform epipoles e i j in camera images to epipoles e i j in projector images.
Multiple view geometry from virtual mutual projection

2 View geometry
Let us first consider the multiple view geometry of a projector-camera system which consists of a projector, P 1 , and a camera, C, as shown in Fig. 4 . The light of the projector P 1 generates the shadow X of a 3D point X and the shadow C of the camera C on the screen. Then, X, X and C are projected to
and e = [e 1 , e 2 , e 3 ] in the camera image. Since x, x and e are collinear as shown in Fig. 4 , the auto-epipolar holds and the relationship between x and x can be described as follows:
where, i jk denotes a tensor whose value is 1 for even permutation, −1 for odd permutation and 0 for the other case. In this paper, the Einstein's summation convention is used for describing tensor equations. As shown in (13), the two view geometry of projector-camera systems can be described by using just an epipole, e , i.e. the projection of the shadow of camera C in its own image. Thus, we no longer need any corresponding points for computing the two Fig. 4 Two view geometry of a projector-camera system. view geometry of a projector-camera system except a shadow of the camera.
Furthermore, since the auto-epipolar holds, the projection matrix A of camera C, and the projection matrix A of projector P 1 can be computed from e as follows:
Thus, the projector camera systems can be calibrated projectively without using any corresponding point except the shadow of camera. Since we do not need any corresponding point, we no longer need to worry about the singular configuration of camera, projector and 3D points.
3 View geometry
We next consider the three view geometry of a projector-camera system, which consists of two projectors, P 1 and P 2 , and a camera, C, as shown in Fig. 5 .
Let e and e be the projections of shadow C and shadow C , which are generated by the projector light of P 1 and P 2 respectively. The shadows X and X of a 3D point X are generated by the projector light of P 1 and P 2 respectively. Suppose X, X and X are projected to x, x and x in the camera image. Then, the auto-epipolar holds as two view geometry, and thus, the projection matrix A of camera C, the projection matrix A of projector P 1 and the projection matrix A of projector P 2 can be described by using e and e as follows: 
where, α denotes a relative distance of P 2 with respect to the projective frame defined by C and P 1 . The relative scale α can be described by using an epipole, e 12 , between projector P 1 and projector P 2 and epipoles e and e as follows: Since the projection matrices of the camera and the projectors are as shown in (16), the trilinear relationship between x, x and x can be described as follows:
This is the minimal representation of the three view geometry of a projector-camera system. From (18) and (19), we find that the three view geometry of a projector-camera system can be derived just from the shadows of the camera, e and e , and the shadow of the projector, e 12 , in the camera image. We do not need any corresponding point except these shadows for computing the three view geometry of a projector-camera system. Similarly, the projection matrices A, A and A can be computed from (16) by using e , e and e 12 . Thus, even if we have 2 projectors, the projector camera systems can be calibrated projectively without using any corresponding points except the shadows of camera and projectors. Again, we no longer need to worry about the singular configuration of camera, projectors and 3D points except the case where a camera and two projectors are colinear, in which case α cannot be determined.
4 View geometry
We next consider a projector-camera system which consists of three projectors, P 1 , P 2 and P 3 , and a camera, C, as shown in Fig. 3 .
Let e , e and e be the projections of the shadows of camera C, which are generated by the projector light of P 1 , P 2 and P 3 . Also, let e i j be the projection of the shadow of P j generated by the projector light of P i . Suppose the projector light of P 1 , P 2 and P 3 generate shadows X , X and X of a 3D point X, and these points are projected to x , x , x and x in the camera image. Then, because of the auto-epipolar, the projection matrix A of camera C and the projection matrices A , A and A of projector P 1 , P 2 and P 3 can be described as follows:
where, α and β are relative distance of P 2 and P 3 with respect to the projective frame defined by C and P 1 , and can be computed from the following relationship between α, β and epipoles: This is the minimal representation of the four view geometry of a projector-camera system. Since α and β can be computed from epipoles, the four view geometry can be computed just from the shadows of the camera and the shadows of the projectors. We do not need any other corresponding point in the camera image except these shadows for calibrating the projector-camera systems. Thus, projector-camera systems can be calibrated without using any 3D points in the scene.
Experiments
Real image experiments
In this section, we show the results from real image experiments. In these experiments, we synthesized shadows which should be generated by the projector light of arbitrary projectors by using multilinear relationships computed from the shadow of cameras and projectors. Fig. 6 shows a projector-camera system used in our experiments. It consists of three projectors and a camera. The shadows of arbitrary projectors are generated from the trilinear relationship and the quadrilinear relationship computed from shadow information. In the experiment of trilinear relationship, we used two of these three projectors. The projector 1, 2 and 3 project green, red and blue light respectively, and the shadows caused by these projectors are separated by using color information. Note, the complementary color appears in the shadow. Fig. 7 shows camera images. The epipoles, e , e and e are extracted manually from the shadows of the camera made by projectors, and are shown as epipole 1, 2 and 3 in Fig. 7 . Unfortunately, we cannot extract e 12 , e 13 and e 23 directly from images in this setup. Thus, we computed these epipoles by using a single 3D point, X, whose shadows made by the projector 1, 2 and 3 are X , X and X on the screen. These shadows are projected to x , x and x in the image. Then, e 12 is computed as an intersection of a line which goes through e and e , and a line which goes through x and x . Similarly, e 13 is computed from e , e , x , x , and e 23 is computed from e , e , x , x respectively. Fig. 7 (a) shows a camera image obtained in the experiment of three view geometry. The epipole 1 and 2 in this figure show the center of shadows of the camera generated by projector 1 and 2 respectively. These epipoles were extracted manually. The shadows caused by projector 2 were generated by using the trilinear relationship computed from the proposed method. The red curve shows shadow generated from the proposed method, and the blue curve shows the real shadow. As shown in this figure, the shadow of an arbitrary projector is generated properly by using the proposed method. Fig. 7 (b) shows the result from the four view geometry extracted from the proposed method. Again, the shadow generated from the proposed method is accurate.
Stability evaluations
We next evaluate the stability of the proposed method by using synthetic images. In this evaluation, bifocal, trifocal and quadrifocal tensors are computed from the proposed virtual mutual projection method, and image points are transferred from one view to another view (a) three view geometry (b) four view geometry Fig. 7 The real shadows and the shadows generated by the proposed method.
by using the estimated multifocal tensors. The image noises with the standard deviation of 1.0 are added to all the image points. The RMS errors are computed between the estimated image points and the real image points. The results are compared with those from Nishie's method [5] . The Nishie's method requires at least two 3D points for computing multifocal tensors, while the proposed does not require any 3D point. If these 3D points are close to the screen, Nishie's method is close to singular, and it is unstable. Thus, we compare these two methods changing the distance between the screen and the 3D points. Since we cannot transfer image points by using bifocal tensors, we evaluated the epipolar distance, i.e. the distance between a transferred point and an epipolar line, for the two view case. Fig. 8 shows the RMS errors derived from the estimated bifocal tensors. The horizontal axis shows the distance between the screen and the 3D points used in Nishie's method. The red line shows the result from the proposed method and the blue line shows that from Nishie's method. As shown in this graph, Nishie's method is unstable if the 3D points are close to the screen, while the proposed method does not require any 3D point and is stable all the time. Fig. 9 and Fig. 10 show results from the three view case and the four view case respectively. As shown in these graphs, the stability of the proposed method is again better than Nishie's method. Since the stability of Nishie's method [5] is much better than that of traditional 8 point algorithm [9] , the proposed method is quite stable and is useful for calibrating projectorcamera systems.
Accuracy of estimated epipoles
In this research, we extract the epipole as a center of gravity of the shadow of camera. If the distance between the camera and the projector is large, the shadow of camera is small, and the epipole estimated from the shadow is close to the ground truth. However, if the distance between the camera and the projector is small, the shadow of camera is large, and the epipole estimated from the shadow may not be accurate. Thus, we evaluated the relationship between the distance from the camera to the projector and the er- ror of estimated epipoles by using a simulation. In this experiment, synthetic images of the shadow of camera were generated from a 3D camera model, which size is 5 cm × 5 cm × 10 cm and the projection center is at the center of the front surface. The distance between the camera and the screen is 1 m, and the relative position between the camera and the projector was changed from [0.2 m, 0.6 m, 1 m] to [0.2 m, 0.6 m, 10 m]. The epipole was estimated as the center of gravity of the shadow of camera, and the error of estimated epipole was evaluated.
The result is shown in Fig. 11 . The horizontal axis is the distance between the camera and the projector, and the vertical axis is the error of estimated epipoles. As shown in this figure, if the distance between the camera and the projector is more than 2 m, then the error of the estimated epipole is less than 3 pixels, and it is rather accurate. Although, the error varies according to the shape of camera, this result shows that the use of the shadow of camera is in general appropriate.
Conclusion
In this paper, we proposed a method for calibrating projector-camera systems by using mutual projec-tions of projectors and cameras. In general mutual projections between projectors and cameras do not occur, since projectors are light emitting devices and they can not see the 3D world unlike cameras. However, we in this paper showed that by using the shadow of cameras and the shadow of projectors generated by projector lights, we can generate virtual mutual projections between projectors and cameras, and projectors and projectors. These virtual mutual projections enable us to compute the multiple view geometry of projectorcamera systems and calibrate them quite accurately. Furthermore, the proposed method does not require any 3D points for calibrating projector-camera systems, while the traditional 8 point algorithm requires minimum of 8 points and Nishie's method requires minimum of 2 points. The excellent stability of the proposed method was shown in the experiments.
If we simply want to control planar screen images by the projector-camera system, a planar homography between the camera and the projector is enough. However, if we want to extract 3D geometry of nonplanar screens and/or 3D objects by using the projectorcamera system, the 3D geometry of the camera and the projector is required as shown in [5] . The proposed method enables us to compute accurate 3D geometry of projectors and cameras for these applications.
