Introduction
We are interested in the construction of linear [n, k; q] two-weight codes. A linear code is a k−dimensional subspace C of the n−dimensional vector space GF (q) n over the finite field GF (q) with q elements. The q k codewords of length n are the elements of the subspace, they are written as row vectors. The weight of a codeword c is the number of nonzero components of the vector c ∈ GF (q)
n . In the case of a twoweight code C the nonzero elements of C have only two different weights w 1 and w 2 with w 1 < w 2 .
Two-weight codes are an interesting object, as there are connections to objects in different areas of mathematics like strongly regular graphs, partial geometries and projective point sets. But two-weight codes are also interesting in the area of coding theory itself (e.g. uniformly packed codes) and have been studied intensively [11] . Delsarte [12] was the first to study the connections between two-weight codes, strongly regular graphs and projective point-sets. A survey of this relationship was given later by Calderbank and Kantor [10] .
Projective Point Sets
To formulate a two-weight code as a solution of a Diophantine system of equations we use in a first step a well known equivalence between linear two-weight [n, k; q] codes and point sets in the projective space P G(k−1, q). A linear [n, k; q] code C is described by a generator matrix, i.e. a k × n matrix over GF (q) whose row-space is the subspace C. If we assume that the columns of a generator matrix are pairwise linearly independent, we can take the columns of the generator matrix as a set (no multiple points as columns are linearly independent) of points in P G(k − 1, q). Because of this correspondence such a linear code is called projective. Using this correspondence it is well-known [10] that the weights of the code become the intersection numbers between the projective point set and the hyperplanes of P G(k −1, q). In the case of a two-weight code the corresponding point set Ω has the property that every hyperplane meets Ω in n − w 1 or n − w 2 points. Such a point set is called a (n, k, n − w 1 , n − w 2 ) point set. To construct projective two-weight codes we construct the corresponding point sets.
The next step is to formulate the construction of the point set as a solution of a Diophantine system of linear equations. For this let M be the point -hyperplane incidence matrix of P G(k −1, q). Incidence is given by the subset relation between subspaces of GF (q) k . M is a p×p square matrix, where p is the number of points. The columns are labeled by the points and rows are labeled by the hyperplanes. This incidence matrix M can be used to formulate the construction of the point set as a solution of a system of equations. Theorem 1 There is an (n, k, n − w 1 , n − w 2 ) point set in P G(k − 1, q) if and only if there is a (0/1)−solution x = (x 1 , . . . , x p ) of the Diophantine system of p + 1 linear equations:
An entry x i equal to one in the solution says that the corresponding point labeling the i−th column of M is part of the (n, k, n − w 1 , n − w 2 ) point set. The first p equations given in a closed matrix notation ensure that there are only two intersection numbers. The last equation ensures that point set has order n.
To solve this system using the computer we transfer it in the following form, where J is a p × p diagonal matrix with the entry (w 2 − w 1 ) on the diagonal: Corollary 2 There is an (n, k, n − w 1 , n − w 2 ) point set in P G(k − 1, q) if and only if there is a (0/1)−solution (x, y) = (x 1 , . . . , x p , y 1 , . . . , y p ) of the Diophantine system of p + 1 linear equations:
Here (M, J) denotes the p × 2p block matrix built from matrices M and J. An entry y i equal to one says that the i−th point (which is in the point set given by the solution x) is met by n−w 2 hyperplanes, an entry y i equal to zero says that this point is met by n−w 1 hyperplanes.
The limiting factor for computation of a solution is the size (=number of rows) of the incidence matrix which is (q k −1)/(q−1). Solving the corresponding Diophantine system of equations is only possible for small dimensions. Therefore we apply a well-known method [1, 20] to shrink this system by prescribing a group of automorphisms, i.e. a subgroup of the general linear group GL(k, q). This will be described in the next section. This method to reduce the size of the system of equations by prescribing automorphisms has since the first use in 1976 by Kramer and Mesner [21] been successfully applied in several cases like design theory [3, 21] , q−analoga of designs [9] , arcs [7] and the construction of distance-optimal codes [5, 6] . Already in [14] the author constructed new distance optimal codes by combining orbits.
Two-weight Codes with Prescribed Projective Groups
We no longer search for an arbitrary solution, which corresponds to a selection of columns of the generator matrix or equivalently to a selection of points in a projective point set. In the reduced system an entry equal to one in the first half of the solution corresponds to a selection of a complete orbit of points under the action (multiplication) of a subgroup G of GL(k, q). In the language of linear codes this means that the linear code has G as a subgroup in its group of automorphisms. For the incidence matrix M the selection of complete orbits of points corresponds to the addition of columns corresponding to the points in the orbit. This reduces the size of the matrix M to one, where the number of columns is the number of orbits. The action of G on the points induces an action on subspaces, and this action preserves incidence in the following sense:
Lemma 3 Denote by B · v the action of a matrix B ∈ G < GL(k, q) on a subspace v of GF (q) k . Let p be a point of P G(k − 1, q) and H be a hyperplane in P G(k − 1, q). Then we have for all matrices B :
Because of this property the rows labeled by the hyperplanes in an orbit of G are identical after the column reduction. This shrinks the square matrix M of size
Where m is the number of orbits. The rows of M G are labeled by the orbits Ω 1 , . . . , Ω m of G on the hyperplanes, the columns are labeled by the orbits ω 1 , . . . , ω m of G on the points. For an entry in M G we have
for an arbitrary representative H i ∈ Ω i . This allows us to give a version of the above corollary 2 in the case of a prescribed group of automorphisms. Theorem 4 There is an (n, k, n − w 1 , n − w 2 ) point set in P G(k − 1, q) with a subgroup G < GL(k, q) of automorphisms if and only if there is a (0/1)−solution (x, y) of the Diophantine system of linear equations:
Such a solution is a vector of length 2m where m is the number of orbits of G on the points (resp. hyperplanes) in P G(k − 1, q). An entry x i equal to one says that the corresponding orbit is part of the (n, k, n − w 1 , n − w 2 ) point set. The 0/1 distribution in y says, like in the case of corollary 2, how many hyperplanes meet the points from the corresponding i−th orbit.
Results
To apply theorem 4 we need to know the two weights w 1 and w 2 of the linear code. As we are looking for projective codes, no two columns of the generator matrix are linearly dependent, so we know that the minimum distance of the dual code is at least 3. This allows to use the first 3 MacWilliams [1] identities to get candidates for the two weights. Using these candidates we apply theorem 4 for several subgroups of GL(k, q). A last crucial step is the use of an effective algorithm [25] by A. Wassermann for the solution of the reduced Diophantine system of linear equations.
It is known [10, 12] that a projective two-weight code can be used to define a strongly regular graph. A strongly regular graph is a K−regular graph with N vertices and each pair of adjacent vertices has λ common neighbors, and each pair of non-adjacent vertices has µ common neighbors.
In the following tables we give the parameters of the two-weight codes we found using our method together with parameters of the corresponding strongly regular graph. Our table extends the results in [15] which used backtracking algorithms to construct all possible generator matrices. They got all inequivalent projective two weight codes. We were able to compute some (not all) two-weight codes for larger parameters. The left part of the tables below gives the parameters of the code, the fourth column the minimum weight together with the number of codewords of this weight, the fifth column the same information for the second weight. The next four columns give the parameters N, K, λ, µ of the corresponding strongly regular graph. In the last column we give information on the found code, in the case of already known codes we give a citation or a method of construction already given in [10] . An entry 'known' or some reference different from a construction in [10] means that the corresponding strongly regular graph was known before. This does not necessarily mean that the code was already known.
Optimal codes (minimum distance meets some known upper bound) are marked with * .
The author thanks Andries Brouwer who helped to compare the parameters with his database of two-weight codes/strongly regular graphs. We list the constructed two-weight codes for given q, k up to n =
which is half the number of all possible points. We do not list codes known from the SU2 construction of [10] . The code for n = 198 may be a new optimal two-weight code, the strongly regular graph was known. There are no new codes. We list codes different from the construction SU2 . 'new' means that the strongly regular graph and the two weight code are both new. There is no new two-weight code, but we mention references to the found codes. We found no new ternary two-weight codes of dimension 7, the only parameters were those from the construction SU1. A more detailed version of these tables (together with generator matrices and the used group of automorphisms) can be found at the URL: http://linearcodes.uni-bayreuth.de/twoweight/.
Concluding remark
There is the construction SU2 of Calderbank/Kantor [10] which gives two-weight codes for a series of parameters. Looking at the results for the pairs (q, k) = (2, 12), (3, 6) , (3, 8 ) (see tables 5, 7, 8) suggests that there might be a similar series sharing the same weights of the SU2-two-weight codes, but having different lengths of the codewords. For example in the case q = 3 and k = 8 the construction SU2 gives codes with weights w 1 , w 2 and length n: w 1 = 27 · i, w 2 = 27 + w 1 , n = 40 + 40 · i (i = 1, . . . , 40).
The above table 8 indicates that we found two-weight codes for nearly all pairs of weights of this SU2 series but for a different length n = 41 · i starting with i = 8.
