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Abstract
In this paper we extend results obtained in [3] and [5]. By considering a semi linear conservation
law with velocity in L∞, we prove by fixed point arguments existence and uniqueness result and
even in a penalized situation.
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1 Introduction
This paper deals about semi linear conservations laws with velocity field in L∞. Our goal is twofold.
On the one hand, the focus is to propose a generalization of space time integrated least square(STILS)
method introduced by O. Besson and J. Pousin in [3] for linear conservation laws to semi linear ones.
The STILS method has been widely studied in numerous linear cases. Our aim is to introduce a
non linearity in the source term and look for theoretical methods to prove existence and uniqueness
results. For this, we shall propose methods combining variational and topological methods.
To reach this aim, we shall use two fixed point theorems. The first one is the Banach’s fixed point
theorem and the second is due to Schauder. In this latter case, we shall need a penalization argu-
ment.
On the other hand, we endeavor to propose numerical methods to analyse semi linear boundary
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2 Position of the problem 2
value problems. We shall use finite element methods combined with Picard’s iteration and Newton’s
methods.
Finite element method is known to produce spurious oscillations and add diffusions in the orthogo-
nal directions of integral curve when convection-dominated problem is solved see [12] and references
therein. To remedy it, the space time integrated least square method has been introduced in finite
element context by H. Nguyen and J. Reynen in [9] for solving advection-diffusion equation. And
a time marching approach of STILS has been proposed by O. Besson and G. De Montmollin in [2]
for solving numerically linear transport equation using the finite element method with div(u) = 0.
To get discrete maximum principle and remove the oscillations produced by the STILS method, J.
Pousin, K. Benmansour, E. Bretin and L. Piffet in [5], added to the formulation a constraint of
positivity and a penalization of the total variation.
Before presenting the organization of our work, let us point out that interesting works on the SILS
method have been already realized. We quote some among them closely related to our theoretical
works. In fact, it been has been used by P.Azerad and O. Besson in [1] to give a coercive variational
formulation to the transport equation with a free divergence C1 regular velocity vector field. Exis-
tence and uniqueness of Space Time Least Square solution of linear conservation law with velocity
field in L∞ is proved in [3] by O. Besson and J. Pousin. And in the same paper, these latter deduce a
maximum principle result from Stampacchias theorem and have established the comparison between
the least squares solution and the renormalized solution of these equations.
The paper is organized as follows. In the next section we shall do the presentation of the
problem with some useful mathematical tools for our study. The third section is devoted to the
existence and uniqueness results. The main used arguments are fixed point theorems (Banach-
Picard’s theorem, Schauder’s Theorem). And in the last section, we propose two news numerical
methods for computing the solution by using fixed point algorithm.
2 Position of the problem
2.1 Statement of the aim and functional setting
Let Ω ⊂ Rd, (d ∈ N∗) be a domain with a Lipschitz boundary ∂Ω satisfying the cone proprety. Let
us take T > 0 , a set Q = Ω×]0, T [ and consider an advection velocity u : Q→ Rd with the following
regularity property
u ∈ L∞(Q)d with div(u) ∈ L∞(Q).
Let f : R −→ R be a function such that f ∈ W 1,∞(R). In some situations we can consider f as a
k− Lipschitz, for k small enough.
The first question we will look is to find a space time least square solution for the following
boundary value problem 
∂c
∂t + div(uc) = f(c) in Q
c(x, 0) = c0(x) in Ω
c(x, t) = c1(x, t) on Γ−
(1)
where
Γ− = {x ∈ ∂Ω : (n(x), u(x, t)) < 0; ∀t ∈ (0, T )}.
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and (., .) is the inner product in Rd, n(x) is the outer normal to ∂Ω at point x. For the sake of
simplicity one assume that Γ− does not depend on the time t.
Let us consider
u ∈ L∞(Q)d such that div(u) ∈ L∞(Q),
set u˜ = (1, u1, u2, ...., ud) and n˜(x, t) the outer normal to ∂Q at (x, t).
We shall use the notation | E | to mean the Lebesgue measure of a set E throughout this paper.
Let us recall that, the space-time incoming flow boundary is given by
∂Q− =
{
(x, t) ∈ ∂Q, (u˜(x, t), n˜(x, t)) < 0} = Ω× {0} ∪ Γ−×]0, T [.
The incoming flow boundary condition in space-time is defined as follows
cb(x, t) =
 c0(x) if t = 0c1(x, t) on Γ−
We introduce the following norm defined by:
1. ‖φ‖2 = ‖φ‖2L2(Q) + ‖d˜iv(u˜φ)‖2L2(Q) −
∫
∂Q−
φ2(u˜, n˜)ds for all φ ∈ D(Q).
Where
2. ∇˜φ = (∂φ∂t , ∂φ∂x1 ,
∂φ
∂x1
, .., ∂φ∂xd );
3. d˜iv(u˜φ) = ∂φ∂t +
d∑
i=1
∂(φu)
∂xi
;
4. And the Sobolev space H(u,Q) = D(Q)
‖.‖
;
5. Note that if u is regular enough for instance u ∈ L∞(Q)d with div(u) ∈ L∞(Q), then
H(u,Q) ∩ L∞ = {φ ∈ L2(Q); d˜iv(u˜φ) ∈ L2(Q), φ/∂Q− ∈ L2(∂Q−; | (u˜, n˜) |)} ∩ L∞ for more
details see [3].
Before proceeding further, let us remind the following theorems that will be useful for our work and
for their proofs, we invite the reader to see [3].
Theorem 2.1 Let us consider u ∈ L∞(Q)d with div(u) ∈ L∞(Q).Then the normal trace of u
(u˜, n˜) ∈ L∞(∂Q).
Theorem 2.2 Let u ∈ L∞(Q)d with div(u) ∈ L∞(Q). Then there exists a linear continuous trace
operator
γn˜ : H(u,Q) −→ L2(∂Q; (u˜, n˜))
φ 7−→ φ/∂Q
which can be localized as
γn˜± : H(u,Q) −→ L2(∂Q±; (u˜, n˜))
φ 7−→ φ/∂Q± .
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Finally, let us define the spaces
H0(u,Q, ∂Q−) =
{
φ ∈ H(u,Q), φ = 0 on ∂Q−
}
= H(u,Q) ∩Kerγn˜−
and
G± = γn˜±(H(u,Q)).
Let us give the curved inequality still called curved Poincare´ inequality, below that is fundamental
and even is the precursor of existence of STILS solution. It has been introduced and proved in [1]
for free-divergence and extended in [3].
There exists cp > 0 such that for any φ ∈ H(u,Q) :
‖φ‖2L2(Q) ≤ c2p
(‖d˜iv(u˜φ)‖2L2(Q) − ∫
∂Q−
φ2(u˜, n˜)ds
)
(2)
From the curved inequality one deduces the following theorem.
Theorem 2.3 Let u ∈ L∞(Q)d with div(u) ∈ L∞(Q).Then the semi norm on H(u,Q) defined by
| φ |21,u= ‖d˜iv(u˜φ)‖2L2(Q) −
∫
∂Q−
φ2(u˜, n˜)ds
is a square of norm, equivalent to the norm defined on H(u,Q).
Thus H(u,Q) can be equipped by the norm | . |1,u .
Remark 2.1 In the free-divergence case, one gets that cp ≤ 2T (see for instance [1] for additional
information).
2.2 Space time least square and the linear problem
In this section, we are going to recall the design and some proprieties of STILS method for solving
the following linear conservation laws problem.
∂c
∂t + div(uc) = f in Q
c(x, 0) = c0(x) in Ω
c(x, t) = c1(x, t) on Γ−.
(3)
The space time least square solution of (3) corresponds to a minimizer in{
φ ∈ H(u,Q); γn˜−(φ) = cb
}
of the following convex, H(u,Q)-coercive functional defined by
J(c) =
1
2
( ∫
Q
(d˜iv(u˜c)− f)2dxdt−
∫
∂Q−
c2(u˜, n˜)ds
)
(4)
The Gteaux-differential of J yields
D[J(c)].φ =
∫
Q
(d˜iv(u˜c)− f)d˜iv(u˜φ)dxdt−
∫
∂Q−
cφ(u˜, n˜)ds. (5)
2 Position of the problem 5
Thus, if cb ∈ G−, the space time last square formulation of (3) is expressed as follows∫
Q
d˜iv(u˜c)d˜iv(u˜φ)dxdt =
∫
Q
f d˜iv(u˜φ)dxdt ∀ φ ∈ H0(u,Q) (6)
and
γn˜−(c) = cb.
For more details see [3], [5].
Thanks to Theorem 2.2 we can reduce the problem (6) in a homogeneous one in ∂Q−. For
cb ∈ G−, let Cb ∈ H(u,Q) such that γn˜−(Cb) = cb then ρ = c− Cb is the unique solution of∫
Q
d˜iv(u˜ρ)d˜iv(u˜φ)dxdt =
∫
Q
(f − d˜iv(u˜Cb))d˜iv(u˜φ)dxdt ∀ φ ∈ H0(u,Q). (7)
Finally let us recall the following theorem proved in [3].
Theorem 2.4 For u ∈ L∞(Q)d with div(u) ∈ L∞(Q), cb ∈ G−, and f ∈ L2(Q), the problem (7)
has a unique solution. Moreover
| ρ |1,u≤ ‖f‖L2(Q) + ‖d˜iv(u˜Cb)‖L2(Q)
and the function c = ρ+ Cb is the espace-time least squares solution of (3).
2.3 Space time least square and semi linear problem
This last subsection is devoted to introduce a variational formulation (1). Otherwise our aim is to
find c ∈ H(u,Q) such that∫
Q
d˜iv(u˜c)d˜iv(u˜φ)dxdt =
∫
Q
f(c)d˜iv(u˜φ)dxdt ∀ φ ∈ H0(u,Q, ∂Q−) (8)
and
γn˜−(c) = cb (9)
It is important to stress that the above formulation is nonlinear. And we shall propose fixed point
methods to study it. Let us recall that there are at least three distinct classes of such abstract
theorems that are useful for proving existence results in a wide family of partial differential equations.
These classes are
• fixed point theorems for strict contractions,
• fixed point theorems for compact mappings and
• fixed point theorems for order preserving operators.
We shall use in the following the two first types.
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3 Existence and qualitative results
3.1 Existence and uniqueness
In this section we shall study the problem (8) by establishing and proving existence and uniqueness
theorems for the STILS solution. Theses results are deduced thanks to the fixed point theory namely
the Banach-Picard and Schauder theorems.
At first, in the case where f is k− Lipschitz with k is small enough that will be precised and by
using the Banach-Picard fixed point theorem ([4] ), we have the following existence and uniqueness
theorem of STILS solution.
Theorem 3.1 Let u ∈ L∞(Q) with div(u) ∈ L∞(Q) , and cb ∈ G− , f be k− Lipschitz in R with
k < 1cp . Then the problem (8)-(9) has a unique solution.
Proof
Let us consider
H =
{
φ ∈ H(u,Q), γn˜−(φ) = cb
}
For all ρ ∈ H ,f(ρ) ∈ L2(Q) then, by 2.4, there exists a unique element c ∈ H satisfying :∫
Q
d˜iv(u˜c)d˜iv(u˜φ)dxdt =
∫
Q
f(ρ)d˜iv(u˜φ)dxdt (10)
for all φ ∈ H0(u,Q, ∂Q−)
Let us define,
T : H→ H (11)
such that
T (ρ) = c (12)
thus a solution of the non linear problem (8-9) is a fixed point of T.
Let ρ1 , ρ2 ∈ H and c1 = T (ρ1), c2 = (Tρ2).
Since c1 − c2 = 0 on ∂Q−
| c1−c2 |21,u= ‖d˜iv(u˜(c1−c2))‖2L2(Q) =
∫
Q
d˜iv(u˜(c1−c2))d˜iv(u˜(c1))dxdt−
∫
Q
d˜iv(u˜(c1−c2))d˜iv(u˜(c2))dxdt.
For c1 = T (ρ1) and c2 = T (ρ2) we have∫
Q
d˜iv(u˜c1)d˜iv(u˜(c1 − c2))dxdt =
∫
Q
f(ρ1)d˜iv(u˜(c1 − c2))dxdt
and ∫
Q
d˜iv(u˜c2)d˜iv(u˜(c1 − c2))dxdt =
∫
Q
f(ρ2)d˜iv(u˜(c1 − c2))dxdt.
Then a computation yields
| c1 − c2 |21,u=
∫
Q
f(ρ1)d˜iv(u˜(c1 − c2))dxdt−
∫
Q
f(ρ2)d˜iv(u˜(c1 − c2))dxdt.
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| c1 − c2 |21,u=
∫
Q
(f(ρ1)− f(ρ2))d˜iv(u˜(c1 − c2))dxdt
By Young’s inequality, we get:
| c1 − c2 |21,u≤ ‖f(ρ1)− f(ρ2)‖L2(Q)‖d˜iv(u˜(c1 − c2))‖L2(Q)
Since f is k− Lipschitz in R and | c1 − c2 |1,u= ‖d˜iv(u˜(c1 − c2))‖L2(Q) we have:
| c1 − c2 |21,u≤ k‖ρ1 − ρ2‖2L2(Q) | c1 − c2 |1,u
and hence
| c1 − c2 |21,u≤ kcp | ρ1 − ρ2 |1,u| c1 − c2 |1,u .
Finally we get
| T (ρ1)− T (ρ2) |1,u≤ kcp | ρ1 − ρ2 |1,u .
Thus T is a strict contraction, provided that kcp < 1. The Banach’s fixed point theorem ensures the
existence and uniqueness of c ∈ H with T (c) = c which solves (8)-(9)
Remark 3.1 In the free-divergence case, the previous assumption gives k < 12T thus we get a
solution for small times. But it can not be extended because of the lost of continuity.
The constant cp is not optimal (see [3] for more details). And so, the condition kcp < 1 could be
improved.
Now, let us state and prove the following technical lemmas that will be key steps in the building of
the next existence theorem.
Lemma 3.2 There is a positive constant C > 0 such that for any φ ∈ D(Q) verifying φ = 0 on ∂Q−,
we have ‖∇˜φ‖L2(Q)d+1 ≤ C‖d˜iv(u˜φ)‖L2(Q)
Proof Let us suppose that the inequality is false. Then for any integer n ∈ N, there is φn ∈ D(Q)
tuch that :
‖∇˜φn‖L2(Q)d+1 > n‖d˜iv(u˜φn)‖L2(Q) (13)
If n is such that ‖∇˜φn‖L2(Q)d+1 = 0 then ‖∇˜φn‖L2(Q)d+1 = n‖d˜iv(u˜φn)‖L2(Q) = 0 which is a con-
tradiction with (13).
Now dividing (13) by ‖∇˜φn‖L2(Q)d+1 , we have :
‖∇˜ φn‖∇˜φn‖
‖L2(Q)d+1 > n‖d˜iv(u˜
φn
‖∇˜φn‖
)‖L2(Q) (14)
Setting θn =
φn
‖∇˜φn‖L2(Q)d+1
, we obtain :
‖∇˜θn‖L2(Q)d+1 = 1 (15)
and
‖d˜iv(u˜θn)‖L2(Q) = ‖d˜iv(u˜ φn‖∇˜φn‖
)‖L2(Q). (16)
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Thanks to (15) and (16), the inequality (14) can be written as follows
‖d˜iv(u˜θn)‖L2(Q) < 1
n
. (17)
By curved inequality (also named curved Poincare´ inequality) we get existence of a positive constant
A > 0 such that :
‖θn‖L2(Q) ≤
√
A‖d˜iv(u˜θn)‖L2(Q),
then
‖θn‖L2(Q) ≤
√
A
n
. (18)
This implies that :
θn −→ 0 in L2(Q). (19)
From (15) and (18) one deduces that (θn) is bounded in H
1(Q). Then there is a convex combination
of the sequence (θn) that converges to θ
∗ ∈ H1(Q) weakly, and so in L2(Q) too. Using (19), this
convex combination converges to 0 in L2(Q). Thanks to the uniqueness of the limit we have θ∗ = 0.
As a sum up, one sees that (13) yields existence of a sequence (θn)n ⊂ D(Q) ⊂ H1(Q) satisfying: θn −→ 0 weakly in H1(Q) (i)‖∇˜θn‖L2(Q)d+1 = 1 for any n ∈ N (ii) (20)
(i) implies that ∇˜θn −→ 0 weakly in L2(Q).
Let ψ ∈ L2(Q)d+1 such that ‖ψ‖L2(Q)d+1 = 1.
We have : (ψ, ∇˜θn) −→ 0 in R.
The translation of the definition of the limit allows us to write:
∃n0 ∈ N such that for any n ≥ n0, we have | (ψ, ∇˜θn) |< 1.
Thus we get Sup
‖ψ‖
L2(Q)d+1
=1
| (ψ, ∇˜θn) |< 1.
Hence, one deduces that ‖∇˜θn‖L2(Q)d+1 < 1 for any n ≥ n0 : what is in contradiction with (ii).
Lemma 3.3 Let f : R −→ R be a k -Lipschitzian function.
For any ρ ∈ H(u,Q),we have f(ρ) ∈ H1(Q). In addition there exists a positive C > 0 such that
‖∇˜f(ρ)‖L2(Q)d+1 ≤ C‖d˜iv(u˜ρ)‖L2(Q)
Proof Let ρ ∈ H(u,Q), then there is a sequence (ρn) ⊂ D(Q) that converges to ρ in H(u,Q).
Since f is k -Lipschitzian, we get:
| f(ρn) |≤ k | ρn | + | f(0) | and | f(ρ) |≤ k | ρ | + | f(0) |.
Therefore (f(ρn)) ⊂ L2(Q) and f(ρ) ∈ L2(Q). In addition: ‖f(ρn) − f(ρ)‖L2(Q) ≤ k‖ρn − ρ‖L2(Q)
and ρn converges to ρ in L
2 thus f(ρn) converges to f(ρ) in L
2. And in particular any convex com-
bination of f(ρn) converges to f(ρ) in L
2.
Now let us take , x, y in Q .
| f(ρn(x))− f(ρn(y)) |≤ k | ρn(x)− ρn(y) | (21)
| f(ρn(x))− f(ρn(y)) |≤ k | ∇ρn |∞| x− y | .
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Under Rademacher’s theorem, for any integer n, the function f(ρn) is differentiable almost every-
where and there is a positive constant depending on n, Cn such that | ∂f(ρn)∂xi |≤ Cn; and then
∂f(ρn)
∂xi
∈ L2(Q) for any i = 1, ..., d+ 1 .
Using again the inequality (21), one sees that :
| ∂f(ρn)
∂xi
|≤ k | ∂ρn
∂xi
| for any i = 1, ..., d+ 1
and then
‖∇˜f(ρn)‖L2(Q)d+1 ≤ k‖∇˜ρn‖L2(Q)d+1 .
By Lemma 3.2, we have ‖∇˜ρn‖L2(Q)d+1 ≤ C‖d˜iv(u˜ρn)‖L2(Q).
This yields
‖∇˜f(ρn)‖L2(Q)d+1 ≤ kC‖d˜iv(u˜ρn)‖L2(Q). (22)
Since (ρn) convergs to ρ in H(u,Q) we get ‖d˜iv(u˜ρn)‖L2(Q) converges to ‖d˜iv(u˜ρ)‖L2(Q). And we
can conclude that (f(ρn)) is bounded in H
1(Q).
And more, we have (f(ρn)) is bounded in H
1(Q). Then there is θ ∈ H1(Q) such that (f(ρn))
converges to θ weakly. Thanks to Mazur’s lemma, there is a convex combination of the sequence
(f(ρn)),denoted θn that strongly converges to θ in H
1(Q)and then in L2. And the same convex
combination converges to f(ρ) in L2(Q) .
Under uniqueness in L2(Q), we have f(ρ) = θ but θ ∈ H1(Q). This ensures us that f(ρ) ∈ H1(Q).
Passing to the limit the inequality (22), yields
‖∇˜f(ρ)‖L2(Q)d+1 ≤ kC‖d˜iv(u˜ρ)‖L2(Q)
Lemma 3.4 Let f : R −→ R be a k -Lipschitzian function, C be a bounded subset of H(u,Q) and
(ρn), (cn) be sequences in C. Denoting by c the weak limit of (cn) in H0(u,Q). We have :∫
Q
f(ρn)d˜iv(u˜(cn − c))dxdt −→ 0.
Proof Since C ⊂ H(u,Q), (ρn), (cn) are sequences of C, there are M > 0 and c ∈ H(u,Q) such
that
‖d˜iv(u˜ρn)‖L2(Q) ≤M (23)
and
cn ⇀ c faiblement dans H(u,Q) (24)
Using the curved Poincare´ inequaity, (23) we have
‖ρn‖L2(Q) ≤M
√
A (25)
| f(ρn) |≤ k | ρn | + | f(0) | . (26)
Thus (25-26)yield a constant C27 such that :
‖f(ρn)‖L2(Q) ≤ C27. (27)
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In another way, by Lemma3.3, there exists a constant C > 0 such that
‖∇˜f(ρn)‖L2(Q)d+1 ≤ C‖d˜iv(u˜ρn)‖L2(Q). (28)
From (23)and (28) we have the following estimation
‖∇˜f(ρn)‖L2(Q)d+1 ≤ CM. (29)
Relations (27) et (29) imply that the sequence (f(ρn)) is bounded in H
1(Q). Then, by Rellich’s
theorem, even if it means extracting a subsequence, there is F ∈ L2(Q) such that
f(ρn) −→ F strongly in L2(Q). (30)
From (24) and (30), we get
〈f(ρn), d˜iv(u˜(cn − c))〉 −→ (F, 0) = 0. (31)
Finally we have ∫
Q
f(ρn)d˜iv(u˜(cn − c))dxdt −→ 0.
Having at hands these lemmas and using fixed Schauder’s theorem, we can proceed further to get
existence and uniqueness results.
Theorem 3.5 Let u ∈ L∞(Q) with div(u) ∈ L∞(Q), and cb ∈ G−, f ∈W 1,∞(R). Then the problem
(8)-(9) has a solution in H0(u,Q, ∂Q−).
Proof Since cb ∈ G− changing the source term if necessary, we shall assume that cb = 0 on ∂Q−.
Existence.
The proof is relied mainly on the Schauder’s fixed theorem.
Step 1: we first have to choose a bounded subset X of H0(u,Q, ∂Q−) and a mapping T : X→ X. To
achieve this aim, for all ρ ∈ V , under the Lemma3.3, or since f ∈ W 1,∞(R) we have f(ρ) ∈ L2(Q).
Then by Theorem 2.4 there exists a function c ∈ H0(u,Q, ∂Q−) such that∫
Q
d˜iv(u˜c)d˜iv(u˜φ)dxdt =
∫
Q
f(ρ)d˜iv(u˜φ)dxdt for all φ ∈ H0(u,Q, ∂Q−).
Moreover | c |1,v≤ ‖f(ρ)‖L2(Q).
Since f ∈W 1,∞(R), we have | c |1,u≤| f |L∞ | Q | 12 .
Let us define, T : H0(u,Q, ∂Q−)→ H0(u,Q, ∂Q−) such that c = T (ρ).
Solving (39) is equivalent to show the existence of fixed point theorem of T.
Let us proceed further and choose a convex set X as follows :
X = {φ ∈ H0(u,Q, ∂Q−), | φ |1,u≤M}
when M is to be precised later.
| Tρ |1,u=| c |1,u≤| f |L∞ | Q | 12 , for all ρ ∈ X.
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Thus, choosing M =| f |L∞ | Q | 12 , the following inclusion yields
T (H0(u,Q, ∂Q−)) ⊂ X
and then
T (X) ⊂ X.
So we will consider T : X→ X.
Step 2: Thus T is continuous.
Proof of the step 2: Then a computation yields
| c1 − c2 |21,u=
∫
Q
f(ρ1)d˜iv(u˜(c1 − c2))dxdt−
∫
Q
f(ρ2)d˜iv(u˜(c1 − c2))dxdt
| c1 − c2 |21,u=
∫
Q
(f(ρ1)− f(ρ2))d˜iv(u˜(c1 − c2))dxdt.
By Young’s iniquality, we get:
| c1 − c2 |21,u≤ ‖f(ρ1)− f(ρ2)‖L2(Q)‖d˜iv(u˜(c1 − c2))‖L2(Q).
Since f ∈W 1,∞(R), we have:
‖f(ρ1)− f(ρ2)‖L2(Q) ≤| f
′ |L∞ | ‖ρ1 − ρ2‖2L2(Q)
and hence
| c1 − c2 |21,u≤| f
′ |L∞ cp | ρ1 − ρ2 |1,u| c1 − c2 |1,u;
finally we get
| Tρ1 − Tρ2 |1,u≤| f ′ |L∞ cp | ρ1 − ρ2 |1,u .
Thus T is Lipschitz so continuous.
Steep 3: X is a subset convex, closed in H0(u,Q, ∂Q−) and T (X) compact in L2(Q).
Proof of step 3 : it is clear that X is a convex and closed in H0(u,Q, ∂Q−).
Let (cn) be sequences in T (X), then there exists (ρn) sequence in H0(u,Q, ∂Q−) such that∫
Q
d˜iv(u˜cn)d˜iv(u˜φ)dxdt =
∫
Q
f(ρn)d˜iv(u˜φ)dxdt ∀φ ∈ H0(v,Q, ∂Q−). (32)
Since (cn) bounded in H0(u,Q, ∂Q−) then there exist c ∈ H0(u,Q, ∂Q−) such that
cn ⇀ c weakly in H0(u,Q, ∂Q−)
then d˜iv(u˜(cn − c)) ⇀ 0 weakly in L2(Q) , in particular∫
Q
d˜iv(u˜(cn − c))d˜iv(u˜(c))dxdt −→ 0 (33)
| cn−c |21,u= ‖d˜iv(u˜(cn−c))‖2L2(Q) =
∫
Q
d˜iv(u˜(cn−c))d˜iv(u˜(cn))dxdt−
∫
Q
d˜iv(u˜(cn−c))d˜iv(u˜(c))dxdt.
(34)
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Using 32, we have
| cn − c |21,u=
∫
Q
f(ρn)d˜iv(u˜(cn − c))dxdt−
∫
Q
d˜iv(u˜(cn − c))d˜iv(u˜(c))dxdt.
And by the Lemma 3.4, even if it means extracting a subsequence, we have∫
Q
f(ρn)d˜iv(u˜(cn − c))dxdt −→ 0 (35)
(33) and (35) imply that
| cn − c |21,u−→ 0.
Since X convex, closed in H0(u,Q, ∂Q−) and T : X → X continuous which T (X) is relatively
compact in H0(u,Q, ∂Q−). By Schauder’s theorem T has a fixed point.
4 Existence and uniqueness result for the penalization ver-
sion
Let us consider the space
(i) V = H0(u,Q, ∂Q−) ∩H1(Q)
where H1(Q) is the usual Sobolev spaces,
with the norm
(ii) ‖φ‖2V = ‖φ‖2L2(Q) + ‖d˜iv(u˜φ)‖2L2(Q) + ‖∇˜φ‖2L2(Q).
From the curved inequality(2), one deduces that the following semi norm
| φ |V= (‖d˜iv(u˜φ)‖2L2(Q) + ‖∇˜φ‖2L2(Q)
) 1
2
becomes a norm, equivalent to the norm given on V. And the space V will be equipped with the
norm | . |V .
For any , λ ∈ R+ and f ∈ L2(Q), we are going to study the following optimization problem
ρλ = Argmin
c∈V
J(c) + λ‖∇˜c‖2L2(Q) = Argmin
c∈V
Jλ(c) (36)
where
J(c) =
1
2
( ∫
Q
(d˜iv(u˜c)− f)2dxdt.)
Proposition 1 For any non negative real number λ and f ∈ L2(Q), the problem (36) has a unique
solution.
Moreover, for any λ ≥ 1 there exists α := α(λ) such that | c |V≤ α‖f‖L2(Q)
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Proof Since Jλ is strictly convex and Gteaux-differentiable, we have to show that there is a
function c ∈ V such that DJλ(c).φ = 0 for all φ ∈ V
An easy computation gives
DJλ(c).φ =
∫
Q
(d˜iv(u˜c)− f)d˜iv(u˜φ)dxdt+ λ
∫
Q
∇˜c∇˜φdxdt. (37)
And we obtain the following weak formulation:∫
Q
d˜iv(u˜c)d˜iv(u˜∇˜φ)dxdt+ λ
∫
Q
∇˜c∇˜φdxdt =
∫
Q
f d˜iv(u˜φ)dxdt (38)
for all φ ∈ V.
Let us now consider the bilinear form aλ(., .) : V× V→ R defined for all φ , ψ ∈ V by :
aλ(φ, ψ) =
∫
Q
d˜iv(u˜φ)d˜iv(u˜ψ)dxdt+ λ
∫
Q
∇˜φ∇˜ψdxdt
and the linear form L : V→ R defined for all φ ∈ V by :
L(φ) =
∫
Q
f d˜iv(u˜φ)dxdt.
Thus the expression (36) can be written as follows : find c ∈ V such that
aλ(c, φ) = L(φ) for all φ ∈ V
Taking m = min(λ, 1) > 0, we have
aλ(φ, φ) =
∫
Q
d˜iv(u˜φ)2dxdt+ λ
∫
Q
| ∇˜φ |2 dxdt ≥ m | φ |2V .
Then a(., .)λ is V elliptic on the one hand.
On the other hand, by using Holder’s inequality we have
| aλ(φ, ψ) |≤ ‖d˜iv(u˜φ)‖L2(Q)‖d˜iv(u˜ψ)‖L2(Q) + λ‖∇φ‖L2(Q)‖∇ψ‖L2(Q).
And the following estimate holds
| aλ(φ, ψ) |≤ max(λ, 1)(‖d˜iv(u˜φ)‖L2(Q)‖d˜iv(u˜ψ)‖L2(Q) + ‖∇φ‖L2(Q)‖∇ψ‖L2(Q)).
By taking C = max(λ, 1) and using Cauchy-Schwarz’s inequality in R2, we have
| aλ(φ, ψ) |≤ C | φ |V| ψ |V, for all φ, ψ ∈ V.
And we conclude that aλ(., .) is continuous .
Let us now prove that L is continuous .
| L(φ) |≤ ‖f‖L2(Q)‖d˜iv(u˜φ)‖L2(Q)
so,
| L(φ) |≤ ‖f‖L2(Q) | φ |V .
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Since L is linear with respect to φ, we get its continuity.
Hence by the Lax-Milgram’s theorem there is a unique solution of (36) which satisfies
min(1, λ) | cλ |2V≤ aλ(cλ, cλ) =| L(cλ) |≤ ‖f‖L2(Q) | cλ |V .
So for λ ≥ 1; we get the desired result | c |V≤ ‖f‖L2(Q).
Theorem 4.1 Let λ > 1 and f ∈W 1,∞(R).Then there exists function cλ ∈ V such that∫
Q
d˜iv(u˜cλ)d˜iv(u˜φ)dxdt+ λ
∫
Q
∇˜cλ∇˜φdxdt =
∫
Q
f(cλ)d˜iv(u˜φ)dxdt for all φ ∈ V (39)
for all φ ∈ V.
The solution is unique if λ > 2T 2 | f ′ |2L∞(R) ‖u˜‖2L2(Q) and div(u) = 0.
Proof
A-Existence:
The proof is relied mainly on the Schauder’s fixed theorem.
Step 1: we first have to choose a bounded subset X of V and a mapping T : X → X. To achieve
this aims, for all ρ ∈ V , since f ∈ W 1,∞(Q), f(ρ) ∈ L2(Q), then by Proposition 1 there exists a
function cλ ∈ V such that∫
Q
d˜iv(u˜cλ)d˜iv(u˜φ)dxdt+
∫
Q
∇˜cλ∇˜φdxdt =
∫
Q
f(ρ)d˜iv(u˜φ)dxdt for all φ ∈ V.
Moreover | cλ |V≤ ‖f(ρ)‖L2(Q).
Since f ∈W 1,∞(R), we have | cλ |V≤| f |L∞ | Q | 12 .
Let us define, T : V→ V such that cλ = T (ρ).
Solving (39) is equivalent to show the existence of fixed point theorem of T.
Let us proceed further and choose a convex set X as follows :
φ ∈ V, | φ |V≤M
when M is to be precised later. And
| Tρ |V=| cλ |V≤| f |L∞ | Q | 12 , for all ρ ∈ X
Thus, choosing M =| f |L∞ | Q | 12 , the following inclusion yields
T (V) ⊂ X
and then
T (X) ⊂ X.
So we will consider T : X→ X
Step 2: T is continuous for all λ ≥ 1. Proof of the step 2: T can be written as composition of
following application
L2(Q) −→ L2(Q) −→ V ↪→ L2(Q)
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ρ 7−→ f˜(ρ) = f ◦ ρ 7−→ T (ρ) ↪→ T (ρ).
By Caratheodory theorem ρ 7−→ f˜(ρ) = f ◦ ρ is continuous from L2(Q) into L2(Q). And Lax-
Milgram’s lemma gives the continuity of f ◦ρ 7−→ T (ρ) from L2(Q) into V.Using the curved inequal-
ity(2), it is easy to see that the injection ρ ∈ V 7−→ ρ ∈ L2(Q) is also continuous.
Then T is continuous
Steep 3: X is a subset convex and compact in L2(Q) .
Proof of step 3 :
‖φ‖2H1(Q) = ‖φ‖2L2(Q) + ‖∇˜φ‖2L2(Q) ∀φ ∈ H1(Q)
By the inequality (2), we have
‖φ‖2H1(Q) ≤ (1 + c2p)(‖d˜iv(u˜φ)‖2L2(Q) + ‖∇˜φ‖2L2(Q)) = (1 + c2p) | φ |V ∀φ ∈ V.
Then X which is bounded in V is bounded in H1(Q). And by Rellich’s theorem ,we know that
H1(Q) ⊂ L2(Q) with compact injection so X is relatively compact in L2(Q).
Moreover X is closed in L2(Q).
In fact let xn be sequence in X with xn −→ x ∈ L2(Q) ,then xn is bounded in V which is a reflexive
Banach space then there is a subsequence xnk that converges in the weak topology σ(V,V∗) to
x∗ ∈ V.
X is convex closed in the strong topology then X is convex closed in the weak topology (see
[7],Theorem 3.2) , so we have x∗ ∈ X.
And from Mazur’s theorem ,there are convex combination of xnk ,themselves elements of X which
converge strongly towards x∗ ∈ X.
But these same convex combinations converge towards x ∈ X in L2(Q) . By uniqueness of the limit
in L2(Q) ,we have x = x∗ .
Furthermore,
| v |V≤ lim inf | xnk |V≤M a.ex ∈ X;
therefore X is closed in L2(Q).
Since X is relatively compact and closed in L2(Q) then it is compact in L2(Q).
Since X is convex, compact in L2(Q) and T : X → X continuous, from Schauder’s fixed point
theorem T has a fixed point.
B-Uniqueness:
Let ρλ and ρλ be two solutions of 39 ,we have
∫
Q
| d˜iv(u˜(ρλ − ρλ)) |2 dxdt+ λ
∫
Q
| ∇˜(ρλ − ρλ) |2 dxdt =
∫
Q
(f(ρλ)− f(ρλ))d˜iv(u˜(ρλ − ρλ))dxdt.
By Young’s inequality, we have
2‖d˜iv(u˜(ρλ − ρλ))‖2L2(Q) + 2λ‖∇˜(ρλ − ρλ)‖2L2(Q) ≤ ‖(f(ρλ)− f(ρλ))‖2L2(Q) + ‖d˜iv(u˜(ρλ − ρλ))‖2L2(Q)
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Since f ∈W 1,∞(R) we have
‖f(ρλ)− f(ρλ)‖L2(Q) ≤| f ′ |L∞(R) ‖ρλ − ρλ‖L2(Q)
and it follows that
2‖d˜iv(u˜(ρλ−ρλ))‖2L2(Q) +2λ‖∇˜(ρλ−ρλ)‖2L2(Q) ≤| f ′ |2L∞(R) ‖ρλ−ρλ‖2L2(Q) +‖d˜iv(u˜(ρλ−ρλ))‖2L2(Q).
Since div(u) = 0 , remark 2.1 yields
‖ρλ − ρλ‖2L2(Q) ≤ 4T 2‖(u˜, ∇˜(ρλ − ρλ))‖2L2(Q).
And then, we have
2‖d˜iv(u˜(ρλ−ρλ))‖2L2(Q)+2λ‖∇˜(ρλ−ρλ)‖2L2(Q) ≤ 4T 2 | f ′ |2L∞(R) ‖(u˜, ∇˜(ρλ−ρλ))‖2L2(Q)+‖d˜iv(u˜(ρλ−ρλ))‖2L2(Q).
By using Cauchy-Schwarz’s inequality, we have
2‖d˜iv(u˜(ρλ−ρλ))‖2L2(Q)+2λ‖∇˜(ρλ−ρλ)‖2L2(Q) ≤ 4T 2 | f ′ |2L∞(R) ‖u˜‖2L2(Q)‖∇˜(ρλ−ρλ)‖2L2(Q)+‖d˜iv(u˜(ρλ−ρλ))‖2L2(Q)
‖d˜iv(u˜(ρλ − ρλ))‖2L2(Q) + (2λ− 4T 2 | f ′ |2L∞(R) ‖u˜‖2L2(Q))‖∇˜(ρλ − ρλ)‖2L2(Q) ≤ 0.
Thus ρλ = ρλ provided that λ > 2T
2 | f ′ |2L∞(R) ‖u˜‖2L2(Q).
5 Numerical study and simulations
In this section, two numerical methods are presented for computing the solution of semi linear
conservation law problem (10). The first consist in using Picard’s iteration or Newton-Adaptive
for the linearization of the semi linear problem. These linearized problems are discretized by using
discontinuous Galerkin’s method of the STILS formulation (6) and continuous finite element method
for the penalization version (38). Moreover, a posteriori error bounds are established when Newton
iteration is used.
In the sequel we shall assume that the function f is k− Lipschitz then by Rademacher’s theorem
(see [21] for more details) f is differentiable almost everywhere.
5.1 A finite element method for semi linear conservations laws
Let us assume that the problem (8)-(9) admits a unique solution c ∈ Hk+1(Q) ∩H(u,Q). In order
to provide numerical approximation for computing the solution of (8)-(9) after linearization, we
shall use a simple finite element approximation wich can be derived from the use of discontinuous
Galerkin’s approximations of the space time least squares formulation. This method is introduced
in [17] for linear hyperbolic problem and [18] for Poisson problem.
Let Th be a regular partition of the domain Q more precisely a triangulation in which each element
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is a polygon ( respectively a polyhedra ) in two dimensions ( respectively in three dimensions ) . For
k ≥ 1, we consider the discontinuous finite element space (see [17] )
Vh =
{
φ ∈ L2(Q), φ | T ∈ Qk(T ) ∀T ∈ Th} (40)
where Qk(T ) is the space of linear polynomials of degree k in each variable on T and
V = {φ ∈ L2(Q), φ | T ∈ Hk+1(T ) ∩H(u, T ) ∀T ∈ Th}. (41)
It is easy to remark that V contains Vh and Hk+1(Q) ∩H(u,Q). Let Eh be the set of all edges for
d = 1 or flat face for d = 2 and E0h = Eh\∂Q− For T ∈ Th, let us denote by hK the diameter of K
and ρK the supremum of the diameters of the inscribed spheres of K, h = maxhT the mesh size of
Th. Let us suppose that Th is shape regular and also there exists two non negative constant C(1)(42)
and C
(2)
(42) such that
C
(1)
(42) ≤
hT
he
≤ C(2)(42) ∀ T ∈ Th ∀ e ⊂ T. (42)
Moreover for T ∈ Th, we introduce the following notations
Eh(T ) =
{
E ∈ Eh ; E ⊂ ∂T
}
.
For φ ∈ Vh and e ∈ Eh with e = ∂T1 ∩ ∂T2, T1, T2 ∈ Th, let we define [φ] the jump of φ across e ∈ E0h
as following
[φ] = φ |∂T1 n˜1 + φ |∂T1 n˜2
and also
[(u˜, n˜)φ] = (u˜, n˜1)φ |∂T1 +(u˜, n˜2)φ |∂T2
where n˜1 and n˜2 denote the unit outward vectors on ∂T1 and ∂T2 respectively. For e ∈ ∂Q−, [φ] = φ
and [(u˜, n˜)φ] = (u˜, n˜)φ.
By considering the following bilinear form in V × V
A(c, φ) =
∑
T∈Th
∫
T
d˜iv(u˜c)d˜iv(u˜φ)dxdt+
∑
e∈E0h
∫
e
h−1e [(u˜, n˜)c][(u˜, n˜)φ]ds. (43)
Since c ∈ V then
A(c, φ) =
∑
T∈Th
∫
T
f(c)d˜iv(u˜φ)dxdt+
∑
e∈∂Q−
∫
e
h−1e [(u˜, n˜)cb][(u˜, n˜)φ]ds ∀φ ∈ Vh. (44)
The corresponding approximation of (44) is called in ([17]) simple finite element methods. It is easy
to see that the bilinear form
‖φ‖2DG = A(φ, φ) + |φ|Th,k+1
defines a norm in V. Moreover, we have where
|ρ|Th,k+1 =
∑
T∈Th
|ρ|2k+1,T (45)
A(φ, ψ) ≤ ‖φ‖DG‖ψ‖DG∀ ψ , φ ∈ V. (46)
As in [16], we shall use the following abbreviation x  y for signifying x ≤ Cy for some constant
C > 0 independent to the mesh size h and λ. Let Ph be the L
2 projection onto Vh , we have the
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following results see [19] for more details.
There exists a constant C(47) > 0 such that for all ρ ∈ V
‖∇˜(ρ− Phρ)‖0,T ≤ C(47)hk|ρ|k+1,T (47)
for all T ∈ Th and
‖ρ− Phρ‖0,T ≤ C(47)hk+1|ρ|k+1,T . (48)
It is also proved in [20] that , there exists a constant C(49) independent to the mesh size h such that
for any T ∈ Th and e ⊂ ∂T , we have
‖ρ‖2e ≤ C(49)(h−1‖ρ‖2T + h‖∇˜ρ‖2T ) (49)
Finally we deduce that the following approximation lemma.
Lemma 5.1 For all ρ ∈ V
‖ρ− Phρ‖DG  hk‖ρ‖Th,k+1 ∀ T ∈ Th (50)
Proof
‖ρ− Phρ‖2DG =
∑
T∈Th
∫
T
d˜iv(u˜(ρ− Phρ))2dxdt+
∑
e∈Eh
∫
e
h−1e ‖[(u˜, n˜)(ρ− Phρ)]‖2ds
By theorem (2.1), (u˜, n˜) ∈ L∞(∂T ), then it follows from (49) and (42)∫
e
h−1e ‖[(u˜, n˜)(ρ− Phρ)]‖2ds ≤ C(2)(42)h−1‖(u˜, n˜)‖L∞(e)
∫
e
‖[(ρ− Phρ)]‖2ds (51)
This and (49) yield
∫
e
‖[(u˜, n˜)(ρ− Phρ)]‖2ds ≤ 4C(2)(42)‖(u˜, n˜)‖L∞(e)C(49)(h−2‖ρ− Phρ‖2T + ‖∇˜(ρ− Phρ)‖2T ) (52)
And from (47)and(48), it follows∫
e
‖[(u˜, n˜)(ρ− Phρ)]‖2ds ≤ c(53)h2k|ρ|2k+1,T (53)
where
c(53) = C(49)C(47)C
(2)
(42)‖(u˜, n˜)‖L∞(e). (54)
We have also from triangular inequality
‖d˜iv(ρ− Phρ)‖T ≤ ‖(u˜∇˜(ρ− Phρ))‖T + ‖div(u˜)(ρ− Phρ)‖T . (55)
Since u˜ ∈ L∞(T ) and div(u˜) ∈ L∞(T ), we get from (47)-(48)
‖d˜iv(ρ− Phρ)‖T ≤ C(47)α(u,57)(hk|ρ|k+1,T ) (56)
where
α(u,57) = max {‖div(u˜)‖L∞(T ), |Q|‖u˜‖L∞(T )}. (57)
From (53) and (56), we get the result.
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5.1.1 A finite element method and Picard’s iteration
Let f be a k− Lipschitz function in R with k < 1cp . In this case the solution ch can be computed by
using the Picard iteration of some linear problem. The Picard iteration in this context is given by
following scheme:
Algorithm 5.2
• Start STILS-MT1 with some given C0
• compute chn+1 from chn such that
A(chn+1, φh) =
∑
T∈Th
∫
T
f(chn)d˜iv(u˜φh)dxdt+
∑
e∈∂Q−
∫
e
h−1e [(u˜, n˜)cb][(u˜, n˜)φh]ds ∀φh ∈ Vh.
(58)
5.1.2 A finite element method and Newton’s method
We suppose that the problem (8)-(9) has a unique solution V = H2(Q)∩H(u,Q).Recalling (58), we
can write (8)-(9) as follows:
find c ∈ V such that F (c) = 0 (59)
where
F : V −→ V∗
〈F (c), φ〉V∗,V = A(c, φ)−
∑
T∈Th
∫
T
f(c)d˜iv(u˜φ)dxdt−
∑
e∈∂Q−
∫
e
h−1e [(u˜, n˜)cb][(u˜, n˜)φ]ds ∀φ ∈ V. (60)
Given some initial guess c0, the classical Newton-Raphson’s method for solving equation (59), when
F is differentiable, consists in generating a sequence of approximation that converges in the quadratic
sense, to the exact solution as follows. c0 ∈ Vcn+1 = cn − F ′(cn)−1.F (cn) ∀n ∈ N∗. (61)
This method is known to produce a chaotic behavior when c0 is far to the desired root see for
instance (see[24]) for more details . In order to remedy the chaotic behavior the following Newton
Damping method is proposed (see[14]). In that case (61) is written as C0 ∈ Vcn+1 = cn − δtF ′(cn)−1.F (cn) ∀n ∈ N∗. (62)
We shall use adaptive Newton-Galerkin’s method, more precisely the damping parameter δt in
(62) may be adjusted and adapted in each iteration. For illustration of the choice of δt, let us define
the Newton-Raphson’s transform as follows:
ρ 7−→ NF (ρ) := −F ′(ρ)−1.F (ρ).
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By (62), we have
cn+1 − cn
δn
= NF (cn).
And we remark that (62) may be seen as a forward Euler scheme of the following ordinary differential
equation
d
ds
ρ(s) = NF (ρ(s)) ∀s ρ(0) = c0. (63)
If cn ∈ V for all n ≥ 1 and F is enough smooth for instance F ′(ρ)−1.F (ρ) exists for all ρ ∈ V then,
we obtain the solution of (63) satisfies
F (ρ(t)) = F (ρ(0)) exp(−t), ∀ t ≥ 0.
It is easy to see that, F (ρ(t)) −→ 0 as t −→ 0.
The adaptive Newton-Raphson (see [15] )consists in choosing the damping parameter δtn so that so
that the discrete forward Euler’s solution fof (62) stays reasonably close to the continuous solution
of (63).Finally we obtain the following algorithm, see [16]
Algorithm 5.3 Fix a tolerance 
(i) Start the Newton iteration with some initial guess c0 ∈ V
(ii) In each iteration steep n = 1, 2, ... compute
δtn = min(
√
2
‖NF (cn)‖V , 1) (64)
(iii) compute cn+1 from 62 and go (ii)
In the sequel, we suppose that f
′
(cn) exists for all n ≥ 1, thus the sequels in 62 is well defined
and we have
β(c, ρ, φ) =: 〈F ′(c)ρ, φ〉V∗,V = A(ρ, φ)−
∑
T∈Th
∫
T
f
′
(c)ρ(u˜φ)dxdt for all φ ∈ V. (65)
Let us define
L(c, φ) := 〈F (c), φ〉V∗,V
with the previous notation (62) can be written as follows : given cn ∈ V, find cn+1 ∈ V such that
β(cn, cn+1, φ) = β(cn, cn, φ)− δtnL(cn, φ) for all φ ∈ V. (66)
Let us know consider the following finite element approximation : find chn+1 ∈ V from chn ∈ Vh such
that
β(chn, c
h
n+1, φ) = β(c
h
n, c
h
n, φ)− δtnL(chn, φ) for all φ ∈ Vh. (67)
By introducing the following notation
c
(δtn,h)
n+1 := c
h
n+1 − (1− δtn)chn (68)
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and
fδtn(chn+1) := δtnf(c
h
n) + f
′
(chn)(c
h
n+1 − chn) (69)
we have, from (66)
∑
T∈Th
∫
T
d˜iv(u˜c
(δtn,h)
n+1 )d˜iv(u˜φ)dxdt+
∑
e∈E0h
∫
e
h−1e [(u˜, n˜)c
(δtn,h)
n+1 ][(u˜, n˜)φ]ds
=
∑
T∈Th
∫
T
fδtn(chn+1)d˜iv(u˜φ)dxdt+
∑
e∈∂Q−
∫
e
δtnh
−1
e [(u˜, n˜)cb][(u˜, n˜)φ]ds ∀φ ∈ Vh.
Let us define the following quantities
αT = ‖d˜iv(u˜c(δtn)n+1 )− f(c(δtn,h)n+1 )‖0,T and βT = ‖fδtn(chn+1)− f(cδtn,hn+1 )‖0,T (70)
αe = ‖[(u˜, n˜)c(δtn)n+1 ]‖0,e and βe = ‖[(u˜, n˜)cb]‖0,e. (71)
We have also the following result expressed by an inequality.
Theorem 5.4
‖F (c(δtn,h)n+1 )‖V∗  hk max ((
∑
T∈Th
β2T )
1
2 ,max ((
∑
T∈Th
α2T )
1
2 , (
∑
e∈E0h
h−1e α
2
e)
1
2 + (
∑
e∈E0h
h−1e β
2
e )
1
2 )). (72)
Proof
〈F (c), φ〉V∗,V = 〈F (c), φ− Phφ〉V∗,V + 〈F (c), Phφ〉V∗,V
Since Ph ∈ V, From (66) it follows
〈F (c(δtn,h)n+1 ), Phφ〉V∗,V =
∑
T∈Th
∫
T
(fδtn(chn+1)− f(cδtn,hn+1 ))d˜iv(u˜Phφ)dxdt
and it follows, from CauchySchwarz inequality in L2(T ) and R
q with q = dim(Th)
〈F (c(δtn,h)n+1 ), Phφ〉V∗,V ≤
∑
T∈Th
‖fδtn(chn+1)− f(cδtn,hn+1 )‖0,T ‖Phφ‖0,T
|〈F (c(δtn,h)n+1 ), Phφ〉V∗,V | ≤ (
∑
T∈Th
‖fδtn(chn+1)− f(cδtn,hn+1 )‖20,T )
1
2 (
∑
T∈Th
‖Phφ‖20,T )
1
2 .
Since Ph satisfies
∑
T∈Th
‖Phφ‖20,T ≤
∑
T∈Th
‖φ‖20,T ∀φ ∈ L2(Q) (see [7]), we have
|〈F (c(δtn,h)n+1 ), Phφ〉V∗,V | ≤ (
∑
T∈Th
β2T )
1
2 (
∑
T∈Th
‖φ‖20,T )
1
2 (73)
And using lemma 5.1, we have
|〈F (c(δtn,h)n+1 ), Phφ〉V∗,V | ≤ (
∑
T∈Th
β2T )
1
2hk‖φ‖Th,k+1. (74)
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〈F (c(δtn,h)n+1 ), φ− Phφ〉V∗,V =
∑
T∈Th
∫
T
(d˜iv(u˜c
(δtn)
n+1 )− f(c(δtn,h)n+1 )))d˜iv(u˜(φ− Phφ))dxdt
+
∑
e∈E0h
∫
e
h−1e [(u˜, n˜)c
(δtn)
n+1 ][(u˜, n˜)(φ− Phφ)]ds−
∑
e∈∂Q−
∫
e
h−1e [(u˜, n˜)cb][(u˜, n˜)(φ− Phφ)]ds
∑
T∈Th
∫
T
(d˜iv(u˜c
(δtn)
n+1 )− f(c(δtn,h)n+1 )d˜iv(u˜(φ− Phφ))dxdt ≤ (
∑
T∈Th
α2T )
1
2 (
∑
T∈Th
‖d˜iv(u˜(φ− Phφ)‖20,T )
1
2 (75)
∑
e∈E0h
∫
e
h−1e [(u˜, n˜)c
(δtn)
n+1 ][(u˜, n˜)(φ− Phφ)]ds ≤ (
∑
e∈E0h
h−1e α
2
e)
1
2 (
∑
e∈E0h
h−1e ‖[(u˜, n˜)(φ− Phφ)]‖20,e)
1
2 (76)
∑
e∈∂Q−
∫
e
h−1e [(u˜, n˜)cb][(u˜, n˜)(φ− Phφ)]ds ≤ (
∑
e∈E0h
h−1e β
2
e )
1
2 (
∑
e∈E0h
h−1e ‖[(u˜, n˜)(φ− Phφ)]‖20,e)
1
2 . (77)
The inequalities (75)-(77) yield
|〈F (c(δtn,h)n+1 ), φ−Phφ〉V∗,V | ≤ max ((
∑
T∈Th
α2T )
1
2 , (
∑
e∈E0h
h−1e α
2
e)
1
2 + (
∑
e∈E0h
h−1e β
2
e )
1
2 ))‖φ−Phφ‖DG. (78)
Thus, it follows from lemma5.1
|〈F (c(δtn,h)n+1 ), φ− Phφ〉V∗,V |  max (
∑
T∈Th
α2T )
1
2 , (
∑
e∈E0h
h−1e α
2
e)
1
2 + (
∑
e∈E0h
h−1e β
2
e )
1
2 )hk‖φ‖Th,k+1. (79)
From (74) and (79) we deduce
|〈F (c(δtn,h)n+1 ), φ〉V∗,V |  max ((
∑
T∈Th
β2T )
1
2 ,max ((
∑
T∈Th
α2T )
1
2 , (
∑
e∈E0h
h−1e α
2
e)
1
2 + (
∑
e∈E0h
h−1e β
2
e )
1
2 ))hk‖φ‖Th,k+1.
(80)
5.2 STILS for semi linear conservations laws
In the following, we assume that the problem (39) admits a unique solution c ∈ V := H0(u,Q) ∩
Hk+1(Q), and we will omit the dependency of the function according to the parameter λ. Our
aims are to give a numerical methods for solving problem (39) based on the classical finite element
approximation of STILS formulation and establish posteriori estimations. For this we shall first con-
sider first a finite element approximation based in quadrilateral mesh by starting with the following
finite dimensional spaces
V (K̂) =
{
φ ∈ C0(Q), φ | K̂ ∈ Q̂k} (81)
where K̂ is so called reference element and Q̂k is the space of polynomials of degree at most k in
each variable, separately defined in K̂. Let S be a class of invertible affine mapping defined on K̂
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into Rd+1. For K = FK(K̂) with FK ∈ S, the finite element space can be defined by composition
with the inverse of FK as follows
V (K) =
{
ρ : K → R : ρ = ρ̂ ◦ FK for some ρ ∈ V (K̂)}. (82)
Let Th be a triangulation of Q such that each of its element is transformation of K̂ with some
mapping in S. Thus we get the classical finite element approximation
Vh =
{
ρ : Q→ R : ρ | K ∈ V (K) for all K}.
In order to obtain the CFL condition stability of STILS-MT1 (see [2] ), we shall consider a strict
rectangular mesh. Let
Π : V −→ Vh such that Πq = q for all q ∈ Qk (83)
be a linear operator.
Let us recall the following approximation result proved in [6], pp 103, Corollary 4.4.2.
Lemma 5.5 Let us suppose that d ≤ 2 and k ≥ 1 then there exist C such that, for all 0 ≤ m ≤ k+1,
c ∈ Hk+1(K) the following inequality holds
| c−Πc |m,K≤ h
k+1
ρm
CΠ,Q | c |k+1,K . (84)
The above lemma provides us existence of C > 0 such that the following inequalities hold for any
c ∈ H(u, T ) ∩Hk+1(T ),
‖c−Πc‖0,T ≤ Chk+1|c|k+1,T ∀ T ∈ Th (85)
and
‖∇˜(c−Πc)‖0,T ≤ Chk|c|k+1,T ∀ T ∈ Th. (86)
As in the proof of lemma 5.1 , there is a non negative constant Cu such that :
‖d˜iv(u˜(c−Πc))‖0,T ≤ Cuhk|c|k+1,T ∀ T ∈ Th (87)
5.2.1 STILS and Picard’s itaration
In this section, we suppose that f is k− Lipschitz with k < 1cp . Then the mapping T defined by (11)-
(12) is a strict contraction and thus we shall use Picard’s iteration algorithm for the linearization of
(10)-(9).
The Picard’s iteration in this context is given by following scheme:
Algorithm 5.6
• Start STILS-MT1 with some given C0
• Find chn+1 ∈ Vh from chn by the formula∫
Q
d˜iv(u˜chn+1)d˜iv(u˜φh)dxdt+λ
∫
Q
∇˜chn+1∇˜φdxdt =
∫
Q
(f(chn)−d˜iv(u˜Cb))d˜iv(u˜φh)dxdt ∀ φh ∈ Vh.
(88)
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5.3 STILS adaptive Newton method
Since the problem (39) has a unique solution V = Hk+1(Q) ∩H0(u,Q). Then the problem can be
written as follows
find c ∈ V such that Fλ(c) = 0 (89)
where
Fλ : V −→ V∗
such that
〈Fλ(c), φ〉V∗,V :=
∫
Q
d˜iv(u˜c)d˜iv(u˜φ)dxdt− λ
∫
Q
∇˜c∇˜φdxdt−
∫
Q
f(c)d˜iv(u˜φ)dxdt ∀ φ ∈ V. (90)
Since f is differentiable, then Fλ is differentiable and we have
βλ(c, ρ, φ) =: 〈F ′λ(c)ρ, φ〉V∗,V =
∫
Q
d˜iv(u˜ρ)d˜iv(u˜φ)dxdt−λ
∫
Q
∇˜ρ∇˜φdxdt−
∫
Q
f
′
(c)ρd˜iv(u˜φ)dxdt ∀ φh ∈ V.
(91)
Let us define also the following linear form in V
 Lλ(ρ, φ) = 〈Fλ(ρ), φ〉V∗,V . (92)
We assume that F invertible , inserting (91)and (92) in (62) we get
βλ(cn, cn+1, φ) = βλ(cn, cn, φ)− δtnLλ(cn, φ) for all φ ∈ V. (93)
Let chn be the finite element approximation of cn (66). We obtain the the following FEM adaptive-
Newton
βλ(c
h
n, c
h
n+1, φ) = βλ(c
h
n, c
h
n, φ)− δtnLλ(chn, φ) for all φ ∈ Vh. (94)
By introducing the following notation
c
(δtn,h)
n+1 := c
n+1
h − (1− δtn)cnh (95)
and
fδtn(chn+1) := δtnf(c
h
n) + f
′
(chn)(c
h
n+1 − chn) (96)
it follows from (94) the following result
∫
Q
d˜iv(u˜c
(δtn,h
n+1 ))d˜iv(u˜φ)dxdt+ λ
∫
Q
∇˜c(δtn,h)n+1 ∇˜φdxdt =
∫
Q
fδtn(chn+1)d˜iv(u˜φ)dxdt for all φ ∈ Vh.
(97)
We get also the following result.
Theorem 5.7
‖Fλ(c(δtn,h)n+1 )‖V∗  hk((
∑
T∈Th
α2T )
1
2 + (
∑
T∈Th
β2T )
1
2 + λ(
∑
T∈Th
γ2T )
1
2 ) (98)
where
αT = ‖((d˜iv(u˜c(δtn,hn+1 ))−fδtn(chn+1))‖0,T , βT = ‖fδtn(chn+1)−f(c(h,δtn)n+1 )‖0,T and γT = ‖∇˜c(δtn,h)n+1 ‖0,T
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Proof
〈Fλ(c(δtn,h)n+1 ), φ〉 =
∫
Q
(d˜iv(u˜c
(δtn,h
n+1 )− f(c(h,δtn)n+1 ))d˜iv(u˜φ)dxdt+ λ
∫
Q
∇˜c(δtn,h)n+1 ∇˜φdxdt. (99)
By adding and subtracting φh = Πφ in (99) and using (97), the following result holds
〈Fλ(c(δtn,h)n+1 ), φ〉 =
∫
Q
(d˜iv(u˜c
(δtn,h
n+1 )− f(c(h,δtn)n+1 ))d˜iv(u˜(φ− φh))dxdt
+λ
∫
Q
∇˜c(δtn,h)n+1 ∇˜(φ− φh)dxdt+
∫
Q
(fδtn(chn+1)− f(c(h,δtn)n+1 ))d˜iv(u˜φh)dxdt
∫
Q
((d˜iv(u˜c
(δtn,h
n+1 ))−fδtn(chn+1))d˜iv(u˜(φ−φh))dxdt ≤
∑
T∈Th
‖((d˜iv(u˜c(δtn,hn+1 ))−fδtn(chn+1))‖0,T ‖d˜iv(u˜(φ−φh))‖0,T
(100)
Applying Cauchy-Schwarz inequality leads to∫
Q
((d˜iv(u˜c
(δtn,h
n+1 ))−fδtn(chn+1))d˜iv(u˜(φ−φh))dxdt ≤ (
∑
T∈Th
‖(d˜iv(u˜c(δtn,hn+1 )−fδtn(chn+1))‖20,T )
1
2 (
∑
T∈Th
‖d˜iv(u˜(φ−φh))‖20,T )
1
2
(101)
and recalling (87), it follows
∫
Q
((d˜iv(u˜c
(δtn,h
n+1 ))−fδtn(chn+1))d˜iv(u˜(φ−φh))dxdt ≤ Cu(
∑
T∈Th
‖((d˜iv(u˜c(δtn,hn+1 ))−fδtn(chn+1))‖20,T )
1
2hk|φ|k+1,Q.
(102)
Thus ∫
Q
(fδtn(chn+1)− f(c(h,δtn)n+1 ))d˜iv(u˜φh)dxdt  (
∑
T∈Th
α2T )
1
2hk|φ|k+1,Q. (103)
It follows also
λ
∫
Q
∇˜c(δtn,h)n+1 ∇˜(φ− φh)dxdt ≤ (
∑
T∈Th
‖∇˜c(δtn,h)n+1 ‖0,T ‖∇˜(φ− φh)‖0,T .
Using inequality (85), the following estimation holds
λ
∫
Q
∇˜c(δtn,h)n+1 ∇˜(φ− φh)dxdt  λhk(
∑
T∈Th
γ2T )
1
2 |φ|k+1,Q. (104)
It follows from (102),(103) and (104).
〈Fλ(c(δtn,h)n+1 ), φ〉  hk((
∑
T∈Th
α2T )
1
2 + (
∑
T∈Th
β2T )
1
2 + λ(
∑
T∈Th
γ2T )
1
2 )|φ|k+1,Q.
Furthermore ‖Fλ(c(δtn,h)n+1 )‖V∗,V = sup〈Fλ(c(δtn,h)n+1 ), φ〉 and |φ|k+1,Q  ‖φ‖V, then we get the results
Since δtn = 1 if the Adaptive-Newton converges ‖Fλ(c(δtn,h)n+1 )‖V∗ is a reasonnable approxima-
tion, moreover under certain conditions on f we can show that ‖c − c(δtn,h)n+1 ‖V is equivalent to
‖Fλ(c(δtn,h)n+1 )‖V∗
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5.4 Numerical experiment
Let we consider the following one dimension hyperbolic conservations laws with linear convection
and stiff sources terms (see [23]).
f(s) = −µs(s− 1)(s− 1
2
)
and initial data
c0(x) =
 1 if x ≤ 0.30 ifx > 0.3
The exact solution approaches the following waves solution ω(x− t) with
ω(x) =

0 if c0(x) <
1
2
1
2 if c0(x) =
1
2
1 if c0(x) >
1
2
Exemple 5.1 We first choose µ such that T is a contraction for instance µ = 17 , and we will compute
the solution of (8)-(9) by using Picard iteration and simple finite element method and (39) by Picard
iteration and STILS-MT. The mesh size of the space is 160 and the times steep
1
65 which give 60×65
Figure 1: left Picard’s iteration with STILS-MT1 with penalization λ = 512 , right Picard’s iteration
with simple finite element method
element in space-time. The solution is presented at t = 14 in figure 1.
Exemple 5.2 Let we choose now µ = 7 and compute the solution of by simple finite element
method and STILS-MT1 with penalization λ = 512 and using Newton Raphson iteration for the semi
linearity. The mesh size of the space is 120 and the times steep
1
25 which give 20 × 25 element in
space-time. The solution is presented at t = 14 .
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Figure 2: left Newton Adaptatif Raphson’s iteration with STILS-MT1 with penalization λ =
5
12 ,rigth Newton adaptaif Raphson’s iteration with simple finite element method
Both numerical methods can be used to tame the spurious oscillations produced by STILS-MT and
classical finite element methods when advection problem is solved. In the case of simple finite element
methods, we have spurious diffusion for this semi-linear conservation, on the other hand the same
fact can be obtaining when penalization version is used but it can be controlled by the parameter
λ. Moreover, STILS-MT can not be used for simple finite element and that gives an important time
calculation. We can clearly see that STILS-MT with penalization provides an effective methods for
solving semi linear conservation law numerically.
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