This paper is devoted to the various coercivity conditions in order to guarantee existence of solutions and boundedness of the solution set for the variational-hemivariational inequalities involving upper semicontinuous operators. The results presented in this paper generalize and improve some known results.
Introduction
Let be a nonempty, closed, and convex subset in R . Let : R be a set-valued mapping and let : R → R ∪ {+∞} be a convex and lower semicontinuous function such that := ∩ dom ̸ = 0, where dom := { ∈ R : ( ) < +∞} is the effective domain of . Let Ω be a bounded open set in R and ( , ) : Ω × R → R be a function. Let : R → (Ω; R ) be a linear and continuous mapping, where 1 < < ∞. We shall denotê:= and denote by ∘ ( , ; ℎ) Clarke's generalized directional derivative of a locally Lipschitz mapping ( , ⋅) at the point ∈ R with respect to the direction ℎ ∈ R , where ∈ Ω. In this paper, we consider the following variational-hemivariational inequality problems:
(P) find ∈ and * ∈ ( ) such that 
which is studied by some researchers (see, for example, [1, 2] ). Problem (P) includes some models as special cases. 
In 2000, by using Mosco's Theorem, Motreanu and Rǎdulescu [3] proved that if the operator is monotone and hemicontinuous, then problem (2) admits a solution (see Theorem 2 of [3] ).
Case 2. If = , where is the indicator function over the set , that is, ( ) = 0 if ∈ and ( ) = +∞ otherwise, then problem (P) reduces to the following hemivariational inequality: find ∈ and * ∈ ( ) such that 
which is studied recently by Zhang and He [4, 5] . In 2011, by introducing the notion of stable quasimonotonicity and applying KKM theorem, Zhang and He [4] obtained some existence results of the hemivariational inequality (3).
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Case 3. If is single-valued and = , then problem (P) reduces to the following hemivariational inequality of finding ∈ such that
which is introduced and named as Hartman-Stampacchia type hemivariational inequality by Panagiotopoulos et al. [6] and further studied by Costea and Rǎdulescu [7] . Under some suitable assumptions, the authors obtained corresponding existence theorems.
Case 4. If ≡ 0, then problem (P) is equivalent to finding ∈ and * ∈ ( ) such that
which is called the generalized mixed variational inequality problem and intensively studied by many researchers (see, e.g., [8] [9] [10] [11] [12] ). Further, if is single-valued and = , then problem (5) reduces to well-known formulation of variational inequality: find ∈ such that
The notion of the hemivariational inequality was introduced by Panagiotopoulos (see, e.g., [13] [14] [15] [16] ) in the early 1980s as variational expressions for several classes of mechanical problems with nonsmooth and nonconvex energy superpotentials. The derivative of hemivariational inequality is based on the mathematical notion of the generalized gradient of Clarke (see [17] ). The hemivariational inequalities appear in a variety of mechanical problems, for example, the unilateral contact problems in nonlinear elasticity, the problems describing the adhesive and frictional effects, the nonconvex semipermeability problems, the masonry structures, and the delamination problems in multilayered composites; see [14, 16, 18] for detailed descriptions. Extensive attention has been paid to the existence results for some types of hemivariational inequalities by many researchers in recent years. For example, Carl [19] , Carl et al. [20, 21] , and Xiao and Huang [22] studied the existence of solutions of some kinds of hemivariational inequalities using the method of sub-super solutions. Migórski and Ochal [23] and Park and Ha [24, 25] studied the problem using the regularized approximating method. Goeleven et al. [26] and Liu [27] proved the existence of solutions using the method of the first eigenfunction. For more related works regarding the existence of solutions for hemivariational inequalities, we refer to [1, 3, 6, [14] [15] [16] [28] [29] [30] and the references therein.
Due to the presence of a set-valued mapping, problem (P) becomes more difficult than the single-valued case. First, we recall some definitions of continuity for set-valued mapping.
Definition 1. The set-valued mapping :
R is said to be the following:
(i) lower semicontinuous at 0 if, for any * 0 ∈ ( 0 ) and sequence { } ⊂ with → 0 , a sequence * ∈ ( ) can be determined which converges to * 0 . If this is true at every 0 ∈ , we say that is lower semicontinuous on ; (ii) lower hemicontinuous if the restriction of to every line segment of is lower semicontinuous; (iii) upper semicontinuous if, for all ∈
and for any open set ⊂ R satisfying ( ) ⊂ , there exists an open neighborhood of such that ( ) ⊂ for all ∈ ∩ .
We remark that when is single-valued, both the notion of lower semicontinuity and that of upper semicontinuity coincide with the usual notion of continuity of a map.
When the constrained set is unbounded, in order to obtain existence theorems of problems, various of coercivity conditions usually are required (see, e.g., [2, 4, 5, [31] [32] [33] [34] ).
Recently, Tang and Huang [2] introduced some coercivity conditions for problem (P) involving lower hemicontinuous mappings. Using -quasimonotonicity of mappings, the authors obtained some existence theorems and studied the boundedness of the solution set of problem (P). A natural problem is whether these coercivity conditions are valid for problem (P) involving upper semicontinuous mappings or not. This is the main motivation of this paper. On the other hand, Zhang and He [5] also investigated problem (3) involving upper semicontinuous mappings. How to extend the main results of [5] from problem (3) to problem (P) is another motivation of this work.
Motivated and inspired by the research work mentioned above, in this paper, we investigate various coercivity conditions in order to guarantee existence of solutions and boundedness of the solution set for the variational-hemivariational inequalities involving upper semicontinuous operators. The results presented in this paper generalize and improve some known results.
Preliminaries
For a nonempty, closed, and convex subset of a Euclidean space R and every > 0, we define := { ∈ : ‖ ‖ ≤ } .
Let : R → (Ω; R ) be a linear compact operator, where 1 < < ∞ and ≥ 1, and let Ω be a bounded open set in R . Denote by the conjugated exponent of ; that is, (1/ )+ (1/ ) = 1. Let : Ω × R → R be a function such that the mapping
We assume that at least one of the following conditions holds: either there exists ∈ (Ω; R) such that
or the mapping ( , ⋅) is locally Lipschitz, ∀ ∈ Ω, (10)
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Recall that ∘ ( ; V) denotes Clarke's generalized directional derivative of the locally Lipschitz mapping : R → R at the point ∈ R with respect to the direction V ∈ R , while ( ) is the Clarke's generalized gradient of at ∈ R (see, e.g., [17] ); that is,
Let : (Ω; R ) → R be an arbitrary locally Lipschitz functional. For each ∈ R there exists (see, e.g., [17] ) ∈ (̂) such that
Lemma 2 (Proposition 2.1.1 of [17] ). Let : → R be Lipschitz of rank near . Then
is finite, positively homogeneous, and subadditive on R and satisfies
(ii) ∘ ( ; V) is upper semicontinuous as a function of ( , V) and, as a function of V alone, is Lipschitz of rank on R ; (ii) for every V in R , one has 
is bounded (possibly empty). Then there exists 0 ∈ and * 0 ∈ ( 0 ) such that 
is bounded (possibly empty). Then there exists 0 ∈ and * 0 ∈ ( 0 ) such that
Proof. For any bounded set ⊂ , we have ( ) ⊂ ( ). Since : R is an upper semicontinuous mapping with compact convex values, by Lemma 5, we obtain that ( ) is a compact set and so ( ) is compact. Hence is a compact mapping with compact convex values. Taking ( ) = − ( ) for any ∈ and applying Lemma 6, we obtain the conclusion. 
Coercivity Conditions and Applications to Existence Theorems
First, we consider another type of variational-hemivariational inequality problem:
(P ) find ∈ and * ∈ ( ) such that
where : (Ω; R ) → R is a locally Lipschitz functional.
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We denote by (resp. ) the solution set of problem (P) (resp., (P )).
Proposition 9. Let : (Ω; R ) → R be the function
And let : R → (Ω; R ) be a linear compact operator, where 1 < < ∞, ≥ 1, and Ω is a bounded open set in R . Assume that is a nonempty, closed, and convex subset of R . Let : R be a set-valued mapping and let : R → R ∪ {+∞} be a convex and lower semicontinuous function such that ̸ = 0. Further, suppose that satisfies the conditions (8) and (9) or (8) and (10)- (11). Then ⊂ . Moreover, if is regular at ( , 0 ( )) for all 0 ∈ and ∈ Ω, then = .
Proof. For any 0 ∈ , there exists * 0 ∈ ( 0 ) such that
Since ( ) = ∫ Ω ( , ( )) , and satisfies the conditions (8) and (9) or (8) and (10)- (11), by Lemma 4, we have
Then we have
That is, 0 ∈ . If is regular at ( , 0 ( )), for any 0 ∈ and ∈ Ω, by Lemma 4, we have
Hence, it follows that = . This completes the proof.
Theorem 10. Let : (Ω; R ) → R be the function
And let : R → (Ω; R ) be a linear compact operator, where 1 < < ∞, ≥ 1, and Ω is a bounded open set in R . Assume that is a nonempty, closed, and convex subset of R . Let : R → R ∪ {+∞} be a convex and lower semicontinuous function such that ̸ = 0 and let :
R be an upper semicontinuous set-valued mapping with compact convex values. Further, suppose that satisfies the conditions (8) and (9) or (8) and (10)- (11) . If the following coercivity condition holds:
(C1) there exists a vector̂∈ such that (̂) = inf ∈ ( ) and the set { ∈ :
is bounded (possibly empty), then problem (P ) has at least one solution.
Proof. For the sake of convenience, denote a set-valued mapping : R as follows:
Then is an upper semicontinuous mapping with compact convex values on . In fact, since satisfies the conditions either (8) and (9) or (8) and (10)- (11), by Lemma 4, is uniformly Lipschitz on , and by item (iii) of Lemma 3, we obtain that is upper semicontinuous, by the assumption of being a linear compact operator and * being its adjoint operator, it follows that * ∘ ∘ is upper semicontinuous. Since the sum of upper semicontinuous mappings is also upper semicontinuous, by the assumption of being upper semicontinuous, we have that is upper semicontinuous. By item (i) of Lemma 3 and the assumptions of being a linear compact operator and having compact convex values, we know that has compact convex values. Thus, has compact convex values.
Hence, from Theorem 7, we know that there exist 0 ∈ and * 0 ∈ ( 0 ) such that
It follows from the definition of that there exist * 1 ∈ ( 0 ) and * 2 ∈ ( * ∘ ∘ )( 0 ) such that * 0 = * 1 + * 2 . Then we have that
By Lemma 3(ii), we have that
Hence, we have that there exist 0 ∈ and * 1 ∈ ( 0 ) such that
That is, problem (P ) has at least one solution. This completes the proof.
From Theorem 10 and Proposition 9, we get an existence result of problem (P). (8) and (9) or (8) and (10)- (11) . If coercivity condition (C1) holds, then problem (P) has at least one solution.
Corollary 12. Assume that is a nonempty, bounded, closed, and convex subset of R . Let
: R → R be a convex and lower semicontinuous function and :
R be an upper semicontinuous set-valued mapping with compact convex values. Further, suppose that satisfies the conditions (8) and (9) or (8) and (10)- (11) . Then problem (P) has at least one solution.
Proof. Let : (Ω; R ) → R be the function
By the lower semicontinuity of , we know that there exists a vector̂∈ such that (̂) = inf ∈ ( ). It follows from the boundedness of that
is bounded (possibly empty). Thus, from Theorem 15, we know that problem (P) has at least one solution. This completes the proof. 
is weakly compact or empty. , there exists some V ∈ with ‖V‖ < ‖ ‖ such that
, if is stably -quasimonotone with respect to the set ( , );
, satisfies the conditions (8) and (9) or (8) and (10)- (11). Proof. Take > 0 and = { : ∈ ∩ dom and ‖ ‖ ≤ }. From Proposition 9 and Corollary 12, we conclude that there exist ∈ and * ∈ ( ) such that
(i) If ‖ ‖ = , then ‖ ‖ > 0 . Since the condition (C3) holds, there is some V 0 ∈ with ‖V 0 ‖ < ‖ ‖ such that
Let V ∈ be arbitrarily fixed. Since ‖V 0 ‖ < ‖ ‖ = , there is ∈ (0, 1) such that V := V 0 + (V − V 0 ) ∈ . Note that is a linear mapping and is convex. It follows from (41), (42) and Lemma 2(i) that
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Therefore, this together with ∈ (0, 1) implies that
(ii) If ‖ ‖ < , then for any V ∈ , there is some ∈ (0, 1) such that V := + (V − V ) ∈ . Note that is a linear mapping and is a convex function. It follows from (41) and item (i) of Lemma 2 that
Therefore, this together with ∈ (0, 1) implies that (44) also holds. Since ( ) = ∫ Ω ( , ( )) and satisfies the conditions (8) and (9) or (8) and (10)- (11) , by Lemma 4, we have
and so
If V ∈ \dom , then (V ) = +∞ and thus the inequality in (47) holds automatically. This together with (47) shows that ∈ is a solution of problem (P). If the constraint set is bounded, then the solution set of the problem (P) is obviously bounded. In the case when the constraint set is unbounded, the solution set of the problem (P) may be unbounded. In the sequel, we provide a sufficient condition to the boundedness of the solution set of the problem (P), when is unbounded. The following theorem also generalizes Theorem 4.1 of [5] . 
which contradicts (49). Hence, the solution set is bounded.
