In this paper we introduce a new Quadratic Decision Rule (QDR), a generalisation of the commonly employed Affine Decision Rule, for two-stage adjustable robust linear optimization problems with ellipsoidal uncertainty and show that (affinely parameterized) adjustable robust linear optimization problems with QDRs are numerically tractable by presenting exact semidefinite programming (SDP) reformulations. We then show via numerical experiments on lotsizing problems with uncertain demand that adjustable robust linear optimization problems with QDRs improve upon the affine decision rules in their performance both in the worst-case sense and after simulated realization of the uncertain demand relative to the true solution.
Introduction
Consider the two-stage linear Adjustable Robust Optimization (ARO) problem with an ellipsoidal uncertainty set (P0) min where Z is the user specified ellipsoidal uncertainty set, x ∈ R n is the first-stage "here and now" decision that is made before z ∈ R l is realized, y(z) ∈ R k is the second-stage "wait and see" decision that can be adjusted according to the actual data; the coefficient matrix A ∈ R m×n and the right hand side vector d ∈ R m depend on the uncertainty parameter z, and the (fixed recourse) coefficient matrix B = (b 1 , . . . , b m ) T , b ∈ R k does not depend on z.
The ARO approach, which employs linear ARO model problems of the form (P0), is less conservative than the traditional Robust Optimization (RO) methodology, pioneered by Bental et. al [1, 4, 5, 6, 12, 13] , as it yields more flexible decisions that can be adjusted according to the realized portion of data at a given stage, and so allows multi-stage decision-making in practical applications [11] . Moreover, ARO provides optimal objective values that are at least as good as that of the standard RO approach [1, 14] .
However, the two-stage ARO problem (P0) is a challenging optimization problem to study, theoretically and numerically because a linear function is optimized over y(·), which are mappings y : Z → R k , rather than vectors. It is generally hard to obtain a numerically tractable characterization of the system with a mapping y(·) unless the system is restricted to some special classes of mappings. Traditionally, y(·) is assumed to satisfy an Affine Decision Rule (ADR), such as y(z) = y 0 + W z, where y 0 ∈ R k , W ∈ R k×l are the coefficients of the decision rule that are to be optimized [1, 10] . In many cases, affine decision rules, in particular, for the affinely parameterized ARO problems [2, 15] , often result in computationally tractable reformulations and have been known to give optimal or near optimal solutions for broad classes of practical problems,, e.g. inventory management [1] .
In this paper we examine affinely parameterized adjustable robust linear optimization problems and make the following contributions.
(i) We introduce a new Quadratic Decision Rule (see Definition 2.1), which is a generalisation of the commonly employed affine decision rule. We then show that affinely parameterized linear ARO problems with QDRs are numerically tractable by presenting exact semi-definite programming (SDP) reformulations. We do this by generalizing the approach of [5, 9] for ADRs and employing the S-lemma [3] . Related nonlinear decision rules, used recently to approximate ARO problems, include homogeneous quadratic decision rules [17] and polynomial decision rules [8] . Our result readily yields corresponding exact SDP reformulations for affinely parameterized linear ARO problems [2] with affine decision rules and homogeneous quadratic decision rules.
(ii) We use our SDP reformulations to solve lot-sizing problems with uncertain demand and present a comparison of our technique in their performance by contrasting their optimal solutions both in the worst-case sense and after simulated realisations of the uncertain demand. Numerical experiments on small-sized lot-sizing problems demonstrate that the quadratic decision rule outperforms affine decision rules in both cases, whilst the time taken to solve problems with quadratic decision rules is significantly greater (due to the larger number of variables) than the ones with affine decision rules.
In section 2 we present the quadratic decision rule, an extension of the affine decision rule, and demonstrate how to solve linear ARO problems with ellipsoidal uncertainty via a QDR substitution for the adjustable variables. We then apply this method to the lot-sizing problem in section 3, and show that it is both consistent with the ADR and improves upon it.
Quadratic Decision Rules & SDP Reformulations
We begin by fixing some preliminaries. The notation R n signifies the Euclidean space for each n ∈ N := {1, 2, . . .} and S l is the space of all real l × l symmetric matrices. As usual, the symbol I n stands for the identity (n × n) matrix, while R + := [0, +∞) ⊂ R. The inner product in R n is defined by x, y := x T y for all x, y ∈ R n . A symmetric (n × n) matrix A is said to be positive semi-definite, denoted by A 0, whenever x T Ax ≥ 0 for all x ∈ R n .
We consider the affinely parameterized ARO problem (AP) min
Note that the matrix inequality constraint system
In this section, we present an SDP reformulation of an adjustable robust linear optimization problem under the parameterised quadratic decision rule (QDR) which takes the form
where θ ∈ [0, 1], so that the entire adjustable decision rule is defined as follows:
The ARO problem (AP) is said to satisfy the parameterized quadratic decision rule whenever the mapping y(·) is restricted to mappings of the form
where Q j ∈ S l , j = 1, . . . , k.
We define the following operator to simplify working:
Then, the following systems are equivalent:
Proof. System (i) is equivalent to the following system of inequalities
which is, in turn, equivalent to the implication:
Letting u = 1 z we can write the above as
Clearly P and R are symmetric matrices. If we choose u 0 = 1 0 T then u T 0 P u 0 = r 2 > 0 and so the S-Lemma [3] applies. Hence, (2.2) is equivalent to the linear matrix inequality:
Consider (AP) with the parameterized QDR,
We associate with (P) the following semi-definite program (P-QDR) min
Using Lemma 2.2, we now show that the problem (P) admits an exact SDP reformulation in the sense that the objective values of (P) and (P-QDR) are equal and their constraint systems are equivalent. Proof. The constraint of (P)
is equivalently re-written as the following system of m constraints:
It now follows from Lemma 2.2 that, for each i = 1, 2, . . . , m, the system
is equivalent to the liner matrix inequality system
The system of m linear matrix inequalities is equivalent to the semi-definite constraint system of (P-QDR). As the objective functions of both problems (P) and (P-QDR) are the same, min (P) = min (P-QDR).
Remark 2.4 (Equivalent SDPs for affine & homogeneous quadratic decision rules).
It is worth noting that Theorem 2.3. readily yields exact SDP reformulations for linear ARO problems with affine decision rules [1] by setting θ = 1 and homogeneous quadratic decision rules [17] by setting θ = 0.
Lot-Sizing Problem: Worst-case & Uncertainty-Realisation Comparisons
In the lot-sizing problem on a network, we consider N stores, for which stock allocations must be determined to fulfil the demand at each store. Stock can be delivered at the beginning of the day and stored, or transported from another store at a later point in time. Let x i denote the quantity of stock to initially deliver to store i, with unit storage cost c i . Each store can hold up to Γ units of stock at any time. Let y ij denote the quantity of stock to transport from store i to store j, with unit transportation cost t ij . Note that t ii = 0 and t ij is not necessarily equal to t ji .
In general the demand for store i, denoted z i , is uncertain at the beginning of the day, only known to reside in some uncertainty set Z. Hence, we formulate the problem as a two-stage adjustable robust problem, by allowing the transportation decisions y ij to become wait-andsee variables. That is, an initial stock delivery x is sent to all stores at the beginning of the day, and once the demand z is revealed, the transportation decisions y ij (z), i, j = 1, . . . , N are implemented to fulfil the demand at each store. Wanting to minimize total costs, this gives the following ARO formulation:
where x i are the here-and-now decisions, x ∈ X = {x ∈ R N : 0 ≤ x i ≤ Γ, i = 1, . . . , N }, y ij are the wait-and-see variables, τ is a dummy (here-and-now) variable to provide an uncertaintyfree objective function, and uncertainty set Z = {z ∈ R N : z 2 ≤ Γ 2 2 } (for further details, see [16] ). We compare the methods of direct ADR substitution, QDR of order 1 (θ = 1), and QDR of order 2 (θ = 1 2 ) by their worst-case solution and their performance after realisation of the true demand d relative to the true solution, found by solving
0 ≤ x i ≤ Γ, i = 1, . . . , N, y ij ≥ 0, i, j = 1, . . . , N Note that the direct ADR substitution is solved via a conic quadratic program (see, e.g. [4, Theorem 3.1]). We create 100 random instances of the lot-sizing problem, and produce a random demand d for each. We compare the methods by calculating the following percentage difference, and the average time taken to solve a single problem, for each of these problem instances:
100 · v − t v where v is the optimal (worst-case or realized) value produced by the method, and t is the optimal value for (TD). Note that the lower the calculated percentage difference, the better the performance of the method, since t ≤ v and 100 · v−t v = 0 ⇐⇒ v = t. Table 2 : % Diff. represents the average percentage difference between the true solution to (TD) and the worst-case solution for the method.
Random Costs
It is evident that the QDR of order 2 outperforms the ADR consistently, and never performs any worse, since it can be observed from the above plots that the percentage difference for this method is always lower than the other two. It also demonstrated that the QDR of order 1 is consistent with the results of a direct ADR substitution, and so the QDR is indeed a generalisation of the ADR.
Whilst the time taken to solve a QDR of order 2 is significantly greater than the other two methods (due to the larger number of variables), the significant improvement on the lot-sizing solution justifies its use.
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