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In this work, we provided a proof-of-principle of efficient production of maximally entangled states
using charged quantum dots coupled to vibrational modes. The physical system consists of two pairs
of quantum dots, each pair with a single electron able to tunnel between the dots, thus encoding
a qubit. The electrons, initially not coupled, interact with two bosonic vibrational modes. It is
demonstrated that the electron-vibrational mode coupling drives to an effective electron-electron
interaction, which is the main mechanism behind the formation of maximally quantum entangled
electronic states. The effect of this coupling follows a non-monotonic behavior, which is explained
through an effective hamiltonian which takes into account high order transition processes.
PACS numbers: 78.67.Hc, 03.65.Ud,
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I. INTRODUCTION
Semiconductor nanoestructures have become a promis-
ing scenario for implementation of quantum computa-
tion, as originally proposed in the late 90s [1, 2]. These
devices show high versatility in front of the wide set
of degrees of freedom that can be used to encode a
qubit [3]. Single qubit operations have been reported
in several physical setups including the electronic spin
1/2 states [4], where fast two-qubit gates have been im-
plemented recently in silicon [5, 6]. Other possibilities
for quantum computation in semiconductors include the
single-triplet qubit states of two-electrons in GaAs [7, 8],
the exchange-only qubit with spin states [9] and the
charge degree of electrons [10, 11], among others.
Quantum dots (QDs) show interesting properties due
to the confinement of particles. From all the possibil-
ities, including optical quantum dots [12–14] and elec-
tronic spin [15], the interest on the physics of charged
quantum dots has been increasing, once they are scal-
able systems where initialization and readout are possi-
ble through a process involving detection even of a sin-
gle electron [16, 17]. In this physical system, the qubits
are defined based on the property of electronic tunnel-
ing [18, 19], with the single-qubit operations being con-
trolled by this effect, together with the manipulation of
the electronic detuning [18, 19]. The single-molecule elec-
tronics has been an outstanding issue due to its future
implementations feasibility of a cheaper and faster single-
electron transistor [20, 21].
To further increase the functionalities of a qubit
with electrons in a quantum dot, it is interesting to
check coupling effects to nanomechanical degrees of free-
dom [22–24]. This kind of interaction plays a sig-
nificant role, bringing a wealth of interesting effects,
such as quantum-shuttles in QDs [25–27], local cool-
ing [28], phonon-assisted transport in molecular quan-
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tum dot junctions [29, 30], and Franck-Condon block-
ade [31], among others. One possibility is the use of car-
bon nanotubes (CNT), one of the most successful new
materials in view of their broad set of direct applica-
tions [32]. When operated as mechanical ressonators,
nanotubes show high quality factors [24, 33, 34] being
possible, for instance, to excite, detect and control specif-
ical vibrational modes of a CNT with a current being in-
jected from a scanning tunneling microscopy (STM) tip
into a CNT [35]. Also, CNT can be used in the imple-
mentation of ultrahigh tunable frequency resonators [36–
38], nanoradios [39], ultrasensitive mass sensors [40, 41],
and it has been reported strong coupling regimes between
single-electron tunneling and nanomechanical motion on
a suspended nanotube, tuned via electrical gates [42].
Regarding applications in micro and nanoelectronics,
carbon nanotubes present balistic conduction [43] and
Coulomb blockade effect in single and double nanotube
based quantum dot devices [44]. Particularly, it was pro-
posed a mechanically induced two-qubit quantum gate
and the generation of entanglement between electronic
spin states in CNT [45] and showed its potential as “fly-
ing” qubits for electron spin communications over long
distances [36].
From the theoretical point of view, one successful
model to explore the problem of a two-level system in-
teracting to bosons was proposed by Rabi [46, 47], which
can be treated both numerical and analytically [48–
51]. A specific approximation, the Jaynes-Cummings
(JC) model, becomes the theoretical support behind sev-
eral quantum phenomena, including the formation of
Schro¨dinger cats and quantum logic gates [52, 53]. The
Rabi and JC model have been used in the context of
the qubits coupled with bosons [54, 55], where this type
of coupling become responsible by single-qubit opera-
tions. Alternatively, the interaction between particles
and bosonic fields can result in the formation of po-
larons [56, 57]. Codifying a qubit as a polaron becomes a
challenge, once the electron-phonon interaction is gener-
ally a mechanism of decoherence [58–60], although it was
shown that this type of interaction can be used to build
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2a quantum dot maser [54]. In what concerns the problem
of quantum correlations emergence between qubits, medi-
ated by bosonic modes, some theoretical works are found
in literature [61–63]. In recent experimental works, the
generation of quantum correlations is demonstrated con-
sidering the coupling of exciton with phonons [64]. Other
possibility is the use of the coupling with photons [65] to
control a two-qubit operation.
In this work, we investigate a system composed of two
charge qubits interacting with each other via electron-
vibrational mode coupling. The main goal of our study is
to provide a proof-of-principle that electrons in quantum
dots, coupled to high-frequency bosonic nanoresonators,
can be used to generate maximally entangled states of
charge qubits. The role of the electron-boson interaction
is quite different in charge qubits if compared to the spin
two-qubits scenario, once in charged quantum dots, this
interaction preserves the state of a single qubit on the
electronic degree of freedom, while creates or annihilates
an excitation in the bosonic space.
The paper is organized as follows. In Sec. II, by using
the unitary transformation of Lang-Firsov, we demon-
strate that the electron-vibrational mode coupling is
responsible for the occurrence of an effective electron-
electron interaction. Then, we demonstrate how to en-
code two electronic qubits in our physical system. Sec-
tion III is devoted to the exploration of the signatures
of this effective interaction and correlated phenomena on
the spectrum and eigenstates of the model. In Sec. IV,
using as reference our previous work on quantum dy-
namics on coupled quantum dots [66, 67], we study the
formation of maximally entangled electronic states un-
der specific conditions. The feasibility and robustness
against charge dephasing, the main decoherence process
in the physical system of our proposal, is discussed in
Sec. V. Section VI contains our final remarks.
II. MODEL
Our model consist of a multipartite system with two
main parts, as illustrated in Fig. 1: the electronic sub-
space D with two pairs of quantum dots, each pair with
potential to encode a qubit, and the subspace V, with
two devices containing vibrational modes. Here, the vi-
brational mode 1 (VM1) couples to the electronic degrees
of freedom of dots 1 and 3, while the vibrational mode
2 (VM2) couples to dots 2 and 4. Tunnelling is allowed
between dots 1 (3) and 2 (4), being responsible for flip-
ping the electronic state, if a qubit is encoded on a pair
of dots. That means that the electron-bosonic field in-
teraction does not fulfill this role, in contrast to the Rabi
model.
Concerning the computational basis, if we assume a
single electronic level in a quantum dot, the elements
of the basis have the general form |n1n2n3n4〉, where
each number indicates the occupation of the specific dot
(0-empty and 1-occupied). Additionally, the vibrational
FIG. 1. Illustration of our system of interest: quantum dots
1 and 3 (2 and 4) are coupled with the vibrational (bosonic)
mode VM1 (VM2) with frequency ω1(2). Additionally, the
dots 1 (3) and 2 (4) are coupled by tunneling with real pa-
rameter ∆12(34), where εi is the electronic level of the n-th dot
(n = 1, . . . , 4). If two quantum dots share a single electron,
the system can encode a qubit, as shown by dashed lines.
subspaces are spanned by the occupation number basis
states of the form |ml〉V , with m, l = 0, 1, ...,∞. Putting
all together we end up with |n1n2n3n4〉D ⊗ |ml〉V =|n1n2n3n4,ml〉 as a general element of the computational
basis used to span the complete space.
A. General Hamiltonian
The Hamiltonian which describes the physical setup is
written as
H = HD +HV + VDV , (1)
where HD and HV are the free Hamiltonians of the quan-
tum dots and vibrational modes subspaces, respectively
and VDV is the dots-vibrational modes coupling. The
first term is written as:
HD =
[
2∑
i=1
εiN
D
i + ∆12
(
S†1S2 + S
†
2S1
)]
(2)
+
[
4∑
i=3
εiN
D
i + ∆34
(
S†3S4 + S
†
4S3
)]
,
where S†i (Si) are the creation (annihilation) operators
for the i-th quantum dot and NDi = S
†
i Si. The parame-
ters εi are the electronic levels for each dot while ∆12(34)
is a real number describing the tunnel coupling. If we
consider a single vibrational mode per subsystem, the
free Hamiltonian HV becomes (~ = 1)
HV = ωv1B
†
v1Bv1 + ωv2B
†
v2Bv2 , (3)
where ωvj is the energy of the corresponding j-th vibra-
tional mode. Here B†vj (Bvj ) creates (annihilates) an ex-
citation in a j-th vibrational mode subspace. Finally, the
3term VDV , which provides the electron-vibrational mode
coupling, is written as
VDV = g1
(
ND1 +N
D
3
)⊗ (B†v1 +Bv1)
+g2
(
ND2 +N
D
4
)⊗ (B†v2 +Bv2) , (4)
where parameter gv gives the coupling strength between
electronic and vibrational degrees of freedom.
B. Physical Parameters
In our calculations, we will assume realistic param-
eters, considering specifically the CNT scenario. We
set all physical quantities in terms of the energies ωv
of the vibrational modes, once the comparisons of the
tunneling and the electron-vibrational mode couplings in
terms of ωv become the key ingredients behind the gen-
eration of the electronic entangled states. We assume
that both vibrational modes has the same frequency, i.e.,
ω1 = ω2 = ω [29], and set the frequency at ω = 20 meV
(4.8 THz), being in agreement with the high-frequencies
values of the radial breathing mode [35]. The tunneling
parameter is fixed at ∆12 = ∆34 = 5 × 10−3ω = 0.1
meV, as reported in experiments on parallel CNT quan-
tum dots [68]. In face of the potential of manipulation
of the electron-phonon coupling in the context of quan-
tum dots and nanotubes [42], we are interested in tuning
gv as done in some theoretical treatments [29, 30], from
0.1ω up to 0.5ω. The temperature is assumed to be low
enough to guarantee that the dominant vibrational state
is at |0〉 ⊗ |0〉. Typically, temperatures around T = 5
K are used in experiments on transport in CNT [35].
Finally, the values for the electronic levels, εi(j) can be
tunned via gate voltages applied on the quantum dots
arrangement [19].
C. Effective Hamiltonians
It is interesting to obtain further insight on the system
by exploring some analytical features of the full model.
For instance, consider that the electron-vibrational mode
coupling is the same for both vibrational modes so that,
g1 = g2 = g [69]. In order to analyze the action of
electron-vibrational mode and tunnel couplings, we ap-
ply the Lang-Firsov [70] unitary transformation over the
Hamiltonian in Eq.(1). This transformation is regularly
used in the study of electron-phonon interaction, in the
contexts of small-polaron models [71] and strong corre-
lated systems [72].
We define the operator S as
S = α
(
ND1 +N
D
3
)⊗ (B†v1 −Bv1)
+α
(
ND2 +N
D
4
)⊗ (B†v2 −Bv2) , (5)
with α = gω . The Lang-Firsov transformation consists on
the calculation of the Hamiltonian H¯ = eSHe−S . Con-
sidering H as written in Eqs.(1-4), we find
H¯ =
(
H¯D + Veff
)
+HV + ∆TDV , (6)
where
H¯D =
4∑
i=1
ε˜iN
D
i , (7)
is the transformed Hamiltonian for the dots with ε˜i be-
ing the shifted energy due to the action of the electron-
vibrational mode coupling being ε˜i = εi−α2ω. The term
Veff is an effective electron-electron interaction written as
Veff = −2α2ωND1 ⊗ND3 − 2α2ωND2 ⊗ND4 , (8)
and the last term
∆TDV =
[(
∆12S
†
1S2
)
+
(
∆34S
†
3S4
)]
⊗ D12
+
[(
∆12S
†
2S1
)
+
(
∆34S
†
4S3
)]
⊗ D†12, (9)
describes an effective electron-vibrational mode coupling.
Here we have define the operator
D12 = eα(B
†
v1
−Bv1) ⊗ e−α(B†v2−Bv2)
= D(α)⊗D(−α), (10)
which is a tensorial product of displacement operators,
as defined for the quantum harmonic oscillator [73]. The
new transformed Hamiltonian, Eq. (6) and its terms
Eqs. (7)-(9), highlights important effects of the couplings
considered on this particular physical system. The first is
a shift on the value of the electronic levels which depends
on both, the coupling parameter g and ω. The second is
the effective electron-electron interaction which couples
the electrons from different qubits, which is mediated by
the electron-vibrational mode coupling.
Now, we are ready to encode two qubits in our physi-
cal system, as sketched in Fig. 1. We assume that each
pair of quantum dots (dots 1-2 and dots 3-4) contains
a single electron. Therefore, we have a reduced elec-
tronic basis with four states of the form |n1n2n3n4〉,
namely, |1010〉 = |↑↑〉, |1001〉 = |↑↓〉, |0110〉 = |↓↑〉 and
|0101〉 = |↓↓〉, where spin-1/2 notation was introduced.
In this restricted space, we use the matrix representa-
tions of operators NDi and Si to write the Hamiltonian,
Eq.(9), as
H¯ = H¯0 + V¯ , (11)
where
H¯0 =
[
2∑
q=1
δq
2
σ(q)z − α2ω (σz ⊗ σz + I)
]
+HV , (12)
and
V¯ =
2∑
q=1
∆q
[
σ
(q)
+ ⊗ D12 + σ(q)− ⊗ D†12
]
, (13)
4where q runs over the electronic qubits, so for qubit q =
1(2) the detuning is defined as δ1(2) = ε1(3)−ε2(4) and the
tunneling parameter is given by ∆1(2) = ∆12(34). This
particular form of our model is interesting, as it is able to
reveal the emergence of an effective electronic interaction
term, σz ⊗ σz, in a similar way to the models describing
the experiments in charged QD [19].
III. SPECTRAL ANALYSIS
We proceed to explore the characteristics of energy
spectrum and eigenstates of the Hamiltonian, Eq.(1). We
focus on how the interplay between g, the tunnel coupling
and the detuning δi can yield to the generation of max-
imally entangled states. Along with the study of energy
spectrum, we are interested on the entanglement prop-
erties of the eigenstates. It is well known that Coulomb
interaction is behind the formation of entangled states
in coupled quantum dots molecule [66, 74]. Because of
the information provided by transformed Hamiltonian,
Eq. (7), we expect the occurrence of signatures of the ef-
fective electron-electron interaction on the entanglement
degree of the eigenstates.
To quantify the entanglement degree, the measure-
ment of concurrence is evaluated, as defined by Woot-
ters [75], which requires the calculation of the density ma-
trix for each eigenstate. We define ρˆl = |ψl〉 〈ψl|, where
|ψl〉 is the l-th eigenstate of Hamiltonian (1). Then, we
calculate the reduced 4 × 4 density matrix for the two
qubits, by tracing out the degrees of freedom of the vi-
brational modes so ρˆD,l = TrV [ρˆl]. An auxiliary Hermi-
tian operator [76] is defined as Rl =
√√
ρˆD,l ˜ˆρD,l√ρˆD,l,
where ˜ˆρD,l = (σy ⊗ σy)ρˆ?D,l(σy ⊗ σy), is the spin-flipped
matrix with ρˆ?D,l being the complex conjugate of ρˆD,l.
Finally, the concurrence is calculated considering C =
max(0, λ1 − λ2 − λ3 − λ4) where λk (k = 1, . . . , 4) is the
k -th eigenvalue of the operator Rl in decreasing order.
Motivated by our previous work [66], which demon-
strated that, by changing δq, it is possible to reach max-
imally entangled states in Coulomb interacting qubits,
here we check the behavior of energy and concurrence as
a function of δ1, for different values of δ2. To begin our
analysis, it is instructive to write the free energies of the
two qubit model, Eq. (12), neglecting the tunnel coupling
(∆q = 0), which results in the following expressions:
ε↑↑,ml =
δ1 + δ2
2
− 2α2ω + (m+ l)ω
ε↓↓,ml = −
(
δ1 + δ2
2
)
− 2α2ω + (m+ l)ω
ε↑↓,ml =
δ1 − δ2
2
+ (m+ l)ω
ε↓↑,ml = −
(
δ1 − δ2
2
)
+ (m+ l)ω. (14)
The above equations allow the discussion of some impor-
tant features concerning the spectrum, which shed light
on the conditions for the formation of maximally entan-
gled states. Notice that ε↑↑,ml = ε↓↑,ml at δ1 = 2α2ω and
ε↓↓,ml = ε↑↓,ml at δ1 = −2α2ω. At these δ1 values we ex-
pect the appearance of anticrossings due to the tunneling
term of the Hamiltonian, that couples states like |↑↑, 00〉
to |↓↑, 00〉 and |↓↓, 00〉 to |↑↓, 00〉. However, in terms of
entanglement, it is expected a low value of concurrence,
once the eigenstates would be separable. Additionally,
we find ε↑↓,ml = ε↓↑,ml at δ1 = δ2 and ε↑↑,ml = ε↓↓,ml at
δ1 = −δ2. The Hamiltonian does not provide a first or-
der coupling between states such as |↑↓, 00〉 and |↓↑, 00〉.
However, these states can be coupled via second order
transitions. This means that if the system is initialized
at |↑↓, 00〉, it can evolve to |↓↑, 00〉, passing through in-
termediate states such as |↑↑,ml〉 and |↓↓,ml〉. At this
specific condition, highly entangled states can be formed
due to virtual processes. This effect will be used to dy-
namically generate entangled states, as discussed in the
next section.
FIG. 2. Spectrum and entanglement degree as functions of
δ1, of the first (solid black line), the second (dashed black
line), the third (solid brown line) and the four (dashed brown
line) eigenstate of the general Hamiltonian, Eq.(1). Here,
it is shown (a) the energies and (b) the concurrence, con-
sidering δ2 = 0 and (c) energies and (d) concurrence, for
δ2 = 0.1ω. Anticrossings are indicated by arrows and identi-
fied with letters (see main text for details). Physical param-
eters are g = 0.1ω and ∆1 = ∆2 = 5× 10−3ω.
Fig. 2 shows the first four eigenvalues of the general
Hamiltonian, Eq.(1), and the corresponding concurrences
as functions of δ1, considering two different values of
δ2. To perform our numerical calculation, both bases
associated with the vibrational modes are truncated at
mmax = lmax = 13. This number of computational states
is enough to guarantee the accuracy of the lower eigenen-
ergies. With respect to the energies, the results reported
on Fig. 2(a)-(b) show anticrossings labeled with letters
5(A,B) and (A′,B′), corresponding to first order transi-
tions that play a role at δ1 = ±2α2ω. In contrast,
the smaller anticrossings indicated by letters (C,D) and
(C′,D′) are associated with second and higher order tran-
sitions that take place at δ1 = ±δ2.
To understand what happens with the eigenvectors
corresponding to the first order (A,B)-(A′,B′) and the
second order anticrossings (C,D)-(C′,D′), we use an
stacked bar graph, Fig. 3(a)-(b). Each color and patterns
corresponds to the population of a respective state of the
4D basis given by {|↑↑, 00〉 , |↑↓, 00〉 , |↓↑, 00〉 , |↓↓, 00〉}, as
indicated in the figure. The gray bar gives the sum of the
populations of the remain components with at least one
vibrational mode excitation. Comparing both types of
anticrossings, we verified that the eigenstates in Fig. 3(a)
are mainly superpositions of states, with at least one spin
component at the same orientation, such as |↑↓, 00〉 and
|↓↓, 00〉, or |↓↑, 00〉 and |↑↑, 00〉, which results in low en-
tanglement. For clarity, in Appendix B we show the
expansions of the eigenstates in the computational ba-
sis. In contrast, in Fig. 3(b) we find eigenstates such
as |ψC−〉, |ψD+〉, |ψC′±〉 and |ψD′±〉 that are highly en-
tangled eigenstates. For instance, |ψC′+〉 can be written
with good accuracy as
|ψC′+〉 = 1√
2
(|↑↓〉+ eiϕ |↓↑〉)⊗ |00〉 , (15)
where ϕ is a relative phase. This shows that the electron-
vibrational mode coupling is the source of the emergence
of electronic Bell states as eigenstates.
In Fig. 2(c)-(d), we show the behavior of concurrence
as a function of δ1. Note that C reaches values close to
one, corresponding to the anticrossings (C, D) and (C′,
D′). This is consistent with the eigenstates |ψC−〉, |ψD+〉
for δ2 = 0, and |ψC′±〉 and |ψD′±〉 for δ2 = 0.1ω, shown
in Fig. 3. The eigenstate |ψC′+〉, in particular, presents
the larger value of concurrence, C ≈ 1. This fact is in
agreement with an analytical solution (Appendix A) of
the matricial representation of the general Hamiltonian,
Eq.(1), in a rotated electronic basis of Bell states. Also,
it is worthy to note that the condition δ2 = 0.1ω, which
results on the anticrossing C′, favors an energetically iso-
lated two-level subspace within {|↑↓, 00〉 , |↓↑, 00〉}, which
will be used in the next section in order to find an effec-
tive two-level model. Note also that we find C ≈ 0.9 at
anticrossings D and D′. By checking the values of the
eigenstates coefficients, shown in Appendix B, we veri-
fied that although the electronic part is roughly similar
to the Bell states |Φ±〉, as defined in Eq.(A1), the super-
position has contributions from other electronic states,
thus suppressing the degree of entanglement.
FIG. 3. Stacked bar graph showing the populations of states
of the computational basis for the eigenstates at the anticross-
ings positions at Fig. 2 of: (a) first order and (b) second order
. Color and patterns for the main contributors (states with
m = l = 0) are described on the right side of the panel. Solid
gray is used for the sum of the populations of other states.
Physical parameters are g = 0.1ω and ∆1 = ∆2 = 5× 10−3ω.
IV. DYNAMICAL GENERATION OF
MAXIMALLY ENTANGLED ELECTRONIC
STATES
After studying the properties of the eigenstates of the
model, we are ready to explore the generation of elec-
tronic entangled states by quantum dynamics with the
general form,
|Ψ(ϕ)〉 = 1√
2
(|↑↓〉+ eiϕ |↓↑〉) , (16a)
|Φ(ϑ)〉 = 1√
2
(|↑↑〉+ eiϑ |↓↓〉) , (16b)
where ϕ and ϑ are relative phases [77].
First, we obtain numerically the density operator
ρ(t) = |ψ(t)〉 〈ψ(t)|, using the Hamiltonian (1), consid-
ering a specific initial state. Then, by tracing out the
6vibrational degrees of freedom, we obtain the electronic
reduced density matrix
ρD(t) = TrV [ρ(t)]. (17)
The equation above is used to explore the dynamical
behavior of the electronic part of the system, through
the analysis of the evolution of the concurrence and the
fidelity of the evolved state. The system is initialized
at ρ0 = |↑↓, 00〉 〈↑↓, 00|, where the vibrational part is
experimentally feasible at low temperature (Sec. II B).
This choice of ρ0 is motivated by our findings concerning
the anticrossing C′, which favors the generation of max-
imally entangled electronic states |Ψ(ϕ)〉. Analogously,
the choice of |↑↑, 00〉 or |↓↓, 00〉 as initial states could
result on the formation of entangled states of the form
|Φ(ϑ)〉, for a dynamics considering the specific conditions
of anticrossing D′. Any choice of initialization for the
electronic state is realistic, once the experimental setup
can be coupled to a set of auxiliary sources and drains of
electrons, allowing charge injection at any of the quan-
tum dots on the physical system.
FIG. 4. Dynamics of the entanglement degree of the elec-
trons as function of θ for different values of g, considering the
physical parameters of the anticrossing C′: ∆ = ∆1 = ∆2 =
5 × 10−3ω and δ = δ1 = δ2 = 0.1ω. Here, the numerical cal-
culation of C (black dots) and the analytic expression C2ls(t)
as defined in Eq. (23) (brown line) are plotted considering (a)
g = 0.05ω, (b) g = 0.10ω, (c)g = 0.15ω, (d) g = 0.22ω, (e)
g = 0.40ω, and (f) g = 0.50ω.
Black dots in Fig. 4 show our numerical results for the
entanglement dynamics considering the specific choice
of parameters associated with the anticrossing C′, be-
ing ∆ = ∆1 = ∆2 and δ1 = δ2 = 0.1ω, and differ-
ent values of the electron-vibrational mode coupling g.
We define a new time-dependent variable, θ = Ω0t, with
Ω0 = 2|∆|2/ω, which will prove to be very useful in the
discussion of the quantum dynamics of our system, as it
will be noticed in the following discussions. Comparing
the six panels, we notice that the concurrence C shows
an oscillatory behavior, with its maximum value reaching
C = 1, indicating the formation of maximally entangled
electronic states. Additionally, the period of the oscilla-
tions has a non-monotonic behavior as g increases. We
identify three different situations: (i) for a first range of
values of g (g < 0.2ω) the system performs sinusoidal
oscillations with a decreasing period as g increases, as
can be seen in Figs. 4(a)-(c); (ii) there is an intermediate
range of values of g where the dynamics do not corre-
spond to a sinusoidal function, although they oscillate in
a time scale significatively shorter (by two orders of mag-
nitude) than the other cases, as illustrated by Fig. 4(d)
with g = 0.22ω; (iii) after this intermediate regime, the
system performs sinusoidal oscillations again, although
its period increases as g increases as can be verified from
Figs. 4(e)-(f).
Our goal is to understand the physical description as-
sociated to the behavior of the concurrence described
above. From our discussion in Sec. III, in view of the
characteristics of the anticrossing C′, we expect a dy-
namics associated with a two-level subspace with the el-
ements being the states |I〉 = |↑↓, 00〉 and |II〉 = |↓↑, 00〉.
Because the effective coupling between |I〉 and |II〉 in-
volves second order transitions, we estimate its value ap-
plying the perturbation theory, by calculating the matrix
element Ω = 〈I|Heff |II〉 defined as
Ω = 〈I| H¯0 |II〉+
↓∑
σ=↑
∞∑
m,l=0
VI,II(σ,ml)
ε↓↑,00 − εσσ,ml , (18)
where
VI,II(σ,ml) = 〈I| V¯ |σσ,ml〉 〈σσ,ml| V¯ |II〉 ,
We expect that Ω provides the characteristic frequencies
found in Fig. 4, which is valid for small values of the
coupling g (g  ω). The calculation requires the use of
a well known property of the displacement operator [73]
given by
〈ml|D12 |00〉 = 〈m|D1(α) |0〉 〈l|D2(−α) |0〉
= e−α
2 αm√
m!
(−α)l√
l!
. (19)
After a straightforward calculation, we arrive in the fol-
lowing expression for Ω
Ω = Ω0e
−2α2
∞∑
m,l=0
α2m
m!
α2l
l!
[2α2 − (m+ l)]
[2α2 − (m+ l)]2 − ( δω )2
,
(20)
where Ω0 = 2|∆|2/ω. This effective coupling parameter
describes a second order tunneling process, mediated by
the electron-vibrational mode interaction.
To check the behavior of Ω, we plot in Fig. 5 the ratio
r = Ω/Ω0 as function of coupling g, considering the phys-
ical conditions associated with anticrossing C′. From our
results, we are able to identify three different behaviors:
(i) at small values of g, between g ≈ 0 and g < 0.18ω,
|r| increases as g increases; (ii) if g ≈ 0.22ω, the factor
7FIG. 5. Ratio r = Ω/Ω0 as a function of the electron-
vibrational mode coupling, g, as given by Eq. (20), consider-
ing the physical parameters of the anticrossing C′: ∆ = ∆1 =
∆2 = 5× 10−3ω and δ = δ1 = δ2 = 0.1ω.
2α2 becomes comparable with δ/ω so the denominator
on Eq. (18) goes to infinity if m = l = 0. By checking
the exact dynamics at this values of g, we realize that the
state ε↑↑,00 becomes resonant with ε↑↓,00 and ε↓↑,00 so the
system evolves to a superposition of this three states and
the effective two-level model is no longer valid; (iii) for
0.2ω < g < 0.5ω, the value of |r| decreases as g increases.
At this point, we search for a more detailed char-
acterization of the sinusoidal oscillations. Calculating
the evolved state, considering an effective two-level sys-
tem (2ls) described by H2ls = Ω |I〉 〈II| + h.c., and the
same initial condition used in the numerical analysis,
|ψ0〉 = |↑↓, 00〉 = |I〉, we obtain
|ψ(t)〉2ls = cos Ωt |I〉+ e−ipi/2 sin Ωt |II〉 , (21)
which, in terms of r and θ, is written as
|ψ(t)〉2ls =
[
cos (rθ) |↑↓〉+ e−ipi/2 sin (rθ) |↓↑〉
]
⊗ |00〉 .
(22)
The analytical expression of the concurrence, considering
the effective two-level model, takes the form [76, 78]
C2ls(r) = 2| cos(rθ) sin(rθ)|. (23)
In Fig. (4), the behavior of the C2ls is shown using
solid gray lines. Notice that Eq.(23) is in good agree-
ment with the full numerical calculations of concurrence.
That means that the effective two-level model is able to
describe the non-monotonic behavior of the sinusoidal os-
cillations of the concurrence. In the intermediate range
of g’s values, this simplified model does not apply, as
|Ω| → ∞. Interestingly, though, it catches the fast oscil-
lations observed in Fig. 4(d).
To complete our discussion, we compute the fidelity of
the electronic state given by
F(t) = TrD[ρD(t)ρtarD ], (24)
where ρtarD = |Ψ(ϕtar)〉 〈Ψ(ϕtar)|, where |Ψ(ϕtar)〉 is de-
fined in Eq.(16a), being ϕtar the relative phase of a spe-
cific target state . In our simulations, we choose g = 0.1ω
and g = 0.4ω, to explore one example of each range of g
with sinusoidal oscillations of Fig. 4.
Our results are shown in Fig. 6, considering two differ-
ent values for relative phase of the target state: ϕtar =
−pi/2 (brown dots) and ϕtar = pi/2 (black triangles). No-
tice that the fidelity for both cases of ϕtar oscillates out of
phase between 0 and 1, and the comparison between them
permits to describe accurately the electronic dynamics.
Specifically, in Fig. 6(a) considering g = 0.1ω, the ini-
tial state |↑↓〉 evolves to a maximally entangled state of
the form |Ψ(ϕ)〉, which alternates between |Ψ(pi/2)〉, at
rθ = pi/4, and |Ψ(−pi/2)〉, at rθ = 3pi/4. Analogously,
the results for g = 0.4ω, Fig. 6(b), exhibit the same oscil-
lations, although they are out of phase if compared with
Fig. 6(a).
The differences between Fig. 6(a) and Fig. 6(b) are ex-
plained by the behavior of ratio r, which goes from neg-
ative to positive value depending on the value of g. Con-
sidering the evolved state associated with the effective
two-level model, Eq.(22), a change on the sign of r im-
plies in a change of the relative phase of the evolved state.
Calculating the fidelity of the analytical solution given
by Eq.(22), considering the same target state |Ψ(ϕtar)〉,
it reads as
F2ls(rθ) = 1
2
− cos(rθ) sin(rθ) sin(ϕtar). (25)
The evolution of this function is illustrated with the lines
in Fig. 6, for each case of g and ϕtar, showing good agree-
ment with the numerical results.
V. FEASIBILITY OF THE GENERATION OF
ELECTRONIC ENTANGLED STATES
In this section, we review some aspects about physical
parameters for the generation of electronic maximally en-
tangled states. The Eq.(23) shows that the concurrence
C reaches its first maximum value at rθmax = pi/4, which
in terms of time scale results in tmax ≈ 1 ns, for g = 0.05ω
in Fig. 4(a), reducing to tmax ≈ 0.1 ns, for g = 0.15ω in
Fig. 4(c). To check the robustness of the generation of
the entangled states, here we consider the effect of charge
dephasing, which is the main mechanism of decoherence
in our physical system [3], once our proposal requires
low temperatures and small values of excitations on the
vibrational modes. We simulate this process solving a
master equation [74], where Lindblad operators are intro-
duced to take into account the dephasing of the coherent
oscillations in each qubit. The time scale of the dephas-
ing process is given by Tdeph = 1/γdeph = h/Γdeph, where
Γdeph is the dephasing rate, in energy units.
In Fig. 7 we show how concurrence and fidelity evolves
in the presence of dephasing, for two different values of
Γdeph. The panels (a) and (b) show both quantities con-
8FIG. 6. Evolution of the fidelity, F , considering the target
state |Ψ(ϕtar)〉 for two choices of relative phase, ϕtar = −pi/2
(brown dots), and ϕtar = pi/2 (black triangles). The physical
parameters correspond to those considered in Fig. 4 with (a)
g = 0.1ω and (b) g = 0.4ω. Lines show the evolution of F2ls(θ)
for the same physical conditions considering ϕtar = −pi/2
(solid black line) and ϕtar = pi/2 (dotted black line).
sidering Γdeph = 1×10−4ω = 2µeV (0.5 GHz), while pan-
els (c) and (d) were obtained with Γdeph = 2× 10−4ω =
4µeV (1 GHz). The order of magnitude considered here
for Γdeph is in agreement with those reported on feasible
experimental scenarios [3, 79, 80].
From the results in Fig. 7, we conclude that our pro-
posal is relatively robust against the process of dephas-
ing, although the entanglement degree and the fidelity
present damped oscillation (loss of coherence), the con-
currence value for its first maximum is above C = 0.6,
Figs. 7(a),(c), indicating a high degree of entanglement.
Analyzing the evolution of the fidelity in Fig. 7(b),(d),
we can conclude that even when a strong dephasing pro-
cess is considered, the fidelity of the maximally entangled
state |Ψ(pi/2)〉, given by Eq. (16a), is up to 0.8 in its first
peak.
FIG. 7. Evolution of the concurrence and the fidelity, assum-
ing two different values of charge dephasing rate Γdeph, cal-
culated by solving a Lindblad master equation, with ω = 20
meV, ∆ = 5 × 10−3ω = 0.1 meV and δ1 = δ2 = 0.1ω = 2
meV, with g = 0.15ω = 3 meV corresponding to the case
illustrated in panel (c) in Fig 4. (a) Concurrence C (black
dots) for Γdeph = 1 × 10−4ω = 20 × 10−2 meV; (b) fidelity
considering the target state |Ψ(ϕtar)〉 for two choices of rela-
tive phase, ϕtar = −pi/2 (brown dots), and ϕtar = pi/2 (black
triangles), considering the same value Γdeph in panel (a); (c)
Concurrence C (black dots) for Γdeph = 2×10−4ω = 40×10−2
meV; (d) Fidelity, also for Γdeph = 2× 10−4ω using the same
scheme of colors and symbols of panel (b). In all panels, we il-
lustrate the behavior when the dephasing is neglected (brown
solid line).
VI. SUMMARY
We have studied a system of two qubits, encoded in two
pairs of quantum dots. Inside each pair, a single electron
can tunnel between the quantum dots, thus constituting
a two-level system. Electronic degrees of freedom couple
to vibrational modes. With the aid of the Lang-Firsov
transformation we show that this coupling results in a
effective electron-electron interaction, responsible for the
creation of highly entangled states. We explore the inter-
play between electron tunneling, energies detunings and
the coupling between electrons and vibrational modes on
the formation of entangled states. Our model potentially
describes several experimental scenarios, including elec-
trons inside carbon nanotubes quantum dots or the cou-
pling between charged quantum dots and acoustic cavi-
ties.
Looking at the spectrum and eigenstates of the present
model, we found that, by tunning the electronic levels it
is possible to form effective two-level systems that sustain
maximally entangled electronic states, such as |Ψ(ϕ)〉 and
|Φ(ϕ)〉, as defined in Eq.(16a) and Eq.(16b). For the
dynamics, we found that the electronic part of the sys-
tem can evolve to entangled states for a wide range of
9electron-vibrational mode couplings. Interestingly, the
frequency of the oscillations on concurrence dynamics be-
haves in a non-monotonic way as the coupling parameter
g increases. Using a perturbation theory that accounts
for high order transition processes, we obtain a general
expression which provides the characteristic frequencies
on the dynamics, although it is valid for small values of
the electron-vibrational mode coupling.
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Appendix A: The two-qubit Hamiltonian in the
rotated Bell-boson basis
The emergence of maximally entangled electronic
states on the physical system of interest can be explored
by writing down its Hamiltonian in terms of the elec-
tronic Bell states. Let us calculate the representation of
the original Hamiltonian (1) as a matrix written in the
Bell-boson basis |ψBell,ml〉, where the electronic part is
ordered as
|ψBell〉D = {|Ψ−〉 , |Φ−〉 , |Ψ+〉 , |Φ+〉}D,
. Here
|Ψ±〉D =
1√
2
(|↑↓〉 ± |↓↑〉)
|Φ±〉D =
1√
2
(|↑↑〉 ± |↓↓〉) , (A1)
are the well known Bell states. We choose to keep to-
gether the states with the same number of total excita-
tions NVT = m + l. This choice remarks the fact that
the basis, each value of NVT defines a set of subspaces
SB,(ml). Notice that, for NVT = 0, there is only the
subspace SB,(00) with four states; for NVT = 1 we have
SB,(10) and SB,(01) (eight states); NVT = 3 has twelve
states associated with SB,(11), SB,(20), and SB,(02), etc.
Let us write the matrix representation of the Hamil-
tonian for the first six 4D subspaces SB,(ml), ordered as
{SB,(00),SB,(01),SB,(10),SB,(11),SB,(02),SB,(20)}:
H =

B00 G2 G1 0 0 0
G2 B01 0 G1
√
2G2 0
G1 0 B10 G2 0
√
2G1
0 G1 G2 B11 0 0
0
√
2G2 0 0 B02 0
0 0
√
2G1 0 0 B02

. (A2)
By using the order |Ψ−,ml〉, |Φ−,ml〉, |Ψ+,ml〉, and
|Φ+,ml〉, the 4D matrices Bml and Gv are defined as
Bml =

Eml ∆− δ−/2 0
∆− Eml 0 δ+/2
δ−/2 0 Eml ∆+
0 δ+/2 ∆+ Eml
 , (A3)
and
Gv =

gv 0 0 0
0 gv/2 0 (−1)(v−1)gv/2
0 0 gv 0
0 (−1)(v−1)gv/2 0 gv/2
 , (A4)
where Eml =
∑
i=1,2
∑
j=3,4
∑
v=1,2 (εi + εj + ωv) are
the energy of the state |ψBell,ml〉, the tunnel couplings
are defined as ∆± = ∆2 ± ∆1 and δ± = δ1 ± δ2, with
δ1(2) being the detuning for the qubit 1 (2).
The first matrix resembles the rotated matrix on Bell
basis, whose properties discussed in details on Ref. 66,
and the matrices Gv depends on gv and carry on the
effect of electron-vibrational mode coupling, where the
factor
√
Nv appears on the specific elements of the matrix
(A2) which depends on the values of Nv of the coupled
subspaces.
If δ± = 0, it seems that the states with electronic part
being |Ψ−〉D and |Φ−〉D are decoupled, at the same time
that |Ψ+〉D and |Φ+〉D are not, in the same way that in
Ref. 66. Nevertheless, if elements for the first two lines
on matrix (A2), associated with |Ψ−, 00〉 and |Φ−, 00〉
respectively, are written using the notation | 〉 〈 | we ob-
tain:
H = |Ψ−, 00〉
(
E00 〈Ψ−, 00|+ g2 〈Ψ−, 01|+ g1 〈Ψ−10|
)
+ |Φ−, 00〉
(
E00 〈Φ−, 00|+ g2
2
〈Φ−, 01| − g2
2
〈Φ+, 01|+ g1
2
〈Φ−, 10|+ g1
2
〈Φ+, 10|
)
+ ... (A5)
We conclude that the term with |Ψ−〉D can be written as( |Ψ−〉 〈Ψ−| )D⊗(E00 |00〉 〈00|+g2 |00〉 〈01|+g1 |00〉 〈10| ), while the others do not permit the same.Continuing with the calculation, we realize that only
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the terms on Hamiltonian associated with |Ψ−〉D are de-
coupled, at least from the electronic point of view, from
the rest of the Bell basis. In this way, there is a Bell
state, dressed by vibrational modes, becoming an eigen-
state of the Hamiltonian (1) for the specific condition of
equal tunnel couplings, ∆2 = ∆1 and the qubit detunings
defined so the condition δ− = 0. Writing only the terms
of the Hamiltonian regarding |Ψ−〉D it is straightforward
to see that
Hwith|Ψ−〉 = (|Ψ−〉 〈Ψ−|)D ⊗
{[|00〉V(E00 〈00|V + g 〈10|V + g 〈01|V )]+ [|01〉V(E01 〈01|V + g 〈11|V +√2g 〈02|V )
+|10〉V
(
E10 〈10|V + g 〈11|V +
√
2g 〈20|V
)]
+
[|11〉V(E11 〈11|V +√2g 〈21|V +√2g 〈12|V )
+|02〉V
(
E02 〈02|V + ...
)
+ |20〉V
(
E20 〈20|V + ...
)]
+ ...+ h.c.
}
. (A6)
Other terms on Hamiltonian cannot be written as a ten-
sorial product of the form |ψ〉 〈ψ|D ⊗
∑
α |m′l′〉V 〈ml|:
terms with |Ψ+〉 are coupled with |Φ+〉 by electron-
vibrational mode interaction, while elements |Φ+〉 and
|Φ−〉 are also coupled to each other by tunneling. In the
Eq. A6, we use bold type and the square brackets, [ ], to
emphasize the new Bell-boson basis {|ψBell,ml〉}.
The number of eigenstates per “branch”, i.e. the states
belonging to certain value of NVT, and the number of
maximally entangled electronic states at δ1 = 0, are
connected with the dimension of original subspaces. Al-
though these subspaces are coupled with each other, each
branch can be seen as Bell-boson states, with an energy
increasing as NVT = m+ l grows.
Appendix B: Numerical solutions of eigenstates of
the Hamiltonian (1) at anticrossings.
In this Appendix, we present our results of the numer-
ical calculation of the eigenstates for the Hamiltonian
(1) at each of the anticrossings discussed in Fig.2. The
results are identified by the label used along the discus-
sion in the main text. The physical parameters used in
our simulations are consistent with the same figure being
g = 0.1ω and ∆1 = ∆2 = 5 × 10−3ω. For each case,
the symbol “−” (“+”) denotes the eigenstate with lower
(higher) energy from each pair on the anticrossing. For
brevity, we suppressed the terms which value is less than
1× 10−2.
1. First order anticrossings
• Anticrossing A (for δ2 = 0):
|ψA−〉 ≈ −0.76 |↓↓, 00〉+ 0.58 |↑↓, 00〉+ 0.22 |↑↑, 00〉+ 0.11 |↓↑, 00〉+ 0.15 |↓↓, 01〉+ ... (B1)
|ψA+〉 ≈ 0.76 |↑↓, 00〉+ 0.58 |↓↓, 00〉 − 0.22 |↓↑, 00〉+ 0.11 |↑↑, 00〉 − 0.12 |↓↓, 01〉+ ...
• Anticrossing B (for δ2 = 0):
|ψB−〉 ≈ −0.76 |↑↑, 00〉+ 0.58 |↓↑, 00〉+ 0.22 |↓↓, 00〉+ 0.11 |↑↓, 00〉+ 0.15 |↑↑, 10〉+ ... (B2)
|ψB+〉 ≈ 0.76 |↓↑, 00〉+ 0.58 |↑↑, 00〉 − 0.22 |↑↓, 00〉+ 0.11 |↓↓, 00〉 − 0.12 |↑↑, 10〉+ ...
• Anticrossing A′ (for δ2 = 0.1ω):
|ψA′−〉 ≈ 0.70 |↑↓, 00〉 − 0.70 |↓↓, 00〉+ 0.14 |↓↓, 01〉+ ... ≈ [0.70 |↑, 00〉 − 0.70 |↓, 00〉+ 0.14 |↓, 01〉]⊗ |↓〉+ ... (B3)
|ψA′+〉 ≈ 0.70 |↓↓, 00〉+ 0.70 |↑↓, 00〉 − 0.14 |↓↓, 01〉+ ... ≈ [0.70 |↓, 00〉+ 0.70 |↑, 00〉 − 0.14 |↓, 01〉]⊗ |↓〉+ ..
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• Anticrossing B′ (for δ2 = 0.1ω):
|ψB′−〉 ≈ 0.70 |↓↑, 00〉 − 0.70 |↑↑, 00〉+ 0.14 |↑↑, 10〉+ ... ≈ [0.70 |↓, 00〉 − 0.70 |↑, 00〉+ 0.14 |↑, 10〉]⊗ |↑〉+ ... (B4)
|ψB′+〉 ≈ 0.70 |↑↑, 00〉+ 0.70 |↓↑, 00〉 − 0.14 |↑↑, 10〉+ ... ≈ [0.70 |↑, 00〉+ 0.70 |↓, 00〉 − 0.14 |↑, 10〉]⊗ |↑〉+ ...
2. Second order anticrossings
• Anticrossing C (for δ2 = 0):
|ψC−〉 ≈ 0.70 |↑↓, 00〉 − 0.70 |↓↑, 00〉 ≈ |Ψ−〉 ⊗ |00〉+ ... (B5)
|ψC+〉 ≈ −0.65 |↑↓, 00〉 − 0.64 |↓↑, 00〉 − 0.26 |↑↑, 00〉 − 0.26 |↓↓, 00〉+ ...
• Anticrossing D (for δ2 = 0):
|ψD−〉 ≈ −0.64 |↑↑, 00〉 − 0.64 |↓↓, 00〉+ 0.27 |↑↓, 00〉+ 0.27 |↓↑, 00〉+ 0.13 |↑↑, 10〉+ 0.13 |↓↓, 01〉+ ...
|ψD+〉 ≈ −0.69 |↑↑, 00〉+ 0.69 |↓↓, 00〉+ 0.14 |↑↑, 10〉 − 0.14 |↓↓, 01〉+ ... (B6)
• Anticrossing C′ (for δ2 = 0.1ω):
|ψC′−〉 ≈ −0.69 |↑↓, 00〉 − 0.69 |↓↑, 00〉+ ... ≈ − |Ψ+〉 ⊗ |00〉 (B7)
|ψC′+〉 ≈ 0.7 |↑↓, 00〉 − 0.7 |↓↑, 00〉 ≈ |Ψ−〉 ⊗ |00〉
• Anticrossing D′ (for δ2 = 0.1ω):
|ψD′−〉 ≈ 0.69 |↑↑, 00〉 − 0.69 |↓↓, 00〉 − 0.14 |↑↑, 10〉+ 0.14 |↓↓, 01〉+ ... (B8)
|ψD′+〉 ≈ −0.69 |↑↑, 00〉 − 0.69 |↓↓, 00〉+ 0.14 |↑↑, 10〉 − 0.14 |↓↓, 01〉+ ...
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