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The consensus (string) problem is finding a representative string, called a consensus, of
a given set S of strings. In this paper we deal with consensus problems considering both
distance sum and radius, where the distance sum is the sum of (Hamming) distances from
the strings in S to the consensus and the radius is the longest (Hamming) distance from the
strings in S to the consensus. Although there have been results considering either distance
sum or radius, there have been no results considering both, to the best of our knowledge.
We present the first algorithms for two consensus problems considering both distance
sum and radius for three strings: one problem is to find an optimal consensus minimizing
both distance sum and radius. The other problem is to find a bounded consensus such that
the distance sum is at most s and the radius is at most r for given constants s and r . Our
algorithms are based on characterization of the lower bounds of distance sum and radius,
and thus they solve the problems efficiently. Both algorithms run in linear time.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Consensus string (or closest string or center string) problems are to find a representative string of a given set S of strings.
The consensus problems are major problems in multiple string comparison and have been studied extensively [1,7,8,10,11,
14,16–18] to solve many problems arising in computational biology such as motif finding, PCR primer design, and genetic
probe design. Since most of the consensus problems are NP-complete, researchers also have developed fixed-parameter
algorithms [8,9,15,19], approximation algorithms [2,5,6,12–15], and algorithms for a small number of strings [3,8,20].
Those previous algorithms find consensus strings optimizing one of the metrics such as distance sum, radius, sum of
pairs, and so on. However, there have been no previous results on finding a consensus optimizing two or more metrics. It
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is obvious that the more metrics a consensus string optimizes, the more useful it is in practice. Thus, we consider finding
consensus strings minimizing both distance sum and radius in this paper.
We introduce the formal definitions of the distance sum and radius as follows. Let S = {S1, . . . , Sk} be a set of k strings
of equal length n and X denote an arbitrary string of length n.
• The Distance sum of X with respect to S (denoted by ES(X)) is the sum of (Hamming) distances from the strings in S to X ,
i.e.,
∑
1≤h≤k d(X, Sh)where d(A, B) denotes the Hamming distance between two strings A and B.• The Radius of X with respect to S (denoted by RS(X)) is the longest (Hamming) distance from the strings in S to X , i.e.,
max1≤h≤k d(X, Sh). (We will remove the set notation S from ES(X) and RS(X) if it is not confusing.)
Now, we introduce the problem of finding consensus strings minimizing both distance sum and radius.
Problem 1 (Optimal Consensus). Given a set S = {S1, . . . , Sk} of k strings of length n, find a string X (if any) that minimizes
both ES(X) and RS(X).
If such an optimal consensus exists, it can be accepted as a consensus of S. However, sometimes an optimal consensus
does not exist and the following bounded consensus satisfying loose conditions may be sought for.
Problem 2 (Bounded Consensus). Given a set S = {S1, . . . , Sk} of k strings of length n and two positive integers s and r , find
a string X (if any) satisfying both ES(X) ≤ s and RS(X) ≤ r .
Although there have been no previous results on minimizing both distance sum and radius, many algorithms have been
developed to find a consensus minimizing either distance sum or radius. Minimizing the distance sum is straightforward.
We can find a string X that minimizes the distance sum by selecting the character occurring most often in each position
of the strings in S. However, minimizing the radius is a hard problem in general. For general k, the decision problem that
asks, given a parameter r , if there exists a string X such that R(X) ≤ r is NP-complete even when characters in strings
are drawn from the binary alphabet [4]. Thus, attention has been restricted to approximation solutions [2,5,6,12–15] and
fixed-parameter solutions [8,9,15,19].
For fixed-parameter solutions, Stojanovic [19] proposed a linear-time algorithmwhen r = 1. Grammet al. [8,9] proposed
the first fixed-parameter algorithm running in O(kn+ kr r+1) time for finding a string X such that R(X) ≤ r . Ma and Sun [15]
presented another algorithm running in O(kn+ kr(16|Σ |)r) time, whereΣ denotes the alphabet. Furthermore, there have
been some algorithms for a small constant k. Gramm et al. [8] proposed a direct combinatorial algorithm for finding a string
X that minimizes the radius for three strings. Sze et al. [20] showed a condition for the existence of a string whose radius
is less than or equal to r . Boucher et al. [3] proposed an algorithm for finding a string X such that R(X) ≤ r for four binary
strings. For brief surveys on approximation solutions, readers are referred to [3,15]. However, to the best of our knowledge,
there have been no results on finding a consensus minimizing both distance sum and radius.
Before we introduce our contribution about optimizing both distance sum and radius, we first clarify that optimizing one
of the distance sum and radius does not guarantee optimizing both. Consider a consensus string obtained by minimizing
only the radius. The consensus may have some minority characters which make the distance sum unnecessarily large, even
though a consensus with the same minimum radius can be achieved using only majority characters. For example, consider
the case that S1 = abac , S2 = abbc , and S3 = baac. When we consider minimizing only the radius, both strings abac and
aaac are optimal consensus strings where their radii are all 2. However, their distance sums are 3 and 4, respectively, and
thus only abac is the optimal consensus minimizing both distance sum and radius. Conversely, consider a consensus string
obtained byminimizing only the distance sum. Since there is no guideline when characters from the strings are all different,
arbitrary characters may be chosen for the consensus, which makes the radius of the consensus unnecessarily long. Thus,
optimizing one of the distance sum and radius does not guarantee optimizing both.
In this paper, we present the first algorithms to solve the consensus problems minimizing both distance sum and radius
for the set of three strings (i.e., when k = 3).
• We first present the lower bounds of distance sum and radius for three strings. We compute the lower bound of distance
sum E(X), denoted by Emin, and the lower bound of radius R(X), denoted by Rmin. Furthermore, the lower bounds can be
extended to four or more strings.
• We present an algorithm to solve the optimal consensus problem (Problem 1) in linear time. The algorithm finds a string
X that minimizes both distance sum E(X) and radius R(X) if such a string exists. To prove our algorithm finds an optimal
consensus, we show E(X) = Emin and R(X) = Rmin.
• We present an algorithm to solve the bounded consensus problem (Problem 2) in linear time. The algorithm returns a
string X (if any) satisfying both E(X) ≤ s and R(X) ≤ r for given s and r . The crux of the algorithm is to find a consensus
X minimizing E(X)+ R(X), i.e., E(X)+ R(X) ≤ E(X ′)+ R(X ′) for any string X ′.
• We show that the algorithm for Problem 2 is a general algorithmwhich can solve other well-known consensus problems
such as finding a consensus minimizing only the distance sum and finding a consensus minimizing only the radius.
Furthermore, the consensuses found by our algorithm for Problem 2 have additional favorable properties. The consensus
with the minimum distance sum has the minimum radius among the consensuses whose distance sums are minimum.
Similarly, the consensus with the minimum radius has the minimum distance sum among the consensuses whose radii
are minimum.
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Type 0 Type 1 Type 2 Type 3 Type 4
S1: ⊙ ⊙ × × × × × ⊙ ⊙ ⊙ ⊙ ⊙ × × ×
S2: ⊙ ⊙ ⊙ ⊙ ⊙ ⊙ ⊙ × × × ⊙ ⊙ × × ×
S3: ⊙ ⊙ ⊙ ⊙ ⊙ ⊙ ⊙ ⊙ ⊙ ⊙ × × × × ×
c0 = 2 c1 = 5 c2 = 3 c3 = 2 c4 = 3
Fig. 1. Types of columns in the alignment of 3 strings, where⊙ and× represent match and mismatch characters at each position, respectively.
Our algorithms are simple, intuitive, and efficient. Due to the characterization of the lower bounds of distance sum and
radius, especially lower bounds of the radius, we can develop simple, intuitive, and efficient algorithms which run in linear
time.
This paper is organized as follows. In Section 2, we investigate the minimum distance sum and the minimum radius. We
present our algorithms for Problems 1 and 2 in Sections 3 and 4, respectively. In Section 5, we show that the algorithm for
Problem 2 can solve other consensus problems. Finally, we give concluding remarks in Section 6.
2. The minimum distance sum and the minimum radius
We investigate Emin (the minimum distance sum) and Rmin (the minimum radius) for three strings S1, S2, and S3. Consider
the alignment of strings S1, S2, and S3. We denote the ith character of Sh (1 ≤ h ≤ 3) by Sh[i]. Since the Hamming distance
allows only substitutions, the alignment can be regarded as a 3 × n character matrix and the ith column consists of S1[i],
S2[i], and S3[i]. For each column, we call the character occurring most often the majority and the character occurring most
seldom theminority. Then, each column i is classified into the following five types. (See Fig. 1.)
• Type 0: S1[i] = S2[i] = S3[i] (all matches).
• Type 1: S1[i] ≠ S2[i] = S3[i] (S1[i] is the minority).
• Type 2: S2[i] ≠ S1[i] = S3[i] (S2[i] is the minority).
• Type 3: S3[i] ≠ S1[i] = S2[i] (S3[i] is the minority).
• Type 4: S1[i] ≠ S2[i], S2[i] ≠ S3[i], and S3[i] ≠ S1[i] (all mismatches).
Let cj (0 ≤ j ≤ 4) denote the number of columns for type j. It is easy to see that d(S1, S2) = c1+c2+c4, d(S2, S3) = c2+c3+c4,
and d(S1, S3) = c1 + c3 + c4. Without loss of generality, we assume that c1 ≥ c2 ≥ c3.
Definition 1. Emin and Rmin are defined as the minimum distance sum and the minimum radius for the strings S1, S2, and S3,
respectively. That is, for all strings X of length n,
Emin = min
X
E(X) and Rmin = min
X
R(X).
In Lemma 1, we show how to compute Emin from c ′i s.
Lemma 1. Emin = c1 + c2 + c3 + 2c4.
Proof. A string X with the minimum distance sum is obtained by choosing the majority from column i for X[i] (1 ≤ i ≤ n).
The majority is clear for each column of type 1, 2 or 3, however, it is not for a column of type 4 thus any character among
S1[i], S2[i], and S3[i] can be selected for X[i]. Let pi (1 ≤ i ≤ 3) denote the number of characters in X chosen from Si for
type 4. Then, d(X, S1) = c1 + p2 + p3, d(X, S2) = c2 + p1 + p3, d(X, S3) = c3 + p1 + p2, and p1 + p2 + p3 = c4. Since
E(X) =∑1≤h≤3 d(X, Sh), E(X) = c1 + c2 + c3 + 2(p1 + p2 + p3) = c1 + c2 + c3 + 2c4, which completes the proof. 
In Lemmas 2 and 3, we consider lower bounds of Rmin.
Lemma 2. Rmin ≥ max(L1, L2), where L1 = ⌈Emin/3⌉ and L2 = ⌈d(S1, S2)/2⌉.
Proof. First, we prove Rmin ≥ L1(=⌈Emin/3⌉) by contradiction. Suppose there exists a string X such that R(X) < ⌈Emin/3⌉.
Note that R(X) is the largest among d(X, Si) for 1 ≤ i ≤ 3 and thus d(X, Si) < ⌈Emin/3⌉. Now, we show d(X, Si) < Emin/3.
(It implies
∑
1≤h≤3 d(X, Sh) = E(X) < Emin, which is a contradiction.) If Emin/3 is an integer, Emin/3 = ⌈Emin/3⌉ and thus
d(X, Si) < Emin/3. Otherwise (if the fractional part of Emin/3 is nonzero), we show d(X, Si) ≤ ⌊Emin/3⌋ < Emin/3. The first
inequality d(X, Si) ≤ ⌊Emin/3⌋ is satisfied because d(X, Si) < ⌈Emin/3⌉ = ⌊Emin/3⌋ + 1 and d(X, Si) is an integer. The
second inequality ⌊Emin/3⌋ < Emin/3 is satisfied because the fractional part of Emin/3 is nonzero. Hence, d(X, Si) < Emin/3
and E(X) = ∑1≤h≤3 d(X, Sh) < Emin. Since it is a contradiction, there is no string X such that R(X) < ⌈Emin/3⌉ and thus
Rmin ≥ ⌈Emin/3⌉ = L1. Second, we prove Rmin ≥ L2(=⌈d(S1, S2)/2⌉). Since Rmin cannot be smaller than a half of the distance
between two farthest strings S1 and S2, Rmin ≥ ⌈d(S1, S2)/2⌉. 
Lemma 3. L1 ≥ L2 if c4 ≥ c1 + c2 − 2c3, and L1 ≤ L2 otherwise.
Proof. Note that L1 = ⌈Emin/3⌉ = ⌈(c1 + c2 + c3 + 2c4)/3⌉ by Lemma 1 and L2 = ⌈d(S1, S2)/2⌉ = ⌈(c1 + c2 + c4)/2⌉. If
c4 ≥ c1+c2−2c3, (c1+c2+c3+2c4)/3 ≥ (c1+c2+c4)/2 and thus L1 ≥ L2. Otherwise, (c1+c2+c3+2c4)/3 < (c1+c2+c4)/2
and thus ⌈(c1 + c2 + c3 + 2c4)/3⌉ ≤ ⌈(c1 + c2 + c4)/2⌉, i.e., L1 ≤ L2. 
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By Lemmas2 and3, if an algorithmcomputes a stringwhose radius is L1when c4 ≥ c1+c2−2c3 and L2when c4 < c1+c2−2c3,
the algorithm always computes a string with the minimum radius.
Furthermore, the lower bounds of Emin and Rmin in Lemmas 1 and 2 can be extended to the general case of k strings (k > 3).
Let Ekmin and R
k
min denote the minimum distance sum and the minimum radius for k strings, respectively. Computing E
k
min is
straightforward. It can be computed by counting the number of minorities. The lower bound of Rkmin is defined recursively
as follows: Rkmin ≥ max(Lk1, Lk2), where Lk1 = ⌈Ekmin/k⌉, Lk2 = max1≤i≤k Rk−1min (i), and Rk−1min (i) is the minimum radius for k − 1
strings obtained by removing the ith string from the set of k strings.
3. Optimal consensus string
We describe Algorithm O to compute an optimal consensus string Xo minimizing both distance sum and radius. Basically,
the algorithm selects one of S1[i], S2[i], and S3[i] characters for X[i]. To minimize the distance sum, the algorithm should
select majorities from the columns of types 1, 2, and 3 but it may select arbitrary characters from the columns of type 4.
Thus, the crux of the algorithm is to minimize the radius by carefully selecting characters from the type 4 columns. If the
characters for type 4 columns are equally selected from S1, S2, and S3, d(Xo, S1) = c1 + c4/3, d(Xo, S2) = c2 + c4/3, and
d(Xo, S3) = c3 + c4/3 if c4 is a multiple of 3. In this case, d(Xo, S1) is the longest since c1 ≥ c2 ≥ c3, and the radius is
c1 + c4/3. However, the radius can be reduced by replacing characters from S2 and S3 by characters from S1 for type 4
columns. Consider replacing an S2 character by an S1 character for a type 4 column. This replacement decreases d(Xo, S1) by
1 and increases d(Xo, S2) by 1 without changing d(Xo, S3) and the distance sum. Thus, the radius is reduced by 1 as long as
d(Xo, S1) ≥ d(Xo, S2) and d(Xo, S1) ≥ d(Xo, S3) after the replacement. Similarly, S3 characters can be replaced by S1 or S2
characters to reduce the radius. Algorithm O computes the number of total possible replacements to minimize the radius
and directly determines the exact numbers of characters from S1, S2, and S3 for type 4 columns.
However, if there are too few type 4 columns, the distance sum and radius may not be optimized simultaneously, i.e., Xo
may not exist. For example, consider the case that c4 = 0 and c1 ≥ c2 + 2. In this case, the string X with majorities for all
columns is the only one string with the minimum distance sum c1+ c2+ c3. However, its radius c1 is not optimal. The string
obtained by replacing a majority with a minority for a type 1 column of X has a shorter radius c1 − 1. Thus, there is no Xo
minimizing both the distance sum and radius if c4 = 0 and c1 ≥ c2 + 2. In general, Xo exists if and only if c4 ≥ c1 − c2 − 1.
The detail of the algorithm is as follows.
——— Algorithm O————–
1. Identify the type of each column and count the number cj of columns for type j (0 ≤ j ≤ 4).
2. Determine characters of Xo. We have three cases according to the value of c4.
Case I. c4 ≥ c1 + c2 − 2c3.
• For columns of types 0–3, select the majorities.
• For c4 columns of type 4, select p1, p2, and p3 characters from S1, S2, and S3, respectively, where
p1 = c1 − c3 +

c4 − c1 − c2 + 2c3
3

,
p2 = c2 − c3 +

c4 − c1 − c2 + 2c3
3

, and
p3 =
[
c4 − c1 − c2 + 2c3
3
]
.
([ · ] denotes the nearest integer function.)
Case II. c1 − c2 − 1 ≤ c4 < c1 + c2 − 2c3.
(Note that c1 − c2 − 1 < c1 + c2 − 2c3 by the assumption c3 ≤ c2.)
• For columns of types 0–3, select the majorities.
• For c4 columns of type 4, select p1, p2, and p3 characters of S1, S2, and S3, respectively, where
p1 = c1 − c2 +

c4 − c1 + c2
2

=

c4 + c1 − c2
2

,
p2 =

c4 − c1 + c2
2

, and
p3 = 0.
Case III. c4 < c1 − c2 − 1.
In this case, there exists no optimal consensus string.
A. Amir et al. / Theoretical Computer Science 412 (2011) 5239–5246 5243
We consider the running time of this algorithm. The types of columns and ci (0 ≤ i ≤ 4) can be determined by scanning
three strings once. Furthermore, character selection in each column takes constant time and thus total time for character
selections is O(n). Other computations can be done in constant time. Hence, we get the following lemma.
Lemma 4. Algorithm O runs in O(n) time.
Nowwe analyze the correctness of the algorithm. The correctness of the algorithm is proved in Lemmas 5–7 respectively
for Cases I, II, and III.
Lemma 5. In Case I, Algorithm O correctly computes an optimal consensus string Xo where E(Xo) = Emin and R(Xo) = L1.
Proof. Obviously, the string Xo is a stringwith theminimumdistance sum because nominorities are selected in all columns.
Note that p1, p2 and p3 are nonnegative due to the assumption c1 ≥ c2 ≥ c3 and the condition c4 ≥ c1 + c2 − 2c3. Now we
prove that p1+p2+p3 = c4. Let z = c4− c1− c2+2c3 ≥ 0. Then, p1+p2+p3 = c1+ c2−2c3+⌈z/3⌉+⌊z/3⌋+[ z/3 ] =
c4 − z + ⌈z/3⌉ + ⌊z/3⌋ + [ z/3 ] = c4 because z = ⌈z/3⌉ + ⌊z/3⌋ + [ z/3 ], which can be shown easily by checking all the
cases of z = 3k, 3k+ 1, and 3k+ 2 for some nonnegative integer k.
Next, we prove that the string Xo is a string with the minimum radius by showing that its radius is L1. (In Case I,
Rmin ≥ L1 ≥ L2 by Lemmas 2 and 3.) The distances of strings S1, S2, and S3 from Xo are as follows.
• d(Xo, S1) = c1 + (c4 − p1) = c3 + c4 − ⌈z/3⌉.
• d(Xo, S2) = c2 + (c4 − p2) = c3 + c4 − ⌊z/3⌋.
• d(Xo, S3) = c3 + (c4 − p3) = c3 + c4 − [ z/3 ].
Since d(Xo, S2) is the largest, it is sufficient to show that d(Xo, S2) = L1. Since c1 + c2 = 2c3 + c4 − z by the definition of z,
L1 = ⌈(c1 + c2 + c3 + 2c4)/3⌉ = ⌈(3c3 + 3c4 − z)/3⌉ = c3+c4+⌈−z/3⌉ = c3+c4−⌊z/3⌋ = d(Xo, S2), which completes
the proof. 
Lemma 6. In Case II, Algorithm O correctly computes an optimal consensus string Xo where E(Xo) = Emin and R(Xo) = L2.
Proof. Obviously, the string Xo is a string with the minimum distance sum. Moreover, p1 is nonnegative by assumption
c1 ≥ c2 and p2 is nonnegative by the condition c4 ≥ c1−c2−1. Nowweprove that p1+p2+p3 = c4. Let z = c4−c1+c2 ≥ −1.
Then, p1 + p2 + p3 = c4 − z + ⌈z/2⌉ + ⌊z/2⌋ = c4.
Next, we prove that the string Xo is a string with the minimum radius by showing that its radius is L2. (In Case II,
Rmin ≥ L2 ≥ L1 by Lemmas 2 and 3.) The distances of strings S1, S2, and S3 from Xo are as follows.
• d(Xo, S1) = c1 + p2 + p3 = c1 + ⌈(c4 − c1 + c2)/2⌉ = ⌈(c4 + c1 + c2)/2⌉ = L2.
• d(Xo, S2) = c2 + p1 + p3 = c2 + ⌊(c4 + c1 − c2)/2⌋ = ⌊(c4 + c1 + c2)/2⌋ ≤ L2.
• d(Xo, S3) = c3 + (p1 + p2) = c3 + (c4 − p3) = c3 + c4 < (c1 + c2 − c4)/2 + c4 (by the condition c4 < c1 + c2 − 2c3)
= (c1 + c2 + c4)/2 ≤ L2.
Hence, R(Xo) = max1≤h≤3 d(Xo, Sh) = L2. 
Lemma 7. In Case III, there exists no optimal consensus string.
Proof. Weprove this lemma by showing every stringwith theminimumdistance sum cannot be a stringwith theminimum
radius. Let Z be an arbitrary stringwith theminimumdistance sum. Since Z consists of themajorities, d(Z, S1) ≥ c1 and thus
R(Z) ≥ c1. Nowwe show there exists a string X such that R(X) < c1. The string X can be constructed as follows. For columns
of types 0, 2, and 3, select the majorities. For columns of type 1, select (c1 − 1)majorities and 1 minority (i.e. a character of
S1). For columns of type 4, select characters of S1. Then, the distances of strings S1, S2, and S3 from X are as follows.
• d(X, S1) = c1 − 1 < c1.
• d(X, S2) = 1+ c2 + c4 < 1+ c2 + (c1 − c2 − 1) = c1 (by the condition c4 < c1 − c2 − 1).
• d(X, S3) = 1+ c3 + c4 ≤ 1+ c2 + c4 = d(X, S2) (by the assumption c3 ≤ c2).
Hence, R(X) < c1 and Z is not a string with the minimum radius. 
By Lemmas 4–7, we get the following theorem.
Theorem 1. Algorithm O solves the optimal consensus problem (Problem 1) for three strings in linear time.
4. Bounded consensus string
We present Algorithm B to compute a bounded consensus string Xb such that E(Xb) ≤ s and R(Xb) ≤ r for given
parameters s ≥ Emin and r ≥ max(L1, L2). The algorithm has Cases I, II, and, III as Algorithm O in Section 3.
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——— Algorithm B————–
1. Identify the type of each column and count the number cj of columns for type j (0 ≤ j ≤ 4).
2. Check if either s < Emin or r < max(L1, L2). If so, there is no bounded consensus string. Otherwise (s ≥ Emin and
r ≥ max(L1, L2)), there are three cases according to the value of c4. In each case,
Case I. (c4 ≥ c1 + c2 − 2c3) and Case II. (c1 − c2 − 1 ≤ c4 < c1 + c2 − 2c3).
Find an optimal consensus string Xo using Algorithm O in Section 3 and return it as a bounded consensus string Xb.
Note that E(Xo) = Emin and R(Xo) = max(L1, L2) and thus E(Xo) ≤ s and R(Xo) ≤ r .
Case III. c4 < c1 − c2 − 1.
If s+ r < Emin+ c1, there is no bounded consensus string. Otherwise, determine characters of Xb in the following way.
• For columns of types 0, 2, and 3, select the majorities.
• For columns of type 4, select the characters of S1.
• For columns of type 1, select pmajority characters and c1−pminority characters (i.e., S1[·]), where p = min(c1, r).
Now we analyze the algorithm. By Lemma 2 and the definitions of Emin and Rmin, there exists no string X such that
E(X) < Emin or R(X) < max(L1, L2) ≤ Rmin. Thus, we only consider the case when s ≥ Emin and r ≥ max(L1, L2). It
is obvious that the algorithm is correct in Cases I and II. Now consider Case III. Lemma 8 shows that there is no bounded
consensus if s+r < Emin+c1 in Case III, and Lemma 9 shows that the computed string Xb is a bounded consensus, otherwise.
Lemma 8. In Case III, there exists no string X such that E(X) + R(X) < Emin + c1, which directly implies there is no bounded
consensus if s+ r < Emin + c1.
Proof. We prove this lemma by contradiction. Suppose there exists a string X such that E(X) + R(X) < Emin + c1. Let p′
denote the number of majority selections of X in columns of type 1. Then, p′ ≤ d(X, S1) ≤ R(X). Let X ′ be the string obtained
from X by changing the c1 − p′ minorities to the majorities in columns of type 1. Notice that the distance sum decreases
by one if one minority is changed to the majority. Thus, E(X ′) = E(X) − (c1 − p′) = E(X) + p′ − c1. Since p′ ≤ R(X) and
E(X)+ R(X) < Emin + c1, E(X ′) ≤ E(X)+ R(X)− c1 < Emin, which contradicts Lemma 1. Therefore, there exists no string X
such that E(X)+ R(X) < Emin + c1. 
Lemma 9. In Case III, if s + r ≥ Emin + c1, the computed string Xb is a bounded consensus string such that E(Xb) + R(Xb) =
Emin + c1.
Proof. First we prove E(Xb) ≤ s. From the description of Case III, d(Xb, S1) = p, d(Xb, S2) = c1 − p + c2 + c4, and
d(Xb, S3) = c1 − p + c3 + c4. Then, E(Xb) = d(Xb, S1) + d(Xb, S2) + d(Xb, S3) = 2c1 + c2 + c3 + 2c4 − p = Emin + c1 − p.
(Note that Emin = c1 + c2 + c3 + 2c4.) We have two cases according to the value of p. If p = c1 (i.e., c1 ≤ r),
E(Xb) = Emin + c1 − c1 = Emin ≤ s by the condition s ≥ Emin; otherwise (if p = r), E(Xb) = Emin + c1 − r ≤ s by the
condition Emin + c1 ≤ s+ r . In both cases, E(Xb) ≤ s.
Next we prove R(Xb) ≤ r by showing d(Xb, S3) ≤ d(Xb, S2) ≤ d(Xb, S1) ≤ r .
• d(Xb, S1) = p = min(c1, r) ≤ r .
• d(Xb, S2) ≤ d(Xb, S1): We have two cases according to the value of p. If p = c1 (i.e., c1 ≤ r), d(Xb, S1) = c1 and
d(Xb, S2) = c1−p+c2+c4 = c2+c4 < c1−1 by the condition c4 < c1−c2−1. Thus, d(Xb, S2) < d(Xb, S1). Otherwise (if
p = r), d(Xb, S1) = r and d(Xb, S2) = c1+c2+c4−r . Since c1+c2+c4 ≤ 2⌈(c1 + c2 + c4)/2⌉ = 2L2 ≤ 2max(L1, L2) ≤ 2r ,
c1 + c2 + c4 − r ≤ r and thus d(Xb, S2) ≤ d(Xb, S1). In both cases, d(Xb, S2) ≤ d(Xb, S1).
• d(Xb, S3) ≤ d(Xb, S2): Because d(Xb, S3) = c1 − p+ c3 + c4, d(Xb, S2) = c1 − p+ c2 + c4 and c3 ≤ c2 by the assumption,
d(Xb, S3) ≤ d(Xb, S2).
Hence, R(Xb) = d(Xb, S1) ≤ r .
Finally, we show E(Xb) + R(Xb) = Emin + c1. Since E(Xb) = Emin + c1 − p and R(Xb) = d(Xb, S1) = p, it is easy to see
E(Xb)+ R(Xb) = Emin + c1. 
Nowwe consider the running time of Algorithm B. We show Algorithm B runs in O(n) time. Note that Algorithm B is the
same as Algorithm O except Case III and Algorithm O runs in O(n) time by Lemma 4. In Case III, character selection takes
constant time and producing string X takes O(n) time. Hence, we get the following lemma.
Lemma 10. Algorithm B takes O(n) time.
By Lemmas 8–10, we get the following theorem.
Theorem 2. Algorithm B solves the bounded consensus problem (Problem 2) for three strings in linear time.
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5. Solving other consensus problems by Algorithm B
We show that Algorithm B is a general algorithm which can solve other well-known consensus problems by setting
parameters s and r properly: (1)When s = Emin and r = ∞,AlgorithmB finds a consensus stringwith theminimumdistance
sum Emin. (2)When s = ∞ and r = max(L1, L2), Algorithm B finds a consensus string with theminimum radius max(L1, L2).
Furthermore, the consensus strings found by Algorithm B have additional favorable properties. The consensus string found
in (1) has the minimum radius among the consensus strings whose distance sums are Emin. Similarly, the consensus string
found in (2) has the minimum distance sum among the consensus strings whose radii are max(L1, L2). We explain this in
detail in Lemmas 11 and 12.
Lemma 11. Algorithm B finds a consensus string Xb with the minimum distance sum Emin when s = Emin and r = ∞.
Furthermore, Xb has the minimum radius among the consensus strings whose distance sums are Emin.
Proof. In Cases I and II, Algorithm B finds Xb with E(Xb) = Emin and R(Xb) = max(L1, L2). Since the lower bound of radius
is max(L1, L2) by Lemma 2, Xb has the minimum radius among the consensus strings whose distance sums are Emin. In Case
III, we first show E(Xb) = Emin and R(Xb) = c1. Since r = ∞, p = min(c1, r) = c1. Recall that E(Xb) = Emin + c1 − p and
R(Xb) = d(Xb, S1) = p in Case III. By substituting c1 for p, we get E(Xb) = Emin and R(Xb) = c1. Next we show that R(Xb) is the
minimum radius when distance sum is Emin. For any string X , R(X) ≥ Emin−E(X)+ c1 by Lemma 8. Thus, when E(X) = Emin,
R(X) ≥ c1. Since R(Xb) = c1, R(Xb) is the minimum radius. Hence, Xb has the minimum radius among the consensus strings
whose distance sums are Emin. 
Lemma 12. Algorithm B finds a consensus string Xb with the minimum radiusmax(L1, L2) when s = ∞ and r = max(L1, L2).
Furthermore, Xb has the minimum distance sum among the consensus strings whose radii aremax(L1, L2).
Proof. In Cases I and II, the proof is similar to that of Lemma 11. In Case III, we first show E(Xb) = Emin + c1 − L2 and
R(Xb) = max(L1, L2) = L2. From the condition c4 < c1 − c2 − 1, we get L1 ≤ L2 and L2 < c1. Thus, r = max(L1, L2) = L2
and p = min(c1, r) = min(c1, L2) = L2. Then, E(Xb) = Emin + c1 − p = Emin + c1 − L2 and R(Xb) = d(Xb, S1) = p = L2 =
max(L1, L2). Next we show that E(Xb) is the minimum distance sum when radius is max(L1, L2). For any string X such that
R(X) = max(L1, L2) = L2, E(X) ≥ Emin + c1 − L2 by Lemma 8. Since E(Xb) = Emin + c1 − L2, E(Xb) is the minimum distance
sum. Hence, Xb has the minimum distance sum among the consensus strings whose radii are max(L1, L2). 
6. Concluding remarks
We have considered two versions of the consensus problem considering both distance sum and radius for three strings,
and proposed linear-time algorithms for them. Moreover, we have studied the conditions for which there exists an optimal
consensus or a bounded consensus for three strings. It remains an open problem to find a consensus for k ≥ 4 strings.
Another open problem is to find a consensus when strings are compared by the edit distance. This problem does not look
easy even for three strings.
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