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Abstract
The weak order is the set of permutations of [n] partially ordered by inclusion of
inversion sets. This partial order arises naturally in various contexts, including enumer-
ative combinatorics, hyperplane arrangements, Schubert calculus, cluster algebras, and
many more. A fundamental result on the weak order is that the collection of maximal
chains in any interval is connected by certain “local moves”. Other notable features of
the weak order are its lattice structure, its topology, and its geometry.
The collection of inversion sets of permutations is an example of a family of biclosed
sets. This thesis focuses on extending various nice properties of the weak order to
other posets of biclosed sets. Some of these collections of biclosed sets have appeared
previously in the literature (e.g. [14], [19], [30], [48], [57], [58], [70], [88], [102]), while
others seem to be new. We briefly summarize our main results below.
• (§3.1.3) We give a criterion on a closure operator which ensures that the poset of
biclosed sets is a congruence-uniform lattice.
• (§4) The chambers of a real simplicial or supersolvable hyperplane arrangement
are in natural bijection with biclosed subsets of hyperplanes.
• (§4, completing the proof in [81]) The graph of reduced galleries of a supersolv-
able hyperplane arrangement has diameter equal to the number of codimension 2
intersection subspaces.
• (§5) Chamber posets are semidistributive lattices if and only if they are crosscut-
simplicial if and only if the arrangement is bineighborly.
• (§6) Every interval of the second Higher Bruhat order is either contractible or
homotopy equivalent to a sphere.
• (§7) Every “facial” interval of the poset of reduced galleries of a supersolvable
arrangement is homotopy equivalent to a sphere.
• (§8) The Grid-Tamari orders are congruence-uniform lattices.
iii
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Chapter 1
Introduction
The set of permutations of [n] := {1, . . . , n}, denoted Sn, is a central object in algebraic
combinatorics. The inversion set of a permutation of [n] is the collection of pairs
{i, j}, 1 ≤ i < j ≤ n such that j precedes i in the permutation. For example, the
inversion set of 2314 is {{1, 2}, {1, 3}}. The weak order on Sn is the set of permutations
ordered by inclusion of inversion sets. The weak order may be defined similarly on any
Coxeter group, replacing the set of pairs
(
[n]
2
)
by the appropriate root system, which
we review in §2.4. This poset may be realized as the skeleton of a polytope called the
permutahedron whose faces are in bijection with the non-contractible intervals of the
weak order.
If X is a subset of
(
[n]
2
)
, we say X is closed if {i, j} ∈ X and {j, k} ∈ X implies
{i, k} ∈ X for 1 ≤ i < j < k ≤ n. We say X is biclosed (or clopen) if both X and(
[n]
2
) −X are closed. Then a subset of ([n]2 ) is biclosed if and only if it is the inversion
123
213
231
321
312
132
Figure 1.1: The weak order on permutations of {1, 2, 3}.
1
2set of some permutation of [n]. In this terminology, the weak order is the set of biclosed
subsets of the space
(
[n]
2
)
, ordered by inclusion.
More generally, if T is any finite closure space, we consider the set Bic(T ) of biclosed
subsets of T , where X is biclosed if it is both closed and co-closed. The purpose of this
work is to recast some of the nice properties of the weak order as properties of biclosed
sets for other spaces. For the most part, our spaces are standard combinatorial objects
such as finite root systems, d-element subsets of [n], and paths in a graph. A broader
study of the lattice structure of biclosed sets can be found in recent work of Santocanale
and Wehrung [88].
Many interesting problems for biclosed sets and the weak order remain open for
infinite root systems. Dyer’s paper [30] presents a wide array of conjectures about
biclosed sets in infinite root systems, which has been further studied in ([31], [48], [49]).
We do not deal with any of these conjectures directly in this work, though we hope that
a better understanding of the finite case will lead to some progress on these conjectures
in the future.
1.1 Lattice structure
The weak order on Sn was originally proved to be a lattice by Yanagimoto and Okamoto
in [101]. This result was extended to finite Coxeter groups by Bjo¨rner [10]. More
recently, the weak order on a finite Coxeter group was shown to be a congruence-
uniform lattice by Reading [74] and by Caspard, Le Conte de Poly-barbut, and Morvan
[21]. A finite lattice is congruence-uniform (or bounded) if it can be constructed from a
one-element lattice by a sequence of interval doublings; see Figure 1.2. This definition
was shown to be equivalent to the usual one by Day [26], which we recall in §2.2.
Reading defined an edge-labeling called a CN-labeling whose existence is equivalent
to the lattice being congruence-normal (see Theorem 2.2.2). One of our main results
is to give some criteria for a collection of biclosed sets to form a congruence-uniform
lattice, which we prove using CN-labelings (Theorem 3.1.9). These criteria are based
on a formula for the join of two inversion sets for Coxeter groups giver by Dyer [30,
Proposition 5.2]. In particular, we may deduce from Dyer’s work that the (finite)
intervals of the weak order of any Coxeter group is a congruence-uniform lattice.
3Figure 1.2: A sequence of doublings, ending with the weak order on S4.
In §8.4, we consider a space of paths in a grid that take South and East steps. We
say a collection X of paths is closed if whenever p, q ∈ X and the concatenation of p
and q is a path, the concatenation is in X. We prove that the set of biclosed collections
of paths satisfies the conditions of Theorem 3.1.9, so it is a congruence-uniform lattice.
1.2 Lattice quotients
The Tamari order is a poset of bracketings of a word, ordered by a left-to-right associa-
tivity law; see §2.4.5 for a precise definition. Among the most significant features of the
Tamari order is its geometric realizability by the associahedron and its lattice structure.
Tamari orders and their generalizations have appeared in many parts of the literature.
We recommend the book [96] for an introduction to many recent developments on these
posets.
In their work on shellability of nonpure posets, Bjo¨rner and Wachs defined a map
from permutations of [n] to bracketings of a word of length n+ 1 [17]. They introduced
this map since it carries some of the topological structure of the order complex of the
weak order to the Tamari order. Several other applications of this map may be found
in [9], [62], and [97].
In [76], Reading proved that the permutations to bracketings map is a lattice quotient
map. Consequently, the Tamari order inherits a congruence-uniform lattice structure
from the weak order. Other proofs of the congruence-uniformity of the Tamari order
appear in [22], [41].
4Figure 1.3: The standard map from the weak order to the Tamari order.
Many generalizations of the Tamari order have appeared in the literature such as
the Higher Stasheff-Tamari orders [73], m-Tamari orders, and Cambrian lattices [77].
Santos, Stump, and Welker recently introduced a new generalization, the Grassmann-
Tamari order GTk,n, which is an ordering on the facets of a “non-crossing” complex on([n]
k
)
[89]. The non-crossing complex is a certain flag, regular, unimodular, Gorenstein
triangulation of an order polytope. From work of Sturmfels [93], the nice properties
of this complex translate into nice algebraic properties of some associated rings. This
complex also admits a nice combinatorial description, which we recall in §8.
In [89], Santos, Stump, and Welker conjecture that the Grassmann-Tamari orders
are lattices. In §8, we make a further generalization to the Grid-Tamari order, which
is an ordering on the facets of a “non-kissing” complex on SE-paths in a square grid
pattern. We then prove that the Grid-Tamari orders are lattice quotients of the lattice
of biclosed sets of paths described in the previous section, thus resolving the conjecture
in [89]. Moreover, the Grid-Tamari order inherits the congruence-uniform structure
from the lattice of biclosed sets of paths.
For any lattice L, the poset Con(L) of lattice congruences ordered by refinement is
a distributive lattice. If L is a finite congruence-uniform lattice, the join-irreducibles
of Con(L) are in natural bijection with the join-irreducibles of L. This fact allows us
to give a very simple description of the collection of lattice congruences of Grid-Tamari
orders; see Theorem 8.7.1. The join-irreducibles of the Grassmann-Tamari order GT3,6
is shown in Figure 1.4.
5Figure 1.4: (left) GT3,6 (right) JI(Con(GT3,6))∗
1.3 Real Hyperplane Arrangements
The characterization of inversion sets of permutations as biclosed subsets of
(
[n]
2
)
may
be interpreted geometrically. A finite central hyperplane arrangement in Rn determines
a complete fan of polyhedral cones, whose maximal cones are called chambers. A per-
mutation σ of [n] corresponds to the chamber
cσ = {x ∈ Rn : xσ(1) < · · · < xσ(n)}
of Anbraid, the arrangement of hyperplanes in Rn defined by the equations xi = xj for
i 6= j. The inversion set of a permutation σ may be identified with the separation set
S(cσ), the set of hyperplanes separating cσ from cid.
A subset I of an arrangement A is biclosed with respect to a chamber c0 if I ∩
A′ is the set of hyperplanes separating c0 from some chamber of A′ for every rank 2
subarrangement A′. By the characterization of inversion sets, a subset I of Anbraid is
the separation set of some chamber if and only if I is biclosed with respect to cid. More
generally, the elements of a finite Coxeter group W correspond to biclosed subsets of its
6c0
−c0
c0
−c0
Figure 1.5: (left) An arrangement of three lines (center) Poset of chambers (right) Poset of 2-closed subsets.
standard reflection arrangement A(W ) ([19]; see also the appendix of [70]). We prove
this fact more generally for simplicial or supersolvable arrangements, which we recall in
Sections 4.2 and 4.3.
A hyperplane arrangement A with a fundamental chamber determines a convex
geometry on A, which we recall in §3.2.3 (see [14, Proposition 5.1]). The chambers of A
form a poset Ch(A, c0) where c ≤ c′ if S(c) ⊆ S(c′); see Figure 1.5. If A is the standard
reflection arrangement of a finite Coxeter group W , then this poset is isomorphic to the
weak order on W . Bjo¨rner, Edelman and Ziegler proved that if Ch(A, c0) is a lattice,
then the chambers of A are in bijection with biconvex subsets of A [14, Theorem 5.5].
Furthermore, for chambers c and c′ the separation set of c ∨ c′ is the convex closure of
S(c) ∪ S(c′).
A subset I of an arrangement A with a fundamental chamber is 2-closed if I ∩ A′
is convex for every rank 2 subarrangement A′ of A. By reduction to the rank 2 case,
I is biclosed if and only if both I and A − I are 2-closed. The 2-closure is typically
weaker than convex closure and seldom defines a convex geometry, even for reflection
arrangements [70, Theorem 1(c)]. However, the two operators do agree for the reflection
arrangements of types A or B [70, Theorem 1(b)], [92], where the convex closure may
be interpreted as a transitive closure for posets or signed posets, respectively (see [82]).
Stembridge determined the relative strength of various r-closures on reflection arrange-
ments by computing their set of irreducible circuits, a special collection of circuits that
suffices to compute the convex closure (see [92, Proposition 1.1] for a precise statement).
7Even though the 2-closure is generally weaker than convex closure, Dyer proved for
finite reflection arrangements that S(c∨ c′) is the 2-closure of S(c)∪S(c′) for chambers
c and c′ ([30, Theorem 1.5]). We prove an analogue of this result for bineighborly and
supersolvable arrangements in Theorems 5.5.1 and 4.3.2.
1.4 Reduced galleries
A gallery of a real central hyperplane arrangementA is a sequence of chambers c0, c1, . . . , cm
such that adjacent chambers are separated by exactly one hyperplane. The gallery is
reduced if c0 and cm are separated by m hyperplanes. For any codimension 2 sub-
space X ∈ L(A), a gallery between opposite chambers c0,−c0 can cross the hyperplanes
containing X in two ways. Fixing a fundmental gallery r0, we let L2(r) be the set of
codimension 2 intersection subspaces on which r and r0 disagree.
The set of reduced words of a Coxeter group element w may be identified with
maximal chains of the interval [e, w] of the weak order. A maximal chain in Ch(A, c0)
induces a total order on A. We call a total order on A admissible if its restriction to A′
defines a reduced gallery for all rank 2 subarrangements A′ of A.
If W is a (possibly infinite) Coxeter group, then an admissible total ordering of its
reflection arrangement A(W ) is called a reflection order or convex order. When W
is finite, there is a well-known correspondence between reflection orders and reduced
words for the longest element. When W is infinite, the collections of biclosed sets and
reflections orders are not completely understood; see [30] or [31] for conjectures and
recent progress. If W is a Weyl group, a slightly different definition of convex order is
used. In this setting, convex orders for affine Weyl groups were classified by Ito [53].
The set of reduced galleries between a fixed pair of chambers forms a graph where two
galleries are adjacent if one gallery may be obtained from the other by “flipping” about
a codimension 2 intersection subspace. The graph of reduced galleries was shown to be
connected in successively greater generality by Tits [98], Deligne [28], Salvetti [87], and
Cordovil-Moreira [24]. The graph of reduced galleries between opposite chambers has
further topological connectivity (see [11]) as well as further graph-theoretic connectivity
in some special cases (see [4] or [6]). Using a result from [4], we prove in Proposition
4.1.3 that a graph of reduced galleries of a bineighborly arrangement exhibits high
8graph-theoretic connectivity.
More recently, the diameter of some reduced gallery graphs of supersolvable ar-
rangements were computed by Reiner and Roichman [81, Theorem 1.1] (see also [27]).
Namely, if c0 is incident to a modular flag of A, then the graph of reduced galleries
between c0 and −c0 has diameter equal to the number of codimension 2 intersection
subspaces of A. In particular, the graph of reduced words for the longest element in
types An and Bn have diameter in O(n
4). A key step in their proof relied on a (then)
unproven assumption, that the chambers of a supersolvable arrangement correspond to
biclosed sets. We give this correction in Theorem 4.3.4.
1.5 Crosscut-simplicial lattices
Posets often arise as the set of faces of a regular CW-complex ordered by inclusion.
The original complex is recovered, up to homeomorphism, by taking the order complex
∆(P ) of its poset of faces, where ∆(P ) is the simplicial complex of chains x0 < · · · < xd
in P . Hence, we refer to the topology of a poset as the topology of its order complex.
Moreover, the Mo¨bius invariant of Pˆ is equal to the reduced Euler characteristic of
∆(P ).
The topology of open intervals of a poset P completely determines the local topology
of ∆(P ), the topology of links of faces of ∆(P ). In many posets of combinatorial interest,
every interval is either contractible or homotopy equivalent to a sphere. For example,
the non-contractible intervals of the weak order are the “facial” intervals, which are
homotopy equivalent to spheres [10]. Bjo¨rner’s proof uses the lattice property of the
weak order and the Crosscut Theorem of Rota [86]. The key step is to show for any
interval [x, y] of the weak order, the join of any proper subset of atoms of (x, y) is not
equal to y. We call a lattice crosscut-simplicial if it has this property.
The study of crosscut-simplicial lattices is intended as a lattice-theoretic companion
to a combinatorial construction of Hersh and Me´sza´ros [47]. They define an edge-
labeling on a lattice called an SB-labeling whose existence implies the crosscut-simplicial
property. For example, the Cayley graph labeling on the group of permutations Sn
generated by the simple transpositions is an SB-labeling of the weak order [47, Theorem
5.3].
9Any congruence-uniform lattice admits a “canonical” CN-labeling, which we call a
CU-labeling. In §5 we extend the definition of SB-labeling somewhat and prove that
CU-labelings are examples of SB-labelings. On the other hand, not every congruence-
normal lattice is crosscut-simplicial, so CN-labelings are not SB-labelings in general.
A large family of lattices that are crosscut-simplicial are the meet-semidistributive
lattices, which we recall in §5. In fact, a partial converse is true: If P is a poset of
chambers of some real central hyperplane arrangement, then P is crosscut-simplicial
if and only if it is meet-semidistributive if and only if the arrangement is bineighborly
(Theorem 5.5.1). However, there do exist lattices with an SB-labeling that are not meet-
semidistributive. At present, we do not know whether every crosscut-simplicial lattice
(or even every meet-semidistributive lattice) admits an SB-labeling. A special subfamily
of meet-semidistributive lattices, namely join-distributive lattices, were shown to inherit
an SB-labeling from an associated convex geometry by Henri Mu¨hle [67].
1.6 Homotopy-facial posets
Fix an arrangement A with fundamental chamber c0. Edelman and Walker proved
that every interval of the chamber poset Ch(A, c0) is either contractible or homotopy
equivalent to a sphere [36]. More precisely, they proved that if [x, y] is the set of
chambers incident to a face, then (x, y) is homotopy equivalent to a sphere. Otherwise,
(x, y) is contractible.
The above theorem establishes an isomorphism between the poset of faces L(A) of
A and the poset Intnonc(Ch(A, c0)) of noncontractible intervals of Ch(A, c0), ordered
by inclusion. For an arbitrary bounded poset P , the full interval poset Int(P ) has a
deformation retract to its subposet of proper noncontractible intervals. Furthermore,
Int(P ) is homeomorphic to the suspension of P . Thus, the theorem of Edelman and
Walker may be viewed as an explanation of the homotopy equivalence
L(A) ' susp(Ch(A, c0)).
Two other families of posets conjectured to have a similar “homotopy-facial” prop-
erty are gallery posets of supersolvable arrangements and Higher Bruhat orders. We
briefly define these posets in §1.6.1 and §1.6.2.
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r0
−r0
Figure 1.6: (left) A3 reflection arrangement with fundamental gallery r0 (right) Gal(A, r0)
1.6.1 Gallery posets
In §7, we define a partial order Gal(A, r0) on the set of reduced galleries in an ar-
rangement A with the same endpoints as a fixed gallery r0. Gallery posets for general
arrangements are not well-behaved. However, when A is supersolvable and r0 is incident
to a modular flag, we prove that Gal(A, r0) is homotopy equivalent to a (rkA−3)-sphere
using Rambau’s Suspension Lemma. Moreover, if [r, r′] is the set of reduced galleries
incident to a given cellular string, then (r, r′) is homotopy equivalent to a sphere. We
conjecture that all other intervals are contractible.
Reflection arrangements of type A or B are supersolvable. In this situation, we
may identify Gal(A, r0) with a poset of reduced words for the longest element. Our
result/conjecture on the topology of intervals of Gal(A, r0) seems to be new even in this
special case.
The set ω(A, c0) of cellular strings with endpoints c0,−c0 is ordered by refinement.
For supersolvable arrangements, our conjecture would establish a poset isomorphism
between ω(A, c0) and the poset of non-contractible intervals of Gal(A, r0). By a general
poset topology result, this in turn implies that ω(A, c0) is homotopy equivalent to the
suspension of Gal(A, r0). Hence, it is a homotopy sphere of dimension rkA−2. Actually,
this fact was proved for arbitrary arrangements by Bjo¨rner [11]. One may also deduce
this fact from the Generalized Baues Theorem of Billera, Kapranov, and Sturmfels [7].
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Figure 1.7: (left) HB(4, 2) as a poset of rhombic tilings of a zonogon. (right) HB(5, 2)
Bjo¨rner’s proof has a wide-reaching generalization to the cellular string posets of duals
of shellable CW-spheres [4].
1.6.2 Higher Bruhat orders
The Higher Bruhat order HB(n, d) is a collection of biclosed subsets of
([n]
d
)
, where X
is closed if for I ∈ ( [n]d−2) and i, j, k ∈ [n]− I, i < j < k, I ∪ {i, j} ∈ X and I ∪ {j, k} ∈
X implies I ∪ {i, k} ∈ X. These posets were introduced by Manin and Schechtman
to study a generalization of Yang-Baxter equations [63]. They appear in a variety
of areas, including higher categories and Zamolodchikov’s tetrahedron equations [55],
soliton solutions of the Kadomtsev-Petviashvili equation [29], and the Multidimensional
Cube Recurrence [46].
The elements of HB(n, 2) may be identified with simple (labeled) pseudoline arrange-
ments in the plane or with rhombic tilings of a zonogon with n zones. More generally,
Ziegler proved that HB(n, d) may be identified with the set of generic single element ex-
tensions of the alternating matroidMn,n−dalt [102]. By oriented matroid duality HB(n, d)
is in natural correspondence with simple single element liftings of the dual matroid
Mn,dalt . The Bohne-Dress Theorem then provides a canonical bijection to the cubical
tilings of a cyclic zonotope Z(n, d) with n zones in Rd [18]. Through these bijections,
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the extension space conjecture of Sturmfels and Ziegler [94] translates into a special case
of the Generalized Baues Problem posed by Billera, Kapranov, and Sturmfels [7].
The Generalized Baues Problem is to determine for a given projection of polytopes
pi : P → Q whether the set of pi-induced subdivions of Q ordered by refinement is homo-
topy equivalent to a sphere of dimension dimP − dimQ− 1. It is well-known that the
subposet of coherent subdivisions is polytopal and therefore homeomorphic to a sphere
of dimension dimP − dimQ − 1 [8]. A stronger form of the Generalized Baues Prob-
lem asks whether the inclusion of this subposet into the full poset of subdivisions is a
deformation retract, thus inducing a homotopy equivalence [83]. While some counterex-
amples are known, there are some cases in which the conjecture has been confirmed.
Presently most of the known affirmative results are for low dimension/codimension or
for very special polytopes P,Q [5],[3],[83].
The cubical tilings of Z(n, d) are the minimal elements of the subdivision poset as-
sociated to the natural projection of the n-cube onto Z(n, d). Thus, the higher Bruhat
orders may be viewed as a particular way to order the minimal elements of this sub-
division poset. The non-minimal elements correspond to non-contractible intervals of
HB(n, d) in a natural way. It is conjectured by Reiner [83] that these intervals are the
only non-contractible intervals of HB(n, d). This would give another proof that the
poset of zonotopal tilings of a cyclic zonotope Z(n, d) has the homotopy type of an
(n − d − 1)-sphere. For d = 1, HB(n, 1) is isomorphic to the weak order on Sn, so
Reiner’s conjecture reduces to Bjo¨rner’s theorem on intervals of the weak order. Our
main result on Higher Bruhat orders is a proof of the conjecture for d = 2 in §6.
1.7 Organization
In Chapter 2, we establish notation and cover background on posets, lattices, and real
hyperplane arrangements necessary for our results. We also include a quick introduction
to Coxeter groups to motivate the basic examples of biclosed sets at the end of the
chapter. Following this, Chapter 3 includes many minor results used in later sections.
The rest of the thesis is dedicated to proving the main results listed in the abstract.
Chapter 2
Background
We establish some notation and fundamental results in this section. Most of the results
in this section are well-known, so we state them without proof. In §2.1 we introduce
notation for posets and order complexes. Topological methods for order complexes are
reviewed later in §3.3. Lattices are discussed in §2.2. The most important lattice prop-
erties in the context of biclosed sets are semidistributivity and congruence-normality,
which we discuss further in §3.1.3. Real hyperplane arrangements and oriented matroids
are reviewed in §2.3. Specific techniques for arrangements are covered in §3.2.
2.1 Poset Topology
A poset (P,≤) is a set P with a reflexive, antisymmetric, and transitive relation ≤. If
x < y, we say y covers x if there does not exist z such that x < z < y. We write xl y
if y covers x, and let Cov(P ) denote the set of pairs (x, y) for which x l y. If P is a
poset with an element x such that x ≤ y for all y ∈ P , then x is the bottom element of
P , typically denoted 0ˆ. Dually, the top element of P is denoted 1ˆ. If P has a bottom
or top element, the proper part P be the same poset with those bounds removed.
An order ideal X of a poset P is a subset of P such that if x ≤ y and y ∈ X then
x ∈ X. We let J (P ) denote the set of order ideals of P . The dual poset P ∗ has the
same underlying set as P where x ≤P ∗ y if and only if y ≤P x.
Given x ≤ y, the closed (open) interval [x, y] ((x, y)) is the set of z ∈ P such that
x ≤ z ≤ y (x < z < y). We let P<x (P>x) denote the set of y ∈ P for which y < x
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Σ P (Σ) ∆(P (Σ))
Figure 2.1: The order complex of the poset of faces of Σ is the barycentric subdivision of Σ.
(y > x). Let Int(P ) be the poset of closed intervals of P , ordered by inclusion. The
Mo¨bius function of a finite poset P is the unique function µ : Int(P )→ Z such that
∑
z∈[x,y]
µ([x, z]) =
1 if x = y0 otherwise.
The Mo¨bius invariant of a bounded poset is µ(0ˆ, 1ˆ). One of the most significant uses
for Mo¨bius functions is the Mo¨bius inversion formula: If f and g are functions from a
finite poset P to some abelian group, then
f(y) =
∑
x≤y
g(x) if and only if g(y) =
∑
x≤y
µ(x, y)f(x).
For example, if P is a chain poset, then the above formula is known as the Discrete
Fundamental Theorem of Calculus. If P is a Boolean lattice, then Mo¨bius inversion is
equivalent to the Principle of Inclusion-Exclusion. When P is the divisor lattice, the
formula reduces to classical Mo¨bius inversion.
Let (∆, A) be an abstract simplicial complex on the ground set A, and let F ∈ ∆.
Let ‖∆‖ denote a topological space triangulated by ∆. The deletion dl∆(F ) of F is the
subcomplex of ∆ of faces disjoint from F . The star st∆(F ) of F is the subcomplex of
faces F ′ such that F ∪ F ′ ∈ ∆. The link lk∆(F ) of F is the subcomplex of st∆(F ) of
faces disjoint from F .
The join ∆∗∆′ of two complexes (∆, A), (∆′, A′) is the simplicial complex on AunionsqA′
with faces F unionsq F ′ where F ∈ ∆, F ′ ∈ ∆′. The join of abstract simplicial complexes
realizes the topological join ‖∆ ∗∆′‖ ∼= ‖∆‖ ∗ ‖∆′‖. The cone {v} ∗∆ is the join of ∆
with a one-element complex. The suspension {v, v′} ∗∆ is the join of ∆ with a discrete
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two-element complex.
If F is a face of a simplicial complex Γ, the stellation of Γ at F , denoted stF (Γ), is
the simplicial complex stF (Γ) = (Γ−F )∪ (lkF ∗ ∂F ∗ {v}) where v is a new vertex not
in the ground set of Γ. When Γ is the boundary complex of a simplicial polytope P ,
the stellation at F may be geometrically realized by adding a new vertex to P “close”
to the center of F .
The order complex ∆(P ) of a poset P is the simplicial complex of chains x0 < · · · <
xd of elements of P . If P is the set of faces of a regular CW-complex X ordered by inclu-
sion, then the order complex of P is homeomorphic to X; see Figure 2.1. Thus, we define
the topology of a poset to be that of its order complex. The link of a face x0 < · · · < xd
is isomorphic to the join of the order complexes of P<x0 , (x0, x1), . . . , (xd−1, xd), P>xd .
Hence, the local topology of P is completely determined by the topology of intervals
and principal order ideals and filters of P .
If P is a bounded poset, the reduced Euler characteristic of P is equal to µ(0ˆ, 1ˆ).
Hence, the Mo¨bius invariant is a homotopy invariant of P . The full Mo¨bius function is
then determined by the local topology of P . Many methods for computing homotopy
invariants of posets are given in Section 10 of Bjo¨rner’s survey [12]. We review several
relevant theorems in §3.3.
2.2 Lattices
Our notation for lattices mostly follows [43].
A lattice is a poset for which any two elements x, y have a least upper bound x ∨ y
and a greatest lower bound x ∧ y. The elements x ∨ y and x ∧ y are called join and
meet, respectively. A join-semilattice (meet-semilattice) is a poset for which x∨y (x∧y)
exists for any two elements x, y. A lattice is complete if the meet and join of an arbitrary
collection of elements exists. We remark that finite lattices are automatically complete.
A lattice L is meet-semidistributive if x ∧ z = y ∧ z implies (x ∨ y) ∧ z = x ∧ z
for x, y, z ∈ L. A lattice is join-semidistributive if its dual is meet-semidistributive. A
lattice is semidistributive if it is both meet- and join-semidistributive.
An equivalence relation Θ on a lattice L is a lattice congruence if x ≡ y mod Θ
implies x ∨ z ≡ y ∨ z mod Θ and x ∧ z ≡ y ∧ z mod Θ for x, y, z ∈ L. The set of
16
equivalence classes L/Θ of a lattice congruence forms a lattice where [x] ∨ [y] = [x ∨ y]
and [x]∧ [y] = [x∧y] for x, y ∈ L. We say L/Θ is a quotient lattice of L, and the natural
map L→ L/Θ is a lattice quotient map.
An element j of a lattice L is join-irreducible if j 6= 0ˆ and for x, y ∈ L such that
j = x ∨ y, either j = x or j = y. If L is finite, j is join-irreducible exactly when
it covers a unique element, which we call j∗. A meet-irreducible element m is defined
dually and is covered by a unique element m∗. We let JI(L) and MI(L) denote the sets
of join-irreducible and meet-irreducible elements of L, respectively.
A finite lattice is Boolean if it is isomorphic to the set of subsets of a set, ordered
by inclusion. A lattice L is join-distributive if for all x ∈ L, A ⊆ {y : (x, y) ∈ Cov(L)}
the interval [x,
∨
A] is a Boolean lattice. It is meet-distributive if its dual is join-
distributive. A lattice is distributive if it is both join-distributive and meet-distributive.
The operations of a distributive lattice L satisfy the distributive law: for x, y, z ∈ L,
(x ∨ y) ∧ z = (x ∧ z) ∨ (y ∧ z),
(x ∧ y) ∨ z = (x ∨ z) ∧ (y ∨ z).
A famous result of Birkhoff states that a finite lattice is distributive if and only if it
is isomorphic to the poset of order ideals of its subposet of join-irreducibles.
Given a lattice L, its set of lattice congruences Con(L) forms a distributive lattice
under refinement order. Hence when L is finite, Con(L) is isomorphic to J (JI(Con(L))).
If y covers x, we write con(x, y) for the minimal lattice congruence in which x ≡
y (con(x, y)) holds.
For any finite lattice L with lattice congruence Θ, we have
Θ =
∨
j∈JI(L)
j≡j∗ mod Θ
con(j∗, j).
Hence, the join-irreducible congruences are always of the form con(j∗, j) for some
j ∈ JI(L). Conversely, if (a, b) ∈ Cov(L), then con(a, b) is a join-irreducible lattice
congruence. A finite lattice L is congruence-uniform (or bounded) if
• the map j 7→ con(j∗, j) is a bijection from JI(L) to JI(Con(L)), and
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• the map m 7→ con(m,m∗) is a bijection from M(L) to M(Con(L)).
Alternatively, finite congruence-uniform lattices may be characterized as homomorphic
images of free lattices with bounded fibers or as lattices constructible from the one-
element lattice by a sequence of interval doublings [26]. We describe the doubling
construction below.
A subset C of a poset P is order-convex if z ∈ C whenever x, y ∈ C and x ≤ z ≤ y.
Given an order-convex subset C of P , the doubling P [C] is the induced subposet of
P × {0, 1} with elements
P [C] = (P≤C × {0}) unionsq [(P − P≤C) ∪ C]× {1},
where P≤C = {x ∈ P : (∃c ∈ C) x ≤ c}. If P is a lattice, then P [C] is a lattice where
(x, ) ∨ (y, ′) =
(x ∨ y,max(, ′)) if x ∨ y ∈ P≤C(x ∨ y, 1) otherwise ,
for (x, ), (y, ′) ∈ P [C]. A finite lattice L is congruence-normal if there exists a sequence
of lattices L1, . . . , Ll such that L1 is the one-element lattice, Ll = L, and for all i, there
exists an order convex subset Ci of Li such that Li+1 ∼= Li[Ci].
Theorem 2.2.1 [Day [26]] Let L be a lattice. The following are equivalent.
1. The standard maps JI(L)→ JI(Con(L)) and M(L)→M(Con(L)) are bijections.
2. L is a bounded lattice quotient of a free lattice.
3. L is congruence-normal and semidistributive.
4. There exists a sequence of lattices L1, . . . , Ll such that L1 is a 1-element lattice,
Ll = L and for each i, there exists a closed interval Ci such that Li+1 ∼= Li[Ci].
A finite congruence-uniform lattice is any lattice satisfying the conditions of Theorem
2.2.1. Another characterization of congruence-uniform lattices by edge-labeling is given
in Theorem 2.2.3 below.
An edge-labeling of a poset P is a function from the covering relations Cov(P ) to
some label set R. Given a lattice L and poset R, an edge-labeling λ : Cov(L) → R is
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a CN-labeling if L and its dual L∗ both satisfy the following condition: For elements
x, y, z ∈ L with (z, x), (z, y) ∈ Cov(L) and maximal chains C1, C2 ∈ [z, x ∨ y] with
x ∈ C1, y ∈ C2,
(CN1) the elements x′ ∈ C1, y′ ∈ C2 such that (x′, x ∨ y), (y′, x ∨ y) ∈ Cov(L) satisfy
λ(z, x) = λ(y′, x ∨ y), λ(z, y) = λ(x′, x ∨ y);
(CN2) if (u, v) ∈ Cov(C1) with z < u, v < x ∨ y, then λ(z, x) ≺ λ(u, v) and λ(z, y) ≺
λ(u, v); and
(CN3) the labels on Cov(C1) are all distinct.
Theorem 2.2.2 ([74], Theorem 4) A finite lattice L is congruence-normal if and
only if it admits a CN-labeling.
A CU-labeling λ : Cov(L)→ R is a CN-labeling for which both L and L∗ satisfy
(CU) λ((j1)∗, j1) 6= λ((j2)∗, j2) if j1, j2 ∈ JI(L), j1 6= j2.
A CU-labeling of the Grassmann-Tamari order GT3,6 is drawn in Figure 1.4. By a
minor modification to Reading’s proof of Theorem 2.2.2, one may prove the following.
Theorem 2.2.3 A finite lattice L is congruence-uniform if and only if it admits a
CU-labeling.
A lattice is polygonal if for distinct elements x, y, z:
• if zlx and zly, then the interval [z, x∨y] contains exactly two maximal chains,
and
• if xl z and yl z, then the interval [x∧y, z] contains exactly two maximal chains.
If L is a polygonal lattice, then intervals of the above form are called polygons.
We note that the polygonal property is interesting from a combinatorial perspective:
it implies the connectivity of the graph of maximal chains in an interval [a, b], where
two maximal chains are adjacent if they differ by a flip about a polygon. Polygonality
also simplifies the description of lattice quotients, though we will not make use of this
simplification. We refer to [79, §1-6] for more background on polygonal lattices.
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2.3 Real hyperplane arrangements
In this section, we introduce some notation concerning hyperplane arrangements, ori-
ented matroids, and polytopes. Some of the results we state without proof are surpris-
ingly subtle. We recommend the books [15] and [103] for more background.
2.3.1 Basic definitions
Let V be a finite dimensional vector space. A hyperplane is a subspace of V of codi-
mension 1. A hyperplane is linear if it contains the origin, and affine if it is a translate
of a linear hyperplane. A hyperplane arrangement is a finite set of hyperplanes in V .
In the literature, an arrangement of linear hyperplanes is said to be central, though we
will assume our arrangements are central unless specified otherwise.
For a hyperplane arrangement A, let L(A) denote the collection of intersection sub-
spaces, subspaces of the form
⋂
H∈I H where I ⊆ A. Ordered by reverse-inclusion, the
poset L(A) is a geometric lattice, which means that it is atomic and upper-semimodular.
Consequently, L(A) is the lattice of flats of a simple matroid with ground set A.
For our purposes, V will usually be a real vector space. Arrangements in real vector
spaces determine a face lattice refining the intersection lattice as follows.
Let H be the (linear) hyperplane in Rn orthogonal to some vector v. Then H
partitions Rn into three pieces H0, H+, H−, where H0 = H, H+ = {w ∈ Rn : v ·w > 0}
and H− = −H+; here, v · w is the usual inner product on Rn. We generally assume H
is equipped with an orientation without specifying a normal vector v.
If A is an arrangement of hyperplanes, then A divides Rn into a collection of rel-
atively open cones of the form
⋂
H∈AH
x(H) where x ∈ {0,+,−}A. Taking closures of
these cones, A defines a complete fan L(A) of polyhedral cones. Cones in L(A) are
called faces of A.
A sign vector is an element of {0,+,−}A. If x is a sign vector for which the corre-
sponding face
⋂
H∈AH
x(H) is non-empty, then x is called a covector of A. We use faces
and covectors of arrangements interchangably. In particular, we also define L(A) to be
the set of covectors of A. For x, y ∈ {0,+,−}A, the composite x ◦ y is the sign vector
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where for H ∈ A
(x ◦ y)(H) =
x(H) if x(H) 6= 0y(H) if x(H) = 0 .
The set of sign vectors {0,+,−}A is given the product order where 0 < +, 0 < −, and
+ is incomparable with −. For x, y ∈ {0,+,−}A, y is incident to x if x ≤ y. We note
that this abstract notion of incidence agrees with the usual notion for fans. A circuit
v ∈ {0,+,−}A is a minimal sign vector such that ⋂ H∈A
v(H)6=0
Hv(H) is empty.
The intersection lattice and face semilattice are graded by codimension. We let
Ld(A) (Ld(A)) be the set of codimension d intersection subspaces (faces) of A. There
is a natural map from L(A) to L(A) respecting the grading defined by x 7→ ⋂x−1(0).
In terms of matroids, this is the usual way of passing from an oriented matroid to its
underlying matroid.
The set L(A) of covectors of an arrangement A satisfy
(L0) 0 ∈ L,
(L1) x ∈ L implies −x ∈ L,
(L2) x, y ∈ L implies x ◦ y ∈ L, and
(L3) if x, y ∈ L, H ∈ A with x(H) = −y(H), then there exists z ∈ L such that
z(H) = 0 and z(H ′) = (x ◦ y)(H ′) for H ′ ∈ A with (x ◦ y)(H ′) = (y ◦ x)(H ′).
For a finite set E, a subset of {0,+,−}E satisfying (L0)-(L3) is the set of covectors
of an oriented matroid. For the most part, we will stick with the more familiar language
of hyperplane arrangements, though some results require the use of oriented matroids.
The Topological Representation Theorem of Folkman and Lawrence states that any
oriented matroid can be realized by an arrangement of pseudohyperplanes, which roughly
speaking is a collection of “piecewise-linear hyperplanes” satisfying some compatibility
relations [39]. Hence, we do not lose “too much” generality by restricting our attention
to oriented matroids coming from hyperplane arrangements.
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2.3.2 Chambers and galleries
We let Ch(A) denote the set of chambers, the maximal faces of A. The walls W(c) of a
chamber c is the set of hyperplanes inA incident to c. Given two chambers c, c′ ∈ Ch(A),
the separation set S(c, c′) is the set of hyperplanes in A separating c and c′; that is,
H ∈ S(c, c′) if (c ◦ c′)(H) 6= (c′ ◦ c)(H). Given a chamber c0 ∈ Ch(A), the poset of
chambers Ch(A, c0) is an ordering on Ch(A) where c ≤ c′ if S(c0, c) ⊆ S(c0, c′). The
distinguished chamber c0 is called the fundamental chamber. If a fundamental chamber
c0 is given, we let S(c) denote the separation set S(c0, c).
For X ∈ L(A), the restriction AX is the arrangement
{H ∩X : H ∈ A, H + X}
of hyperplanes in X. If X ∈ L(A), the localization AX is the subarrangement of
hyperplanes containing X. For A′ ⊆ A, the restriction x|A′ of a covector x of A to
A′ defines a surjective map L(A)→ L(A′). Restriction also defines a surjective, order-
preserving map of chamber posets Ch(A, c0) → Ch(A′, (c0)|A′). For X ∈ L(A) we let
cX denote c|AX .
The geometry of a chamber is completely determined by its walls. We record this
fact in the following lemma.
Lemma 2.3.1 For c ∈ Ch(A), the face poset of c is isomorphic to the face poset of
c|W(c).
A gallery of a real central hyperplane arrangement A is a sequence of chambers
(c0, c1, . . . , cm) such that adjacent chambers are separated by exactly one hyperplane.
The gallery is reduced if c0 and cm are separated by m hyperplanes. We will assume that
a gallery is reduced unless indicated otherwise. Hence, we view galleries as maximal
chains in an interval [c0, cm] of a chamber poset Ch(A, c0).
For X ∈ L(A), if r = (c0, c1, . . . ,−c0), we define rX to be the sequence
((c0)X , (c1)X , . . . , (−c0)X)
with repetitions removed. If r is a gallery, then rX is a gallery of AX , which we call the
localization of r at X. The L2-separation set L2(r, r
′) is {X ∈ L2(A) | rX 6= r′X}.
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For a fixed base chamber c0, a gallery is determined by the order in which the
hyperplanes are crossed. The set of galleries between antipodal chambers admits a free
involution r 7→ −r when |A| > 1, where −r is the gallery from c0 to −c0 which crosses
the hyperplanes of A in the reverse order of r. Any gallery r is determined by its L2-
separation set L2(r0, r) from some fixed gallery r0. This follows since the relative order
of any two hyperplanes H,H ′ in the total order on A induced by r is the same as their
relative order in rH∩H′ .
A gallery r from c to c′ is incident to a face x ∈ L(A) if r contains the chambers x◦c
and x ◦ c′. If r is incident to x, then r must contain a sequence of chambers c1, . . . , cl
such that c1 = x ◦ c, cl = x ◦ c′ and each ci is incident to x. If x ◦ c′ = x ◦ (−c), then
there exists a new gallery r′ that agrees with r away from x containing the chambers
x ◦ (−cl), . . . , x ◦ (−c1). If x ∈ L2(A), then we say that r′ is obtained from r by flipping
about x. It is easy to show that L2(r, r
′) = {x0}. We prove the converse statement in
Proposition 3.2.5, though this is folklore.
It is often preferable to define incidence to subspaces, so we say a gallery is incident
to a subspace X ∈ L(A) if it is incident to some face spanning X. We remark that a
gallery may cross all of the hyperplanes in AX consecutively without being incident to
X. An example for an arrangement of four planes in R3 is given in the discussion after
Proposition 3.2.6.
2.3.3 Simplicial arrangements
A simplicial cone is a polyhedral cone whose face poset is a Boolean lattice. An ar-
rangement is simplicial if every chamber is a simplicial cone.
Our interest in simplicial arrangements comes from the observation that many state-
ments about Coxeter groups can be reformulated to hold for any simplicial arrangement.
One can often replace the group structure from a Coxeter group with the following in-
cidence property of simplicial arrangements: If c is a simplicial chamber and H1, . . . ,Hl
are walls of c, then c is incident to H1 ∩ · · · ∩Hl.
Let AC be the complexification of A. If A is a reflection arrangement in Rn, then
the space Cn−A is a K(pi, 1) space whose fundamental group is the corresponding braid
group. Deligne proved that simplicial arrangements also have the K(pi, 1) property [28].
Most arrangements do not have this property however. In particular, Edelman and
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Reiner proved that not all free arrangements are K(pi, 1) [35].
Unlike simplicial or simple polytopes, simplicial arrangements are far from generic.
Known examples of simplicial arrangements tend to have a lot of symmetry, (e.g. re-
flection arrangements). An old open problem is to construct all simplicial arrangements
in rank 3; see [44] for a proposed list. A large portion of the proposed classification
of rank 3 simplicial arrangements was recently found to coincide with the classification
of rank 3 Weyl groupoids. Without going into detail, these arrangements “look like”
several reflection arrangements of Weyl groups glued together. A complete classification
of Weyl groupoids of arbitrary rank is given in [25], and the relationship to simplicial
arrangements is described in [45].
2.3.4 Supersolvable arrangements
An intersection subspace X ∈ L(A) of an arrangement A is modular if X+Y is in L(A)
for all Y ∈ L(A). A rank r arrangement A is supersolvable if its intersection lattice
contains a modular flag, a maximal chain X0 < X1 < · · · < Xr where Xi ∈ Li(A) is
modular. If X ∈ Lr−1(A) for a rank r arrangement A, then X is called a modular line.
Complex supersolvable arrangements are topologically significant as examples of
K(pi, 1) spaces [37], and as free arrangements [68]. A combinatorial consequence of
freeness is that the characteristic polynomial
χ(t) =
∑
X∈L(A)
µ(0ˆ, X)tcodimX
factors into linear terms [91].
Most results about supersolvable arrangements are proved inductively by localization
at a modular line. This approach to supersolvable arrangements is suggested by the
following recursive characterization obtained by Bjo¨rner, Edelman, and Ziegler.
Proposition 2.3.2 (BEZ [14]) Every arrangement of rank at most 2 is supersolvable.
An arrangement A of rank r ≥ 3 is supersolvable if and only if it contains a modular
line l such that the localization Al is supersolvable.
An extension of an arrangement A is a hyperplane arrangement containing A. Al-
though supersolvable arrangements are far from generic, any arrangement can be made
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supersolvable by adding enough hyperplanes. This is in stark contrast to the simplicial
arrangements of the previous section.
Corollary 2.3.3 Any arrangement admits a supersolvable extension of the same rank.
Proof: Let A be an arbitrary arrangement of rank r ≥ 3, and let l ∈ Lr−1(A) be a
line. Decompose A into a disjoint union A = Al unionsq (A \ Al). Let A0 be the union of Al
with the set of hyperplanes of the form l+ (H ∩H ′) for some pair of hyperplanes H,H ′
in A \ Al. By the inductive hypothesis, A0 has a supersolvable extension A˜0 of rank
r − 1. Then the disjoint union A˜0 unionsq (A \ Al) is a rank r supersolvable arrangement by
Theorem 2.3.2.
2.4 Coxeter groups
The main results in this thesis were heavily influenced by Coxeter groups. In this
section, we define Coxeter groups and describe a few of their interesting properties. We
make no attempt to give a complete treatment of Coxeter groups, instead focusing on
aspects most relevant to this thesis. Our perspective on Coxeter groups most closely
matches that of [78]. For a more thorough introduction to the general theory of Coxeter
groups, we recommend the books [1], [13], [52].
In §2.4.1, we define finite Coxeter groups as groups generated by reflections in Eu-
clidean space and as groups with a certain presentation. The equivalence of these
definitions underlies many interesting combinatorial properties of Coxeter groups. In
particular, it gives two equivalent definitions of the weak order of a Coxeter group, gen-
eralizing the weak order on permutations; see §2.4.2. We define root systems in §2.4.3.
Root systems provide a third definition of the weak order as a poset of biclosed sets.
All of the nice lattice properties of the weak order on permutations hold for any finite
Coxeter group, as we explain in §2.4.4. In §2.4.5, we identify some significant lattice
quotients of the weak order called Cambrian lattices. Although we do not require much
knowledge of Cambrian lattices, they motivated the identification of the Grid-Tamari
order as a lattice quotient of a poset of biclosed sets (Theorem 8.6.11). Indeed, we prove
that Cambrian lattices of type A are examples of Grid-Tamari orders in §8.8.
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2.4.1 Reflection groups
A finite real reflection group W is a finite group of linear symmetries generated by a
set of reflections on Rn, such as a dihedral group or a symmetric group. Let A be the
set of hyperplanes fixed by some reflection in W . The set of chambers of A admits an
action by W as linear symmetries. This action is simply transitive, so after fixing a
fundamental chamber c0, there is a canonical bijection W → Ch(A) taking an element
w to w · c0.
Example 2.4.1 The symmetric group Sn acts on Rn by permuting coordinates. The
permutations that act as reflections are precisely the transpositions. For i 6= j, the
transposition (ij) fixes the hyperplane Hij defined by the equation xi = xj. Let A =
{Hij : 1 ≤ i < j ≤ n}. A permutation σ defines a chamber
cσ = {x ∈ Rn : xσ(1) < · · · < xσ(n)}.
Composing permutations right to left, Sn acts on Ch(A) by pi(cσ) = cpi◦σ. This action
clearly carries the (left) regular representation. Each of the hyperplanes Hij contains
the 1-dimensional subspace l spanned by (1, . . . , 1). Hence, we generally draw this ar-
rangement in the quotient space Rn/l, as in Figures REF and REF.
A (possibly infinite) Coxeter system (W,S) is a group W and finite set S such that
W admits a presentation of the form 〈S| (st)m(s,t), (s, t ∈ S)〉 where m(s, s) = 1 for
s ∈ S, and m(s, t) ∈ {2, 3, . . .} ∪ {+∞}, m(s, t) = m(t, s) for s, t ∈ S with s 6= t.
This presentation is encoded in the Coxeter diagram, a graph on S where two elements
s, t ∈ S are connected by an edge if m(s, t) ≥ 3 with label m(s, t) if m(s, t) ≥ 4. We often
just declare W to be a Coxeter group without specifying the distinguished generating
set S. The rank of a Coxeter system is the cardinality of S.
If W is finite, then it admits a faithful representation W → GL(Rn) as a finite
real reflection group. Conversely, if W is a finite real reflection group, then (W,S)
is a Coxeter system where S is the set of reflections fixing a wall of the fundamental
chamber c0. This connection between the geometry of real reflection groups and the
combinatorics of Coxeter systems has produced a wide array of beautiful results.
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When W is infinite, it still admits a faithful representation W → GL(Rn) where
the elements of S act as reflections with respect to some bilinear form distinct from the
usual dot product. The set of hyperplanes fixed by some conjugate of an element of S
triangulates an open cone in Rn called the Tits cone. However, outside the Tits cone,
the chamber geometry breaks down.
Example 2.4.2 Let A be the reflection arrangement for the symmetric group from
Example 2.4.1. The walls of cid are the hyperplanes Hi,i+1 for 1 ≤ i < n. Let S be the
set of adjacent transpositions si = (i, i+1) for 1 ≤ i < n. By the above correspondence,
the symmetric group Sn admits a presentation of the form
〈S| (sisj)m(i,j), (i, j ∈ [n− 1])〉
where m(i, j) is the order of sisj in Sn. A simple computation shows that m(i, i+1) = 3
for all i, and m(i, j) = 2 if |i− j| ≥ 2. This Coxeter system is said to be of type An−1.
For J ⊆ S, the standard parabolic subgroup WJ is the subgroup of W generated
by J . Using the reflection representation, one can show that the pair (WJ , J) is a
Coxeter system. A Coxeter system (W,S) is reducible if there exists a nonempty set
J ( S such that W ∼= WJ ×WS−J . Otherwise (W,S) is irreducible. Remarkably, the
finite irreducible Coxeter systems have a nice classification: four infinite families labeled
An, Bn (or Cn), Dn, I2(m) and six exceptionals E6, E7, E8, F4, H3, H4. The subscript
indicates the rank, and the letter matches the classification of finite dimensional complex
semisimple Lie algebras (excluding type H3, H4, I2(m)).
For a Coxeter system (W,S), we let L(W ) denote the set of parabolic subgroups,
subgroups of the form wWJw
−1 where w ∈W, J ⊆ S. Let L(W ) denote the set of left
cosets of standard parabolic subgroups. Our notation reflects the following fact: if A
is the reflection representation of a Coxeter group W , then L(W ) is isomorphic to the
lattice of intersection subspaces of A, and L(W ) is isomorphic to the face lattice of A.
Finite reflection arrangements in Rn are simplicial, which means that every chamber
has exactly n walls. This follows from the fact that any hyperplane arrangement has
at least one simplicial chamber and that W acts simply transitively on the chambers.
The simplicial complex realized by A is called the Coxeter complex. Alternatively, the
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Figure 2.2: (Left) The weak order for the type A2 Coxeter group. (Right) The parabolic
cosets ordered by inclusion.
Coxeter complex may be defined abstractly as a simplicial complex on {wWJ : |J | =
|S| − 1, w ∈W} with facets {wWJ : |J | = |S| − 1} for w ∈W .
2.4.2 Weak order
Let T = {wsw−1 | s ∈ S, w ∈W} denote the set of reflections of W . Define the length
l(w) of w ∈ W to be the smallest value for which w equals s1 · · · sl(w) for some si ∈ S.
The word s1 · · · sl(w) is called a reduced word for w. The (left) inversion set Inv(w) of
w ∈ W is {t ∈ T | l(tw) < l(w)}. The number of inversions of w is equal to its length.
The (right) descent set Des(w) is {s ∈ S| l(w) > l(ws)}. Dually, the ascent set Asc(w)
is {s ∈ S| l(w) < l(ws)}. The weak order is the ordering of W by inclusion of inversion
sets; see Figure 2.2 or 2.3. Covering relations correspond to descents: for u, v ∈ W ,
u l v if and only if there exists s ∈ Des(v) such that u = vs. Hence, if u < v in the
weak order, then there is a reduced word for v that extends a reduced word for u on
the right.
Example 2.4.3 Let (W,S) be the type An−1 Coxeter system of Example 2.4.2. By our
convention, the symmetric group acts on permutations on the left by permuting values,
and it acts on the right by permuting positions. For example, if w = 2314 and s = (12)
then ws = 3214 and sw = 1324. Letting si = (i, i+ 1), a reduced word for 2314 is s1s2.
The inequality 2314 < 3421 holds in the weak order since Inv(2314) = {(12), (13)}
and Inv(3421) = {(12), (13), (23), (14), (24)}. The permutation 3421 has a reduced word
s1s2s1s3s2, which extends a reduced word for 2314.
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The weak order on the symmetric group admits some additional characterizations.
Some of these interpretations are given in Figure 2.3.
Example 2.4.4 Let (W,S) be a Coxeter system of rank 2, so that |S| = 2. Denote
the elements of S by s, s′, and let m = m(s, s′). There is a surjection from W to a
dihedral group of order 2m taking s and s′ to reflections. Using the realization of the
dihedral group of order 2m as symmetries of a regular polygon with m sides, any word
of length at most m with s and s′ alternating (e.g. e, s, s′, ss′, s′s, ss′s, . . .) is reduced.
Moreover, the only two words that are expressions for the same element of W are the
two alternating words of length m. It is easy to see that no other word is reduced; hence
W is isomorphic to a dihedral group. This Coxeter system is said to be of type I2(m).
The weak order has two maximal chains, which meet only at the top and bottom
elements: e < s < ss′ < ss′s < · · · and e < s′ < s′s < s′ss′ < · · · . In the language of
§2.2, this poset is a polygon.
This example of a Coxeter group is significant as many results about Coxeter groups
(and Lie algebras) may be proved by reduction to the rank 2 case. Reducing various
problems to simpler problems in low rank is a major theme of this thesis.
Fix a fundamental chamber c0 of the reflection arrangement A(W ) = {Ht : t ∈ T}
of a finite Coxeter group W . For w ∈ W , the separation set S(c0, w · c0) is equal to
{Ht : t ∈ Inv(w)}. The set of walls of w · c0 in S(c0, w · c0) is equal to {Ht : tw =
ws, s ∈ Des(w)}. Let w0 be the (unique) element of W such that w0 · c0 = −c0. This
element is called the longest element of W . From the chamber geometry, we may deduce
that w0 is the unique element for which Inv(w0) = T and for which Des(w0) = S. If
J ⊆ S we let w0(J) be the longest element of (WJ , J).
Many nice properties of Coxeter groups follow from the fact that the weak order is
a lattice, which we describe in detail in §2.4.4. The lattice structure of the weak order
admits a nice local description. For w ∈ W , if J ⊆ Des(w), then ∧s∈J ws = ww0(J).
Dually, if J ⊆ Asc(w), then ∨s∈J ws = ww0(J). For a global description of meets and
joins, we use a closure operator defined in the next section.
For w ∈ W , let R(w) be the set of reduced words for w. For s, t ∈ S, if m(s, t) =
m < ∞ then (st)m = 1. Moving half of the letters to the other side gives an equality
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Figure 2.3: Several descriptions of the weak order on the symmetric group on n letters.
⇒
⇒
⇒
2 3
3
4
1 2
4 1
• Monotone paths in the cube;
• Maximal chains of the boolean lattice on
[n] ordered by diamond flips
2314
3421
• The vertices of the permutahedron or-
dered by monotone paths;
• The vertices of the Cayley graph of
the symmetric group Sn with generators
(1, 2), (2, 3), . . . , (n − 1, n), ordered by
geodesics from the identity permutation
c0
−c0
2314
3421
• The chambers of the braid arrangement
ordered by inclusion of separation sets from
a base chamber
U1
e1 − e2
e1 − e3
e2 − e3
e1 − e4
e2 − e4
e3 − e4
U2
• Biclosed sets of positive roots in the type
An−1 root system, ordered by inclusion
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sts · · · = tst · · · between two words of length m. If s1 · · · sl is a reduced word for w,
then we can make a substitution of the form sts · · · → tst · · · to obtain a new reduced
for w. Such moves are sometimes called braid moves or elementary homotopies.
If w ∈ W has distinct descents (ascents) s, t, then the interval [ww0(W{s,t}), w]
([w,ww0(W{s,t})]) is isomorphic to the weak order on W{s,t}. As the weak order on any
rank 2 Coxeter system is a polygon by Example 2.4.4, this implies that W is a polygonal
lattice. The discussion of polygonal lattices in §2.2, suitably interpreted, then implies a
famous result of Tits [98]: Given w ∈W , the set R(w) is connected by braid moves.
2.4.3 Root systems
Separation sets (hence, inversion sets) of a reflection arrangement A admit a simple
characterization: For S ⊆ A, if S ∩ A′ is of the form S(c0|A′ , c) for some chamber c in
A′ for any rank 2 subarrangement A′, then S = S(c0, c) for some chamber c of A. This
characterization can be rephrased in terms of biclosed sets. Say X ⊆ A is rank 2 convex
closed (or 2-closed) if whenever three hyperplanes H1, H2, H3 intersect at a common
codimension 2 subspace X and (c0)X is incident to H1 and H2, then H1, H2 ∈ X
implies H3 ∈ X. Then a subset of A is biclosed if and only if it is a separation set.
For general arrangements, separation sets are biclosed, but the converse may not hold.
This characterization of separation sets in reflection arrangements is typically stated in
terms of root systems as defined below.
Given a vector α ∈ Rn, let rα be the reflection rα(v) = v − 2α·vα·α α, where w · v is the
standard inner product. A finite root system is a finite subset Φ of Rn such that
• 0 /∈ Φ, Φ 6= ∅,
• Φ is closed under reflections rα for α ∈ Φ,
• Φ ∩ Rα = {α,−α} for α ∈ Φ
Some authors assume that Φ spans Rn, but we do not require this. If ZΦ is Z-
sublattice of Rn, then Φ is said to be crystallographic.
If Φ is a root system, the group generated by {rα : α ∈ Φ} is a finite reflection
group. Conversely, given a finite reflection group W with reflection arrangement A, any
collection of vectors {±αH : H ∈ A} with αH ∈ H⊥ is a root system if ‖αH‖ = ‖αH′‖
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whenever there exists w ∈ W with wH = H ′. If W is an irreducible Coxeter system
not of type H3, H4, I2(m), m 6= 2, 3, 4, 6, then the root system may be chosen to be
crystallographic.
Example 2.4.5 Let e1, . . . , en be the standard basis for Rn. Let Φ = {αij : i 6= j}
where αij = ei − ej. Then rαij acts on Rn by swapping the i and j coordinates. It is
easy to check that Φ satisfies the hypotheses of a root system. Moreover, {rα : α ∈
Φ} generates the symmetric group action on Rn described in Example 2.4.2. As all
transpositions in the symmetric group are conjugate, Φ is the unique root system for the
symmetric group (up to orthogonal transformation and scaling).
Fix a fundamental chamber c0 for a reflection arrangement A, and let Φ be an
associated root system. If v0 ∈ Rn is in the interior of c0, then Φ decomposes as the
union Φ+ unionsq Φ− where Φ+ = {α ∈ Φ : α · v0 > 0} and Φ− = −Φ+. The set Φ+ is the
set of positive roots (with respect to c0). For each t ∈ T let αt be the corresponding
positive root. If w ∈ W , then the inversion set of w is the set of reflections t ∈ T for
which w(αt) ∈ Φ−.
Say a subset X of Φ+ is 2-closed if α, β ∈ X and λα+µβ ∈ Φ+ for some λ, µ ∈ R>0,
then λα+µβ ∈ X. Translating between root systems and reflection arrangements, this
closure is the same as the closure described in the beginning of this section.
Example 2.4.6 Let Φ be the root system of Example 2.4.5. Let c0 be the polyhedral
cone defined by x1 ≤ x2 ≤ · · · ≤ xn. Then c0 is a chamber of A. It defines a system of
positive roots Φ+ = {ej − ei : i < j}. To a subset X of Φ+ we associate the relation
P (X) = {(i, j) : ej − ei ∈ X}. It is clear that this relation is acyclic, in the sense that
there do not exist a1, . . . , al such that (a1, a2), . . . , (al, a1) ∈ P (X). Hence, its transitive
closure defines a poset on [n] for which 1, 2, . . . , n is a linear extension. Such a poset is
said to be naturally labeled.
Recall that a relation P is transitive if (i, j), (j, k) ∈ P implies (i, k) ∈ P . Hence,
if X ⊆ Φ+ and P (X) is transitive, then ej − ei, ek − ej ∈ X implies ek − ei ∈ X for
i < j < k. As ek − ei = (ek − ej) + (ej − ei), this condition is equivalent to X being
2-closed.
The equivalence between these two closure operators is a part of the cone-preposet
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dictionary (see [71]). Under this correspondence, biclosed sets are in bijection with
naturally labeled posets of order-dimension 2 [16].
Let Φ+ be a set of positive roots of some root system Φ. Say a subset X of Φ+
is convex closed (or convex ) if R≥0X ∩ Φ+ = X. If X is biclosed with respect to the
convex closure, we say X is biconvex. Since separation sets are biconvex and biconvex
sets are biclosed in any acyclic vector configuration, these three classes coincide for root
systems.
If Φ is the type An−1 root system of Example 2.4.5, then the convex closure and
the 2-closure are the same operator. If Φ is a type Bn root system, then these two
closures again coincide. In this case, a closed set of positive roots is called a signed
poset. Signed posets have many nice properties analogous to properties of ordinary
posets. Unfortunately, for general root systems (e.g. D4) the convex closure and 2-
closure disagree [70],[92]. For this reason, it is often not clear how to appropriately
define posets in other types.
2.4.4 Lattice structure
The lattice structure of the weak order on a finite Coxeter group is nicely described
in terms of positive roots. The join of two elements u, v ∈ W is the unique element
w ∈ W for which Inv(w) is the 2-closure of Inv(u) ∪ Inv(v). Dyer proved the following
refinement of this fact: if u, v, x ∈W such that x ≤ u and x ≤ v, then Inv(u ∨ v) is the
2-closure of (Inv(u)∪ Inv(v))− Inv(x) [30]. We prove more generally that the analogous
statement holds for any bineighborly arrangement in §4.2.
The semidistributivity of the weak order follows from Theorem 3.1.7 as a consequence
of Dyer’s formula. Other proofs of semidistributivity of the weak order were given in
[21], [59], [74].
Since the weak order is semidistributive, its elements admit canonical join represen-
tations. For w ∈W , its canonical join representation is [80]
w =
∨
s∈Des(w)
min{u ∈W : u ≤ w, wsw−1 ∈ Inv(u)}.
We prove that semidistributive lattices are crosscut-simplicial in §5.3. For the weak
33
order, this fact may be deduced from the following special case of Dyer’s formula. For
w ∈ W , if J ⊆ Asc(w) then ∨s∈J ws = ww0(J). As w0(J) 6= w0(J ′) whenever J 6= J ′,
it follows that the weak order is crosscut-simplicial. Moreover, the non-contractible
intervals are exactly the parabolic cosets L(W ) of W . This argument was originally
given by Bjo¨rner [10].
Polygonality of the weak order may be deduced from Theorem 3.1.11. Nathan
Reading gave an alternative proof by showing that a chamber poset of a hyperplane
arrangement is polygonal if and only if it is “tight” (or bineighborly) [79, Theorem
1-6.10].
If (W,S) is simply-laced (so m(s, s′) ≤ 3 for all s, s′ ∈ S), then all of its rank
2 subsystems have either 2 or 3 reflections. We partially order the elements of T as
follows. Let {t1, t2, t3} be the set of reflections of a rank 2 subsystem with 3 reflections.
Let αi be the positive root corresponding to ti for i ∈ [3]. Then one of the roots is
a positive sum of the other two, say α3 = α1 + α2. Order t1 ≺ t3 and t2 ≺ t3. The
transitive closure of ≺ on T is called the root poset of W . Using this order on T ,
Theorem 3.1.9 implies that the weak order on W is congruence-uniform.
Actually, the weak order on any finite Coxeter system is congruence-uniform [74],
[21]. Reading’s proof replaces the root poset with an ordering of pieces of hyperplanes
called shards. Given that the weak order is semidistributive, it is enough to show that
the ordering on shards is acyclic.
2.4.5 Cambrian lattices
The Tamari order is a poset of bracketings of a word, ordered by a left-to-right associa-
tivity law. Formally, a bracketing of a word a1 . . . an may be defined recursively as either
the letter a1 if n = 1 or an ordered pair of two bracketings on a1 . . . ai and ai+1 . . . an
for some i < n. For example, (a(bc))d represents the pair of bracketings ((a(bc)), d).
Given bracketings A,B,C, we define a directed edge (AB)C → A(BC). This defines
an acyclic directed graph on the set of bracketings of a fixed word. The Tamari order
is the transitive closure of this relation; that is, X ≤ Y if there exists a sequence of
bracketings X = X0, . . . , Xt = Y such that Xi → Xi+1 for all i.
This partial order was originally defined by Dov Tamari in his thesis as part of
his work on sets with substitution rules. For example, the aforementioned directed
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associativity law may be viewed as a substitution rule. Tamari conjectured in his thesis
that this poset is a lattice and gave a proof in [95]. Further proofs of the lattice property
appear in [40], [50], and [51]. More recently, Geyer proved that the Tamari lattice is
congruence-uniform [41]. Other proofs of congruence-uniformity appear in [22] and [76].
Reading’s approach is to identify the Tamari order as a lattice quotient of the weak
order. As taking lattice quotients preserves the lattice properties of §2.4.4, one may
deduce that the Tamari order also has these properties.
The standard map from permutations of [n] to bracketings of the word a0 . . . an+1
realizing the Tamari order as a lattice quotient of the weak order may be defined recur-
sively as follows: Given a permutation σ1 · · ·σn, for each i ∈ [n], bracket the subword
aj · · · ak such that aj < σi < ak, {aj , ak} ∩ {σ1, . . . , σi} = ∅, and a ∈ {σ1, . . . , σi} if
aj < a < ak. We define a generalization of this map in §8.6.
Since the weak order is congruence-uniform, its set of lattice congruences is isomor-
phic to the lattice of order ideals of some poset on the join-irreducibles of the weak
order. Reading identified a collection of particularly interesting lattice congruences
called Cambrian congruences. The associated quotient lattices are called Cambrian lat-
tices. A Cambrian congruence Θ is a lattice congruence generated by the following
relations: for s, s′ ∈ S, if m = m(s, s′) ≥ 3 then either
• s1 ≡ s1 · · · sm−1 mod Θ, or
• s2m ≡ s2m · · · sm+2 mod Θ,
but not both, where si = s if i is odd and si = s
′ if i is even. These generating
relations may be encoded by an orientation of the Coxeter diagram, where s′ → s
means s1 ≡ s1 · · · sm−1 mod Θ where si = s if i is odd and si = s′ if i is even.
Let (W,S) be a finite Coxeter system, and fix an orientation of its Coxeter diagram.
From the classification, the Coxeter diagram of (W,S) is a forest, so any of its orien-
tations is acyclic. Given an orientation of the Coxeter diagram, we say a total order
s1, . . . , sr of the elements of S is compatible with the orientation if si → sj implies i < j.
The product s1 · · · sr in W is called a Coxeter element, usually denoted c. Although an
oriented Coxeter diagram does not uniquely specify a compatible order on S, it does
uniquely specify a Coxeter element. Conversely, if c is a Coxeter element, then any
reduced word for c induces an orientation of the Coxeter diagram.
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Let c = s1 · · · sr be a Coxeter element of W . An element w ∈ W is c-sortable (or
sortable) if there exists a reduced word q1 · · · ql for w (qi ∈ S) and words q(1), . . . ,q(m)
such that
• the concatenation q(1) · · ·q(m) equals q1 · · · ql,
• q(1) is a subword of s1 · · · sr, and
• q(i+1) is a subword of q(i) for all i.
A fundamental result is that an element w is c-sortable if and only if it is the
minimum element of its Θ-congruence class. Hence, any Cambrian lattice is isomorphic
(as a join-semilattice) to the restriction of the weak order to c-sortable elements. In
fact, one can show that the meet of any two c-sortable elements is c-sortable, so the
Cambrian lattice is a sublattice of the weak order.
As a lattice quotient of the weak order, a Cambrian lattice may be realized as a
poset of maximal cones of a complete fan coarsening the reflection arrangement [75].
We refer to this fan as a c-Cambrian fan. If c and c′ are distinct Coxeter elements of the
same Coxeter system (W,S), the c-Cambrian fan may be geometrically distinct from
the c′-Cambrian fan in the sense that they are linearly non-isomorphic. Remarkably, the
Cambrian fans for (W,S) are all combinatorially isomorphic, which means that they have
isomorphic face posets. Indeed, the c-Cambrian fan is combinatorially isomorphic to the
normal fan of a generalized associahedron, a polytope only depending on W . Moreover,
for any Coxeter element c there is a realization of the generalized associahedron whose
normal fan is a c-Cambrian fan. In particular, any two Cambrian lattices for the same
Coxeter system have the same number of elements, called the W -Catalan number.
Generalized associahedra are certain simple polytopes that depend on W . The
boundary complex of the polar dual is a flag, simplicial complex that can be defined in
a variety of ways. For example, in type A, this complex is isomorphic to the abstract
simplicial complex on the interior diagonals of a convex polygon, whose facets are tri-
angulations. By polar duality, a Cambrian lattice is some ordering of the facets of this
complex.
As a quotient lattice of the weak order, a Cambrian lattice is semidistributive,
crosscut-simplicial, congruence-uniform, and polygonal. These lattice properties yield
new insights on the combinatorics of generalized associahedra and related objects.
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2.5 Biclosed sets: first examples
One interpretation of the weak order on a Coxeter group was given in terms of biclosed
sets in §2.4.3. We give some fundamental examples of other collections of biclosed sets
in this section.
2.5.1 Closure operators
A closure operator on a set S is an operator X 7→ X on subsets of S such that for
X,Y ⊆ S,
X ⊆ X,
X = X, and
X ⊆ Y implies X ⊆ Y .
In addition, we assume ∅ = ∅. A subset X of S is closed if X = X. A set X
is co-closed (or open) if S − X is closed. We say X is biclosed (or clopen) if X and
S −X are both closed. We let Bic(S) be the poset of biclosed subsets of S ordered by
inclusion. By our assumption, S and ∅ are always biclosed.
The poset Bic(S) is not necessarily a lattice. However, in many situations, the join
of two biclosed sets is equal to the closure of their union. By adding some additional
hypotheses, one may conclude that Bic(S) is semidistributive or congruence-normal; see
§3.1.3.
A collection B of subsets of S is ordered by single-step inclusion if for all X,Y ∈ B
such that X ( Y there exists y ∈ Y −X such that X ∪ {y} ∈ B. If ∅, S ∈ B and B is
ordered by single-step inclusion, then it is a graded poset with rank function X 7→ |X|
for X ∈ B; in particular, every maximal chain has length |S|. For example, the collection
of inversion sets of elements of a Coxeter group is ordered by single-step inclusion.
We may also use the phrase “ordered by single-step inclusion” to define an ordering
on a family of sets. For example, let S = {1, 2, 3} and let B = {∅, 1, 3, 12, 123}. Under
(full) inclusion order, 3 < 123, but 3 and 123 are incomparable under single-step inclu-
sion order since there is no 2-element set between them. Single-step inclusion order is
often more natural for posets defined by “local moves”.
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P O(P ) BicO(P ) OConv(P ) BicOConv(P )
Figure 2.4: The closed and biclosed subsets of P with respect to the ideal closure and order-convex closure.
2.5.2 Closure operators on posets
Fix a finite poset P . Two natural closure operators on P are the ideal closure and order-
convex closure, defined below. An example on a 4-element poset is given in Figure 2.4.
Given a subset X of P , the ideal closure of X is the set
J (X) = {y ∈ P : ∃x ∈ X, y ≤ x}.
Then a subset of P is closed (co-closed) exactly when it is an order ideal (filter). Thus,
the closed subsets of P forms a distributive lattice. Conversely, any finite distributive
lattice arises in this manner. A subset of P is biclosed if it is a union of connected com-
ponents of P . Hence, BicJ (P ) is a Boolean lattice on the set of connected components
of P . The set BicJ (P ) is ordered by single-step inclusion only if P is an antichain poset.
Given a subset X of P , the order-convex closure of X is the set
OConv(X) = {z ∈ P : ∃x, y ∈ X, x ≤ z ≤ y}.
Closed subsets of P are said to be order-convex. Order-convex subsets are used to define
the doubling operation on posets; see §2.2. If P has a bottom or a top element, then
a subset is biclosed if and only if it is either an ideal or an order filter. Using this
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correspondence, the poset BicOConv(P ) is ordered by single-step inclusion.
Some interesting closure operators arise as an intersection of several order-convex
closures. The intersection is defined in general as follows. Let A,B be subsets of a set
S with closure operators clA, clB on A and B. Extend clA and clB to S so that for
X ⊆ S, clA(X) = X ∪ clA(A ∩ X) and clB(X) = X ∪ clB(B ∩ X). These operators
induce a closure operator on S, where clS(X) =
⋃∞
m=1(clA ◦ clB)m(X). Alternatively,
clS(X) may be defined as the smallest subset of S containing X that is closed in both A
and B. In general, if B is a family of subsets of S, each with their own closure operator,
we define a closure on S where X is closed if X ∩B is closed for all B ∈ B.
2.5.3 Closure operators on real vector configurations
Fix a finite set E of vectors in Rn. We assume the configuration E is acyclic, which
means that there is no positive linear dependence relation among the vectors in E.
Most of the closure operators we consider come from the following two examples. These
closures are defined for root systems in §2.4.
For X ⊆ E, the convex closure X is the set of v ∈ E that can be written as a
nonnegative linear combination of vectors in X. This is an example of an anti-exchange
closure, and its poset of closed sets is a meet-distributive lattice; see e.g. [33]. Recall
that a lattice is meet-distributive if every co-atomic interval is Boolean. Such lattices
are necessarily join-semidistributive.
A set is biclosed if it is convex and its complement is convex. In this context, such
sets are usually called biconvex. The collection of biconvex sets need not be a lattice.
For example, if E = {(0, 0, 1), (1, 0, 1), (−1, 0, 1), (0, 1, 1), (0,−1, 1)} then E − {(0, 1, 1)}
and E−{(0,−1, 1)} are minimal biconvex sets containing the biconvex sets {(−1, 0, 1)}
and {(1, 0, 1)}. Hence, the join of {(−1, 0, 1)} and {(1, 0, 1)} does not exist.
A subset X of E is 2-closed (or rank-2-convex closed) if X∩Y is convex in E∩Y for
any 2-dimensional linear subspace Y of Rn. In other words, if x, y ∈ X and λx+µy ∈ E
for some λ, µ ∈ R≥0, then λx+ µy ∈ X.
If E has no linear dependencies with three or fewer vectors, then every subset of E
is biclosed. Hence, Bic(E) is a Boolean lattice on E if E is a generic configurations of
vectors in Rn, n ≥ 3. On the other hand, the same configuration E of five vectors from
the previous example also gives an example where Bic(E) is not a lattice.
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We note that neither of these closure operators are necessarily ordered by single-
step inclusion. However, for some highly structured vector configurations, biclosed and
biconvex sets are equivalent to separation sets of the associated hyperplane arrangement.
Chapter 3
Initial results
3.1 Lattice Methods
In this section, we introduce some techniques for proving that certain posets are lattices,
possibly with some additional lattice properties. In §3.1.1, examine some “local” tests
for the lattice property. Some basic facts about lattice congruences of finite lattices
are covered in §3.1.2. We cite Reading for these results, though most of it is proba-
bly folklore. In §3.1.3, we develop some criteria for a poset of biclosed sets to be a
congruence-uniform lattice.
3.1.1 BEZ-type lemmas
Given a poset P , the statement “P is a join-semilattice” is a global statement about P
in two senses:
1. The join x∨ y exists only if the set of all elements greater than both x and y has
a smallest element.
2. P is a join-semilattice if x ∨ y exists for any two elements x, y ∈ P .
Bjo¨rner, Edelman, and Ziegler discovered a way to replace the second statement by
a local condition, as in the following lemma. This lemma is frequently used to prove
that a poset is a lattice, see e.g. [14], [47], [54], [65].
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Lemma 3.1.1 ([14] Lemma 2.1) Let P be a finite poset with 0ˆ and 1ˆ. If x∨ y exists
for x, y, z ∈ P such that x and y both cover z, then P is a lattice.
Proof: For x ∈ L, define depth(x) to be the length of the longest chain from x to
1ˆ. We proceed by induction on depth.
The only element of depth 0 is 1ˆ. The interval [1ˆ, 1ˆ] is a one-element lattice.
Fix d ∈ N. Assume that for z ∈ P such that depth(z) < d, if a, b ∈ [z, 1ˆ], then a ∨ b
exists in P .
Now assume that z ∈ P such that depth(z) = d. Let a, b ∈ [z, 1ˆ]. If w ∈ P with
w > z such that a, b ∈ [w, 1ˆ], then a ∨ b exists by the inductive hypothesis. Hence we
may assume that z is maximal with the property that z ≤ a and z ≤ b. If z = a or
z = b, then a ∨ b = max{a, b}. Suppose a and b are incomparable. Since z < a and
z < b, we may choose x, y ∈ P for which z l x ≤ a and z l y ≤ b. By assumption, the
join x∨ y exists. Since depth(x) < d and depth(y) < d, the joins a∨ (x∨ y) = a∨ y and
b ∨ (x ∨ y) = b ∨ x both exist. Since depth(x ∨ y) < d, the join (a ∨ y) ∨ (b ∨ x) = a ∨ b
exists.
Since P is a finite bounded join-semilattice, it is a lattice.
In [79], Nathan Reading collected a variety of similar results, which he calls BEZ-type
lemmas. For our purposes, we only require the following lemmas, discovered indepen-
dently by the author.
Lemma 3.1.2 Let f : L→ L′ be an order-preserving map between finite lattices L and
L′.
1. Suppose f(x ∨ y) = f(x) ∨ f(y) for x, y, z ∈ L such that x and y both cover z.
Then f(a ∨ b) = f(a) ∨ f(b) for all a, b ∈ L.
2. Suppose f(x) = f(y) implies f(x ∨ y) = f(x) for x, y, z ∈ L such that x and y
both cover z. If f preserves meets, then f(a) = f(b) implies f(a ∨ b) = f(a) for
all a, b ∈ L.
Proof: We prove both statements by induction on depth (see proof of Lemma 3.1.1).
(1): Let a, b ∈ L. Assume f(a′ ∨ b′) = f(a′)∨ f(b′) whenever a∧ b < a′ ∧ b′. If a ≤ b
then f(a ∨ b) = f(b) = f(a) ∨ f(b) since f is order-preserving.
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Assume a and b are incomparable, and let x and y cover a ∧ b such that x ≤ a and
y ≤ b. Then x 6= y and f(x ∨ y) = f(x) ∨ f(y) by assumption. Since x ≤ a ∧ (x ∨ y)
holds, we have f(a) ∨ f(x ∨ y) = f(a ∨ x ∨ y) = f(a ∨ y) by induction. Similarly,
f(b)∨ f(x∨ y) = f(b∨x∨ y) = f(b∨x) holds. Since x∨ y ≤ (a∨ y)∧ (b∨x), we deduce
f(a ∨ b) = f(a ∨ y ∨ b ∨ x) = f(a ∨ y) ∨ f(b ∨ x) = f(a) ∨ f(x ∨ y) ∨ f(b)
= f(a) ∨ f(b) ∨ f(x) ∨ f(y)
= f(a) ∨ f(b).
(2): Assume f preserves meets. Let a, b ∈ L such that f(a) = f(b), and set w = f(a).
If a ≤ b, then f(a ∨ b) = f(b) = f(a) holds.
Assume a and b are incomparable, and let x and y cover a ∧ b such that x ≤ a
and y ≤ b. Since f(a) = f(b) = w and f preserves meets, we have f(a ∧ b) = w. As
f is order-preserving, this implies f(x) = w = f(y). In particular, f(x ∨ y) = w by
assumption. As before, we deduce that f(a∨ (x∨ y)) = w and f(b∨ (x∨ y)) = w by the
induction hypothesis. Applying the induction hypothesis again, we deduce f(a∨b) = w.
3.1.2 Lattice congruences
The following characterization of lattice congruences is well-known.
Proposition 3.1.3 Let Θ be an equivalence relation on a finite lattice L. If
1. the equivalence classes of Θ are all closed intervals of L, and
2. the maps x 7→ min[x] and x 7→ max[x] taking an element of L to the smallest
(respectively, largest) element of its equivalence class are both order-preserving,
then Θ is a lattice congruence. Conversely, every lattice congruence satisfies (1) and
(2).
Proof: First assume Θ is a lattice congruence. Let x ∈ L be given. Since L is finite,
the equivalence class [x] is a finite set, so
∧
[x] and
∨
[x] exist and are equivalent to x.
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Figure 3.1: A lattice congruence on Ch(A, c0) of Figure 4.1.
In particular, the class [x] is a subset of the interval [
∧
[x],
∨
[x]]. If y ∈ [∧[x],∨[x]] then
y = y ∧
∨
[x] ≡ y ∧
∧
[x] =
∧
[x] ≡ x mod Θ,
so y ∈ [x].
We next show x 7→ min[x] is order-preserving. Let x, y ∈ L such that x ≤ y.
Then x = x ∧ y ≡ x ∧ min[y] mod Θ holds, so min[x] ≤ x ∧ min[y], which implies
min[x] ≤ min[y]. A similar argument shows that x 7→ max[x] is order-preserving.
Now assume (1) and (2). Let x, y, z ∈ L such that x ≡ y mod Θ. By (1), we
deduce (x ∧ y) ≡ x mod Θ, so min[x] ≤ x ∧ y. By (2), min[x ∧ z] ≤ min[x] holds,
so min[x ∧ z] ≤ y. Consequently, min[x ∧ z] ≤ x ∧ y ∧ z ≤ x ∧ z. By (1), we deduce
(x ∧ y ∧ z) ≡ (x ∧ z) mod Θ. By a parallel argument, (x ∧ y ∧ z) ≡ (y ∧ z) mod Θ.
Therefore, Θ preserves meets. By a dual argument, Θ also preserves joins. Hence, it is
a lattice congruence.
In practice, it may be simpler to specify a lattice congruence by a pair of maps as
in the following lemma.
Lemma 3.1.4 Let L be a finite lattice, and let pi↓, pi↑ be idempotent, order-preserving
maps on L such that for all x ∈ L,
1. pi↓(x) ≤ x ≤ pi↑(x),
2. pi↓(pi↑(x)) = pi↓(x), and
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3. pi↑(pi↓(x)) = pi↑(x).
Then the relation x ≡ y mod Θ if pi↓(x) = pi↓(y) is a lattice congruence with equivalence
classes [pi↓(x), pi↑(x)] for x ∈ L.
Proof: It is clear that the relation x ≡ y mod Θ is an equivalence relation. We
show that the equivalence classes are intervals.
Let x ∈ L, and suppose pi↓(y) = pi↓(x). Then
y ≤ pi↑(y) = pi↑(pi↓(y)) = pi↑(pi↓(x)) = pi↑(x).
Hence, y ∈ [pi↓(x), pi↑(x)]. Conversely, if y ∈ [pi↓(x), pi↑(x)], then
pi↓(x) = pi↓(pi↓(x)) ≤ pi↓(y) ≤ pi↓(pi↑(x)) = pi↓(x),
so they are all equal.
The maps x 7→ min[x]Θ and x 7→ max[x]Θ are equal to pi↓ and pi↑, which are
order-preserving by hypothesis. By Proposition 3.1.3, we deduce that this is a lattice
congruence.
Lattice congruences naturally descend to quotients, as in the following lemma.
Lemma 3.1.5 (Reading [75] Lemma 2.1) Let Θ be a lattice congruence of L and
[x, y] an interval of L. The restriction of Θ to [x, y] is a lattice congruence of [x, y].
Moreover, the interval [[x], [y]] of L/Θ is isomorphic to [x, y]/Θ.
Proof: Since [x, y] is a sublattice of L, the restriction of Θ is a lattice congruence
on [x, y].
If a ∈ [x, y], then [a] ∈ [[x], [y]] is immediate. Now let a ∈ L such that [x] ≤ [a] ≤ [y].
Since x ≤ max[a], [a] = [x ∨max[a]] = [x ∨min[a]] holds. But as y ≥ min[a], we have
y ≥ x ∨min[a]. Hence, x ∨min[a] ∈ [x, y] and [x ∨min[a]] = [a].
Consequently, [x, y]/Θ and [[x], [y]]L/Θ are equal as sets. To see that they have the
same order structure, we observe that the above construction x ∨min[a] of an element
of [x, y] equivalent to a is order-preserving.
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Covering relations behave nicely under lattice quotients. We take advantage of this
result in our work on Crosscut-simplicial lattices and the Grid-Tamari orders.
Lemma 3.1.6 (Reading [75] Proposition 2.2) The atoms of L/Θ are in bijection
with the set of elements covering pi↑(0ˆ) via the map a 7→ [a].
Proof: Let x = pi↑(0ˆ). We verify that the above map a 7→ [a] is a well-defined,
bijective map from covers of x to covers of [x].
Let a ∈ L be a cover of x. If [b] < [a], then [b∨x] = [b], which implies pi↓(b)∨x < a.
Since a covers x, this forces [b] = [0ˆ].
Assume a, b cover x such that [a] = [b]. Since [a ∧ b] = [a], [a] 6= [x], we have
x < a ∧ b ≤ a. But a covers x, so a ≤ b. Similarly, b ≤ a.
Assume [a] covers [x] and let a′ be the smallest element in the class [a] larger than
x. If x < b < a′ for some b ∈ L, then [x] < [b] < [a], an impossibility. Hence, a′ covers
x.
3.1.3 Lattice properties of biclosed sets
For fixed z ∈ L, the map x 7→ x ∧ z is an order-preserving map L → L that pre-
serves meets. Thus, Lemma 3.1.2(2) determines a local test for meet-semidistributivity.
Applying this lemma to posets of biclosed sets, we get the following test for semidis-
tributivity.
Theorem 3.1.7 Let S be a set with a closure operator. If
1. Bic(S) is ordered by single-step inclusion, and
2. W ∪ (X ∪ Y )−W is biclosed for W,X, Y ∈ Bic(S) with W ⊆ X ∩ Y ,
then Bic(S) is a semidistributive lattice.
Proof: If W,X, Y ∈ Bic(S) with W ⊆ X ∩ Y , then
X ∪ Y ⊆W ∪ (X ∪ Y )−W ⊆ X ∪ Y ,
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so X ∨ Y and W ∪ (X ∪ Y )−W are equal if the latter is biclosed. Taking W = ∅,
condition (2) implies Bic(S) is a lattice.
Since Bic(S) is a self-dual poset, semidistributivity follows from meet-semidistributivity.
By the above discussion, it suffices to show for W,X, Y, Z ∈ Bic(S) if X and Y both
cover W and X ∧ Z = Y ∧ Z, then (X ∨ Y ) ∧ Z = X ∧ Z.
By (1), there exists s, t ∈ S such that X = W ∪ {s} and Y = W ∪ {t}. By (2),
X∨Y = W ∪{s, t}. If W ∧Z < (X∨Y )∧Z, then there exists u ∈ (X∨Y )∧Z such that
(W ∧ Z) ∪ {u} is biclosed. Then u is an element of (X ∨ Y ) −W , so u ∈ {s, t}. Since
W ∧Z = X ∧Z = Y ∧Z, the elements s, t are not in W ∧Z and u 6= s, u 6= t. However,
this implies {s, t} is contained in the complement of (W ∧ Z) ∪ {u}, contradicting the
assumption that this set is biclosed. Hence, W ∧ Z = (X ∨ Y ) ∧ Z holds.
Example 3.1.8 The weak order on permutations may be identified with a collection of
“biclosed” subsets of
(
[n]
2
)
, ordered by inclusion. A subset X of
(
[n]
2
)
is closed if {i, k} is
in X whenever {i, j} and {j, k} are in X for some j with i < j < k. Then X is biclosed
if both X and
(
[n]
2
) −X are closed. The map taking a permutation to its inversion set
is an isomorphism between the weak order and the poset of biclosed subsets of
(
[n]
2
)
.
More generally, the weak order on any finite Coxeter group may be identified with
a poset of biclosed sets of positive roots ordered by inclusion. That these posets are
ordered by single-step inclusion is well-known. Dyer proved that W ∪ (X ∪ Y )−W is
a biclosed set whenever W,X, Y are biclosed and W ⊆ X ∩ Y [30]. He also proved this
holds for infinite root systems if X ∪ Y is finite. By Theorem 3.1.7 we may deduce that
the weak order for finite Coxeter groups is a semidistributive lattice. Other proofs of
semidistributivity appear in [59] and [74].
Theorem 3.1.9 Let (S,≺) be a poset with a closure operator. Assume that
1. Bic(S) is ordered by single-step inclusion,
2. W ∪ (X ∪ Y )−W is biclosed for W,X, Y ∈ Bic(S) with W ⊆ X ∩ Y , and
3. if x, y, z ∈ S with z ∈ {x, y} − {x, y} then x ≺ z and y ≺ z.
Then Bic(S) is a congruence-uniform lattice.
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Proof: By Theorem 3.1.7, we know that Bic(S) is a semidistributive lattice. To
prove congruence-normality, we verify that Bic(S) admits a CN-labeling. Since Bic(S)
is self-dual, the dual conditions will follow from (CN1)-(CN3).
By (1), we may label a covering relation X l Y by the unique element in Y − X.
These labels are partially ordered by ≺. The property (CN3) is immediate from this
definition.
Let W,X, Y ∈ Bic(S) such that X,Y both cover W . Let s, t ∈ S where X = W ∪{s}
and Y = W ∪ {t}. By (2), X ∨ Y = W ∪ {s, t} holds, so all of the labels in [W,X ∨ Y ]
lie in {s, t}. If C1 is a maximal chain in [X,X ∨ Y ], then the set X ′ ∈ C1 covered by
X ∨ Y must be of the form (X ∨ Y )− {t} as otherwise it would not be biclosed. Hence
(CN1) is satisfied. Using the relation (3), (CN2) is also satisfied.
Example 3.1.10 For the closure operator on
(
[n]
2
)
in Example 3.1.8, we define {i, j} 
{k, l} if k ≤ i < j ≤ l holds. By the discussion in Example 3.1.8, this closure oper-
ator satisfies the conditions of Theorem 3.1.9, so the weak order on permutations is a
congruence-uniform lattice. This holds more generally for the weak order of any finite
Coxeter group ([21, Theorem 6] or [74, Theorem 27]).
Theorem 3.1.11 Let S be a set with a closure operator. Assume that
1. Bic(S) is ordered by single-step inclusion,
2. W ∪ (X ∪ Y )−W is biclosed for W,X, Y ∈ Bic(S) with W ⊆ X ∩ Y , and
3. for x, y ∈ S, the restriction of the closure operator to {x, y} is isomorphic to an
order-convex closure on a chain.
Then Bic(S) is a polygonal lattice.
Proof: From (2), we know that Bic(S) is a lattice. It remains to show polygonality.
Let X,Y,W ∈ L such that X and Y both cover W . By (1), there exists X−W = {x}
and Y −W = {y} for some x, y ∈ S. By (2), the join X ∨ Y is equal to W ∪ {x, y}.
Since W is co-closed, W and {x, y} are disjoint.
By (3), there is a total order ≺ on {x, y} such that the closed subsets of {x, y} are
the order-convex subsets of ≺. If Z ⊆ {x, y} such that W ∪ Z is biclosed, then Z is
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biclosed in {x, y}. In particular, since X and Y are biclosed, we may assume without
loss of generality that x and y are the bottom and top elements of ≺, respectively. As
there is a unique maximal chain of order ideals from {x} to {x, y} with respect to ≺,
there is a unique maximal chain in [X,X ∨ Y ]. Since Bic(S) is ordered by single-step
inclusion, W ∪ I is biclosed for any order ideal I of ({x, y},≺). By a similar argument,
there is a unique maximal chain in [Y,X ∨ Y ] consisting of sets W ∪ F where F is an
order filter of ({x, y},≺).
As Bic(S) is a self-dual lattice, we are done.
3.2 Hyperplane Arrangement Methods
We give some basic results on chambers and galleries of real hyperplane arrangements in
§3.2.1 and §3.2.2. We use these results in later sections to study collections of biclosed
sets in hyperplane arrangements.
Biclosed, biconvex, and separable sets are often defined for vector configurations
rather than for hyperplane arrangements. In §3.2.3, we give a dictionary that translates
between these two settings.
3.2.1 Chambers
Proposition 3.2.1 (see [32]) Let A be an arrangement with a fundamental chamber
c0.
1. If X ∈ L(A), x ∈ L(A) with x−1(0) = AX , then the set of chambers incident to
x forms an interval [x ◦ c0, x ◦ (−c0)] of Ch(A, c0) isomorphic to Ch(AX , (c0)X).
2. Ch(A, c0) is a bounded, graded poset with rank function c 7→ |S(c)|.
3. For c, c′ ∈ Ch(A), if W(c) ⊆ S(c, c′) then c′ = −c.
4. For c ∈ Ch(A), X ∈ L(A), if c is incident to X, then there exists a chamber c′
such that S(c, c′) = AX .
49
Proof: (1) Since S(x ◦ c0, x ◦ (−c0)) = AX and S(x ◦ c0) ∩ AX = ∅, the set of
chambers incident to x forms an interval of Ch(A, c0) with bottom element x ◦ c0 and
top element x ◦ (−c0).
The restriction map [x ◦ c0, x ◦ (−c0)] → Ch(AX , (c0)X) is injective since chambers
incident to x may only differ by hyperplanes in AX . Given a chamber c of AX , there
exists a chamber cˆ of A with cˆ(H) = c(H) for H ∈ AX . Since x◦ cˆ is a chamber incident
to x, the restriction map is surjective.
(2) The chamber poset Ch(A, c0) has lower bound c0 and upper bound −c0. Let
c, c′ ∈ Ch(A, c0), c < c′ and assume |S(c, c′)| ≥ 2. We show that c′ does not cover c
by induction on the rank of A. If H ∈ S(c, c′), then by (L3) (see §2.3.1) there exists
x ∈ L(A) such that x(H) = 0 and x(H ′) = (c ◦ c′)(H) if H ∈ A − S(c, c′). Then
c ≤ x ◦ c0 < x ◦ (−c0) ≤ c′ holds. If x 6= 0 and x−1(0) 6= {H}, then c′ does not cover
c by part (1) and the induction hypothesis. If x−1(0) = {H}, then the assumption
|S(c, c′)| ≥ 2 implies c < x ◦ c0 or x ◦ (−c0) < c′. If x = 0 then c = c0, c′ = −c0 and
since the rank of A is at least 2, there exists a chamber d satisfying c < d < c′.
(3) By (L1), opposite chambers have the same set of walls. By part (2) there exists
a chain c′ = c1 < · · · < ct = −c of Ch(A, c) such that |S(ci, ci+1)| = 1 for all i. If t > 1,
the hyperplane H separating ct−1 and ct is a wall of c but H does not separate c and c′.
(4) Let c be a chamber incident to an intersection subspace X. Let x ∈ L(A) such
that x−1(0) = X such that c = x ◦ c. Let c′ = x ◦ (−c). Then c′ is incident to x and c
and c′ are separated by the hyperplanes in AX .
Combining parts 1 and 3 of Proposition 3.2.1, we deduce the following corollary.
Corollary 3.2.2 Let A be an arrangement with fundamental chamber c0 and covector
x. Then the join ∨
{c ∈ Ch(A, c0)| c covers x ◦ c0}
exists and is equal to x ◦ (−c0).
This corollary with Lemma 3.1.1 implies the following.
Corollary 3.2.3 Let A be an arrangement with fundamental chamber c0. If c is inci-
dent to H ∩ H ′ for all chambers c and hyperplanes H,H ′ ∈ U(c), then Ch(A, c0) is a
lattice.
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An arrangement that satisfies the hypothesis of Corollary 3.2.3 is called bineighborly.
In Theorem 5.5.1, we prove that chamber posets are semidistributive lattices if and only
if they are bineighborly.
The chambers of an arrangement completely determine its oriented matroid struc-
ture. Mandel proved that a sign vector x ∈ {0,+,−}E is a covector of an oriented
matroid with tope set Ch if and only if x ◦ c is in Ch for all c ∈ Ch (see [15, Theorem
4.2.13]). We give a variation of this result.
Theorem 3.2.4 A chamber c ∈ Ch(A) is incident to X ∈ L(A) if and only if for
Y ∈ L(AX) there exists a chamber c′ such that S(c, c′) = AY whenever Y is incident to
cX .
Proof: Assume c is incident to X, and let x ∈ L(A) such that x−1(0) = AX , x ≤ c.
The chamber x ◦ (−c) satisfies S(c, x ◦ (−c)) = AX . Since the interval [c, x ◦ (−c)] is
isomorphic to Ch(AX , cX), any wall of cX is a wall of c.
Now assume for Y ∈ L(AX) there exists a chamber c′ such that S(c, c′) = AY
whenever cX is incident to Y . We prove that c is incident to X by induction on the
codimension of X. By the inductive hypothesis, c is incident to Y if Y ∈ L(AX) and
cX is incident to Y .
Let c′ be the chamber with S(c, c′) = AX and let H ∈ W(c′)∩AX . If H = X, then
we are done by property (L3) (see §2.3.1). Thus we assume that the codimension of X
is at least 2. Since H is a wall of c′X , it is a wall of cX . By the inductive hypothesis,
the chamber c is incident to H.
Let Y ∈ L((AH)X), Y 6= H. If Y 6= X, there exists a chamber d ∈ Ch(A) such
that S(c, d) = AY and d is incident to H. Hence, the chamber dH satisfies S(cH , dH) =
(AH)Y . If Y = X, then S(cH , (c′)H) = AX . By the inductive hypothesis cH is incident
to X. Hence, c is incident to X.
3.2.2 Galleries
For c, c′ ∈ T (A), the set of reduced galleries from c to c′ forms a graph Gal(c, c′) where
galleries r and r′ are adjacent if |L2(r, r′)| = 1. Alternatively, one may define adjacency
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of galleries by “flipping” about a codimension 2 face. The equivalence of these two
definitions is shown in the following proposition.
Proposition 3.2.5 If r is a reduced gallery from c to c′ and X a codimension 2 inter-
section subspace, then there exists a reduced gallery r′ such that L2(r, r′) = {X} if and
only if r is incident to X.
Proof: Assume r is incident to X. Let x ∈ L(A) with x−1(0) = AX such that x ◦ c
and x ◦ (−c) are chambers in r. By Proposition 3.2.1(1), the interval [x ◦ c, x ◦ (−c)] of
Ch(A, c) is isomorphic to Ch(AX , cX). Since AX is of rank 2, the interval [x◦c, x◦(−c)]
has two maximal chains.
Let r′ be the symmetric difference of r with the open interval (x◦c, x◦(−c)). Then r′
is a reduced gallery from c to c′ such that X ∈ L2(r, r′). Let Y ∈ L2(A), Y 6= X. Since
every hyperplane in S(x◦c, x◦(−c)) contains X, the localized arrangement AY contains
at most one hyperplane of S(x ◦ c, x ◦ (−c)). Hence, dY = (x ◦ c)Y or dY = x ◦ (−c)Y
for d ∈ [x ◦ c, x ◦ (−c)], so L2(r, r′) = {X}.
Now assume r′ is a reduced gallery from c to c′ such that L2(r, r′) = {X}. Let d be
the largest chamber common to r and r′ for which r≤d = r′≤d. Let H and H
′ be the
upper walls of d crossed by r and r′. Since r and r′ are separated by H∩H ′, both H and
H ′ contain X. Let x ∈ {0,+,−}A such that x(H ′′) = 0 if H ′′ ∈ AX and x(H ′′) = d(H ′′)
otherwise.
If x◦(−c) is not a chamber in r, then there exists a hyperplaneH ′′ ∈ A not containing
X such that r crosses H ′′ before H ′ but after H. Then r and r′ are separated by H ′∩H ′′,
an impossibility. Hence, x ◦ (−c) is a chamber. By Theorem 3.2.4, we conclude that x
is a covector of A and r is incident to x.
A fundamental fact about reduced galleries is that Gal(c, c′) is a connected graph for
any chambers c, c′. In §4.1, we prove that Gal(c, c′) is exhibits some higher connectivity
when A is bineighborly.
We say a permutation pi : H1, H2, . . . of A is admissible if for each codimension 2
subspace X, there exists a gallery of AX from (c0)X to −(c0)X crossing the hyperplanes
in the order defined by pi. If A is a reflection arrangement, an admissible permutation
is called a reflection order. If c0, c1, . . . is a gallery of A then H1, H2, . . . is an admissible
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c0
A
D
B C
A
B D
C
ABCD
ACBD BACD ABDC
CABD ACDB BADC
CADB BDAC
CDAB BDCA DBAC
CDBA DCAB DBCA
DCBA
Figure 3.2: (left) An arrangement of four planes in R3. (center) The poset of chambers. (right) The graph
of reduced galleries from c0 to −c0. The galleries BACD and CDBA are separated by four codimension 2
subspaces, but the shortest path between them in the gallery graph has length six.
permutation of A where S(ci−1, ci) = {Hi}. The following proposition gives a partial
converse.
Proposition 3.2.6 Let A be an arrangement with fundamental chamber c0 such that
every biclosed set is the separation set of some chamber. If pi : H1, H2, . . . ,HN is an
admissible permutation of A then there exists a gallery c0, c1, . . . , cN = −c0 such that
S(ci−1, ci) = {Hi} for all i.
Proof: For 0 ≤ j ≤ N , let Ij = {H1, . . . ,Hj}. Let X ∈ L2(A), and suppose
AX = {Hp1 , . . . ,Hpt}, p1 < · · · < pt.
Since pi is admissible, there exists a chamber c of AX such that S((c0)X , c) = {Hpk | pk ≤
i} = Ij ∩AX . Hence, Ij is biclosed, and there exists a chamber cj such that S(cj) = Ij .
The chain c0 < c1 < · · · < cN is a reduced gallery of A inducing pi.
For the generic arrangement of four planes in R3 shown in Figure 3.2, all 16 subsets
of hyperplanes are biclosed, but there are only 14 chambers. This example shows the
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necessity of the conditions in Proposition 3.2.6, as all 24 permutations of the hyperplanes
are admissible, but only 16 come from reduced galleries.
Admissible permutations are easier to flip than reduced galleries, as described in the
following lemma.
Lemma 3.2.7 Let H1, H2, . . . ,HN be an admissible permutation of A. Suppose the set
of hyperplanes containing some codimension 2 subspace X is a contiguous subsequence
Hi, Hi+1, . . . ,Hj. Then the permutation
H1, . . . ,Hi−1, Hj , . . . ,Hi, Hj+1, . . . ,HN
obtained by flipping the subsequence Hi, . . . ,Hj is an admissible permutation.
Proof: Let pi : H1, . . . ,HN be the original permutation and let pi
′ be the flip. If Y is
some codimension 2 subspace not contained in at least two hyperplanes in Hi, . . . ,Hj ,
then the restrictions of pi and pi′ to AX are the same. If Y does contain at least
two hyperplanes in the sequence, then it equals X. Since Hi, . . . ,Hj is an admissible
permutation of AX , so is the reverse Hj , . . . ,Hi.
Once again, the arrangement of Figure 3.2 gives an example of a gallery that cannot
be flipped as in Lemma 3.2.7. For instance, the gallery from c0 to −c0 crossing hyper-
planes B,D,C,A in that order is not incident to C ∩D, so it does not admit a flip to
B,C,D,A. However, the permutation B,C,D,A is an admissible permutation of A.
3.2.3 Biclosed, Biconvex, and Separable sets
Definition 3.2.8 Let A be an arrangement with fundamental chamber c0, and let I ⊆
A.
• I is a separable set if there exists a chamber c ∈ Ch(A) with I = S(c).
• I is convex if for H ∈ A − I there exists a chamber c with H ∈ S(c) and S(c) ⊆
A− I.
• I is 2-closed if for X ∈ L2(A) the set I ∩ AX is convex in AX with fundamental
chamber (c0)X .
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• The convex closure ( 2-closure) of I is the smallest convex (2-closed) set containing
I.
• I is biconvex ( biclosed) if I and A \ I are both convex (2-closed).
Since A− S(c) = S(−c) holds for c ∈ Ch(A), separable sets are biconvex. If A′ is a
subarrangement of A and I is convex in A, then I ∩A′ is convex in A′. We deduce the
following proposition.
Proposition 3.2.9 (see [57], Section 2.1) If I is a separable set, then I is biconvex.
If I is convex, then I is 2-closed. In particular, separable sets are biclosed.
If A is of rank 2, then separable, biconvex, and biclosed sets coincide. Unlike the
biconvex property, we prove that the biclosed property does not depend on the choice
of a fundamental chamber.
Lemma 3.2.10 Let A be a hyperplane arrangement with chambers c0, c ∈ Ch(A), and
let I ⊆ A. The set I is biclosed with respect to c0 if and only if I M S(c0, c) is biclosed
with respect to c.
Proof: Assume I is biclosed with respect to c0 and let X ∈ L2(A). Since I ∩ AX
is biclosed in AX with respect to (c0)X , there exists a chamber d ∈ Ch(AX) such that
S((c0)X , d) = I ∩ AX . We have
S(cX , d) = S((c0)X , d) M S((c0)X , cX) = (I M S(c0, c)) ∩ AX .
Hence, I M S(c0, c) is biclosed with respect to c.
Lemma 3.2.11 If c, d ∈ Ch(A, c0) such that c ≤ d, then S(c, d) is convex.
Proof: Since c ≤ d, the arrangement A has a partition into three disjoint subsets
S(c0, c), S(c, d), and S(d,−c0). Since S(c0, c) = S(c) and S(d,−c0) = S(−d), every
hyperplane in A− S(c, d) is either in S(c) or S(d).
Definition 3.2.8 has a polar dual analogue. Given an oriented hyperplane H in
a real vector space V , let vH ∈ V ∗ be the unit vector with v−1H (R>0) = H+. The
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association H 7→ vH defines a correspondence between (oriented) real central hyperplane
arrangements and configurations of unit vectors. Separable, convex, and 2-closed subsets
of an acyclic vector configuration are usually defined as in the following proposition.
Proposition 3.2.12 Let I be a subset of hyperplanes of an arrangement A with fun-
damental chamber c0. Assume c0(H) = + for all H ∈ A.
1. I is a separable set if and only if there does not exist a circuit v ∈ {0,+,−}A such
that v−1(+) ⊆ I and v−1(−) ⊆ A− I.
2. I is convex if and only if there does not exist a circuit v ∈ {0,+,−}A such that
v−1(+) ⊆ I, v−1(−) ⊆ A− I and |v−1(−)| = 1.
3. I is 2-closed if and only if there does not exist a circuit v ∈ {0,+,−}A such that
v−1(+) ⊆ I, v−1(−) ⊆ A− I, |v−1(−)| = 1, and |v−1(+)| = 2.
Proof: (1) For c ∈ {+,−}A, the intersection ⋂H∈AHc(H) is nonempty if and only
if
⋂
H∈A′ H
c(H) is nonempty for all subarrangements A′ of A. Hence, a sign vector c is a
chamber if and only if there does not exist a circuit v ∈ {0,+,−}A such that c|v−1({+,−})
equals v|v−1({+,−}).
(2) The set I is convex in A if and only if I is convex in I ∪ {H} for all H ∈ A− I.
For H ∈ A, I is convex in I ∪ {H} if and only if there exists a chamber c of I ∪ {H}
such that S(c0|I∪{H}, c) = {H}, which holds if and only if I is separable in I ∪ {H}.
The statement follows from part (1).
(3) The set I is 2-closed in A if and only if I ∩AX is convex in AX for X ∈ L2(A).
By part (2), this holds if and only if there does not exist a circuit v of AX such that
v−1(+) ⊆ I, v−1(−) ⊆ A − I, |v−1(−) = 1| for X ∈ L2(A). But a circuit of A has
three elements if and only if it is a circuit of AX for some X ∈ L2(A).
3.2.4 Set-valued metrics on graphs
Our notation for set-valued metrics follows [81, §3]. For this section, we fix a connected
graph G and a set T . A set-valued metric δ : G×G→ T is a function for which
(M1) δ(u, v) = δ(v, u),
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(M2) u is adjacent to v implies |δ(u, v)| = 1, and
(M3) δ(u, v) = δ(u,w) M δ(w, v),
for vertices u, v, w ∈ G. Here, X M Y is the symmetric difference (X \ Y ) ∪ (Y \X) for
sets X,Y . Observe that (M3) implies δ(u, u) = ∅ for all vertices u. We denote a graph
with set-valued metric by the triple (G,T, δ).
If u, v are vertices of G, a path from u to v is a sequence of vertices (u0, . . . , ul) such
that u0 = u, ul = v and ui−1 is adjacent to ui for all i. The length of a path (u0, . . . , ul)
is l. Given vertices u, v, a geodesic is a path from u to v of minimum length. Let
dG : G×G→ Z be the distance function; that is dG(u, v) is the length of any geodesic
from u to v. The diameter of G is the maximum value of dG(u, v) for vertices u, v.
The axioms for a set-valued metric resemble properties of dG: For vertices u, v, w of
G,
• dG(u, v) = dG(v, u),
• u is adjacent to v implies dG(u, v) = 1, and
• dG(u, v) ≤ dG(u,w) + dG(w, v).
The functions S : Ch(A) × Ch(A) → A and L2(·, ·) : Gal×Gal → L2(A) are
both examples of set-valued metrics. The separation function S(·, ·) has the additional
property that for c, c′ ∈ Ch(A) there exists a geodesic from c to c′ in the chamber graph
of length |S(c, c′)|. However, this property does not hold for L2; see Figure 3.2. In
general, we get the following inequality.
Lemma 3.2.13 ([81], Proposition 3.5) For u, v ∈ G, |δ(u, v)| ≤ dG(u, v).
Proof: Let l > 0 and assume the lemma holds if dG(u, v) < l. Let u, v ∈ G such
that dG(u, v) = l and let (u0, . . . , ul) be a geodesic from u to v. Then (u0, . . . , ul−1)
is a geodesic from u to ul−1, so |δ(u, ul−1)| ≤ dG(u, ul−1). Since δ(u, v) = δ(u, ul−1) M
δ(ul−1, v) and |δ(ul−1, v)| = 1, we deduce |δ(u, v)| ≤ dG(u, ul−1) + 1 = dG(u, v). The
result follows by induction.
A vertex u is δ-accessible (or simply accessible) if there exists a geodesic between
u and v of length |δ(u, v)| for all vertices v ∈ G. An equivariant involution is an
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involution v 7→ −v on G for which δ(v,−v) = T . If G has an equivariant involution,
then its diameter is at least |T | by Lemma 3.2.13. If v 7→ −v is an equivariant involution,
then property (M3) implies δ(u, v) = T − δ(u,−v) = δ(−u,−v) for all u, v ∈ G. Hence,
dG(u, v) = dG(−u,−v) for all vertices u, v. In particular, if u is accessible, then so is
−u.
Proposition 3.2.14 ([81], Proposition 3.12) Let G be a graph with a set-valued
metric δ : G × G → T such that (G, δ) admits an equivariant involution. If G con-
tains an accessible vertex, then the diameter of G is equal to |T |.
Proof: We must show dG(v, w) ≤ |T | for all v, w ∈ G.
Let u, v, w be vertices of G, and assume u is an accessible vertex. If |δ(u, v)| +
|δ(u,w)| ≤ |T |, then by accessibility, there exists a path from v to w passing through u
of length less than |T |. Hence, dG(v, w) ≤ |T | in this case. If |δ(u, v)|+ |δ(u,w)| > |T |,
then
|δ(−u, v)|+ |δ(−u,w)| = 2|T | − |δ(u, v)| − |δ(u,w)| ≤ |T |.
By accessibility of −u, we again deduce dG(v, w) ≤ |T |.
3.3 Poset Topology Methods
In [12, §10], Bjo¨rner recorded a handful of results used to compute the homotopy type
of posets. In this section, we show how to derive these results from one simple lemma:
Lemma 3.3.1 ([99] Proposition 6.1) For x ∈ P , if P<x or P>x is contractible, then
P is homotopy equivalent to P − x.
3.3.1 Proof of Lemma 3.3.1
If the link or deletion of a vertex in a simplicial complex ∆ is contractible, then ∆ is
homotopy equivalent to a smaller complex as in the following lemma. This lemma is a
consequence of the Carrier Lemma (see [12] Lemma 10.1 for the Carrier Lemma).
Lemma 3.3.2 Let ∆ be a simplicial complex containing a vertex v.
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1. If lk∆(v) is contractible, then ∆ is homotopy equivalent to dl∆(v).
2. If dl∆(v) is contractible, then ∆ is homotopy equivalent to the suspension of lk∆(v).
Proof: (1) Assume lk∆(v) is contractible. There are contractible carriers C1 : ∆→
∆, C12 : ∆→ dl∆(v) where
C1(F ) =
F if v /∈ Fst∆(v) if v ∈ F (F ∈ ∆),
C12(F ) =
F if v /∈ Flk∆(v) if v ∈ F (F ∈ ∆).
Let f : ‖ dl∆(v)‖ ↪→ ‖∆‖ be the inclusion, and let g : ‖∆‖ → ‖ dl∆(v)‖ be a continuous
function carried by C12. Since g◦f and iddl∆(v) are both carried by the identity on dl∆(v),
they are homotopic. Similarly, f ◦g and id∆ are homotopic since both are carried by C1.
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(2) Assume dl∆(v) is contractible. Let {v′, v′′} be a discrete set disjoint from ∆ and
let ∆′ = {v′, v′′} ∗ lk∆(v). Define contractible carriers C1, C2, C12, C21 where
C1 :∆→ ‖∆‖
F 7→

F if F ∈ lk∆(v)
st∆(v) if v ∈ F
dl∆(v) if F ∈ dl∆(v)− lk∆(v)
(F ∈ ∆)
C2 :∆
′ → ‖∆′‖
F 7→

F if F ∈ lk∆(v)
st∆′(v
′) if v′ ∈ F
st∆′(v
′′) if v′′ ∈ F
(F ∈ ∆′)
C12 :∆→ ‖∆′‖
F 7→

F if F ∈ lk∆(v)
st∆′(v
′) if v ∈ F
st∆′(v
′′) if F ∈ dl∆(v)− lk∆(v)
(F ∈ ∆)
C21 :∆
′ → ‖∆‖
F 7→

F if F ∈ lk∆(v)
st∆(v) if v
′ ∈ F
dl∆(v) if v
′′ ∈ F
(F ∈ ∆′)
Let f : ‖∆‖ → ‖∆′‖ and g : ‖∆′‖ → ‖∆‖ be carried by C12 and C21, respectively. Then
g ◦ f and id∆ are both carried by C1, and f ◦ g and id∆′ are carried by C2.
Lemma 3.3.1 is an immediate consequence of Lemma 3.3.2(1).
3.3.2 Quillen’s Fiber Lemma
Quillen’s Fiber Lemma is a powerful tool in poset topology. Although this is not the
most general form of Quillen’s lemma, it follows easily from Lemma 3.3.1.
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Lemma 3.3.3 Let f : P → Q be an order-preserving map of posets. If f−1(Q≥x) is
contractible for all x ∈ Q, then f induces a homotopy equivalence P ' Q.
Proof: Suppose all of the fibers f−1(Q≥x) are contractible. Let q1, . . . , qN be a
linear extension of Q. We define an ordering on the disjoint union P unionsqQ extending the
orders on P and Q such that if x ∈ P and y ∈ Q then y ≤ x if y ≤ f(x). For each i, we
have
(P ∪ {q1, . . . , qi−1, qi})>qi = {x ∈ P : qi ≤ f(x)} = f−1(Q≥qi),
where the last equality holds since f is order-preserving. Since the fibers are contractible,
we deduce that P ∪ {q1, . . . , qi} ' P ∪ {q1, . . . , qi−1} for all i by Lemma 3.3.1. Hence,
P ' P unionsqQ.
Now let p1, . . . , pM be a linear extension of P . For each i, we have
((P unionsqQ)− {p1, . . . , pi−1})<pi = {y ∈ Q : y ≤ f(pi)}.
The latter subposet is contractible since it contains a cone point f(pi). Then (P unionsq
Q) − {p1, . . . , pi−1} is homotopy equivalent to (P unionsq Q) − {p1, . . . , pi} for all i. Hence,
P unionsqQ ' Q.
For our purposes, a natural application of the Fiber Lemma is to lattice quotient
maps. This result is immediate from the fiber description of lattice quotients in Propo-
sition 3.1.3.
Lemma 3.3.4 Let P,Q be lattice, and let f be a lattice quotient map f : P → Q. If
f−1(0ˆQ) = {0ˆP } and f−1(1ˆQ) = {1ˆP } then f induces a homotopy equivalence P ' Q.
3.3.3 Rambau’s Suspension Lemma
Rambau introduced the Suspension Lemma in [72] to compute the homotopy type of
the Higher Bruhat order HB(n, d). The lemma was also used to compute the homotopy
type of (both kinds of) Higher Stasheff-Tamari orders [34]. In §7, we apply this result to
gallery posets. Figure 3.3 shows an application of the Suspension Lemma to the weak
order on S4.
Lemma 3.3.5 For any bounded poset P , P × 2 ' susp(P ).
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f
Figure 3.3: The suspension lemma applies to this map f˜ : S4 → (S3 × 2).
Proof: Let Q = P unionsq {a, b} where x ≤ y whenever x ∈ P , y ∈ {a, b}, and a and
b are incomparable. It is clear that susp ∆(P ) is isomorphic to ∆(Q) are simplicial
complexes.
Let f : P × 2→ Q be the order-preserving map where
f(p, ) =

p if p 6= 1ˆP ,  = 0
a if p = 1ˆP ,  = 0
b if  = 1
.
Let q ∈ Q. Then
f−1(Q≥q) =

P × 2≥(q,0) if q 6= a, q 6= b
{(1ˆP , 0)} if q = a
P × 2≥(0ˆP ,1) if q = b
.
Each fiber has a cone point, so they are all contractible. Hence, f induces a homotopy
equivalence by Lemma 3.3.3.
Lemma 3.3.6 (Rambau [72]) Let P,Q be bounded posets with 0ˆQ 6= 1ˆQ and distin-
guished order ideal J ⊆ P . Let f : P → Q be a surjective order-preserving map with
order-preserving sections i, j : Q→ P . Assume that
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1. i(Q) ⊆ J and j(Q) ⊆ P \ J
2. (∀p ∈ P ) (i ◦ f)(p) ≤ p ≤ (j ◦ f)(p)
3. f−1(0ˆQ) ∩ J = {0ˆP } and f−1(1ˆQ) ∩ (P \ J) = {1ˆP }
Then P is homotopy equivalent to the suspension of Q.
Proof: We prove P ' Q× 2. Let p1, . . . , pt be a linear extension of J − i(Q).
Let P0 = P and Pk = Pk−1 − {pk} for k > 0. For k > 0, (Pk−1)<pk is a subset
of i(Q) since J is an order ideal of P . Since pk ∈ J , (i ◦ f)(pk) 6= 0ˆP by (3). By
(2), (i ◦ f)(pk) ∈ (Pk−1)<pk . If p ∈ (Pk−1)<pk , then p ∈ i(Q), so p = (i ◦ f)(p) and
(i ◦ f)(p) ≤ (i ◦ f)(pk). Hence, (Pk−1)<pk has a maximum element so it is contractible.
This implies Pk−1 ' Pk, so P ' i(Q) ∪ P \ J .
By a dual argument, we may delete the elements of (P − J)− j(Q) without altering
homotopy type. Hence, P ' i(Q) ∪ j(Q) = Q× 2.
3.3.4 The Crosscut Theorem
A crosscut C of a poset P is a subset of pairwise incomparable elements satisfying the
following two conditions.
• For every chain x0 < · · · < xd of P , there exists an element of C comparable to
every xi.
• If B ⊆ C, then B has either at most one common minimal upper bound or one
common maximal lower bound.
If C is a crosscut of P , then the crosscut complex Γ(P,C) is the simplicial complex
on C containing subsets B ⊆ C for which either ∨B or ∧B exists.
For x ∈ P and subset C ⊆ P , let C<x (C>x) be the intersection of C with P<x
(P>x).
Lemma 3.3.7 If C is a crosscut of P and x ∈ P such that c < x for some c ∈ C, then
C<x is a crosscut of P<x.
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Proof: Let T be a chain of P<x. Since T ∪ {x} is a chain of P , there exists an
element c ∈ C such that T ∪ {x, c} is a chain of P . Then c < x since C is an antichain,
so T ∪ {c} is a chain of P<x and c ∈ C<x.
Proofs of the Crosscut Theorem typically involve the Ideal Relation Theorem or the
Nerve Theorem (see [12, Theorem 10.8] or [99, Theorem 7.1]. We prove it by performing
a sequence of local moves as in Lemma 3.3.1. Kozlov used a different set of local moves to
prove that the crosscut complex on the atoms of a lattice has the same simple homotopy
type as the proper part of the lattice [56, Theorem 5.2].
Theorem 3.3.8 (Crosscut Theorem) If C is a crosscut of P , then P is homotopy
equivalent to its crosscut complex Γ(P,C).
Proof: Let C be a crosscut of a poset P . The following list is the set of conditions
that may be assumed of P and C.
(i) C is the set of atoms of P .
(ii) For B ⊆ C, if ∧B exists then ∨B exists.
(iii) If B and B′ are distinct subsets of C such that
∨
B and
∨
B′ both exist, then∨
B 6= ∨B′.
(iv) Every element of P is equal to
∨
B or
∧
B for some B ⊆ C.
Assume (i),(ii),(iii), and (iv) all hold. Then P is the poset of faces of Γ(P,C), so
they are homeomorphic.
Assume (ii),(iii), and (iv) hold, but (i) is not true. Assume the Crosscut Theorem
holds for posets of size less than |P |. Let x be a minimal element of P such that
x < c for some c ∈ C. Then x = ∧C>x by (iv) so ∨C>x exists by (ii). Hence, the
crosscut complex Γ(P>x, C>x) is a simplex. By Proposition 3.3.1, the posets P and
P −x are homotopy equivalent. By (ii) the crosscut complexes Γ(P,C) and Γ(P −x,C)
are identical.
Assume (iii) and (iv) hold but (i) and (ii) do not. Assume the Crosscut Theorem
holds for crosscuts of size less than |C|. Let B be a minimal subset of C such that ∧B
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exists but
∨
B does not. Let P ′ be an ordering on the set P unionsq {x} agreeing with P
such that x >
∨
B′ for any proper subset B′ of B. Then x =
∨
B and x 6= ∨B′′ for
any B′′ ⊆ C distinct from B. Consequently, C is a crosscut of P ′ satisfying (iii) and
(iv), and Γ(P,C) is equal to Γ(P ′, C). If B = C, then both P and P ′ have a minimum
element
∧
C by (iv), so they are both contractible. Otherwise, C<x is a crosscut of P
′
<x
of size less than |C|. Since Γ(P ′<x, C<x) is a simplex, the posets P and P ′ are homotopy
equivalent by Proposition 3.3.1. By induction, we reduce to the case that (ii),(iii), and
(iv) hold.
Assume (iv) but not (iii). Let B ⊆ C be a minimal subset such that ∨B = ∨B′ for
some other subset B′ ⊆ C. Let P ′ be an ordering on the set P unionsq {x} agreeing with P
such that x <
∨
B′ and x >
∨
B′′ for any proper subset B′′ of B. This is well-defined
by the minimality of B. The crosscut C of P ′ still satisfies (iv). The crosscut complexes
Γ(P,C) and Γ(P ′, C) are identical. Since
∨
B′ is the minimum element of P ′>x, the
posets P and P ′ is homotopy equivalent by Proposition 3.3.1. By induction, we reduce
to the case that (iii) and (iv) hold.
Assume (iv) does not hold. Assume the Crosscut Theorem holds for any poset of
size less than |P |. Let x be an element of P not equal to ∨B or ∧B for any B ⊆ C.
Up to duality, we may assume there exists c ∈ C such that c ≤ x. Since ∨C<x < x
holds, the crosscut complex Γ(P<x, C<x) is a simplex, hence contractible. Thus P<x is
contractible by the inductive hypothesis. Again, the posets P and P − x are homotopy
equivalent and Γ(P,C) is isomorphic to Γ(P − x,C). Hence, we may reduce to the case
where (iv) holds.
Now assume every element of P is of the form
∨
B or
∧
B for some B ⊆ C. Assume
that there exists a subset B ⊆ C such that ∧B exists but ∨B does not. Define
P ′ := P unionsq {x} where x > ∨B′ for B′ ⊆ B whenever ∨B′ exists. Then P ′<x has a
crosscut B and its crosscut complex Γ(P ′<x, B) is a simplex. If |P ′<x| < |P |, then P ′<x
is contractible by the induction hypothesis. Otherwise, P ′<x = P, B = C and
∧
C is a
cone point of P . By Proposition 3.3.1, the posets P ′ and P are homotopy equivalent.
Hence, we may assume for B ⊆ C if ∧B exists in P , then ∨B exists.
Suppose x ∈ P such that x < c for some c ∈ C. Then P>x has a crosscut C>x and∨
C>x exists by assumption. Hence, Γ(P>x, C>x) is a simplex and Proposition 3.3.1
implies P and P − x are homotopy equivalent.
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Now we may assume that C is the set of atoms of P . Suppose there exists distinct
subsets B,B′ of C such that
∨
B =
∨
B′. Let B ⊆ C be a subset of minimum size such
that there exists B′ ⊆ C for which ∨B = ∨B′. Define P ′ := P unionsq {x} where x < ∨B′
and x >
∨
B′′ whenever B′′ is a proper subset of B. Then P ′>x has a minimum element∨
B′, so it is contractible. Hence, P and P ′ are homotopy equivalent, and they have
isomorphic crosscut complexes. Hence, we may assume for B,B′ ⊆ C that ∨B 6= ∨B′
whenever both exist.
Putting these assumptions together, P is the face poset of Γ(P,C), so they are
homotopy equivalent.
3.3.5 Other consequences of Lemma 3.3.1
Given a poset P , let Pnonc be the subposet of elements x for which P<x is not con-
tractible.
Lemma 3.3.9 P ' Pnonc.
Proof: Let p1, . . . , pN be a linear extension of P . For each i, let
Pi = {pj : j < i or P<pj is non-contractible}.
If P<pi is non-contractible, then Pi = Pi+1. Otherwise, Pi ' Pi+1 by Lemma 3.3.1. By
induction, we deduce P ' Pnonc.
Recall that Int(P ) is the poset of closed intervals of P , ordered by inclusion. In
Lemma 3.3.10 we prove that the interval poset is homeomorphic to the suspension of
the original poset. This was originally proved by Walker [100, Theorem 6.1(c)] by
specifying a “subdivision map” between geometric realizations of their order complexes.
In the spirit of this section, we construct the order complex of Int(P ) from susp(P ) by
a sequence of edge-stellations.
Lemma 3.3.10 (Walker [100]) If P is a bounded poset, Int(P ) is homeomorphic to
susp(P ).
66
Proof: Let Γ0 be the complex {0ˆP , 1ˆP } ∗ ∆(P ). The edges of this flag simplicial
complex are in bijection with proper closed intervals [x, y] of P for which x 6= y. Let
I1, . . . , IN be a list of the closed intervals with at least two elements such that for i < j,
Ii * Ij . Let e1, . . . , eN be the corresponding list of edges of Γ0.
For each i, let Γi = stei(Γi−1). We claim that ΓN is isomorphic to ∆(Int(P )). It
is clear that the vertices of ΓN are in natural bijection with those of ∆(Int(P )). Since
order complexes are flag and edge-stellation preserves the flag property, both complexes
are flag. It remains to show that they have the same 1-skeleton.
Let I, I ′ be distinct proper closed intervals of P . If I ⊆ I ′ then they are adjacent in
∆(Int(P )). We show that they are adjacent in ΓN .
Let I = [x, y], I ′ = [w, z] with w ≤ x ≤ y ≤ z and w < z. Suppose I ′ = Ii. The set
{w, x, y, z} is a simplex of Γi−1 since it is a simplex in Γ0 and none of its edges were
subdivided up to Γi−1. Hence I ′ is adjacent to both x and y in Γi. If x = y, then we
deduce I = [x, x] and I ′ are adjacent in ΓN . If x < y then I = Ij for some j > i and
I ′ is adjacent to both x and y in Γj−1. Hence, I and I ′ are adjacent in Γj , so they are
adjacent in ΓN .
Now assume I and I ′ are adjacent in ΓN . We prove that I and I ′ are adjacent in
∆(Int(P )).
Since all of the edges of Γ0 are stellated, we may assume that |I ′| ≥ 2 and that
I ′ = Ii for some i. Let I = [x, y], I ′ = [w, z] for some x ≤ y, w < z. If x = y, then
x must be adjacent to both w and z in Γi−1. In particular, x must be comparable to
both w and z. Without loss of generality, we may assume x ≤ z. If x < w, then x is
not comparable to z in Γi−1, a contradiction. Hence, I ⊆ I ′. If x < y, then I = Ij for
some j. Without loss of generality, we may assume that i < j. By the same reasoning
as above, we deduce that x ∈ [w, z] and y ∈ [w, z]. Hence I ⊆ I ′, as desired.
For a bounded poset P , let Intnonc(P ) be the poset of closed intervals [x, y] for which
(x, y) is non-contractible, ordered by inclusion. We note that if x = y or x l y, then
∆((x, y)) is an empty complex, which is non-contractible.
Lemma 3.3.11 Intnonc(P ) ' susp(P ).
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Proof: We prove Intnonc(P ) is homotopy equivalent to Int(P ). The result follows
from Lemma 3.3.10.
Let I1, . . . , IN be a linear extension of Int(P ). For i ≥ 0, let
Qi = {Ij : j ≤ i or Ij is non-contractible}.
Then QN = Int(P ) and Q0 = Intnonc(P ). If Ii is non-contractible then Qi−1 = Qi.
Let i ≥ 0 and assume Ii is contractible. Since Ij ⊆ Ii implies j ≤ i, the subposet
(Qi)<Ii is equal to Int(Ii). The latter is the suspension of a contractible complex, so it
is contractible. Hence, Qi−1 ' Qi. The result now follows by induction.
Chapter 4
Chambers of real hyperplane
arrangements
Let A be a real central hyperplane arrangement in Rn. Each hyperplane H ∈ A divides
Rn −H into two open half spaces, denoted H+ and H−. A chamber is (the closure of)
a nonempty cone of the form ⋂
H∈A
Hx(H)
where x ∈ {+,−}A. When A is a reflection arrangement, a sign vector x ∈ {+,−}
defines a chamber if and only if the restriction x|A′ is a chamber of A′ for any rank 2
subarrangement A′. If A is any arrangement with this rank 2 reduction property, we say
it has the biclosed property. In this section, we prove that any simplicial or supersolvable
arrangement has the biclosed property.
When the chamber poset of an arrangement A with fundamental chamber c0 is a
lattice, Bjo¨rner, Edelman, and Ziegler proved that the chambers of A are in bijection
with biconvex sets [14], a weaker property than the bijection with biclosed sets. A
non-exhaustive list of chamber posets Ch(A, c0) that are lattices include cases where
1. A is simplicial ([14] Theorem 3.4),
2. A is supersolvable and c0 is incident to a modular flag of intersection subspaces
([14] Theorem 4.6),
3. the rank of A is at most 3 and c0 is a simplicial cone ([14] Theorem 3.2), or
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4. A is hyperfactored with respect to c0 ([54] Theorem 5.1).
Of these examples, the first two have biclosed property, while the third does not.
At this time, we are unsure whether biclosed subsets of hyperfactored arrangements
correspond to chambers. We suspect that this correspondence does not hold. Our main
difficulty is that we do not have a good technique for generating non-supersolvable
hyperfactored arrangements.
This section is organized as follows. In §4.2 we prove that simplicial arrangements
have the biclosed property. We also compute a formula for joins in a chamber poset of
a bineighborly arrangement similar to a formula for joins in the weak order of a Coxeter
group given in §2.4.4. We leave the lattice-theoretic consequences of this formula to
§5.5.
In §4.3, we prove that supersolvable arrangements have the biclosed property. For
supersolvable arrangements, we use this to fill a small gap in the computation of the
diameter of the graph of reduced galleries between antipodal chambers, which was given
by Reiner and Roichman [81]. We also identify these galleries with another family of
biclosed sets. This identification suggests the definition of a gallery poset, which we
study in §7.
4.1 Bineighborly Arrangements
Let A be a bineighborly arrangement with respect to a fundamental chamber c0. Recall
that this means for any chamber c, if H,H ′ are distinct upper walls of c, then H ∩H ′
is incident to c. Let x be the covector supported by H ∩H ′ incident to c. If c1, c2 are
the chambers with S(c, c1) = {H} and S(c, c2) = {H ′}, then x ◦ (−c0) = c1 ∨ c2 by
Corollary 3.2.2. Since x is of codimension 2, the interval [c, x ◦ (−c0)] is a polygon. As
Ch(A, c0) is self-dual, this poset is a polygonal lattice.
The join of two arbitrary chambers of A may be computed by the 2-closure.
Theorem 4.1.1 If x, y, w are chambers of A such that x, y ∈ [w,−c0] then
S(w, x ∨ y) = S(w, x) ∪ S(w, y).
Consequently, S(x ∨ y) = S(x) ∪ S(y) for chambers x, y ∈ Ch(A, c0).
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Proof: If w = −c0, the claim is immediate. Let w ∈ Ch(A, c0) and assume that
S(w′, x ∨ y) = S(w′, x) ∪ S(w′, y)
holds for x, y ∈ [w′,−c0] whenever |S(w)| < |S(w′)|.
Let x, y ∈ [w,−c0]. We may assume x ∧ y = w as otherwise we have
S(w, x) ∪ S(w, y) ⊆ S(w, x ∨ y) = S(w, x ∧ y) ∪ S(x ∧ y, x ∨ y)
= S(w, x ∧ y) ∪ S(x ∧ y, x) ∪ S(x ∧ y, y)
⊆ S(w, x) ∪ S(w, y).
If x = w then x ≤ y and the identity
S(w, x ∨ y) = S(w, y) = S(w, y) = S(w, x) ∪ S(w, y)
is clear.
Assume w < x and w < y hold. Let H ∈ U(w) ∩ S(w, x) and H ′ ∈ U(w) ∩ S(w, y).
Let c, c′ denote the chambers covering w with S(w, c) = {H} and S(w, c′) = {H ′}.
Since (A, c0) is bineighborly, w is incident to H ∩H ′, so the join c ∨ c′ satisfies
S(w, c ∨ c′) = AH∩H′ = S(w, c) ∪ S(w, c′).
The equality
S(c ∨ c′, x ∨ y) = S(c ∨ c′, x ∨ c′) ∪ S(c ∨ c′, c ∨ y)
holds by the induction hypothesis. The rest of this string of equalities and inequalities
follows from properties of closure operators.
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S(w, x) ∪ S(w, y) = S(w, c) ∪ S(c, x) ∪ S(w, c′) ∪ S(c′, y)
= S(w, c ∨ c′) ∪ S(c, x) ∪ S(c′, y)
= S(c, x) ∪ S(c, c ∨ c′) ∪ S(c′, y) ∪ S(c′, c ∨ c′)
= S(c, x ∨ c′) ∪ S(c′, c ∨ y)
⊇ S(w, c ∨ c′) ∪ S(c ∨ c′, x ∨ c′) ∪ S(c ∨ c′, c ∨ y)
= S(w, c ∨ c′) ∪ S(c ∨ c′, x ∨ y)
= S(w, x ∨ y)
Reading defined an arrangement to be bisimplicial if c|U(c) is a simplicial cone for
all c ∈ Ch(A) [75]. We prove in Proposition 4.1.2 that bineighborly arrangements
are bisimplicial. This result is somewhat surprising since there exist non-simplicial
neighborly polytopes. Not all bisimplicial arrangements define semidistributive lattices
nor have joins computed by a 2-closure; see Figure 3.2.
Proposition 4.1.2 Let A be an arrangement with fundamental chamber c0. If A is
bineighborly, then A is bisimplicial.
Proof: Let c be a chamber of A, and let A′ = W(c) ∩ S(c,−c0). By the proof of
Theorem 4.1.1, for I ⊆ A′, the set of hyperplanes separating c and
∨
{c′ : (∃H ∈ I) S(c, c′) = {H}}
is equal to the 2-closure of I in A. Since every subset of A′ is 2-closed in A′, this implies
A′ has 2|A′| distinct chambers, so c|A′ is simplicial.
As remarked in §3.2.2, the graph of reduced galleries between any two chambers is
connected. For bineighborly arrangements, we may achieve a stronger result.
Proposition 4.1.3 Let A be a bineighborly arrangement with fundamental chamber c0.
If c, c′ ∈ Ch(A, c0) such that c < c′, then Gal(c, c′) is (|U(c) ∩ S(c, c′)| − 1)-connected.
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Proposition 4.1.3 is a consequence of the following result of Athanasiadis, Edelman,
and Reiner [4, Theorem 2.1]:
Let P be a finite 2-dimensional CW-complex with 1-skeleton G. Endow G with an
acyclic orientation so that
1. G has a unique source vmin and sink vmax, as does its restriction to every 2-face
of P ,
2. any two faces of P intersect in a unique common face of each, and
3. any two edges of G with a common source lie on a 2-face of P .
Let Gal(P ) be the graph of directed paths from vmin to vmax supported by G, where
two paths are adjacent if they differ only along the boundary of some 2-face of P .
Theorem 4.1.4 (Theorem 2.1 [4]) If d is the degree of the source of G, then Gal(P )
is (d− 1)-connected.
For Proposition 4.1.3, G is the interval [c, c′] inside Ch(A, c0). The complex P is
formed from G by attaching a 2-dimensional face to intervals [x ◦ c0, x ◦ (−c0)] for
x ∈ L2(A) whenever c ≤ x ◦ c0 and x ◦ (−c0) ≤ c′. Conditions (1) and (2) hold for any
arrangement A. Condition (3) holds by the bineighborly hypothesis. Finally, the degree
of the source of G is the number of upper covers of c in [c, c′], which is |U(c) ∩ S(c, c′)|.
4.2 Simplicial Arrangements
For H ∈ A, let depth(H) be the minimum size of S(c) where H ∈ S(c), c ∈ Ch(A, c0).
Recall that W(c) denotes the set of all walls of a chamber c.
Proposition 4.2.1 Let A be a simplicial arrangement with fundamental chamber c0,
and let I ⊆ A. If I is 2-closed and I ⊇ W(c0), then I = A.
Proof: If depth(H) = 1, then H ∈ I by assumption.
Let k > 1 and suppose H ∈ I if depth(H) < k. Let H ∈ A such that depth(H) = k.
Let c be a chamber such that |S(c)| = k and H ∈ S(c). By minimality of c, H is the
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c0
c′0 c′′0
Figure 4.1: Ch(A, c0) is semidistributive and (A, c0) is bineighborly. Ch(A, c′0) is a non-semidistributive
lattice. (A, c′0) is not bineighborly since c′′0 has two upper walls that do not intersect at the boundary of c′′0 .
Ch(A, c′′0 ) is not a lattice.
unique wall of c separating it from c0. Let c
′ be the chamber with S(c′, c) = {H}, and
let H ′ be any hyperplane in W(c′)∩S(d). Since c′ is simplicial, it is incident to H ∩H ′.
Let x be the codimension 2 face supported by H ∩H ′ incident to c′. Let H1, H2 be
the two walls of x ◦ c0 containing x. Let c1, c2 be the chambers with S(x ◦ c0, ci) = {Hi}
for i = 1, 2. Since |S(ci)| < k for i = 1, 2, the depths of H1 and H2 are both less than
k. Hence, H1, H2 ∈ I. Since I is 2-closed, this implies H ∈ I.
Theorem 4.2.2 Let A be a simplicial arrangement with fundamental chamber c0. A
subset I of A is biclosed if and only if I = S(c) for some chamber c.
Proof: Let I ⊆ A. If I = S(c) for some chamber c, then I is biclosed by Proposition
3.2.9.
Assume I is biclosed. Choose a chamber c minimizing |I M S(c)|. Let I ′ = I M S(c).
By Lemma 3.2.10 I ′ is biclosed with respect to c. The minimality of c implies W(c) ⊆
A−I ′. Since A−I ′ is 2-closed with respect to c and it containsW(c), Proposition 4.2.1
implies I ′ is empty.
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4.3 Supersolvable Arrangements
The following proposition due to Reiner and Roichman was essential to computing the
diameter of the graph of reduced galleries in a supersolvable arrangement. Part (2) is
implicit in [14, §4].
Proposition 4.3.1 ([81], Proposition 4.6) Assume that l is a modular line of an
arrangement A with chamber c0 incident to l. Let pi : Ch(A, c0)→ Ch(Al, (c0)l) be the
localization map, and let U denote the fiber pi−1(pi(c0)).
1. For each hyperplane H of A \ Al, there exists a unique covector x ∈ L(A) with
x0 = H such that some chamber in U is incident to x.
2. The fiber U = {c0, c1, . . . , ct} is linearly ordered c0 < c1 < · · · < ct. This induces
a linear order H1, H2, . . . ,Ht on A \ Al such that Hi is the unique hyperplane in
S(ci−1, ci).
3. Using the linear order on A\Al from part (2), if i < j < k and if the chamber c0
incident to l is also incident to l +Hi ∩Hk then Hj ⊇ Hi ∩Hk.
Proof: (1) Fix a hyperplane H in A\Al. We begin by proving some chamber of U
is incident to H.
Since −c0 is incident to l, there exists a chamber c such that S(−c0, c) = Al. Then
S(c0, c) = A \ Al. By Proposition3.2.1(2), there exists a saturated chain
c0 < c1 < · · · < ct = c
in U . Then H is the unique hyperplane separating some adjacent pair of chambers
ci−1, ci.
Let x, y ∈ L(A) such that x0 = H = y0 and x, y are both incident to a chamber in
U . Suppose x(H ′) = −y(H ′) for some H ′ ∈ A − {H}. By property (L3) (see 2.3.1),
there exists a covector z such that z(H) = 0 = z(H ′) and z(H ′′) = c0(H ′′) for H ′′ ∈ Al.
Since l is modular, there exists a hyperplane in Al containing l + z0, contradicting the
hypothesis that z(H ′′) 6= 0 for H ′′ ∈ Al.
(2) Let Hi be the unique hyperplane of A separating ci−1 and ci as defined above.
Since S(c0, c) equals A\Al, every hyperplane in A\Al appears exactly once as Hi. For
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every i, ci−1 and ci are the only chambers in the fiber U incident to Hi by (1). Hence,
c0, . . . , ct are the only chambers in U .
(3) Let H = l + Hi ∩ Hk. Since ct is incident to l and (c0)l = (ct)l, H is incident
to ct. Let x and y be the unique covectors incident to c0 and ct with x
0 = y0 = H.
Since x(Hi) = −y(Hi) there exists z ∈ L(A) such that z(Hi) = 0 and z(H ′) = c0(H ′)
for H ′ ∈ Al. If z0 is of codimension 3 or more, then l0 + z0 is of codimension at least 2.
But that implies there is some H ′ ∈ Al besides H for which z(H ′) = 0, an impossibility.
Since z(H) = 0 = z(Hi), z ∈ L2(A) and z0 = Hi ∩Hk. The chambers z ◦ c0 and z ◦ ct
are in the fiber before ci−1 and after ck, respectively. This means they are on opposite
sides of Hj , forcing z(Hj) = 0. Hence, Hj ⊇ z0 = Hi ∩Hk.
Theorem 4.3.2 Let A be a supersolvable arrangement with fundamental chamber c0
incident to a modular flag.
1. For I ⊆ A, there exists a chamber c ∈ Ch(A) with I = S(c0, c) if and only if I is
biclosed.
2. For c, d ∈ Ch(A), the separation set S(c ∨ d) is the 2-closure of S(c) ∪ S(d).
Proof: Let l ∈ L(A) be a modular line incident to c0 such that (c0)l is incident to
a modular flag of Al. Assume both parts of the theorem hold for the pair (Al, (c0)l).
(1) Let I ⊆ A. If I = S(c0, c) for some chamber c, then I is biclosed by Proposition
3.2.9.
Assume I is biclosed. The restriction I∩Al is (c0)l-biclosed, so there exists a chamber
c ∈ Ch(Al) such that S((c0)l, c) = I∩Al. Since c0 is incident to l, there exists a chamber
c ∈ Ch(A) such that S(c0, c) = I ∩Al by Proposition 3.2.1(1). Let c1, . . . , ct+1 ∈ Ch(A)
such that c = c1, S(c1, ct+1) = A − Al, (ci)l = c and |S(ci, ci+1)| = 1 for all i. Let
H1, . . . ,Ht be the hyperplanes of A−Al where S(ci, ci+1) = {Hi} for all i.
Assume Hi ∈ I for some i > 1, and let X = Hi−1 ∩Hi. Since l is modular, X + l
is a hyperplane of A containing l. If X + l ∈ S(c0, c) then Hi−1 is in the 2-closure of
{X + l,Hi} ⊆ I. If X + l /∈ S(c0, c) then Hi is in the 2-closure of {X + l,Hi−1}. Since
I is biclosed, both cases imply Hi−1 ∈ I. Hence, I ∩ (A − Al) is an initial segment of
hyperplanes H1, . . . ,Hk for some k, so I ∩ (A − Al) = S(c, ck+1) holds. Therefore, we
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obtain
I = S(c0, c) ∪ S(c, ck+1) = S(c0, ck+1).
(2) Let c, d ∈ Ch(A). The equality
S((c ∨ d)l) = S(cl) ∪ S(dl)
holds by the assumption on (Al, (c0)l). Since c0 is incident to l, there exist chambers
b, c′, d′ ∈ Ch(A) incident to l such that bl = (c ∨ d)l, c′l = cl, d′l = dl by Proposition
3.2.1(1). The above equality then lifts to
S(b) = S(c′) ∪ S(d′).
Let c1, . . . , ct+1 ∈ Ch(A) such that c = c1, S(c1, ct+1) = A − Al, (ci)l = b and
|S(ci, ci+1)| = 1 for all i. Let H1, . . . ,Ht be the hyperplanes of A−Al where S(ci, ci+1) =
{Hi} for all i.
The join c∨d is equal to ck+1 for some k. Since Hk is a wall of c∨d, either Hk ∈ S(c)
or Hk ∈ S(d). By symmetry, we may assume Hk ∈ S(c). Suppose there exists Hi with
i < k, and let X = Hi ∩ Hk, H = X + l. If H ∈ S(b) then Hi is in the 2-closure of
{H,Hk}, so it lies in S(c) ∪ S(d). If H /∈ S(b), then H /∈ S(c) and Hk is in the 2-closure
of {Hi, H}. Since S(c) is biclosed, this forces Hi ∈ S(c).
The following corollary follows immediately from Theorem 4.3.2 and Proposition
3.2.6.
Corollary 4.3.3 Let A be a supersolvable arrangement with fundamental chamber c0.
For any admissible permutation H1, . . . ,HN of A there exists a reduced gallery c0, . . . , cN
such that S(ci−1, ci) = {Hi}.
We now fill in the gap in the proof of [81, Theorem 1.1] by adapting that proof in
our language, and applying Corollary 4.3.3 with Lemma 3.2.7.
Theorem 4.3.4 ([81], Theorem 1.1) Let A be a rank n supersolvable arrangement
with fundamental chamber c0 incident to a modular flag. The graph of reduced galleries
from c0 to −c0 has diameter |L2(A)|.
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Proof: LetX1 ) · · · ) Xn−1 be a modular flag such that c0 is incident toXi ∈ Li(A)
for all i. Let x1, . . . , xn−1 be the unique covectors of A with c0 ≥ x1 ≥ · · · ≥ xn−1 and
x−1i (0) = AXi for all i. We set l = Xn−1. Let r0 be a maximal chain in Ch(A, c0)
extending the chain x1 ◦ (−c0) < · · · < xn−1 ◦ (−c0). By Proposition 3.2.14, it suffices
to show that r0 is L2-accessible. We proceed by induction on n.
Let r be a reduced gallery from c0 to −c0 and assume L2(r0, r) ⊆ L2(Al). If
H ∈ Al, H ′ ∈ A − Al then (r0)H∩H′ = rH∩H′ and (r0)H∩H′ crosses H before H ′.
Hence, r must contain the chamber xn−1 ◦ (−c0). By Proposition 4.3.1(2), the interval
[xn−1 ◦ (−c0),−c0] of Ch(A, c0) is a chain, so the galleries r and r0 agree above xn−1.
Since [c0, xn−1 ◦ (−c0)] is isomorphic to Ch(Al, (c0)l), the distance between r0 and r in
the reduced gallery graph is equal to |L2(r0, r)| by the induction hypothesis.
Now assume L2(r0, r) * L2(Al). Let H1, . . . ,HN be the total order on A induced by
r, and let k be the smallest index for which Hk ⊇ l but Hk−1 + l. Let X = Hk−1 ∩Hk.
Let c1 be the largest chamber in r incident to xn−1. By the assumption on k, (c1)l is
incident to Hk. Since c1 is incident to l, this implies c1 is incident to Hk. If i, j are
indices with i < j < k such that Hi ∩ Hk = X holds, then Hj ⊇ X by Proposition
4.3.1(3). By Corollary 4.3.3, the gallery r is incident to X, so there exists a gallery r′
adjacent to r such that |L2(r0, r′)| = |L2(r0, r)| − 1. By induction, there exists a gallery
r′′ of distance |L2(r0, r)| − |L2((r0)l, rl)| from r such that L2(r0, r′′) ⊆ L2(Al). By the
previous case, this implies the distance between r0 and r is equal to |L2(r0, r)|.
Chapter 5
Crosscut-simplicial lattices
Many familiar posets have a Mo¨bius function that only takes values in the set {1,−1, 0}.
To explain this occurrence, Hersh and Me´sza´ros introduced SB-labelings, a labeling of
the covering relations of a lattice which ensures that every interval is either contractible
or homotopy equivalent to a sphere [47]. Hersh and Me´sza´ros proved that lattices with
SB-labelings are crosscut-simplicial. We say a lattice is crosscut-simplicial if for any
interval [x, y], the join of any proper subset of atoms of [x, y] is not equal to y; see Figure
5.1. Equivalently, a lattice is crosscut-simplicial if the crosscut complex on the atoms
of any nuclear interval is the boundary of a simplex. In particular, a crosscut-simplicial
lattice has every interval either contractible or homotopy equivalent to a sphere.
We define SB-labelings in §5.1 and give some examples. One advantage of the
crosscut-simplicial property over SB-labeling is its behavior under standard lattice con-
structions, which we cover in §5.2.
A large family of crosscut-simplicial latties are the meet-semidistributive lattices
Figure 5.1: The lattice on the left is crosscut-simplicial, while the lattice on the right is not.
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(§5.3). Edelman and Walker proved that every interval of any chamber poset Ch(A, c0)
is either contractible or homotopy equivalent to a sphere [36]. We prove that Ch(A, c0)
is a crosscut-simplicial lattice exactly when it is meet-semidistributive in §5.5.
5.1 SB-labelings
An SB-labeling of a lattice is a labeling λ of the covering relations such that
(SB1) if y and z are distinct elements covering some element x, then λ(xly) is distinct
from λ(xl z); and
(SB2) if B is a subset of atoms of (x, 1ˆ), then every saturated chain from x to
∨
B
contains only labels in the set {λ(xl y) : y ∈ B}, and each of those labels occurs
at least once.
Example 5.1.1 ([47] Theorem 5.1) Let L be a finite distributive lattice. Then L is
isomorphic to O(J(L)), the poset of order ideals of its subposet of join-irreducibles. If
X,Y are order ideals of J(L) such that X l Y in O(J(L)), then there is a unique
element in Y − X. Define λ : Cov(L) → J(L) such that Y − X = {λ(X l Y )} for
(X,Y ) ∈ Cov(L). Property (SB1) clearly holds for this λ.
If A ⊆ J(L) such that X ∪ {a} is an order ideal for all a ∈ A, then X ∪ A is an
order ideal, so X ∪ A = ∨a∈AX ∪ {a}. Every maximal chain in [X,X ∪ A] contains
each of the labels in A exactly once. Hence, (SB2) is satisfied.
In a similar way, any join-distributive lattice inherits an SB-labeling from an asso-
ciated convex geometry [67, Theorem 1.1].
The topological significance of an SB-labeling is encapsulated in the following theo-
rem.
Theorem 5.1.2 ([47] Theorem 3.7) If L admits a SB-labeling, then L is crosscut-
simplicial.
The converse need not hold, as shown in Figure 5.2. However, this example does
have an SB-labeling if one relaxes condition (2) by
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Figure 5.2: A lattice with an edge-labeling satisfying (SB1) and (SB2′) but not (SB2).
(SB2′) if B is a subset of atoms A of (x, 1ˆ), then every saturated chain from x to
∨
B
contains each label in the set {λ(xl y) : y ∈ B} at least once, and it contains no
labels from the set {λ(xl z) : z ∈ A−B}.
We call an edge-labeling satisfying (SB1) and (SB2′) a weak SB-labeling.
Theorem 5.1.3 If L admits a weak SB-labeling, then it is crosscut-simplicial.
Proof: Let λ be a weak SB-labeling of L. Let [x, y] be a nuclear interval of L, and
let B be a subset of atoms of [x, y]. If z is an atom of [x, y] such that z /∈ B, then
the label λ(x l z) is not in any maximal chain of [x,
∨
B]. In particular, z 
∨
B, so∨
B < y.
We do not know of a crosscut-simplicial lattice that does not admit a weak SB-
labeling.
Example 5.1.4 The weak order of a finite Coxeter system was originally proved to be
crosscut-simplicial by Bjo¨rner [10], [13, Theorem 3.2.7]. The weak order inherits an
SB-labeling from its Cayley graph [47, Theorem 5.3]. Namely, for covering relations
ul v in the weak order on (W,S), set λ(u, v) = u−1v, which is an element of S.
As usual, (SB1) is easy to verify: if (u, v), (u, v′) ∈ Cov(W ) with λ(u, v) = λ(u, v′),
then u−1v = u−1v′ and v = v′. For (SB2), if u ∈ W and J ⊆ Asc(u), then ∨s∈J us =
uw0(J). The interval [u, uw0(J)] is isomorphic to [e, w0(J)] by the label-preserving
isomorphism v 7→ u−1v. The sequence of labels of a maximal chain in [e, w0(J)] is a
reduced word for w0(J). But every reduced word for w0(J) contains every letter in J
and none of the letters in S − J . Hence, (SB2) is satisfied.
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The weak order has another natural labeling. Let T be the set of all reflections of
the Coxeter system (W,S). For u l v, set λT (u, v) = uv−1, which is an element of T .
Once again, (SB1) follows from a simple computation. It is easy to check that (SB2)
does not hold for λT (e.g., when (W,S) is the type A2 Coxeter system).
We prove (SB2′) holds. Let u ∈ W and J ⊆ Asc(u), so ∨s∈J us = uw0(J). Then
Inv(uw0(J)) = Inv(u) ∪ {usu−1 : s ∈ J}. As every maximal chain in [u, uw0(J)] has
every element of Inv(uw0(J))− Inv(u) as a label exactly once, any maximal chain con-
tains the set {usu−1 : s ∈ J} as labels. If t ∈ T − J such that ul tu then Inv(u) ∪ {t}
is a biclosed set, so t /∈ {usu−1 : s ∈ J}.
The Tamari lattice also admits an SB-labeling [47, Theorem 5.5]. Currently, it is not
known whether other Cambrian lattices admit an SB-labeling, though we may deduce
from Theorem 5.4.1 that Cambrian lattices do have a weak SB-labeling.
5.2 Constructions
The following theorem is essentially a restatement of Corollary 2.4 of [75].
Theorem 5.2.1 Let L be a lattice with lattice congruence Θ. The crosscut complex of
any interval of L/Θ is isomorphic to the crosscut complex of some interval of L.
Proof: Let ([x], [y]) be an interval of L/Θ. LetA be the set of atoms of (pi↑(x), pi↑(y)).
Let y′ be the smallest element Θ-equivalent to y such that
∨
A ≤ y′. We claim that the
crosscut complex of (pi↑(x), y′) is isomorphic to that of ([x], [y]).
If
∨
A < y′, then [
∨
A] < [y], and both complexes are isomorphic to a (|A| − 1)-
simplex. Thus, we may assume
∨
A = y′.
By Lemma 3.1.6, the map a 7→ [a] is a bijection on the sets of atoms of (pi↑(x), y′)
and ([x], [y]). Let B ⊆ A. If ∨B = y′, then ∨b∈B[b] = [∨B] = [y].
Conversely, suppose
∨
b∈B[b] = [y] and assume
∨
B < y′. Then there exists a ∈
A − B such that ∨B < a ∨ (∨B) since ∨B < ∨A. Since a covers pi↑(x), this forces
a ∧ (∨B) = pi↑(x). But, [x] < [a] < [∨B] so [a] ∧ [∨B] 6= [x], a contradiction.
Corollary 5.2.2 Let L be a crosscut-simplicial lattice. If Θ is a lattice congruence of
L, then the quotient L/Θ is crosscut-simplicial.
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The projection pi : P [C] → P defined by pi(x, ) = x is order-preserving. If P is a
lattice, the map pi is a lattice quotient map. The crosscut complexes of a doubled lattice
are related to those of the original lattice as in the following proposition. We let ∆(A)
denote the simplicial complex of all subsets of A. If Γ is a simplicial complex and B a
subset of the ground set, we let Γ|B denote the induced subcomplex on B.
Proposition 5.2.3 Let C be an order-convex subset of a lattice L. Let I be an open
interval of L[C] and let A be the set of atoms of pi(I). At least one of the following
holds.
1. Γ(I) ∼= Γ(pi(I))
2. Γ(I) ∼= ∆(A)
3. Γ(I) ∼= {v} ∗ Γ(pi(I))|A∩C
4. Γ(I) ∼= ∆(A) ∪ ({v} ∗ Γ(pi(I)))
Proof: (of Proposition 5.2.3) We divide the possible intervals of L[C] into four cases.
Let I = ((x, ), (y, ′)) be an interval. Then exactly one of the following holds:
1.  = ′ or x, y /∈ C,
2.  < ′, x /∈ C, and y ∈ C,
3.  < ′, x ∈ C, and y /∈ C, or
4.  < ′, x ∈ C, and y ∈ C.
We verify that these line up with the four cases for Γ(I) listed above.
(1) If  = ′, then the open interval ((x, ), (y, ′)) is isomorphic to (x, y). If  < ′
and x, y are both not in C, then the join of some atoms B in ((x, 0), (y, 1)) is equal to
(y, 1) if and only if the join of {pi(b) : b ∈ B} equals y. In both cases, the crosscut
complexes of I and pi(I) are isomorphic.
(2) If  < ′, x /∈ C, and y ∈ C, then the join of all of the atoms of I is bounded
above by (y, 0). Hence, Γ(I) is a simplex.
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(3) Suppose  < ′, x ∈ C, and y /∈ C. Then
{(x, 1)} ∪ {(a, 0) : a ∈ A ∩ C}
is the set of atoms of I. If B is a set of atoms of I whose join is equal to (z, ′′), then∨
(B ∪ {(x, 1)}) equals (z, 1). If (z, ′′) < (y, 1) then (z, 1) < (y, 1) since y /∈ C. If
(z, ′′) = (y, 1), then
∨
b∈B pi(b) = y. Hence, Γ(I) is the cone {(x, 1)} ∗ Γ(pi(I))|A∩C .
(4) If  < ′, x ∈ C, and y ∈ C, then I is isomorphic to [x, y]× 2. Let φ : A→ I be
the inclusion a 7→ (a, 0). The atom set of I is {(x, 1)} ∪ φ(A). Since (a, 0) ≤ (y, 0) for
a ∈ A, the deletion Γ(I)− {(x, 1)} is equal to ∆(φ(A)). If A′ ⊆ A then (x, 1) ∨∨φ(A)
equals (
∨
A, 1), so the link of (x, 1) is equal to φ(Γ(pi(I))).
Corollary 5.2.4 Let L be a lattice with an order convex subset C. If every interval of L
is either contractible or homotopy equivalent to a sphere, then the same holds for L[C].
In particular, if L is congruence-normal, then every interval of L is either contractible
or homotopy equivalent to a sphere.
Proof: Let I be a closed interval of L. It suffices to show that the four constructions
for Γ(I) in Proposition 5.2.3 preserve the property of being contractible or homotopy
equivalent to a sphere. The first two cases are trivial. The third case is a cone, so it is
contractible. In the fourth case, I is isomorphic to pi(I) × 2, so I is homeomorphic to
the suspension of pi(I) by Theorem 5.1(d) of [100].
A finite lattice is distributive if and only if it may be obtained from the one-element
lattice by a sequence of doublings at principal order filters. While not every congruence-
normal lattice is crosscut-simplicial, we deduce from Proposition 5.2.3 that some dou-
blings preserve the crosscut-simplicial property, as described in the following corollary.
An example is given in Figure 5.3.
Corollary 5.2.5 Let C be an order-convex subset of a crosscut-simplicial lattice L. If
for x ∈ C, y ∈ L−C, x ≤ y the interval [x, y] contains an atom not in C, then L[C] is
crosscut-simplicial. In particular, if C is an order filter, then L[C] is crosscut-simplicial.
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Figure 5.3: A sequence of doublings at order-convex sets satisfying the conditions of Corollary 5.2.5. The
final poset is the quotient lattice of Figure 3.1.
Proof: Let I = [(x, ), (y, ′)] be an interval of L[C]. If I is an interval of type
(1),(2), or (4) in Proposition 5.2.3, then Γ(I) is either a simplex or its boundary. If
I is of type (3), then x ∈ C, y ∈ L − C, and  < ′. Let A be the set of atoms of
[x, y]. By assumption, A ∩C is a proper subset of C. Since Γ([x, y]) is either a simplex
or its boundary, the restricted complex Γ([x, y])|A∩C is a simplex. Therefore, Γ(I) is
isomorphic to the simplex {v} ∗ Γ([x, y])|A∩C .
5.3 Semidistributive lattices
Theorem 5.3.1 If L is a finite meet-semidistributive lattice, then L is crosscut-simplicial.
Proof: Let A be the set of atoms of L. Since meet-semidistributivity is inherited
by intervals, it suffices to prove
∨
B <
∨
A whenever B is a proper subset of A.
We proceed by induction on |A|. Let B be a minimal subset of A such that ∨B =∨
A, and let x ∈ B. If A − x contains an element z such that z and ∨(B − x) are
incomparable, then x ∧ z = 0ˆ = ∨(B − x) ∧ z holds. But this implies z = (x ∨∨(B −
x)) ∧ z = 0ˆ, a contradiction. Hence, A − x is the set of atoms of the meet-distributive
lattice [0ˆ,
∨
(B − x)]. By induction, we have A− x = B − x, as desired.
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Corollary 5.3.2 Every interval of a meet-semidistributive lattice or join-semidistributive
lattice is either contractible or homotopy equivalent to a sphere.
Figure 5.2 shows an example of a crosscut-simplicial lattice that is not meet-semidistributive.
A join-semidistributive lattice may not be crosscut-simplicial, but its crosscut complex
still admits a simple discription.
Proposition 5.3.3 If L is a join-semidistributive lattice with atom set A, then its
crosscut complex is either a (|A| − 1)-simplex or a pure (|A| − 2)-subcomplex of the
(|A| − 1)-simplex.
Proof: If
∨
A < 1ˆ, then the crosscut complex of L is a (|A| − 1)-simplex. Hence,
we may assume
∨
A = 1ˆ. We prove that the maximal faces of the crosscut complex are
all of dimension |A| − 2.
Let B be a maximal subset of A such that
∨
B < 1ˆ. Suppose A−B has two distinct
elements x, y. By the maximality of B, one has x ∨ (∨B) = 1ˆ = y ∨ (∨B). But this
implies (x ∧ y) ∨ (∨B) = 1ˆ, which is impossible since (x ∧ y) ∨ (∨B) = ∨B < 1ˆ.
5.4 CU-labelings are SB-labelings
The second labeling in Example 5.1.4 is an example of a CU-labeling. We prove that
CU-labelings are always weak SB-labelings.
Theorem 5.4.1 If L is a congruence-uniform lattice with a CU-labeling λ, then λ is a
weak SB-labeling.
Proof: Let x ∈ L, and let y, z ∈ L such that (x, y), (x, z) ∈ Cov(L) and λ(x, y) =
λ(x, z). Let j be the unique join-irreducible such that λ(j∗, j) = λ(x, y). Then j∨x = y
and j ∨ x = z, so y = z. Hence, (SB1) is satisfied by λ.
Now let x ∈ L, A = {y ∈ L : (x, y) ∈ Cov(L)} and B ⊆ A. For y ∈ A, let jy be the
join-irreducible with λ(jy∗ , jy) = λ(x, y). Then
∨
y∈B y = x ∨
∨
y∈B j
y.
Let y ∈ B and let x0 < · · · < xN be a maximal chain in [x,
∨
y∈B y]. Let i > 0
be the smallest index for which y ≤ xi. Then y ∨ xi−1 = xi and y ∧ xi−1 = x. Hence
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λ(x, y) = λ(xi−1, xi). Conversely, suppose z ∈ A and λ(x, z) = λ(xj−1, xj) for some j.
Then z = jz ∨ x ≤ jz ∨ xj−1 = xj ≤
∨
y∈B y holds. Since congruence-uniform lattices
are semidistributive, L is crosscut-simplicial. Hence, z ∈ B. This completes the proof
of (SB2′).
5.5 Bineighborly arrangements
Our main result in this section is that the poset of chambers is a crosscut-simplicial
lattice if and only if it is bineighborly. Nathan Reading proved furthermore that the
bineighborly property is equivalent to the poset of chambers being a polygonal lattice
[79, Theorem 1-6.10].
Theorem 5.5.1 Let A be a real, central hyperplane arrangement with fundamental
chamber c0. The following are equivalent.
1. Ch(A, c0) is crosscut-simplicial.
2. (A, c0) is bineighborly.
3. Ch(A, c0) is a semidistributive lattice.
Proof: (of Theorem 5.5.1) We show (1) ⇒ (2) and (2) ⇒ (3). The implication
(3)⇒ (1) is a special case of Theorem 5.3.1.
(1) ⇒ (2): Suppose Ch(A, c0) is crosscut-simplicial. Let H and H ′ be upper walls
of a chamber c. Let d, d′ ∈ Ch(A) with S(c, d) = {H}, S(c, d′) = {H ′}. Since Ch(A, c0)
is crosscut-simplicial, d and d′ are the only atoms of the interval [c, d ∨ d′]. Thus, the
set S(c, d ∨ d′) contains no walls of c besides H and H ′. Let α be a generic point
in the intersection of the cones c|W(c) and d|W(c), and let β be a generic point in the
intersection of d′|W(c) and (d∨ d′)|W(c). Both α and β are points in H separated by H ′
and no other wall of c. The line segment between α and β intersects H ′, so there is a
point in H ∩ H ′ on the same side as c of any H ′′ ∈ W(c) − {H,H ′}. Hence, c|W(c) is
incident to H ∩H ′. Since the face posets of c and c|W(c) are the same, the chamber c
is incident to H ∩H ′.
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(2)⇒ (3): Assume A is bineighborly. Let c ∈ Ch(A), H,H ′ ∈ U(c), and let a, b be
the chambers with S(c, a) = {H}, S(c, b) = {H ′}. By the bineighborly assumption, c is
incident to H ∩H ′. Hence, by Proposition 3.2.1(4), there exists a chamber c′ such that
S(c, c′) = AH∩H′ . If d is some chamber such that H,H ′ ∈ S(c, d), then AH∩H′ ⊆ S(c, d).
Therefore, c′ is the join of a and b. By Lemma 3.1.1, this implies Ch(A, c0) is a lattice.
It remains to prove the following claim.
Claim: For a ≤ b and x, y ∈ [a, b], z ∈ Ch(A, c0), if x∧ z = y ∧ z, then (x∨ y)∧ z =
x ∧ z.
If a = b or al b, the claim is trivial. Let a < b and suppose the claim holds for all
proper subintervals of [a, b]. Let x, y, z be chambers such that x∧z = y∧z, x, y ∈ [a, b].
We may assume a = x ∧ y and x ∨ y = b by the inductive hypothesis. We have
x ∧ z = x ∧ (x ∧ z) = x ∧ (y ∧ z) = a ∧ z.
Let u be a coatom of [x, b]. Since x ≤ u < b = x ∨ y holds, u is not an upper bound
for y. We have a = x ∧ y ≤ u ∧ y. Since x ∨ (u ∧ y) ≤ u < b and u ∧ y ∈ [a, y], the
inductive hypothesis implies (x ∨ (u ∧ y)) ∧ z = x ∧ z. If a < u ∧ y then the inductive
hypothesis implies ((x ∨ (u ∧ y)) ∨ y) ∧ z = x ∧ z. This simplifies to (x ∨ y) ∧ z = x ∧ z,
as desired. Thus, we may assume a = u ∧ y holds for every coatom u of [x, b].
Let d be an atom of [a, y]. If u is a coatom of [x, b], then d and u are incomparable,
so S(a, d) = S(u, b) = {H} for some hyperplane H. In particular, H is the unique
hyperplane in S(a, y) ∩ U(a) and in S(x, b) ∩ U(b).
Let c be an atom of [a, x] and let H ′ be the hyperplane separating c and a. By
assumption, a is incident to H ∩ H ′, so by Proposition 3.2.1(4) the join of c and d is
the chamber satisfying S(a, c ∨ d) = AH∩H′ .
Since c ∈ [a, x], d ∈ [a, y], we have
c ∧ z = a ∧ z = d ∧ z.
Assume c ∨ d = b. Then S(a ∧ z, b ∧ z) ⊆ S(a, b) = AH∩H′ holds. Neither H nor H ′
is in S(a ∧ z, b ∧ z) since c ∧ z = a ∧ z = d ∧ z. Hence, a ∧ z = b ∧ z.
Now assume c ∨ d < b. Since x and c ∨ d are both in [c, b], the equality x ∧ z =
(x∨ (c∨ d))∧ z holds by induction. Similarly, y ∧ z = (y ∨ c∨ d)∧ z. Finally, x∨ (c∨ d)
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and y ∨ (c ∨ d) are both elements of [c ∨ d, b], so
x ∧ z = ((x ∨ (c ∨ d)) ∨ (y ∨ (c ∨ d))) ∧ z = (x ∨ y) ∧ z.
Chapter 6
Higher Bruhat orders
The Higher Bruhat order HB(n, d) is a poset of biclosed subsets of
( [n]
d+1
)
introduced by
Manin and Schechtman (Figure 1.7). To match the previous literature, we use the term
consistent set rather than biclosed set in this context. The higher Bruhat orders have
many equivalent interpretations, including single-element extensions of an alternating
matroid, cubical tilings of a cyclic zonotope, and “admissible” permutations of
([n]
d
)
up
to a suitable equivalence; see [102, Theorem 4.1], [64], or [55]. We recall these definitions
in §6.1.
Consistent subsets of
(
[n]
3
)
are in natural bijection with simple pseudoline arrange-
ments with n pseudolines, cyclically ordered at infinity. We also identify one of the
two infinite regions bounded by 1 and n as the “bottom” region. The consistent set
associated to a simple pseudoline arrangement is the set of inversions of the arrange-
ment, where {i < j < k} ∈ ([n]3 ) is an inversion if the crossing of the pseudolines i
and k occurs below j. The inversion set of the pseudoline arrangement in Figure 6.1
is {124, 134, 135, 234, 235}. Simple pseudoline arrangements also correspond to rhombic
tilings of a zonogon via the Bohne-Dress Theorem [18],[85] as demonstrated in Figure
6.1.
A (non-simple) arrangement of pseudolines may have crossings involving more than
two pseudolines. The set of simple arrangements that may be obtained by resolving these
crossings forms a closed interval of HB(n, 2), which we call a facial interval. For example,
the arrangement in Figure 6.2 has two non-simple crossings that may be resolved in 16
ways, which is an interval of HB(6, 2). One such resolution is the arrangement of Figure
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Figure 6.1: A rhombic tiling of a zonogon with its associated pseudoline arrangement.
6.1.
Rambau proved that that the proper part of HB(n, d) is homotopy equivalent to an
(n−d−2)-sphere as an application of his Suspension Lemma [72]. Reiner extended this
by showing that any facial interval of HB(n, d) is homotopy equivalent to a sphere [83,
Conjecture 6.9]. He conjectured that every other interval is contractible. As HB(n, 1) is
isomorphic to the weak order of the symmetric group on [n], the conjectured homotopy
type of intervals was already verified by Bjo¨rner for HB(n, 1) [10]. We prove Reiner’s
conjecture for HB(n, 2).
Theorem 6.0.2 An interval of HB(n, 2) is non-contractible if and only if it is facial.
Bjo¨rner’s computation of the homotopy type of intervals of HB(n, 1) relies on the
lattice property of the weak order. Although HB(n, 2) is not a lattice when n ≥ 6, it is
“close enough” to being a lattice that a similar argument may be applied. Recall that
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for any poset P , the order complex of P is homotopy equivalent to the order complex
of Pnonc [99, Proposition 6.1] (Lemma 3.3.9). We prove that if P is any open interval of
HB(n, 2), then either Pnonc is the proper part of a Boolean lattice, or Pnonc contains an
element X such that X ∨ Y exists in Pnonc for all Y ∈ Pnonc. The latter intervals are
contractible by a join-contraction argument.
By Theorem 6.0.2, there is a poset isomorphism between the non-contractible in-
tervals of HB(n, 2) ordered by inclusion and the lifting space of a central arrangement
of n lines, ordered by weak maps. Using some general techniques in poset topology,
this isomorphism implies that the lifting space is homotopy equivalent to a sphere of
dimension n − 3. More generally, the lifting space of an alternating matroid is known
to be homotopy equivalent to a sphere ([94] Theorem 4.12; see Figure 1.7). Reiner’s
conjecture would provide an alternate proof of this result.
The sphericity of the lifting space of an alternating matroid is an instance of the
Generalized Baues Problem of Billera, Kapranov, and Sturmfels [7] or the Extension
Space Problem of Sturmfels and Ziegler [94]; see [83, Question 2.2,2.3]. The Baues
poset associated to a strong map M  N of oriented matroids is the set of single-
element liftings (O, g) of N for which O \ g is a strong map image of M, ordered by
weak maps. Alternatively, given a linear projection of polytopes P → Q, one may
define a Baues poset of tilings of Q by images of faces of P , ordered by refinement.
The Generalized Baues Problem is to determine whether the proper part of a given
Baues poset is homotopy equivalent to a sphere of dimension rkM − rkN − 1 (or
dimP−dimQ−1). The oriented matroid and polytopal formulations of the Generalized
Baues Problem are equivalent on projections of zonotopes via the Bohne-Dress Theorem.
We would like to find other examples of strong maps M N (or projections P →
Q) for which there is a poset structure on the generic liftings whose non-contractible
intervals are parameterized by the Baues poset as in Theorem 6.0.2. Known cases of
this correspondence include the poset of chambers of a hyperplane arrangement [36] and
the Tamari lattice. Other posets for which this is conjectured but not known include
the (other) higher Bruhat orders, the higher Stasheff-Tamari orders [83, Conjecture 6.9],
and the poset of reduced galleries of a supersolvable hyperplane arrangement [66].
The rest of this section is organized as follows. We prove some basic results on
general higher Bruhat orders in §6.1. Wiring diagrams are defined in §6.3 along with
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Figure 6.2: A zonogonal tiling with its associated non-simple pseudoline arrangement.
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other results specific to the second higher Bruhat orders. Finally, the proof of Theorem
6.0.2 is given in §6.4.
6.1 Higher Bruhat orders
The Higher Bruhat orders may be defined in a variety of equivalent ways; see Theorem
6.1.1 for a partial list. We summarize the key definitions below.
Let
( [n]
d+1
)
denote the (d + 1)-element subsets of {1, . . . , n}. We say a subset X
of
( [n]
d+1
)
is closed if I ∪ {i, j} ∈ X and I ∪ {j, k} ∈ X implies I ∪ {i, k} ∈ X for
I ∈ ( [n]d−1), i, j, k ∈ [n]− I, i < j < k. For instance, {123, 134} is not a closed subset of(
[4]
3
)
since it contains {1} ∪ {2, 3} and {1} ∪ {3, 4} but not {1} ∪ {2, 4}. A subset X of( [n]
d+1
)
is consistent (or biclosed) if both X and
( [n]
d+1
)−X are closed.
A d-packet P is the set of d-subsets of a (d + 1)-subset of [n]. We also refer to the
(d+1)-subset itself as a d-packet when expedient. A permutation pi of
([n]
d
)
is admissible
if the elements of any d-packet are either in lex or reverse lex order in pi. The set of
admissible permutations of
([n]
d
)
is denoted AP(n, d). The set Inv(pi) of inversions of an
admissible permutation pi is the collection of d-packets in reverse lex order in pi.
A d-dimensional cyclic zonotope with n zones is the image of a standard n-cube
under the linear map 
1 1 . . . 1
t1 t2 . . . tn
...
...
. . .
...
tk−11 t
k−1
2 . . . t
k−1
n
 ,
where t1 < · · · < tn. The vector configuration v1, . . . , vn consisting of the columns of
this matrix realizes the alternating matroid, so called because the coefficients in any
minimal linear dependence relation alternate in sign. The arrangement of hyperplanes
othogonal to this vector configuration is a cyclic hyperplane arrangement.
Roughly speaking, a cubical tiling of a d-dimensional cyclic zonotope is a collection of
d-dimensional faces of an n-cube whose images under the above linear map properly tile
the cyclic zonotope. A single-element extension of a cyclic hyperplane arrangement is
the addition of a “pseudohyperplane” symmetric through the origin to the arrangement.
For more precise definitions, we refer to the book [15].
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Theorem 6.1.1 (Manin-Schechtman [64], Ziegler [102]) Fix 1 ≤ d ≤ n. There
are natural bijections among the following collections.
1. Inversion sets of admissible permutations of
([n]
d
)
.
2. Consistent subsets of
( [n]
d+1
)
, ordered by single step inclusion.
3. Generic single element extensions of a cyclic hyperplane arrangement with n hy-
perplanes in Rn−d.
4. Cubical tilings of a cyclic zonotope in Rd with n zones.
The equivalence of 6.1.1(3) and 6.1.1(4) is given by the Bohne-Dress Theorem [18].
Unlike the usual convention, consistent sets are typically ordered by single-step in-
clusion; that is X ≤ Y holds if there exists a sequence X = X0 ⊆ · · · ⊆ Xt = Y of
consistent sets for which |Xi−Xi−1| = 1 for all i. For example, B(n, 1) may be identified
with the weak order on the symmetric group on [n]. The second higher Bruhat order
B(n, 2) defines an ordering on the commutation-equivalence classes of reduced words
for the longest element of the symmetric group on [n].
Ziegler showed that HB(n, d) is not ordered by inclusion of inversion sets in gen-
eral. The smallest counterexample is in HB(8, 3). Since this counterexample will be
considered later, we state this as a theorem here.
Theorem 6.1.2 (Ziegler)[102] HB(n, d) = HB⊆(n, d) if n − d ≤ 4. However HB(8, 3)
is not ordered by inclusion. In particular, U1 ⊂ U2 but U1 ≮ U2 where
U1 = {1234, 5678}
U2 =
(
[8]
4
)
\
{
1235, 1245, 1345, 2345, 1236, 1246, 1346, 2346, 1256,
4678, 4578, 4568, 4567, 3678, 3578, 3568, 3567, 3478
}
We have already seen that HB(n, 1) is a lattice. Using Theorem 6.1.1(4), it can be
shown that HB(n, d) is a lattice whenever n − d ≤ 3. In fact, these are the only cases
for which HB(n, d) is a lattice [102]. Nevertheless, we will compute the homotopy type
of open intervals of HB(n, 2) by an argument involving join-contraction.
The Higher Bruhat order HB(n, d) is the poset of consistent subsets of
( [n]
d+1
)
ordered
by single-step inclusion; that is, X ≤ Y if there exists a sequence of consistent subsets
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X0 ⊆ · · · ⊆ Xt such that X = X0, Y = Xt and |Xi \Xi−1| = 1 for all i. The same set
ordered by ordinary inclusion is denoted HB⊆(n, d). The posets HB(n, d) and HB⊆(n, d)
are both graded with rank function X 7→ |X| ([102] Theorem 4.1(G)).
When d = 1, HB(n, 1) is isomorphic to the weak order on the symmetric group,
and the two orders HB(n, 1) and HB⊆(n, 1) coincide. The weak order HB(n, 1) is a
lattice where the join of X and Y is X ∪ Y . If d ≥ 2, the poset HB(n, d) may not be a
lattice; in particular, HB(6, 2) is not a lattice ([102] Theorem 4.4). Ziegler proved that
HB(n, d) = HB⊆(n, d) when n − d ≤ 4, but HB(8, 3) is weaker than HB⊆(8, 3) ([102]
Theorem 4.5). In fact, his example in HB(8, 3) shows that X ∪ Y need not be the join
of X,Y ∈ HB(n, d) even if X ∪ Y is consistent.
For X,Y ∈ HB(n, d), if X ⊆ Y we define the ascent set
Asc(X,Y ) = {I ∈ Y \X : X ∪ {I} ∈ HB(n, d)}.
If Y = 1ˆ, we write Asc(X) for Asc(X,Y ).
Lemma 6.1.3 Fix X ∈ HB(n, d). The ascent set Asc(X) decomposes as the disjoint
union Asc(X) = A1 unionsq · · · unionsqAN where
1. At = {{at1 < · · · < at,d+1}, {at2 < · · · < at,d+2}, . . . , {at,rt < · · · < at,d+rt}} (i.e.
At is the set of contiguous intervals in the set {at1, . . . , at,rt+d} ⊆ [n]), and
2. if I ∈ As, J ∈ At, s 6= t then |I ∩ J | < d.
Proof: We first show that any ascent I ∈ Asc(X) shares d elements with at most
two other ascents of X. Suppose I, J ∈ Asc(X) such that |I ∩ J | = d with I < J
in lexicographic order. The restriction X|I∪J is an element of HB(|I ∪ J |, d) with two
ascents, so it must be the bottom element. Consequently, the I (J) is the lex-minimal
(lex-maximal) (d+ 1)-subset of I ∪ J .
Now suppose J ′ ∈ Asc(X), J ′ 6= J such that J ′ > I in lexicographic order and
|J ′ ∩ I| = d. Then J ′ is the lex-maximal (d+ 1)-subset of I ∪J ′ by the above argument.
But, |J∩J ′| = d and J, J ′ are not at opposite ends of their (d+1)-packet, a contradiction.
We have now established that for any I ∈ Asc(X), there is at most one J > I in
lexicographic order for which |I ∩ J | = d. By similar reasoning, there is at most one
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L < I with |I ∩ L| = d. Thus, Asc(X) decomposes into chains It1 < It2 < · · · < Itmt
where |Iti ∩ Iti+1| = d and all other intersections have cardinality strictly less than d.
Lemma 6.1.4 If X ∈ HB(n, d), then X ∩Asc(X) = ∅.
Proof: The ascent set Asc(X) is a subset of
([n]
d
) \X, and the latter set is closed.
Hence, X ∩Asc(X) is empty.
6.2 Connectivity
The connectivity of the graph of cubical tilings of a cyclic zonotope is an important
feature. In this section, we consider a couple refinements of this connectivity result.
6.2.1 Simple connectivity
The interpretation of HB(n, d) as maximal chains in HB(n, d − 1) modulo diamonds
has an interesting topological consequence for the graphs of these posets. Let X
(1)
n,d
denote the (undirected) Hasse diagram of HB(n, d) and let X
(2)
n,d be the 2-dimensional
regular CW-complex whose 1-skeleton is X
(1)
n,d with a 2-cell attached to every diamond
and (2d+ 4)-circuit as in Figure 6.3.
Proposition 6.2.1 X
(2)
n,d is simply connected.
Proof: We deduce the simple connectivity of X
(2)
n,d from the connectivity of X
(1)
n,d+1.
Let γ be some closed path in X
(1)
n,d. We show γ is nullhomotopic by an induction on the
rank and cardinality of the highest rank elements of HB(n, d) visited by γ.
If γ only visits a single vertex of the graph X
(1)
n,d, we are done.
Let x ∈ HB(n, d) be some element of maximal rank in the path of γ. Let y, z be
the immediate neighbors of some occurence of x in γ. By assumption, rk(y) = rk(z) =
rk(x) − 1. Choose saturated chains my,mz in the intervals [0ˆ, y], [0ˆ, z] and fix some
saturated chain m in [x, 1ˆ]. Let f be the concatenation of chains my ◦ (y − x) ◦m and
g the concatenation mz ◦ (z − x) ◦m. Since the space A(n, d+ 1) of maximal chains is
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A\ad+2 A\a1
A\a3 A\a2
A\a2 A\a3
A\a1 A\ad+2
A = {a1 < a2 < · · · < ad+2}
I
J I
J
I, J ∈ ( [n]d+1)
|I ∩ J | ≤ d− 1
Figure 6.3: X
(2)
n,d is constructed by attaching 2-cells to certain cycles in the graph of
HB(n, d).
connected by diamond and (2d+ 4)-cycle flips, f and g are homotopic in X
(2)
n,d. Basing
the loop f ◦ g at z and concatenating with γ replaces the path y − x− z with m1 ◦m2.
This yields a path homotopic to γ either with lower maximal rank or fewer elements of
maximal rank rk(x).
When d = 2, this proposition was proved by Shapiro, Shapiro, and Vainshtein in
a very similar manner [90]. The proof essentially showed that the simple connectivity
of X
(2)
n,d follows from the connectivity of X
(1)
n,d+1. In principle, it should be possible to
generate the higher order syzygies of these complexes by iterating this method.
6.2.2 Local connectivity
The vertex sets that can appear in a rhombic tiling were characterized by Leclerc and
Zelevinsky in [60] as maximal collections of strongly separated sets. Two sets I, J ⊆ [n]
are strongly separated if either I − J ≺ J − I or J − I ≺ I − J where A ≺ B means
a < b for all a ∈ A, b ∈ B. A collection of subsets C of [n] is strongly separated if I, J
are strongly separated for all I, J ∈ C.
Let Γ(n) ⊆ 2[n] be the (flag) simplicial complex of strongly separated families.
Leclerc and Zelevinsky showed that this complex is pure and its facets are the ver-
tex sets of rhombic tilings. Another way to state this result is that the collections of
rhombic tilings containing a particular vertex satisfy a Helly property: If vi ⊆ [n]i∈I and
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X(vi) is the set of rhombic tilings containing vi, then X(vi) ∩X(vj) 6= ∅ (∀i, j) implies⋂
iX(vi) 6= ∅.
Henriques and Speyer showed that X(vi) is a connected subgraph of the graph of
tilings [46]. We give an alternate proof in terms of Coxeter groups.
Proposition 6.2.2 X(A) is connected for all A ⊆ [n].
Proof: We convert the proposition into the language of Coxeter groups and apply
connectivity of graphs of reduced words.
X(A) is the full graph of zonogon tilings if A = ∅ or A = [n], so we may assume A
is neither of these.
The graph of zonogon tilings is a contraction of the graph G(w0) of reduced words for
w0 where each tiling corresponds to a commutation class of words. Thus, if the inverse
image X˜(A) is connected, then so is X(A). The vertices of the n-cube (except ∅, [n])
naturally biject with cosets uWjˆ of maximal parabolic subgroups of Sn. The bijection
takes a subset A and maps it to those permutations w ∈ Sn for which w−1([|A|]) = A,
i.e. w starts with a permutation of A and ends with a permutation of [n]\A. If A ( [n]
corresponds to uWI under this bijection, then
X˜(A) = {si1 · · · siN ∈ G(w0) | (∃l) si1 · · · sil ∈ uWI}.
Let si1 · · · siN ∈ X˜(A). Elements w ∈ uWI have a unique decomposition w = wIwI
where l(w) = l(wI) + l(wI) and wI ∈ WI . Since the graph of reduced words of w is
connected, we may transform si1 · · · sil into some other word sj1 · · · sjl by a sequence
of braid moves, where sj1 · · · sjm = wI for some m ≤ l. The braid moves preserve the
product, so this produces a sequence of reduced words for w0
si1 · · · sil · · · siN ∼ · · · ∼ sj1 · · · sjlsil+1 · · · siN ,
where every term in the sequence lives in X˜(A). By a similar argument, we may
transform sj1 · · · sjm into some canonical form for wI and sjm+1 · · · siN into a canonical
form for (wI)−1w0 via braid moves without leaving X˜(A). By transforming si1 · · · siN
into a canonical factorization, we have demonstrated the connectivity of X˜(A).
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6.3 The second Higher Bruhat order
A wiring diagram is a collection of wires, continuous piecewise linear curves C1, . . . , Cn
in R2, satisfying the following conditions.
1. The projection of Ci onto the first coordinate is bijective.
2. The wires are in order C1, . . . , Cn top-to-bottom, sufficiently far to the right.
3. Distinct wires Ci, Cj cross at a unique point.
4. All crossings are transverse.
We shall further assume that the wiring diagram is simple, meaning there are no
common intersections among three or more wires. In particular, each wire Ci determines
a permutation pii = a1 · · · an−1 of [n]\i where if r < s then the first coordinate of Ci∩Car
is less than that of Ci ∩ Cas . Two wiring diagrams are considered equivalent if they
determine the same sequence of wire permutations (pii)i∈[n].
For 1 ≤ i < j < k ≤ n, if the crossing of Ci and Ck is below (above) Cj , then {i, j, k}
is an inversion triple (non-inversion triple). The map taking a wiring diagram to its
set of inversion triples defines a bijection between equivalence classes of simple wiring
diagrams with n wires and consistent subsets of
(
[n]
3
)
.
Let x, y ∈ HB(n, 2) with x ⊆ y. A difference triple is an element of y − x. A
difference block is a subset of y − x of the form {{ij , ij+1, ij+2} : j ∈ [m]}, where
1 ≤ i1 < · · · < im+2 ≤ n.
For distinct i, j, k ∈ [n], the piece Sjik of Cj between Ci ∩Cj and Ck ∩Cj is called a
segment of Cj . If {i, j, k} is a non-inversion triple, i < j < k, then the floor of {i, j, k}
is the segment Sjik. The floor is elementary if its interior is not intersected by any other
wire (i.e. i and k are adjacent in pij). The height of a non-inversion triple {i, j, k} is the
number of wires that pass below the segment Sjik.
Proposition 6.3.1 ([38]) Let W be a simple wiring diagram with inversion set x. Let
y ∈ HB(n, 2) such that x ( y.
1. There exists an element of y − x with an elementary floor in W . ([38] Lemma
2.2)
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2. Among those elements of y−x with an elementary floor, if I is of maximum height,
then x∪{I} is consistent. In particular, Asc(x, y) is nonempty. ([38] Lemma 2.3)
Corollary 6.3.2 The second higher Bruhat order HB(n, 2) is ordered by inclusion; that
is, HB(n, 2) = HB⊆(n, 2) as posets.
Given I ⊆ ( [n]d+1), let [I] denote the union ⋃I∈I I.
Lemma 6.3.3 Let x ∈ HB(n, 2) have wiring diagram W . If I is a block with an
elementary floor in W , then x ∪ I is not consistent if and only if there exists a wire p
intersecting the segments Si0i1,im and S
im
i0,im−1 where [I] = {i0 < · · · < im}.
Proof: Let I be a block with an elementary floor in W , and let p ∈ [n] − [I]. If
x ∪ {I} is consistent, then for i ∈ [I] the words pii have the elements of [I] \ i flipped
with the other letters in the same relative order. Hence, x ∪ {I} is consistent if and
only if every wire in [n]− [I] does not intersect any segment Skij for i, j, k ∈ [I].
If x∪ {I} is not consistent, then there exists a wire p intersecting some segment Skij
for i, j, k ∈ [I]. As I has an elementary floor in W , p must intersect the segments Si0i1,im
and Simi0,im−1 by planarity.
To determine the homotopy type of intervals of HB(n, 2), we use a stronger version
of Proposition 6.3.1(2).
Proposition 6.3.4 Let W be a simple wiring diagram with inversion set x. Let y ∈
HB(n, 2) such that x ⊆ y. Among the difference blocks of y − x with an elementary
floor, if I is of maximum height, then x ∪ I is consistent.
Proof: Let I be a difference block of y − x with an elementary floor, and assume
x ∪ I is not consistent. Replacing I by a smaller block, we may assume that x ∪ I ′
is consistent for every block I ′ that is a proper subset of I. Let [I] = {i0, . . . , im}
where i0 < · · · < im. By Lemma 6.3.3, there exists a wire p intersecting the segments
Si0i1,im and S
im
i0,im−1 . By the minimality of I, every such wire intersects the subsegments
Si0im−1,im and S
im
i0,i1
; see Figure 6.4.
Let P be the set of wires intersecting Si0im−1,im and S
im
i0,i1
. If p ∈ P , we claim that
i0 < p < im and {i0, p, im} is a difference triple in y − x. This follows by restriction of
W to the wires {i0, p, i1, im}.
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i0
i1
i2
i3
im−1
im
p
Figure 6.4: Wire p intersects Si0i1im−1 so x ∪ I \ {im−2, im−1, im} is not consistent.
i0
im+1
i1
i2
i3
im
p1
g1
p2
g2
pq−1
gq−1
F
Figure 6.5: Proof of Proposition 6.3.4.
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Let F denote the region above the wires i1, · · · , im−1, below i0, im+1 and below all
of the wires in P . As shown in Figure 6.5, we label the upper edges of F by g0, g1, . . . , gq
which are supported by the wires i0 = p0 < p1 < · · · < pq−1 < pq = im.
We show by induction that one of the gj , j ∈ [q−1] is the floor of a difference triple
in y \ x. We are given that {i0, pj , im} is in y. Suppose pj−1pjim ∈ y. Using the packet
{pj−1, pj , pj+1, im+1} either pj−1pjpj+1 ∈ y or pjpj+1im ∈ y. The former case has an
elementary floor gj . Induction on j completes the argument.
Hence there exists a difference triple {pj−1, pj , pj+1} with an elementary floor. By
Proposition 6.3.1(2), there exists a difference triple I for which x ∪ {I} is consistent
whose height is strictly greater than that of I.
Lemma 6.3.5 Let x ∈ HB(n, 2) and A(x) = A1 unionsq · · · unionsqAN as in Lemma 6.1.3. For all
s 6= t, if |[As] ∩ [At]| ≥ 2 and ht(As) ≤ ht(At) then
[As] ∩ [At] = {min[At],max[At]}.
Proof: Let s, t be distinct indices with |[As] ∩ [At]| ≥ 2 and ht(As) ≤ ht(At). Let
i, k ∈ [As] ∩ [At] such that i < k. We let W denote a wiring diagram of x.
We first show that ht(As) < ht(At). By Lemma 6.1.3(2) there exists q ∈ [At] \ [As]
such that i < q < k. Let [i, k] ∩ [As] = {i = j0 < j1 < · · · < jr < jr+1 = k} and let
eα be the base of jα−1jαjα+1 for 1 ≤ α ≤ r. Since jα−1jαjα+1 is an ascent, each eα is
a segment. Let e =
⋃
α eα be the union of these segments. Then q does not intersect
eα. If q is above eα, then ht(As) < ht(iqk) = ht(At) as desired. If q is below eα, then
ht(As) > ht(iql) = ht(At), contrary to the hypothesis.
Let p ∈ [At] \ {i, k}. It remains to show that i < p < k. From this, it follows that
[As] ∩ [At] must intersect only at the 2 elements which lie at opposite ends of [At].
Suppose to the contrary that p < i. Since pil /∈ x, pip(i) < pip(l). If min[As] < i then
the base of pil includes the base of an ascent I in As. By assumption on the height of
At, this implies I ∈ At, a contradiction. If min[As] = i then the base of pil includes the
crossing i ∩ j where j = min([As] \ i). Consequently, ht(At) ≤ ht(As), a contradiction.
A symmetric argument shows that p ≯ l, thus completing the proof.
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The following proposition is the key to the proof of Theorem 6.0.2, as described in
the introduction.
Proposition 6.3.6 Let W be a simple wiring diagram with inversion set x. Let y ∈
HB(n, 2) such that x ( y, and let I ⊆ Asc(x, y) such that [x, x ∪ I] is facial. If
I0 ∈ Asc(x, y) is of maximum height in W , then [x, x ∪ I ∪ {I0}] is facial.
Proof: (Reduce to checking that for the block I containing I0, [x, x ∪ I] is facial.)
1: Since no two subsets I ∈ Is, J ∈ It appear in a common packet, to check the
consistency of x ∪ Is unionsq It it suffices to check x ∪ Is and x ∪ It independently.
2: We proceed by induction on |I\I ′|. Suppose x∪I is consistent and let I ′ = I\{J}.
If J appears in block It, then this block splits into
It = I ′t,0 unionsq {J} unionsq I ′t,1
and all other blocks remain the same. It suffices to show that x∪I ′t,0∪I ′t,1 is consistent.
Every packet P is either contained in I ′, is disjoint from I ′, or meets I ′ in a single
(k + 1)-set I. Suppose we are in the last case. If P ∩ I = {I}, then we are done since
by assumption P ∩ (x ∪ I) is either initial or terminal in P.
Assume P ∩I = P and set {p} = [P] \ I. Then I ∈ I ′t,0 or I ′t,1 and p ∈ [{J} ∪ I ′t,1]
or p ∈ [{J} ∪ I ′t,0]. In the first case, I is lex minimal in P while in the latter case, I is
lex maximal. This proves.
3: Let Asc(x, y) = A1unionsqAN as in Lemma 6.1.3 and assume I0 ∈ A1. Let I ⊆ Asc(x, y)
such that x∪I is consistent. By Proposition 6.3.4, x∪A1 is consistent. Then x∪I −A1
is consistent. x ∪A1 ∪ I is consistent. Finally, x ∪ I0 ∪ I is consistent.
6.4 Proof of Theorem 6.0.2
Theorem 6.4.1 Let x, y ∈ HB(n, 2) such that x < y. If [x, y] is facial, then (x, y) is
homotopy equivalent to a (|Asc(x, y)| − 2)-sphere. Otherwise, (x, y) is contractible.
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Proof: Assume the statement holds for intervals (x, z) with x ≤ z < y. By Lemma
3.3.9,
(x, y) ' (x, y)nonc
where (x, y)nonc = {z ∈ (x, y) | (x, z) is not contractible}. Since HB(n, 2) is ordered by
inclusion, x ∪ I ≤ y whenever I is a subset of Asc(x, y) such that x ∪ I is consistent.
By the inductive hypothesis,
(x, y)nonc = {I ⊆ Asc(x, y) : x ∪ I is consistent, x ∪ I 6= y}.
Suppose y = x ∪ Asc(x, y). By Proposition 6.3.6, x ∪ I is consistent for every subset I
of Asc(x, y). Therefore,
(x, y)nonc ∼= (2Asc(x,y))prop
homeo∼= S|Asc(x,y)|−2.
Now assume that either y 6= x∪Asc(x, y) holds or x∪Asc(x, y) is not consistent. From
Proposition 6.3.6, (x, y)nonc is the face poset of a simplicial complex over Asc(x, y). By
Proposition 6.3.6, this simplicial complex has a cone point I0 ∈ Asc(x, y), so (x, y)nonc
is contractible.
Chapter 7
Gallery posets
Recall that a reduced gallery of a real central arrangement A is a sequence of chambers
c0, c1, . . . , cm such that adjacent chambers are separated by exactly one hyperplane, and
c0 and cm are separated by m hyperplanes. For any codimension 2 subspace X ∈ L(A),
a gallery between opposite chambers c0,−c0 can cross the hyperplanes containing X in
two ways. We introduce a poset Gal(A, r0) of reduced galleries r ordered by single-step
inclusion of sets of codimension 2 subspaces separating r from r0. The Hasse diagram
of this poset is the usual graph of reduced galleries. An example is shown in Figure 7.1
In this chapter, we analyze the local topology of Gal(A, r0) when A is supersolvable
and r0 is incident to a modular flag. In this situation, we prove Gal(A, r0) is homotopy
equivalent to a (rkA − 3)-sphere using Rambau’s Suspension Lemma. Similarly, we
identify certain intervals, which we call facial, that are also homotopy equivalent to
spheres. We conjecture that all other intervals are contractible.
Given a fundamental chamber c0, a cellular string is a sequence of faces (x1, x2, . . . , xm)
in L≥1(A) such that x1 ◦ c0 = c0, xm ◦ (−c0) = −c0 and
xi ◦ (−c0) = xi+1 ◦ c0 (∀i).
The poset ω(A, c0) of cellular strings is ordered by refinement: given cellular strings
x = (x1, . . . , xm), x
′ = (x′1, . . . , x′l), we say x ≤ x′ if every x′i is a face of some xj . A
maximally refined cellular string has all faces of codimension 1. Such cellular strings
may be identified with reduced galleries. Hence, we say a gallery r is incident to a
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−c0
r0 −r0
c0
−c0
r0
−r0
Figure 7.1: (Left) An arrangement A of three lines in R2. (Center) The poset of chambers of A with base
chamber c0. (Right) The poset of galleries with base gallery r0.
cellular string x if x ≤ r in the order on cellular strings.
Our main result is the following.
Theorem 7.0.2 Let A be a real supersolvable hyperplane arrangement with chamber
c0 and gallery r0 both incident to a modular flag. Let x = (x1, x2, . . . , xm) ∈ ω(A, c0)
be a cellular string of A. The set of galleries incident to x forms a closed interval of
Gal(A, r0) whose proper part is homotopy equivalent to S
∑m
i=1 codim(xi)−m−2.
We conjecture that all other intervals are contractible.
The motivation for this work primarily comes from two sources: the parameteriza-
tion of noncontractible intervals in the chamber poset of an arrangement A proved by
Edelman and Walker [36], and a conjecture by Reiner on the noncontractible intervals of
the Higher Bruhat orders [83] (see Chapter 6). We hope to derive new instances of the
generalized Baues problem posed by Billera, Kapranov, and Sturmfels via these posets
[7].
The rest of the section is structured as follows. The above theorems are interpreted
for Coxeter groups in §7.1. In §7.2, we use the Suspension Lemma (Lemma 3.3.6) to
compute the homotopy type of the proper part of Gal. Theorem 7.0.2 is proved in §7.3.
7.1 Coxeter Groups
Recall from §2.4 that the faces of a reflection arrangement of a Coxeter system (W,S)
are in natural bijection with parabolic cosets {wWJ : w ∈ W, J ⊆ S}. For J ⊆ S, let
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w0(J) denote the longest element of the subsystem (WJ , J). Then a cellular string may
be identified as a word (J1, . . . , Jm) where ∅ 6= Ji ⊆ S for all i and
w0(S) = w0(J1)w0(J2) · · ·w0(Jm), l(w0(S)) =
m∑
i=1
l(w0(Ji)).
The cellular strings are ordered by refinement, i.e. (I1, . . . , Il) ≤ (J1, . . . , Jm) if there
is are indices 0 = α1 < · · · < αt < l such that
w0(Jk) = w0(Iαk+1)w0(Iαk+2) · · ·w0(Iαk+1) l(w0(Jk)) =
αk+1−αk∑
i=1
l(w0(Iαk+i)).
In this language, Theorem 7.0.2 may be restated as follows.
Theorem 7.1.1 Let (W,S) be a Coxeter system of type A or B. Let r0 be a reduced
word incident to a modular flag of the corresponding reflection arrangement. The set
of reduced words for w0 refining a given cellular string (J1, . . . , Jm) forms an interval
[r, r′] in Gal(A, r0) such that (r, r′) is homotopy equivalent to S
∑
i |Ji|−m−2.
We conjecture that all other intervals are contractible. This theorem and conjecture
are both highly dependent on the choice of reduced word r0. Other choices for r0 yield
non-isomorphic posets which fail to have the nice local topology. For type A, the base
word is
r0 = s1(s2s1)(s3s2s1) · · · ,
while in type B, the base is
r0 = s0(s1s0s1)(s2s1s0s1s2) · · · .
At this time it is unclear whether a good choice of r0 exists for every finite Coxeter
group.
7.2 Homotopy type of the gallery poset
The second part of the proof of Theorem 4.3.4 proves the following proposition.
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Figure 7.2: (Left) Gal(A, r0) for the type A2 Coxeter system. (Center) Gal(A, r0) for type A3.
Proposition 7.2.1 (RR [81]) Assume that l is a modular ray and let c0 be a chamber
incident to l. Let pi denote the function r 7→ rl sending galleries of A from c0 to −c0 to
galleries of Al. Given a reduced gallery rl ∈ Al, let r1 be the unique gallery incident to
l in the fiber pi−1(rl) defined by Proposition 4.3.1(2). If r1 6= r2 ∈ pi−1(rl) there exists
X ∈ L2(r1, r2) incident to r2.
Theorem 7.2.2 Let r0 be a gallery incident to a modular flag of a rank d supersolvable
arrangement A. The proper part of the poset of reduced galleries Gal(A, r0) is homotopy
equivalent to a (d− 3)-sphere.
Proof: We begin by defining the maps and objects in the Suspension Lemma 3.3.6.
Let F be a modular flag of faces
F : c0 = F0 < F1 < · · · < Fd = 0, Fi ∈ L(A),
and set l = Fd−1. Let r0 be the unique gallery incident to F .
Define gallery posets P = Gal(A, r0), Q = Gal(Al, (r0)l), and let f : P → Q be
usual localization map removing hyperplanes not containing l.
Define a section i : Q → P by lifting a gallery rl in Q along l to a gallery from
l ◦ c0 to l ◦ (−c0) and completing it in the unique way described in Proposition 2. We
similarly define a section j : Q→ P by lifting along −l.
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Let (H,H ′) be the unique pair of adjacent hyperplanes in r0 such that H ⊇ l and
H ′ + l. We claim that X0 = H ∩ H ′ is the unique codimension 2 subspace incident
to r0 not containing l. Uniqueness holds since any Y ∈ L2(A) \ L2(Al) contains some
hyperplane of Al by the modularity of l, but the hyperplanes in Al appear in r0 before
those of A \ Al. Incidence at X0 follows from Proposition 4.3.1(3) and Corollary 4.3.3.
Let J denote the order ideal {r ∈ P | X0 /∈ L2(r0, r)}.
With this setup, we verify the three properties in Lemma 3.3.6. (1) is clear since
L2(r0, i(r)) is a subset of L2(Al) and L2(r0, j(r)) is a superset of L2(A)\L2(Al). Propo-
sition 7.2.1 implies i(r) is the minimum element of the fiber f−1(r). Dually, j(r) is the
maximum element of f−1(r). This verifies (2). Finally, (3) follows from the uniqueness
of X0.
7.3 Main Theorem
Theorem 7.3.1 Let A be a supersolvable arrangement with chamber c0 and gallery r0
incident to a modular flag. Let x = (x1, x2, . . . , xm) ∈ ω(A, c0) be a cellular string of
A. The set of galleries incident to x forms a closed interval of Gal(A, r0) whose proper
part is homotopy equivalent to a sphere of dimension
∑m
i=1 codim(xi)−m− 2.
To decompose the set of galleries incident to a cellular string into a product of
bounded posets, we make use of the following simple lemma.
Lemma 7.3.2 Assume A is supersolvable with modular flag of faces F : F0 < F1 <
· · · < Fd = 0. If X ∈ L(A) then the localized arrangement AX is supersolvable with
modular flag
FX : (F0)X ≤ (F1)X ≤ · · · ≤ (Fd)X = 0.
If r0 is the unique gallery incident to F , then (r0)X is the unique gallery incident to
FX .
Proof: Let X ∈ L(A). If Y is modular in L(A), then X + Y ∈ L(A), so X + Y ∈
L(AX). Moreover, if Z ∈ L(AX), then (X +Y ) +Z = Y + (X +Z) = Y +Z ∈ L(A) so
it is in L(AX). Hence, X + Y is a modular element of L(AX). If F ∈ L(A) such that
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F 0 is modular, then F 0X = F
0 +X, which is modular in L(AX). In particular, FX is a
flag of modular faces.
We next show that FX is maximal. Suppose (Fi+1)X is a proper face of (Fi)X . Then
1 ≤ codim(X + F 0i+1)− codim(X + F 0i )
= (codim(X) + codim(F 0i+1)− codim(X ∩ F 0i+1))− (codim(X) + codim(F 0i )− codim(X ∩ F 0i ))
= 1 + (codim(X ∩ F 0i )− codim(X ∩ F 0i+1))
≤ 1.
Hence, the flag FX is maximal.
Let r0 be the unique gallery incident to F from F0 to −F0. Then (r0)X crosses the
hyperplanes in (F0)X first, followed by the rest of (F1)X , followed by (F2)X , etc. As AX
is supersolvable with modular flag FX , this implies (r0)X incident to FX . Uniqueness
is immediate from Proposition 4.3.1.
Proof: (of theorem) For each i, let Xi = x
0
i and let Gali := Gal(Axi , (r0)xi) be a
poset of galleries of a supersolvable arrangement with base gallery incident to a modular
flag. By Theorem 7.2.2, the proper part of Gali is homotopy equivalent to Scodimxi−3.
A gallery ri in Gali can be viewed as a gallery between xi ◦ c0 and xi ◦ (−c0) in the
arrangement A. Since x is a cellular string, any sequence (ri ∈ Gali)i can be patched
together to a gallery between c0 and −c0 in A. Consequently, the galleries incident to
x may be indentified with the product poset
Gal(AX1 , (r0)X1)× · · · ×Gal(AXm , (r0)Xm).
In general, if bounded posets P,Q are homotopy equivalent to spheres Sp,Sq, respec-
tively, then P ×Q is homotopy equivalent to Sp+q+2. Applying this fact to the above
product completes the proof.
Example 7.3.3 Let A be a type A reflection arrangement with fundamental chamber c0.
The cellular strings ω(A, c0) may be identified with wiring diagrams where multiple wires
may cross at a vertical section. The set of galleries incident to a given cellular string x
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234 25 14|35 15 13|45 12
(34−24−23)−25−(35−14)−15−(45−13)−12
(23−24−34)−25−(14−35)−15−(13−45)−12
Figure 7.3: (Left) A cellular string of the type A4 reflection arrangement. (Right) The interval of the gallery
poset corresponding to this string. Its proper part is homeomorphic to S1.
are the simple wiring diagrams obtained by resolving multiple crossings in the diagram
associated to x. The incident galleries form an interval in Gal(A, r0) whose minimum
element resolves multiple crossings in colexicographic order and whose maximum element
resolves in reverse colexicographic order. Figure 7.3 shows an example.
Chapter 8
Lattice structure of Grid-Tamari
orders
In Section 8.2, we define a Tamari-like poset, which we call a Grid-Tamari order. De-
noted GT(λ), this is a partial order associated to a finite induced subgraph λ of the
Z× Z grid. Grid-Tamari orders are defined as an acyclic orientation of the dual graph
of a pure thin simplicial complex called a non-kissing complex. Special cases of Grid-
Tamari orders include Tamari orders (λ is 2 × n rectangle), Grassmann-Tamari orders
(λ is a k × n rectangle) defined in Section 8.1, and type A Cambrian lattices (λ is a
double-ribbon shape).
Our main result is
Theorem 8.0.4 For any shape λ, GT(λ) is a congruence-uniform lattice.
While this result was already known for Cambrian lattices, it was not even known
that the Grassmann-Tamari orders were lattices. This was previously conjectured by
Santos, Stump, and Welker [89, Conjecture 2.20].
We prove Theorem 8.0.4 by identifying GT(λ) as a lattice quotient of a poset of
biclosed sets satisfying the conditions of Theorem 3.1.9. When λ is a 2 × n rectangle,
this reduces to the standard map from permutations to triangulations reviewed in §2.4.5.
Our lattice quotient description allows us to compute the poset of lattice congruences
of GT(λ), which we present in Theorem 8.7.1.
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This chapter is organized as follows. In §8.1, we define the non-crossing complex
and describe its geometric significance following [89]. In §8.2, we establish the purity
and thinness of the non-kissing complex combinatorially, similar to the methodology
employed in [89, Section 2.2] for proving purity and thinness of the non-crossing complex.
We close the subsection by defining the orientation on the dual graph of the non-
kissing complex whose transitive closure is a Grid-Tamari order. We emphasize that
this directed graph is acyclic as a consequence of Theorem 8.0.4. A geometric proof of
acyclicity in the non-crossing case appears in [89].
The reduced non-kissing complex is the boundary complex of a simplicial polytope.
In §8.3, we describe a way to construct these polytopes by a sequence of edge-stellations
and suspensions. It follows that the γ-vector of the non-kissing complex is the f -vector
of a flag simplicial complex by results of [2] and [20]. Moreover, the Hasse diagram for
the Grid-Tamari order is the 1-skeleton of the polar dual polytope. These dual polytopes
may be constructed by dual operations, namely ridge-truncations and doublings. We
remark that although ridge-truncations sometimes correspond to interval doublings,
these two constructions do not match up in general.
In §8.4, we introduce a poset of biclosed subsets of segments in a shape λ. A
collection of segments between two interior vertices of λ is closed if a segment s is in λ
whenever there exists a partition of s into two subpaths that both lie in λ. We show
that this closure satisfies the hypotheses given in Theorem 3.1.9, so its poset of biclosed
sets is a congruence-uniform lattice.
A special lattice congruence on the lattice of biclosed sets of segments is presented in
§8.5. In §8.6, we define a map η from biclosed sets of segments to the facets of the non-
kissing complex, and show that the fibers of η are precisely the equivalence classes of this
lattice congruence. We then deduce Theorem 8.0.4 by comparing the order induced by
η with the Grid-Tamari order. Having established the congruence-uniformity of GT(λ),
we compute the whole poset of lattice congruences in §8.7.
Some other interesting lattice quotients of the weak order called Cambrian lattices
were introduced by Reading in [76]. In §8.8, we prove that the type A Cambrian
lattices are examples of Grid-Tamari orders for double ribbon shapes. We prove this
isomorphism using Reading’s description of type A Cambrian lattices as a poset of
triangulations of a polygon.
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8.1 Non-crossing complexes
Fix k, n ∈ N. Two sets I, J ∈ ([n]k ) are crossing if it < jt < it+1 < jt+1 for some t where
I − J = {i1 < · · · < il} and J − I = {j1 < · · · < jl}. The sets I, J are non-crossing
otherwise. For example, {1, 4, 5} and {2, 3, 6} are non-crossing, whereas {1, 4, 5} and
{2, 4, 6} are crossing. The non-crossing complex ∆NCk,n is the collection of all pairwise
non-crossing subsets of
([n]
k
)
.
For l ≥ 1, let Cl be a chain poset with l elements. The complex ∆NCk,n may be
realized as a regular, unimodular, Gorenstein triangulation of the order polytope Ok,n
on Ck×Cn−k; i.e., the polytope in Rk(n−k) defined by the inequalities 0 ≤ xi,j ≤ 1, xi,j ≤
xi+1,j , and xi,j ≤ xi,j+1 for 1 ≤ i ≤ k, 1 ≤ j ≤ n−k ([69, Theorem 8.1] or [89, Theorem
1.7]). This triangulation of Ok,n is distinct from the equatorial triangulation defined in
[84], which is not flag in general. As a consequence of this geometric realization, after
removing cone points, ∆NCk,n is a pure, thin complex of dimension (k− 1)(n− k− 1)− 1.
Moreover, there exists a simple polytope, the Grassmann-associahedron, with facial
structure anti-isomorphic to ∆NCk,n . As a flag, simplicial polytope, one may expect that
the dual Grassmann-associahedron may be constructed by a sequence of suspensions
and edge-stellations, which we prove in Section 8.3.
Any triangulation of Ok,n naturally gives rise to a monomial basis for the coordinate
ring of the Grassmannian, the C-algebra generated by the maximal minors of a k ×
n matrix of indeterminates (xij) [69]. Namely, a monomial
∏r
1 xIj is in the basis if
{I1, . . . , Ir} is a face of the triangulation. The classical standard basis for this algebra
is indexed by semistandard Young tableaux. The columns of a semistandard Young
tableaux satisfy a compatibility condition that resembles a non-nesting analogue of the
non-crossing condition defined above. Thus these two bases may be viewed as “opposite”
in some sense; see [89, Remark 4.7]. One may hope to develop a straightening law for
these monomials, though we do not pursue this here.
Let J be the set of order ideals of Ck ×Cn−k. The Hibi ideal is the ideal generated
by {xIxJ −xI∩JxI∪J : I, J ∈ J ) in the polynomial ring on {xI : I ∈ J }. By results of
[93], regular unimodular triangulations of Ok,n are in bijection with squarefree monomial
initial ideals of the Hibi ideal. As observed in the introduction of [89], the triangulation
induced by ∆NCk,n corresponds to a particularly nice initial ideal. We refer to the survey
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[23, Section 6] for more background on Hibi ideals.
There is a natural orientation on the dual graph of ∆NCk,n . If two facets F1 = F ∪
{I}, F2 = F ∪ {J} are adjacent, then there is a unique index t for which it < jt <
it+1 < jt+1 where I − J = {i1 < · · · < il} and J − I = {j1 < · · · < jl}. We orient
the edge F1 → F2 if the pair {it, it+1} is lexicographically smaller than {jt, jt+1}. For
example, {145, 146, 236, 245} and {146, 236, 245, 246} are adjacent facets of ∆NC3,6 with
orientation {145, 146, 236, 245} → {146, 236, 245, 246} since 145 and 246 cross at 15 and
26. Defined by Santos, Stump, and Welker in [89], the Grassmann-Tamari order GTk,n
is the transitive closure of this relation. The smallest Grassmann-Tamari order not
isomorphic to a Tamari lattice is drawn in Figure 1.4.
The non-crossing condition translates to a non-kissing condition on paths via the
standard bijection between k-subsets of [n] and paths in a k × (n − k) rectangle with
South and East steps. For example, the set {1, 4, 5} corresponds to the path from the
NW-corner to the SE-corner of the rectangle such that the first, fourth, and fifth steps
are to the South, while the others are to the East. Two paths p1, p2 in the plane are
kissing if they agree on some subpath between vertices v and v′ such that
1. p1 enters v from the West and leaves v
′ to the South, and
2. p2 enters v from the North and leaves v
′ to the East.
An example of two kissing paths is given in Figure 8.1. The non-kissing complex ∆NK(λ)
associated to a (possibly not rectangular) shape λ is the collection of pairwise non-kissing
paths supported by λ. A poset GT(λ) analogous to the Grassmann-Tamari orders may
be defined on the facets of this complex. We call GT(λ) the Grid-Tamari order ; see
Section 8.2.
8.2 Non-kissing complexes
Let λ be a finite induced subgraph of the Z×Z square grid. We refer to such a graph as
a shape. A vertex v is interior if λ contains the 2× 2 grid centered at v. Any vertex of
λ that is not interior is called a boundary vertex. We say v is a SE-corner if the vertices
one step South or East of v are not in λ. If v is a vertex of λ, then λ \ v is the subgraph
of λ with v removed.
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v
v′
Figure 8.1: (left) Two paths kissing along the indicated segment from v to v′. The paths correspond to the
sets 145 and 246, which are crossing. (right) A maximal family of non-kissing paths excluding horizontal and
vertical paths.
A path supported by λ is a sequence of vertices v0, . . . , vt such that
• v0 and vt are boundary vertices,
• v1, . . . , vt−1 are interior vertices, and
• vi is one step South or East of vi−1 for all i.
Example 8.2.1 For the path in Figure 8.2, the vertices w0 and w4 are boundary ver-
tices, while w1, w2, and w3 are interior. If v is removed from λ, then w3 becomes a
boundary vertex. The restriction of this path to λ \ v is the sequence w0, w1, w2, w3.
A path supported by λ is called a segment if its endpoints are also interior vertices.
If s is a segment containing vertices v and v′, then s[v, v′] denotes the sub-segment of s
whose endpoints are v and v′. The initial (terminal) vertex of a segment s is denoted
sinit (sterm). We abbreviate s[sinit, v] and s[v, sterm] to s[·, v] and s[v, ·], respectively. A
segment that only contains one vertex is called lazy. All other segments are non-lazy.
Two paths p1, p2 are kissing if they share vertices v, v
′ such that
• p1[v, v′] = p2[v, v′],
• p1 enters v from the West and leaves v′ to the South, and
• p2 enters v from the North and leaves v′ to the East.
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w0 w1 w2
w3 w4
v
Figure 8.2: A shape with a path w0, w1, w2, w3, w4 and a SE-corner v.
Otherwise p1 and p2 are non-kissing. The non-kissing complex ∆
NK(λ) is the (flag)
simplicial complex whose faces are collections of pairwise non-kissing paths supported
by λ. Let F(∆NK(λ)) denote the set of facets, the maximal faces of this complex.
As horizontal and vertical paths are non-kissing with any path, we define the reduced
non-kissing complex ∆˜NK(λ) to be the deletion of all horizontal and vertical paths from
∆NK(λ).
Although a pair of non-kissing paths may twist around each other several times,
there is a natural way to totally order paths that contain a specific edge. Let e be an
edge of λ. If p1 and p2 are distinct non-kissing paths containing e, then they agree on
some maximal segment p1[v, v
′] containing e. Order p1 ≺e p2 if either p1 enters v from
the North or p1 leaves v
′ to the South. A path p ∈ F is the bottom path (top path) at
an edge e if p is minimal (maximal) in F with respect to ≺e.
Theorem 8.2.2 Let F be a facet of ∆NK(λ).
1. The map e 7→ max≺e F is a bijection between vertical edges of λ and non-horizontal
paths in F .
2. Dually, the map e 7→ min≺e F is a bijection between horizontal edges of λ and
non-vertical paths in F .
3. For paths p ∈ F with at least one turn, there exists a unique path q distinct from
p such that F − {p} ∪ {q} is non-kissing. Moreover, p and q kiss at a unique
segment.
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Proof: For each of these statements, we proceed by induction on the size of λ. Let
c be SE-corner of λ and let w be the point in Z × Z one step NW of c. If w is not an
interior vertex of λ, then every path in λ is supported by S \ c, so the theorem holds by
the inductive hypothesis. Hence, we may assume that w is an interior vertex of λ.
(1): We start by proving injectivity of the map. Suppose there is a path p ∈ F
that is on top at two distinct vertical edges e1, e2. Let v be the southern vertex of e1
and let e be the edge west of v. Let p′ ∈ F be the bottom path at e. Define a path q
supported by λ where q[·, v] = p′[·, v] and q[v, ·] = p[v, ·]. Since p ≺e2 q, the path q is
not in F . Let t be the segment containing v along which p and p′ agree. Since p and p′
are non-kissing, p leaves t to the South and p′ leaves to the East.
We claim that q is non-kissing with every path in F , contradicting the maximality
of F . Indeed, if q and q′ are kissing for some q′ ∈ F , then they must kiss at a segment
s containing v as q′ is non-kissing with both p and p′.
If v is the initial vertex of s, then q′ must leave the terminal vertex of s to the east
while q leaves to the south. But this means q′ enters v from the North, which contradicts
maximality of p at e1.
If v is not the initial vertex of s, then q′ contains e. By the minimality of p′ at e,
q′ must enter s from the West and leave s to the South. If t is a subsegment of s, then
q′ ≺e p′, a contradiction. If t contains s, then q′ and p are kissing, a contradiction.
Next we verify surjectivity. The restriction of paths in F to S \ c defines a collection
of non-kissing paths supported by S \ c. Let e1 be the edge south of w and e2 the edge
east of w. It is straight-forward to check that if p and p′ are distinct paths on λ with
the same restriction to S \ c, then p must the top path at e1 and p′ the bottom path at
e2 (or vice versa). Hence, the map applied to F \ c is still injective. By the inductive
hypothesis, it is also surjective.
Now let q be a path in F not on top at e1. Then the restriction of q to S \ c is on
top at some edge e. By the above computation, q is still on top at e. Hence, the map
e 7→ maxe F is surjective.
(2): This statement follows from part (1) by a dual argument.
(3): There exists a path r in F −{p} on top at two vertical edges, say e1 and e2. Let
v1 be the South vertex of e1 and v2 be the North vertex of e2. Let e
′
1 be the horizontal
edge West of v1 and e
′
2 the horizontal edge East of v2.
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Let r′ be the bottom path at e′1 in F − {p}. We claim that r′[v1, v2] = r[v1, v2] and
that r′ is the bottom path at e′2.
Let v be the last vertex for which r[v1, v] = r
′[v1, v]. Then v ≤ v2 since r is the
top path at e2. Let e be the vertical edge South of v, and let re be the top path at e.
Choose v′ minimal such that re[v′, v] = r[v′, v]. Since re and r′ are non-kissing v′ ≤ v1.
However, as r is the top path at e1, we either have v1 = v
′ or re = r. If re 6= r, then
re ≺e′1 r′, a contradiction. Hence re = r and e = e2.
Let re′2 be the bottom path at e
′
2. Let v be the smallest vertex such that re′2 [v, v2] =
r[v, v2]. Since r is the top path at e1, v1 ≤ v holds. If v1 < v, then re′2 enters v from the
North while r′ enters from the West. However this would force r and re′2 to be kissing,
a contradiction. Hence v = v1 and r
′ = re′2 . This completes the proof of the claim.
Define paths qe1 , qe2 such that qe1 [·, v2] = r[·, v2], qe1 [v2, ·] = r′[v2, ·] and qe2 [·, v2] =
r′[·, v2], qe2 [v2, ·] = r[v2, ·]. It is easy to check that F − {p} ∪ {qei} is non-kissing for
i = 1, 2. Moreover, qe1 and qe2 kiss along the unique segment r[v1, v2]. It remains to
prove that these are the only two paths that are non-kissing with F − {p}.
Let q be a path such that F − {p} ∪ {q} is non-kissing. Then either q is on top at
e1 or e2.
Assume q is on top at e1. Let v be the largest vertex for which q[v1, v] = r[v1, v].
Since r is on top at e2, v ≤ v2 holds. As q and r′ are non-kissing, we must have v = v2.
If q 6= qe1 , then they must kiss along some segment s. Since q is non-kissing with both
r and r′, this segment s must contain r[v1, v2]. Since r ≺e1 q, q must enter s from the
West and exit South.
Let v, v′ be vertices such that s = q[v, v′]. Let e be the edge North of v, and let pe
be the top path at e in F − {p} ∪ {qe1}. Since pe and q are non-kissing, we must have
pe[v, v1] = q[v, v1]. Hence, pe = qe1 , a contradiction.
A simplicial complex is pure if its facets all have the same dimension. A pure complex
is thin if every face of codimension 1 is contained in exactly two facets. From Theorem
8.2.2, we deduce the following corollary.
Corollary 8.2.3 For any shape λ, the reduced non-kissing complex ∆˜NK(λ) is a pure,
thin, flag simplicial complex.
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This result was proven in [69] and [89] for some specific shapes by identifying ∆NK(λ)
as a regular, unimodular triangulation of an order polytope with “enough” cone points.
The regularity of this triangulation implies that ∆˜NK(λ) is the boundary complex of a
polytope. When λ is a rectangle shape, this polytope is called the Grassmann Associa-
hedron since the triangulation reflects many of the algebraic properties of the coordinate
ring of the Grassmannian, and it reduces to the usual associahedron if λ has two rows
[89]. In the next section, we give another proof of Corollary 8.2.3 and of polytopality
for any shape λ by constructing ∆˜NK(λ) from the empty complex by a sequence of
suspensions and edge-stellations.
Example 8.2.4 We illustrate Theorem 8.2.2 with the facet F = {145, 146, 236, 245}
of ∆˜NC3,6 . The sets in F correspond to the four non-kissing paths drawn in Figure 8.1.
Including the two vertical paths 234 and 345, each of the six paths in F ∪ {234, 345} is
the top path at a unique interior vertical edge.
The unique facet distinct from F containing F − {145} is (F − {145}) ∪ {246}. If
one removes 145 from F , then 245 is on top at two different vertical edges. The segment
supported by 245 between these two vertical edges is the unique segment along which the
paths 145 and 246 kiss.
The dual graph of a pure thin complex is the set of facets where two facets are
adjacent if they intersect at a codimension 1 face. We define an orientation on the dual
graph of ∆˜NK(λ) as follows. Let F1, F2 be adjacent facets, and let p1 ∈ F1 − F2, p2 ∈
F2 − F1. Then p1 and p2 are kissing at a unique segment, say p1[v, v′]. Orient the edge
F1 → F2 if p1 enters v from the West (equivalently, p1 leaves v′ to the South). Let
GT(λ) be the transitive closure of this relation.
Theorem 8.2.5 (see [89], Theorem 2.17) GT(λ) is a partially ordered set.
We call GT(λ) the Grid-Tamari order. When λ is a 2 × n rectangle, GT(λ) is the
usual Tamari lattice. For general λ, Theorem 8.2.5 is far from obvious. In [89], it is
proved for all rectangle shapes by identifying GT(λ) with a poset of facets of a regular
triangulation of a polytope, whose order is induced by a generic linear functional. We
establish Theorem 8.2.5 as a consequence of Theorem 8.0.4.
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8.3 Polytopal realization of the non-kissing complex
There are several known constructions of the dual associahedron by iteratively stellating
faces of a simplex or cross-polytope [61], [20], [42]. We produce a similar construction
for the non-kissing complex.
Fix a shape λ, and let c be a SE-corner of λ. Let v be the point one step NW of c.
If v is not an interior vertex of λ, then ∆˜NK(λ \ c) = ∆˜NK(λ). On the other hand, if v
is interior, we construct a sequence of complexes Γ0, . . . ,Γl such that
• Γ0 is isomorphic to the suspension of ∆˜NK(λ \ c),
• Γl = ∆˜NK(λ), and
• Γi is the stellation of Γi−1 at some edge for all i.
Given a path in λ \ c, we extend it (uniquely) to a path in λ that does not turn at
v. Then two paths in λ \ c are non-kissing if and only if their extensions to λ are non-
kissing. Let Γ0 be the suspension of ∆˜
NK(λ \ c) where the two new vertices correspond
to the two paths qW , qN that only turn at v, where qW enters v from the West and qN
enters v from the North.
Let eW be the horizontal edge West of v, and let eN be the vertical edge North of
v. Let p1, . . . , pk be the list of paths distinct from qW that turn at v and contain eW ,
ordered so that if i < j ≤ k then pi ≺eW pj . This is well-defined since <eW is a total
order on these paths. Similarly, let pk+1, . . . , pl be the list of paths that turn at v and
contain eN , ordered so that if k < i < j then pi eN pj . For each i, let ri be the same
path as pi except that it continues straight through v.
Then for each i ≤ k, define Γi recursively as the complex st{ri,qW }(Γi−1), where the
new vertex is labeled pi. For i > k, we define Γi as the complex st{ri,qN}(Γi−1), where
the new vertex is again labeled pi.
With the above set-up, the following result is elementary, if somewhat tedious to
verify.
Theorem 8.3.1 Γl = ∆˜
NK(λ).
Proof: Let p, q be two paths supported by λ. We prove that p and q are adjacent
in Γl if and only if they are non-kissing.
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Figure 8.3: A construction of the reduced non-crossing complex ∆˜NC3,6 by a sequence of suspensions and edge
stellations.
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If neither p nor q turns at v, then p and q are adjacent in Γ0 if and only if they are
non-kissing. As these edges are not stellated by the construction, it follows that p and
q are adjacent in Γl exactly when they are non-kissing.
Assume q = qW . Then q kisses p only if p leaves v to the East. If p and q kiss at
(v), then either p = qN or p = qi for some i > k. In either case, they are not adjacent
in Γl. If p and q kiss at a segment s containing eW , then p = ri for some i ≤ k. In this
case, p and q are separated in Γi. As q is adjacent to every other vertex of Γl, we are
done in this case. A similar argument holds if q = qN .
Now assume p = pi for some i ≤ k. Suppose p and q kiss along a segment s not
containing v. Then ri and q also kiss along s. If q does not turn at v, then ri and q are
not adjacent in Γ0, so p and q are not adjacent in Γi. If q does turn at v, then q = pj .
Without loss of generality, we may assume i < j. Then ri and rj are not adjacent, so p
and rj are not adjacent in Γi and p and q are not adjacent in Γj .
Assume p = pi for some i ≤ k and suppose p and q only kiss along a segment s
containing v. If s = (v), then q = pj for some j > k or q = qN . In either case, p and q
are not adjacent in Γl. If s contains eW then q = rj for some j ≤ k. As pj ≺eW pi we
deduce that j < i. Hence, qW is not adjacent to q in Γi−1, so p and q are not adjacent
in Γi.
Now assume p = pi for some i ≤ k and suppose p and q are non-kissing. If q does
not contain v, then q is adjacent to ri and qW in Γ0, so p and q are adjacent in Γi. If
q contains v, then either q = qW , q = rj for some j > k, q = rj for some j ≤ k, or
q = pj for some j ≤ k. The first case has already been handled. In the second case, rj
and ri are non-kissing, so p and q are adjacent in Γi. In the third case, either ri and
rj are non-kissing, or i < j; for both situations, p and q are adjacent in Γi. Finally, if
q = pj for some j ≤ k, we may assume i < j without loss of generality. Then p and rj
are adjacent in Γi, so p and q are adjacent in Γj .
A similar argument holds when p = pi and i > k. This completes the proof.
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8.4 Biclosed Sets of Segments
Fix a shape λ and let S denote the set of segments supported by λ. Two segments s and
t are composable if sterm is one unit North or West of tinit. If s and t are composable,
then the composite s ◦ t is the segment containing both s and t. Given a set X of
segments of λ, say X is closed if for s, t ∈ S, s, t ∈ X and s ◦ t ∈ S implies s ◦ t ∈ X;
see Figure 8.4. We let Bic(S) denote the poset of biclosed sets of segments.
This closure on segments may be realized as a 2-closure for a certain real vector
configuration. A cell of λ is a unit square whose four corners are all vertices of λ. Let
Cell(λ) denote the set of cells of λ. To each interval vertex v of λ, we associate the
vector fv ∈ RCell(λ) where for a cell c,
fv(c) =

1 if v is the SE or NW corner of c
−1 if v is the SW or NE corner of c
0 otherwise.
For segments (v1, . . . , vl) ∈ S, set f(v1,...,vl) =
∑
i fvi . It is easy to verify that
segments s, t are composable if and only if there exists a segment u such that fu = fs+ft.
Example 8.4.1 Suppose λ is a 2×n rectangle. Labeling the interior vertices 1, . . . , n−1
from left to right, a segment s may be identified with the set {i, j} ∈ ([n]2 ) where i is the
label on sinit and j − 1 is the label on sterm. The closure on segments then agrees with
the closure on
(
[n]
2
)
defined in Example 3.1.8. Hence, Bic(S) is isomorphic to the weak
order on permutations of [n]. Moreover, the vector configuration { 1√
2
fs : s ∈ S} is the
set of positive roots of a root system of type An−1.
Remark 8.4.2 The vectors fs for s ∈ S are called bending vectors in [89]. Their sig-
nificance is explained in [89, Lemma 4.9]: If F
s→ F ′ are adjacent facets of ∆NCk,n , viewed
as a triangulation of the order polytope on a product of chains, then fs is orthogonal to
the ridge F ∩ F ′ with F ′ on the positive side.
Given this result, we are led to consider the bending arrangement Aλ = {Hs : s ∈ S}
where Hs is the hyperplane orthogonal to fs. Following [75], we may expect that
1. Ch(Aλ) is a lattice,
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(1) (2) (3) (4)
Figure 8.4: (1) Two composable segments. (2) A biclosed set X of five segments. (3) X↓. (4) X↑.
2. GT(λ) is a lattice quotient of Ch(Aλ),
3. GT(λ) is a fan poset on some complete fan F , which is refined by the arrangement
fan, and
4. F is the normal fan of a simple polytope.
However, (1) is not true when λ contains a 3× 3 square. The chamber poset naturally
injects into the poset of biclosed sets, which we prove is a lattice in Corollary 8.4.6. Re-
placing the chamber poset by the poset of biclosed sets, (2) is a restatement of Corollary
8.6.11. (3) seems to follow from results of [89], though we are not sure. We consider
(4) to be an interesting open problem.
Lemma 8.4.3 If X ∈ Bic(S) and c is a SE-corner of λ, then X \ c is a biclosed set of
segments of S \ c.
Proof: Let s, t, u be segments supported by λ such that s ◦ t = u.
If s, t ∈ X \ c then u is supported by λ \ c. Since X is closed, we conclude u ∈ X \ c.
If u ∈ X \ c then both s and t are supported by S \ c. Since S −X is closed, either
s or t is in X \ c.
The following description of the closure is immediate from the definition. We record
it here since it is a useful tool in later sections.
Lemma 8.4.4 For X ⊆ S, X is the set of segments s such that there exist segments
s1, . . . , sl ∈ X with s = s1 ◦ · · · ◦ sl.
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We partially order S by inclusion; that is, s ⊆ t means s is a subsegment of t.
Theorem 8.4.5 If λ is any shape, then
1. Bic(S) is ordered by single-step inclusion,
2. W ∪ (X ∪ Y )−W is biclosed for W,X, Y ∈ Bic(S) with W ⊆ X ∩ Y , and
3. if s, t, u ∈ S such that s ◦ t = u, then s ( u and t ( u.
Proof: We prove the theorem by induction on the size of λ. Let c be a SE-corner
of λ. We may assume that the vertex w NW of c is an interior vertex as otherwise
S = S \ c.
(1): Let X,Y ∈ Bic(S) such that X ( Y . If s ∈ Y −X is of minimum length, then
for any splitting s = t ◦u, either t ∈ X or u ∈ X. Let s ∈ Y −X be of maximum length
such that for any splitting s = t ◦ u, either t ∈ X or u ∈ X. We prove that X ∪ {s} is
biclosed.
If X ∪{s} is not biclosed, then there exists t ∈ X such that s ◦ t or t ◦ s is in S−X.
Among such segments t, choose one of minimum length. Without loss of generality, we
may assume s ◦ t is in S − X. Then s ◦ t ∈ Y since Y is closed. By maximality of s,
there exists a splitting s′ ◦ t′ = s ◦ t such that s′ and t′ are not in X. We distinguish
two cases:
(a) Assume s′ is an initial segment of s. Then s = s′ ◦ u and t′ = u ◦ t for some
segment u. By assumption on s, we have u ∈ X. Since X is closed, this forces t′ ∈ X,
a contradiction.
(b) Assume s is an initial segment of s′. Then s′ = s ◦ u and t = u ◦ t′ for some
segment u. Since t ∈ X, t′ /∈ X, we deduce u ∈ X. Since u is shorter than t, we deduce
s′ ∈ X, a contradiction.
Hence, X ∪ {s} is biclosed.
(2): Let W ∈ Bic(S). Assume, for W ′ ∈ Bic(S) with W (W ′:
W ′ ∪ (X ∪ Y )−W ′ is biclosed for X,Y ∈ Bic(S) with W ′ ⊆ X ∩ Y.
Let X,Y ∈ Bic(S) such that W ⊆ X ∩ Y . We may assume that W is a maximal
biclosed set contained in X ∩ Y . If X ⊆ Y , the result is immediate. If X and Y are
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incomparable, then by (1), there exists s ∈ X −W, t ∈ Y −W such that W ∪ {s} and
W ∪ {t} are biclosed.
Set Z = W ∪ {s, t}. If s and t are not composable, then Z = W ∪ {s, t} is biclosed.
If s ◦ t = u, we claim that Z = W ∪ {s, t, u} is biclosed.
If Z is not closed, then there exists v ∈ W such that v ◦ u or u ◦ v is in S −W .
We may assume without loss of generality that v ◦ u is in S −W . Since W ∪ {s} is
closed and v ◦ s ∈ S, we have v ◦ s ∈ W . But W ∪ {t} is closed, so v ◦ s ◦ t is in W , a
contradiction. Hence, Z is closed.
If S −Z is not closed, then there exists a splitting s′ ◦ t′ = u such that s′ and t′ are
in S − Z. Then either s is an initial subsegment of s′ or t is a terminal subsegment of
t′. Without loss of generality, we may assume s is an initial subsegment of s′. Then
there exists a segment u′ with s ◦ u′ = s′ and u′ ◦ t′ = t. Since W ∪ {s} is closed, the
condition s ◦ u′ = s′ implies u′ /∈ W . However, as S − (W ∪ {t}) is closed, the latter
condition implies u′ ∈W , a contradiction.
Therefore, Z is biclosed. Applying the assumption with W ′ = W ∪ {s}, we deduce
that
W ∪ {s} ∪ (X ∪ Z)− (W ∪ {s})
is biclosed. Similarly,
W ∪ {t} ∪ (Y ∪ Z)− (W ∪ {t})
is biclosed. As both of these sets contain Z, we deduce that
Z ∪ ((W ∪ {s} ∪ (X ∪ Z)− (W ∪ {s})) ∪ (W ∪ {t} ∪ (Y ∪ Z)− (W ∪ {t})))− Z
is biclosed. This set is equal to
Z ∪ (X ∪ Y ∪ Z)−W − Z.
But,
X∪Y ⊆ Z∪(X ∪ Y ∪ Z)−W − Z ⊆W∪(X ∪ Y ∪ Z)−W = W∪(X ∪ Y )−W ⊆ X ∪ Y .
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Since X ∪ Y is the smallest closed set containing X ∪ Y , we deduce the equality
Z ∪ (X ∪ Y ∪ Z)−W − Z = X ∪ Y .
Hence, W ∪ (X ∪ Y )−W is biclosed, as desired.
(3): This is immediate from the definitions.
Applying Theorem 3.1.9, we deduce
Corollary 8.4.6 Bic(S) is a congruence-uniform lattice.
Remark 8.4.7 The hypotheses of Theorems 3.1.7 and 3.1.9 were chosen with two ex-
amples in mind, namely the 2-closure on finite root systems and the closure operator
defined in this section. For the 2-closure on a real simplicial hyperplane arrangement,
the first two hypotheses hold, but the third may not. In this case, a weaker version of
the acyclic condition is enough to prove congruence-normality [74, Theorem 25].
8.5 A quotient of Bic(S)
Given a biclosed set X of segments, let X↓ be the set of segments s in X such that t is
in X whenever t is a SW-subsegment of s. Let X↑ be the set of segments s such that
there exists t in X that is a NE-subsegment of s. An example is shown in Figure 8.4.
Transposition of shapes λ→ λtr induces a map on segments s 7→ str. Given a set X
of segments of λ, we let Xtr denote the set of transposed segments of λtr. Transposition
commutes with complementation. Let Xc tr be the composition of these two involutions.
Claim 8.5.1 For X ⊆ S,
(X↑)c tr = (Xc tr)↓.
Proof: A segment s is in (X↑)c tr if and only if str is not a segment in X↑. But this
holds exactly when none of the NE-subsegments of str are in X. This occurs if none of
the SW-subsegments of s are in Xtr, which is equivalent to s ∈ (Xc tr)↓.
Claim 8.5.2 If X is biclosed, then
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1. Xtr is biclosed,
2. Xc is biclosed,
3. X↓ is biclosed, and
4. X↑ is biclosed.
Proof: Parts (1) and (2) are immediate from the definitions. Part (4) follows from
(1)-(3) with Claim 8.5.1. We verify part (3).
Let s, t ∈ X↓ such that s ◦ t is a segment. Since X is biclosed, s ◦ t is in X. If u
is a SW-subsegment of s ◦ t, then either u ⊆ s, u ⊆ t or neither inequality holds. In
the first two cases, it follows that u ∈ X from s, t ∈ X↓. In the remaining case, we
may divide u into two pieces u = u1 ◦ u2 where u1 is a SW-subsegment of s and u2 is a
SW-subsegment of t. Hence, u1, u2 ∈ X, so also u ∈ X. Therefore, X↓ is closed.
On the other hand, if s ∈ X↓ such that s = t ◦ u, then either t or u is a SW-
subsegment. Hence, X↓ is co-closed as well.
Claim 8.5.3 The maps X 7→ X↓ and X 7→ X↑ are idempotent and order-preserving.
Proof: The order-preserving assertion is immediate from the definition. It remains
to prove the maps are idempotent.
For segments s, t, u, if s is a SW-subsegment of t and t is a SW-subsegment of u,
then s is a SW-subsegment of u. Hence, for u ∈ X, if every subsegment of u is in X,
then every subsegment of u is also in X↓. The claim follows immediately.
Claim 8.5.4 (X↓)↑ = X↑. Dually, (X↑)↓ = X↓.
Proof: The forward inclusion (X↓)↑ ⊆ X↑ follows from Claim 8.5.3.
If s ∈ X↑, then there exists t0 ∈ X such that t0 is a NE-subsegment of s. If t0 /∈ X↓,
then there exists a SW-subsegment u0 of t0 that is not in X. Then t0 = u
′
0 ◦u◦u′′0 where
u′0 and u′′0 are (possibly empty) NE-subsegments of t0. Since X is biclosed, either u′0 or
u′′0 is in X. In particular, t0 has a NE-subsegment t1 that is in X. Continuing in this
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manner, we produce a segment t ∈ X↓ that is a NE-subsegment of s. Hence, s ∈ (X↓)↑,
as desired.
The second claim follows from the first via Claim 8.5.1.
Let Θ be the equivalence relation on Bic(S) where X ≡ Y mod Θ if X↓ = Y ↓. By
Lemma 3.1.4, we deduce the following result.
Theorem 8.5.5 Θ is a lattice congruence on Bic(S).
Example 8.5.6 Let λ be the 2 × n rectangle from Example 8.4.1. If X is a biclosed
subset of S, then X↓ is the set obtained by removing horizontal segments for which some
initial part is not in X. The set X↑ is obtained by adding horizontal segments to X
for which some initial part is not in X but the corresponding terminal part is in X.
By this observation it follows that X↑ is the largest biclosed set for which (X↑)↓ = X↓.
In particular, the equivalence classes are all closed intervals of the form [X↓, X↑] for
some X ∈ Bic(S). Moreover, pi↑(X) = X↑ and pi↓(X) = X↓, so pi↑ and pi↓ are both
order-preserving maps, thus verifying Theorem 8.5.5 in this case. The argument for
general shapes follows similar reasoning.
When λ is a 2×n rectangle, the bijection in Example 8.4.1 takes biclosed sets X for
which X↓ = X to inversion sets of 312-avoiding permutations. Indeed, if a permutation
σ = σ1 · · ·σn contains a 312 pattern, say with values i < j < k, then the corresponding
biclosed set X has a long segment labeled {i, k} for which the initial part {i, j} is not in
X.
8.6 Proof of Theorem 8.0.4
For this section, we fix a shape λ, and let S denote the set of segments of λ. Furthermore,
we let EV denote the set of interior vertical edges in λ and let P be the set of paths
supported by λ.
We define a function η : Bic(S)→ 2P as follows. Let X ∈ Bic(S) be given. If e ∈ EV
is an edge from u to v, let pe be the path such that for interior vertices u
′ ∈ pe[·, u] and
v′ ∈ pe[v, ·]:
(i) if pe[u
′, u] is (not) in X then pe enters u′ from the North (West); and
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Figure 8.5: The four non-vertical and non-horizontal paths in η(X) where X is the set of black segments.
(ii) if pe[v, v
′] is (not) in X then pe leaves v′ to the East (South).
Let η(X) be the union of {pe : e ∈ EV } with the set of horizontal paths supported
by λ.
Example 8.6.1 If X is the biclosed set of six black segments in Figure 8.5, each of the
six interior vertical edges corresponds to a non-horizontal path in η(X). In Figure 8.5,
the four paths corresponding to the four marked purple edges are drawn. The other two
vertical edges correspond to vertical paths. This is the same collection of paths as in
Example 8.2.4.
Claim 8.6.2 Let p be a path in η(X) containing a segment s.
1. If p enters s from the West and leaves s to the South, then s is not in X.
2. Similarly, if p enters s from the North and leaves s to the East, then s is in X.
Proof: We prove 1. The proof of 2 is similar.
Let e be the interior vertical edge with p = pe. Assume p enters s from the West
and leaves s to the South. We prove that s is not in X by considering several cases.
If e is contained in s, then by construction s[·, einit] and s[eterm, ·] are not in X. If e
precedes s in p, then p[eterm, sterm] is not in X while p[eterm, sterm]− s is in X. Finally,
if e comes after s in p, then p[sinit, einit] is not in X while p[sinit, einit] − s is in X. In
each case, we conclude that s is not in X since X is biclosed.
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Claim 8.6.3 If e and e′ are distinct interior vertical edges, then pe and pe′ are distinct
paths.
Proof: Assume to the contrary that pe and pe′ are the same. Without loss of
generality, we may assume that e precedes e′ in pe. By definition of pe, the segment
pe[eterm, e
′
init] is not in X. By the definition of pe′ , the same segment pe′ [eterm, e
′
init] is
in X, a contradiction.
Proposition 8.6.4 η(X) is a maximal collection of non-kissing paths.
Proof: Suppose that η(X) contains two paths pe1 , pe2 kissing along a common
segment s. By Claim 8.6.2, s must be both in X and not in X, a contradiction. Hence,
η(X) is a set of non-kissing paths.
By Claim 8.6.3, η(X) is of maximal size.
By Proposition 8.6.4, η is a map from Bic(S) to F(∆NK(λ)).
Claim 8.6.5 pe is the top path at e in η(X) (i.e. pe is maximum with respect to the
total order ≺e from Section 8.2).
Proof: Let e′ be an edge distinct from e such that pe′ contains e. Without loss
of generality, we may assume e precedes e′ in pe′ . By definition of pe′ , X contains the
segment pe′ [eterm, e
′
init].
Let s be the initial segment of pe[eterm, ·] along which pe and pe′ agree. Assume pe
leaves s to the South and pe′ leaves to the East. By definition of pe, this implies s is
not in X. By definition of pe′ , the segment pe′ [eterm, e
′
init]− s is also not in X. As X is
co-closed, this implies pe′ [eterm, e
′
init] is not in X, a contradiction. Therefore, pe is the
top path at e.
Let F be a facet of ∆NK(λ). For each path p ∈ F , let Ap be the set of SW-
subsegments of p. That is, Ap consists of the segments p[v, v
′] such that p enters v from
the North and leaves v′ to the East. Set φ(F ) =
⋃
p∈F
Ap. A priori, φ is a map from
facets of ∆NK(S) to sets of segments.
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Claim 8.6.6 φ(F ) is a biclosed set of segments.
Proof: It is sufficient to show that Ap is a biclosed set as this would imply∨
p∈F
Ap =
⋃
p∈F
Ap.
No two segments in Ap are composable, so it is closed. Let s ∈ Ap, and let t, u be
segments such that t ◦ u = s. If the edge separating t and u is horizontal, then t is in
Ap. If the edge separating t and u is vertical, then u is in Ap. Hence, Ap is biclosed.
Now we have defined functions η : Bic(S) → F(∆NK(λ)) and φ : F(∆NK(λ)) →
Bic(S). We next show that η is surjective.
Claim 8.6.7 The composite η ◦ φ is equal to the identity on F(∆NK(λ)).
Proof: Let F ∈ F(∆NK(λ)). Given a non-horizontal path p in F , we prove that
p is in η(φ(F )). Suppose p is on top at edge e. Let q be the path associated to e in
η(φ(F )). If q = p, we are done. Otherwise, we may assume that p and q are distinct
after e. If not, then a similar argument may be used when p and q are distinct before e.
Let s be the longest segment along which p and q agree starting from eterm. If p
leaves s to the East, then s is in Ap. This forces q to leave s to the East as well,
contradicting the maximality of s. Hence, q leaves s to the East and p leaves s to the
South.
Since s is in
⋃
p∈F Ap, the segment may be decomposed as s = s1 ◦ · · · ◦ sl where
si ∈ Api for i ∈ [l]. If s1 /∈ Ap, then p <e p1, a contradiction. Let k be the smallest
index for which s1 ◦ · · · ◦ sk /∈ Ap. Then p enters sk from the West and leaves to the
South. But sk ∈ Apk , so p and pk are kissing, a contradiction.
But this means s ∈ Ap, in contradiction to the assumption that p leaves s to the
South. Hence, we conclude p = q.
Claim 8.6.8 For X ∈ Bic(S), φ ◦ η(X) = X↓.
Proof: We prove
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(a) X↓ ⊆ φ ◦ η(X)
(b) φ ◦ η(X) ⊆ X
(c) For s ∈ φ ◦ η(X), if s′ is a SW-subsegment of s, then s′ ∈ φ ◦ η(X).
The claim is then immediate.
(a) Let s ∈ X↓. We show s is in φ ◦ η(X) by induction on the length of s. Let e be
the vertical edge with terminal vertex sinit.
Let t be the initial subsegment of s that coincides with pe in η(X). If s = t, then pe
leaves s to the East, so s is in Ape . Assume s = t ◦ t′ for some segment t′. If s leaves t
to the East, then t is in X, so pe also leaves to the East. Hence, s leaves t to the South
while pe leaves to the East. By the induction hypothesis, t
′ is in φ ◦ η(X). Hence, s is
in φ ◦ η(X), as desired.
(b) Let p ∈ η(X). It suffices to show that Ap is a subset of X. Suppose p is on
top at some vertical edge e. By Claim 8.6.5, p = pe in the construction of η(X). Fix
s ∈ Ap. If s contains e, then since s is a SW-subsegment of p, X contains both s[·, einit]
and s[eterm, ·]. As X is closed, this implies s ∈ X. If e precedes s, then X contains
p[eterm, sterm] but not p[eterm, sterm] − s. As X is co-closed, this implies s ∈ X. If e
appears after s, then X contains p[sinit, einit] but not p[sinit, einit]− s. As X is co-closed,
this forces s ∈ X. Therefore, we conclude that Ap ⊆ X holds.
(c) Let s ∈ φ ◦ η(X) and let s′ be a SW-subsegment of s. We show that s′ is in
X. Then s = s1 ◦ · · · ◦ sl for some segments si ∈ Api and paths pi ∈ η(X). As s′ is a
subsegment of s, there exist indices i ≤ j for which s′ = s′i ◦ si+1 ◦ · · · ◦ sj−1 ◦ s′j where
s′i is a subsegment of si and s
′
j is a subsegment of sj . Since s
′ is a SW-subsegment of
s, it follows that s′i is a SW-subsegment of si and s
′
j is a SW-subsegment of sj . Hence,
s′i ∈ Api and s′j ∈ Apj . We conclude that s′ is in φ ◦ η(X).
Using Claim 8.6.8, it is easy to show that the fibers of η are equivalence classes of
Θ.
Claim 8.6.9 For X,Y ∈ Bic(S), η(X) = η(Y ) if and only if X↓ = Y ↓.
Proof: Assume η(X) = η(Y ). Then
X↓ = φ ◦ η(X) = φ ◦ η(Y ) = Y ↓.
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Now assume X↓ = Y ↓. Then
η(X) = η ◦ φ ◦ η(X) = η(X↓) = η(Y ↓) = η ◦ φ ◦ η(Y ) = η(Y ),
as desired.
Claim 8.6.10 For F ∈ F(∆NK(λ)),
{s ∈ S : ∃F ′ ∈ F(∆NK(λ)), F ′ s→ F} = {s ∈ φ(F ) : φ(F )− {s} is biclosed}.
Moreover, for adjacent facets F, F ′, if F ′ s→ F , then η(φ(F )− {s}) = F ′.
Proof: We first show the forward inclusion. Let s ∈ S and F ′ ∈ F(∆NK(λ))
adjacent to F with F ′ s→ F . Let p ∈ F − F ′, p′ ∈ F ′ − F , so p and p′ kiss along s.
Assume φ(F )−{s} is not biclosed. If φ(F )−{s} is not closed, then s = s1 ◦ · · · ◦ sl
for some si ∈ Api and pi ∈ F with l > 1. If s1 /∈ Ap, then p1 and p′ are kissing, an
impossibility. Let k ≥ 1 and suppose s1 ◦ · · · ◦ sk is in Ap but not s1 ◦ · · · ◦ sk+1. Then
pk+1 and p
′ are kissing, which is again impossible. Hence, s1 ◦ · · · ◦ sl−1 is in Ap. Since
p′ leaves sl to the South and enters from the West, p′ and sl are kissing, a contradiction.
Hence, φ(F )− {s} is closed.
Now assume φ(F ) − {s} is not co-closed. We may assume that there exists t ∈
S − φ(F ) such that s ◦ t ∈ φ(F ) but t /∈ φ(F ). We prove t ∈ φ(F ) by induction on the
length of t, which gives a contradiction.
Then s ◦ t = u1 ◦ · · · ◦ ul where ui ∈ Api and pi ∈ F for all i. If p leaves u1 to the
South, then p′ and p1 are kissing, an impossibility. As before, we determine that s ◦ t
is a SW-subsegment of p. As s is a SW-subsegment of p, this implies that the edge e
between s and t is horizontal. Moreover, p is the bottom path at e in F . Let e1 be the
horizontal edge after tterm, and let q1 be the bottom path at e1. Then q1 and p agree
along a terminal subsegment t1 of t, where p enters t1 from the West and q1 enters t1
from the North. Moreover, s ◦ (t − t1) ∈ φ(F ), so t − t1 ∈ φ(F ) by induction. But
t1 ∈ Aq1 , so t = (t− t1) ◦ t1 ∈ φ(F ).
Now we prove the reverse inclusion. Let s ∈ φ(F ) such that φ(F )− {s} is biclosed.
We prove that η(φ(F )− {s}) is adjacent to F and η(φ(F )− {s}) s→ F .
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Since φ(F ) = φ(η◦φ(F )) and φ(F )−{s} is co-closed, there exists a path p such that
s ∈ Ap. Let e be the vertical edge above sinit. Since s ∈ Ap, it follows that p contains e.
We show that p is the top path at e. Suppose not, and let q be the top path at e.
If q does not contain s, then let t be the largest subsegment of s along which p and q
agree. Then q leaves t to the East and p leaves t to the South, so t ∈ Aq and s− t ∈ Ap.
But this is impossible since φ(F )− {s} is co-closed.
Suppose q contains s and let v be the first vertex after s such that q leaves v to the
East and p leaves v to the South. (We note that if q and p agree after s, then we may
deduce a contradiction in a similar way where we take v to occur before s.) Let t be
the segment p[sinit, v]. Since t ∈ Aq and φ(F ) − {s} is co-closed, t − s is in φ(F ). Let
u1, . . . , ul be segments such that ui ∈ Api for some paths pi and t − s = u1 ◦ · · · ◦ ul.
Since p and p1 are non-kissing, p must leave u1 to the East. Similarly, we deduce that
p leaves u2, . . . , ul to the East. But p leaves ul to the South, a contradiction.
We have now determined that p = q. As p was chosen as an arbitrary path containing
s as a SW-subsegment, it follows that p is the unique such path.
Let e be the edge above sinit and e
′ the edge below sterm. By definition, η(φ(F )−{s})
differs from F by at most two paths, namely pe and pe′ . We claim pe is in F and it is
the top path in F at e′. As p /∈ η(φ(F )−{s}), it would follow that F and η(φ(F )−{s})
are adjacent facets and the new path in η(φ(F )− {s}) kisses p along s.
Let q be the top path in F at e′. Since φ(F ) contains all SW-subsegments of s and
p is the top path in F at e, the path pe contains s (by definition) and leaves s to the
South. In particular pe contains e
′.
Suppose pe 6= q and let v be the first vertex after s such that pe and q leave in
different directions. (As before, if pe and q agree after s, then we may apply a similar
argument where pe and q enter some vertex v before s in different directions.) Let t be
the segment q[(e′)term, v]. If pe leaves v to the South and q to the East, then t ∈ Aq.
But this implies s ◦ t ∈ φ(F ) so pe must leave s ◦ t to the East, a contradiction. On
the other hand, if pe leaves v to the East and q to the South, then s ◦ t ∈ φ(F ). As
φ(F ) = φ(F )↓, this implies t ∈ φ(F ). In particular, there exist segments t1, . . . , tl such
that t = t1 ◦ · · · ◦ tl and ti ∈ Api for some paths pi in F . Since q is on top at e′, it must
leave t1 to the East. Since q and p2 are non-kissing, it leaves t2 to the East as well.
Similarly, it leaves t3, . . . , tl to the East, a contradiction.
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Theorem 8.6.11 GT(λ) is a lattice quotient of Bic(S).
Proof: By Claim 8.6.9, the fibers of η are the equivalence classes of Θ. By Claim
8.6.10, the defining relation of GT(λ) coincides with the covering relations of Bic(S)/Θ.
Therefore, GT(λ) is a well-defined partial order which is isomorphic to Bic(S)/Θ.
As Bic(S) is a congruence-uniform lattice and congruence-uniformity is preserved
by lattice quotients, Theorem 8.0.4 follows from Theorem 8.6.11.
8.7 Congruence structure of Grid-Tamari orders
Since GT(λ) is congruence-uniform, its collection of lattice congruences is relatively easy
to compute. We carry out that computation in this section.
As in previous sections, we fix a shape λ and let S denote the its set of segments,
ordered by inclusion.
Theorem 8.7.1 Con(GT(λ)) and O(S∗) are isomorphic as lattices.
Before proving Theorem 8.7.1, we establish a few simple results.
Claim 8.7.2 For s ∈ S, η(As) is join-irreducible.
Proof: For s ∈ S, if η(As) = F ∨ F ′, then
As = φ ◦ η(As) = φ(F ∨ F ′) = φ(F ) ∨ φ(F ′).
Since As is join-irreducible in Bic(λ), we deduce that As = φ(F ) (or As = φ(F
′)), so
η(As) = F . Hence, η(As) is join-irreducible.
Let f : S → JI(GT(λ)) where f(s) = η(As) for s ∈ S.
Claim 8.7.3 f is a bijection.
Proof: Clearly f is injective, since if η(As) = η(At) for some s, t ∈ S, then
As = φ ◦ η(As) = φ ◦ η(At) = At.
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Let F be a join-irreducible of GT(λ). Then φ(F ) =
∨
p∈F Ap, so
F = η ◦ φ(F ) = η
∨
p∈F
Ap
 = ∨
p∈F
η(Ap).
Since F is join-irreducible, F = η(Ap) for some p ∈ F . If s is the largest SW-subsegment
of p, then F = η(As) = f(s), as desired.
Since GT(λ) is a congruence-uniform lattice, the join-irreducibles of GT(λ) are in
bijection with the join-irreducibles of Con(GT(λ)) via the map j 7→ con(j∗, j) for j ∈
JI(GT(λ)). Composing with f defines a bijection between S and join-irreducibles of
Con(GT(λ)).
Claim 8.7.4 Let F and F ′ be adjacent facets of ∆NK(λ). If F s→ F ′, then F ∨η(As) =
F ′ and F ∧ η(As) = η(As)∗.
Proof: Suppose F
s→ F ′. Then all proper SW-subsegments of s is in φ(F ). The
claim is now immediate.
As a consequence of Claim 8.7.4, if F
s→ F ′, then F ≡ F ′ mod con(η(As)∗, η(As))
and η(As)∗ ≡ η(As) mod con(F, F ′).
For X ∈ Bic(λ), define X↓s = X↓ − S≥s, where S≥s is the set of segments containing
s. It is straight-forward to check that X↓s is biclosed. Moreover the relation X ≡ Y
mod Θs if X
↓s = Y ↓s is a lattice congruence of Bic(λ) coarser than Θ. Since GT(λ)
is isomorphic to Bic(λ)/Θ, this congruence decends to a lattice congruence on GT(λ).
From the discussion following Claims 8.7.3 and 8.7.4, the congruence Θs contracts ex-
actly those covering relations in GT(λ) labelled by a segment t containing s.
To complete the proof of Theorem 8.7.1, it remains to show that con(η(As)∗, η(As)) =
Θs.
Claim 8.7.5 Let s, t be segments such that s is an initial or terminal subsegment of t.
Then η(At)∗ ≡ η(At) mod con(η(As)∗, η(As)).
Proof: We assume t = s ◦ s′ for some segment s′. The case t = s′ ◦ s is similar.
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Let X = As ∪As′ . Then X consists of segments that can be decomposed as a
terminal SW-subsegment of s and an initial SW-subsegment of s′. From this observation,
we deduce that the sets
X − {s}, X − {s′}, X − {s, t}, X − {s′, t}, X − {s, t, s′}
are all biclosed. Moreover, as X constains all SW-subsegments of s, s′ and t, only one of
these covering relations is contracted by Θ. That is, this hexagonal subposet of Bic(S)
is mapped to a pentagonal subposet of GT(λ) under η. In particular, there are covering
relations (Y,Z), (Y ′, Z ′) in Bic(S) not contracted by Θ and labelled s, t respectively
such that Y ′ ≡ Z ′ mod con(Y,Z).
Then η(Y )
s→ η(Z)), η(Y ′) t→ η(Z ′) are covering relations of GT(λ) since (Y, Z)
and (Y ′, Z ′) are not contracted by Θ. Moreover, η(Y ′) ≡ η(Z ′) mod con(η(Y ), η(Z)).
By Claim 8.7.4, we deduce that η(At)∗ ≡ η(At) mod con(η(As)∗, η(As)), as desired.
If s ⊆ t, then by first extending s to an initial subsegment of t and applying
Claim 8.7.5 twice, we deduce that η(At)∗ ≡ η(At) mod con(η(As)∗, η(As)). There-
fore, con(η(As)∗, η(As)) = Θs holds, and Theorem 8.7.1 is proved.
8.8 Cambrian Lattices as Grid-Tamari orders
In this section, we recall the definition of a Cambrian lattice (of type A) as a poset of
triangulations of a polygon. We then identify this lattice with the Grid-Tamari order
on a double ribbon shape.
Fix n ∈ N and let Q be a directed graph whose underlying graph is a path on n− 1
vertices. Label the vertices v1, . . . , vn−1 in order along this path. We define a polygon
P in R2 with vertices w0, . . . , wn+1 such that
• wi has x-coordinate i for all i,
• w0 and wn+1 are above the x-axis,
• w1 and wn are below the x-axis, and
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Q : v1 v2 v3 v4 v5
P :
w0
w1
w2
w3
w4
w5
w6
w7
λ :
u0
u1 u2
u′2
u3
u′4
u′3
u4
u′5
u5
u′6
u′7
Figure 8.6: GT(λ) is a Cambrian lattice when λ is a double ribbon shape.
• for i = 2, . . . , n − 1, wi is above the x-axis if and only if there is a directed edge
vi−1 → vi in Q.
The Cambrian lattice Camb(Q) is the set of triangulations of P whose covering
relations are of the form T l T ′ if T and T ′ differ by a single diagonal and the slope of
the diagonal in T − T ′ is less than the slope of the diagonal in T ′ − T .
Let λ be the double ribbon shape with interior vertices v1, . . . , vn−1 such that for
i ∈ {2, . . . , n− 1},
• vi−1 is North of vi if vi−1 → vi in Q and
• vi−1 is West of vi if vi → vi−1 in Q.
Proposition 8.8.1 Given Q and λ as above, Camb(Q) is isomorphic to GT(λ) as
lattices.
Proof: We first define a bijection between paths in λ with diagonals in P . We label
the boundary vertices u0, . . . , un−1 and u′2, . . . , u′n+1 where
• u0 is West of v1 and u1 is North of v1,
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uk
u′j
uk
u′j
uk
u′l
uk
u′l
wk wj
(1)
wk wj
(2)
wk
wl
(3)
wk
wl
(4)
Figure 8.7: From the proof of Proposition 8.8.1: The four ways two paths may be kissing in λ and the
corresponding ways two diagonals may cross in P .
• u′n+1 is East of vn−1 and u′n is South of vn−1,
• for i ∈ {2, . . . , n− 1}, if vi−1 is North of vi, then ui is West of vi and u′i is East of
vi−1, and
• for i ∈ {2, . . . , n− 1}, if vi−1 is West of vi, then ui is North of vi and u′i is South
of vi−1.
Every boundary vertex that can start (end) a path is labeled ui (u
′
i) for a unique i.
Let τ map paths in λ with at least one turn to diagonals of P such that the path from
ui to u
′
j is sent to the diagonal between wi and wj . It is straight-forward to check that
τ is a bijection. We check that two paths p, p′ are kissing if and only if τ(p) and τ(p′)
are crossing.
Let p be the path between ui and u
′
j , and let p
′ be the path between uk and u′l for
some i, j, k, l. Assume p and p′ are kissing. Without loss of generality, we may assume
i < k. Then exactly one of the following must hold:
1. i < k < j < l, uk is North of vk, and u
′
j is South of vj−1;
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2. i < k < j < l, uk is West of vk, and u
′
j is East of vj−1;
3. i < k < l < j, uk is North of vk, and u
′
l is East of vl−1; or
4. i < k < l < j, uk is West of vk, and u
′
l is South of vl−1.
Similarly, the diagonal between wi and wj crosses the diagonal between wk and wl
for some i < j, k < l in exactly one of the following cases:
1. i < k < j < l and wk and wj are below the x-axis;
2. i < k < j < l and wk and wj are above the x-axis;
3. i < k < l < j, wk is below the x-axis, and wl is above the x-axis; or
4. i < k < l < j, wk is above the x-axis, and wl is below the x-axis.
Hence, τ induces an isomorphism of compatibility complexes. If F and F ′ are
adjacent facets of the non-kissing complex, then there exists unique paths p ∈ F − F ′
and p′ ∈ F − F ′. Checking the four cases above, it is routine to verify that F < F ′ in
GT(λ) if and only if the slope of τ(p) is less than the slope of τ(p′).
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