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Two-Step Stability Analysis for General
Polynomial-Fuzzy-Model-Based Control Systems
H.K. Lam, Senior Member, IEEE, Ligang Wu, Senior Member, IEEE and James Lam Fellow, IEEE
Abstract—This paper investigates the stability of polynomial-
fuzzy-model-based (PFMB) control system formed by a non-
linear plant represented by a polynomial fuzzy model and a
polynomial fuzzy controller connected in a closed loop. Three
cases of polynomial fuzzy controllers are proposed for the
control process with the consideration of matched/mismatched
number of rules and/or premise membership functions, which
demonstrate different levels of controller complexity, design
flexibility and stability analysis results. A general polynomial
Lyapunov function candidate is proposed to investigate the system
stability. Unlike the published work, there is no constraint on the
polynomial Lyapunov function candidate, which is independent
of the form of the polynomial fuzzy model. Thus, it can be
applied to a wider class of PFMB control systems and potentially
produces more relaxed stability analysis result. Two-step stability
conditions in terms of sum-of-squares (SOS) are obtained to find
numerically a feasible solution. To facilitate the stability analysis
and relax the stability analysis result, the boundary information
of membership functions is taken into account in the stability
analysis and incorporated into the SOS-based stability conditions.
Simulation examples are given to illustrate the effectiveness of
the proposed approach.
Index Terms—Fuzzy-Model-Based Control, Mismatched
Premise Membership Functions, Nonlinear Systems, Polynomial
Fuzzy Systems, Stability Analysis, Sum-of-Squares.
I. INTRODUCTION
FUZZY control offers an alternative control approach fornonlinear systems. In the past decades, in general, two
categories of fuzzy control approaches, namely model-free
[1]–[3] and fuzzy-model-based (FMB) [4] control, have been
proposed. Model-free control approach does not require a
mathematical model for the control design. The design of
the fuzzy controller is mainly based on the knowledge on
the system and through a heuristic process. Under the model-
free control approach, it suffers from two drawbacks: 1) it
does not guarantee the stability of the overall fuzzy control
system and 2) it is difficult to conduct system analysis. These
drawbacks motivate the development of FMB control approach
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which offers a systematic control and analysis techniques for
nonlinear plants. Under the FMB control paradigm, the T-
S fuzzy model [5], [6] offers a systematic way to represent
the dynamics of the nonlinear plants supporting the stability
analysis and control synthesis. The most popular type of fuzzy
controllers is the state-feedback fuzzy controller (referred to
as fuzzy controller hereafter), which is employed to close the
feedback loop for the control process. Other fuzzy controllers
such as adaptive fuzzy controller [7]–[18], decentralized fuzzy
controller [19], fuzzy sliding-mode controller [20]–[27], fuzzy
controller with fault-tolerant design [28], fuzzy controller for
time-delay systems [29], H∞ fuzzy controller [30], [31],
output-feedback fuzzy controller [32], switching fuzzy con-
troller [33]–[39], sampled-data fuzzy controller [40]–[45] and
2-D fuzzy controller [46] can also be found in the literature.
In general, there are three categories of FMB control
systems according to the number of rules and premise mem-
bership functions. The first category is that the fuzzy con-
troller does not share the same number of rules and premise
membership functions as those of the T-S fuzzy model, which
is in favor of the design flexibility. When a smaller number
of rules and/or simple membership functions are employed,
it can reduce the controller complexity resulting in a lower
implementation cost. Basic stability conditions in terms of
linear matrix inequalities (LMIs) were obtained in [47], [48] to
determine the system stability and control synthesis. Convex
programming techniques [49] can be used to find numerically
a feasible solution to the LMI-based stability conditions.
The second category is that the fuzzy controller shares the
same number of rules and premise membership functions as
those of the T-S fuzzy model, which is also known as the
parallel distributed compensation (PDC) design concept [47],
[48]. Because of the perfectly matched membership functions,
it is in favor of the stability analysis resulting in more relaxed
stability conditions by grouping the same multiplication terms
of membership functions. However, on the contrary to the first
category, the PDC design concept does not offer any design
flexibility and will lead to a higher controller complexity
especially when the T-S fuzzy model has a large number
of rules and/or complex membership functions. LMI-based
stability conditions for this category of FMB control systems
were obtained in [47], [48], [50]–[56]. With the consideration
of the information of membership functions, further relaxed
LMI-based stability conditions were obtained in [57]–[60].
The third category is that the fuzzy controller shares the
same number of rules but not the premise membership func-
tions. This category can be viewed as a compromise of the first
and the second ones. The matched number of rules allows the
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PDC-based stability analysis approach to be used in a certain
level for achieving relaxed LMI-based stability conditions
(compared with the first category). The freedom of choosing
the premise membership functions offers a greater design
flexibility to fuzzy controller. By choosing simple membership
functions, the implementation cost can be reduced and lower
compared with that in the second category. LMI-based stability
conditions for this category were obtained in [61]–[66].
Recently, the T-S fuzzy model has been extended to poly-
nomial fuzzy model [67]–[69]. With the consideration of
polynomials, it enhances the system modeling capability and
thus the polynomial fuzzy model is able to represent a wider
class of nonlinear plants. However, it will end up with stability
conditions depending on the state variables of the system such
that LMI solver cannot be used to find a feasible solution
numerically. Instead, sum-of-squares (SOS) approach [70] was
then employed to investigate the stability of polynomial-fuzzy-
model-based (PFMB) control systems [67], [68]. Based on
the Lyapunov stability theory, basic PDC SOS-based stability
conditions [67], [68] were obtained. A feasible solution to the
SOS-based stability conditions can be found numerically using
the third-party Matlab toolbox SOSTOOLS [71]. Relaxed
stability analysis results can be found in [69], [72]–[75]. The
work in [69] was based on PDC design concept of which the
technique of variable transformation was employed for the sta-
bility analysis. The work in [72]–[75] considered the non-PDC
design concept of which the technique of membership function
approximation was employed for the stability analysis.
In this paper, we shall investigate the stability of PFMB
control systems of all three categories based on the SOS-
based approach combining with the Lyapunov stability theory.
The drawback of the existing SOS-based stability analysis
is that the polynomial Lyapunov function candidate depends
on the form of the polynomial fuzzy model. In order to
widen the applicability of the PFMB control approach, we
eliminate the aforementioned limitation of the polynomial
Lyapunov function candidate such that its polynomial matrix
can be dependent on any state variables. SOS-based stability
conditions are obtained with the consideration of the boundary
information of membership functions to determine the system
stability and facilitate the control synthesis. A two-step pro-
cedure is proposed to find numerically a feasible solution to
the proposed SOS-based stability conditions.
This paper is organized as follows. In Section II, notations
used in this paper are introduced. The details of the polynomial
fuzzy model and polynomial fuzzy controller are presented.
In Section III, SOS-based stability conditions are obtained for
the PFMB control systems of the three categories based on the
Lyapunov stability theory. A two-step procedure is proposed to
find numerically a feasible solution. In Section IV, simulation
examples are given to illustrate the merits of the proposed
PFMB control scheme. In section V, a conclusion is drawn.
II. NOTATION AND PRELIMINARIES
A. Notation
Throughout the paper, the following notations are adopted
[70]. A monomial in x(t) = [x1(t), . . . , xn(t)] is a function
of the form xd11 (t) · · ·xdnn (t) where di, i = 1, . . . , n, are
nonnegative integers. The degree of a monomial is defined
as d =
n∑
i=1
di. A polynomial p(x(t)) is defined as a finite
linear combination of monomials with real coefficients. A
polynomial p(x(t)) is a sum of squares if it can be written
as p(x(t)) =
m∑
j=1
qj(x(t))
2 where qj(x(t)) is a polynomial
and m is a non-zero positive integer. Hence, it can be seen
that p(x(t)) ≥ 0 if it is an SOS. The expressions of M > 0,
M ≥ 0, M < 0 and M ≤ 0 denote the positive, semi-positive,
negative and semi-negative definite matrices M, respectively.
B. Polynomial Fuzzy Model
Let p be the number of fuzzy rules describing the behavior
of a nonlinear plant [67], [68]. The i-th rule is of the following
format:
Rule i: IF f1(x(t)) is M i1 AND · · · AND fΨ (x(t)) is M iΨ
THEN x˙(t) = Ai(x(t))xˆ(x(t)) + Bi(x(t))u(t) (1)
where M iα is the fuzzy term of rule i corresponding to the
function fα(x(t)), α = 1, . . ., Ψ ; i = 1, . . ., p; Ψ is a positive
integer; x(t) ∈ <n is the system state vector; Ai(x(t)) ∈
<n×N and Bi(x(t)) ∈ <n×m are the known polynomial
system and input matrices, respectively; xˆ(x(t)) ∈ <N is a
vector of monomials in x(t); u(t) ∈ <m is the input vector.
It is assumed that xˆ(x(t)) = 0 if and only if x(t) = 0. The
system dynamics is described as follows:
x˙(t) =
p∑
i=1
wi(x(t))
(
Ai(x(t))xˆ(x(t)) + Bi(x(t))u(t)
)
, (2)
where
∑p
i=1 wi(x(t)) = 1, wi(x(t)) ≥ 0 ∀ i and wi(x(t)) =∏Ψ
l=1 µMil (fl(x(t)))/
∑p
k=1
∏Ψ
l=1 µMkl (fl(x(t))) ∀ i,
wi(x(t)) is the normalized grade of membership;
µMiα(fα(x(t))), α = 1, . . ., Ψ , is the grade of membership
corresponding to the fuzzy term M iα.
C. Polynomial Fuzzy Controller
A polynomial fuzzy controller described by the following c
rules is introduced to stabilize the nonlinear plant represented
by the polynomial fuzzy model (2).
Rule j: IF g1(x(t)) is N
j
1 AND · · · AND gΩ (x(t)) is N jΩ
THEN u(t) = Gj(x(t))xˆ(x(t)), (3)
where N jβ is the fuzzy term of rule j corresponding to the
function gβ(x(t)), β = 1, . . ., Ω ; j = 1, . . ., c; Ω is a
positive integer; Gj(x(t)) ∈ <m×N , j = 1, . . ., c, is the
polynomial feedback gain to be determined. The polynomial
fuzzy controller is defined as follows:
u(t) =
c∑
j=1
mj(x(t))Gj(x(t))xˆ(x(t)), (4)
where
∑c
j=1mi(x(t)) = 1, mj(x(t)) ≥ 0 ∀ j, mj(x(t)) =∏Ω
l=1 µNjl
(gl(x(t)))/
c∑
k=1
Ω∏
l=1
µNkl (gl(x(t))) ∀ j, mj(x(t)) is
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the normalized grade of membership; µNjα(gα(x(t))), β = 1,
. . ., Ω , is the grade of membership corresponding to the fuzzy
term N jβ .
III. STABILITY ANALYSIS
A PFMB control system is formed by the polynomial fuzzy
model (2) and polynomial fuzzy controller (4) connected in
a closed loop. From (2) and (4), using the property of mem-
bership functions that
∑p
i=1 wi(x(t)) =
∑c
j=1mj(x(t)) =∑p
i=1
∑c
j=1 wi(x(t))mj(x(t)) = 1, the PFMB control system
is obtained as follows:
x˙(t) =
p∑
i=1
c∑
j=1
wi(x(t))mj(x(t))
(
Ai(x(t))
+ Bi(x(t))Gj(x(t))
)
xˆ(x(t)
)
(5)
The control objective is to determine the polynomial feed-
back gains Gj(x(t)) such that the PFMB system (5) is
asymptotically stable, that is, x(t)→ 0 as time t→∞.
We shall investigate the stability of the PFMB system
(5) using the SOS-based approach with the support of the
Lyapunov stability theory. SOS-based stability conditions will
be obtained to determine the system stability and facilitate
the control synthesis. In the following analysis, for brevity,
the time t associated with the variables is dropped for the
situation without ambiguity, e.g., x(t) and u(t) are denoted
as x and u, respectively. Furthermore, xˆ(x(t)), wi(x(t)) and
mj(x(t)) are denoted as xˆ, wi and mj , respectively.
To proceed with the stability analysis, we denote x =
[x1, . . . , xn]
T and xˆ = [xˆ1, . . . , xˆN ]T . From (5), we have
˙ˆx =
∂xˆ
∂x
dx
dt
= T(x)x˙
=
p∑
i=1
c∑
j=1
wimj
(
A˜i(x) + B˜i(x)Gj(x)
)
xˆ, (6)
where A˜i(x) = T(x)Ai(x), B˜i(x) = T(x)Bi(x) and
T(x) =
[
∂xˆi(x)
∂xj
]
i=1,...,N ;j=1,...,n
. (7)
Because of the assumption xˆ = 0 if and only if x = 0, the
stability of the PFMB control system (6) implies that of (5).
Three cases of FPMB control system are considered,
namely, Case 1: c = p and mi = wi for all i, Case 2: c = p
and mi 6= wi for any i, and Case 3: c 6= p and wi and mj are
different for any i and j.
A. Case 1: c = p and mi = wi for all i
In this case, the polynomial fuzzy controller shares the
same number of rules and membership functions of the T-S
fuzzy model, which is in favor of the stability analysis using
the property of perfectly matched premises and PDC-based
analysis approach [47], [48].
We consider the following polynomial Lyapunov function
candidate to investigate the system stability of (6),
V (x) = xˆTX(x)−1xˆ, (8)
where 0 < X(x) = X(x)T ∈ <N×N is a polynomial matrix
to be determined. From (6) and (8), with c = p and mi = wi
for all i, we have,
V˙ (x) =
p∑
i=1
p∑
j=1
wiwjxˆ
T
((
A˜i(x) + B˜i(x)Gj(x)
)T
X(x)−1
+ X(x)−1
(
A˜i(x) + B˜i(x)Gj(x)
))
xˆ + xˆT
[
dX(x)−1
dt
]
xˆ.
(9)
Define z = X(x)−1xˆ and Gj(x) = Nj(x)X(x)−1 where
Nj(x) ∈ <m×N , j = 1, . . . , c, is an arbitrary polynomial
matrix. From (9), we have
V˙ (x) =
p∑
i=1
p∑
j=1
wiwjz
TQij(x)z, (10)
where Qij(x) = A˜i(x)X(x) + X(x)A˜i(x)T +
B˜i(x)Nj(x) + Nj(x)
T B˜i(x)
T − ∑nk=1 ∂X(x)∂xk (Aki (x) +
Bki (x)Nj(x)X(x)
−1)xˆ for i = 1, . . . , p; j = 1, . . . , c;
Aki (x) ∈ <N and Bki (x) ∈ <m denote the kth row of Ai(x)
and Bi(x), respectively.
We introduce the boundary information of membership
functions [57], [58], [60]–[66] through some slack polynomial
matrices to the stability analysis for relaxing the stability con-
ditions. Introducing the slack matrices 0 ≤ Rij(x) ∈ <N×N
and 0 ≤ Rij(x) ∈ <N×N , we have
p∑
i=1
p∑
j=1
(wiwj − γij)Rij(x) ≥ 0, (11)
p∑
i=1
p∑
j=1
(γij − wiwj)Rij(x) ≥ 0, (12)
where γ
ij
= γ
ji
and γij = γji are the lower and upper
bounds, respectively, of wiwj satisfying γij ≤ wiwj ≤ γij
for all i and j. From (10), (11) and (12), we have
V˙ (x) ≤ 1
2
p∑
i=1
p∑
j=1
wiwjz
T (Φ1ij(x) + Φ1ji(x))z, (13)
where Φ1ij(x) = Qij(x) + Rij(x) − Rij(x) +∑p
r=1
∑p
s=1(γrsRrs(x)− γrsRrs(x)).
Based on the Lyapunov stability theory, V (x) > 0 and
V˙ (x) < 0 (excluding x = 0) imply the asymptotic stability
of (6) which can be achieved by
X(x) > 0, (14)
Rij(x) ≥ 0 ∀ i, j, (15)
Rij(x) ≥ 0 ∀ i, j, (16)
Φ1ij(x) + Φ1ji(x) < 0 ∀ i, j. (17)
However, because of the term Bki (x)Nj(x)X(x)
−1 in Qij(x),
the condition Φ1ij(x) + Φ1ji(x) < 0 is not convex and thus
convex programming techniques cannot be employed to find
numerically a feasible solution. Instead, a two-step procedure
is proposed in this paper to search for a feasible solution.
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To develop the two-step procedure, we consider another
polynomial Lyapunov function candidate to investigate the
stability of the PFMB control system (6) as follows.
V (x) = xˆTP(x)xˆ, (18)
where P(x) = P(x)T ∈ <N×N is a polynomial matrix which
is chosen such that xˆTP(x)xˆ > 0 (excluding x = 0).
From (5) and (18), we have
V˙ (x) = ˙ˆxTP(x)xˆ + xˆTP(x) ˙ˆx + xˆT P˙(x)xˆ
=
p∑
i=1
p∑
j=1
wiwjxˆ
THij(x)xˆ, (19)
where Hij(x) =
(
A˜i(x) + B˜i(x)Gj(x)
)T
P(x) +
P(x)
(
A˜i(x) + B˜i(x)Gj(x)
)
+
∑n
k=1
∂P(x)
∂xk
(
Aki (x) +
Bki (x)Gj(x)
)
xˆ for i, j = 1, . . . , p.
We introduce the slack polynomial matrices Sij ∈ <N×N
and Sij ∈ <N×N , satisfying xˆTSij(x)xˆ ≥ 0 and
xˆTSij(x)xˆ ≥ 0, respectively, for all i and j, through the
following inequalities to the stability analysis.
p∑
i=1
p∑
j=1
(wiwj − γij)xˆTSij(x)xˆ ≥ 0, (20)
p∑
i=1
p∑
j=1
(γij − wiwj)xˆTSij(x)xˆ ≥ 0, (21)
Adding (20) and (21) to (19), we have
V˙ (x) ≤ 1
2
p∑
i=1
p∑
j=1
wiwjxˆ
T (Θ1ij(x) + Θ1ji(x))xˆ, (22)
where Θ1ij(x) = Hij(x) + Sij(x) − Sij(x) +∑p
r=1
∑p
s=1(γrsSrs(x)− γrsSrs(x)).
Based on the Lyapunov stability theory, V (x) > 0 and
V˙ (x) < 0 (excluding x = 0) imply the asymptotic stability
of (6) which can be achieved by
xˆTP(x)xˆ > 0 ∀ x 6= 0, (23)
xˆTSij(x)xˆ ≥ 0 ∀ i, j, (24)
xˆTSij(x)xˆ ≥ 0 ∀ i, j, (25)
xˆT (Θ1ij(x) + Θ1ji(x))xˆ < 0 ∀ x 6= 0, i, j. (26)
However, because of the term Gj(x) in Hij(x), the condition
xˆT (Θ1ij(x) + Θ1ji(x))xˆ < 0 (excluding x = 0) is not
convex and thus convex programming techniques cannot be
employed to find numerically a feasible solution.
Remark 1: The stability conditions (14) to (17) are in the
form of M(x) > 0 (because z is independent of x), where
M(x) is a polynomial matrix, while the stability conditions
(23) to (26) are in the form of xˆTM(x)xˆ. Comparing the two
sets of stability conditions, as M(x) > 0 implies xˆTM(x)xˆ >
0 but not the other way round, the form in (23) to (26) is easier
to obtain a feasible solution.
Remark 2: It is observed that the two sets of stability
conditions (14) to (17) and (23) to (26) are not convex and
convex programming techniques cannot be applied to find
numercially a feasible solution. However, when the term
Bki (x)Nj(x)X(x)
−1 in Qij(x) is ignored and Gj(x) in
Hij(x) is pre-defined, the stability conditions (14) to (17)
and (23) to (26) become convex.
A two-step procedure is proposed to find numerically
a feasible solution based on the property of the stability
conditions in Remark 2. In general, the first step is to ignore
the term Bki (x)Nj(x)X(x)
−1 in Qij(x) of the stability
conditions (14) to (17) and find a feasible solution Gj(x). In
the second step, using the obtained Gj(x) in the first step,
search for a feasible solution of the stability conditions (23) to
(26). If there exists a feasible solution in the second step, the
PFMB control system (6) is guaranteed to be asymptotically
stable.
Remark 3: Recall that Gj(x) = Nj(x)X(x)−1 in the
first step. If there exists a feasible solution X(x), we have
X(x)−1 = adj(X(x))det(X(x)) where adj(X(x)) and det(X(x)) denote
the adjoint and determinant of the matrix X(x), respectively.
The term det(X(x)) in the denominator makes convex
programming techniques unable to apply. To circumvent the
difficulty, the following technique is employed. If X(x) > 0,
it implies that det(X(x)) > 0. Multiplying det(X(x)) to
(26), we have det(X(x))xT (Θ1ij(x) + Θ1ji(x))x < 0.
Expanding Θ1ij(x) in the stability condition, we
obtain det(X(x))Θ1ij(x) =
(
det(X(x))A˜i(x) +
B˜i(x)Nj(x)adj(X(x))
)T
P(x) + P(x)
(
det(X(x))A˜i(x) +
B˜i(x)Nj(x)adj(X(x))
)
+
∑n
k=1
∂P(x)
∂xk
(
det(X(x))Aki (x) +
Bki (x)Nj(x)adj(X(x))
)
xˆ + det(X(x))
(
Sij(x) − Sij(x) +∑p
r=1
∑p
s=1(γrsSrs(x) − γrsSrs(x))
)
of which X(x)
and Nj(x) are obtained from the stability conditions
(14) to (17) in the first step and they are not decision
variables in the second step. It can be seen that
det(X(x))xT (Θ1ij(x) + Θ1ji(x))x < 0 becomes convex
and convex programming techniques can be applied to search
numercially for a feasible solution.
The stability analysis result and detailed two-step procedure
are summarized in the following theorem.
Theorem 1: The PFMB control system (5) formed by the
nonlinear plant represented by the polynomial fuzzy model
in the form of (2) and the polynomial fuzzy controller (4)
connected in a closed loop, of which c = p and mi = wi for
all i, is asymptotically stable if there exists a feasible solution
to the following two-step procedure:
First step: Defining decision polynomial matrices
Nj(x) ∈ <m×N , Rij(x) ∈ <N×N , Rij(x) ∈ <N×N
and X(x) ∈ <N×N , i, j = 1, . . ., p, find a feasible solution
to the following SOS-based stability conditions:
νT (X(x)− ε1(x)I)ν is SOS,
νTRij(x)ν is SOS ∀ i, j,
νTRij(x)ν is SOS ∀ i, j,
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−νT (Φˆ1ij(x) + Φˆ1ji(x) + ε2(x)I)ν is SOS ∀ i, j,
where ν ∈ <N is an arbitrary vector independent of x;
ε1(x) > 0 and ε2(x) > 0 are predefined scalar polynomials;
γ
ij
and γij are the lower and upper bounds, respectively,
of wiwj satisfying γij ≤ wiwj ≤ γij for all i and j;
Φˆ1ij(x) = A˜i(x)X(x˜) + X(x˜)A˜i(x)
T + B˜i(x)Nj(x) +
Nj(x)
T B˜i(x)
T −∑nk=1 ∂X(x)∂xk Aki (x)xˆ+Rij(x)−Rij(x)+∑p
r=1
∑p
s=1(γrsRrs(x) − γrsRrs(x)) and the polynomial
feedback gains are defined as Gj(x) = Nj(x)X(x˜)−1.
If there exists X(x) such that νT (X(x) − ε1(x)I)ν being
an SOS and det(X(x)) ≥ η(x), where η(x) is a pre-defined
scalar polynomial satisfying η(x) > 0, the following second
step will be proceeded, otherwise, no feasible solution is found
for the PFMB control system (5).
Second step: Defining the decision polynomial matrices
P(x) ∈ <N×N , Sij(x) ∈ <N×N and Sij(x) ∈ <N×N , i,
j = 1, . . ., p, find a feasible solution to the following SOS-
based stability conditions:
xˆT (P(x)− ϕ1(x)I)xˆ is SOS,
xˆTSij(x)xˆ is SOS ∀ i, j,
xˆTSij(x)xˆ is SOS ∀ i, j,
−xˆT (Θˆ1ij(x) + Θˆ1ji(x) + ϕ2(x)I)xˆ is SOS ∀ i, j,
where ϕ1(x) > 0 and ϕ2(x) > 0 are predefined scalar
polynomials; Θˆ1ij(x) = det(X(x))Θ1ij(x) = Ξij(x) +∑n
k=1
∂P(x)
∂xk
(
det(X(x))Aki (x)+B
k
i (x)Nj(x)adj(X(x))
)
xˆ+
det(X(x))
(
Sij(x) − Sij(x) +
∑p
r=1
∑p
s=1(γrsSrs(x) −
γ
rs
Srs(x))
)
; Ξij(x) =
(
det(X(x))A˜i(x) +
B˜i(x)Nj(x)adj(X(x))
)T
P(x) + P(x)
(
det(X(x))A˜i(x) +
B˜i(x)Nj(x)adj(X(x))
)
; X(x) and Nj(x) are obtained from
the first step.
Remark 4: It should be noted that the polynomial Lyapunov
function candidates (8) and (18) employ the polynomial matri-
ces X(x) and P(x) in x, respectively. It means that there is no
constraint on the state variables to be used in the polynomial
Lyapunov functions candidates. Unlike some existing work
[67]–[69], [72]–[74], X(x˜) or P(x˜) is used in the polynomial
Laypunov function candidate, where x˜ =
[
x˜k1 · · · x˜kq
]
and {k1, . . . , kq} is defined as the set of row number that the
entries of the entire row of Bi(x) are all zero for all i. By
getting rid of this constraint, the stability conditions can be
applied to a general PFMB control system and the solution
space of X(x) or P(x) can be enlarged resulting in more
relaxed stability analysis result.
Remark 5: The purpose of introducing η(x) in the two-
step procedure is to prevent the values of the coefficients
of det(X(x)) from going too small which may affect the
solution searching process in the second step.
B. Case 2: c = p and mi 6= wi for any i
In this case, we consider that the fuzzy controller shares
the same number of rules but not the premise membership
functions as those of the polynomial fuzzy model. It offers a
greater design flexibility of the membership functions which
can reduce the complexity of the polynomial fuzzy controller
by employing simple membership functions resulting in a
lower implementation cost compared with Case 1. Also, the
matched number of rules is in favor of the stability analysis
by using the property of the PDC-based analysis approach.
We consider the polynomial Lyapunov functions candidates
(8) and (18) to obtain the SOS-based stability conditions for
the first and second steps of the two-step procedure.
Recalling that z = X(x)−1xˆ and Gj(x) = Nj(x)X(x)−1,
from (6) and (8), with c = p and mi 6= wi for any i, we have,
V˙ (x) =
p∑
i=1
p∑
j=1
wiwjz
TQij(x)z
+
p∑
i=1
p∑
j=1
wi(mj − wj)zTJij(x)z. (27)
where Jij(x) = A˜i(x)X(x˜)+X(x˜)A˜i(x)T +B˜i(x)Nj(x)+
Nj(x)
T B˜i(x)
T .
Consider the lower and upper bounds of mj − wj as σj
and σj , respectively, such that σj ≤ mj − wj ≤ σj for all j;
0 ≤Wij(x) ∈ <N×N and Wij(x) ≥ Jij(x) for all i and j
resulting in (σj−σj)Wij(x) ≥ (mj−wj−σj)Jij(x) for all
i and j. From (11), (12) and (27), we have
V˙ (x) ≤ 1
2
p∑
i=1
p∑
j=1
wiwjz
T (Φ2ij(x) + Φ2ji(x))z, (28)
where Φ2ij(x) = Qij(x) + Rij(x) − Rij(x) +∑p
r=1
(∑p
s=1(γrsRrs(x)− γrsRrs(x)) + σrJir(x) + (σr −
σr)Wir(x)
)
.
Based on the Lyapunov stability theory, V (x) > 0 and
V˙ (x) < 0 (excluding x = 0) imply the asymptotic stability
of the PFMB control system (6) which can be achieved by
X(x) > 0, (29)
Rij(x) ≥ 0 ∀ i, j, (30)
Rij(x) ≥ 0 ∀ i, j, (31)
Wij(x) ≥ 0 ∀ i, j, (32)
Wij(x) ≥ Jij(x) ∀ i, j, (33)
Φ2ij(x) + Φ2ji(x) < 0 ∀ i, j. (34)
The above stability conditions (29) to (34) will be used to
come up with the SOS-based stability conditions in the first
step of the two-step procedure.
We then consider the polynomial Lyapunov function candi-
dates (18) for the second step of the two-step procedure. From
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(19), with c = p and mi 6= wi for any i, we have
V˙ (x) = ˙ˆxTP(x)xˆ + xˆTP(x) ˙ˆx + xˆT P˙(x)xˆ
=
p∑
i=1
p∑
j=1
wiwjxˆ
THij(x)xˆ
+
p∑
i=1
p∑
j=1
wi(mj − wj)xˆTKij(x)xˆ, (35)
where Kij(x) =
(
A˜i(x) + B˜i(x)Gj(x)
)T
P(x) +
P(x)
(
A˜i(x) + B˜i(x)Gj(x)
)
for i = 1, . . . , p; j = 1, . . . , c.
Similarly, with the introduction of the slack polynomial
matrix Yij(x) ∈ <N×N satisfying xˆTYij(x)xˆ ≥ 0 and
xˆTYij(x)xˆ ≥ xˆTKij(x)xˆ for all i and j, we have (σj −
σj)xˆ
TYij(x)xˆ ≥ (mj −wj − σj)xˆTKij(x)xˆ for all i and j.
Adding (20) and (21) to (28), we have
V˙ (x) ≤ 1
2
p∑
i=1
p∑
j=1
wiwjxˆ
T (Θ2ij(x) + Θ2ji(x))xˆ, (36)
where Θ2ij(x) = Hij(x) + Sij(x) − Sij(x) +∑p
r=1
(∑p
s=1(γrsSrs(x) − γrsSrs(x)) + σrKir(x) +
(σr − σr)Yir(x)
)
.
Based on the Lyapunov stability theory, V (x) > 0 and
V˙ (x) < 0 (excluding x = 0) imply the asymptotic stability
of the PFMB control system (6) which can be achieved by
xˆTP(x)xˆ > 0 ∀ x 6= 0, (37)
xˆTSij(x)xˆ ≥ 0 ∀ i, j, (38)
xˆTSij(x)xˆ ≥ 0 ∀ i, j, (39)
xˆTYij(x)xˆ ≥ 0 ∀ i, j, (40)
xˆT (Yij(x)−Kij(x))xˆ ≥ 0 ∀ i, j, (41)
xˆT (Θ2ij(x) + Θ2ji(x))xˆ < 0 ∀ x 6= 0, i, j. (42)
From the conditions in (29) to (34) and (37) to (42), by
ignoring the term Bki (x)Nj(x)X(x)
−1 in Qij(x) and with
the consideration of Remark 3, similar to Case 1, we obtain
the SOS-based stability conditions and two-step procedure.
Theorem 2: The PFMB control system (5) formed by the
nonlinear plant represented by the polynomial fuzzy model
in the form of (2) and the polynomial fuzzy controller (4)
connected in a closed loop, of which c = p and mi 6= wi
for any i, is asymptotically stable if there exists a feasible
solution to the following two-step procedure:
First step: Defining decision polynomial matrices
Nj(x) ∈ <m×N , Rij(x) ∈ <N×N , Rij(x) ∈ <N×N
and X(x) ∈ <N×N , i, j = 1, . . ., p, find a feasible solution
to the following SOS-based stability conditions:
νT (X(x)− ε1(x)I)ν is SOS,
νTRij(x)ν is SOS ∀ i, j,
νTRij(x)ν is SOS ∀ i, j,
νTWij(x)ν is SOS ∀ i, j,
νT (Wij(x)− Jij(x))ν is SOS ∀ i, j,
−νT (Φˆ2ij(x) + Φˆ2ji(x) + ε2(x)I)ν is SOS ∀ i, j,
where ν ∈ <N is an arbitrary vector independent of x;
ε1(x) > 0 and ε2(x) > 0 are predefined scalar polynomials;
γ
ij
and γij are the lower and upper bounds, respectively,
of wiwj satisfying γij ≤ wiwj ≤ γij for all i and j;
σj and σj are the lower and upper bounds of mj − wj ,
respectively, satisfying σj ≤ mj−wj ≤ σj for all j; Jij(x) =
A˜i(x)X(x˜)+X(x˜)A˜i(x)
T +B˜i(x)Nj(x)+Nj(x)
T B˜i(x)
T ;
Φˆ1ij(x) = A˜i(x)X(x˜) + X(x˜)A˜i(x)
T + B˜i(x)Nj(x) +
Nj(x)
T B˜i(x)
T −∑nk=1 ∂X(x)∂xk Aki (x)xˆ+Rij(x)−Rij(x)+∑p
r=1
(∑p
s=1(γrsRrs(x)− γrsRrs(x)) + σrJir(x) + (σr −
σr)Wir(x)
)
; and the polynomial feedback gains are defined
as Gj(x) = Nj(x)X(x˜)−1.
If there exists X(x) such that νT (X(x) − ε1(x)I)ν being
an SOS and det(X(x)) ≥ η(x), where η(x) is a pre-defined
scalar polynomial satisfying η(x) > 0, the following second
step will be proceeded, otherwise, no feasible solution is found
for the PFMB control system (5).
Second step: Defining the decision polynomial matrices
P(x) ∈ <N×N , Sij(x) ∈ <N×N and Sij(x) ∈ <N×N , i,
j = 1, . . ., p, find a feasible solution to the following SOS-
based stability conditions:
xˆT (P(x)− ϕ1(x)I)xˆ is SOS,
xˆTSij(x)xˆ is SOS ∀ i, j,
xˆTSij(x)xˆ is SOS ∀ i, j,
xˆTYij(x)xˆ is SOS ∀ i, j,
xˆT (Yij(x)−Kij(x))xˆ is SOS ∀ i, j;
−xˆT (Θˆ2ij(x) + Θˆ2ji(x) + ϕ2(x)I)xˆ is SOS ∀ i, j,
where ϕ1(x) > 0 and ϕ2(x) > 0 are predefined scalar
polynomials; Θˆ2ij(x) = det(X(x))Θ2ij(x) = Ξij(x) +∑n
k=1
∂P(x)
∂xk
(
det(X(x))Aki (x)+B
k
i (x)Nj(x)adj(X(x))
)
xˆ+
det(X(x))
(
Sij(x) − Sij(x) +
∑p
r=1
(∑p
s=1(γrsSrs(x) −
γ
rs
Srs(x))+(σr−σr)Yir(x)
))
+
∑p
r=1 σrΞir(x); Ξij(x) =(
det(X(x))A˜i(x) + B˜i(x)Nj(x)adj(X(x))
)T
P(x) +
P(x)
(
det(X(x))A˜i(x) + B˜i(x)Nj(x)adj(X(x))
)
; X(x) and
Nj(x) are obtained from the first step.
C. Case 3: c 6= p
In this case, we consider that the fuzzy controller does not
share the same number of rules which implies that the set
of premise membership functions is different from that of
the fuzzy controller. It offers the greatest design flexibility
to the fuzzy controller among the three cases. When a smaller
number of rules and/or simple membership functions are
employed, the implementation cost can be further reduced
compared with Case 2. However, because the property of
PDC-based analysis approach cannot be applied, it potentially
produces more conservative stability analysis results compared
with the previous 2 cases.
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We consider the polynomial Lyapunov functions candidates
(8) and (18) to obtain the SOS-based stability conditions for
the first and second steps of the two-step procedure.
Recalling that z = X(x)−1xˆ and Gj(x) = Nj(x)X(x)−1,
from (6) and (8), with c 6= p and wi and mj are different for
any i and j, we have,
V˙ (x) =
p∑
i=1
c∑
j=1
wimjz
TQij(x)z. (43)
With the introduction of the slack polynomial matrices 0 ≤
Tij(x) ∈ <N×N and 0 ≤ Tij(x) ≥ <N×N , we have
p∑
i=1
c∑
j=1
(wimj − ρij)Tij(x) ≥ 0, (44)
p∑
i=1
c∑
j=1
(ρij − wimj)Tij(x) ≥ 0, (45)
where ρ
ij
and ρij are the lower and upper bounds, respectively,
of wimj satisfying ρij ≤ wimj ≤ ρij for all i and j.
From (43), (44) and (45), we have
V˙ (x) ≤
p∑
i=1
c∑
j=1
wimjz
TΦ3ij(x)z. (46)
where Φ3ij(x) = Qij(x) + Tij(x) − Tij(x) +∑p
r=1
∑p
s=1(ρrsTrs(x)− ρrsTrs(x)).
Based on the Lyapunov stability theory, V (x) > 0 and
V˙ (x) < 0 (excluding x = 0) imply the asymptotic stability
of the PFMB control system (6) which can be achieved by
X(x) > 0, (47)
Tij(x) ≥ 0 ∀ i, j, (48)
Tij(x) ≥ 0 ∀ i, j, (49)
Φ3ij(x) < 0 ∀ i, j. (50)
The conditions in (47) to (50) will be employed to develop
the SOS-based stability conditions in the first step of the two-
step procedure.
We consider the polynomial Lyapunov function candidate
(18) to develop the SOS-based stability conditions in the sec-
ond step. Introducing the slack polynomial matrices Uij(x) ∈
<N×N and Uij(x) ∈ <N×N satisfying xˆTUij(x)xˆ ≥ 0 and
xˆTUij(x)xˆ ≥ 0, we have
p∑
i=1
c∑
j=1
(wimj − ρij)xˆTUij(x)xˆ ≥ 0, (51)
p∑
i=1
c∑
j=1
(ρij − wimj)xˆTUij(x)xˆ ≥ 0, (52)
From (19), (51) and (52), we have
V˙ (x) ≤
p∑
i=1
c∑
j=1
wimjxˆ
TΘ3ij(x)xˆ, (53)
where Θ3ij(x) = Hij(x) + Uij(x) − Uij(x) +∑p
r=1
∑c
s=1(γrsUrs(x)− γrsUrs(x)).
Based on the Lyapunov stability theory, V (x) > 0 and
V˙ (x) < 0 (excluding x = 0) imply the asymptotic stability
of the PFMB control system (6) which can be achieved by
xˆTP(x)xˆ > 0 ∀ x 6= 0, (54)
xˆTUij(x)xˆ ≥ 0 ∀ i, j, (55)
xˆTUij(x)xˆ ≥ 0 ∀ i, j, (56)
xˆTΘ3ij(x)xˆ < 0 ∀ x 6= 0, i, j. (57)
Similar to Case 1 and Case 2, from the conditions
in (47) to (50) and (54) to (57), by ignoring the term
Bki (x)Nj(x)X(x)
−1 in Qij(x) and with the consideration
of Remark 3, we obtain the SOS-based stability conditions
and two-step procedure.
Theorem 3: The PFMB control system (5) formed by the
nonlinear plant represented by the polynomial fuzzy model
in the form of (2) and the polynomial fuzzy controller (4)
connected in a closed loop, of which c 6= p and wi and mj
are different for any i and j, is asymptotically stable if there
exists a feasible solution to the following two-step procedure:
First step: Defining decision polynomial matrices
Nj(x) ∈ <m×N , Tij(x) ∈ <N×N , Tij(x) ∈ <N×N
and X(x) ∈ <N×N , i = 1, . . ., p, j = 1, . . ., c, find a feasible
solution to the following SOS-based stability conditions:
νT (X(x)− ε1(x)I)ν is SOS,
νTTij(x)ν is SOS ∀ i, j,
νTTij(x)ν is SOS ∀ i, j,
−νT (Φˆ3ij(x) + ε2(x)I)ν is SOS ∀ i, j,
where ν ∈ <N is an arbitrary vector independent of x;
ε1(x) > 0 and ε2(x) > 0 are predefined scalar polynomials;
ρ
ij
and ρij are the lower and upper bounds, respectively,
of wimj satisfying ρij ≤ wimj ≤ ρij for all i and j;
Φˆ3ij(x) = A˜i(x)X(x˜) + X(x˜)A˜i(x)
T + B˜i(x)Nj(x) +
Nj(x)
T B˜i(x)
T −∑nk=1 ∂X(x)∂xk Aki (x)xˆ+Tij(x)−Tij(x) +∑p
r=1
∑c
s=1(γrsTrs(x) − γrsTrs(x)); and the polynomial
feedback gains are defined as Gj(x) = Nj(x)X(x˜)−1.
If there exists X(x) such that νT (X(x) − ε1(x)I)ν being
an SOS and det(X(x)) ≥ η(x), where η(x) is a pre-defined
scalar polynomial satisfying η(x) > 0, the following second
step will be proceeded, otherwise, no feasible solution is found
for the PFMB control system (5).
Second step: Defining the decision polynomial matrices
P(x) ∈ <N×N , Uij(x) ∈ <N×N and Uij(x) ∈ <N×N , i =
1, . . ., p, j = 1, . . ., c, find a feasible solution to the following
SOS-based stability conditions:
xˆT (P(x)− ϕ1(x)I)xˆ is SOS,
xˆTUij(x)xˆ is SOS ∀ i, j,
xˆTUij(x)xˆ is SOS ∀ i, j,
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−xˆT (Θˆ3ij(x) + ϕ2(x)I)xˆ is SOS ∀ i, j,
where ϕ1(x) > 0 and ϕ2(x) > 0 are predefined scalar
polynomials; Θˆ3ij(x) = det(X(x))Θ3ij(x) = Ξij(x) +∑n
k=1
∂P(x)
∂xk
(
det(X(x))Aki (x)+B
k
i (x)Nj(x)adj(X(x))
)
xˆ+
det(X(x))
(
Uij(x) − Uij(x) +
∑p
r=1
∑p
s=1(γrsUrs(x) −
γ
rs
Urs(x)); Ξij(x) =
(
det(X(x))A˜i(x) +
B˜i(x)Nj(x)adj(X(x))
)T
P(x) + P(x)
(
det(X(x))A˜i(x) +
B˜i(x)Nj(x)adj(X(x))
)
; X(x) and Nj(x) are obtained from
the first step.
Remark 6: In this paper, the techniques on grouping the
terms with the same membership functions in the stability
analysis is based on [67]. More relaxed stability analysis
results can be obtained by considering other techniques such
as the methods of variable transformation [69], [74], approx-
imated membership functions [65], [73] or consideration of
various information [75]. However, by using these methods, it
will increase the computational demand on solving the solution
resulting from the increasing number of variables and SOS-
based stability conditions.
Remark 7: When the polynomial matrix X(x) is chosen
as X(x˜) in the first step of the two-step procedure where
x˜ is defined in Remark 4, the second step can be skipped
in the solution searching process. In this case, as the term
Bki (x)Nj(x)X(x)
−1 = 0 in Qij(x) for all k, if there exists
a feasible solution in the first step, P(x˜) = X(x˜)−1 will be
the solution in the second step.
A procedure is given below to apply the theorems developed
above to design a stable polynomial fuzzy controller for a
nonlinear system.
1) Represent the nonlinear system as a polynomial fuzzy
model in the form of (2).
2) Choose the number of rules and membership functions
for the polynomial fuzzy controller in the form of (4).
3) Apply the corresponding theorem (Case 1, 2 or 3) ac-
cording to the chosen number of rules and membership
functions of the polynomial fuzzy controller.
4) Determine the system stability using step 1 in the
theorem by ignoring the term Bki (x)Nj(x)X(x)
−1. If
there is no feasible solution, go to step 2, otherwise, next
step.
5) Determine the system stability using the solution ob-
tained in step 4). If there exists a feasible solution,
the PFMB control system is guaranteed to be stable,
otherwise, go to step 2).
IV. SIMULATION EXAMPLES
Two simulation examples are given to illustrate the merits of
the proposed PFMB control approach. The first example is a
numerical example which investigates the size of the stability
region corresponding to different cases, demonstrating how
the number of rules and the shape of membership functions
influence the stability analysis results. Also, time-response
simulations were performed to verify the investigation. In the
second example, we consider an inverted pendulum showing
that the proposed PFMB control approach can handle well a
benchmark nonlinear system.
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Fig. 1. Membership functions of the polynomial fuzzy model (solid lines)
and polynomial fuzzy controller for Case 1 (solid lines), Case 2 (dash-dotted
lines) and Case 3 (dotted lines).
A. Example 1: Numerical Example
In the first step of the design procedure, we
consider that a nonlinear plant is represented by a
3-rule polynomial fuzzy model in the form of (2)
with the following parameters: xˆ = x = [x1 x2]T ,
A1(x1) =
[
1.59 + 2.45x1 −7.29− 0.89x1
0.01 −0.1− 0.27x21
]
,
A2(x1) =
[
0.02− 7.26x1 − 0.05x21 −4.64x1
0.35− 0.28x1 −0.21− 1.65x21
]
,
A3(x1) =
[
−a+ 0.37x1 − 2.7x21 −4.33− 2.73x21
1.77x1 0.05− x21
]
,
B1(x1) =
[
1 + 0.37x1 + 1.28x
2
1
0
]
, B2(x1) =[
8 + 0.23x21
0
]
, B3(x1) =
[
−b+ 6 + 0.72x1 + 1.55x21
−1
]
where a and b are constant scalars.
By applying the second design step of the procedure, we
choose the membership functions of the polynomial fuzzy
model as w1(x1) = µM11 (x1) = 1 − 11+e−(x1+3) , w2(x1) =
µM21 (x1) = 1 − w1(x1) − w3(x1), w3(x1) = µM31 (x1) =
1
1+e−(x1−3) , which are shown in Fig. 1.
In the following, we shall consider all three cases of polyno-
mial fuzzy controllers described in Section III to stabilize the
nonlinear plant represented by the polynomial fuzzy model.
The stability region of the PFMB control system for each
case is investigated with the consideration of the parameters
2 ≤ a ≤ 18 and 2 ≤ b ≤ 25 both at the interval of 1. The
stability of the three PFMB control systems is determined by
the two-step SOS-based stability conditions in Theorem 1 to
Theorem 3.
Based on the membership functions of the polynomial fuzzy
model, it is found numerically that γ
ij
= 0 for i, j = 1, 2, 3;
γ11 = γ33 = 1.0000, γ12 = γ21 = γ23 = γ32 = 2.4877 ×
10−2, γ13 = γ31 = 2.2492× 10−3, γ22 = 8.1929× 10−1. We
choose ε1(x) = ε2(x) = ϕ1(x) = ϕ2(x) = η(x) = 0.0001;
the degrees of X(x1), Nj(x1) and P(x1) are 0, 0 and 2,
respectively, for all three cases. The third-party Matlab toolbox
SOSTOOLS [71] is used to search for a feasible solution to the
two-step SOS-based stability conditions. In the following, step
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3) to step 5) in the design procedure are employed to design the
polynomial fuzzy controller and determine the PFMB control
system using Theorem 1 to Theorem 3.
1) Case 1: We consider a polynomial fuzzy controller
sharing the same number of rules and premise membership
functions as those of the polynomial fuzzy model, i.e., c = p
and mi = wi, i = 1, . . ., p discussed in Section III-A. The
two-step SOS-based stability conditions in Theorem 1 are
employed to check the stability of the PFMB control system.
The stability region is shown in Fig. 2 indicated by ‘◦’.
2) Case 2: We consider a polynomial fuzzy controller
sharing the same number of rules as those of the polynomial
fuzzy model but not the premise membership functions, i.e.,
c = p and mi 6= wi for any i discussed in Section III-B. It
is chosen for demonstration purposes that the membership
functions of the polynomial fuzzy controller as m1(x1) =
µN11 (x1) =

1 for x1 < −6.5
−x1+0.5
7 for − 6.5 ≤ x1 ≤ 0.5
0 for x1 > 0.5
,
m2(x1) = µN21 (x1) = 1 −m1(x1) −m3(x1) and m3(x1) =
µN31 (x1) =

0 for x1 < −0.5
x1+0.5
7 for − 0.5 ≤ x1 ≤ 6.5
1 for x1 > 6.5
, which are
shown in Fig. 1.
With the chosen membership functions, it is found numer-
ically that σ1 = σ3 = −1.0350× 10−1 and σ2 = −9.2401×
10−2; σ1 = σ3 = 1.0350 × 10−1 and σ2 = 1.0402 × 10−1.
The two-step SOS-based stability conditions in Theorem 2 are
employed to check the stability of the PFMB control system.
The stability region is shown in Fig. 2 indicated by ‘’.
3) Case 3: We consider a polynomial fuzzy model and
polynomial fuzzy controller employing different number of
rules and premise membership functions, i.e., c 6= p
as discussed in Section III-C. A 2-rule polynomial fuzzy
controller is employed to control the nonlinear plant rep-
resented by the polynomial fuzzy model. The member-
ship functions are chosen as m1(x1) = µN11 (x1) =
1 for x1 < −5
−x1+5
10 for − 5 ≤ x1 ≤ 5
0 for x1 > 5
and m2(x1) = µN21 (x1) =
1 −m1(x1), which are shown in Fig. 1. The two-step SOS-
based stability conditions in Theorem 3 are employed to check
the stability of the PFMB control system. The stability region
is shown in Fig. 2 indicated by ‘×’.
Referring to Fig. 2, it can be seen that Case 1 produces the
largest size of stability region while Case 2 comes second and
Case 3 produces the smallest size. The result is reasonable
that Case 1 taking the advantage of the perfectly matched
number of rules and membership functions in favor of the
stability analysis is able to produce the largest size of stability
region compared with Case 2 and Case 3. Although Case 2
cannot outperform Case 1 in terms of the size of stability
region, its size is still larger than that of Case 3 by taking
the advantage of matched number of rules. Among the three
cases, Case 3 offers the lowest controller complexity (when a
2 4 6 8 10 12 14 16 18
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14
16
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22
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Fig. 2. Stability regions given by Theorem 1 (‘◦’), Theorem 2 (‘’) and
Theorem 3 (‘×’).
smaller number of rules and/or simple membership functions
are used) and greatest design flexibility while Case 2 comes
second and Cases 3 the last. During the control design, it
suggests that Case 3 should be employed at the beginning in
order to achieve a polynomial fuzzy controller with the lowest
implementation cost. If a stable design cannot be achieved,
Case 2 can be employed then followed by Case 1.
For comparison purposes, the SOS-based stability condi-
tions in [67], [69], which can only be applied to Case 1 and
use X(x) of degree 0 (because there is no entire zero row in
Bj(x1) for all j), are employed to check the system stability.
However, no stability region can be found. In this paper, unlike
the published work, there is no constraint on both X(x) and
P(x), which can be polynomial matrices in any state variables
independent of the form of the input matrices Bj(x). It can
be seen from this example that elimination of this constraint
is able to produce a more relaxed stability analysis result.
To verify the stability analysis result, the time responses
of PFMB control systems for the three cases were simu-
lated. Referring to Fig. 2, considering a = 18 and b =
25 in Case 1 (stability region indicated by ‘◦’), we ob-
tained P(x1) =
[
P11(x1) P12(x1)
P21(x1) P22(x1)
]
where P11(x1) =
0.1827 − 0.0337x1 + 0.0134x21, P12(x1) = P21(x1) =
0.0451 − 0.0075x1 + 0.0047x21 and P22(x1) = 2.5034 −
0.0260x1 + 0.3169x
2
1; the feedback gains as Gj(x1) =[
Gj1(x1) Gj2(x1)
]
where G11(x1) = −5.0914 −
2.3612x1 − 0.7706x21, G12(x1) = 2.3194 − 0.8255x1 −
0.2425x21, G21(x1) = −0.7653 + 0.0709x1 − 0.2788x21,
G22(x1) = 0.2101 + 0.6914x1 − 0.1081x21, G31(x1) =
−0.7004 + 0.1762x1 − 0.2346x21 and G32(x1) = 0.4710 +
0.9222x1 − 0.0669x21.
In Case 2 (stability region indicated by ‘’), consid-
ering a = 18 and b = 14, we obtained P11(x1) =
30.0790 + 10.0390x1 + 12.1192x
2
1, P12(x1) = P21(x1) =
11.9706 + 11.2980x1 − 2.4291x21 and P22(x1) = 748.7599 +
296.4584x1 + 215.2665x
2
1; the feedback gains as G11(x1) =
−4.5457 + 0.0230x1 − 0.5121x21, G12(x1) = 1.8860 +
0.2921x1 − 0.2555x21, G21(x1) = −1.0547 + 0.5044x1 −
0.3989x21, G22(x1) = 0.4211 + 0.6804x1 − 0.0547x21,
G31(x1) = −1.0554 + 0.6516x1 − 0.2546x21 and G32(x1) =
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0.4364 + 0.6029x1 + 0.0028x
2
1.
In Case 3 (stability region indicated by ‘×’), considering
a = 18 and b = 5, we obtained P11(x1) = 0.7864 −
0.3906x1 + 0.4747x
2
1, P12(x1) = P21(x1) = 0.3902 −
0.1299x1 + 0.1917x
2
1 and P22(x1) = 9.0285 + 1.2287x1 +
4.8239x21; the feedback gains as G11(x1) = −6.5643 +
0.1984x1 − 0.8689x21, G12(x1) = −0.2489 − 0.3929x1 −
0.4573x21, G21(x1) = −1.4034 + 1.0396x1 − 0.5679x21 and
G22(x1) = 0.1505 + 0.2292x1 − 0.2254x21.
The phase plots of x1 and x2 for the three cases subject
to various initial conditions are shown in Fig. 3 to Fig. 5. It
can be seen that the PFMB control system are all stable and
the polynomial fuzzy controllers are able to drive the system
states to the origin.
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Fig. 3. Phase plot of x1(t) and x2(t) of PFMB control system for Cases 1
with a = 18 and b = 25 where the initial conditions are indicated by ‘◦’.
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Fig. 4. Phase plot of x1(t) and x2(t) of PFMB control system for Cases 2
with a = 18 and b = 14 where the initial conditions are indicated by ‘◦’.
B. Example 2: Inverted Pendulum
An inverted pendulum on a cart is considered as a nonlinear
plant [47] where the system dynamics is described by the
following state-space equations.
x˙1(t) = x2(t) (58)
x˙2(t) =
g sin(x1(t))− ampLx2(t)2 sin(x1(t)) cos(x1(t))
4L/3− ampL cos2(x1(t))
− a cos(x1(t))u(t)
4L/3− ampL cos2(x1(t)) (59)
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Fig. 5. Phase plot of x1(t) and x2(t) of PFMB control system for Cases 3
with a = 18 and b = 5 where the initial conditions are indicated by ‘◦’.
where x1(t) and x2(t) are the angular displacement and
angular velocity of the pendulum, respectively, g = 9.8m/s2
is the acceleration due to gravity, mp = 2kg is the mass of the
pendulum, Mc = 8kg is the mass of the cart, a = 1/(mp+Mc),
2L = 1m is the length of the pendulum, and u(t) is the force
applied to the cart.
It is reported in [76] that the inverted pendulum work-
ing in the operating domain of x1(t) ∈
[ − 5pi12 , 5pi12 ]
can be described by a 2-rule polynomial fuzzy model with
xˆ(x) = x, A1(x) =
[
0 1
a1 0
]
, A2(x) =
[
0 1
a2 0
]
,
B1(x) =
[
0
−f1mina
]
, B2(x) =
[
0
−f1maxa
]
, a1 =
f1min
(
g(t3x1(t)
2 + t1)− ampLx2(t)2(s3x1(t)2 + s1)
)
, a2 =
f1max
(
g(t3x1(t)
2+ t1)−ampLx2(t)2(s3x1(t)2+ s1)
)
where
f1min = 0.3922, f1max = 1.7647, s3 = −0.1460, s1 = 0.9897,
t3 = 1.0545 and t1 = 0.6469; the membership functions
are given as µM11 (x1(t)) = w1(x1(t)) =
f1(x1(t))−f1max
f1min−f1max and
µM12 (x1(t)) = w2(x1(t)) = 1− µM11 (x1(t)).
It is found numerically that γ
ij
= 0 for i, j = 1, 2;
γ11 = γ22 = 1.0000, γ12 = γ21 = 0.25. The two-step SOS-
based stability conditions in Theorem 1 are employed to design
a polynomial fuzzy controller based on the 2-rule polynomial
fuzzy model. We choose ε1(x) = ε2(x) = ϕ1(x) = ϕ2(x) =
η(x) = 0.0001. The degrees of X(x2), N(x1) and P(x2) are
all 2. By using the third-party Matlab toolbox SOSTOOLS
[71], we obtained P(x2) =
[
P11(x2) P12(x2)
P21(x2) P22(x2)
]
where
P11(x2) = 19.4196 − 4.6787x2 + 4.0607x22, P12(x2) =
P21(x2) = 2.8551 − 3.7377x2 + 0.7072x22 and P22(x2) =
2.1824−0.6394x2+0.2513x22; the feedback gains as Gj(x) =[
Gj1(x)
h(x2)
Gj2(x)
h(x2)
]
where G11(x) = 1.1541x21x
2
2−7.1291×
10−5x21x2 + 1443.0073x
2
1 − 1.7097 × 10−7x1x22 + 1.0534 ×
10−11x1x2 − 1.8327 × 10−4x1 + 1.4071x22 − 8.7046 ×
10−5x2 + 1898.9641, G12(x) = 0.0763x21x
2
2 − 4.3844 ×
10−6x21x2 + 461.4913x
2
1 − 9.1876 × 10−9x1x22 + 7.0839 ×
10−13x1x2−5.7692×10−5x1+0.1027x22−5.0762×10−6x2+
611.5159, G21(x) = 1.1161x21x
2
2 − 6.8676 × 10−5x21x2 +
1097.0242x21 − 3.0531× 10−7x1x22 + 1.8817× 10−11x1x2 −
3.3417× 10−4x1+0.8312x22− 5.1258× 10−5x2+942.5031,
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G22(x) = 0.0531x
2
1x
2
2− 4.8163× 10−6x21x2+341.8519x21−
1.6885×10−8x1x22+1.2517×10−12x1x2−1.0544×10−4x1+
0.0482x22−3.3446×10−6x2+298.5089 and h(x2) = 1.8399×
10−6x42 − 6.08102× 10−11x32 +9.8376× 10−3x22 − 3.9949×
10−7x2 + 1.
The polynomial fuzzy controller is employed to control
the inverted pendulum with the initial conditions of x(0) =
[ 5pi12 0]
T , x(0) = [ 5pi24 0]
T , x(0) = [− 5pi24 0]T and x(0) =
[− 5pi12 0]T . The system responses are shown in Fig. 6 and Fig.
7. It can be seen that the inverted pendulum can be stabilized
by the polynomial fuzzy controller.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−1.5
−1
−0.5
0
0.5
1
1.5
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x 1
(t) 
(ra
d)
Fig. 6. System responses of x1(t) of the inverted pendulum with the initial
conditions x(0) = [ 5pi
12
0]T (solid line), x(0) = [ 5pi
24
0]T (dotted line),
x(0) = [− 5pi
24
0]T (dash-dot line) and x(0) = [− 5pi
12
0]T (dashed line).
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Fig. 7. System responses of x2(t) of the inverted pendulum with the initial
conditions x(0) = [ 5pi
12
0]T (solid line), x(0) = [ 5pi
24
0]T (dotted line),
x(0) = [− 5pi
24
0]T (dash-dot line) and x(0) = [− 5pi
12
0]T (dashed line).
V. CONCLUSION
This paper has investigated the stability of PFMB control
systems based on the SOS-based approach with the support of
the Lyapunov stability theory. Three cases of polynomial fuzzy
controllers with the consideration of matched/mismatched
number of rules and/or premise membership functions, which
offer various levels of controller complexity, design flexibility
and stability analysis results, have been investigated. A polyno-
mial Lyapunov function candidate independent of the form of
the polynomial fuzzy model such that its polynomial matrix
being allowed in any state variables has been proposed for
stability analysis. SOS-based stability conditions have been
obtained with the consideration of boundary information of
membership functions and a two-step procedure has been
proposed to find numerically a feasible solution. Without
the constraint on the polynomial matrix of the polynomial
Lyapunov function candidate, the polynomial fuzzy control
approach can be applied to a wider class of nonlinear plants
and the solution space is enlarged resulting in a more relaxed
stability analysis result. Simulation examples have been given
to demonstrate the merits of the proposed PFMB control
approach.
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