Die Automatisierung des Krieges : der Vormarsch der Robotkrieger ist nicht mehr aufzuhalten und wirft einige Probleme auf by Schörnig, Niklas
S T A N D P U N K T EHSFK
Die Automatisierung des Krieges
Der Vormarsch der Robotkrieger ist nicht mehr aufzuhalten und wirft einige Probleme auf
Der Traum ist nicht neu. Schon Leonardo 
da Vinci konstruierte vor über 500 Jah-
ren einen mechanischen Menschen, der 
Arme, Beine und Kopf bewegen konnte 
und einen Wagen, der fahren konnte - wie 
durch Geisterhand gesteuert.
Heute steigert die rasante Entwicklung 
der Mikroelektronik die Rechenleistungen 
stetig und scheinbar grenzenlos. Roboter 
tragen mittlerweile Fußballweltmeister-
schaften aus, helfen Schwerbehinderten 
oder reparieren Ölleitungen am Meeres-
boden.
Wen wundert es, dass auch das Militär 
das Potenzial für sich entdeckt hat und 
mit Aufklärungsdrohnen, Minenräum-
geräten oder Robotern auf Patrouille in 
instabilen Regionen das Leben der ei-
genen Soldaten schützt und sich strate-
gische Vorteile verschafft. Die Euphorie 
über solcherlei Fortschritte kann man 
teilen oder zumindest nachvollziehen. 
Aber was passiert, wenn unbemannte 
Systeme Waffen tragen, um gezielt Men-
schen zu töten? Wer trägt die Verantwor-
tung, wenn diese immer selbstständiger 
agierenden Systeme Freund und Feind 
verwechseln oder bei einem technischen 
Defekt ein Massaker anrichten? Und was 
für Vergeltungsaktionen muss eine Ar-
mee provozieren, die ihre Kampfeinsätze 
vom Bürostuhl aus führt?
Niklas Schörnig zeigt in seinem Stand-
punkt die Leistungsfähigkeit der „Robot-
krieger“, benennt ihre Einsatzgebiete und 
weist auf die anfallenden ethischen und 
völkerrechtlichen Probleme hin. Er stellt 
überzeugend dar, dass es höchste Zeit ist 
für eine normative Diskussion und uni-
verselle Gesetze, um mit dem technischen 
Fortschritt mitzuhalten.  Karin Hammer
Niklas Schörnig
Man kennt sie aus verschiedensten Science-
Fiction-Filmen und ihr Ruf in diesen Fil-
men ist – sieht man von den wenigen Aus-
nahmen wie „Nummer 5“ oder „WALL-E“ 
ab – selten gut: Roboter mit der Fähigkeit 
zu autonomem Handeln. Sie haben sich als 
das Erkennungszeichen einer nicht zu fer-
nen Zukunft etabliert. Doch ist sie in den 
Empfindungen der Betrachter noch im-
mer weit genug entfernt, als dass man sich 
ernsthaft mit den Problemen auseinander-
setzen müsste, denen die Protagonisten 
von Filmen wie „Terminator“ oder „Batt-
lestar Galactica“ gegenüberstehen. Roboter 
sind im Verständnis der meisten Menschen 
immer noch Science-Fiction – eine Wis-
senschaftsfiktion, die mit der Realität nur 
wenig gemein hat. Zeigt man unbedarften 
Beobachtern, wozu aktuelle Prototypen von 
Robotern schon in der Lage sind, herrscht 
meist ungläubiges Staunen.1 Denn die Zu-
kunft steht schon vor der Tür, in einigen 
Bereichen haben reale Entwicklungen die 
Hollywood-Visionen sogar schon ein- oder 
überholt. Auch wenn für absehbare Zeit 
nicht mit depressiven oder phobischen Ro-
botern wie „Marvin“ oder „C-3PO“ zu rech-
nen ist, haben unbemannte Systeme, die im 
weiteren Sinn als Roboter verstanden wer-
den können, in den letzten Jahren einen un-
glaublichen Siegeszug geführt. Ihre Einsatz-
gebiete reichen vom Meeresboden, wo sie 
versuchen Ölleitungen abzudichten, bis ins 
All, wo sie z.B. auf dem Mars fotografieren 
sowie Bodenproben sammeln und analysie-
ren. Sie kriechen durch Rohrleitungen auf 
der Suche nach Lecks oder dienen, zumin-
dest in Japan, älteren Menschen als Helfer 
und Unterhalter.  
E D I T O R I A L
Sergeant C. Watford von der US-Luftwaffe überwacht im Irak eine MQ 1B-Predator-Drohne auf einem Routine-
flug. Die Drohne hat zwei lasergesteuerte Raketen an Bord. Sie wurde aus den unbewaffneten Drohnen weiterent-
wickelt, um die Zeitspanne zwischen Zielerkennung und Luftschlag zu verringern. Das ist einleuchtend, wirft aber 
einige grundsätzliche ethische und rechtliche Fragen auf. Foto: U.S. Air Force photo/Senior Airman Matt Coleman-Foster
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verdrängt und ethische Probleme bewusst 
ignoriert. Entsprechend ist für die Zukunft 
mit immer mehr Kampfrobotern auf den 
Schlachtfeldern der Welt zu rechnen. Die 
Roboter, die man rief, wird man nun nicht 
mehr los.   
Aktuelle Roboter in militä-
rischen Arsenalen
Drohnen und automatisierte Systeme ste-
hen den Militärs inzwischen für alle Waf-
fengattungen (Armee, Luftwaffe, Mari-
ne) zur Verfügung. Ihre Größe reicht von 
kleinen, leicht zu transportierenden und 
manchmal nur wenigen Dezimetern groß-
en Automaten bis hin zu Robotern in der 
Größe von Kleinwagen oder gar kleinen 
Verkehrsflugzeugen. Aber es wird auch an 
Robotern in Insektengröße gearbeitet. Be-
sondere Bedeutung haben inzwischen un-
bemannte Aufklärungsflugzeuge erreicht. 
Aufgabe dieser Drohnen ist es, mit einer 
Vielzahl von Sensoren (verschiedene Ka-
meras, Radar) über einem vorgegebenen 
Gebiet zu kreisen und der Leitstelle ohne 
Zeitverzögerung Aufklärungsergebnisse 
zu übersenden. Die Kameras an Bord ha-
ben inzwischen ein Auflösungsvermögen 
von wenigen Zentimetern und bilden so 
das Überwachungsgebiet im Detail ab. 
Drohnen sind nicht nur ausdauernder als 
bemannte Flugzeuge (sie können zur Zeit 
schon 1-2 Tage in der Luft bleiben, wäh-
rend sich die Piloten im Schichtbetrieb 
abwechseln), sondern können z.T. auch 
höher fliegen. Darüber hinaus sind sie fle-
xibler als im Orbit stationierte Satelliten. In 
Einsatzgebieten können sie zur Funk- und 
Datenübertragung eingesetzt werden, um 
die relativ begrenzte Datenbandbreite mi-
litärischer Satelliten zu entlasten. Um die 
teuren Systeme zu schützen, verfügen im-
Wen wundert es, dass vor allem das Mi-
litär wachsendes Interesse an diesen „Ma-
schinen“ zeigt. Für Missionen, die „dirty, 
dull and dangerous“, also dreckig, langwei-
lig oder gefährlich sind, erscheinen Maschi-
nen geradezu prädestiniert. Auf den aktu-
ellen Kriegsschauplätzen in Afghanistan 
und im Irak ist ihr Siegeszug am besten zu 
beobachten. Der militärische Rückgriff auf 
unbemannte Systeme stieg in den letzten 
Jahren dramatisch an. Besonders die tech-
nologisch fortgeschrittenen Streitkräfte der 
USA setzen verstärkt auf Waffensysteme, 
die trotz Fernlenkung meist schon teil-
autonom operieren: Zwischen 2003 und 
2009 stieg etwa die Anzahl unbemannter 
Luftfahrzeuge (Unmanned Aerial Vehicles, 
UAVs, bei der Bundeswehr etwas schwer-
fällig als „unbemannte luftgestützte Auf-
klärungs-, Waffen- und Einsatzsysteme“ 
oder auch Drohnen bezeichnet) von „einer 
Handvoll“ (so der Experte Peter Singer) auf 
mehr als 7000. Noch drastischer verlief die 
Entwicklung am Boden: Besaßen die USA 
2003 fast keine bodengebundenen Robo-
ter in ihrem Arsenal, so waren 2009 bereits 
mehr als 12 000 Roboter an das Militär aus-
geliefert. Die USA sind in den Bereichen 
Forschung, Entwicklung, Beschaffung und 
Einsatz mit Abstand Vorreiter, doch welt-
weit versuchen immer mehr Staaten, zu-
mindest zum Teil mit dieser Entwicklung 
gleichzuziehen und entweder selbst robo-
tische Systeme zu entwickeln oder diese zu 
importieren. Neben den USA haben sich vor 
allem andere westliche Staaten der Bewaff-
nung mit robotischen Systemen verschrie-
ben. Doch auch nicht-westliche Staaten 
machen diese Entwicklung mit – sofern es 
ihre nationalen Industrien zulassen. Dies 
gilt besonders für technologisch hoch ent-
wickelte Staaten wie China und Russland, 
aber z.B. auch für Singapur oder den Iran. 
Gleichwohl sind es die westlichen Staaten, 
mit den USA und Israel an der Spitze, die 
die Dynamik zu immer ausgefeilteren und 
komplexeren Systemen vorantreiben und 
damit eine neue Rüstungsspirale in Gang 
gesetzt haben. Gerade westliche Staaten 
scheinen sich einen besonders hohen Nut-
zen von militärischen Robotern zu verspre-
chen, weil sie in besonderer Weise geeignet 
erscheinen, Militäreinsätze ohne eigene 
Opfer zu ermöglichen. Die negativen Sei-
ten dieser Rüstungsdynamik für die in-
ternationale Sicherheit werden allerdings 
Was ist ein Roboter?
In Wissenschaft, Industrie und Militär gibt es verschiedenste Definitionen, 
was unter einem Roboter zu verstehen ist. Diese unterscheiden sich noch von 
Land zu Land. Der Experte Peter Singer nennt drei Merkmale für eine Ma-
schine, damit sie als Roboter gelten kann. Erstens muss sie über Sensoren ver-
fügen, die Veränderungen ihrer Umwelt wahrnehmen. Zweitens müssen di-
ese Informationen auf Basis bestehender Programme verarbeitet werden und 
bestimmte Reaktionen hervorrufen. Drittens muss die Maschine in der Lage 
sein, ihre Umwelt um sich herum zu verändern, z.B. mit einem Greifarm. Da-
bei ist es z.B. nicht zwingend notwendig, dass der Roboter beweglich ist. So 
unterscheidet sich ein Roboter z.B. von einem PC durch die Fähigkeit, seine 
Umgebung zu verändern. Gleichzeitig kann ein PC aber dazu dienen, einen 
Roboter zu steuern. 
Obwohl nach dieser Definition alle aktuellen unbemannten militärischen Sy-
steme als Roboter verstanden werden können, hat es sich eingebürgert, bo-
dengebundene Systeme mit entfernt humanoiden Zügen als Roboter zu be-
zeichnen. Bei unbemannten, robotischen Flugzeugen spricht man meist von 
Unmanned Aerial Vehicles (UAVs) oder Drohnen. Unbemannte Bodenfahr-
zeuge, die an klassische Fahrzeuge (Autos, Panzer etc.) erinnern, werden meist 
als Unmanned Ground Vehicles (UGVs) bezeichnet. Trotzdem handelt es sich 
jeweils um Roboter im Sinne der beschriebenen Definition.  
Gerade im Bereich bodengebundener Systeme (z.B. bei Robotern, die zum Ent-
schärfen von Sprengsätzen eingesetzt werden), aber auch bei vielen Tauchro-
botern, ist die Fähigkeit, auf Basis der eigenen Sensorik zu handeln, noch sehr 
gering ausgeprägt und es handelt sich streng genommen eher um ferngesteu-
erte Systeme als um Roboter. Allerdings geht der Trend auch hier dazu, im-
mer mehr Handlungen ohne menschlichen Eingriff zu vollziehen, so dass die 
Grenze zwischen Fernsteuerung und semi-autonomem Verhalten zunehmend 
verschwimmt bzw. sich zugunsten letzterem verschiebt. 
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Wir sind auf alles programmiert, und 
was Du willst, wird ausgeführt.
Kraftwerk: Die Roboter, 1978
mer mehr Drohnen, wie die 2009 vorgestell-
te amerikanische Avenger oder die für 2011 
geplante britische Taranis-Drohne, über die 
„Stealth“-Technik (Tarnkappentechnik), 
wodurch die Radarerfassung erheblich er-
schwert wird. Aufklärungsdrohnen sind die 
unerkannten Augen der Militärs am Him-
mel und keine moderne Armee kann auf 
ihre Arbeit verzichten.   
Waren diese Drohnen die Vorreiter, zie-
hen Systeme am Boden inzwischen nach. 
Besonders Systeme zur ferngelenkten Ent-
schärfung von Bomben oder Sprengkörpern 
verzeichnen steigende Einsatzzahlen. Seit 
sich selbst gebaute Sprengfallen – sogenann-
te Improvised Explosive Devices (IEDs) – zur 
primären Bedrohung westlicher Truppen 
in Afghanistan und im Irak herauskristal-
lisiert haben, werden immer mehr Roboter 
eingesetzt, um diese Fallen zu entschärfen. 
Diese Praxis ist aus der nationalen Terro-
rabwehr bekannt und die Polizei in Groß-
britannien, Israel oder auch Deutschland 
setzt einzelne Roboter schon seit mehreren 
Jahrzehnten gegen Sprengsätze ein. Boden-
systeme werden zunehmend aber auch für 
andere Aufgaben eingesetzt: Sie erkunden 
Häuser in umkämpften Ortschaften, trans-
portieren Material durch gefährliches Ter-
rain oder sie gehen immer häufiger auch 
auf Patrouille.      
Was viele der aktuellen Systeme, sei es am 
Boden oder in der Luft, auszeichnet, ist, dass 
noch immer zentrale Funktionen per Kabel, 
Funk oder Satellitenverbindung gesteuert 
werden. Dabei ist es irrelevant, ob die Bo-
denkontrollstation ganz in der Nähe oder 
Zehntausende Kilometer weit entfernt ist. 
Viele Drohneneinsätze in Afghanistan oder 
im Irak werden z.B. von „Piloten“ in den 
USA gesteuert, die nach dem Kriegseinsatz 
ihrer Drohne zu ihrer Familie nach Hau-
se fahren. Doch nimmt die Elektronik den 
Piloten immer mehr Aufgaben ab. Deshalb 
handeln ferngelenkte Systeme heute we-
sentlich autonomer als dies noch vor eini-
gen Jahren der Fall war. Ziel der Entwickler 
ist es, immer mehr Aufgaben automatisiert 
und ohne menschlichen Eingriff durchfüh-
ren zu lassen. Es ist inzwischen schon fast 
Normalität, dass Drohnen sich selbstständig 
in die vorgegebenen Zielgebiete navigieren, 
wo sie gemäß vorgegebener Routinen das 
Terrain beobachten. Einige Systeme sind 
sogar bei komplizierten Manövern wie Start 
und Landung nicht mehr auf menschliche 
Eingriffe angewiesen. Der menschliche Pilot 
muss nur noch kontrollieren und bei unvor-
hergesehenen Ereignissen eingreifen, ope-
rativ erledigt das System seine Routineauf-
gabe autonom. Natürlich sind selbst solche 
„autonomen Systeme“ weit davon entfernt, 
selbstständig komplexe Entscheidungen zu 
treffen, sondern sie folgen ausgeklügelten, 
in ihrer Programmierung verankerten Al-
gorithmen. Für das Militär hat eine solche 
programmierte Autonomie den Vorteil, 
dass keine ununterbrochene Kontrolle des 
Systems notwendig ist und bereits heute ein 
Operator mehrere Drohnen beaufsichtigen 
kann. Bei fortschreitender Entwicklung ist 
denkbar, dass die Operationszentrale zu-
künftig nur noch den Auftrag vorgibt, der 
Roboter selbstständig den Weg und das 
Vorgehen festlegt. 
Aufrüstung zum Robotkrieger 
Es muss nicht verwundern, dass es nach den 
ersten erfolgreichen Aufklärungseinsätzen 
nicht lange dauerte, bis die ersten bewaff-
neten Drohnen zum Einsatz kamen. Schon 
2002 attackierten mit zwei Hellfire-Panzer-
abwehrraketen ausgestattete Drohnen vom 
Typ Predator Ziele in Afghanistan und im 
Jemen. Heute kommen neben dem Preda-
tor vor allem bewaffnete Reaper-Drohnen 
zum Einsatz, die deutlich mehr Sprengkör-
per transportieren können. Bis zu zehn Ra-
keten kann eine Reaper tragen, alternativ 
können auch schwerere Bomben eingesetzt 
werden. Eine bewaffnete Drohne (auch als 
UCAV, unmanned combat aerial vehicle, 
bezeichnet) bietet immense militärische 
Vorteile: Dank der Präzision moderner 
Raketen können Ziele nahezu im Moment 
ihrer Entdeckung angegriffen werden. Die 
Drohne ist eine gefährliche Waffe in Lau-
erstellung, denn die Zeitspanne zwischen 
Aufklärung und Bekämpfung, „sensor to 
shooter gap“ genannt, verringert sich prak-
tisch auf die Reaktionszeit des Piloten in der 
Ferne bzw. auf die Zeit, die es dauert, eine 
Genehmigung von höhergestellten Offizie-
ren für einen Angriff zu bekommen. So-
mit zeichnet sich ab, dass der Mensch zum 
letzten limitierenden Faktor wird, da seine 
begrenzten kognitiven Fähigkeiten nicht 
mehr in der Lage sind, die auf ihn einstür-
menden Informationen zu verarbeiten und 
zeitnahe Entscheidungen zu treffen. Auch 
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aus der militärischen Sicht eines möglichst 
effektiven Waffeneinsatzes spricht also ei-
niges dafür, Robotern zukünftig noch mehr 
Autonomie zu verschaffen – bis hin zu Al-
gorithmen, die über den Einsatz scharfer 
Waffen entscheiden, ohne auf menschliche 
Autorisierung rekurrieren zu müssen. Dank 
ihrer operativen Vorteile haben sich bewaff-
nete Kampfdrohnen in Afghanistan und im 
Irak – und auch in Pakistan – zu einer der 
zentralen Waffen im Kampf gegen Aufstän-
dische, Al Qaida und die Taliban entwickelt, 
wenngleich sie heute noch von Menschen 
kontrolliert werden. 
Auch bodengebundene Roboter werden 
zumindest versuchsweise mit Waffen be-
stückt. So patrouillieren z.B. entlang der 
südkoreanischen Grenze zum kommuni-
stischen Norden Roboter, die auf Funk-
befehl eines Offiziers auch Schusswaffen 
einsetzen können. Noch hat das US-Mi-
litär allerdings Bedenken, bewaffnete Ro-
boter mit Soldaten auf Streife gehen zu 
lassen – die Angst vor unkontrolliertem 
Verhalten oder Systemabstürzen ist noch 
zu groß. Das heißt, man fürchtet primär 
technische Probleme, die sich mit verbes-
serter Software lösen lassen. Deshalb ste-
hen auch im Bereich der Landroboter die 
Zeichen auf mehr Autonomie. Befürwor-
ter machen geltend, dass korrekt program-
mierte Roboter auch in gefährlichen Situ-
ationen – z.B. unter Feindbeschuss oder in 
aufgeheizter Stimmung – ohne emotionale 
Einflüsse reagieren und sich nicht zu über-
triebenem Waffeneinsatz oder Waffenein-
satz gegen Unbewaffnete hinreißen lassen 
würden. Entscheidend dabei ist allerdings 
die Fähigkeit, Kombattanten und Nicht-
kombattanten auseinanderzuhalten. Solan-
ge es hierzu keine verlässlichen Programme 
gäbe, so beeilen sich Militärs zu versichern, 
bleibe die letzte Entscheidung zum Waffen-
einsatz immer einem Menschen vorbehal-
ten, auch wenn hinter vorgehaltener Hand 
immer wieder argumentiert wird, gerade 
dadurch, dass man Menschen aus der Ver-
antwortungskette nehme, seien die größten 
Fortschritte zu erreichen. Je abstrakter und 
unpräziser aber das vorgegebene Ziel, umso 
höher die Anforderungen an die künstliche 
Intelligenz. 
Wie weit noch zur künstlichen 
Intelligenz?
Die Erwartungen der Computerexperten 
an die Entwicklung echter künstlicher In-
telligenz (KI) haben sich allerdings als deut-
lich überzogen herausgestellt und selbst die 
fortschrittlichsten Systeme sind von echter 
Intelligenz, von einem eigenen Bewusstsein 
ganz zu schweigen, noch sehr weit entfernt. 
Nach anfänglicher Euphorie der Forscher 
bestehen heute wieder starke Zweifel, ob 
Computer je ein eigenes Bewusstsein erlan-
gen können – und, wie es der Science-Fic-
tion Autor Philip K. Dick formulierte, von 
elektronischen Schafen träumen.
Bei der Entwicklung autonomer Systeme 
kommt es aber weniger auf echtes Bewusst-
sein und Intelligenz denn auf Rechenlei-
stung an. Und hier spielt den Program-
mierern die ungebremste Entwicklung der 
Mikroelektronik in die Hände. Gemäß des 
seit den 1960er Jahren gültigen „Moore-
schen Gesetzes“ verdoppelt sich die Anzahl 
von Transistoren auf einem Mikroprozessor 
ungefähr alle 18 Monate – ein Zusammen-
hang, der nach Einschätzung von Experten 
auch noch für die nächsten 15 bis 20 Jahre 
Gültigkeit haben wird. Dies bedeutet eine 
exponentiell wachsende Fähigkeit der Elek-
tronik, umfangreiche und komplexe Da-
tenmengen in Millisekunden auszuwerten 
und entsprechend der Programmierung 
zu reagieren. Dabei kommt es nicht zwin-
gend auf „intelligentes Vorgehen“ an: Die 
Tatsache, dass 1996 der Computer Deep 
Blue den damals amtierenden Schachwelt-
meister Garri Kasparow schlagen konnte 
und im folgenden Jahr sogar ein Turnier 
gewann, lag primär an der enormen Re-
chenleistung des hoch spezialisierten Com-
puters, der pro Sekunde mehr als 100 Mil-
lionen Stellungen analysierte und gemäß 
programmierter Vorgaben bewertete. Der 
Computer verstand nicht, was er rechnete, 
konnte aber trotzdem ohne intuitives Ge-
fühl für die Stellungen und den Spielverlauf 
den Menschen dank seiner unermesslich 
Auf der Europäischen Leistungsschau Robotik (ELROB) vom 17. bis 20. Mai 2010 an der Infanterieschule in Hammelburg konnte man 
sich ein Bild machen, wozu unbemannte Aufklärungsdrohnen heute schon in der Lage sind: Verdächtige Personen, akustische Signale und 
Wärmequellen erkennen sie teils mit Kameras oder mit Wärmebildsensoren. Sie übermitteln optische Zeichen durch Videoaufnahmen 
und spüren Waffen, Kampfmittel, bis hin zu Sprengfallen und ABC-Kampfstoffe auf, erfassen die Daten und leiten sie via elektronischer 
Datenübertragung an den Operator, weiter. Je nach Leistungsvermögen können sie Hindernisse wie Treppenstufen, Türrahmen, Barrika-
den und Blockaden überwinden. Auf dem Foto ist der Telemax zu sehen während einer Vorführung.
Fotos: © 2010 Bundeswehr / Winkler
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überlegenen Rechenleistung besiegen. Diese 
Steigerung der Rechenleistung ermöglicht 
natürlich auch immer komplexere, d.h. au-
tonomere Drohnen. 
War z.B. selbstständige Wegfindung zu-
nächst nur in der meist von Hindernissen 
freien Luft möglich (wo in drei Dimensi-
onen ausgewichen werden kann), so sind 
aktuelle Landsysteme inzwischen in der 
Lage, selbstständig in unbekanntem Gelän-
de zu navigieren. 
2005 legte ein fahrerloses Auto des Stan-
ford Racing Teams in dem von der Defense 
Advanced Research Projects Agency (DAR-
PA) veranstalteten Rennen „Grand Challen-
ge“ ohne menschliche Eingriffe eine Stre-
cke von gut 280 Kilometern innerhalb von 
10 Stunden zurück. Nur zwei Jahre später 
bestand die Herausforderung der „Urban 
Challenge“ darin, im normalen Straßenver-
kehr unter Berücksichtigung der Verkehrs-
regeln zu fahren. Auch dieser Test wurde 
bestanden. 2010 brachen schließlich zwei 
autonome Autos einer italienischen Firma, 
begleitet von zwei bemannten Fahrzeugen, 
auf eine 13 000 Kilometer lange Fahrt nach 
China auf. Das zeigt, dass die Fähigkeit zu 
autonomer Navigation – und damit auch zu 
autonomem Handeln – innerhalb kürzester 
Zeit dramatisch zunimmt. Nicht von unge-
fähr investiert das Militär hohe Summen in 
diesen Bereich und unterstützt Spitzenfor-
schung in der Robotik.  
Gründe hinter dem  
Robotertrend
Der Rückgriff auf Roboter und Drohnen 
verspricht schon heute jeder Armee der 
Welt enorme Vorteile. Roboter ermüden 
nicht, sie führen Befehle ohne Widerspruch 
aus, müssen nicht lange ausgebildet werden 
und kennen weder Langeweile noch emoti-
onalen Stress. Kurzum: Es gibt gute Grün-
de, warum sich jeder General weltweit eine 
eigene Roboterstreitmacht wünscht. 
Warum sind es aber besonders die west-
lichen OECD Staaten – mit den USA und 
Israel an der Spitze –, die die Entwicklung 
im Bereich unbemannter Systeme voran-
treiben und die meisten Gelder in diese 
Entwicklungen investieren? Einige Exper-
ten geben neben der besonderen Affini-
tät westlicher Staaten (hier besonders der 
USA und Japan) für technische Lösungen 
als Grund schlicht die technologischen Fä-
higkeiten der westlichen Industrienationen 
an, die in zentralen Bereichen (Elektronik, 
Datenübertragung, Feinmechanik) führend 
sind. Aus dieser Sicht ist der Wunsch nach 
Hochtechnologie im Militärischen ein von 
der Angebotsseite getriebener Automatis-
mus und technologischer Imperativ. 
Eine alternative Erklärung greift die Argu-
mentation von Martin Shaw auf, dem zu-
folge der Westen spätestens seit dem Ende 
des Kalten Krieges einen „neuen westlichen 
Weg der Kriegsführung“ (so der Titel eines 
seiner Bücher) betreibt. Shaw argumentiert, 
westliche, liberale Staaten könnten keine 
klassischen Abnutzungskriege mehr führen, 
in denen Welle um Welle (eigener) Solda-
ten aufs Schlachtfeld geworfen werden. Dies 
gilt umso mehr, als die Kriege westlicher 
Staaten seit 1990 (vielleicht mit Ausnahme 
des Krieges in Afghanistan 2001) „gewählte 
Kriege“ – im Vergleich zu unvermeidlichen 
Verteidigungskriegen – waren. Es hat sich 
gezeigt, dass westliche Öffentlichkeiten im-
mer kritischer hinterfragen, wofür die eige-
nen Soldaten ihr Leben riskieren und dass 
schon wenige eigene Opfer die Zustimmung 
der Bevölkerung zu einem Militäreinsatz in 
einem ganz erheblichen Maße beeinflussen 
können. Das verstärkt sich weiter, je mehr 
der Eindruck entsteht, die im Vorfeld des 
Einsatzes genannten Ziele (Demokratisie-
rung, Verhinderung einer humanitären 
Katastrophe etc.) würden nicht oder nur 
schleppend erreicht. Shaw argumentiert, 
dass westliche Staaten ihr Militär jenseits 
der klaren Selbstverteidigung überhaupt 
nur noch einsetzen können, wenn sie mög-
lichst viele Risiken vermeiden oder aber auf 
andere/dritte Gruppen abwälzen und so die 
eigenen Verluste minimieren. Zwar gelte es 
auch, so Shaw, gegenüber Zivilisten auf der 
Gegenseite Zurückhaltung walten zu las-
sen. Bei der Abwägung zwischen eigenen 
Soldaten und fremden Zivilisten sei aber 
auf die eigenen Truppen mehr Rücksicht 
zu nehmen. 
Spätestens der Golfkrieg gegen den Irak 
1991 hat gezeigt, dass der umfassende Ein-
satz militärischer Hochtechnologie es er-
möglicht, die eigenen Soldaten weiter vom 
eigentlichen Schlachtfeld zu entfernen oder 
zumindest ihre Verwundbarkeit zu mi-
nimieren. Techniken, die noch zu Zeiten 
des Kalten Krieges zur Abwehr quantita-
tiv überlegener Truppen des Warschauer 
„Roboter“ - fast 90 Jahre alt
Das Wort „Roboter“ geht auf das Thea-
terstück Rossumovi Univerzální Robo-
ti (R.U.R., dt. Rossums Universal-Ro-
boter) des tschechischen Autors Karel 
Čapek aus dem Jahr 1921 zurück. Čapek 
greift dabei das slawische Wort „robota“ 
für Arbeit, Fronarbeit und Zwangsarbeit 
auf und überträgt es auf von Menschen 
künstlich hergestellte Arbeitskräfte. 
Schon in diesem Stück rebellieren die 
Roboter gegen ihre menschlichen Er-
schaffer.
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Paktes entwickelt worden waren, ermögli-
chten es in Konflikten mit qualitativ unter-
legenen Gegnern, den Traum eines „Krieges 
ohne (eigenes) Blutvergießen“ zu ermögli-
chen. Immer präzisere „intelligente“ Bom-
ben mit Laser- oder GPS-Steuerung kön-
nen über immer größere Strecken gegen 
feindliche Ziele abgeschossen werden und 
treffen meist schon im ersten Anflug. Die 
Stealth-Technologie ermöglicht es, Flug-
zeuge, aber auch Bodenfahrzeuge oder 
Schiffe, für feindliches Radar unsichtbar zu 
machen und so sicher und unbemerkt zum 
jeweiligen Ziel zu bringen. Immer bessere 
Aufklärung durch Satelliten oder Drohnen 
machen es zunehmend leichter, den Gegner 
frühzeitig an seinen empfindlichsten Stel-
len zu treffen und die Kampfhandlungen 
so erheblich zu verkürzen. Selbst schlag-
kräftige, aber nicht über die letzte Genera-
tion von Waffen verfügende Gegner wie der 
Irak oder Jugoslawien konnten westliche 
Armeen im offenen Kampf praktisch nicht 
mehr gefährden. Es wundert deshalb nicht, 
dass das Pentagon unter Verteidigungsmi-
nister Rumsfeld ungeheure Summen in die 
Transformation der Streitkräfte hin zu einer 
High-Tech-Armee investierte. 
Allerdings zeigt die Zeit nach der Beset-
zung des Irak und der Eroberung Afgha-
nistans, dass der klassische Krieg vom We-
sten zwar inzwischen mit sehr wenigen 
eigenen Opfern geführt werden kann, mo-
derne Kampfflugzeuge und GPS-gestützte 
Präzisionsbomben jedoch nur bedingt für 
die Zeit danach geeignet sind, in der sich 
die Gegenseite auf Guerilla-Kriegsführung 
und Terror verlegt. Da die Gegner dann 
nicht mehr über militärische Infrastruktur 
wie Radaranlagen, Flugplätze oder Bun-
ker verfügen, die auch mit Satelliten relativ 
leicht aufgespürt werden können, ist der Be-
darf an zeitnaher Aufklärung über konkrete 
Aktivitäten noch einmal sprunghaft gestie-
gen. Gerade unbemannte Flugzeuge gelten 
aufgrund ihrer Fähigkeit, lange vor Ort zu 
bleiben, dabei große Gebiete zu überwachen 
und erkannte Ziele schnell zu bekämpfen als 
ideale Waffe zur Aufstands- und Terrorbe-
kämpfung. Patrouillen, die angegriffen wer-
den, können sich dank Drohnen ein besse-
res Lagebild verschaffen und gezielter auf 
den Feind reagieren. Da Drohnen im Ver-
gleich zu bemannten Systemen vergleichs-
weise billige Produkte sind, ist die Bereit-
schaft, den Gegner niedrig zu überfliegen, 
Flugabwehrfeuer zu tolerieren und so eine 
noch präzisere Aufklärung zu erhalten, 
deutlich höher. Inzwischen ist es für viele 
westliche Armeen fast undenkbar, selbst 
humanitäre Missionen ohne eine umfas-
sende Drohnenüberwachung aus der Luft 
durchzuführen. 
Vor diesem Hintergrund wird deutlich, 
warum westliche Politiker und Militärs 
Drohnen, Roboter und unbemannte Sy-
steme geradezu als Wunderwaffen vereh-
ren: Indem man die eigenen Soldaten in 
der Gefahrenzone durch Roboter ersetzt, 
setzt man sich nicht der Gefahr aus, durch 
Verluste die Zustimmung der Öffentlichkeit 
zu verlieren. Ein zerstörter Roboter kann 
ohne Umstände durch eine neue Varian-
te ersetzt werden – und dabei sogar auf das 
elektronische Gedächtnis seines Vorgän-
gers zurückgreifen, wenn die Daten regel-
mäßig gesichert wurden. Der Rückgriff auf 
autonome Systeme und Roboter ermöglicht 
also gerade technologisch fortschrittlichen 
westlichen Staaten die Option eines militä-
rischen Einsatzes in Situationen, in denen 
ohne Roboter zu hohe eigene Opferzahlen 
zu erwarten wären. Das ist aus Sicht der 
Befürworter militärischer Lösungen unter 
bestimmten Umständen durchaus positiv 
zu bewerten: So fragt z.B. der Kölner Völ-
kerrechtler Claus Kreß in der Frankfurter 
Allgemeinen Sonntagszeitung mit Blick auf 
humanitäre Katastrophen wie im Kosovo 
oder in Darfur, ob der Rückgriff auf Mili-
tärroboter nicht vielleicht „Möglichkeiten 
eröffnet, zu einer Rettungsaktion zu kom-
men, die man ansonsten aus Furcht vor ei-
genen Verlusten unterließe?“2  
Die Drohne im „klassischen“ 
Krieg: Die völkerrechtliche  
Dimension
Würde eine ferngesteuerte Drohne in 
einem klassischen zwischenstaatlichen 
Konflikt eingesetzt, so wäre dies aus Sicht 
des Völkerrechts zunächst nicht verwerf-
lich. Denn das humanitäre Völkerrecht, 
jus in bello, verbietet nur den Einsatz be-
sonders grausamer Waffen, die zwingend 
unnötiges Leiden erzeugen, und nichtdis-
kriminierender Waffen, also Waffen, die 
Kombattanten und Nichtkombattanten in 
gleichem Maß treffen. Die Tatsache, dass 
Landminen nach Beendigung der Kriegs-
handlungen in erheblichem Maß die Zi-
vilbevölkerung gefährden, war Anlass für 
die einzigartig erfolgreiche Kampagne zur 
Ächtung von Anti-Personen-Minen, die 
schließlich zu der von fast allen Staaten ak-































Bush (bis 19.1.2009)  
Die Ausweitung des Drohnenkriegs in Pakistan unter Präsident Obama
Die Zahlen stammen von der pakistanischen Internetseite www.pakistanbodycount.org und 
sind dort mit Zeitungsquellen belegt. Innerhalb der amerikanischen Forschungsgemeinde 
werden diese Zahlen als valide akzeptiert. Die Zahlen von longwarjournal.org weichen z.B. 
um maximal einen Angriff pro Jahr ab. Da sich aber auch Zeitungsberichte auf Augenzeu-
gen stützen, ist nicht bei allen Angriffen klar, ob es sich tatsächlich um einen UAV-Angriff 
oder einen Angriff eines bemannten Kampfflugzeugs gehandelt hat.
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ese Argumente lassen sich z.B. auf nicht 
explodierte Streubomben übertragen, die 
ebenfalls eine erhebliche Gefährdung der 
Zivilbevölkerung bedeuten. Allerdings ist 
der Schutz von Zivilisten nicht absolut, son-
dern es gilt die Verhältnismäßigkeitsregel: 
So dürfen bei militärischen Angriffen zivile 
Opfer in Kauf genommen werden, wenn der 
Angriff einem militärischen Ziel gilt und 
sie sich „proportional“ zum militärischen 
Nutzen verhalten. Die Frage aber, wie viele 
Opfer in einem konkreten Fall verhältnis-
mäßig sind, lässt weiten Interpretations-
spielraum. Aus Sicht der Militärs stellen 
bewaffnete Drohnen keine unverhältnis-
mäßige Waffe dar – eher das Gegenteil. Sie 
vereinen Präzisions-Aufklärung mit Präzi-
sions-Wirkung, weshalb sie in besonderer 
Weise geeignet scheinen, die Proportionali-
tätsanforderungen an einen Angriff umzu-
setzen. Zwar können aktuelle Drohnen auch 
mit Bomben bestückt werden, die bewusst 
größere Zerstörungswirkungen haben. 
Die Reaper-Drohne kann u.a. 500-Pfund-
Bomben tragen, die sich nicht von solchen 
unterscheiden, die auch von bemannten 
Kampfjets eingesetzt werden. Die zentrale 
Frage in diesem Zusammenhang ist, ob die 
Bombe „proportional“ zum bekämpften 
Ziel ist, und zwar unabhängig davon, von 
welcher Plattform sie abgeworfen wird. 
Gemäß unbestätigten Berichten arbeiten 
amerikanische Behörden an der Entwick-
lung kleiner 35 Pfund Bomben, die mit re-
duzierter Sprengkraft für noch begrenztere, 
und damit präzisere, Angriffe taugen sollen. 
Schließlich folgen zumindest die Drohnen-
piloten der US-Airforce strengen Regeln, 
die Luftschläge nur genehmigen, wenn eine 
umfassende Prüfung, die selbst die Compu-
ter-Simulation von Verkehrsmustern und 
der voraussichtlichen Bombenwirkung um-
fasst, minimale zivile Opfer vermuten lässt. 
Reicht die Zeit aus, den gesamten Prüfungs-
prozess zu durchlaufen (was z.B. bei plötz-
lichen Einsatzanforderungen, wenn eigene 
Truppen überraschend auf Gegner stießen, 
nicht immer der Fall ist), kommt sogar Hu-
man Rights Watch zu dem Schluss, dass 
Drohnenangriffe nur „selten“ zu zivilen 
Opfern führen3. 
Schaut man aber auf zukünftige Ent-
wicklungen autonomer Kampfsysteme, er-
scheint die Situation weniger klar. Zunächst 
ist festzuhalten, dass sich das Völkerrecht 
der Problematik von Roboterkriegern bis-
lang nicht widmet und die bestehenden Re-
gelungen zur Anwendung kommen wür-
den. Also ist auch für autonome Systeme 
die Unterscheidung in Kombattanten und 
Nichtkombattanten, militärische und zi-
vile Anlagen etc. obligatorisch. Ob es zu-
künftigen autonomen Systemen ohne jede 
menschliche Unterstützung aber möglich 
sein wird, Kombattanten zuverlässig von 
Nichtkombattanten zu unterscheiden, ist 
hoch umstritten. Schon Menschen fällt es 
in aktuellen Konflikten schwer, gefährliche 
Aufständische und Terroristen von un-
bescholtenen Zivilisten zu unterscheiden. 
Oftmals gehören viel Erfahrung und die 
dadurch gewonnene Intuition dazu, einen 
Gegner als solchen auszumachen, ehe es zu 
spät ist – dies erscheint Robotern nur schwer 
zu vermitteln. Zwar glauben die Techniker 
des Pentagon zukünftig technologische Lö-
sungen zu finden, die es Robotern erlauben 
würden, völkerrechtskonform zu handeln. 
Kritische Experten bezweifeln aber, dass 
selbst leistungsfähigere Prozessoren und 
Programme in der Lage sein werden, diese 
komplexe Aufgabe zufriedenstellend zu be-
wältigen. Die Gefahr von „Unfällen“, bis hin 
zu unkontrollierten Massakern wäre damit 
gleichsam programmiert. 
Der „unerklärte“ Drohnenkrieg 
in Pakistan 
Einige der genannten Probleme zeigen sich 
schon jetzt im aktuellen „Drohnenkrieg“, 
den die USA in den pakistanischen Stam-
mesgebieten Waziristans nahe der Gren-
ze zu Afghanistan führen. Im Gegensatz 
zu Drohnenangriffen in Afghanistan sind 
die Einsätze in Pakistan auch trotz einer 
lange anhaltenden Geheimhaltungspoli-
tik der amerikanischen Regierung gut do-
kumentiert. Sie haben deshalb ein starkes 
Medienecho gefunden, weil sie a) in einem 
Drittland erfolgen und sich b) oft gegen in-
dividuelle Ziele wie Taliban-Kommandeure 
oder mutmaßliche Al Qaida-Terroristen 
richten. Schon unter Präsident Bush hat-
te es Drohnenangriffe auf pakistanischem 
Gebiet gegeben, die unter Präsident Obama 
nun erheblich ausgeweitet wurden (siehe 
Grafik). Wie effektiv die Angriffe sind, wird 
unterschiedlich bewertet: Beobachter, deren 
Analysen allerdings ausschließlich auf der 
Auswertung von Presseberichten beruhen, 
Drohnenkrieg auf der Terrasse
Was war zuerst da? Das Spiel oder die 
Wirklichkeit? 
Für ca. 300 € kann man sich bei der Fir-
ma Parrot seine eigene Aufklärungs-
drohne ins Haus holen. Geeignet für 
Indoor und Outdoor, ausgestattet mit 
zwei Kameras und „spezielle(n) Aug-
mented Reality-Funktionen, wie z. B. die 
Erkennung anderer AR.Drones in der 
Luft oder die Identifizierung und Posi-
tionierung von Markierungen am Boden 
und an der Wand... eröffnet sich den Be-
nutzern eine vollkommen neue Welt: Sie 
können an rasanten Wettrennen im eige-
nen Garten teilnehmen oder im Wohn-
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schätzen, dass es bei den bisherigen Angrif-
fen in Pakistan bislang zwischen 1040 und 
1572 Toten gegeben haben soll.4 Strittig ist, 
wie hoch der Anteil ziviler Opfer ist: Die 
Spannweite reicht von fast 100% bis zu un-
ter 10%. Die bislang umfassendste, von der 
New America Foundation durchgeführte 
Untersuchung kam 2009 zu dem Schluss, 
dass bis zu einem Drittel der Opfer Zivi-
listen gewesen sein könnten.5 Beobachter 
vermuten, zivile Opfer seien vor allem des-
halb in solch hoher Zahl zu beklagen, weil 
besonders sprengstarke Bomben eingesetzt 
wurden, um „hochwertige“ Ziele, sprich: 
hochrangige Al Qaida Führer, verlässlich 
auszuschalten. 
Wenn diese Überlegungen stimmen, set-
zen sie hinter die theoretische Präzision der 
Drohnenkriegsführung ein großes prak-
tisches Fragezeichen. Denn offensichtlich 
traut man der Präzision nicht genug, um 
Einsätze tatsächlich mit minimalen Mitteln 
durchzuführen und verzichtet auf diese, 
sobald man sich unter Zeitdruck befindet. 
Gerade der zweite Aspekt ist aber besonders 
bedenklich, da es ja im Wesen der Drohnen 
liegt, die Zeitspanne zwischen Aufklärung 
und Bekämpfung zu minimieren. Wenn 
der Anspruch eines diskriminierenden Ein-
satzes mit minimierten zivilen Opferzahlen 
nur um den Preis einer bewussten Verzöge-
rung und intensiven Prüfung zu erreichen 
ist, wird der zentrale Vorteil der Drohnen-
kriegsführung offensichtlich unterlaufen.      
Angesichts der genannten Zahlen muss es 
auch nicht verwundern, wenn die Angriffe 
in Pakistan ausgesprochen kritisch aufge-
nommen werden. Amerikanische Experten 
für Aufstandsbekämpfung raten deshalb zu-
nehmend von Drohnenangriffen ab, da die 
radikalisierende Wirkung ziviler Opfer hö-
her sei als der Nutzen der Angriffe. Sie sehen 
für Drohnen nur ein sehr begrenztes Ein-
satzspektrum, wenn es um die Abwendung 
unmittelbarer Gefahren geht. Auch wenn 
es sich dabei bislang nur um Vermutungen 
handelt, ist es sogar wahrscheinlich, dass die 
radikalisierende Wirkung sogar noch höher 
ist, als wenn Zivilisten zu Opfern klassischer 
Kampfhandlungen werden. Auch die Re-
gierung in Islamabad distanziert sich im-
mer wieder mit scharfen Worten von den 
amerikanischen Angriffen, um mit diesen 
nicht in Verbindung gebracht zu werden. 
Allerdings kann als sicher gelten, dass die 
Angriffe zumindest in Grundsätzen abge-
stimmt werden und die pakistanische Re-
gierung auch Aufklärungsinformationen 
von den USA erhält.6  
Zusätzlich zu der nicht-intendierten Ra-
dikalisierung werfen die Drohnenangriffe 
in Pakistan aber auch erhebliche rechtliche 
Probleme auf, mit denen sich inzwischen 
sogar der Kongress befasst hat. Die zentra-
le Frage ist, ob US-Behörden oder -Militärs 
grundsätzlich das Recht haben, Taliban und 
Terroristen der Al-Qaida in einem Dritt-
land zu töten – ob mit Drohnen oder ande-
ren Mitteln. Einige amerikanische Völker-
rechtler argumentieren, die Verfolgung von 
Taliban-Einheiten sei auch über die Grenze 
erlaubt, sofern Pakistan nicht willens oder 
in der Lage sei, die Taliban selbst wirksam 
zu bekämpfen oder wenn eine Einwilligung 
Pakistans vorliege. Kritiker bemängeln aber, 
dass es sich bei den Zielen neben Taliban 
oft um Al Qaida-Terroristen handle, die 
keine Kombattanten im Sinne des Völker-
rechts seien, sondern, streng genommen, 
Zivilisten. Die gezielte Exekution von Zi-
vilisten – auch wenn es sich dabei um Ter-
roristen handelt – ist völkerrechtlich nicht 
zulässig und wurde von Präsident Ford 1976 
ausdrücklich verboten. Befürworter erwi-
dern, bei Al Qaida-Mitgliedern handle es 
sich um Kombattanten im „globalen Krieg 
gegen den Terror“, was sie zu legitimen 
militärischen Zielen mache. Allerdings be-
handelte man viele mutmaßliche Al Qai-
da-Mitglieder oder Taliban-Kämpfer eben 
gerade nicht wie Kombattanten, sondern 
inhaftierte sie als „unrechtmäßige Kämp-
fer“ ohne die Rechte eines Kriegsgefange-
nen in Guantanamo. Hier wird zweierlei 
völkerrechtliches Maß angelegt. Der zweite 
Grund, warum die Drohnenangriffe in Pa-
kistan völkerrechtlich brisant sind, liegt da-
ran, dass viele nicht von der amerikanischen 
Luftwaffe – also regulären Streitkräften –, 
sondern von der CIA durchgeführt werden: 
CIA-Piloten steuern die Drohnen, CIA-
Experten übernehmen die Aufklärung und 
CIA-Beamte geben den Feuerbefehl. Selbst 
wenn man der umstrittenen Annahme an-
hängt, es handle sich bei Terroristen um 
Kombattanten im „Krieg gegen den Ter-
ror“, die gezielt angegriffen werden dür-
fen, muss dies aber trotzdem durch regu-
läre Streitkräfte geschehen – was bei der 
CIA klar nicht der Fall ist. Auch ist bislang 
unbekannt, ob die CIA bei ihren Einsätzen 
ähnlich strenge Prüfkriterien zur Vermei-
dung ziviler Opfer wie das Militär anlegt. 
Besonders brisant ist hierbei die Tatsache, 
dass der amerikanische Auslandsnachrich-
tendienst mit der Billigung beider Präsi-
denten Bush und Obama erneut und ganz 
offiziell die überkommen geglaubte Praxis 
gezielter Tötungen aufgenommen hat. In-
zwischen hat sogar ein Sonderberichterstat-
ter der Vereinten Nationen Kritik an der 
amerikanischen  Praxis geäußert.7 
Die Frage der Legalität des Einsatzes be-
waffneter Drohnen hängt also davon ab, wer 
die Drohnen in welchem Kontext benutzt – 
und gerade die modernen Hightech-Waffen 
wecken Begehrlichkeiten, neben denen das 
Völkerrecht zweitrangig wird. 
Die dunklen Seiten der  
Robotkrieger
Schon im Zusammenhang mit der stei-
genden Technisierung des Krieges im Zuge 
der Hightech-Transformation der Streit-
kräfte wurde immer wieder auf die Mög-
lichkeit aufmerksam gemacht, das gesun-
kene Risiko für eigene Soldaten könne zu 
einem enthemmten Einsatz des Militärs 
führen. So hatte in den 1990er Jahren schon 
die Regierung Clinton immer wieder auf 
Luftschläge mit technologisch fortgeschrit-
tenen Marschflugkörpern als probates Mit-
Der Dragon Runner kann im Rucksack mitgeführt wer-
den und wird zur Beseitigung von Sprengfallen einge-
setzt.  Foto: picture alliance
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tel der Politik zurückgegriffen. Es ist wohl 
auch keine zu verwegene These zu behaup-
ten, dass man im Weißen Haus ohne das 
Wissen um die eigene haushohe technolo-
gische Überlegenheit einen Angriff auf den 
Irak im Jahr 2003 sicher anders bewertet 
hätte. Die Aussicht, in Zukunft bewaffnete 
Drohnen und Roboter als Stellvertreter 
menschlicher Soldaten in die Schlacht zu 
schicken, erhöht diese Gefahr. Damit ver-
ändern Roboter und Drohnen nicht nur 
die Kriegsführung auf der taktischen Ebe-
ne, sondern wirken auch auf das voraus-
gehende Kosten-Nutzen- Kalkül auf stra-
tegischer Entscheidung ein und senken die 
Hemmschwelle zur Gewaltanwendung auf 
internationaler Ebene. 
Auf der Seite potenzieller Gegner und 
Herausforderer der USA und des Westens 
werden diese Entwicklungen zu Gegenre-
aktionen führen. Zwar sind einige dieser 
Staaten, wie z.B. China oder Iran durchaus 
in der Lage, eigene einfache Drohnen und 
Roboter herzustellen und damit zu einem 
gewissen Grad militärische Fortschritte zu 
erlangen. Allerdings ist es nur schwer vor-
stellbar, dass sie mit den umfassenden und 
komplexen Entwicklungen des Westens 
Schritt halten können.  Auch wenn China 
inzwischen enorme Anstrengungen un-
ternimmt, seine Streitkräfte im Sinne des 
amerikanischen High-Tech-Vorbildes zu 
transformieren, schätzt man in China die 
westliche Überlegenheit im konventionellen 
Bereich als durchaus reale Bedrohung der 
eigenen strategischen nuklearen Arsenale 
ein. Die Möglichkeit eines konventionellen 
Entwaffnungsschlages der USA ist sicher 
eine Triebkraft für den chinesischen Aus-
bau der nuklear bestückten U-Boot Flotte. 
Während China also eine Doppelstrate-
gie betreibt, bleibt anderen, technologisch 
weniger fortgeschrittenen Staaten nur der 
Rückgriff auf „klassische“ Massenvernich-
tungswaffen, um die westliche Überlegen-
heit auszubalancieren. Es wäre gewiss zu 
einseitig, aktuelle Proliferationstendenzen 
ausschließlich auf westliche Überlegenheit 
zurückzuführen. Trotzdem beschleunigt 
der technologische Vorsprung, mit dem 
westliche konventionelle Armeen anderen 
Streitkräften enteilt sind, asymmetrische 
Reaktionen – z.B. das Streben nach Mas-
senvernichtungswaffen – und setzt bereits 
bestehende Rüstungskontrollregime un-
ter Druck. 
Der immer häufigere Rückgriff auf unbe-
mannte Drohnen und Roboter provoziert 
aber auch andere asymmetrische Reakti-
onen. Das Phänomen, dass sich eine mili-
tärisch unterlegene Seite gegenüber einem 
externen überlegenen Gegner auf einen 
Guerilla-Krieg, Attentate und Fallen ver-
legt, ist so alt wie die Kriegsführung selbst 
und reicht von der Varusschlacht bis zum 
Einsatz von Sprengfallen und Selbstmord-
attentaten in Afghanistan und dem Irak. 
Allerdings stellten historisch meist die 
überlegenen Truppen vor Ort das Ziel der 
Angriffe aus dem Hinterhalt dar. Je stärker 
sich aber die Soldaten der überlegenen Seite 
dem Schlachtfeld entziehen und Maschinen 
ihren Platz einnehmen lassen, umso mehr 
wächst für die unterlegene Seite der An-
reiz, den Konflikt in das Herkunftsland der 
Truppen zu tragen. Terrorexperten sehen 
deshalb die Gefahr, dass die Anzahl der An-
griffe auf zivile Ziele in westlichen Staaten 
steigen wird, je mehr die Automatisierung 
des Krieges voranschreitet.      
Angesichts des ungleichen Kampfes 
Mensch gegen Maschine muss es nicht ver-
wundern, dass die im Westen als besonders 
feige wahrgenommenen Sprengfallen und 
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Diese unbemannte Reaper-Drohne 
der amerikanischen Steitkräfte dient 
in erster Linie dem Angriff. Sie wird 
unter anderem in Afghanistan ein-
gesetzt und trägt üblicherweise la-
sergelenkte Bomben sowie laserge-
steuerte Luft-Boden-Raketen. Nur 
für den Start und die Landung wird 
ein lokaler Pilot benötigt. Sie kann 
bewegliche Ziele verfolgen, erfas-
sen und bekämpfen. Sie ist ca. 11 m 
lang mit einer Flügelspannweite von 
über 20 m.
Foto: USAF Photographic Archives/U.S. Air 
Force photo/Staff Sgt. Brian Ferguson
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Die Automatisierung des Krieges
Attentate von den Taliban als legitime und 
gerechte Methoden der Kriegsführung ange-
sehen werden. Aus ihrer Sicht sind diese Me-
thoden, bei denen sich noch nicht einmal ein 
Pilot einer Gefahr aussetzt, eben nicht ver-
werflicher oder feiger als ein Drohnenangriff 
aus im Wortsinn heiterem Himmel. 
Auch wenn diese Vorstellungen von Ge-
rechtigkeit und „ehrenvoll-heroischem“ 
Kampf aus Sicht westlicher, „post-hero-
ischer“ Gesellschaften (so der Begriff des 
amerikanischen Strategieexperten und Hi-
storikers Edward Luttwak) archaisch und 
überholt anmuten, so müssen westliche 
Entscheidungsträger doch zur Kenntnis 
nehmen, dass der Rückgriff auf Kampf-
maschinen Widerstand eher anstachelt als 
dämpft, bestimmte Formen der Guerilla-
Kriegsführung legitimiert und so zur Kon-
flikteskalation beitragen kann. 
Besonders problematisch ist bei dem zu-
nehmenden Einsatz von Roboter-Kriegern 
schließlich, dass sich bei Zivilisten das Bild 
festsetzt, westlichen Truppen ginge es zu-
nächst einmal um den eigenen Schutz und 
erst in zweiter Linie um den Schutz der Zivil-
bevölkerung. Es entsteht der Eindruck, west-
liche Soldaten versteckten sich hinter ihrer 
Technologie, was in vielen Kulturkreisen zu 
erheblichem Vertrauensverlust geführt hat. 
Die Soldaten wirken mit ihren kugelsicheren 
Westen, Protektoren, Helmen, Sonnenbril-
len und der vielen Technologie zu martia-
lisch und un-menschlich. Erst kürzlich gab 
das Pentagon die Order, dass Soldaten bei 
Gesprächen mit Zivilisten die Sonnenbril-
len abzunehmen hätten, um über Augen-
kontakt eine menschliche Beziehung her-
zustellen. Je häufiger aber Roboter mit auf 
Patrouille gehen, oder diese Aufgabe sogar 
ohne menschliche Begleitung wahrnehmen, 
desto schärfer wird das Misstrauen gegen die 
Soldaten vor Ort. Ein weiteres Problem der 
westlichen Hochrüstung ist, dass westliche 
Rüstungskonzerne gerne den Eindruck er-
wecken, ihre Systeme seien praktisch fehler-
frei. Damit haben sie zu einer Erwartungs-
haltung beigetragen, der die Maschinen 
nicht gerecht werden können. Kommt es 
dann trotz der hohen Technisierung der 
westlichen Truppen zu Fehlern mit hohen 
zivilen Opferzahlen, ist das Unverständnis 
in der Bevölkerung groß.8 Unter Umständen 
entsteht sogar der Eindruck, die Fehler seien 
intentional begangen worden, was Aufstän-
dischen neue Helfer in die Arme treibt.  
Die ethische Dimension 
Neben den genannten (potenziellen) desta-
bilisierenden Wirkungen der Aufrüstung 
mit Robotkriegern gibt es schließlich eine 
ethische Dimension, die bislang wenig Be-
achtung findet: Dürfen Roboter Entschei-
dungen über Leben und Tod fällen? Und 
wer trägt in einem solchen Fall die Verant-
wortung? Den Umgang von Robotern und 
Menschen betreffend, hat der Schriftsteller 
Isaac Asimov schon in den 1940er Jahren 
drei fiktionale Robotergesetze formuliert, 
die er als ethische Grundlage der Interakti-
on zwischen Menschen und Robotern de-
finiert.  Die Asimov‘schen „Gesetze“ sind 
inzwischen so populär geworden, dass sie 
selbst in der Philosophie und den Rechts-
wissenschaften als Diskussionsbasis für den 
Umgang mit Robotern dienen. 
Demnach:  
1) darf ein Roboter kein menschliches We-
sen (wissentlich) verletzen oder durch 
Untätigkeit gestatten, dass ein einem 
menschlichen Wesen (wissentlich) Scha-
den zugefügt wird;
2) muss er den von Menschen gegebenen 
Befehlen gehorchen, sofern die Befehle 
nicht Regel 1 widersprechen; 
3) muss er seine eigene Existenz schützen, 
sofern dieser Schutz nicht die Regeln 1 
und 2 verletzt.9 
Es ist offensichtlich, dass diese Regeln dem 
Einsatz militärischer Kampfroboter diame-
tral entgegen laufen bzw. den bewaffneten 
Einsatz von Robotern per se verbieten wür-
den. Dies ist angesichts der aktuellen Rü-
stungsdynamik eine nahezu aussichtslose 
Perspektive. Zu lange wurde das ethische 
Problem als Science-Fiction abgetan, um 
nun von der Realität rasant überholt zu 
werden. 
Damit verschiebt sich der ethische Fokus 
auf die zweite Frage nach der Verantwort-
lichkeit. Der Bioethiker Robert Sparrow 
argumentiert, dass komplexe autonome 
Maschinen das Grundprinzip der Zurech-
nung von Verantwortlichkeit im Falle des 
Todes von Menschen unterlaufen. Aus sei-
ner Sicht impliziert die Vorstellung eines 
aus ethischer Sicht „gerechten“ Krieges (z.B. 
im Sinne Michael Walzers) auch, dass eine 
konkrete Person die Verantwortung für 
menschliche Opfer übernimmt – für getö-
tete Soldaten auf der Gegenseite, und erst 
recht für getötete Zivilisten. So viel sei man 
seinem Gegenüber schuldig.10 Das Problem, 
das sich dabei stellt, ist, dass es bei immer 
komplexeren Robotern zunehmend schwie-
riger wird, deren Verhalten in einer kon-
kreten Situation vorherzusehen, denn es ist 
gerade das Ziel von Autonomie, der Maschi-
ne Handlungsspielraum zu gewähren. Dann 
stellen sich aber die folgenden Fragen: Wen 
plagt sein Gewissen, wer trägt die Verant-
wortung, wenn ein Roboter sich zum töd-
lichen Schuss „entschließt“? Wer, wenn es 
bei einem solchen Roboter zu unrechtmä-
ßigem Verhalten, z.B. der gezielten Tötung 
von Zivilisten, kommt? Wer könnte dann 
vor einem ordentlichen Gericht des Kriegs-
verbrechens angeklagt werden? Da zumin-
dest zum aktuellen technischen Stand die 
Maschine nicht selbst die Verantwortung 
tragen kann, legt eine instinktive Antwort 
die Entwickler oder die den Kampfeinsatz 
befehlenden Offiziere nahe. Sparrow argu-
mentiert aber, dass die zunehmende Auto-
nomie des Roboters diese beiden Gruppen 
immer stärker von ihrer Verantwortung 
entlaste, da das Verhalten des Roboters in 
konkreten Situationen mit Bedacht immer 
unberechenbarer werde. Es sei ja schließ-
lich gerade gewünscht, den Roboter selbst 
über den Weg zum Ziel entscheiden zu las-
sen – auch wenn der Mensch sich anders 
entschieden hätte. Im Sinne des Zitats von 
Kraftwerk (siehe S. 3, rechte Randspalte) 
sind Roboter dann zwar auf alles program-
miert, sie führen aber nicht zwingend das 
aus, was der Programmierer oder Anwen-
der wollte, sondern was sie selbst für richtig 
erachten. Auch wenn Techniker auf „fehler-
freie“ Programme hinarbeiten und Experten 
die Möglichkeit diskutieren, ob Robotern 
eine „Ethik“ einprogrammiert werden kann, 
bleibt das Grundproblem unberührt: Wenn 
die Verantwortung über Leben und Tod 
nicht mehr bei Menschen mit einem Ge-
wissen liegt, dem sich diese stellen müssen 
sondern bei der elektronischen Logik einer 
Maschine, dann ist, wie Sparrow eindrucks-
voll argumentiert, der Einsatz solcher auto-
nom tötender Roboter unethisch, gefährlich 
und mithin abzulehnen. 
Die Zukunft ist heute schon da
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westlicher, und mit etwas Verzögerung 
auch nichtwestlicher Staaten geschieht in 
atemberaubender Geschwindigkeit. Bis-
lang konzentrieren sich die meisten Staaten 
noch auf unbewaffnete Systeme. Es dürfte 
aber nur eine Frage der Zeit sein bis be-
waffnete Kampfroboter in NATO- und 
OECD-Staaten zum Standardinventar der 
Streitkräfte gehören. Enthusiastisch wird 
die zunehmende Autonomie der Systeme 
gefeiert und Kritik mit dem Verweis gekon-
tert, bei den aktuellen Robotern handle es 
sich um die allererste Generation, vergleich-
bar mit dem Modell T von Ford. Man solle 
nur abwarten, so heißt es, was die nächsten 
Generationen an Leistungsfähigkeiten zu 
bieten habe.
Auch die Bundeswehr hat in den letzten 
Jahren die Bedeutung autonomer Systeme 
gerade für eine Armee im Einsatz erkannt 
und widmet sich dem Thema mit immer 
größerer Aufmerksamkeit. Inzwischen 
wird auch im Verteidigungsministerium 
über die Ausrüstung der Bundeswehr mit 
bewaffneten Drohnen nachgedacht. Am 1. 
August 2008 veröffentlichte die amerika-
nische Defence Security Cooperation Agen-
cy, eine dem Pentagon zugeordnete Behör-
de, eine Pressemeldung, nach der man den 
Kongress über eine deutsche Anfrage zum 
Kauf von fünf Reaper-Drohnen, die die ex-
plizite Möglichkeit der Bewaffnung aufwei-
sen, unterrichtet habe.11 Gekauft wurden 
aber andere Drohnen. Interessant ist in die-
sem Zusammenhang, dass die damals noch 
schwarz-rote Bundesregierung im März 
2009 in einer Antwort auf eine kleine An-
frage der Fraktion Bündnis 90/Die Grünen 
erklärte, militärische oder sicherheitspoli-
tische Risiken im Einsatz von unbemannten 
Fahrzeugen oder UAVs sehe man nicht, da 
es sich lediglich um „technische Lösungs-
möglichkeiten und keine neue Fähigkeit“12 
handle. Auch verspürt die Bundesregierung 
bislang keine Notwendigkeit, das Thema 
autonomer militärischer Systeme auf die 
internationale Abrüstungsagenda zu set-
zen und selbst rüstungskontrollpolitisch 
aktiv zu werden. Denn „[h]umanitäre Ri-
siken, die dem Schutzgedanken für die ei-
genen Soldatinnen und Soldaten durch den 
Einsatz von UAV/UCAV gegenüberstehen 
könnten, werden nicht gesehen“.13 
Aus dieser Perspektive scheint die Einfüh-
rung bewaffneter Drohnen und Roboter auch 
bei der Bundeswehr nur noch eine Frage der 
Zeit zu sein. Immerhin läuft im Büro für Tech-
nikfolgen-Abschätzung des Deutschen Bun-
destags aktuell eine vom Verteidigungsaus-
schuss in Auftrag gegebene Studie zu „Stand 
und Perspektiven der militärischen Nutzung 
von unbemannten Systemen“, die einige der 
oben genannten Probleme zu adressieren 
scheint – allerdings sind Ergebnisse frühestens 
für das laufende Jahr zu erwarten. 
Ob diese Studie nennenswerten Einfluss auf 
die Politik der Bundesregierung hat, bleibt ab-
zuwarten und hängt maßgeblich davon ab, ob 
sich die Abgeordneten von der Begeisterung 
für die neuen Systeme anstecken lassen wer-
den oder einen kritischen Abstand wahren.  
Wenn aber selbst rüstungskontrollpoli-
tisch grundsätzlich engagierte Staaten wie 
Deutschland die Gefahren einer immer dy-
namischeren Roboter-Aufrüstung herun-
terspielen, mögliche Gefahren nicht wahr-
haben wollen und stattdessen nach eigenen 
bewaffneten Systemen streben, steht es um 
die Aussichten für international vereinbar-
te Einschränkungen denkbar schlecht. Die 
Vergangenheit hat gezeigt, dass multilate-
rale Rüstungskontrolle nur dann voran-
Anmerkungen
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Da alle genannten Zahlen auf Augenzeu-
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Einordnung der Opfer, noch die Tatsa-
che, dass der Angriff tatsächlich von einer 
Drohne durchgeführt wurde, gesichert.  
6  www.wired.com/dangerroom/category/
afpak/page/37/ (30.7.2010).
7  Vgl. www2.ohchr.org/english/bodies/
hrcouncil/docs/14session/A.HRC.14.24.
Add6.pdf (18.7.2010).
8  Vgl. FN 3.
9  Vgl. hierzu die “Robotergeschichten” von 
Issac Asimov.
10 Sparrow, Robert 2007: Killer Robots. 
In: Journal of Applied Philosophy, 24: 
1, 62-77. 
11 Vgl. www.dsca.mil/PressReleases/-
6 - b / 2 0 0 8 / G e r m a n y _ 0 8 - 5 9 . p d f 
(18.6.2010). 
12 Deutscher Bundestag,16. Wahlperiode, 
Antwort der Bundesregierung auf eine 
kleine Anfrage der Abgeordneten Ale-
xander Bonde, Winfried Nachtwei, Omid 
Nouripour, weiterer Abgeordneter und 
der Fraktion BÜNDNIS 90/DIE GRÜ-
NEN, Einführung und Bedeutung un-
bemannter militärischer Fahrzeuge und 
Luftfahrzeuge. Drucksache 16/12481, 
26.3.2009. Antwort Frage 24.
13 Vgl. FN 12. Antwort Frage 30.
Science-Fiction-Filme spie-
len gerne mit dem Grauen, 
wenn Roboter sich von ih-
ren Erbauern emanzipieren 
und außer Kontrolle gera-
ten. Solch eine feindliche 
Übernahme steht zwar noch 
nicht bevor, aber die Präzi-
sion, mit der unbemannte 
Drohnen bewegliche Ziele 
autark verfolgen können, 
ist beunruhigender als so 
manche Fiktion. 
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kommt, wenn sich einige Staaten als cou-
ragierter Vorreiter engagieren, das Thema 
auf der Agenda halten und ihre Partner 
überzeugen. Forscher sind zwar aktuell da-
bei, Vorschläge zu erarbeiten, wie die kon-
krete Aufrüstung mit, aber auch die weitere 
Entwicklung von autonomen Systemen be-
schränkt und verlangsamt werden könnte. 
Diese oftmals sehr technischen Überle-
gungen sind wichtig. Ob damit aber der 
grundsätzliche Trend gebrochen werden 
kann, ist mehr als fraglich. 
Denn erstens wird sich die Entwicklung 
autonomer Maschinen im zivilen Bereich 
nicht unterbinden lassen. Zu hoch scheint 
die Faszination, die von der Thematik Ro-
boter und dem Spannungsfeld Mensch-Ma-
schine an sich ausgeht. Die unüberschaubare 
Anzahl von Büchern und Filmen, die sich 
dieses Themas annehmen, zeigen, wie sehr 
Menschen von diesem Thema angesprochen 
werden. Dieser Faszination sehen sich sogar 
kritische Forscher ausgesetzt: So beginnt 
ein einschlägiges Buch des amerikanischen 
Experten Peter Singer mit der an ihn selbst 
gestellten Frage, warum er ein Buch über 
Roboter und Krieg schreibe. Die Antwort 
ist knapp, aber prägnant: „Weil Roboter 
einfach verdammt cool sind“. Sich eine Zu-
kunft ohne autonome Roboter vorzustellen, 
erscheint praktisch nicht mehr denkbar.  
Zweitens sind auch die kurzfristigen mili-
tärischen, aber eben auch politischen Vor-
teile, die der Ersatz menschlicher Soldaten 
durch elektronische Kameraden verspricht, 
zu groß, als dass gerade westliche Politi-
ker jetzt auf sie verzichten würden. Gerade 
weil man für die Militäreinsätze in Afgha-
nistan und dem Irak unter immer stärkerem 
Rechtfertigungszwang steht, erscheint die 
Vision eines Krieges ohne Blutvergießen 
(auf der eigenen Seite) zu verlockend.   
Wenn man die Roboter-Aufrüstung schon 
nicht verhindern kann, bleibt eigentlich nur 
die Möglichkeit, ein Bewusstsein für die 
real existierenden Gefahren und ethischen 
Dilemmata zu schaffen, um den Nährbo-
den für ein Umdenken und eine freiwillige 
Selbstbeschränkung zu bereiten. So könnte 
eine internationale Übereinkunft die Mini-
malanforderung stellen, dass auch bei au-
tonomen Systemen die letzte Entscheidung 
über den Waffeneinsatz immer bei einem 
Menschen liegen muss. Auch könnte ver-
einbart werden, die Videofilme von Droh-
neneinsätzen für einen bestimmten Zeit-
raum aufzubewahren und den Anwälten 
von Menschenrechtgruppen auf Nach-
frage zur Verfügung zu stellen. Alterna-
tiv könnten die Daten auch einer zu grün-
denden UN-Kommission zur Verfügung 
gestellt werden. Das erscheint angesichts 
der Gefahrenpotenziale erschreckend we-
nig. Aber wie auch immer man es dreht 
und wendet: Die Automatisierung des 
Krieges hat begonnen und ist nicht mehr 
zurückzudrehen. Was gestern im Kino 
noch Unterhaltung war, ist auf den heu-
tigen Schlachtfeldern blutige Realität. 
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