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Abstract
Kivaranovic and Leeb (2020) showed that confidence intervals based on a
truncated normal distribution have infinite expected length. In this paper, we
generalize the results of Kivaranovic and Leeb (2020) by considering a larger class
of conditional distributions of normal random variables of which the truncated
normal distribution is a limit case of. We derive an upper bound for the length of
confidence intervals based on a distribution from this class. This means the length
of these intervals is always bounded. Furthermore, we show that this upper bound
is tight if the conditioning event is bounded. We apply our result to two popular
selective inference procedures which are known as data carving (Fithian et al.
(2015)) and Lasso selection with a randomized response (Tian et al. (2018b)) and
show that these two procedures dominate the sample splitting strategy in terms
of interval length.
Keywords: Inference after model selection, confidence interval, interval length
1
ar
X
iv
:2
00
7.
12
44
8v
1 
 [s
tat
.M
E]
  2
4 J
ul 
20
20
1 Introduction
Kivaranovic and Leeb (2020) showed that confidence intervals based on a truncated
normal distribution have infinite expected length. As a consequence, methods, such as
the polyhedral method of Lee et al. (2016), typically produce confidence intervals with
infinite expected length. In this paper, we generalize the results of Kivaranovic and
Leeb (2020) by considering a larger class of conditional distributions of normal random
variables of which the truncated normal distribution is a limit case of. We derive an
upper bound for the length of confidence intervals based on a distribution from this
class. This means, the length of these intervals is always bounded. Furthermore, we
show that this upper bound is tight if the conditioning event is bounded (meaning that
we can make the probability of this event arbitrarily small by choosing appropriate
parameters). Such distributions frequently arise in the selective inference literature.
For sake of demonstration, we apply our result to two popular procedures which are
known as data carving (Fithian et al. (2015)) and Lasso selection with a randomized
response (Tian et al. (2018b)). Our result implies that these two procedures dominate
the sample splitting strategy in terms of interval length.
There are several ongoing developments of inference procedures after model selec-
tion. Roughly speaking, one can divide them into two branches: inference conditional
on a selected model and inference simultaneous over all potential models. As pioneer
works in these two areas we can mention Lee et al. (2016) and Berk et al. (2013),
respectively. Our main result addresses interval procedures in the first of these two
branches, namely, inference procedures that evolved from the polyhedral method of
Lee et al. (2016). See, among others, the works of Fithian et al. (2015); Markovic et al.
(2018); Panigrahi et al. (2018); Panigrahi and Taylor (2019); Reid et al. (2017, 2018);
Taylor and Tibshirani (2018); Tian et al. (2016); Tian and Taylor (2017); Tian et al.
(2018a,b); Tibshirani et al. (2016). For related literature to the second of these two
branches, see among others, Bachoc et al. (2019, 2020); Kuchibhotla et al. (2018a,b).
We also want to note that all these works address model-dependent targets and not
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the true underlying parameters in the classical sense. Valid inference for an underlying
true parameter is a more challenging task, as demonstrated by the impossibility results
in Leeb and Po¨tscher (2006, 2008).
This paper is structured as follows. In Section 2, we present our main result, The-
orem 1. We also provide some simulation results in this section. In Section 3, we
apply Theorem 1 to the two procedures from selective inference. The paper ends with
a discussion in Section 4. The proofs of the results are given in the appendix.
2 Main result
Let X be a N(µ, σ2)-distributed random variable and U be a N(0, τ 2)-distributed ran-
dom variable. Suppose that X and U are independent. Let T ⊆ R be the truncation
set of the form
T =
k⋃
i=1
(ai, bi), (1)
where k ∈ N and ∞ ≤ a1 < b1 < · · · < ak < bk ≤ ∞. Let Φ(x) be the c.d.f. of the
standard normal distribution. Denote by F τ
2
µ,σ2(x) the c.d.f. of
X | X + U ∈ T. (2)
For sake of readability, we do not show the dependence of the c.d.f. on T in the notation.
For q ∈ (0, 1), let mq(x) satisfy
F τ
2
mq(x),σ2
(x) = 1− q. (3)
Such an mq(x) exists, is unique and is strictly increasing in q for every x ∈ R (this is
guaranteed by Lemma A.4). For all q1, q2 ∈ (0, 1), such that q1 ≤ q2, we have
P(µ ∈ [mq1(X),mq2(X)] | X + U ∈ T ) = q2 − q1.
This equation is a textbook result for confidence bounds (see chapter 3.5 in Lehmann
and Romano (2006)). A common choice is to set q1 = α/2 and q2 = 1− α/2 such that,
conditional on {X + U ∈ T}, [mq1(X),mq2(X)] is an equal-tailed confidence interval
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for µ at level 1 − α. Another option is to choose q1 and q2 such that, conditional on
{X + U ∈ T}, [mq1(X),mq2(X)] is an unbiased confidence interval at level 1 − α (see
chapter 5.5 in Lehmann and Romano (2006)).
It is easy to see that, as τ 2 goes to 0, F τ
2
µ,σ2(x) converges to the c.d.f. of the truncated
normal distribution with mean µ, variance σ2 and truncation set T . In the case where τ 2
is equal to 0, Kivaranovic and Leeb (2020) showed that the length of [mq1(x),mq2(x)] is
unbounded if the truncation set T is bounded from above and/or below and the length is
bounded otherwise. On the other hand, as τ 2 goes to∞, F τ2µ,σ2(x) converges to the c.d.f.
of the normal distribution with mean µ and variance σ2. Obviously, in the case where
τ 2 is equal to∞, the length of [mq1(x),mq2(x)] is equal to σ (Φ−1(q2)− Φ−1(q1)). These
observations suggest that, in the case where τ 2 ∈ (0,∞), the length of [mq1(x),mq2(x)]
is bounded somewhere between σ (Φ−1(q2)− Φ−1(q1)) and ∞, which is unfortunately
not informative.
In the following result we show that, if τ 2 ∈ (0,∞), the length of [mq1(x),mq2(x)] is
always bounded. We provide an upper bound that does not depend on the truncation
set T and we show that this upper bound is tight if the truncation set T is bounded
from above and/or below.
Theorem 1. Let τ 2 ∈ (0,∞) and let T be defined in (1). Let F τ2µ,σ2(x) be the c.d.f.
of (2) and let mq(x) satisfy (3). Set ρ
2 = τ 2/(σ2 + τ 2). Then, for all x ∈ R and all
q1, q2 ∈ (0, 1) such that q1 ≤ q2,
mq2(x)−mq1(x) <
σ
ρ
(
Φ−1(q2)− Φ−1(q1)
)
.
If supT = bk <∞, the length converges to the upper bound as x→∞. If inf T = a1 >
−∞, the length converges to the upper bound as x→ −∞.
Note that the upper bound in the theorem diverges as τ 2 goes to 0. On the other
hand, as τ 2 goes to ∞, the upper bound converges to σ (Φ−1(q2)− Φ−1(q1)). This
means, this result perfectly fills the gap between the τ 2 = 0 and the τ 2 =∞ case.
In Figure 2, we plotted the length of [mq1(x),mq2(x)] as a function of x for several
truncation sets T . In the left panel the truncation sets are of the form (−a, a) and in
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Figure 1: The length [mq1(x),mq2(x)] is plotted as a function of x. In the left panel
the truncation sets are of the form (−a, a) and in the right panel truncation sets are of
the form (−∞,−a) ∪ (a,∞). The different values for a are shown below the plot. The
remaining parameters where: q1 = 1− q2 = 0.025 and σ2 = τ 2 = 1.
the right panel the truncation sets are of the form (−∞,−a) ∪ (a,∞). The different
values for a are shown below the plot. We set q1 = 1 − q2 = 0.025 and σ2 = τ 2 =
1. The dashed line on top denotes our upper bound σ/ρ (Φ−1(q2)− Φ−1(q1)). The
other dashed line denotes σ (Φ−1(q2)− Φ−1(q1)), which corresponds to the length of
the confidence interval with unconditional coverage. On the l.h.s., we see that mq2(x)−
mq1(x) approximates the upper bound as |x| diverges. The smaller the truncation set
(this means the smaller a), the faster the convergence is. Also in this case, where the
truncation set is an interval, the left panel indicates that the length bounded from
below by the σ (Φ−1(q2)− Φ−1(q1)). In the right panel we see that our upper bound
is not tight when the truncation set is unbounded. In fact the length converges to
σ (Φ−1(q2)− Φ−1(q1)) as x diverges. However, as the gap of the truncation set becomes
larger (this means as a grows), we see that the length approximates the upper bound
for values around a and −a. Surprisingly, σ (Φ−1(q2)− Φ−1(q1)) is not an lower bound
in this case, as we can see that the length is considerably below it for values in the gap
(−a, a). In fact, it seems that the length converges to 0 for values of x around 0 as a
diverges.
In Figure 2, we plotted the conditional expected length of [mq1(X),mq2(X)] as a
function of µ for several truncation sets T . For this simulations, we drew 2000 random
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Figure 2: The conditional expected length of [mq1(X),mq2(X)] is plotted as a function
of µ. In the left panel the truncation sets are of the form (−a, a) and in the right panel
the truncation sets are of the form (−∞,−a) ∪ (a,∞). The different values for a are
shown below the plot. The remaining parameters where: q1 = 1 − q2 = 0.025 and
σ2 = τ 2 = 1.
variables as in (2), computed the confidence interval for each of these observations and
estimated the conditional expected length by the sample mean of the lengths. In the
left panel we again have truncation sets of the form (−a, a) and in the right panel we
have truncation sets of the form (−∞,−a) ∪ (a,∞). All parameters were identical to
the setting of Figure 2. In the left panel we see that the conditional expected length is
minimized at µ equal to 0 and converges to the upper bound as µ diverges. We also see
that the smaller the truncation set, the larger the conditional expected length. This
means, the conditional expected length is close to the upper bound if the probability
of the conditioning event is small. In the right panel we again see that the conditional
expected length is minimized at µ equal to 0. However, it does not converge the
upper bound but to σ (Φ−1(q2)− Φ−1(q1)) as µ diverges. Surprisingly, the conditional
expected length at µ equal 0 decreases as a increases and becomes significantly smaller
than σ (Φ−1(q2)− Φ−1(q1)). This means, in contrast to the left panel, we observe that
the conditional expected length decreases as the probability of the conditioning event
decreases.
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3 Application to selective inference
In selective inference, distributions of the form (2) frequently arise. We show this based
on two interesting examples: the first one is data carving (Fithian et al. (2015)), the
second one is Lasso selection with a randomized response (Tian et al. (2018b)). We
briefly describe the two applications in the corresponding subsection. For more details,
we refer to the aforementioned papers.
3.1 Data carving
Data carving means that only a subset of the data used for selection or exploratory
analysis and the full data for inference. In the following, we describe a simple sample
mean setting. Let n ∈ N and let X1, . . . , Xn be i.i.d. random variables of the normal
distribution with mean µ ∈ R and variance σ2 ∈ (0,∞). Let T and F τ2µ,σ2(x) be
defined as in Section 2. Let δ ∈ (0, 1) be such that δn is a positive integer. For any
m ∈ {1, . . . , n}, let X¯m denote the sample mean of the first m observations. The
exploratory check that is performed on the first δn observations and can typically be
described as an event of the form {X¯δn ∈ T}. Inference for µ is based on the conditional
distribution of
X¯n | X¯δn ∈ T (4)
Proposition 3.1. The conditional c.d.f. of the random variable in (4) is equal to
F τ˜
2
µ,σ˜2(x) with truncation set T and
σ˜2 =
σ2
n
and τ˜ 2 =
σ2
n
1− δ
δ
.
This is a rather trivial result that uses elementary properties of the normal distri-
bution, therefore, the proof is omitted here. Let m˜q(x) satisfy F
τ˜2
µ,σ˜2(x) = 1− q, where
σ˜2 and τ˜ 2 are as in the proposition. Theorem 1 implies that
m˜q2(x)− m˜q1(x) <
σ√
(1− δ)n
(
Φ−1(q2)− Φ−1(q1)
)
.
7
This means, in terms of length, the interval [m˜q1(X¯n), m˜q2(X¯n)] dominates the sample
splitting strategy because the confidence interval based on the observationsXδn+1, . . . , Xn
always has length σ(Φ−1(q2)− Φ−1(q1))/
√
(1− δ)n (since these observations are inde-
pendent of the event {X¯δn ∈ T}). Furthermore, we see that the length of [m˜q1(X¯n), m˜q2(X¯n)]
shrinks at the same
√
n-rate as in the unconditional case. The price of conditioning is
at most the factor 1/
√
1− δ. But if δ is equal to 1, the upper bound is equal to ∞
and the interval is known to have infinite conditional expected length (Kivaranovic and
Leeb (2020)).
3.2 Selection with a randomized response
Let n ∈ N, let Y be N(θ, σ2In)-distributed random vector, where θ ∈ Rn, σ2 ∈ (0,∞)
and In is the n-dimensional identity matrix. Let A ∈ Rn×d, where d ∈ N. Finally, let ω
be N(0, τ 2In), where θ
2 ∈ (0,∞), and assume that Y and ω are independent. We call
Y the response vector, A the (non-stochstic) regressor matrix and ω the (normal) noise
vector.
The Lasso estimator, denoted by βˆ(y), is a minimizer of the least squares problem
with an additional penalty on the absolute size of the regression coefficients (Tibshirani
(1996)):
min
β∈Rd
1
2
‖y − Aβ‖22 + λ‖β‖1, y ∈ Rn, λ ∈ (0,∞).
The Lasso has the property that some coefficients of βˆ(y) are zero with positive prob-
ability. We assume that the columns of A are in general position which assures that
βˆ(y) is the unique minimizer of the Lasso objective function (Tibshirani (2013)). Let
mˆ(y) denote the variables selected by the Lasso and let sˆ(y) denote the sign vector of
the non-zero coefficients of βˆ(y). Let m ⊆ {1, . . . , d} denote a model and s ∈ {−1, 1}|m|
denote a sign vector. For γ ∈ R|m|, set
ηm = Am(A
′
mAm)
−1γ
and denote by Pηm the orthogonal projection on the space spanned by ηm. Note that
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η′mY is simply a linear combination of the least squares solution restricted to the sub-
model m. This means, if γ is equal to the ith basis vector than η′mY is the ith component
of the restricted least squares solution. The polyhedral method of Lee et al. (2016)
allows to construct a confidence interval for η′mθ with coverage control conditional on
{mˆ(Y ) = m} or on {mˆ(Y ) = m, sˆ(Y ) = s}. In either case, the construction of the
intervals is based on the conditional distribution of
η′mY | η′mY ∈ T (z), (In − Pηm)Y = z,
where T (z) is a union of open intervals if we condition only on the model or a single
open interval if we condition on the model and on the signs (the endpoints of the set
T (z) maybe infinite). See Lee et al. (2016) for the derivation of this pivotal quantity.
Note that in either case the set T (z) has the same form as the truncation set T defined
in (1). In case of conditioning on the model only, the set T (z) is typically bounded from
above and/or below (Figure 3 in Kivaranovic and Leeb (2020)). On the other hand, in
case of conditioning on the model and the signs, T (z) is always bounded from above
and/or below (Proposition 2 in Kivaranovic and Leeb (2020)). Because (In − Pηm)Y
is by construction independent of η′mY , the conditional distribution of the random
variable above is equal to a truncated normal distribution with mean η′mθ, variance
σ2η′mηm and truncation set T (z). Kivaranovic and Leeb (2020) showed that confidence
intervals based on a truncated normal distribution have infinite conditional expected if
the truncation set is bounded from above and/or below. Because, this is typically the
case for Lasso selection, the intervals of the polyhedral method are quite long.
To improve the performance of the polyhedral method, Tian et al. (2018b) proposed
to add some noise ω in the selection step and construct a confidence interval for η′mθ with
coverage control conditional on {mˆ(Y +ω) = m} or on {mˆ(Y +ω) = m, sˆ(Y +ω) = s}.
In this case, the construction of the intervals is based on the conditional distribution of
η′mY | η′m(Y + ω) ∈ T (z), (In − Pηm)(Y + ω) = z, (5)
where Tm(z) is as before. Observe that because of linearity, we can write η
′
m(Y +ω) as
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η′mY + η
′
mω. Also, because ω is independent of Y it follows that η
′
mY is independent of
(In − Pηm)(Y + ω).
Proposition 3.2. The conditional c.d.f. of the random variable in (5) is equal to
F τ¯
2
µ¯,σ¯2(x) with truncation set T (z) and
µ¯ = η′mθ, σ¯
2 = σ2η′mηm, τ¯
2 = τ 2η′mηm.
This result is again trivial, because the random variable in (5) has the exact same
form as the random variable in (2) because the truncation set T (z) is fixed and (In −
Pηm)(Y + ω) is independent of η
′
mY . Let m¯q(x) satisfy F
τ¯2
µ¯,σ¯2(x) = 1 − q, where µ¯, σ¯2
and τ¯ 2 are as in the proposition. Theorem 1 implies that
m¯q2(x)− m¯q1(x) <
σ
√
η′mηm
ρ
(
Φ−1(q2)− Φ−1(q1)
)
,
where ρ is again equal to τ 2/(σ2 +τ 2). In the case where [m¯q1(η
′
mY ), m¯q2(η
′
mY )] controls
coverage conditional on {mˆ(Y + ω) = m, sˆ(Y + ω) = s}, the upper bound is thight,
because truncation set T (z) is always bounded from above and/or below (Proposition
2 in Kivaranovic and Leeb (2020)). On the other hand, when we control coverage
conditional on {mˆ(Y + ω) = m}, the upper bound is not necessarily tight because
the truncation set T (z) may be unbounded (although the truncation set is typically
bounded as shown in Figure 3 in Kivaranovic and Leeb (2020)).
We see that adding noise in the selection step drastically improves the performance
of the confidence interval [m¯q1(η
′
mY ), m¯q2(η
′
mY )] in terms of length. The length of
this intervals shrinks at the same rate as in the unconditional case. The price of
conditioning is at most the factor 1/ρ. Compared to the sample splitting strategy,
the interval [m¯q1(η
′
mY ), m¯q2(η
′
mY )] always dominates (up to a negligible multiplicative
constant that converges to 1 as n goes to ∞) the interval where 1 − ρ2 percent of the
data is used for selection and the remaining ρ2 percent for inference.
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4 Discussion
We proved that the length of confidence intervals with conditional coverage drastically
improves if some noise is added to the selection step (or in form of subsampling).
Our result clearly supports the observation that an significant increase in power is
obtained by decreasing the power of the model selection step itself. Selection and
inference on the same data is not favorable if one knows that the events produced by
the selection procedure are bounded, as this will lead to intervals with infinite expected
length. However, we also want to emphasize that this does not mean that we do not
recommend selection and inference on the same data. For example, in the setting of
Heller et al. (2019), where first a global hypothesis is tested and subsequent tests are
only performed if the global hypothesis is rejected, bounded selection regions do not
arise and excessively long intervals are not an issue there. Hence, we rather recommend
to be cautious about the selection procedure one chooses. In some situations, adding
noise in the selection step (or in form of subsampling) may be beneficial, in other
situations it may not be necessary.
Even though, we only considered Gaussian random variables here, in the examples
of Section 3, the central limit theorem justifies the asymptotic validity of our upper
bound asymptotically as long as the conditioning event has positive probability in the
limit.
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Appendix A Proof of Theorem 1
Throughout this section let τ ∈ (0, 1), let T be defined in (1), let F τ2µ,σ2(x) be the c.d.f.
of (2) and let ρ2 = τ 2/(σ2 +τ 2). For q ∈ (0, 1) let mq(x) be the solution of equation (3).
We denote by φ(x) and Φ(x) the p.d.f. and c.d.f. of the standard normal distribution.
We use the usual convention that φ(−∞) = φ(∞) = Φ(−∞) = 1− Φ(∞) = 0.
The proof of the theorem is structured as follows: First we provide some intuition
behind the theorem. Then, we state the main technical result, Proposition A.1. This
proposition is then used to prove the theorem. In Section A.1, we prove Proposition
A.1. Section A.2 contains several lemmas that are required for the proofs of Theorem
1 and Proposition A.1.
Observe that the random vector (X,X + U)′ has a two-dimensional normal distri-
bution with mean (µ, µ)′, variance (σ2, σ2 + τ 2)′ and covariance σ2. It is elementary to
show that for any v ∈ R,
X | X + U = v ∼ N(ρ2µ− (1− ρ2)v, σ2ρ2). (6)
Let Gτ
2
µ,σ2(x, v) denote the c.d.f. of this normal distribution, this means,
Gτ
2
µ,σ2(x, v) = Φ
(
x− (ρ2µ+ (1− ρ2)v)
σρ
)
. (7)
By definition of F τ
2
µ,σ2(x), we can write
F τ
2
µ,σ2(x) = E
[
Gτ
2
µ,σ2(x, V )
]
, (8)
where V is a random variable that is truncated normally distributed with mean µ,
variance σ2 + τ 2 and truncation set T . Observe that if T is equal to the singleton
{v} (this case is excluded by definition of T in (1)), the c.d.f.s Gτ2µ,σ2(x, v) and F τ
2
µ,σ2(x)
coincide. Suppose for a moment that T is the singleton {v}. Because F τ2µ,σ2(x) is then
the normal c.d.f. Gτ
2
µ,σ2(x, v), it is easy to show that the length of [mq1(x),mq2(x)] is
equal to (σ/ρ)(Φ−1(q2)− Φ−1(q1)), which is exactly the upper bound in the inequality
of Theorem 1. This means, the theorem implies that confidence intervals only become
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shorter if we condition on a T with positive Lebesgue measure instead of a singleton.
On the other hand, if T is equal to R, it is clear that the length of [mq1(x),mq2(x)]
is equal to σ(Φ−1(q2) − Φ−1(q1)). Surprisingly, this is not necessarily a lower bound
for a proper subset T ⊂ R as you can see on the r.h.s. of Figure 2 or in Figure 1 of
Kivaranovic and Leeb (2020) in the case where τ is equal to 0.
Proposition A.1. For all x ∈ R and all µ ∈ R, we have
∂Φ−1(F τ
2
µ,σ2(x))
∂µ
< − ρ
σ
. (9)
Observe that if τ is equal to∞, we have F τ2µ,σ2(x) = Φ((x−µ)/σ) and ρ = 1. In this
case, the derivative of Φ−1(F τ
2
µ,σ2(x)) with respect to µ is equal to −1/σ. On the other
hand, if τ is equal to 0, Proposition 1 of Kivaranovic and Leeb (2020) implicitly implies
that the derivative can only be bounded by 0 if T is bounded from above and/or below.
Proof of Theorem 1. By definition of mq1(x), we have
Φ−1(F τ
2
mq1 (x),σ
2(x)) = Φ−1(1− q1).
Because Proposition A.1 holds for any x and µ, it follows that for any c ∈ R,
Φ−1(F τ
2
mq1 (x)+c,σ
2(x)) < Φ−1(1− q1)− ρc/σ.
Plugging c = σ(Φ−1(q2) − Φ−1(q1))/ρ into the inequality and applying the function Φ
to both sides gives
F τ
2
mq1 (x)+σ(Φ
−1(q2)−Φ−1(q1))/ρ,σ2(x) < 1− q2.
Because F τ
2
µ,σ2(x) is strictly decreasing in µ by Lemma A.4, it follows that
mq2(x) < mq1(x) +
σ
ρ
(
Φ−1(q2)− Φ−1(q1)
)
.
This proves the first part of the theorem. Now, suppose that supT = bk <∞. Lemma
A.5 implies that
lim
x→∞
Gτ
2
mq1 (x),σ
2(x, bk) = 1− q1 and lim
x→∞
Gτ
2
mq2 (x),σ
2(x, bk) = 1− q2.
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By definition of Gτ
2
µ,σ2(x, v) in (7) it follows that
lim
x→∞
mq2(x)−mq1(x) =
σ
ρ
(Φ−1(q2)− Φ−1(q1)).
The case inf T = a1 > −∞ follows by similar arguments.
A.1 Proof of Proposition A.1
The proof of the Proposition is split up into a sequence of lemmas that are directly
proven here.
Lemma A.1. For all x ∈ R and all µ ∈ R, we have
∂Φ−1(F τ
2
µ,σ2(x))
∂x
<
1
σρ
. (10)
Proof. By the inverse function theorem, we have ∂Φ−1(q)/∂q = 1/φ(Φ−1(q)). This
equation and the chain rule imply that
∂Φ−1(F τ
2
µ,σ2(x))
∂x
=
f τ
2
µ,σ2(x)
φ(Φ−1(F τ2µ,σ2(x)))
.
In view of equation (8), Leibniz’s rule implies that the p.d.f. f τ
2
µ,σ2(x) is equal to
f τ
2
µ,σ2(x) =
1
σρ
E
[
φ
(
x− (ρ2µ− (1− ρ2)V )
σρ
)]
.
The inverse function theorem and the chain rule imply that
∂2φ(Φ−1(q))
∂q2
=
−1
φ(Φ−1(q))
.
Because φ(Φ−1(q)) is positive for all q ∈ (0, 1), it follows that the second derivative
is negative for all q ∈ (0, 1). This means, φ(Φ−1(q)) is strictly concave in q ∈ (0, 1).
Jensen’s inequality and equation (8) imply that f τ
2
µ,σ2(x) is strictly smaller than
1
σρ
φ(Φ−1(F τ
2
µ,σ2(x)))
Hence, the claim of this lemma follows.
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Note that the inequality (10) of this lemma resembles inequality (9) of Proposition
A.1. While inequality (10) is surprisingly easy to prove, inequality (9) is more difficult.
Equation (8) provides intuition why this is the case: The distribution of the random
variable V does not depend on x but it depends on µ. Hence to prove inequality (9),
we cannot exchange integral and differential and we cannot apply Jensen’s inequality
as we did in the proof of Lemma A.1. We did not find a direct proof of inequality (9).
However, in the following we show that inequality (10) implies (9).
To show this implication, we need a different representation of f τ
2
µ,σ2(x). Observe
that f τ
2
µ,σ2(x), as defined in the proof of the previous lemma, is an integral that can be
explicitly calculated. We have
f τ
2
µ,σ2(x) =
1
σ
φ
(
x− µ
σ
) ∑k
i=1 Φ
(
bi−x
τ
)− Φ (ai−x
τ
)∑k
i=1 Φ
(
bi−µ√
σ2+τ2
)
− Φ
(
ai−µ√
σ2+τ2
) . (11)
Lemma A.2. Let Gτ
2
µ,σ2(x, v) be defined as in (7). For all x ∈ R and all µ ∈ R, we
have
∂Φ−1(F τ
2
µ,σ2
(x))
∂µ
=
−fτ2
µ,σ2
(x)+
∑k
i=1 h(bi)(F
τ2
µ,σ2
(x)−Gτ2
µ,σ2
(x,bi))−h(ai)(F τ2µ,σ2 (x)−G
τ2
µ,σ2
(x,ai))
φ(Φ−1(F τ2
µ,σ2
(x)))
,
where
h(v) =
1√
σ2+τ2
φ
(
v−µ√
σ2+τ2
)
∑k
i=1 Φ
(
bi−µ√
σ2+τ2
)
− Φ
(
ai−µ√
σ2+τ2
) .
Proof. By the chain rule we can write
∂Φ−1(F τ
2
µ,σ2(x))
∂µ
=
∂Φ−1(F τ
2
µ,σ2(x))
∂F τ
2
µ,σ2(x)
∂F τ
2
µ,σ2(x)
∂µ
.
The inverse function theorem implies that the first derivative on the r.h.s. is equal to
1/φ(Φ−1(F τ
2
µ,σ2(x))). This means, it remains to show that the second derivative is equal
to the numerator on the r.h.s. of the equation of this lemma. Leibniz’s rule implies
that ∂F τ
2
µ,σ2(x)/∂µ =
∫ x
−∞ ∂f
τ2
µ,σ2(u)/∂µ du. Therefore, we compute ∂f
τ2
µ,σ2(u)/∂µ first.
Lemma A.6 implies that
∂f τ
2
µ,σ2(x)
∂µ
=
x− µ
σ2
f τ
2
µ,σ2(x) + f
τ2
µ,σ2(x)
k∑
i=1
h(bi)− h(ai).
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Lemma A.7 implies that the integral of the first summand is equal to
−f τ2µ,σ2(x)−
k∑
i=1
h(bi)G
τ2
µ,σ2(x, bi)− h(ai)Gτ
2
µ,σ2(x, ai).
Because the second summand on the r.h.s. depends on x only through f τ
2
µ,σ2(x), it is
easy to see the integral of this function is equal to
F τ
2
µ,σ2(x)
k∑
i=1
h(bi)− h(ai).
The sum of the last two expressions is equal to the numerator, which is what we wanted
to show.
This result implies that proving Proposition A.1 is equivalent to showing that
Bτ
2
µ,σ2(x) < 0, where
Bτ
2
µ,σ2(x) =
ρ
σ
φ(Φ−1(F τ
2
µ,σ2(x)))− f τ
2
µ,σ2(x)
+
k∑
i=1
h(bi)(F
τ2
µ,σ2(x)−Gτ
2
µ,σ2(x, bi))− h(ai)(F τ
2
µ,σ2(x)−Gτ
2
µ,σ2(x, ai)). (12)
Observe that
0 = lim
|x|→∞
f τ
2
µ,σ2(x) = lim|x|→∞
φ(Φ−1(F τ
2
µ,σ2(x))
= lim
x→−∞
F τ
2
µ,σ2(x) = lim
x→∞
1− F τ2µ,σ2(x)
= lim
x→−∞
Gτ
2
µ,σ2(x, v) = lim
x→∞
1−Gτ2µ,σ2(x, v).
This equation chain implies that Bτ
2
µ,σ2(x) converges to 0 as |x| → ∞. Holding µ, σ2
and τ 2 fixed, this is the same as saying that Bτ
2
µ,σ2(x) converges to 0 as F
τ2
µ,σ2(x) goes to
0 or 1. This means, to prove Proposition A.1, it is sufficient to show that Bτ
2
µ,σ2(x) is
strictly convex as a function of F τ
2
µ,σ2(x) for any fixed µ, σ
2 and τ 2.
Lemma A.3. Let Bτ
2
µ,σ2(x) be defined in (12). Let µ, σ
2 and τ 2 be fixed. Then, for all
x ∈ R,
∂2Bτ
2
µ,σ2(x)
∂F τ
2
µ,σ2(x)
2
= − ρ
σφ(Φ−1(F τ2µ,σ2(x)))
+
1
σ2f τ
2
µ,σ2(x)
.
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Proof. We start by computing the first derivative. The chain rule implies that
∂Bτ
2
µ,σ2(x)
∂F τ
2
µ,σ2(x)
=
∂Bτ
2
µ,σ2(x)
∂x
∂x
∂F τ
2
µ,σ2(x)
.
Because ∂F τ
2
µ,σ2(x)/∂x is equal to f
τ2
µ,σ2(x), the second factor on the r.h.s. is equal
to 1/f τ
2
µ,σ2(x). It is remains to compute the derivative of B
τ2
µ,σ2(x) with respect to x.
Looking at the definition of Bτ
2
µ,σ2(x) in (12), we see that we need to compute the
derivative of F τ
2
µ,σ2(x), φ(Φ
−1(F τ
2
µ,σ2(x))), f
τ2
µ,σ2(x) and G
τ2
µ,σ2(x, v) with respect to x. The
derivative of F τ
2
µ,σ2(x) with respect to x is equal to f
τ2
µ,σ2(x). For the second function note
that the inverse function theorem and the chain rule imply ∂φ(Φ−1(q))/∂q = −Φ−1(q).
This equation and again the chain rule imply
∂φ(Φ−1(F τ
2
µ,σ2(x)))
∂x
= −Φ−1(F τ2µ,σ2(x))f τ
2
µ,σ2(x),
For the third function, Lemma A.8 implies that
∂f τ
2
µ,σ2(x)
∂x
= −x− µ
σ2
f τ
2
µ,σ2(x)− f τ
2
µ,σ2(x)
k∑
i=1
l(x, bi)− l(x, ai),
where l(x, v) is defined in Lemma A.8. And finally, for the forth function, Lemma A.9
implies that
∂Gτ
2
µ,σ2(x, v)
∂x
=
f τ
2
µ,σ2(x)l(x, v)
h(v)
,
where h(v) is defined in Lemma A.2 and l(x, v) is defined in Lemma A.8. Hence, in
view of (12) and the derivatives we computed before, we can conclude that
∂Gτ
2
µ,σ2(x)
∂F τ
2
µ,σ2(x)
= −ρ
σ
Φ−1(F τ
2
µ,σ2(x)) +
x− µ
σ2
+
k∑
i=1
h(bi)− h(ai).
Because ∂Φ−1(F τ
2
µ,σ2(x))/∂F
τ2
µ,σ2(x) is equal to 1/φ(Φ
−1(F τ
2
µ,σ2(x))), ∂x/∂F
τ2
µ,σ2(x) is equal
to 1/f τ
2
µ,σ2(x) and the third summand does not depend on x, it is easy to see that the
second derivative is of the claimed form.
To prove Proposition A.1, it remains to show that
− ρ
σφ(Φ−1(F τ2µ,σ2(x)))
+
1
σ2f τ
2
µ,σ2(x)
> 0.
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But this is the same as showing
f τ
2
µ,σ2(x)
φ(Φ−1(F τ2µ,σ2(x)))
<
1
σρ
.
The l.h.s. is equal to ∂Φ−1(F τ
2
µ,σ2(x))/∂x and in Lemma A.1 we showed that this in-
equality is true. This completes the proof of Proposition A.1.
A.2 Auxiliary results
Lemma A.4. F τ
2
µ,σ2(x) is continuous and strictly decreasing in µ for every x ∈ R and
satisfies
lim
µ→∞
F τ
2
µ,σ2(x) = lim
µ→−∞
1− F τ2µ,σ2(x) = 0.
The lemma ensures that the function mq(x) is well defined, continuous, strictly
increasing in x and q and goes to∞ (−∞) as x goes to∞ (−∞). The proof in the case
τ = 0 was shown in Kivaranovic and Leeb (2020). The proof for the case τ = (0, 1)
is similar and is omitted here. The properties of mq(x) are direct consequence of this
lemma which was also shown in Kivaranovic and Leeb (2020).
Lemma A.5. Let Gτ
2
µ,σ2(x, v) be defined as in (7) and let q ∈ (0, 1). If supT = bk <∞,
then
lim
x→∞
Gτ
2
mq(x),σ2
(x, bk) = 1− q.
If inf T = a1 > −∞, then
lim
x→−∞
Gτ
2
mq(x),σ2
(x, a1) = 1− q.
Proof. Let  > 0. We will only consider the case where supT = bk < ∞. The other
case follows by the same arguments. Recall the definition of F τ
2
µ,σ2(x) in (8) and observe
that F τ
2
µ,σ2(x) is strictly larger than G
τ2
µ,σ2(x, bk) because G
τ2
µ,σ2(x, v) is strictly decreasing
in v. By the law of total probability, we can write F τ
2
µ,σ2(x) as
P(V > bk − )E
[
Gτ
2
µ,σ2(x, V )|V > bk − 
]
+ P(V ≤ bk − )E
[
Gτ
2
µ,σ2(x, V )|V ≤ bk − 
]
.
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Note that the first conditional expectation is strictly smaller than Gτ
2
µ,σ2(x, bk − ) for
all x ∈ R and the second conditional expectation is always bounded by 1. Because the
random variable V (defined under equation (8)) is a truncated normal with mean µ,
variance σ2 + τ 2 and truncation set T , it follows that V converges in probability to bk
as µ goes to∞. Now as x goes to∞, it follows that mq(x) goes to∞. Hence it follows
that
Gτ
2
mq(x),σ2
(x, bk) < F
τ2
mq(x),σ2
(x) < Gτ
2
mq(x),σ2
(x, bk − )
for all sufficiently large x. By definition of mq(x), we have that F
τ2
mq(x),σ2
(x) is equal to
1− q for all x ∈ R. This implies
lim
x→∞
Gτ
2
mq(x),σ2
(x, bk) ≤ 1− q ≤ lim
x→∞
Gτ
2
mq(x),σ2
(x, bk − ).
Because  was arbitrary and Gτ
2
µ,σ2(x, v) is simply a normal c.d.f. (the normal c.d.f. is
uniformly continuous), the claim of the lemma follows.
Lemma A.6. Let the function h(v) be defined as in Lemma A.2. For all x ∈ R and
all µ ∈ R, we have
∂f τ
2
µ,σ2(x)
∂µ
=
x− µ
σ2
f τ
2
µ,σ2(x) + f
τ2
µ,σ2(x)
k∑
i=1
h(bi)− h(ai).
Proof. In view of the definition of f τ
2
µ,σ2(x) in (11), the chain rule and product rule imply
that the derivative of f τ
2
µ,σ2(x) with respect to µ is equal to
x− µ
σ2
1
σ
φ
(
x− µ
σ
) ∑k
i=1 Φ
(
bi−x
τ
)− Φ (ai−x
τ
)∑k
i=1 Φ
(
bi−µ√
σ2+τ2
)
− Φ
(
ai−µ√
σ2+τ2
)
+
1
σ
φ
(
x− µ
σ
) (∑k
i=1 Φ
(
bi−x
τ
)− Φ (ai−x
τ
))(
1√
σ2+τ2
∑k
i=1 φ
(
bi−µ√
σ2+τ2
)
− φ
(
ai−µ√
σ2+τ2
))
(∑k
i=1 Φ
(
bi−µ√
σ2+τ2
)
− Φ
(
ai−µ√
σ2+τ2
))2 .
It is easy to see that the first summand is equal to
x− µ
σ2
f τ
2
µ,σ2(x)
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and, in view of the definition of f τ
2
µ,σ2(x) and h(v), that the second summand is equal
to
f τ
2
µ,σ2(x)
k∑
i=1
h(bi)− h(ai).
Lemma A.7. Let Gτ
2
µ,σ2(x, v) be defined as in (7) and h(v) as in Lemma A.2. For all
x ∈ R and all µ ∈ R, we have∫ x
−∞
u− µ
σ2
f τ
2
µ,σ2(u)du = − f τ
2
µ,σ2(x)−
k∑
i=1
h(bi)G
τ2
µ,σ2(x, bi)− h(ai)Gτ
2
µ,σ2(x, ai).
Proof. By definition of f τ
2
µ,σ2(x) in (11), the integral can be written as∑k
i=1
∫ x
−∞
u−µ
σ3
φ
(
u−µ
σ
)
Φ
(
bi−u
τ
)
du− ∫ x−∞ u−µσ3 φ (u−µσ )Φ (ai−uτ ) du∑k
i=1 Φ
(
bi−µ√
σ2+τ2
)
− Φ
(
ai−µ√
σ2+τ2
) .
Note that all integrands in the numerator are of the same form. They only differ in the
constants a1, b1, . . . , ak, bk. This means, we can apply an Equation of Owen (1980) to
each integral. This equation implies that the numerator is equal to
k∑
i=1
−1√
σ2 + τ 2
φ
(
bi − µ√
σ2 + τ 2
)
Φ
(
x− (ρ2µ+ (1− ρ2)bi)
σρ
)
− 1
σ
φ
(
x− µ
σ
)
Φ
(
bi − x
τ
)
−
( −1√
σ2 + τ 2
φ
(
ai − µ√
σ2 + τ 2
)
Φ
(
x− (ρ2µ+ (1− ρ2)ai)
σρ
)
− 1
σ
φ
(
x− µ
σ
)
Φ
(
ai − x
τ
))
.
We note that this equation can easily be verified by differentiation of the antiderivative.
In view of the definitions of f τ
2
µ,σ2(x), h(v) and G
τ2
µ,σ2(x, v), we can see that the claim of
the lemma is true.
Lemma A.8. For all x ∈ R and all µ ∈ R, we have
∂f τ
2
µ,σ2(x)
∂x
= −x− µ
σ2
f τ
2
µ,σ2(x)− f τ
2
µ,σ2(x)
k∑
i=1
l(x, bi)− l(x, ai),
where
l(x, v) =
1
τ
φ
(
v−x
τ
)∑k
i=1 Φ
(
bi−x
τ
)− Φ (ai−x
τ
) .
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Proof. In view of the definition of f τ
2
µ,σ2(x) in (11), the chain rule and product rule imply
that the derivative of f τ
2
µ,σ2(x) with respect to x is equal to
− x− µ
σ2
1
σ
φ
(
x− µ
σ
) ∑k
i=1 Φ
(
bi−x
τ
)− Φ (ai−x
τ
)∑k
i=1 Φ
(
bi−µ√
σ2+τ2
)
− Φ
(
ai−µ√
σ2+τ2
)
− 1
σ
φ
(
x− µ
σ
) 1
τ
∑k
i=1 φ
(
bi−x
τ
)− φ (ai−x
τ
)∑k
i=1 Φ
(
bi−µ√
σ2+τ2
)
− Φ
(
ai−µ√
σ2+τ2
) .
It is easy to see that the first summand is equal to
−x− µ
σ2
f τ
2
µ,σ2(x)
and, in view of the definitions of f τ
2
µ,σ2(x) and l(x, v), that the second summand is equal
to
−f τ2µ,σ2(x)
k∑
i=1
l(x, bi)− l(x, ai).
Lemma A.9. Let h(v) be defined as in Lemma A.2 and l(x, v) as in Lemma A.8. For
all x ∈ R and all µ ∈ R, we have
∂Gτ
2
µ,σ2(x, v)
∂x
=
f τ
2
µ,σ2(x)l(x, v)
h(v)
.
Proof. By definition of Gτ
2
µ,σ2(x, v) in (7), we have
∂Gτ
2
µ,σ2(x, v)
∂x
=
1
σρ
φ
(
x− (ρ2µ+ (1− ρ2)v)
σρ
)
.
We claim that the l.h.s. is equal to
1
σ
φ
(
x−µ
σ
)
1
τ
φ
(
v−x
τ
)
1√
σ2+τ2
φ
(
v−µ√
σ2+τ2
) .
This expression can also be written as
1
σ
φ
(
x−µ
σ
) ∑k
i=1 Φ(
bi−x
τ )−Φ(
ai−x
τ )∑k
i=1 Φ
(
bi−µ√
σ2+τ2
)
−Φ
(
ai−µ√
σ2+τ2
) 1τ φ( v−xτ )∑k
i=1 Φ(
bi−x
τ )−Φ(
ai−x
τ )
∑k
i=1 Φ
(
bi−µ√
σ2+τ2
)
−Φ
(
ai−µ√
σ2+τ2
)
1√
σ2+τ2
φ
(
v−µ√
σ2+τ2
) .
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In view of the definitions of f τ
2
µ,σ2(x), h(v) and l(x, v), it is easy to see that the derivative
of Gτ
2
µ,σ2(x, v) with respect to x is of the claimed form. Hence, it remains to show that the
claim we previously made is true. Observe that
√
σ2 + τ 2/(στ) is equal to 1/(σρ). This
means the scalars coincide. It remains to show that the exponents of the exponential
function φ(x) coincide. Observe that(
x− µ
σ
)2
+
(
v − x
τ
)2
−
(
v − µ√
σ2 + τ 2
)2
=
ρ2(x− µ)2 + (1− ρ2)(v − x)2 − ρ2(1− ρ2)(v − µ)2
σ2ρ2
=
x2 − 2ρ2µx− 2(1− ρ2)vx+ ρ4µ2 + (1− ρ2)2v2 + 2ρ2(1− ρ2)µv
σ2ρ2
=
(
x− (ρ2µ+ (1− ρ2)v)
σρ
)2
.
Hence the claim we made is true.
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