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ABSTRACT 
The two main issues relating to the use of Multiobjective Evolutionary Algorithms 
(MOEAs) are the efficiency and effectiveness of the algorithms. As a result of the 
multiobjective and multi dimensional nature of MOEAs, the overall execution time that 
is taken to solve real world problems with MOEAs can be significant. Therefore, a few 
studies have recently been completed to address these performance issues by the use of 
parallelisation methods. The most widely known parallel Multiobjective Evolutionary 
Algorithm (pMOEA) models are the Master-slave, the Island, and the Diffusion models. 
The Master-slave and the Island models are generally implemented using message 
passing parallelisation mechanisms in a cluster environment while the Diffusion model 
is implemented using a shared memory parallelisation mechanism. 
Although any MOEA can be made to execute in parallel based on the above models, 
there is no known study that identifies which parallelisation model is suitable for 
problems based on their characteristics. In this study, we compared a serial MOEA and 
the above-mentioned Master-slave and Island pMOEAs to identify which parallelisation 
models perform best in a cluster environment in solving problems with certain 
characteristics. Modality, separability, and bias were the problem characteristics that 
were studied. 
The study was conducted using implementations of one serial and the Master-slave and 
the Island pMOEA versions of the Non-dominated Sorting Genetic Algorithm II 
(NSGA-II) in a clustered environment. The parallelisation of NSGA-II was achieved by 
the use of Message Passing Interface (MPI) routines that were executed on multiple 
processors of a cluster. At the end of the study, the speedup and the quality 
improvement of the results achieved by the Master-slave and the Island pMOEA models 
over the serial MOEA was examined. 
Most problem characteristics had a significant effect on the effectiveness of the Master-
slave and the Island pMOEA models. The Master-slave model was marginally more 
effective than the Island model in solving problems with the multi-modal problem 
characteristic. However, the Island model with a suitable amount of migration was more 
effective than the Master-slave model in solving problems with uni-modal, separable, 
non-separable, and biased problem characteristics. The Master-slave and the Island 
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models were equally effective in solving problems with the non-biased problem 
characteristic. 
The results of this research can be used by others to determine which parallelisation 
models should be used when parallelising MOEAs in a cluster environment to solve 
problems with known characteristics. 
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Recently there has been a focus on improving the efficiency and effectiveness of 
Multiobjective Evolutionary Algorithms (MOEAs) when solving real world problems. 
Researchers have identified the use of parallelisation methods as an approach to address 
the performance issues ofMOEAs (Van Veldhuizen, Zydallis, & Lamont, 2002). 
Although there has been research on parallelising MOEAs, there is no known 
research that identifies which parallelisation methods are suitable for problems with 
known characteristics. This study identifies the performance improvements and solution 
quality improvements of parallel Multiobjective Evolutionary Algorithms (pMOEAs) 
when solving problems with a combination of known characteristics in a cluster 
environment. 
The Background to the Study 
Evolutionary Algorithms (BAs) are stochastic search methods that are based on 
natural biological evolution. BAs operate on a population of potential solutions by 
applying the Darwinian principle of "survival of the fittest" to produce better solutions 
to the problem. At each generation, a new set of solutions is created by selecting and 
breeding existing solutions according to their level of fitness in the problem domain 
(Pohlheim, 2004). There are four main types ofEAs that are widely used today, namely: 
Genetic Algorithms (GAs), Genetic Programming (GP), Evolutionary Strategies (ES), 
and Evolutionary Program_L'lling (EP) (Bentley, 1999, p. 7). Figure 1 is an example of the 
logic associated with GAs. 
BAs can be used when the problem contains only one objective to be optimised. 
MOEAs are used when solving the problem involves optimising more than one 
objective. As a result of there being multiple objectives, there can likewise be multiple 
optimum solutions for the problem. Furthermore, different solutions may produce trade-
offs (i.e. conflicting scenarios) among the different objectives - a good solution with 
respect to one objective may be a compromised solution for another objective (Deb, 
2002, p. 1 ). Figure 2 shows an example graph of possible solutions that are identified by 
an MOEA with two objectives, where both objectives are being minimised. 
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1 .. Initialise the population with randorn genomes 
2. Evaluate all individuals to determine their fitness (quality} 
3. Reproduce (copy} individuals according to their fitness values into a 'mating 
pool' (hig l1er fitness = more copies of an individual) 
4. Randomly take t\VO parents from the 'mating pool' 
5 .. Use random crossover to generate hvo offspring 
Ho 6. Randomly mutate offspring No 
7. Place offspring into population 
8. Has population been filled 'Nith ne1N offspring? t Yffi 
'-------9. Is there an acceptable solution yet? (or have x generations been produced?) 
~ Yffi 
10. Finished 





Pareto-a ptirnal front 
0 Objective 1 
Figure 2. Solutions from a minimisation problem using an MOEA. 
As seen in Figure 2, solutions A and B identified by the MOEA are superior 
solutions compared to solutions C and D. As solutions A and B are superior to all other 
solutions in both objectives, they are known as non-dominated solutions. However, 
solution A is better than solution B in objective 1, but is worse in terms of objective 2. 
Conversely, solution B is better than solution A in objective 2 but is worse in terms of 
objective 1. These solutions (A and B) are known as Pareto-optimal solutions as they 
are not dominated by any other solutions and none of the two solutions can be 
considered better than the other with respect to both objectives. In Figure 2, all solutions 
between A and B that lie on the curve are Pareto-optimal solutions. The curve that is 
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joining these solutions is known as the Pareto-optimal front (Deb, 2002, pp. 19-21). The 
aim of a MOEA is to find a set of solutions that approximates this Pareto-optimal front. 
As a result of the multiobjective and multi dimensional nature of MOEAs, the 
execution time that is required to solve problems with serial MOEAs can be significant. 
Researchers have attempted to address this issue by parallelising MOEAs based on three 
pMOEA models, the Master-slave, the Island, and the Diffusion models. The Master-
slave and the Island pMOEA models are considered suitable to be parallelised on a 
cluster environment while the Diffusion pMOEA model is considered suitable to be 
parallelised using shared memory (Van Veldhuizen, Zydallis, & Lamont, 2003). 
Although these models have been identified, there has been no guidance provided as to 
which model is better for solving which type of problems. A possible basis for this 
guidance is to consider the characteristics of the problem to be solved. 
The Significance of the Study 
The amount of computing resources required can be significant when difficult 
problems are solved with the pMOEAs. Cunently there is no literature that investigates 
the relative merits of the pMOEA models for problems with different characteristics. If 
such information was readily available, a user could use it to select the most suitable 
pMOEA model to solve problems based on problem characteristics. 
The Purpose of the Study 
The purpose of the study was to investigate which of the Master-slave and the 
Island models is most suitable for solving MOEA problems with different 
characteristics in a cluster environment. The results of this research can then be used to 
determine which parallelisation model should be used when parallelising a MOEA to 
solve a specific problem in a cluster environment. The selection of the most suitable 
pMOEA model will help researchers to produce high quality solutions for a given 
amount of computation time and resources. 
Research Question 
Which of the Master-slave and the Island pMOEA models produces the highest 
quality solutions with the given resources when used for solving problems with 
different characteristics in a cluster environment? 
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CHAPTER2 
REVIEW OF THE LITERATURE 
Evolutionary Algorithms 
There are four main types of EAs that are in use today, namely: Genetic 
Algorithms (GAs), Genetic Programming (GP), Evolutionary Strategies (ES), and 
Evolutionary Programming (EP) (Bentley, 1999, p. 7). 
GAs were first developed by John Holland in ·1973 and were made famous by 
David Goldberg in 1989 (Goldberg, 1989). GAs are considered the most well known of 
all evolutionary based search algorithms. They are renowned for their ability to solve a 
variety of difficult problems and for their ability to provide excellent results (Bentley, 
1999, pp. 7-8). As shown in Figure 1, GAs maintain a population of individuals that are, 
in most cases, initialised randomly. These individuals are evaluated for reproduction 
based on their fitness. Offspring are then generated by using crossover and mutation 
operators on the parents. Some or all of the parents are then replaced by these offspring 
and the cycle is restarted to create the next generation (Bentley, 1999, p. 14). 
GP was developed by John Koza in 1992 (Koza, 1992) in an attempt to make 
computers program themselves by evolving computer programs. GP is considered to be 
a specialised type of GA that manipulates a very specific solution using modified 
genetic operators. GPs follow a procedure similar to GAs (Bentley, 1999, pp. 13-14). 
ES were first created by Ingo Rechenberg and Hans-Paul Schwefel (see e.g 
Back, Hammel, & Schwefel, 1997) in the 1960s and 1970s (Bentley, 1999, pp. 19-20). 
The first experiments with ES were not performed using computers, and involved the 
shape optimisation of a bent pipe, the drag minimisation of a joint plate, and the 
structure optimisation of nozzles. Current ES were created by Thomas Back by further 
developing the original ES theory (Bentley, 1999, pp. 19-20) . 
. According to Bentley (Bentley, 1999, pp. 22-23), EP was first created by 
Lawrence Fogel in 1963 and was developed further by his son David Fogel in 1992. EP 
was initially proposed as a procedure to generate machine intelligence. Although EP 
was developed independently, it resembles ES to a certain extent. 
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Although the BAs are very useful in solving a large number of problems, most 
real world problems that required optimisation have multiple, and often conflicting 
objectives that require optimisation. This has led to researchers focusing on MOEAs 
that solve problems with multiple objectives. 
Multiobjective Evolutionary Algorithms 
MOEAs based on the Pareto-optimality notion proposed by Francis Ysidro 
Edgeworth and Vilfredo Pareto (Coello Coello, Van Veldhuizen, & Lamont, 2002, p. 9) 
were introduced by David Goldberg in 1989 (1989, pp. 197-199). Goldberg identified 
the Pareto-optimal solutions based on the domination theory defined in Chapter 1. A 
variety of Pareto based MOEA implementations exist. Some well-known Pareto based 
MOEAs include the Non-dominated Sorting Genetic Algorithm II (NSGA-II), the 
Pareto-Archived Evolution Strategy (PAES) (Deb, Pratap, Agarwal, & Meyarivan, 
2002), and the Strength-Pareto Evolutionary Algorithm 2 (SPEA2) (Zitzler, Laumanns, 
& Thiele, 2001). 
This study was based on implementations of the NSGA-II algorithm described 
below, as it is arguably the most popular MOEA at the present time. 
• Create the initial population members 
• Perform function evaluations of the population members 
• Create ranked fronts by assigning fitness ranks to the population members 
based on each member's non-domination level (1 is the best level, 2 is the 
next best level, etc) 
• While a predetermined condition is not reached 
• Perform selection, crossover, and mutation to create a new population 
• Perform function evaluations of the new population members 
• Create ranked fronts by assigning fitness ranks to the population 
members based on each member's non-domination level 
In comparison to the other MOEAs, NSGA-II converges to the Pareto-optimal 
set very efficiently while maintaining a good spread of solutions in the obtained set of 
solutions (Deb et al., 2002). The quality of solutions that are obtained by NSGA-II can 
be identified by the hypervolume (Zitzler, 1999) of the obtained set of solutions. The 
"hypervolume of a set of solutions measures the size of the portion of objectives space 
that is dominated by those solutions collectively" (While, 2005). 
The execution time that is required to solve real world problems with MOEAs 
can be significant. Researchers have attempted to address this issue by parallelising 
MOEAs. 
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Parallel Multiobjective Evolutionary Algorithm Models 
Discussion of parallelisation techniques relating to single objective EAs have 
been observed since the early stages of research in to EAs. However, practical 
implementations of these parallelisation techniques were not possible until the 1980s 
due to the lack of maturity in the distributed computing architecture (Alba, & 
Tomassini, 2002). Alba and Tomassini (2002) summarised the history and the current 
state of the parallelisation techniques relating to single objective EAs. They identified 
three main categories of parallel EAs: the panmictic EA in which the whole population 
is dealt with as a single population of individuals; the structured EA variation of 
distributed EA (dEA), in which the single population is decentralised in to several sub 
populations, where each sub population performs sparse exchanges of individuals; and, 
the structured EA variation of cellular EA ( cEA), which is similar to dEA, but with 
overlapping sub populations. 
These categories relating to parallelising single objective EAs were later used by 
Van Veldhuizen et al. (2003) to discuss the three major parallelisation models that can 
be used to parallelise MOEAs. They discuss the panmictic EA, dEA, and cEA 
parallelisation techniques as the Master-slave, the Island, and the Diffusion models 
respective} y. 
1. The Master-slave model 
Figure 3. The Master-slave pMOEA model (Van Veldhuizen et al., 2002). 
As seen in Figure 3, in the Master-slave model, the master processor distributes 
the objective function evaluations among several slave processors while the master 
processor performs evolutionary operators such as selection, crossover, and mutation, 
calculates the Pareto-front, and distributes/collects subpopulations. The master 
processor can distribute the function evaluations over a number of slave processors 
according to three different methods. The first method is to evenly distribute population 
members across the slaves where each slave performs all objective function evaluations. 
The second method is to evenly distribute sets of population members across sets of 
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slaves where each slave performs one of the objective function evaluations. The final 
method is to evenly distribute each objective function evaluation for the entire 
population across multiple processors (Van Veldhuizen et al., 2003). 
This study uses the first method where the population members are evenly 
distributed across slave processors. As described below, each slave performs objective 
function evaluations of all population members it receives, and sends the objective 
values back to the master processor. 
Master Processor 
• Create the initial population members 
• Distribute the population members evenly to slave processors for evaluation 
• Wait and receive objective values from all slave processors 
• Create ranked fronts by assigning fitness ranks to the population members 
based on each member's non-domination level 
• While a predetermined time limit for overall execution is not reached 
• Perform selection, crossover, and mutation to create a new population 
• Distribute the population members evenly to slave processors for 
evaluation 
• Wait and receive objective values from all slave processors 
• Create ranked fronts by assigning fitness ranks to the population 
members based on each member's non-domination level 
• Write the details of population members to a file 
Slave Processor 
• Receive population members from the master processor 
• Perform function evaluations of received population members 
• Send the objective values of the population members to the master processor 
2. The Island model 
Figure 4. The Island pMOEA model (Van Veldhuizen et al., 2002). 
As seen in Figure 4, the Island model is based on the scenario where natural 
populations evolve in relative isolation, such as a population distributed across some 
ocean island chain with limited migration. This model is referred to as coarse-grained 
parallelism as each island (processor) contains a large number of individual solutions. 
The islands (processors) are connected in a logical or physical structure such as a ring, 
mesh, or hypercube. Each subpopulation on a processor evolves in isolation for the 
majoritY: of the. pMOEA run, where, based on some selection or fitness criteria, 
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individuals occasionally migrate between an island and its neighbours (Van Veldhuizen 
et al., 2003). 
As described in Table 1, Van Veldhuizen et al. (2003) suggest 4 non-uniform 
migration schemes where varying number of individuals are migrated, and 3 uniform 
migration schemes where a constant number of individuals are migrated between 
islands. As described in Table 2, they also suggest 5 replacement strategies that could be 
used by the next island to replace its population members during the migration process. 
Table 1 
Migration schemes of individuals in an island 
Scheme Attributes 
Non- Elitist (random) Migrate a random sample of individuals 
Uniform (equal to some percentage of the 
population) from the current Pareto-
front 
Elitist (niching) Migrate a uniform distribution of 
individuals (equal to some percentage 
of the population) from the current 
Pareto-front 
Elitist (front) Migrate the entire current Pareto-front 
Elitist (front+) Migrate the entire current Pareto-front, 
plus some number of randomly 
selected individuals or some number of 
individuals randomly selected from the 
ranked Pareto fronts 
Uniform Random Migrate n randomly selected individuals 
Elitist (random) Migrate n randomly selected individuals 
from the current Pareto-front, randomly 
selecting individuals from the ranked 
Pareto fronts if necessary 
Elitist (niching) Migrate n uniformly distributed 
individuals from the current Pareto-
front, uniformly selecting individuals 
from the ranked Pareto fronts if 
necessary 
Table 2 
Replacement schemes of individuals in an island 
Scheme Attributes 
Random Randomly replace n individuals 
None No replacement, yields increasing population size 
Elitist (random) Maintain the current Pareto-front and randomly 
replace individuals that are not part of the current 
Pareto-front 
Elitist (ranking) Rank all Pareto fronts and replace individuals from 
the worst ranked front(s) with the immigrants 
Elitist (1 00% ranking) Combine the immigrants with the current 
population, rank all Pareto fronts and remove 
individuals from the worst ranked front(s) 
Four variants of the Island model currently exist. In the first variant of the Island 
model, all islands execute identical MOEAs and parameters (i.e. homogenous). In the 
second variant, all islands execute different MOEAs and parameters (i.e. heterogenous). 
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In the third variant each island evaluates different objective function subsets. In the final 
variant, each island represents a different region of the genotype or phenotype domains 
(Van Veldhuizen et al., 2003). 
This study uses the first variant of the Island model, where islands are connected 
in a ring structure and execute identical MOEAs and parameters. As described below, 
each island performs Uniform Elitist (random) migration and Elitist (ranking) 
replacement of the island's population members at predetermined intervals. 
Island Processor 
• Initialise the generation count 
• Create the initial population members 
• Perform function evaluations of the population members 
• Create ranked fronts by assigning fitness ranks to the population members 
· based on each member's non-domination level 
• Increase the generation count by 1 
• While a predetermined time limit for overall execution is not reached 
• If the generation count has reached a predetermined interval 
• Select n number of random population members from the 
current Pareto-front 
• Send the selected population members to the next island 
processor in the ring structure 
• Wait and receive population members from the previous 
island processor in the ring structure 
• Replace the population members that are part of the worst 
ranked fronts with the received members 
• Perform selection, crossover, and mutation to create a new population 
• Perform function evaluations of the new population members 
• Create ranked fronts by assigning fitness ranks to the population 
members based on each member's non-domination level 
• Increase the generation count by 1 
• Send the final population members to the controller 
Controller 
• Receive final population members from all island processors 
• Create ranked fronts after combining population members from all island 
processors 
• Write the details of the combined population members to a file 
3. The Diffusion model 
Figure 5. The Diffusion pMOEA model (Van Veldhuizen et al., 2003). 
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As seen in Figure 5, the Diffusion model is similar to the Master-slave model in 
that it only has one conceptual population, except that each processor holds only one to 
a few individuals. As each processor holds only a limited number of individuals, the 
Diffusion model is also referred to as fine-grained parallelism. The main feature of this 
model is the imposing of neighbourhood structures on the processors, where 
evolutionary operations only occur within these (possibly overlapping) neighbourhoods. 
The geometry of these neighbourhoods can be a square, rectangle, cube, or some other 
shape depending upon the number of dimensions associated with the pMOEAs 
topology. "As good solutions arise in different areas of the local topology, they then 
spread or slowly diffuse throughout the entire population due to the overlapping or 
dynamically changing neighbourhoods" (Van Veldhuizen et al., 2003). The Diffusion 
model is omitted in the study, as it is not suitable to be implemented on a cluster 
environment due to high communication overheads related to this model. 
Van Veldhuizen et al. (2003) have also identified various hybrid models, which 
are modelled using a combination of the Master-slave, the Island, and the Diffusion 
models. These hybrid models are omitted in the study, as there is no single agreed 
model to use. 
Van Veldhuizen et al. (2003) have tested the performance of different paradigms 
for parallelising the multiobjective EAs using the Multiobjective Messy Genetic 
Algorithm II (MOMGA-II). Since then, many new pMOEAs have been proposed, and 
new and existing pMOEAs have been tested on real-world (Tang et al., 2007) or 
artificial test problems (Branke et al., 2004) (Bui et al., 2006). In some cases, authors 
compare different parallelization paradigms, and some speculations may be offered as to 
the reasons for any differences bctvveen them. However, the current state of the art 
remains ad-hoc and sporadic, and there has not been any systematic comparison, 
theoretical or experimental, of different pMOEAs with respect to their performance on 
problems with specific characteristics. 
There are several parallelisation mechanisms that can be used to implement the 
above mentioned pMOEA models. The most popular parallelisation mechanisms are 
based on the use of shared memory or message passing. In the shared memory 
mechanism, several processors have access to a single shared address space to perform 
operations. Conversely, as seen in Figure 6, in the message passing mechanism, 
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processes that only have access to local memory communicate with other processes by 





Figure 6. Message passing mechanism (Gropp et al., 1999, p. 6). 
Parallel Virtual Machine (PVM) and Message Passing Interface (MPI) are two 
specifications that are based on the message-passing model (Gropp et al., 1999). The 
study used the MPI specification for parallelising MOEAs, as MPI is the standardised 
and most widely used message passing specification. 
Although these pMOEA models have been identified by researchers, there has 
been no direction provided as to which model is better for solving which type of 
problems. Possible grounds for selecting one pMOEA model over another could be 
based on the characteristics of the problems to be solved. 
Characteristics of Problems 
Huband, Hingston, Barone, and While (2006) have identified modality, 
separability, and bias as three important characteristics that occur in problems. 
Modality is related to the fitness landscape of the problem. If all objective 
functions of a problem each have a single optimum the problem is considered uni-
modal. If at least one objective of a problem has multiple local optima then the problem 






Figure 7. A multi-modal objective function (Huband et al., 2006). 
If the global optima of an objective can be found by only considering one 
parameter at a time, then the objective is called a separable objective; otherwise, the 
objective is called a non-separable ·objective. If every objective of a problem is 
separable, then the problem is a separable problem; otherwise the problem is a non-
separable problem (Huband et al., 2006). 
Bias is another characteristic discussed by Huband et al. (2006). If an evenly 
distributed set of solutions in the parameter space corresponds to a distinctly uneven 
distribution of objective vectors, then the problem is said to be biased. That is, the 
fitness landscape favours some regions of the search space over other regions. If the 
fitness landscape is generally even, the problem has no bias. Figure 8 shows an example 
of the affect of bias in the fitness landscape. In this example, the objective vectors of a 










Figure g Bias in the fitness landscape (Huband et al., 2006). 
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In summary, this study focused on identifying which of the Master-slave and the 
Island pMOEA models identified by Van Veldhuizen et al. (2002) perform best in a 





The effectiveness of parallelisation can be defined as the increase in quality of 
results achieved in a fixed time period by the pMOEA models relative to the serial 
model. There are two factors that could affect the increase or decrease in quality of 
results achieved by the Master-slave and the Island models. 
The first factor is the number of fitness evaluations completed in the fixed time 
period by each pMOEA model. As each pMOEA model uses varying levels of 
communication between processors, it was expected that the number of fitness 
evaluations completed by each pMOEA model would be different. For example, in the 
Master-slave model, the master processor and slave processors communicate with each 
other during every generation of evolution. However, in the Island model, the 
communication between processors is limited to occasional migration of individuals 
between islands. Therefore, it was expected that the Island models would perform more 
fitness evaluations than the Master-slave model in a fixed time period. 
The second factor is the effect of problem characteristics on each pMOEA 
model when searching for results. As the evolution strategies used in the Master-slave 
and the Island models are different from one another, it was expected that the problem 
characteristics have a different effect on the efficiency and the effectiveness the 
pMOEA models. For example, due to lack of global information to guide the search, a 
problem with the multi-modal characteristic may reduce the efficiency and the 
effectiveness of the Island model that subdivides the population members. 
Therefore, research was conducted to determine the overall quality increase or 
decrease, considering the increase in the number fitness evaluations as well as the 
effects of problem characteristics on the pMOEA models. The relative increase in 
hypervolume achieved by each pMOEA model over the serial model in a fixed time 
period was considered as the overall quality increase achieved by that pMOEA. 
The theory was explored by solving the same set of problems using the different 
pMOEA modelswhile all other variables in the test environment were held constant. 
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CHAPTER4 
MATERIALS AND METHODS 
Design 
In order to create the Master-slave and the Island models, parallel variations of 
NSGA-II were implemented based on the serial NSGA-II algorithm suggested by Deb 
et al. (2002). The parallelisation of NSGA-II was achieved using MPI in a clustered 
environment. As shown in Table 3, a suite of 8 artificial test problems, constructed 
using the WFG toolkit (Huband, Barone, While, & Hingston, 2005), were then solved 
using the serial and parallel NSGA-II implementations. Each test problem in the test 
suite contained a different combination of modality, separability, and bias 
characteristics. In order to aid visual interpretation of results, the study only considered 
2-objective minimisation problems. 
Table 3 
Set of 8 test problems with a combination of modality, separability, and bias 
problem characteristics. UM =uni-modal, MM =multi-modal, SP =separable, 
NS = non-separable, BI = biased, and NB = non-biased 
Modality Separability Bias 
UM SP Bl 
UM SP NB 
UM NS Bl 
UM NS NB 
MM SP Bl 
MM SP NB 
MM NS Bl 
MM NS NB 
The problems that were used in this study were generated usmg the 
transformations and shapes defined in the WFG Toolkit (Huband, Barone, While, & 
Hingston, 2005). A parameter vector consisting of 21 elements were used, where 1 
element was a position parameter and 20 elements were distance parameters which were 
all in the [0, 1] domain. Combinations of transformations listed in Table 4 were used to 
create each characteristic in a problem. See (Huband, Barone, While, & Hingston, 2005) 
for definitions of the transformations and the shape function. 
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Table 4 
Transformations used from the WFG Toolkit to generate characteristics in 
problems. k is the number of position-related parameters; M-1 is the number of 
underlying position parameters; l is the number of distance-related parameters; 
to enhance readability for any transition vector ti, we let y = { 1; for t1, let y = 
Z[O,l] = {zJ/2, ... ,zn=(2n)} 
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UM WFG1:: t1 t1 - y Performed a linear shift of i=1:k- i 
distance parameters 
t}=kH1:n = s _linear(yi,0.35) 
MM WFG4:: t1 !)=1:11 = s _multi(yi,30,10,0.35) Performed a multi-modal 




,f=1:M _1 = r _nonsep( { yu- 1)k /(M - 1) + 1 Performed a non-
, ... , )'ik I(M -I)}, k.f(M - 1)) separable reduction 
tl1 = r _nonsep({yk+1, ... ,yn},l) 
SP WFG2:: e 
,f=1:M _1 = r _sum( { yu -1)k I(M - 1) + 1 Performed a weighted 
, ... , )'ik /(M -1)}, {1, ... ,1}) sum reduction 
d1 = r _sum( { }'k+ 1, ... , )'k + 11 2}, {1, ... ,1}) 
NB No transformation was 
used 
Bl b _poly fi=1:n = b _ poly(yi,O.l) Manually biased all 
parameters using a 
polynomial bias transition 
All 8 problems in the study were generated using the shape function of the I1 
problem in the WFG Toolkit, which has a concave Pareto-front. 
The fitness evaluations of these problems were also artificially slowed to mimic 
real world problems, thus allowing the serial model to complete a reasonable number of 
fitness evaluations within a fixed time period before converging to the optimal 
solutions. Calculation of Fibonacci values of 23 and 28 was incorporated in to each 
fitness evaluation attempt to slowdown the time it takes to complete a fitness evaluation. 




Parameters used by the NSGA-II algorithntfor each problem-solving attempt 
NSGA-11 parameter Value 
Population size 160 
Number of generations Not applicable as the completion 
of the problem solving attempt 
was time-based 
Number of objectives 2 
Number of constraints 0 
Number of real variables 21 
Minimum value of i1h real variable 0 
Maximum value of i1h real variable 1 
Probability of crossover of real variable 0.9 
Probability of mutation of real variable 0.033 
Distribution index for real variable SBX 15 
crossover 
Distribution index for real variable 20 
polynomial mutation 
Number of binary variables 0 
Equipment 
The study used a homogeno.us cluster of 21 processors to solve the test 
problems. The processors of the cluster were based on the x86 architecture and the 
Rocks distribution of the Linux operating system. 
phase. 
• Processors: x86 architecture, single 2.6GHz Pentium 4 processor with 
512MB of memory 
• Operating systems: Rocks 3.3.0 (Makalu) 
• Network: Ethernet based 101100 LAN 
• MPI implementation: MPICH version 1.2.5.2 
Procedure 
The study was conducted in two phases, an exploration phase and a verification 
Exploration Phase 
During the exploration phase, the 8 test problems with a different combination 
of modality, separability, and bias characteristics were firstly solved by the serial model 
using·l processor. Each problem was solved 25 times with a 1-minute fixed time period 
for each problem-solving attempt. Each attempt maintained a uniform number of 160 
population members in its population throughout the problem-solving process. The 
following 2 results were recorded for each attempt: 
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1. The hypervolume of the final non-dominated solutions achieved after 
1-minute fixed time period. 
2. The number of fitness evaluations completed after a 1-minute fixed 
time period. 
The 8 problems that were solved by the serial model using 1 processor were then 
solved 25 times with a 1-minute fixed time period using 10 processors in a cluster 
environment with the following configurations: 
1. The Master-slave model variation where the master processor evenly 
distributed 160 population members across 10 slaves and each slave 
performed all objective function evaluations of its 16 members. 
2. The Island model variation IS10 in which 10 islands were arranged in 
a ring topology, each containing 16 members executed identical 
MOEAs and parameters. 1 population member of each island was 
migrated to the next island every 10 generations. 
3. The Island model variation IS 100 in which 10 islands were arranged in 
a ring topology, each containing 16 members executed identical 
MOEAs and parameters. 1 population member of each island was 
migrated to the next island every 100 generations. 
Similar to the serial model, the hypervolume achieved and the number of fitness 
evaluations completed in each problem-solving attempt were recorded. 
The 8 problems that were solved by the serial model using 1 processor were then 
solved 25 times with a 1-minute fixed time period using 20 processors in a cluster 
environment with the following configurations. 
1. The Master-slave model variation where the master processor evenly 
distributed 160 population members across 20 slaves and each slave 
performed all objective function evaluations of its 8 members. 
2. The Island model variation IS 10 in which 20 islands were arranged in 
a ring topology, each containing 8 members executed identical 
MOEAs and parameters. 1 population member of each island was 
migrated to the next island every 10 generations. 
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3. The Island model variation IS 100 in which 20 islands were arranged in 
a ring topology, each containing 8 members executed identical 
MOEAs and parameters. 1 population member of each island was 
migrated to the next island every 100 generations. 
Again, the hypervolume achieved and the number of fitness evaluations 
completed for each problem-solving attempt were recorded. 
During this study, the exploration phase was initially conducted using a 2-
minute fixed time period for each problem-solving attempt. However, it was observed 
that most of the problems had already converged to the optimal front when solving with 
the serial model using 1 processor. Therefore, those results from the exploration phase 
were discarded from the study but are documented in Appendix D for reference. 
The artificial slowdown of each fitness evaluation attempt was then increased 
from calculating Fibonacci values of 23 and 18 to calculating Fibonacci values of 23 
and 28. The exploration phase was then conducted again with a fixed time period of 1 
minute. 
Verification Phase 
During the verification phase, the procedure that was followed during the 
exploration phase was repeated using 2 minutes as the fixed time period for each 
problem-solving attempt. This phase was conducted to confirm that the observations 
made during the exploration phase are typical results for each problem. 
Data Analysis 
In the first stage of analysis, the results of the exploration phase were analysed. 
Firstly, the mean number of fitness evaluations completed by the Master-slave, the IS 10, 
and the IS 100 models using 10 and 20 processors relative to the serial model using 1 
processor were analysed. 
The overall increase or decrease of quality of results achieved by the Master-
slave and the Island models for each problem was then examined by analysing the mean 
hypervolumes of the final non-dominated solutions achieved by the Master-slave, the 
IS 10, and the IS 100 models using 10 and 20 processors relative to the serial model. For 
example, the mean hypervolumes of the final non-dominated solutions achieved by the 
serial model and the ·Master-slave, the IS 10, and the IS 100 models with 10 and 20 
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processors for the problem with uni-modal, separable, and biased characteristics were 
analysed. As the hypervolumes need to be comparable across serial and the pMOEA 
models for analysis, the same anti-optima was used to determine the hypervolumes for 
serial and the pMOEA models for a particular problem. 
The effect of each problem characteristic on the Master-slave and the Island 
models was further analysed using the Analysis of Variance (ANOVA) tests. The 
hypervolume results recorded by each pMOEA using 10 and 20 processors were 
analysed as a 3 x 2 x 2 x 2 factorial analysis. For example, the effect of each factor of 
modality, separability, and bias characteristics on the Master-slave, the IS 10, and the 
ISwo models was examined. Furthermore, the effect of each factor of modality, 
separability, and bias characteristics on each other was also examined. Table 6 describes 
the levels associated with the factors of the ANOV A tests. 
Table 6 
The levels associated with factors of the experiment 
Factors Level1 Level2 Level3 
Model MS 1810 IS10o 
Modality UM MM 
Separability SP NS 
Bias NB Bl 
The pMOEA models were ordered in ascending order according to the relative 
isolation of population members. For example, in the Master-slave model, all population 
members are grouped together and they interact with each other in every generation. 
However, in the Island model variation IS 10, population members are grouped in to sub-
populations, and the sub-population members only interact with rest of the population 
every 10 generations. In the Island model variation IS 100, the interactions between sub-
populations are restricted to every 100 generations, thus further isolating the population 
members. 
In the second stage of analysis, the results of the verification phase was analysed 
to confirm that the observations made during the exploration phase were typical results 
for each model and problem characteristic. 
Limitations 
Following are the limitations of the study: 
1. The Master-slave model used in the study was the variation in which 
. the master processor evenly distributes population members across 
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slaves where each slave performs all objective function evaluations. 
Future studies similar to this could use other variations of the Master-
slave model (see Chapter 2). 
2. The Island model used in the study was the variation in which all 
islands execute identical MOEAs and parameters (homogenous). 
Future studies could use other variations of the Island model as well 
as different migration and replacement strategies (see Chapter 2). 
3. The Diffusion model was not considered in the study as it is not 
suitable for a cluster environment due to high communication 
overheads in a clustered environment. Future studies could perform 
comparisons using the Diffusion model. 
4. Various hybrid pMOEA models which are modelled using a 
combination of the Master-slave, the Island, and the Diffusion models 
were not considered in the study as there is no single agreed model to 
use. 
5. The parallel implementations of the Master-slave and the Island 
models were implemented based only on variations of the NSGA-II 
as this algorithm is arguably the most widely used MOEA algorithm 
at the present time. Variations of PAES, SPEA2, or other MOEA 
algorithms could instead be used to implement the pMOEA models. 
6. The parallelisation mechanism used in this study is MPI message 
passing technique. The study could also be performed with other 
message passing techniques such as PVM, or other parallelisation 
paradigms such as shared memory. 
7. The physical architecture that was used for the study is based on the 
Ethernet based 10/100 LAN cluster. The study could also be 
performed with a different physical architecture such as Gigabit 
Ethernet. 
8. Only 2-objective non-degenerate problems were considered in the 
· study. The study can be further extended to test problems with more 
· objectives and/or degenerate problems. 
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9. The study only focused on a limited set of problem characteristics. 
Further studies could be performed in which additional problem 
characteristics, such as the connectedness of the Pareto-optimal front, 
are investigated. 
10. Only artificially constructed mathematical test problems were used in 
the study. Future studies could test the merits of each pMOEA 
implementation based on real-world or combinatorial problems. 
11. The study generalised the effectiveness of each pMOEA model by 
considering only one test problem for each combination of 
characteristics. The study can be extended to test the effectiveness of 





In this chapter we examme the results from the exploration phase and the 
verification phase as described in the Data Analysis section of Chapter 4. 
Results from the Exploration Phase 
Appendix A contains the complete results of the number of fitness evaluations 
completed in 1 minute by the serial model using 1 processor and the Master-slave, the 
1Sr0, and the IS 100 pMOEA models using 10 and 20 processors during the exploration 
phase. As expected, these results show that the choice of problem characteristics does 
not significantly affect the number of fitness evaluations completed. Table 7 and Figure 
9 summarise the mean number fitness evaluations completed using 1, 10, and 20 
processors, and the performance increases achieved by the pMOEA models in 1 minute 
relative to the serial model. 
Table 7 
Mean number offitness evaluations completed using 1, 10, and 20 processors in 
1 minute 
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Mean fitness evaluations 9334 82560 90185 91175 159766 182258 185161 
Increase relative to 1 processor 8.845 9.662 9.768 17.116 19.525 19.836 
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Figure 9. Increase in number of fitness evaluations completed by the pMOEA 
models relative to the serial model in 1 minute. REF= performance increase that 
is expected if there were no overheads relating to the pMOEA models. 
All the pMOEA models executed using 10 and 20 processors achieved increases 
in the number of fitness evaluations completed relative to the serial model. Furthermore, 
the Island models achieved higher performance gains compared to the Master-slave 
model due to low communication costs associated with the Island models. As the 
number of processors was increased from 10 to 20 processors, there was a substantial 
deterioration of the performance increase in the Master-slave model due to higher 
communication costs associated with more processors. 
While all the pMOEA models completed more fitness evaluations using 10 and 
20 processors, based on the type of problem, different pMOEA models performed better 
at finding higher quality solutions. For example, when using 20 processors, the IS 10 
model appeared to perform better than the Master-slave model in finding solutions for 
the problem with uni-modal, non-separable and biased characteristics. However, the 
Master-slave model appeared to perform better than the IS 10 model in finding solutions 
for the problem with multi-modal, separable, and biased characteristics. Typical final 
solutions achieved at the end of the 1-minute time period for each problem is shown in 
Appendix B. 
The increase or decrease of the quality of final solutions achieved by the 
pMOEA models was investigated further by analysing the hypervolumes of the final 
non-dominated solutipns for each problem. Appendix A contains the results of the 
hypervolumes achieved by the serial model using 1 processor and the Mas~er-slave, the 
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IS 10, and the IS 100 models using 10 and 20 processors. Table 8 summarises the mean 
hypervolumes achieved using 1, 10, and 20 processors and the ratio of hypervolume 
achieved by the pMOEA models in 1 minute relative to the serial model. 
Table 8 
Mean hypervolumes achieved using 1, 10, and 20 processors in 1 minute 
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UM SP Bl Mean hypervolume 0.5782 1.3164 1.2447 1.0352 1.3873 1.4394 1.1168 
Increase relative to 1 processor 2.277 2.153 1.791 2.400 2.490 1.932 
UM SP NB Mean hypervolume 0.6293 0.6514 0.6472 0.6460 0.6515 0.6466 0.6462 
Increase relative to 1 processor 1.035 1.029 1.027 1.035 1.028 1.027 
UM NS Bl Mean hypervolume 0.2592 0.3619 0.3825 0.3737 0.3732 0.4157 0.3972 
Increase relative to 1 processor 1.396 1.476 1.442 1.440 1.604 1.533 
UM NS NB Mean hypervolume 0.4780 0.5538 0.5644 0.5624 0.5526 0.5721 0.5686 
Increase relative to 1 processor 1.158 1.181 1.176 1.156 1.197 1.190 
MM SP Bl Mean hypervolume 0.4627 1.3252 0.8881 0.8156 1.6007 1.0076 0.8904 
Increase relative to 1 processor 2.864 1.919 1.763 3.459 2.178 1.924 
MM SP NB Mean hypervolume 0.5995 0.6492 0.6366 0.6333 0.6506 0.6413 0.6388 
Increase relative to 1 processor 1.083 1.062 1.056 1.085 1.070 1.066 
MM NS Bl Mean hypervolume 0.2824 0.5082 0.4708 0.4662 0.5100 0.4837 0.4660 
Increase relative to 1 processor 1.800 1.667 1.651 1.806 1.713 1.650 
MM NS NB Mean hypervolume 0.5099 0.6129 0.5963 0.5926 0.6142 0.6104 0.5942 
Increase relative to 1 processor 1.202 1.169 1.162 1.205 1.197 1.165 
As shown in Figure 10, when the pMOEA models were used, there was a 
substantial increase in the hypervolumes achieved for the problem with the combination 
of uni-modal, separable, and biased characteristics. When 10 processors were used the 
Master-slave model performed better than the Island models. However, when 20 
processors were useu the IS 10 model performed better than the Master-slave model. It 
appears that the reduction in communication costs of the IS 10 model, and thus the 
increased number of fitness evaluations outweighed any loss of global information to 
guide the search. Although the IS 100 model completed more fitness evaluations than the 
other pMOEA models using 10 and 20 processors, lack of global information to guide 
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Figure 10. Increase in hypervolume of the problem with uni-modal, separable, 
and biased characteristics relative to the serial model. 
There was a marginal increase in the hypervolumes achieved by the pMOEA 
models for the problem with uni-modal, separable, and non-biased characteristics. As 
shown in Figure 11, when both 10 and 20 processors were used, the Master-slave model 
appeared to converge after 1 minute. However, the Island models did not achieve 
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Figure 11. Increase in hypervolume of the problem with uni-modal, separable, 
and non-biased characteristics relative to the serial model; left = same scale as 
increase in hypervolume graphs for other problems; right = scale reduced to 
highlight the differences in hypervolume. 
As shown in Figure 12, there was an increase in the hypervolumes achieved by 
the pMOEA models for the problem with uni-modal, non-separable, and biased 
characteristics. When 10 and 20 processors were used, the IS 10 model performed better 
than the Master-slave and the IS 100 models. The reduction in communication costs of the 
rslO model, and thus the increased number of fitness evaluations appeared to outweigh 
any loss of global information to guide the search. 
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Figure 12. Increase in hypervolume of the problem with uni-modal, non-
separable, and biased characteristics relative to the serial model. 
There was also a marginal increase in the hypervolumes achieved by the 
pMOEA models for the problem with uni-modal, non-separable, and non-biased 
characteristics. As shown in Figure 13, loss of global information to guide the search 
appeared to have a minimal affect on finding high quality results for this problem as 
both the IS10 and the IS 100 models performed better than the Master-slave model in 
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Figure 13. Increase in hypervolume of the problem with uni-modal, non-
separable, and non-biased characteristics relative to the serial model; left = same 
scale as increase in hypervolume graphs for other problems; right= scale 
reduced to highlight the differences in hypervolume. 
As shown in Figure 14, the pMOEA models achieved a high increase in the 
quality of results for the problem with multi-modal, separable, and biased characteristics 
similar to how they did for the problem with uni-modal, separable, and biased 
characteristics. However, the Master-slave model achieved results with substantially 
higher quality results compared to the Island models possibly due to the availability of 
global information to guide the search. 
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Figure 14. Increase in hypervolume of the problem with multi-modal, separable, 
and biased characteristics relative to the serial model. 
All the pMOEA models achieved marginally better solutions relative to the 
serial model for the problem with multi-modal, non-separable, and non-biased 
characteristics. As shown in Figure 15, the Master-slave model achieved better quality 
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Figure 15. Increase in hypervolume of the problem with multi-modal, separable, 
and non-biased characteristics relative to the serial model; left = same scale as 
increase in hypervolume graphs for other problems; right= scale reduced to 
highlight the differences in hypervolume. 
As shown in Figure 16, all the pMOEA models achieved better quality solutions 
relative to the serial model for the problem with multi-modal, non-separable, and biased 
characteristics. Although both the IS 10 and the IS 100 models completed more fitness 
evaluations compared to the Master-slave model, the Master-slave model performed 
better at finding high quality solutions. 
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Figure 16. Increase in hypervolume of the problem with multi-modal, non-
separable, and biased characteristics relative to the serial model. 
As shown in Figure 17, there was a marginal increase in the hypervolumes 
achieved by all the pMOEA models for the problem with multi-modal, non-separable, 
and non-biased characteristics. Similar to other problems with the multi-modal 
characteristic, the Master-slave model performed better than the Island models when 
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Figure 17. Increase in hypervolume of the problem with multi-modal, non-
separable, and non-biased characteristics relative to the serial model. left = same 
scale as increase in hypervolume graphs for other problems; right= scale 
reduced to highlight the differences in hypervolume. 
Interactions between Characteristics when using 10 Processors 
The ANOVA factorial analysis of hypervolumes achieved using 10 processors 
for the problems is discussed below. The effects of problem characteristics on the 
Master-slave, the IS 10, and the IS 100 models and two-way interactions of modality, 
separability, and bias characteristics were analysed. 
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Table 9 
Tests of effects between characteristics in problems with hypervolume relative to 
serial model as the dependent variable- the pMOEA models using 10 
processors in 1 minute 
Type Ill Sum of Partial Eta 
Source Squares df Mean Square F Sig. Squared 
Corrected Model 123.969a 14 8.855 510.612 0.000 0.924 
Intercept 1315.600 1 1315.600 7.59E+04 0.000 0.992 
model 4.944 2 2.472 142.556 0.000 0.328 
modality 1.650 1 1.650 95.146 0.000 0.140 
separability 6.916 1 6.916 398.825 0.000 0.405 
bias 81.692 1 81.692 4.71E+03 0.000 0.890 
model * modality 2.129 2 1.065 61.391 0.000 0.173 
model * separability 3.672 2 1.836 105.858 0.000 0.266 
model* bias 4.320 2 2.160 124.549 0.000 0.299 
modality * separability 0.154 1 0.154 8.899 0.003 0.015 
modality * bias 1.042 1 1.042 60.066 0.000 0.093 
separability * bias 17.450 1 17.450 1.01 E+03 0.000 0.632 
Error 10.145 585 0.017 
Total 1449.715 600 
Corrected Total 134.114 599 
a. R Squared = .924 (Adjusted R Squared = .923) 
As listed in Table 9, modality, separability, and bias factors had a statistically 
significant effect on the quality of results achieved by each pMOEA model when 10 
processors were used for 1 minute. Bias had the highest significance and greatest effect 
size on the quality of results achieved by each model with a F value of 124.549, and 
partial eta-squared of 0.299, followed by separability with a F value of 105.858 and 
partial eta-squared of 0.266, and modality that had with a F value of 61.391 and partial 
eta-squared of 0.173. The interactions diagrams shown in Figure 18 confirm these 
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Figure 18. Interactions between the pMOEA models using 10 processors and the 
levels of modality, separability, and bias factors. 
The multi-modal level of the modality factor, the separable level of the 
separability factor, and the biased level of the bias factor had the highest effects on the 
Master-slave model in achieving better quality results, and the effects reduced with 
increase in relative isolation of the Island models. The uni-modal level of the modality 
factor had the highest affect on the IS 10 model in achieving better quality results. The 
non-separable level of the separability factor and the non-biased level of the bias factor 
had a marginal effect across the pMOEA models in achieving better quality results. 
As listed in Table 9 interaction between modality and separability factors with a 
F value of 8.899 was not a statistically significant effect. However, interaction between 
modality and bias factors with a F value of 60.066 and interaction between separability 
and bias factors with a F value of 1010 were statistically significant. The interaction 












Figure 19. Interactions between modality, separability, and bias factors when 
problems were solved with the pMOEA models using 10 processors. 
The biased level of the bias factor combined with the modality factor had a 
greater effect on achieving better quality results compared to the non-biased level 
combined with the modality factor. The improvement in quality of results achieved 
between the uni-modal and the multi-modal levels was greater when the biased level of 
the bias factor was present. 
The biased level of the bias factor combined with the separability factor had a 
greater effect on achieving better quality results compared to the non-biased level 
combined with the separability factor. Furthermore, the quality of results achieved was 
better when both the biased and the separable levels were present in a problem 
compared to the biased and the non-separable levels. However, when the non-biased 
level was present in a problem, higher quality results were achieved when the separable 
level of the separability factor was present in the problem rather than the non-separable 
level. 
Overall, there was a greater improvement in quality of results when the biased 
level of the bias factor was present compared to the non-biased level. 
Interactions between Characteristics when using 20 Processors 
The ANOV A factorial analysis of hypervolumes achieved using 20 processors 
for the problems is discussed below. The effects of problem characteristics on the 
Master-slave, the IS 10, and the IS 100 models and two-way interactions of modality, 
separability, and bias characteristics were analysed. 
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Table 10 
Tests of effects between characteristics in problems with hypervolume relative to 
serial model as the dependent variable- the pMOEA models using 20 
processors in 1 minute 
Type Ill Sum of Partial Eta 
Source Squares df Mean Square F Sig. Squared 
Corrected Model 194.071. 14 13:862 476.035 0.000 0.919 
Intercept 1468.453 1 1468.453 5.04E+04 0.000 0.989 
model 6.897 2 3.448 118.420 0.000 0.288 
modality 2.306 1 2.306 79.172 0.000 0.119 
separability 15.343 1 15.343 526.880 0.000 0.474 
bias 119.413 1 119.413 4.10E+03 0.000 0.875 
model * modality 5.083 2 2.542 87.285 0.000 0.230 
model * separability 6.253 2 3.127 107.366 0.000 0.269 
model* bias 6.478 2 3.239 111.226 0.000 0.275 
modality * separability 0.068 1 0.068 2.330 0.127 0.004 
modality * bias 1.443 1 1.443 49.551 0.000 0.078 
separability * bias 30.788 1 30.788 1.06E+03 0.000 0.644 
Error 17.035 585 0.029 
Total 1679.560 600 
Corrected Total 211.106 599 
a. R Squared= .919 (Adjusted R Squared= .917) 
As listed in Table 10, modality, separability, and bias factors had a statistically 
significant effect on the quality of results achieved by each pMOEA model when 20 
processors were used for 1 minute. Bias had the highest effect on the quality of results 
achieved by each model with a F value of 111.226, followed by separability that had the 
second highest effect with a F value of 107.366, and modality that had the least effect 
with a F value of 87.285. The interactions between the pMOEA models using 20 
processors and the levels of modality, separability, and bias factors shown in Figure 20 









Figure 20. Interactions between the pMOEA models using 20 processors and 
modality, separability, and bias factors. 
The uni-modal level of the modality factor which had the highest effect on the 
IS 10 model in achieving better quality results when 10 processors were used was more 
evident when 20 processors were u~ed. Contrary to the results achieved using 10 
processors, the non-separable level of the separability factor had the highest effect on 
the IS 10 model in achieving better quality results when 20 processors were used. All 
other effects of factors on models in achieving better quality results were similar to the 
discussion relating to 10 processors. 
As listed in Table 10, interaction between modality and separability factors with 
a F value of 8.899, and the interaction between modality and bias factors with a F value 
of 49.551, did not have a statistically significant effect on the quality of results. 
However, interaction between separability and bias factors with a F value of 1060 had a 
statistically significant effect on the quality of results. The interactions between 









Figure 21. Interactions between modality, separability, and bias factors when 
problems were solved with the pMOEA models using 20 processors. 
Effects of factors on the models in achieving better quality results were similar 
to the discussion relating to 10 processors, except where the interaction between 
modality and bias factors was not statistically significant when 20 processors were used. 
In summary, the quality of results increased when 20 processors were used 
compared to 10 processors due to the increase in number of fitness evaluations. When 
the number of processors was increased to 20 processors, the communication costs had 
a higher detrimental effect on the number of fitness evaluations completed by the 
Master-slave model compared to the Island models. 
The non-biased problem characteristic did not have a significant effect on either 
model. The Master-slave and the Island models performed equally well in finding high 
quality solutions when the non-biased problem characteristic was considered on its own. 
When 10 processors were used, the Master-slave model performed better than the Island 
models if uni-modal and non-separable problem characteristics were considered on their 
own. However when 20 processors were used, the IS 10 model performed better if uni-
modal and non-separable problem characteristics were considered on their own. 
When both 10 and 20 processors were used, the Master-slave model performed 
better if multi-modal, separable, and non-biased problem characteristics were 
considered on their own. However, with the increase of processors from 10 to 20, the 
IS 10 model had a faster rate of increase in the quality of results achieved compared to 
the Master-slave model. 
Although the IS 100 model performed more fitness evaluations than other models 
in every instance due to the lowest communication costs, it was not able to find high 
quality solutions possibly because of lack of global information to guide the search. In 
42 
general, the IS 10 model performed better than the IS 100 model in achieving better quality 
solutions possibly due to the higher migration rate of individuals between islands. 
Results from the Verification Phase 
The results from the verification phase are documented in Appendix C. The 
results achieved in the verification phase confirm the findings from the exploration 
phase. 
The difference between the number of fitness evaluations completed by the 
Master-slave model compared to the Island models widened with the increase of time. 
The Island models completed a substantially larger number of fitness evaluations than 
the Master-slave model after a 2-minute time period. 
Similar to the exploration phase, non-biased problem characteristic did not have 
a significant effect on either model. The Master-slave and the Island models performed 
equally well in finding high quality solutions when the non-biased problem 
characteristic was considered on its own. 
During the verification phase, when both 10 and 20 processors were used, the 
Master-slave model continued to perform marginally better if the multi-modal problem 
characteristic was considered on its own. 
The faster rate of increase in the quality of results achieved using the IS 10 model 
compared to the Master-slave model visible during the exploration phase was more 
evident after a 2-minute time period. Due to the faster rate of increase in the quality of 
results achieved using the IS 10 model, when 20 processors were used, the IS 10 model 
outperformed the Master-slave model if uni-modal, separable, non-separable, and biased 
problem characteristics were considered on their own. Therefore, it is evident that the 
performance increases in the IS 10 model for problems with these characteristics possibly 




The results of this research can be used to determine which parallelisation model 
should be used when parallelising a MOEA to solve a specific problem in a cluster 
environment. In general, both the Master-slave and the Island pMOEA models achieved 
better quality results relative to the serial model within a fixed time period. Due to high 
communication costs associated with the Master-slave model, the Island model scaled 
better and completed more fitness evaluations with the increase of resources and 
computation time. 
Most problem characteristics also had a significant effect on the effectiveness of 
the Master-slave and the Island pMOEA models. The Master-slave model was 
marginally more effective than the Island model in solving problems with the multi-
modal problem characteristic. However, the Island model with the suitable amount of 
migration was more effective than the Master-slave model in solving problems with uni-
modal, separable, non-separable, and biased problem characteristics. The Master-slave 
and the Island models were equally effective in solving problems with the non-biased 
problem characteristic. 
The selection of the most suitable pMOEA model using the above information 
will help researchers to produce high quality solutions for a given amount of 
computation time and resources. However, as this was an exploratory study, there were 
limitations to the investigation. Therefore, we suggest that the theory of this study 
should be further investigated in follow up studies to confirm the outcomes of this 
study. Furthermore, investigation should also be performed using problems with more 
than 2 objectives, using other variants of the Master-slave and the Island models, using 
PAES, SPEA2, or other MOEA algorithms rather than NSGA-11. 
44 
CHAPTER 7 
DEFINITIONS OF TERMS 
• Bias: If an evenly distributed set of solutions in the parameter space 
corresponds to a distinctively uneven distribution of objective vectors, 
then the problem is said to be biased. That is, the fitness landscape 
favours some regions of the search space over other regions. If the fitness 
landscape is generally even, the problem has no bias (Huband et al., 
2006). 
• Crossover: Swapping of the genes associated with GA individuals is 
known as crossover (Qoldberg, 1989, p. 12). For example, if individual 
A's genes are 1010 and individual B's genes are 1100 and we perform a 
single-point crossover between index 1 and 2 (first character's index is 
0), A will become 1000 and B will become 1110. 
• Degenerate: A degenerate Pareto-optimal front is a front that is more 
than one dimension lower than the objective space in which it is 
embedded. Therefore, a two-dimensional Pareto-optimal front in a three 
objective problem is non-degenerate (Huband et al., 2006). 
• Dominate: In multiobjective optimisation, if solution A is no worse than 
solution B in every objective, and better in at least one, then A is said to 
dominate B. 
• Evolutionary Algorithms: EAs are stochastic search methods that are 
based on natural biological evolution. EAs operate on a population of 
potential solutions by applying the Darwinian principle of "survival of 
the fittest" to produce better solutions to the problem (Pohlheim, 2004). 
• Genomes: In GAs, the set of values that make up an individual is known 
as the genotype (string) or the genome. 
• Hypervolume: The "hypervolume of a set of solutions measures the size 
of the .portion of objective space that is dominated by those solutions 
collectively" (While, 2005). Given a set S containing m points in n 
45 
objectives, the hypervolume of S is the size of the portion of objective 
space that is dominated by at least one point in S. The hypervolume of S 
is calculated relative to a reference point, which is worse than (or equal 
to) every point in S in every objective (While, 2005). 
• Modality: The Modality characteristic is related to the fitness landscape 
of a problem. If all objective functions of a problem each have a single 
optimum the problem is considered uni-model. If at least one objective 
of a problem has multiple optima then the problem is multi-modal 
(Huband et al., 2006). 
• Multiobjective Evolutionary Algorithms: MOEAs are used when 
solving a problem with more than one objective. EAs can be only be 
used when the problem contains only one objective to be optimised. 
MOEAs are used when solving the problem involves optimising more 
than one objective. As a result of there being multiple objectives, there 
can likewise be multiple optimum solutions for the problem. 
Furthermore, different solutions may produce trade-offs (i.e. conflicting 
scenarios) among the different objectives -a good solution with respect 
to one objective may be a compromised solution for another objective 
(Deb, 2002, p. 1). 
• Message Passing Interface: MPI is an implementation of the message-
passing model. In the message-passing model, the parallelisation of serial 
algorithms is achieved by having processes send and receive messages to 
each other. 
• Multi-modal: See modality. 
• Mutate: Altering the value of a randomly selected gene in a GA is 
known as mutation. For example, changing the value associated with the 
gene from 1 to 0. 
• No bias: See bias. 
• Non-degenerate: See degenerate. 
• Non-separable: See separability. 
46 
• Objective: A single component of the problem to be optimised is known 
as an objective. 
• Objective vector: The set of objectives that is associated with a problem 
to be optimised. 
• Pareto-optimal front: See Pareto-optimal solutions. 
• Pareto-optimal solutions: In multiobjective optimisation, a solution 
vector that is not dominated by any other solutions is known as a Pareto-
optimal solution. The set of Pareto-optimal objective vectors is known as 
the Pareto-optimal front (Deb, 2002, pp. 19-21). 
• Phenotype: Phenotypes are actual solutions that are related to coded 
binary solutions that are used in EAs (Bentley, 1999, p. 8). For example, 
if a set of integers need to be optimised, these integers are phenotypes. 
They could be represented in an EA using binary code. If a phenotype is 
5, it could be represented in an EA as 101. 
• Separability: If the global optimum of an objective can be found by 
only considering one parameter at a time, then the objective is called a 
separable objective; otherwise, the objective is called a non-separable 
objective. If every objective of a problem is separable, then the problem 
is a separable problem; otherwise the problem is a non-separable 
problem (Huband et al., 2006). 
• Separable: See separability. 
• Speedup: In this study, the Speedup of a pMOEA is defined as the 
percentage increase of the mean number of fitness function evaluations 
completed by the pMOEA relative to the mean number of fitness 
function evaluations completed by the serial MOEA. 
• Stochastic: Use of random variables. 
• Uni-modal: See modality. 
47 
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Summary of Fitness Evaluations Completed and Hypervolumes Achieved 
Table 23 
Mean number of fitness evaluations completed using 1, 10, and 20 processors in 
2 minutes 
·~ c: c: (1j (1j OJ OJ 
' ' 
OJ 
' ' (JJ /n E , E 
' 
~ OJ ~ fZ ~ <D fZ ~ .... g ~ 0 0 c: 0 0 c: 0 (JJ c: (JJ (1j (JJ ~ <I>C: (JJ (1j (JJ (JJ_ (JJ (1j (JJ OJ (JJ_ (JJ (1j (JJ OJ 
(JJ OJ cp OJ OJ ~ E OJ (JJ OJ OJ ~ E <!) 0 ... ~ E 0..!.. 8E ~ai ~~ eo e-2 eo o..O o..O O..(JJ ls..o o..O 
D.. OJ oro o'"" 0..- olll 0..- 0,... 
..-E ... ~ ,..w ,..w C\1~ C\ICI) C\ICI) 
Mean fitness evaluations 18586 164715 178112 180971 314745 362671 367016 
Increase relative to 1 processor 8.862 9.583 9.737 16.934 19.513 19.746 
Figure 38. Increase in the number of fitness evaluations completed by the 
pMOEA models relative to the serial model in 2 minutes. REF= performance 
increase that is expected if there were no overheads with the pMOEA models. 
70 
Table 24 
Mean hypervolumes achieved using 1, 10, and 20 processors in 2 minutes 
0 0 
0 0 0 0 
(ij c: ~ ,..... c: r- ,..... CtS ~ SQ 85 SQ SQ .ffi Ql 
• E . . ~E . . (/) r!! ~ ~ r!! 
' ~ Ql ~m g 0 0 0 0> 0 0 gj.§ (/) (/) (/)«! (/) (/) (/) (/) (/) (/)_ (/) (/) 
~ :0 (/) Ql (/) Ql Ql ~~ Ql Ql !!! Ql (.).!.. (.) (.) (.) (.) (ij oc 0 Q)' e c: e c: e m e c: e c: 
-o CtS (/) em o.._v.; C.«! C.Ct$ c.t) C.Ct$ C.Ct$ c. 0 Ql «! C.Ql o«l 0 Ql 0 Ql om 0 Ql om 2 (J) Cli ..-E ..-2 ..- E ..-E C\12 NE NE 
UM SP 81 Mean hypervolume 0.4299 0.8626 0.9775 0.8038 0.9268 1.1880 0.8600 
Increase relative to 1 processor 2.007 2.274 1.870 2.156 2.763 2.001 
UM SP N8 Mean hypervolume 0.6464 0.6515 0.6479 0.6479 0.6515 0.6469 0.6469 
Increase relative to 1 processor 1.008 1.002 1.002 1.008 1.001 1.001 
UM NS 81 Mean hypervolume 0.3232 0.3681 0.3926 0.4010 0.3659 0.4126 0.4140 
Increase relative to 1 processor 1.139 1.215 1.241 1.132 1.277 1.281 
UM NS N8 Mean hypervolume 0.5294 0.5540 0.5744 0.5684 0.5543 0.5729 0.5783 
Increase relative to 1 processor 1.046 1.085 1.074 1.047 1.082 1.092 
MM SP 81 Mean hypervolume 0.6630 1.6146 1.2826 1.0124 1.7022 1.7568 1.1554 
Increase relative to 1 processor 2.435 1.935 1.527 2.567 2.650 1.743 
MM SP N8 Mean hypervolume 0.6316 0.6506 0.6435 0.6421 0.6513 0.6439 0.6438 
Increase relative to 1 processor 1.030 1.019 1.017 1.031 1.019 1.019 
MM NS 81 Mean hypervolume 0.3630 0.5153 0.4967 0.4895 0.5174 0.5018 0.4846 
Increase relative to 1 processor 1.420 1.368 1.349 1.425 1.382 1.335 
MM NS N8 Mean hypervolume 0.5700 0.6143 0.6058 0.6022 0.6150 0.6046 0.6026 
Increase relative to 1 processor 1.078 1.063 1.056 1.079 1.061 1.057 
Increase in Hypervolumes using the pMOEAs Relative to the Serial Model 
3.4 H:; 
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Nw..t..,,... of Pro.::~:s:sot"s 
Figure 39. Increase in hypervolume of the problem with uni-modal, separable, 













































N~.o~rvb~r o.f' Proc~ssor·:s: 
Figure 40. Increase in hypervolume of the problem with uni-modal, separable, 
and non-biased characteristics relative to the serial model. left = same scale as increase 
in hypervolume graphs for other problems; right = scale reduced to highlight the 
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Figure 41. Increase in hypervolume of the problem with uni-modal, non-
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NYMb~~ of P~oc~sso~s 
Figure 42. Increase in hypervolume of the problem with uni-modal, non-
separable, and non-biased characteristics relative to the serial model. left = same scale 
as increase in hypervolume graphs for other problems; right= scale reduced to highlight 
the differences in hypervolume. 
72 
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--3.2 ~ " ~ ,. y ,. ' ' ~ ·' IS:10 "'""'''*'"~ 
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Ncwb<>t' of Pr-oc"""o"" 
Figure 43. Increase in hypervolume of the problem with multi-modal, separable, 
and biased characteristics relative to the serial model. 
10 
N~Mb~r o¥ Proc~ssors 
MS: ---
. IS10 
S:100 - ... ~ ... 
20 
Figure 44. Increase in hypervolume of the problem with multi-modal, separable, 
and non-biased characteristics relative to the serial model. left = same scale as increase 
in hypervolume graphs for other problems; right = scale reduced to highlight the 
differences in hypervolume. 
3.4 l 
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Figure 45. Increase in hypervolume of the problem with multi-modal, non-
separable, and biased characteristics relative to the serial model. 
73 
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Nmtb.z:r o.f' Pt .. OC:ri!:ssors: N~.wb~r o¥ Procr;!::s::s:or·s 
Figure 46. Increase in hypervolume of the problem with multi-modal, non-
separable, and non-biased characteristics relative to the serial model. left = same scale 
as increase in hypervolume graphs for other problems; right = scale reduced to highlight 



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Summary of Fitness Evaluations Completed and Hypervolumes Achieved 
Table 33 
Mean number of fitness evaluations completed using 1, 10, and 20 processors in 
2 minutes 




' ' 1/) ' E ~ ~ ~ E ~ ~ 
' ~ CD ~ Ql 
..... 0 0 c: 
g@ 
0 0 c: 0 1/)@ 1/) c: 1/) <tS 1/) c: 1/) <tS 
1/) 
"'-
1/) <tS 1/) Ql 1/l- 1/) <tS en Ql 
1/) Ql 1/) Ql Ql ~ E Ql 1/) Ql Ql ~ E Ql 0.!. g E 0.!. e E Oc: ~* ~g 2-Ea eo e crs 5.o a. en o.O o.O Q.Ql o<tS 0,... 0,... o<tS 0..- 0,... 
..-E ..-::2: ,_(f) ,...(f) N2 C\1(/) C\1(/) 
Mean fitness evaluations 176516 1260332 1729113 1740596 1985191 3392852 3487921 
Increase relative to 1 processor 7.140 9.796 9.861 11.247 19.221 19.760 
Table 34 
Mean hypervolumes achieved using 1, 10, and 20 processors in 2 nzinutes 
0 0 
0 0 0 0 
(ij c: ?!2 Y2 c: ?!2 ?!2 
'55 <tS <tS Ql Ql 
en ~E . . ' E ' . 
' '-Ql ~ ~ ~ Ql ~ ~ g .... 0> 0 g 0 0 0 liSE en (/)@ en en (/) en en en_ 1/) en 
.?;- :0 1/) Qlf/) Ql Ql Ql en Ql Ql ~ Ql O' 0 0 0.!. 0 0 'fij 
<tS 0 c: e<D e c: e c: e.ru ec: e c: 
-o 0. en e crs o.tl o.crs o.crs a. en o.crs Q.(tj 0 Ql <tS O.Ql o<tS 0 Ql oOl o<tS oOl oOl 2 (/) iii ,....E ..-2 ..-E ..-E N2 NE NE 
UM SP Bl Mean hypervolume 0.4020 0.5439 0.6068 0.8097 0.5795 0.8401 1.0537 
Increase relative to 1 processor 1.353 1.510 2.014 1.442 2.090 2.621 
UM SP NB Mean hypervolume 0.6514 0.6514 0.6479 0.6481 0.6514 0.6466 0.6466 
Increase relative to 1 processor 1.000 0.995 0.995 1.000 0.993 0.993 
UM NS Bl Mean hypervolume 0.3655 0.3665 0.3929 0.4006 0.3614 0.4014 0.4289 
Increase relative to 1 processor 1.003 1.075 1.096 0.989 1.098 1.173 
UM NS NB Mean hypervolume 0.5524 0.5554 0.5733 0.5774 0.5559 0.5768 0.5888 
Increase relative to 1 processor 1.006 1.038 1.045 1.006 1.044 1.066 
MM SP Bl Mean hypervolume 0.5575 0.7382 0.7657 0.9114 0.7876 0.8790 1.1436 
Increase relative to 1 processor 1.324 1.373 1.635 1.413 1.577 2.051 
MM SP NB Mean hypervolume 0.6507 0.6515 0.6463 0.6467 0.6517 0.6451 0.6451 
Increase relative to 1 processor 1.001 0.993 0.994 1.002 0.991 0.991 
MM NS Bl Mean hypervolume 0.5133 0.5136 0.5059 0.5157 0.5168 0.5052 0.5094 
Increase relative to 1 processor 1.001 0.986 1.005 1.007 0.984 0.993 
MM NS NB Mean hypervolume 0.6140 0.6152 0.6099 0.6113 0.6141 0.6200 0.6086 
Increase relative to 1 processor 1.002 0.993 0.996 1.000 1.010 0.991 
82 
