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COMPLEX MEAN AND VARIANCE OF LINEAR REGRESSION
MODEL FOR HIGH-NOISED SYSTEMS BY KRIGING
T. SUS LO
Abstract. The aim of the paper is to derive the complex-valued least-squares
estimator for bias-noise mean and variance.
1. Kriging
Let us consider a stationary random process ǫ = {ǫj; N1 ∋ j ⊃ i = 1, . . . , n} with
zero mean
E{ǫi} = E{ǫj} = E{ǫ} = 0
and the background trend
∑
k fjkβ
k = fjkβ
k (some known mean function m(j)
with unknown regression parameters βk, where k = 1, 2, . . . ) then
Vj = ǫj +m(j) = ǫj + fjkβ
k e.g. j = n+ 1
and
Vi = ǫi +m(i) = ǫi + fikβ
k i = 1, . . . , n ,
where fjk (f
′) is a given vector and fik (F
′) is a given matrix.
The unbiasedness constraint on the estimation statistics Vˆj = ω
i
jVi
E{Vj} = E{ωijVi}
produces the system of N(k) equations in the n unknowns ωij
fjk = ω
i
jfik (f
′ = ω′F ) .
For white noise
E{[ǫˆj − ǫj ]2} = σ2 + σ2ωijρiiωij
(
E{[ǫˆ− ǫ]2} = σ2 + σ2ω′Λω) ,
where ρii (Λ) is the identity auto-correlation matrix, the minimization constraint
∂E{[ǫˆj − ǫj ]2}
∂ωij
= 2σ2ρiiω
i
j + 2σ
2fikµ
k
j = 0 ,
where
E{[ǫˆj − ǫj]2} = σ2 + σ2ωijρiiωij + 2σ2 (ωijfik − fjk)︸ ︷︷ ︸
0
µkj ,
let us add the n equations in the N(k) unknowns µkj to the system
ρiiω
i
j = −fikµkj
equivalent to
ωij = −ρiifikµkj
substituting this term into the unbiased system
fkj = fkiω
i
j
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we get
µkj = −(fkiρiifik)−1fkj
and the kriging weights
ωij = ρ
iifik(fkiρ
iifik)
−1fkj = fjk(fkiρ
iifik)
−1fkiρ
ii .
Now, we can write the kriging estimator
vˆj = ω
i
jvi = fjkβˆ
k
(
vˆ = ω′v = f ′βˆ
)
,
where the least-squares estimator
βˆk = (fkiρ
iifik)
−1fkiρ
iivi
(
βˆ = (F ′Λ−1F )−1F ′Λ−1v
)
is the best linear unbiased estimator for n→∞
lim
n→∞
E{[Vˆj − fjkβk]2} = lim
n→∞
E{[vˆj − fjkβk]2} = 0 ,
where
E{[Vˆj−fjkβk]2} = σ2ωijρiiωij = −σ2ωijfikµkj = −σ2fjkµkj = σ2fjk(fkiρiifik)−1fkj .
2. Complex-valued bias-noise mean and variance
Since for constant bias-noise mean (k = 1)
Vj = ǫj + fkjβ
k = ǫj + β
1
and
Vi = ǫi + fkiβ
k = ǫi + β
1 i = 1, . . . , n
the precession of the estimation statistics can not be compared to zero value
E{[Vˆj − β1]2} = σ
2
n
let us introduce the bias-noise mean with non-zero slope (k = 1, 2)
Vj = ǫj + fjkβ
k = ǫj + β
1 + jβ2
and
Vi = ǫi + fikβ
k = ǫi + β
1 + iβ2 i = 1, . . . , n
to find the best linear unbiased estimator for any n ≥ 2
E{[Vˆj − fjkβk]2} = E{[vˆj − fjkβk]2} = 0
we have to fulfill
fjk(fkiρ
iifik)
−1fkj =
[
1 j
] n ni
ni ni2


−1 [
1
j
]
=
j2 − 2mnj +msn
nσ2n
= 0
at
j = mn ± Iσn
in
vˆj = ω
i
jvi = fjkβˆ
k = βˆ1 + jβˆ2 = bˆ+ jaˆ ,
where: I =
√−1, mn = i = 1n
∑
i i, msn = i
2 = 1
n
∑
i i
2, σn =
√
i2 − i2; and we
get simple mean
mˆ = bˆ+mnaˆ± Iσnaˆ = vi ± Iσ−1n
(
ivi −mnvi
)
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and variance
σˆ2 = ωiv2i − mˆ2 ,
where
ωiv2i = v
2
i ± Iσ−1n
(
iv2i −mnv2i
)
,
charged by the imaginary error.
Example. Let us consider the best linear unbiased estimator of mean
yi = ℜ(mˆ) = 6.1
for a test sample yi(xi)
xi 1.7 2.1 3.9 7.2 8.6 8.5 7.3 5.1 2.8 1.8 1.6
yi 3.2 3.9 4.9 5.3 5.5 6.2 6.5 6.9 7.5 8.3 9.4
with the real-valued standard error
±
√
y2i − yi2
n
= ±0.5
and the imaginary one
ℑ(mˆ) = ±aˆ
√
x2i − xi2 = ∓0.2 .
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