This paper is included in a series aiming to contribute to the algebraic theory of distributed computation. The key problem in understanding Multi-Agent Systems is to find a theory which integrates the reactive part and the control part of such systems.
Introduction

A general view
Let us start with the classical example of a One-Agent System whose behaviour is specified by a flowchart scheme. Syntactically a flowchart is a diagram of blocks/statements which are connected by arrows. Such diagrams represent the control flow. This means that there is one agent which is moving along the arrows according to the specification, for instance using the values of the tests in the branching points. When the agent reaches a block the corresponding statement is executed. There are two basic types of statements: assignments (they update the memory states) and tests (they give information on the next block to be executed). In such a diagram 'the action' is always localised at one spot.
A diagram as above may be considered as a Multi-Agent System, as well. For instance, one may consider each block to be an agent, i.e. to be active. In order to get the same result as in the above interpretation it is enough to require that each block reacts precisely when the controlling agent in the One-Agent interpretation reaches 1 The author was partially supported by the HCM Project EXPRESS and by the Romanian MCT grant 2096-B9/1996 "Formal methods in the study of distributed computing".
that block. Hence we have a multi-agent system but due to the control restriction at most one agent is active at any time.
Starting with the above interpretation, one may consider the extremal situation when there is no control at all. In such a case each block is always active and we get a purely reactive system. One may use the same syntactic diagrams as in the flowchart case, but now with a different 'reactive' meaning. Petri nets and dataflow networks are classical examples of reactive systems. In such diagrams the action is everywhere.
Actually this last view is very close to the classical 'dynamic systems' used to model mechanical systems. What actually makes the behaviour of a multi-agent computational system to be different from a classical dynamic system is its control features. A good model of distributed systems of computation has to obey the following condition.
The behaviour of a multi-agent system should be described by diagrams where the action is distributed somewhere.
That is, the model should not require that the action is always localised at one spot or that it is always everywhere.
The need for parallelism is widely recognized in the field of sequential computation. On the opposite extreme it is also recognized that reactive systems have to use certain control features. Example of such control mechanisms are: inhibitory arcs in Petri nets [17, 21] , merge or split nodes in dataflow networks [3, 7, 9] , automata over differential equations in hybrid systems, membrane encapsulation in CHAMs [5] , tube encapsulation and splicing restrictions in DNA computation, etc.
Technical remarks
One way to get a model for the behaviour of multi-agent systems is to use the calculus of flownomials, see e.g. [10, 24] .
This calculus is a polynomial-like calculus for relational structures. It may be seen as a unification of the classical models of finite automata and control flowcharts. To this end, at the top of the calculus there is an axiomatisation of the diagrams themselves. This is the key feature which makes the calculus useful to other fields where graphical diagrams are used as well. Applications to dataflow networks [3, 8] , process-and action-calculi [20] have already been done.
All the above applications are extensions of the Basic Network Algebra (BNA) structure which gives an axiomatisation for networks with bijective connections modulo graph isomorphism. The branching structure may be different, as well as the semantical properties of the cells. For instance, an 'angelic' relational structure characterizes the branching structure of flowchart schemes [24] and a '(forward) demonic' one the branching structure of synchronous dataflow networks [4] .
At the semantic level an 'additive' interpretation of the calculus AddNA was intensively developed to study control flowcharts and finite automata [24] . For instance, regular algebra [16] and iteration theories [12, 6] are included in a unified presentation. On the other hand, a 'multiplicative' interpretation MultNA of the calculus of flownomials was developed to study dataflow networks [3, 4, 8] . Such a network consists of a collection of concurrent asynchronous processes which communicate by sending data over FIFO channels.
The claim of this series of papers is that the mixture of the additive and mul-tiplicative network algebras MixNA will contribute the the understanding of distributed computation.
We do not give a full account of the relationship between MixNA formalism and other formalisms presented in the literature here. However, a few remarks are necessary. First of all, our formalism leis in the 'true concurrency' setting extending the usual interleaving-based process algebra formalisms [19, 2] . From the existing (informal) models of parallel computations the statechart model of [13] is the most liberal in combining control and parallel operators. On the opposite formal side, the recent interaction categories proposal cf. [1] seems to be closely related with the mixed network algebra formalism.
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The rôle of this introductory paper is to present a few motivating examples. Some more informations on MixNA may be found in [25, 26] , where abstracts of some results of other papers in the series may be found.
Network algebra
Flownomials
The algebra of binary (additive) flownomials [23, 10, 24] gives an algebraic presentation of directed flowgraphs and their behaviours. It uses three operations: " + + " (sum or parallel composition), "·" (sequential composition) and "↑" (feedback) and various constants for describing the branching structure of the flowgraphs: "I" (identity), "X" (transposition), "∧ k " (ramification) and "∨ k " (identification).
In Table 1 we use some particular cases of the ramification and identification constants, namely ∧ 0 , ∧ 2 , ∨ 0 , ∨ 2 denoted by ⊥, ∧, ⊤, ∨, respectively. In the standard version presented in [24] there are three groups of algebraic equations (see Table 1 ):
(A) a large group of algebraic equations for flowgraphs modulo graph-isomorphism B1-B10, A1-A19, R1-R5 and F1-F5; (S) some critical algebraic equations S1-S4 for ramification and identification constants; (Z) an axiom scheme ENZ, presented as a conditional equation.
Following Milner, one may call the axioms (A) "static laws". The critical axioms S1-S4 describe the dynamic part of the model with the possibility to make copies of or to delete some components 3 . (Z) is an invariance law which allows to use S1-S4 in a cyclic environment.
The kernel of the axioms are the BNA axioms (the resulting algebraic structure is called aα-flow algebra) 2 However, the interaction categories are not presented in an axiomatic way and, in particular, there are no "constants" (identities, etc.) there. 
B1
f
Axioms for ssmc-ies (symmetric strict monoidal categories)
Axioms for the action of feedback on constants
where E is a class of abstract relations (i.e., of terms written with + + , ·, I, X and some constants in ⊤, ⊥, ∨, ∧),
B1-B10, R1-R5 and F1-F2 which gives a complete axiomatisation for flowgraphs with bijective connections modulo graph-isomorphism. The remaining graph-isomorphism axioms A1-A19 and F3-F5 give a complete axiomatisation for the branching constants considered as angelic finite relations where divergence is not dominant. This standard version was designed to handle sequential flowchart algorithms.
Once the graph-isomorphism axioms are considered, one has to add a few axioms (as in S and Z above) in order to obtain the classical settings of algebraic theories / iteration theories or matrix theories / regular algebras.
Additive network algebra AddNA
To avoid confusion we use the following set of symbols
for flownomial operations and constants in the case the additive interpretation is intended.
The additive interpretation of the operations and the constants is given in the semantical models AddRel(D). This model is presented in full detail in [24] . 5 We recall here a basic correctness result:
All the identities in Table 1 are valid in the semantical models AddRel(D).
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Let us shortly recall the meaning of the NA operations in AddRel(D). Suppose D is a set of value-vectors which represent the memory states of a computing device. If an interpretation of the variables in X is given, then we get an iterpretation of a flownomial E : m → n over X as a relation Suppose S is a set of atomic sorts and D = {D s } s∈S is an S-sorted set of data. The types of the program interfaces in this additive case are modelled by elements in the additive monoid S ⊕ = (S ⊕ , ⊕, 0) freely generated by S. Hence a general sort for an additive interface is represented by a word a = a 1 ⊕ . . . ⊕ a |a| , where a i is the i-th letter of a.
To each sort a one may naturally associate a semantic domain for data of type a as follows. If a ∈ S ⊕ is as above then we denote by D a the disjoint sum D a1 +. . .+D a |a| . Here, "+" is the ordered, disjoint union on sets. For instance, it may be implemented 4 The symbols for constants were chosen to fit with the horizontal/left-to-right drawing of the additive (control) networks and with the vertical/top-to-down drawing of the multiplicative (reactive) networks. 5 The notation used in [24] for AddRel(D) is IRel. 6 The correspondence between the AddNA notation and the one in Table 1 is the following:
. A generic elment x in this later set will be denoted as x 1 , . . . , x n , with the meaning that x is "one of" the elements of the tuple; more precisely x is one x i and we also know the corresponding component number i. We also use the dot separator notation: such an x is i.x i . The disjoint sum is associative up to isomorphisms. The notation above for n-ary disjoint sums . . . avoids the record of brackets/isomorphisms. On the other hand the operation is not considered commutative.
Finally, AddRel(D) denotes the 'additive' relational structure defined by
The operations we are interested in have the following meaning in AddRel(D):
there exists y such that (x, y) ∈ f and (y, z) ∈ g} • Feedback: In order to define the feedback first we notice that a relation f : a → b can be decomposed into a family of relations
, where
As usual, r * denotes the reflexive-transitive closure of a relation r.
The definition is naturally extended to arbitrary words by f ↑
.y 2 and x 1 = y 2 or x = 2.x 2 , y = 1.y 1 and
and nullary (k = 0) ramfications are useful particular cases.
• Additive Identification (Merge):
and nullary (k = 0) cases are of interest.
Multiplicative network algebra MultNA
The following set of symbols
will be used for flownomial operations and constants in the case the multiplicative interpretation below is intended. In the basic cases k = 0 and k = 2 of the branching constants • ∧ k (rest.
• ∨ k ) we use the following alternative notation:
. Now we describe a model M ultRel(D) of parallel data transformers. Such a transformer f : m → n acts on an m-tuple of input data and produces an n-tuple of output data. In this model we define the parallel and sequential composition operators and certain constants: identity, transposition, ramification constants (copy and sink), and identification constants (source and equality test).
7 Next we define the feedback using the set of all possible invariants for the feedback channel(s). The model(s) are presented in more details in [3, 8, 4] . Let us recall that not all the axioms in Table 1 are valid in this model, 8 but at least the BNA axioms hold. In the following we will use an extension of this setting to the many sorted case. Let S be a set of atomic sorts and D = {D s } s∈S be an S-sorted set of data. For arbitrary sorts denoting multiplicative interfaces we use the multiplicative monoid S ⊗ = (S ⊗ , ⊗, 1) freely generated by S. Hence such a sort is specified by a word a = a 1 ⊗ . . . ⊗ a |a| , where a i is the i-th letter of a. For a ∈ S ⊗ let us denote by
In M ultRel(D) the constants and operations are interpreted as follows:
there exists y such that (x, y) ∈ f and (y, z) ∈ g}
• Identity: I a : a → a is defined by
) and sink • a : a → 1 (k = 0) are useful particular cases of this general ramification constant. 7 Exept for the last one, they are the standard constants used in the design of the synchronous dataflow networks. 8 The correspondence between the MultNA notation and the one in Table 1 is:
In this definition err a denotes a default error element which is supposed to exists in each D a .) In the case k = 0 by convention the result is err a , hence we have a "dummy" source • a : 1 → a. Notice that one may also use rich sources,
Another useful particular case is binary equality test
One complication in this model is to define the feedback operator. Below we give the definition of the maximal fixed point feedback.
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• Feedback:
Mixed network algebras MixNA
Now we are in a position to describe the mixed formalism which combine the controland dataflow-based network algebras. Mathematically, this means to combine additive and multiplicative network algebras.
If we collect the signatures of the AddNA and MultNA algebras, then we get the following set of operations and constants:
The first hypothesis is that both network algebras share the same categorical structure. Hence · ⊕ = · ⊗ and -= I and they are simply denoted as · and I, respectively. In addition MixNA will have some new constants δ ; and ρ ; , which relates the two NA structures. Consequently the MixNA signature is given by the following operations and constants
Let S be a set of atomic sorts. The set S ⊕,⊗ of arbitrary sorts is obtained with the rules
Such a sort may be used to describe the network communication interface. For the semantics, suppose we have given a set D s for each atomic sort s modelling the data that are sent along channels of type s. We extend the notation D a to arbitrary sorts a ∈ S ⊕,⊗ by the rules
The product on sets is associative up to isomorphisms and the tuple notation (. . .) avoids the record of brackets/isomorphisms. The disjoint sum is associative up to 9 The dummy or rich type of the source constant depends on the interpretation of the feedback operator. Actually, isomorphisms, too. The notation above for n-ary disjoint sums . . . avoids the record of brackets/isomorphisms, too. On the other hand both operations are not considered commutative.
The basic semantic model is M ixRel S (D):
where a, b ∈ S ⊕,⊗ . Additional constants are to be used in this setting, as well. The new MixNA constants δ ; and ρ ; denote the isomorphisms corresponding to the distribution of product over sum. In M ixRel they have the following meaning.
• Distributivity: δ a1,...,am;b1,...,bn : (
is defined as the oposite relation associated to δ a1,...,am;b1,...,bn .
The aim of the present paper is only to show that the mixed network algebra structure is useful to study parallel programs. The axiomatic foundation is postponed for further papers. More precisely, we do not present here a definite set of axioms for the interaction between the AddNA and MultNA structures of a MixNA algebra with respect to the feedback operators.
The feedback-free fragment of a MixNA algebra is specified by the rules of a symmetric semiringal category enriched with additive and multiplicative branching constants, see [25] . The basic structure is that of a symmetric semiringal category (M, ⊕, ⊗, ·, I, δ ; , ρ ; , / \, X) consisting of two symmetric strict monoidal categories (M, ⊕, ·, I, / \) and (M, ⊗, ·, I, X) and fulfilling the rules D1-D11 below:
Regarding the feedback operators with shall use the following valid identities:
Mix1. Additive feedback commutes with parallel composition with an identity, i.e. for
This equality shows that a 'read-only' used variable of a cycle preserves its inital value at the output of the cycle.
MISD programs
Preliminaries
We start the study of distributed computation with Multiple-Instructions-SingleDatum programs (MISD programs, for short).
As a running example we use a simple MISD program for computing the binomial coefficients. The program is taken from [18] . It is specified below using a standard programming language notation. BINOM in n, k: integer where 0 ≤ k ≤ n local y 1 , y 2 : integer where y 1 = n, y 2 = 1 out z: integer where z = 1 while y 1 > n − k do z := z * y 1 y 1 := y 1 − 1 od || while y 2 ≤ k do await y 1 + y 2 ≤ n z := z div y 2 y 2 := y 2 + 1 od A few explanations may be useful. The program aims to compute the binomial coefficient C k n , i.e. to compute the function
There are two parallel processes which cooperate via some shared variables. The first process is used to multiply the global variable z in turn by n, n − 1, . . . , n − k + 1 and the second process is used to divide the same global variable in turn by 1, 2, . . . , k. In order to assure the correctness of the result, a further cooperation between processes is necessary. That is, due to the integer division used by the second proccess, the number of division steps should not exceed the number of multiplication steps. (The product of j consecutive numbers is divisible with j. This may be false if less consecutive numbers are used.) This program is typical for the important class of processes which communicate via shared variables. And, to the same extent, its analysis is typically difficult. The main problem is due to the incompleteness of the above specification. Namely, the program is missing the important part of the communication mechanism. In particular, nothing is said on the way to solve reading/writing conflicts related to the global variables.
Due to the lacking of the communication mechanism it is quite difficult to see that the program is correct. Adding additional hypotheses one may give a correctness proof in a formal setting, for instance in a temporal logic framework. Here we shall use an algebraic, relational framework to handle such programs.
Extracting parallelism
In this subsection we apply the mixed formalism to extract parallelism from sequential program specifications. This problem is very important for parallelizing compilers, see [14] for a recent approach. Some familiarity with the computation in a usual (e.g., additive) network algebra is assumed.
We start with a sequential program which computes the binomial coefficients. It may be obtained from the flownomial expression
Indeed, take the following interpretation I for the sort w, for the assignment cells i 1 , i 2 , i 3 , i 4 , a 1 , a 2 , b 1 , b 2 , e and for the test cells t 1 , t 2 :
Then the function I(BIN 1) specified by BIN 1 in AddRel(Z 6 ) under the above interpretation of the cells computes the binomial coefficients, i.e.
I (BIN 1)(n, k, . ., .., .., ..) = (.., .., C k n , .., .., ..).
The first step is to get a more detailed specification at the syntactic level. In this specification the assignements/tests statements are related to the variables they are actually using.
First of all we introduce notations for a few basic atoms.
A description at the memory-cell level for the functions involved in the BIN1 specification is given below. To ease the understanding we indicate the correspondence between the name-free sorts below and the variable names we were using before. For a standard name-free string
The new specification is obtained from the above one using the following substitutions:
The initial global-state view is still present here. In spite of the fact that many statements use small parts of the memory the definitions describe the effect of each statement on the whole memory. A hierarchy of subclasses of the class of MixNA flownomial expressions over X may be defined by MixNA σ , indexed by alternating strings σ over {Σ, Π} as follows:
• MixNA Σ denotes the subclass of AddNA expressions over X.
MixNA Π denotes the subclass of MultNA expressions over X.
• MixNA Σπ denotes the subclass of AddNA expressions over MixNA π MixNA Πσ denotes the subclass of MultNA expressions over MixNA σ
The degree of nesting control and parallel operators in a MixNA expression E, called copar degree, is given by the minimal length of the alternating strings σ over {Σ, Π} such that E belongs to MixNA σ . Notice that the copar degree of the starting BIN 1 specification is given by ΣΠ, hence is 2.
The problem of extracting parallelism from a sequential program may now be formulated as the problem of finding an equivalent representation of the program which exploits the detailed representation in order to maximize the parallelism. (In mathematical terms, the problem is to transform a MixNA expression of copar degree ΣΠ into an equivalent expression with an increasing, eventually maximal copar degree.)
There are two types of informations which may be used.
• Data dependence informations: Such informations record the variables that really occur in a statement and their dependency flow. They show the reading/writing conflicts, as well.
• Control dependence informations: Take a control structure, for instance for i = 1 to 100
No data relationship between i and x does exist, but the assignment statement is controlled by i. The control dependence information is esential here in order to parallelize the statements.
It is intuitively clear that the initialization statements i 1 , i 2 , i 3 , i 4 are independent. This may be checked in the formal model as well, i.e.
A bit more difficult is to show that the loops may be done in parallel. Let us start with
If we consider the previous name-based interpretation, it is clear that E 2 does not depend on the variables n, z 1 , y 1 . To simplify the computation we use permutations to replace the sequence (n, k, z 1 , z 2 , y 1 , y 2 ) by (n, z 1 , y 1 , k, z 2 , y 2 ). Let
Notice that
(In the proof of the last equality one makes use of the distributivity identity D10.) By D8
, hence we get
and the last equality follows by Mix1. Finally, with Mix2 one gets
In a similar way one may transform the first loop to emphasize its independence of the variables z 2 , y 2 . Denote
Both variables n, k are read-only used in the loop modelled by E 1 . Using Mix2 one gets
All these computations and the "multiplicative" version of axiom
show that the loops may be done in parallel. Collecting the results and keeping only the inputs and the outputs which actually interest us (i.e. the inputs n, k and the outputs z 1 ) we get (
where the derived program BIN 2 is given by the expression
In this final version the program contains two independent loops which may be done in parallel followed by a final div operation which requires the exits (synchronization) of both loops. The copar degree of BIN 2 is given by ΠΣΠ, hence it is 3.
To find a representation corresponding to the starting BINOM program is more difficult. It requires addititonal efforts to use the partial commutation between mult and div statements.
The conclude, we notice that the multiplicative network operators are not heavily used here. For instance ↑ ⊗ has not been used.
SIMD programs
In this section we look at the Single-Instruction-Multiple-Data programs (SIMD programs, for short). In this case a unique flowchart-like program is used for repeated input data. The new point here is the fact that the threads corresponding to various input data are moving through the flowchart in the same time. Hence more than one block in the flowchart may be active at a given time.
In order to model the above situation at the semantic level we use the mixed network algebra model. As before we illustrate the method on a simple flowchart program. Arbitrary programs may be treated in the same way. The program computes the factorial function. It may be represented by the following flownomial expression 
Here n is an input variable, z is an output variable and k, y are local variables. Under this interpretation I, the function I(E) specified by E : w → w for n ≥ 0 is I(E) : (n, k, y, z) → (n, .., .., n!)
In the case of programs with repeated input data tasks we have to use histories, i.e. ordinary states extended in time. As a byproduct the system behaviour may be specified by relations over streams of data. One problem is to match the output to the corresponding input. The time information in streams may be irrelevant. For instance, in the running example the thread of computation required by input 1 which comes later in time may be finished before a previous thread which requires the computation for input 1996, say. One solution is to declare the input variables to be "write-protected" and to look at the relation between the input and the output variables at the end points of the programs. Another solution may be to add a 'process-identification' task cell to the memory state. For practical purposes the latter solution may be more convenient, e.g. in case there are many input variables. Moreover, this process-identification mechanism may give additional information on the process track which may be used in some branching (e.g. merge) points.
History-based semantics
The programs are represented by flownomial expressions. One trivial constant in the one-agent interpretation is becoming very important in this SIMD setting. That is the identification constant 2 >•. In the one-agent setting there is only one thread of computation and no problems occur in such points. On the other hand, in the actual SIMD setting more computation threads are present, hence the rôle of the constant is 'to merge' the various incoming threads. The merge constant is an important control cell.
The meaning of the factorial program E in the SIMD setting is obtained by lifting the above semantics in a temporal framework. A stream represents a communication history of a channel. A stream of messages over a given message set D is a finite or infinite sequence of messages. We define the set of streams D ω by
By x ⌢ y we denote the result of concatenating two streams x and y. We assume that x ⌢ y = x, if x is infinite. By we denote the empty stream. If a stream x is a prefix of a stream y, we write x ⊑ y. The relation ⊑ is called prefix order. It is formally specified as follows:
The semantics of deterministic reactive systems with n input channels and m output channels is modeled by functions f :
A stream processing function is called prefix monotonic, if for all tuples of streams x, y ∈ (D ω ) n we have x ⊑ y ⇒ f(x) ⊑ f(y). This particular ordering is extended to tuples and functions pointwise in a straightforward way. A stream processing function f is called continuous, if f is monotonic and for every directed set S ⊆ D ω we have: f(⊔S) = ⊔{f(x) : x ∈ S}. By ⊔S we denote the least upper bound of a set S, if it exists. A set S is called directed, if for any pair of elements x and y in S there exists an upper bound in S. The set of streams is complete in the sense that for every directed set of streams there exists a least upper bound.
In this temporal extension of states we may define the least fixed-point feedback which characterizes the usual operational meaning of programs (the definition works for continuous functions):
, where denotes the empty stream, and (y k+1 , z k+1 ) = f(x, z k ), for k ≥ 1.
The temporal extension of a function f : D → D is denoted by f ω : D ω → D ω and it is defined in a componentwise way, i.e.
Under the given interpretation I ω , the SIMD program specified by the flownomial expression E above has the following meaning
It should be emphasized that there are two kinds of control constructs which are used here: (i) a test cell extended in time g ω and (ii) a merge cell mrg. By far, the most complicate contruction is the merge cell which actually introduces nondeterminism in the program.
What we still have to specify here is the meaning of the identification constant 2 >• w : w ⊕ w → w as a merge function
This is a nondeterministic construct which mixes the incoming streams. The nondeterministic dataflow networks exibit a strange anomaly: the history semantics is not compositional (Brock-Ackermann anomaly), see e.g. [7] . Hence one has to be careful with the history semantics of the merge cell. One way to get a compositional semantics for nondeterministic dataflow networks is to use oracles. Such oracles allow to model the behaviour of a nondeterministic system by a set of deterministic ones. The algebraic foundation of the resulting model may be found in [8] .
The rôle of the various control constructions is to narrow the chaotic, nondeterministic behaviour of the programs in order to meet the specification, i.e. to force the system to behave in the expected way. The particular forms of control which are used to this end are the split cells corresponding to tests extended in time (not arbitrary nondeterministic split cells) and particular merge cells, as well.
Another fact which should be emphasized as well is the independence of the computation threads corresponding to various input data. Actually, we have a monadic setting. There are three types of cells which act on the memory considered as an indivisible one:
Hence there is no communication between the processes corresponding to different input data. Moreover, each cell treats the computation threads in an independent way. They have a kind of 'linear' or 'process-preserving' behaviour. (A program has a linear behaviour with respect to processes if it cannot create new processes, kill processes, or act on more processes at the same time.)
More studies have to be done for systems corresponding to SIMD programs. For instance, I conjecture that the history semantics is compositional in this case and perhaps this is the case for general systems with a linear behaviour.
MIMD programs
In the presence of multiple input data the study of the behaviour of systems specified by MISD programs may be much more difficult. It requires a temporal extension of the formalism we have described in Section 3.
The actual MIMD setting is more difficult as the SIMD setting, as well. The main difference between MIMD and SIMD programs leis in the fact that in the latter case the threads of computation corresponding to different input data are independent. By contrast, in the MIMD case there are also cooperating threads corresponding to various components which are runing in parallel for a unique input task.
A model which fully describes this world should allow to control complicate processes. For instance, the formalism should allow to specify control constructions for creating and killing processes. Preliminary MixNA work in this setting is encouraging.
Conclusions and further work
We have described preliminary work on the mixture of additive and multiplicative network algebra formalism. In the mixed model both the control and the parallel constructs are naturally modeled. We have used the formalism to illustrate how a parallel MISD program may be derived from a sequential program. Some steps towards the extension of the formalism to cope with SIMD or MIMD programs have been indicated, as well. All the above give a strong motivation for the theoretical work on the algebraic foundations for the mixed model. Some more papers [25, 26] present recent advances in the study of MixNA and its applications.
[25] is devoted to the axiomatization of the connections between the cells in the parallel programs. A study of the classes of finite relations as enriched strict monoidal categories is presented in [11] . The relations there are interpreted as connections in flowchart schemes, hence an "angelic" theory of relations is used. Finite relations may be used to model the connections between the components of dataflow networks [4, 8] , as well. The corresponding algebras are slightly different enriched strict monoidal categories modelling a "forward-demonic" theory of relations. In order to obtain a full model for parallel programs one needs to mix control and reactive parts, hence a richer theory of finite relations is needed. In [25] there are presented results devoted to algebraic presentations for such mixed finite relations. Enriched (weak) semiringal categories has been introduced as an algebraic model for relations in this setting.
The aim of [26] is to make a short introduction to the kernel language FEST (Flownomial Expressions and System Tasks) based on MixNA.
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