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Kivonat A lexikális információ gépi tanulását lehetővé tévő módszerek
a számı́tógépes nyelvészet fontos részterületét alkotják, mert számos ter-
mészetes nyelvi kétértelműség csak lexikális tudás birtokában oldható fel.
Igék esetén ilyen lexikális tulajdonság az is, hogy az ige milyen vonzat-
keretekben szerepelhet, azaz milyen kategóriájú bőv́ıtményekkel együtt
jelenik meg a mondatban. Cikkünkben az igei vonzatkeretek gépi ta-
nulásának más nyelvekre jól működő megközeĺıtéseit, statiszitkai mód-
szereit alkalmazzuk magyar nyelvre. Ezzel párhuzamosan kutatásunknak
célja az is, hogy valamilyen módon modellezzük az emberi nyelvelsajá-
t́ıtást, legalábbis a vonzatkeretek elsaját́ıtását; a gépi tanulási görbéket
gyereknyelvi adatokból számı́tott tanulási görbékkel vetjük össze.
Kulcsszavak: vonzatkeret-elsaját́ıtás, pszicholingvisztika
1. A lexikális tudás kérdése
Lexikális tudás elsaját́ıtása alatt a szavak és ezek idioszinkratikus (nem általános
elvekből következő) tulajdonságainak elsaját́ıtását értjük, beleértve szemantikai
és szintaktikai tulajdonságokat. A predikat́ıv nyelvi elemek – köztük az igék –
lexikális tulajdonságai közé tartozik a vonzatszerkezetük, azaz hogy milyen ka-
tegóriájú, illetve morfoszintaktikai szerkezetű bőv́ıtményekkel jelenhetnek meg a
mondatban. Ez a tudás nem csak a mondatalkotás, hanem a mondatfeldolgozás
szempontjából is elengedhetetlen. Például az elad és a megsimogat igék vonzat-
keretének ismeretében tudjuk azt, hogy mı́g az alábbi (1) mondat kétértelmű
(Lili szomszédja lehet a cselekvés célpont argumentuma vagy a kutya eredeti
gazdája), a (2) alatt szereplő mondat nem az (Lili szomszédja itt nem lehet
argumentum).
Marci eladta Lili szomszédjának a kutyáját.(1)
Marci megsimogatta Lili szomszédjának a kutyáját.(2)
A lexikális tudás elsaját́ıtásának mechanizmusai két szempontból is érdekes
kutatási téma. Egyrészt a pszicholingvisztikában fontos kérdés a nyelvi tudás
ezen alapelemének fejlődése, másrészt a számı́tógépes nyelvfeldolgozás területén
a gépi elemző rendszerek egyik fő problémája. Kutatásunk a gyereknyelv em-
pirikus tapasztalataiból kiindulva próbálja a gépi nyelvfeldolgozás módszereit
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fejleszteni, mı́g a másik irányban a számı́tógépes modellek működésén keresztül
igyekszünk fényt deŕıteni az empirikus tapasztalatok mögött rejlő emberi ta-
nulási mechanizmusokra. A korai automatikus lexikonéṕıtési ḱısérletekben nem
számı́tógépes célokra készült szótárak elektronikus változatát használták nyers-
anyagként. Az automatikus módszerek közül ez a megközeĺıtés áll legközelebb
a kézi előálĺıtáshoz, éppen emiatt rendelkezik a nem automatikus módszer fő
hátrányaival: nem elég rugalmas, és nem teszi lehetővé az automatikus bőv́ıtést,
ezáltal nem vihető át más területre. A szótár használatánál robusztusabb megkö-
zeĺıtést jelent az igei vonzatkeret-információ automatikus kinyerése nagyméretű
korpuszokból. A gyereknyelvi adatok is arra utalnak, hogy az anyanyelv el-
saját́ıtásakor a mentális lexikon nem az egyes igék vonzatszerkezetének egyenkén-
ti memorizálásával épül, hanem a gyerekek, az input statisztikai tulajdonságait
felhasználva, mintákat vonnak ki abból. Ez a tanulás egyes szakaszaiban hibákhoz
vezethet. Amint az 1. ábrából kiderül, a gyereknyelvben előforduló vonzatkeretek
nem mindig felelnek meg a célnyelvtan által elfogadott vonzatkereteknek.











1. ábra. Helytelen nem alanyi esetragok és elhagyott kötelező vonzatok aránya
a korai magyar gyereknyelvben. Három gyerek spontán nyelvi produkciójának
súlyozatlan átlaga. Korpuszméret: 18 644 szó
A feladatot úgy fogalmazhatjuk meg, hogy ha adott egy F vonzatkeretkészlet
és egy V igekészlet, az inputban megjelenő mondatok alapján döntsük el min-
den (f, v) ∈ F × V párról, hogy a nyelvtan szerint f lehet-e v vonzatkerete.
A tanulás eredményeként megengedett ige–vonzatkeret párok alkotják a tanuló
lexikonját. A gyereknyelv esetében az input a gyerek nyelvi környezetét jelenti,
a számı́tógépes modell pedig digitális korpuszokból tanul. A továbbiakban igei
vonzatkeret alatt egyszerűen azt az információt értjük, hogy az ige bőv́ıtményei
a mondatban milyen (felsźıni) esetben vannak, mivel a magyar nyelvben a von-
zatok szintaktikai, illetve tematikai szerepét elsősorban az esetrag jelöli.
A fenti léırás feltételezi, hogy a gyerek számára is adott egy vonzatkeretkészlet
és egy igekészlet, és a feladata hasonlóképpen az, hogy az igékhez a megfelelő von-
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zatkereteket rendelje. Ezt a feltételezést az a megfigyelés támasztja alá, hogy a
korai gyereknyelvet egyszavas mondatok jellemzik, igék és főnevek egyaránt, me-
lyeket tekinthetünk predikátumok és argumentumok egyszerű megjeleńıtésének.
A magyarban (és más gazdag morfológiájú nyelvekben) a korai gyereknyelv
mondatai jellemzően ragozott szavakból állnak: az igék inflexiókkal, a főnevek
pedig esetragokkal jelennek meg. Természetes gyereknyelvi korpuszelemzéseink
megerőśıtették ezt a megfigyelést: a 2. ábrán látható, hogy viszonylag kevés inf-
lexióelhagyási hiba fordul elő a magyar gyereknyelvben azelőtt is, hogy az átlagos
mondathossz elérné a két szót (a jóval gyakoribb morfofonológiai hibákat és rag-
behelyetteśıtéseket itt figyelmen ḱıvül hagyjuk). Feltesszük tehát, hogy a gyerek











2. ábra. A jelöletlen (esetraggal nem ellátott, nem alanyi szerepű) főnevek és
a jelöletlen (személyraggal nem ellátott, nem egyesszám harmadik személyű
alanyú) igék aránya a korai magyar gyereknyelvben. Három gyerek spontán
nyelvi produkciójának súlyozatlan átlaga. Korpuszméret: 18 644 szó.
számára adott a világ eseményeinek és az azt léıró nyelvnek predikátumokba
és a hozzájuk tartozó argumentumokba való szerveződése. A fenti adatokra
támaszkodva feltesszük továbbá, hogy a gyerek számára ismert az esetragozás
mechanizmusa. Ezek a nyelv általános törvényszerűségeiből következő tudások,
melyek eredetével kutatásunk nem foglalkozott.
2. A gépi modellek
2.1. Alapelvek
Kutatásunk fő irányvonala az argumentumstruktúrák elsaját́ıtásának számı́tó-
gépes modellezése volt. A vonzatkeretek gépi tanulására első megközeĺıtésként
Brent [1] statisztikai módszerének gazdag morfológiájú nyelvekre adaptált vál-
tozatát alkalmaztuk. Bár Brent módszere – a számı́tógépes nyelvészet fejlődési








1. táblázat. Mondat morfológiai annotációja a KR-kód felhasználásával.
ütemét tekintve – elég réginek nevezhető, magyar vonzatkeretek azonośıtására
(tudomásunk szerint) ez az első alkalmazása. A magyar nyelvvel foglalkozó mun-
kák közül a miénkhez hasonló tárgyú [6], de ez az idiomatikus, nem kompozi-
cionális, rögźıtett lemmával előforduló igei szerkezetek kigyűjtését tűzi ki célul.
Röviden, Brent eljárásának az a feltételezés az alapja, hogy minden vonzat-
kerethez tartoznak ún. jegyek. Egy jegy olyan mintázat vagy formai sajátosság,
amelynek megjelenése egy mondatban valósźınűśıti, hogy a mondatban előfordul
a jegyhez tartozó igei vonzatkeret. Például a ”tárgyas ige” vonzatkerethez tartoz-
hat a következő jegy: a mondatban pontosan egy ige van, és van benne tárgyesetű
névszó. Az általunk használt jegyrendszer egyszerű reguláris kifejezésekből áll,
melyek a KR morfológiai annotációs kód [10] elemeire illeszkednek: egy jegy il-
leszkedik egy mondatra, ha a megfelelő reguláris kifejezés illeszkedik a mondathoz
tartozó morfológiaiannotáció-sztringre. Az 1. táblázatban egy példát láthatunk.
A magyar ditranzit́ıv vonzatkeret például a következő kódnak felel meg:
(CAS<ACC>.* CAS<DAT>) |(CAS<DAT>.* CAS<ACC>)
A számı́tógépes modellben felhasznált jegyeket a gyereknyelvi korpuszban kon-
zisztensen előforduló, a felnőtt nyelvtan szabályainak megfelelő argumentumszer-
kezetek részletei adják. Minden jegyhez tartozik egy hibavalósźınűség, ez annak
a valósźınűsége, hogy a jegy ugyan megjelenik egy mondatban, de a jegyhez
tartozó vonzatkeret mégsem tartozik az adott predikátum megengedett vonzat-
keretei közé.
2.2. Hibavalósźınűségek
A hibavalósźınűségek (ε) meghatározása különböző módszerekkel történhet. El-
méleti szempontból az a módszer tűnt az emberi nyelvelsaját́ıtás legjobb megkö-
zeĺıtésének, amely a vonzatkeretek disztribúciójára épül. (Amint a 3. alfejezetben
látni fogjuk, végül nem ez a módszer bizonyult a legsikeresebbnek.) Vesszük a
korpuszban egyenként legalább N -szer előforduló igék első N előfordulását, és
kiszámoljuk, hogy egy f vonzatkerethez tartozó jeggyel hány ige szerepel egy
adott 1 ≤ i ≤ N gyakorisággal. A 3. ábrán a magyar tranzit́ıv keretet jelölő
CAS<ACC> jegyre vonatkozó statisztika látható. (Részletesebb léırásához lásd
[8].) Azt az i0 gyakoriságot keressük, amelyre igaz, hogy (ebben az esetben)
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3. ábra. A tranzit́ıv keretet jelző CAS<ACC>jegy előfordulási valósźınűsége a
korpuszban szereplő igékkel.
az intranzit́ıv igék többsége i0 vagy annál kisebb gyakorisággal fordul elő az
adott jeggyel, mı́g a valódi tranzit́ıv igék többsége i0 vagy annál nagyobb gya-
korisággal fordul elő a jeggyel. A megfelelő gyakorisági érték esetén a fenti gra-
fikon bal oldalán egy (ferde) binomiális alakzat jelenik meg. Ebből becsülhetjük
meg i0 értékét, majd az ε hibavalósźınűséget. A hibavalósźınűségek ismeretében
egy statisztikai modellel döntünk arról, hogy egy ige megjelenhet-e egy adott
vonzatkerettel. Három különböző statisztikai modellt próbáltunk ki: binomiális
modell, likelihood hányados modell és relat́ıv gyakoriságok.
2.3. Binomiálishipotézis-próba
Ebben a modellben a nyelvtan kiinduló állapotában minden ige–vonzatkeret
párra az áll, hogy egy adott ige nem jelenhet meg egy adott vonzatkerettel,
és a nyelvtan csak megfelelő pozit́ıv input hatására módosul (konzervat́ıv ta-
nulás). Az automatikus vonzatkeret-kinyerés feladatának megoldásához először
is definiálnunk kell azokat a számszerűśıthető tulajdonságokat, melyek a kere-
sett lexikai információra jellemzőek. A legtöbb módszer az ige és a vonzatjelölt
együttes előfordulási statisztikáiból indul ki.
Tehát minden f vonzatkerethez hozzárendelünk egy jegykészletet
f → {cf1 , cf2 , . . . cfnf }
és egy ef hibavalósźınűséget, ahol a hibavalósźınűség
ef = P (c
f
i megjelenik S-ben | v-nek f nem vonzatkerete)
Miután minden keresendő vonzatkerethez rögźıtettük jegyek egy halmazát, a
következő egyszerű statisztikai modellel döntünk arról, hogy egy ige megjelenhet-
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e egy adott vonzatkerettel:







εrf (1− εf )n−r.
Veszünk egy v igét és egy f vonzatkeretet. Nullhipotézisünk, hogy a nyelvtan sze-
rint az ige nem jelenhet meg ezzel a vonzatkerettel. A korpuszban megszámoljuk,
hogy az ige hányszor fordul elő összesen (n), és hányszor fordul elő a vonzatkeret-
hez tartozó jegyekkel (C(v, f)). Ha az ige viszonylag sokszor fordul elő a vonzat-
kerethez tartozó jegyek valamelyikével (pe kisebb, mint egy előre meghatározott
érték), akkor ez arra utal, hogy nullhipotézisünk hibás, a nyelvtan megengedi
ezt az ige–vonzatkeret párt. Pontosabban, az ige minden előfordulásakor véletlen
ḱısérlet eredményének tekintjük, hogy egy jegy megjelenik-e, vagy nem. A jegy
megjelenésének valósźınűsége (a nullhipotézis mellett) éppen a jegyhez tartozó
hibavalósźınűség. A ḱısérletek eredményei egymástól függetlenek.
2.4. Likelihood hányados próba
A gyereknyelvi elemzésekből tudjuk azonban, hogy a vonzatkeretek elsaját́ıtása
során túláltalánośıtásra utaló tanulási mintákat figyelhetünk meg, vagyis az első
modell szigorúan konzervat́ıv tanulási algoritmusa valósźınűleg nem felel meg
a pszicholingvisztikai tényeknek (a modell eredményeit a cikk 3. alfejezetében
ismertetjük). Mı́g az első néhány életévben a gyerek nyelvi produkciójában az
ige–vonzatkeret párok száma folyamatosan emelkedik, a helyes argumentum-
struktúrák aránya egyes tanulási fázisokban akár csökkenhet is (U-alakú tanulási
görbe). Az előbbi mérőszámot a számı́tógépes nyelvészet felidézés (recall) fo-
galmának, az utóbbit pedig a pontosság (precision) fogalmának feleltethetjük
meg. Célunk a gyereknyelv és a modell felidézési és pontossági görbéinek egy-
máshoz való közeĺıtése.
Második modellünkkel olyan statisztikai módszert implementáltunk, amely
azt teszteli, hogy egy adott v ige megjelenése és egy adott f vonzatkerethez
tartozó jegy megjelenése egy mondatban független eseményeknek tekinthetők-e,
azaz hogy együttes előfordulásuk mennyire véletlenszerű. Ha a két esemény nem




, k1, n1) + l(
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, k2, n2)− l( k1
n1
, k1, n1)− l( k2
n2
, k2, n2),
ahol k1, n1, k2, n2 rendre v és f jegyének együttes előfordulásának számát, a
korpuszban szereplő igék számát, f jegyének más igékkel való előfordulásának
számát és a v igével nem azonos igék számát jelöli, valamint l(q, n, k) = k log q +
(n − k) log(1 − q). Ismert, hogy λ eloszlásban tart egy χ2 eloszláshoz, tehát λ
értékeit a χ2 eloszlás kritikus értékeihez hasonĺıtva adott szignifikanciájú próbá-
hoz jutunk. (A modell részletesebb léırását lásd [8].)
Mivel ez a modell egy adott vonzatkeret más igékkel való előfordulási gya-
koriságát érzékenyebben veszi figyelembe, mint az előző modell hibavalósźınűségi
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paramétere, elméletben közelebb áll az emberi nyelvelsaját́ıtás esetében feltéte-
lezett általánośıtó majd a hibás általánośıtásokat ”visszatanuló” tanulási mecha-
nizmushoz.
2.5. Relat́ıv gyakoriságok
Harmadik modellünk a [5] által baseline-nak javasolt eljárást valóśıtja meg. Ez
az egyszerű módszer azokat az ige–vonzatkeret párokat fogadja el, ahol a von-
zatkerethez tartozó jegyek és az ige együttes előfordulási gyakoriságának az ige
előfordulási gyakoriságához viszonýıtott aránya meghalad egy küszöbértéket. A
küszöbértéket empirikus úton határozzuk meg.
3. Eredmények
A három modellt a magyar Webkorpusz [4] egy 800 ezer mondatos darabján
és a Szeged Korpuszon [2] teszteltük. A Webkorpusz morfológiai annotációját és
egyértelműśıtését a Hunpos szófaji egyértelműśıtővel [3] végeztük. A morfológiai
elemzés a KR annotációs nyelvtant használja (ennek részletes léırását lásd [9],
[10]). Néhány eredmény látható a 2. táblázatban (az eredmények részleteit lásd
[8]). Összességében azt állaṕıthatjuk meg, hogy mindhárom modell teljeśıtménye
Módszer Korpusz Igék száma Pontosság Felidézés F-mérték
Binomiális Webkorpusz 1000 70% 67% 68%
Binomiális Szeged Korpusz 1000 63% 50% 56%
Relat́ıv gyakoriság Webkorpusz 1000 90% 67% 76%
Likelihood próba Webkorpusz 1000 25% 79% 39%
Likelihood próba Szeged Korpusz 1000 35% 56% 43%
Binomiális Webkorpusz 200 64% 94% 76%
Binomiális Szeged Korpusz 200 75% 70% 72%
2. táblázat. A három modell teljeśıtménye a három leggyakoribb vonzatkeret
elsaját́ıtásában.
jelentősen javul, ha csak a három leggyakoribb vonzatkeretet vesszük figye-
lembe. A Brent-féle binomiális módszeren alapuló ḱısérletet több hibavalósźı-
nűségi értékkel is elvégeztük, a táblázatokban elsősorban a 2.2. alfejezetben is-
mertetett módon előre megbecsült hibavalósźınűségi értékekkel számolva kapott
értékeket tüntettük fel. Az eredmények alapján azt látjuk, hogy ha emeljük a
hibavalósźınűség értékét, akkor a pontosság megnő, a felidézés értéke viszont
csökken. Az F-mérték számı́tásakor persze kiegyensúlyozódnak ezek az értékek,
de alacsonyabb hibavalósźınűségnél összességében jobb teljeśıtményt kapunk. A
likelihood hányados próba a binomiális módszernél a gépi nyelvfeldolgozás szem-
pontjából kissé gyengébb eredményeket hozott, de a tanulási görbe arra enged
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következtetni, hogy több tańıtó adaton (nagyobb korpuszon) a jelenleginél job-
ban teljeśıtene. A pszicholingvisztikai párhuzamot tekintve a felidézés magas
értéke a pontosság alacsony értékével párośıtva a gyereknyelv fejlődésének azt
a szakaszát idézi, amikor a kezdeti konzervat́ıv tanulási stratégiát felváltja az
általánośıtó stratégia. Meglepő módon, a gépi tanulás szempontjából a relativ
gyakoriságon alapuló döntés adta a legjobb eredményt.
Módszer Korpusz Igék száma Pontosság Felidézés F-mérték
Binomiális Webkorpusz 100 61% 71% 64%
Binomiális, ε = 0, 5 Webkorpusz 100 94% 34% 51%
Relat́ıv gyakoriság Webkorpusz 100 77% 56% 65%
3. táblázat. A modellek teljeśıtménye 43 magyar vonzatkeret elsaját́ıtásában.
A pszicholingvisztikai párhuzam szemléltetése érdekében méréseink eredmé-
nyét grafikusan is ábrázoljuk (4. ábra). A likelihood statisztika 1/λ reciproka
jó mérőszáma annak, hogy a modell egy adott ige–vonzatkeret párt ,,mennyire”
gondol helyesnek. Ez a görbe (bal grafikon) hasonló U-alakot mutat, mint a gyere-
kek tanulási görbéje (jobb grafikon). A tanulási görbe v́ızszintes tengelyén az idő
szerepel (az átlagos mondathosszal jelölve): a kor előrehaladtával a gyerek több
bemeneti adathoz jut, vagyis tökéleteśıteni tudja mentális nyelvtanát, és a ponto-
san használt nyelvtani szerkezetek aránya nő. A likelihood próba eredményének
v́ızszintes tengelyén a korpusz mérete szerepel, ami hasonló funkciót tölt be a
gépi tanulás folyamatában. A gyereknyelvi korpuszok elemzése során arra az


















4. ábra. A likelihood statisztika görbéje a kér – kér valamiből ige–vonzatkeret
párra a Szeged Korpuszon (balra) és három magyar gyerek beszédprodukciójában
a kér ige helyes vonzatkerettel való használatának aránya (jobbra).
eredményre jutottunk, hogy a jól érzékelhető, szisztematikus vonzatkerethibák
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egy-egy igére vagy igecsoportra jellemzőek. Az 5. ábrán a likelihood hányados
próba pontosságát és felidézését láthatjuk. A pontosság a kezdeti csökkenés után
növekedésnek indul. Arra következtetünk, hogy nagyobb korpusz használatával
a görbe szára még feljebb kúszna, vagyis még több helyes vonzatkeretet tudna a
tanuló algoritmus kivonni a szövegből.



















5. ábra. A likelihood hányados próba pontossága és felidézése a Szeged Korpuszon
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