Abstract The parameter uncertainty in the eco-hydrological model Soil and Water Assessment Tool (SWAT) was estimated using non-unique parameter sets for the Altmühl watershed (Bavaria, Germany). The Sequential Uncertainty Fitting Algorithm (SUFI-2) was used to calibrate SWAT. The non-unique parameter sets found were subsequently applied to SWAT concurrently with climate change simulations to determine the variables of streamflow, nitrate nitrogen (NO 3 − -N) and total phosphorus (TP). A suite of seven bias corrected climate change simulations provided reference and future climate data. The nonunique behavioural parameter sets that met an objective function of NSE >0.6 during calibration were applied to SWAT with the reference climate and with the future climate simulations. The best parameter set was also propagated through SWAT with each reference and future climate simulation in turn. Combining the non-unique behavioural parameter sets for estimating uncertainty bounds with an ensemble of climate change simulations led to a wider mean monthly spread (difference between maximum and minimum) of simulated NO 3 − -N and TP than using the best run with the future climate simulations. More monthly data was considered using the non-unique approach, resulting in statistical significances for more Water Resour Manage (2018) months of the year and overall lower interquartile ranges. The study quantifies the non-unique behavioural parameter set contributions to the modelling prediction, which assists in making more informed decisions based on available knowledge, with its limitations, of the future simulations. We outline a simple approach that can easily be replicated for similar hydrological modelling studies.
Introduction
The amount of (un)certainty that can be attributed to a hydrological prediction is necessary for decision-makers (Van der Keur et al. 2010; Warmink et al. 2017) , particularly when adapting to climate change. Unfortunately, the uncertainty related to the simulated hydrological variables, especially water quality variables, when examining climate change impacts is not well known (Beven 2011) , despite that some researchers (e.g. Sohrabi et al. 2003; Shirmohammadi et al. 2006 ) have advocated for quantifying this uncertainty, particularly for water quality simulations.
To date, in research that examines climate change impacts on agricultural nutrient loads, if uncertainties are considered, they are commonly limited to using an ensemble of future climate simulations, or several greenhouse gas emissions scenarios, and/or climate downscaling techniques. However, the uncertainties related to the hydrological parameters that are employed in such climate change impact studies are typically less rigorously investigated.
Uncertainties of Hydrological Modelling
The complexity of the hydrological system and the incomplete information available causes uncertainty to be intrinsic in modelling exercises. A hydrological model has three main sources of uncertainty: 1) input data (sampling and measurement); 2) conceptual (structural) uncertainty in the model where processes may not replicate the reality, or processes may be omitted (complexity); and 3) parameter uncertainty reflecting scale and/or inexact hydrological knowledge and understanding (Yang et al. 2008; Renard et al. 2010) .
The uncertainty related to the parameters can be quantified in a sensitivity analysis (Norton 2015; Sarrazin et al. 2016) to better understand the model response to the influence of parameter values or model inputs. A calibration process of fitting the parameters to simulate a model output that best matches observed conditions can also provide information on parameter uncertainties (Abbaspour et al. 2007; Leta et al. 2015) . Subsequent statistical methods are used to report on the change in parameter values and their impact on the model response, for an overview of these methods, see Yang et al. (2008) , Duan et al. (2003) , Draper and Smith (1998) and also to Razavi and Gupta (2015) . It is beyond the scope of this paper to describe calibration methods in detail, however a main point is when a hydrological model calibration is undertaken, a performance metric (objective criterion) is specified to ensure a minimum level of performance.
During model calibration there can exist several parameter sets that provide equally suitable model responses that ensure a minimum level of model performance, and these are known as "non-unique parameter" sets which is a term coined as "equifinality" (Beven 1996) . The solution to a calibration therefore is several sets of parameters. A prediction with a calibrated model should propagate these parameter sets through the model to account for the uncertainty of the parameter values on the model outputs.
Uncertainties Related to Climate Change Simulations and Hydrological Modelling
The uncertainties associated with climate change impact simulations can be grouped into the following five types based on i) natural climate variability; ii) greenhouse gas emission scenario; iii) general circulation model (GCM) structure; iv) downscaling technique; and v) impact (hydrological) model (Wilby 2005; Poulin et al. 2011) . In addition, the application of biascorrecting techniques adds to the uncertainty of the climate change signal ).
When examining hydrological and water quality changes in the future, some of the above (ideally all) uncertainties ought to be considered. Using an ensemble of climate models (Harvey et al. 1997 ) can cover one (or several) of the above uncertainty classes to force one (or several) hydrological models in order to determine a range of possible outcomes (i.e. Velázquez et al. 2013) . A more limited approach is to only use one, or several, regional climate models forced by one GCM (e.g. Radermacher and Tomassini 2012) . To increase the range of future projections, the GCM can also be run with different greenhouse gas concentrations (Nakicenovic et al. 2000; Moss et al. 2010 ).
Combined Uncertainties of Climate Change Impacts on Hydrology
Some statistical frameworks have been implemented to construct uncertainty bounds for hydrological quantity simulation estimates under climate change. Steinschneider et al. (2012) characterize the hydrological flow prediction with a likelihood function combined with prior distributions of parameters using Bayes Theorem, and then use MCMC sampling to evaluate the posterior distributions of hydrological and error model parameters. The uncertainties in the climate change projections were integrated with errors from the hydrological model.
Khan and Coulibaly (2010) used a Bayesian Neural Network approach to estimate the uncertainty (the mean ensemble flow and its 95% confidence intervals) of the hydrological prediction, and then generated the uncertainty of future streamflow and reservoir inflow from the mean of an ensemble of climate members.
Other studies have used confidence intervals such as the 95% prediction uncertainty to account for the uncertainties in discharge simulations under climate change (e.g. Faramarzi et al. 2009; Narsimlu et al. 2013) .
Very few studies examine the uncertainty of modeled nutrient loads in a future climate. Ficklin et al. (2013) examined potential future temperature and precipitation ranges (0 to +6.4°C, and −20% to +20%, respectively) to evaluate the sensitivity of these on sediment and nitrate outputs. They then determined the 95% confidence intervals under a range of temperature and precipitation conditions. However, they assumed the relationship between temperature and precipitation was independent.
For the first time, we report on the uncertainty of parameter sets that meet a specified objective function during the calibration of a hydrological model, and consider these "nonunique parameter" sets for simulating streamflow, nitrate nitrogen (NO 3 − -N) and total phosphorus (TP) variables in a reference period and using future climates simulations. The uncertainty contribution of parameters is important information for decision-makers (Xu and Tung 2008) , as the simulations capture a more complete range of plausible outcomes and therefore contribute pertinent knowledge for developing water management strategies to adhering to policies, such as the Water Framework Directive and Nitrate Directive in the long-term.
Our objective is to account for the uncertainty contribution of non-unique parameter sets to determine their role in climate change studies. We achieve this by quantifying the contribution of the non-unique behavioural parameter sets when assessing climate change impacts on future streamflow, NO 3 − -N and TP for the period 2041-2070. The uncertainty is quantified by the 95% confidence intervals, the interquantile ranges, the percentiles, and the total spread of the monthly variables. The evaluation of the future nutrient loads in the Altmühl per se has already been presented in Mehdi et al. (2015 Mehdi et al. ( , 2016 .
We use an approach that implements the Sequential Uncertainty Fitting Algorithm (SUFI-2; Abbaspour et al. 2004 ); a semi-automated calibration and uncertainty analysis tool available in SWAT CUP (Soil and Water Assessment Tool Calibration and Uncertainty Program). SUFI-2 was chosen because it is a global procedure and it applies to parameter sets, as opposed to oneat-a-time parameter analysis. Thus, an interaction between parameters in the model during each round of LHS sampling is preserved. Compared to other methods of uncertainty analysis, SUFI-2 requires relatively few runs to obtain satisfactory results (Yang et al. 2008) . Although it may be desirable to apply an MCMC type of method, this requires much computing power and is suited to modeling systems that require less computational demands. . The watershed is approximately 60% agricultural (summer and winter cereals, maize, oilseeds and permanent grassland), 30% forested and 5% urban.
Materials and Methods

Description of the Study Watershed
Hydrological measurements show the watershed to annually receive 700 mm of precipitation (46 mm is snowfall); evaporation comprises 475 mm, and runoff is 175 mm [BLfW, 1996] ; the remaining 50 mm are presumabaly subsurface water flow, which is in the Karst landscape in the southern tip of the watershed. Water transfers for flood control of <4% of the annual water in the basin were not simulated.
The main water quality challenges are related to diffuse pollution of P levels. The EU enviornmental quality standards (2008/105/EG) established a TP threshold of 0.1 mg/L for reaching quality class II; but the TP concentrations are 0.3 and 0.2 mg/L in the Altmühl river and lake, respectively [BLfU, 2013 "Gewässerkundlicher Dienst Bayern" unpublished data available from www.gkd.bayern.de]. The NO 3 − -N concentrations in the watershed are <11 mg/L, the limit for the groundwater quality standard (91/676/EG).
The Hydrological Model SWAT
The hydrological model Soil and Water Assessment Tool (SWAT; Arnold et al. 1998 ) is a semi-distributed, process based hydrological model run on a daily time step. It was applied to examine streamflow, as well as NO 3 − -N and TP loads for both a reference and a future period in the upper Altmühl watershed. One land use layer from 2008 with region-specific agricultural management practices and unchanging fertilizer inputs was used for the entire simulation period (both during the reference and future periods). To initialize soil processes, a 5-year spin up period was used prior to all SWAT simulations.
ArcSWAT version 510 was run on an ArcGIS 9.3.1 (ESRI, California, USA) platform. The setup was based on a 50 m Digital Elevation Model (Table 1S ) that mapped the Altmühl watershed onto an area of 993.4 km 2 divided into 17 subbasins (based on an upstream drainage area > 200 ha). The watershed was further divided into hydrological response units (HRUs) which act as heterogeneous cells (grouping similar soil textures, land uses and slopes in each subbasin). An HRU threshold can be specified whereby areas below these thresholds are not considered in the subbasins, and the minority classes are reappointed so that 100% of the area is modeled. Thresholds of 0%, 10% and 0% were applied to land use, soil type and slope, respectively.
The potential evapotranspiration was estimated using the Penman-Monteith method. The baseflow filter program (Arnold and Allen 1999) was applied to streamflow records from three gauges in the watershed to determine the groundwater recharge and establish the baseflow recession constants for SWAT.
The SWAT model requires several types of data input relevant to climate, hydrological processes and plant growth (Table 1S ). The observed climate data stemmed from measured sub-daily temperature, precipitation, relative humidity, cloud cover, and hours of sunshine for the period 1961-2005, provided by the German Meteorological Service (Deutscher Wetterdienst 2011). These were aggregated to a daily scale and interpolated to a 1 km grid using an elevation dependant inverse distance method (Mauser and Bach 2009 ). This climate data was input to calibrate SWAT.
Observed daily flows at the Thann (1981 Thann ( -2010 , Aha (1975 Aha ( -2010 and Treuchtlingen (1948 Treuchtlingen ( -2006 More detailed information on the model set-up for the Altmühl watershed is described in Mehdi et al. (2015) .
Climate Simulation Ensembles
In total, seven coherent sets of climate variables of temperature, precipitation, relative humidity, solar radiation and wind speed were available to drive the SWAT hydrological model. Each simulation from the RCMs was driven by a coupled GCM for the time periods 1970-2000 ("reference period") and 2041-2070 ("future period"), with one of two SRES (Table 2S) .
The global climate models available were based on projections using A2 or A1B greenhouse gas scenarios (Nakicenovic et al. 2000) . In the A2 scenario, global CO 2 emissions reach 29 GtC by 2100; this is an increase of more than four times the 1990 levels (6 GtC). The A1B scenario has CO 2 emissions peaking around 2050, at 16 GtC; a level 2.7 times that of 1990, and fall to around 13 GtC by 2100. Both of the SRES represent pessimistic greenhouse gas emission futures and are comparable to the RCP scenario 8.5 (Rogelj et al. 2012) .
Temperature for each member of the ensemble was bias-corrected using a monthly correction factor based on the difference between the ensemble-mean of the 30-year mean monthly minimum and maximum air temperature and the 30-year monthly means of the daily-observed minimum and maximum air temperature. As well, a bias-correction method for precipitation was applied using the Local Intensity Scaling (Schmidli et al. 2006 ) which adjusts average monthly wet-day frequency and intensity (using a wet-day precipitation threshold of 1 mm). Using statistical algorithms, the RCM meteorological outputs (including the uncorrected variables of relative humidity, solar radiation and wind speed) were scaled to a finer resolution of a 1 km × 1 km grid with the scaling tool SCALMET (Marke 2008) using topography as the main predictor for small-scale patterns. SCALMET preserves energy and mass at the scale of the RCM grid. More detailed explanation of the climate change simulations and their postprocessing is provided in Muerth et al. (2013) .
SWAT Calibration and Quantification of Modelling Uncertainty
The Sequential Uncertainty Fitting algorithm (SUFI-2; Abbaspour et al. 2004 ) in SWAT-CUP version 4.3.2 (Abbaspour 2011) is a semi-automated inverse modelling procedure used for calibrating the SWAT simulated outputs to the available time series data of streamflow, NO 3 − -N and TP loads. It was used for finding the best run and the non-unique behavioural parameter sets. SUFI-2 is a stochastic procedure drawing independent parameter sets from a parameter hypercube using Latin Hypercube sampling (LHS). The flow parameters (19 in total) were calibrated first, followed by the NO 3 − (4 parameters) and then the P parameters (8 parameters).
The bounds within each LHS sampling for the parameter values [θ abs min , θ abs max ] were based on the sensitivity analysis, the authors' expert knowledge of the research area and on values from the literature. The LHS leads to a uniform sampling in the hypercube with n parameter combinations; each parameter range is divided into equally distributed increments based on n, the number of desired model runs. Briefly, in SUFI-2 and according to Abbaspour et al. (2004) , a global search algorithm examines the behaviour of the given objective function for each LHS parameter set for n runs. For each model run, a parameter sensitivity matrix (Jacobian matrix) is computed from the outputs. Using the Gauss-Newton method, and considering the first order derivatives, the Hessian matrix of the change in the objective function is calculated. Based on the Cramer-Rao theorem, an estimate of the lower bound of the parameter covariance matrix is calculated. The estimated standard deviation and 95% confidence interval of a parameter are calculated from the diagonal elements of the parameter covariance matrix. Parameter sensitivities (the average change in the objective function resulting from the change in each parameter while all other parameters are changing) are calculated with multiple regressions using the LHS parameters generated based on the simulated number of runs. The initial bounds for the parameter estimates are updated within the absolute ranges after each model run, whereby the new parameter ranges are determined centered on the best simulation. The degree to which SUFI-2 algorithm accounts for the uncertainties (parameter, conceptual model and input data) in the calibrated model is defined by two measures (Abbaspour et al. 2004 ): the first is the p-factor and involves measuring the percentage of observed data that falls within the 95% prediction uncertainty (95PPU) of the simulated outputs. The second measure is the r-factor, of the average distance between the 2.5th percentile and the 97.5th percentile of the simulated output; it should be smaller than the standard deviation of the observed data (σ obs ).
Where n is the number of observed data points, Q t,u and Q t,l are the upper and lower bounds of the 95PPU, respectively. Ideally, for discharge the p-factor should be close to 100, and the rfactor should be less than 1.5 (Abbaspour et al. 2004; 2015) .
The SUFI-2 algorithm focuses on one optimum area in the parameter space. It achieves this through an iterative process whereby it uses the outputs from the first model run (500-1000 runs) to narrow the parameter ranges to input into a second round of simulation (Abbaspour et al. 2004 ). The new (narrower) parameter ranges for the LHS reduce the 95PPU of the output variables. If the objective function, and the p-factor and r-factor are not satisfactory, SUFI-2 can be run 500-1000 times with the new parameter ranges until satisfactory results are obtained. Thus, the number of runs in each iteration is easily limited to a 500-1000 (Abbaspour 2011). In a study in which SWAT was applied to the European continent and where SUFI-2 was used as a calibration tool, satisfactory calibration results were achieved after three to five iterations (Abbaspour et al. 2015) .
The number and nature of the input parameters, their values and the total number of runs conducted will determine how many behavioural parameter sets are obtained during the calibration. The number of runs to undertake depends on several factors, but is mainly dominated by the number of input parameters. After SWAT was calibrated for flow, NO 3 − -N and TP the final calibrated parameter ranges was the parameter space that was sampled to find the non-unique parameters. To test how many runs were necessary before convergence occurred, initial simulations were run 250, 400, 500, 800, 1000 and 1500 times (Table 1) . For this study, we chose the non-unique behavioural parameter sets obtained from the 800 runs to conduct our analysis with. The 800 runs provided the best results with respect to the pfactor, the r-factor, and the objective function.
The screening of parameters used to calibrate SWAT were based on a literature review (Shen et al. 2008; Ullrich and Volk 2009; Sexton et al. 2011) , combined with a sensitivity analysis carried out for parameters relevant for the streamflow, NO 3 − -N and TP variables. Also, if a parameter had values that were unknown, or less certain, it was included in the calibration. Table 2 lists the parameters with their final ranges after the calibration was completed.
To avoid over-parameterising the model (overfitting the noise), SWAT was calibrated sequentially for streamflow, NO 3 − -N, and TP (Arnold et al. 2012) . SWAT was first calibrated (1964) (1965) (1966) (1967) (1968) (1969) (1970) (1971) (1972) (1973) (1974) at the outlet gauge (Treuchtlingen) for surface flow at a daily time step (validated from 1975 to 1984) . Because of data limitations, NO 3 − -N and TP were calibrated (1982) (1983) at the monthly time step at the Thann gauge (and validated in 1984) . After each time step, the overall water balance and the simulated crop yields were verified against available data for the region (Table 1S ). In SUFI-2, during calibration, the user may specify the percentage error in the measured data, which is an independent error as it is a standard deviation added to the measured data. Here, we provided a 10% error for flow measured data and a 20% error for N and P related measurements (Harmel et al. 2006) .
The Nash-Sutcliffe Efficiency (NSE; Nash and Sutcliffe 1970) was chosen as the primary objective function for calibration because high flows are important for the transport of nutrient loads towards surface waters. The NSE is a statistical criterion that determines the relative magnitude of the variance of the residuals compared to the variance of the observed data. Due to the restrictions any single goodness-of-fit measure carries with it, several objective functions were performed post-validation (PBIAS, R 2 , bR 2 ) in Table 3a-b. The PBIAS measures the average tendency (%) of the simulated data to be larger or smaller than the observed data. A value of 0 represents a bias-free simulation. Negative values indicate the simulation overestimates the observed values, and positive values indicate an underestimation (Gupta et al. 1999) . The coefficient of determination (R 2 ) describes the proportion of the observed variance that can be captured by the simulations as per Legates and McCabe (1999) . Whereas the bR 2 multiplies the R 2 by the coefficient of the regression line to account for both the magnitude of the signal and their dynamics (Abbaspour 2011).
Once the SWAT model was calibrated and validated to at least meet the statistical criteria in Moriasi et al. (2007) , whereby the NSE values are ≥0.5 for streamflow and nutrients at the monthly time-step, the hydrological model was run with i) the best parameter set that met the given objective function during calibration, and ii) all of the non-unique parameter sets that met the minimum objective function during calibration. Both i) and ii) were subsequently applied to the hydrological model, one at a time, using each of the reference climate as well as the future climate simulation data.
Quantifying the Uncertainties Related to Climate Change Simulations
SUFI-2 is one of several methods that can be used to calibrate SWAT that determines optimum sets of parameter values that minimize the difference between observed and simulated output variables. SUFI-2 can provide one "best estimate" parameter set (i.e. one optimum parameter set that achieved the highest fit with the objective criteria) found during the global calibration that best fits the defined objective function. Most hydrological studies use such a parameter set to validate and evaluate the model, and apply it to all subsequent model operations.
But, SUFI-2 implements a stochastic process; therefore, a number of parameter-set solutions can produce an equally satisfactory calibrated solution (Abbaspour et al. 1997) . To capture some of the possible best parameter-set fits, a range of solutions that fall within the 95PPU for the variable(s) and that met the objective function was chosen.
The first part of our methodology consisted of running the SWAT model with the best estimate (optimum) parameter set found during calibration, and forcing it with each of the reference and the future climate simulations. Here, an objective function of NSE >0.6 was used for all variables since it meets the satisfaction criteria for calibration purposes and it is a value Evaluating the Importance of Non-Unique Behavioural Parameter Sets on...that modelers may realistically strive for. This approach will be referred to as the "best run" approach.
The second approach retained all of the calibrated parameter sets that allowed streamflow, NO 3 − -N and TP loads to meet the objective function of NSE >0.6 (including the best run). The parameter sets which met a given objective function during the calibration period were subsequently propagated through the hydrological model. The same likelihood is attributed to each parameter set for which the objective function selected threshold is exceeded. Several sets of non-unique behavioural parameter sets were found using this approach; the number of sets was determined by the number of runs performed in SUFI-2.
The behavioral SWAT model parameter sets were propagated through SWAT with each of the future climate simulations, respectively to produce 42 simulations of streamflow, NO 3 − -N and TP (7 future climate simulations × 6 sets of non-unique behavioural parameter sets). This approach will be referred to as the "non-unique" approach.
The future climate uncertainties were mainly captured by using a suite of climate models. And, to remove any bias in the climate model simulation, the reference climate simulations were compared to the future climate simulations.
Results
Future Climate Simulations with Temperature and Precipitation Changes
All climate simulations were bias-corrected. Since this correction intends to maintain the natural variability, and not force the model to match the observations, some differences between the observed data and the bias-corrected climate simulations from 1970 to 2000 may still occur (Fig. 1a-b) , especially with precipitation (Teutschbein and Seibert 2012) .
Compared to the respective reference climate , the future climate (2041-2070) projected mean monthly precipitation changes in the range of −20% to +74%, and mean monthly temperatures increases of 0.75°C to 4.0°C.
3.2 Evaluating the "Best Run" and "Non-Unique" Performance using Observed Data
The simulated annual water balance had an error of <1%. The simulated monthly outputs, resulting from the best set of calibrated parameters, demonstrate that SWAT reproduced the timing of dry spells and peak flows well ( Fig. 2a and 1S ). The magnitude of flows was also modelled satisfactory (Moriasi et al. 2007) , although SWAT tended to underestimate the flow (PBIAS = 13.8%; Table 3a ). The NO 3 − -N and TP simulations reproduced the timing of the events (Fig. 2b-c and Table 3b ), although modelled TP had overall lower values (PBIAS 33.5%), whereas NO 3 − -N was overestimated (PBIAS −11.8). On the whole, based on the performance criteria, the sequential calibration of the three variables led to a satisfactory performing SWAT model for the Altmühl watershed.
Each non-unique behavioural parameter set found in SWAT caused streamflow, NO 3 − -N and TP loads to be simulated, so that combined, they met the specified objective criterion (NSE >0.6) for the calibration period. From the 800 runs, 6 non-unique behavioural parameter sets met the objective function (Table 3S) . The relatively few sets found were in part due to the purposefully high objective function chosen as a realistic goal for calibration, but it also reduced the non-uniqueness. A stricter common objective criterion (i.e. a higher NSE) was tested (results not shown) and as expected, led to one or no behavioural parameter sets found, also because TP was the limiting variable to reach a higher NSE.
The non-unique behavioural parameter sets provided a first indication of the uncertainty information through the 95PPU for the simulated variables (Fig. 2a-c) , where the p-factor indicated that 34% of the simulations encompassed the measured streamflow data, 28% of the simulated outputs bracketed the observed NO 3 − -N loads, and 14% of the TP simulations bracketed their observed values. These p-factors are smaller than when the overall uncertainty of the simulations is considered after the iterations are completed for the calibration (Table 1) (a) (b) (i) (ii) (iii) (i) (ii) (iii) Fig. 1 a) i) Observed mean monthly temperature compared to the ii) climate simulated reference temperature data and iii) future temperature data (2041-2070), b) i) Observed mean monthly precipitation compared to ii) climate simulated reference precipitation data and iii) future precipitation data because the non-unique behavioural parameter sets are reporting p-factors that met our NSE objective function and thus examine a narrower range of outputs. 
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3.3 Simulated Streamflow and Water Quality Using the "Best Run" and "Non-Unique" Approach with Reference and Future Climate Simulations
The monthly streamflow, NO 3 − -N and TP loads simulated with SWAT using the best parameter set and the observed climate data are depicted in Fig. 2a-c, respectively . The simulation based on the single best run provides little information about the simulated uncertainty for streamflow, NO 3 − -N and TP loads since it is a comparison between two signals (one modeled signal with one observed data set). Thus, the only source of uncertainty can be gleaned from the model error between observed and simulated data (Table 3a) .
The best run was also applied with each of the seven reference climate simulations (period 1970-2000) in SWAT (grey lines in Fig. 2S) ; these depict the irreducible climate variability of modelled streamflow. The differences between the blue line and the grey lines depict discrepancies in the simulated results that are due to climate model disparities caused by the physical processes represented in the models, and/or in the different initial conditions with different members from the same model. The best run was finally applied in SWAT with each of the seven future (period 2041-2070) climate simulations (red lines in Fig. 2S) .
When comparing the best run's mean of the monthly streamflows for the reference period to the future period, statistically significantly higher streamflow was simulated in May and June. When the non-unique approach was used, the mean streamflow was significantly higher in May and significantly lower in September (Table 4S) .
The non-unique approach applied to SWAT with the future climate simulations depict the parameter uncertainty (Fig. 3S) . Using the non-unique approach, the complete spread between the minimum and the maximum of the points was greater (Table 4S ) this is also depicted by the monthly extreme values in Fig. 3 , even though the 10th and 90th monthly percentiles were mostly lower, or similar, compared to the best run.
The seasonal differences highlighted that the interquartile ranges using the two methods differed. For streamflow, the non-unique approach had smaller interquartile ranges (Table 5S) , despite having a greater spread of data, indicating that the majority of the data points were centred within the quartile ranges.
Using the best run approach, the mean monthly future NO 3 − -N loads increased significantly in most months, except in March, April, August and September (Fig. 4 and Table 6S ). In SWAT the NO 3 − -N loads in the stream are driven by surface flow, infiltration and throughflow. The NO 3 − -N loads are sensitive to precipitation and infiltration changes, this is reflected in the future climates by the higher monthly spread in the 25th and 75th percentiles compared to the reference period. For the best run approach with the future climate simulations, the 90th percentile NO 3 − -N loads were simulated to increase in all months (Table 6S) indicating a higher right hand tail of the load distribution and higher NO 3 − -N loadings. The non-unique approach showed statistical significances in all of the same months as the best run approach, but it additional showed a statistically significant increase in loads in August and a decrease Fig. 2 a) Monthly streamflow at Treuchtlingen for the reference period using SWAT simulated with observed climate and the best run simulated (red line) p-factor 34%; r-factor 0.38, and using observed climate and the non-unique behavioural parameter sets (grey lines), b) Monthly NO 3 − -N at Thann for the period of observed data 1982-2000 (orange line) and from SWAT simulated with the observed climate and the best parameter set (black line) and with the non-unique behavioural parameters (grey lines: NSE ≥ 0.6; p-factor 28%; r-factor 0.42), c) Monthly TP at Thann for the period of observed data 1982-2000 (green line) and from SWAT simulated with the observed climate and the best parameter set (black line) and with the non-unique behavioural parameters (grey lines: NSE ≥ 0.6; p-factor 14%; r-factor 0.37) occurring in April. The total spread between the minimum and maximum of the monthly data points in the non-unique approach was greater than in the best run (Fig. 4) , by up to 1 kg/ha (the difference in the maximum values in February) in spite of the seasonal interquartile ranges (Table 7S) being lower or the same as in the best run approach.
Using the best run approach, the mean TP loads in winter months (December to March) were simulated to be significantly lower in the future period. Decomposition and mineralization of fresh organic residues and of the humus add plant-available P to the soil. These processes are controlled by the decay rate constant, which is determined in part by the soil temperature, warmer temperatures increase the decay rate. The 90th percentiles were also lower in winter. However, in April, May and October the means were higher (Fig. 5 and Table 8S ). The non-unique behavioural parameter sets also showed these significant changes and additionally indicated a significant increase in July. Again, the spread between the minimum and maximum was greater by 0.17 kg/ha (the difference in the maximum values in January) even though the seasonal interquartile ranges (Table 9S) were lower for the nonunique behavioural parameter sets compared to the best run approach. Fig. 3 SWAT simulated monthly flow at Treuchtlingen, using the best parameter set with reference climate simulations (blue boxes) and future climate simulations (grey boxes), and the non-unique approach with future climate simulations (white boxes). Boxplots show the central mark as being the median, the upper and lower edges of the box are the 75th and 25th percentile, respectively, and the whiskers extend to the values that lie inside one and half box lengths from the quartiles. The circles represent values which lie one and a half box lengths away from the quartile (considered outliers). Asterisks are values that lie more than three box lengths away from the quartile (considered extremes)
The monthly differences between the mean of the future simulations using the best run and the mean of the simulations using the non-unique approach indicate changes ranging from 0 to 0. 
Discussion
Using the method outlined, more data is available for the non-unique approach; each month 1260 values (30 years × 7 climate simulations × 6 non-unique behavioural parameter sets) are compared to the best run approach which has 210 values (30 years × 7 climate simulations × 1 best run) which allows for more data to be analysed in the non-unique approach and statistical tests to be more robust, hence more months have statistical differences in nutrient loads with the non-unique approach. The climate change signal is provided by the best run approaches in SWAT; by taking the difference between the future climate and the reference climate simulations. The impacts of the non-unique parameter sets is shown by the difference between SWAT applied with the nonunique parameter sets with the future climate simulations and SWAT applied with the best runs using the future climate simulations.
Applying the non-unique behavioural parameter sets with future climate simulations to SWAT, simulated the outliers to have an overall greater spread between the minimum and maximum values, than with the best parameter approach. This indicates the number of simulated extreme events increased in the non-unique approach, so that the range of events was greater even though the interquartile range is narrower. As well, with the non-unique approach, the independent t-tests revealed statistically significant differences for more months during the year.
Using the non-unique behavioural parameter sets, the monthly nutrient loads were different than for the best run approach (Tables 6S and 8S ). Using the non-unique approach, the seasonal interquartile ranges showed, with 50% confidence, that the simulated future NO 3 − -N loads transported from the fields would lie between 1.19 and 2.66 kg/ha in winter months. Using the best run approach, the range was 1.12 to 2.76 kg/ha. Although seemingly minimal, depending on the season, the differences between the approaches amount to a discrepancy at In climate change studies when a hydrological model is being applied to non-stationary conditions it is critical to use more than one suitable parameter set for the future predictions to cover a wider range of potential outcomes. Although the simulation cannot guarantee any expression of confidence in future predictions due to epistemic errors, using non-unique behavioural parameter sets provide a more honest range for the simulated variables by accounting for outcomes that are due to parameter uncertainties. A limitation of the SUFI-2 procedure is that the non-unique behavioural parameter sets are centered around one and the same local optimum in the parameter space.
Calibration of SWAT
A discussion on the calibration methodology of SWAT is warranted, as different approaches to calibration produce different results. Several different procedures were tried for calibration.
i) The variables can be calibrated sequentially. After the flow is calibrated, the best flow ranges can be included with the NO 3 − -N parameter ranges, to calibrate for NO 3 − -N; and then, the same best flow ranges can be included with the TP parameters when calibrating for TP. The results of this calibration method are presented in this paper.
ii) The variables can be calibrated sequentially only using the best parameter set each time,
i.e. first streamflow, then NO 3 − -N then TP is calibrated; always using the best parameter set from the proceeding variable to find the best fit of the new variable. iii) All three variable ranges can be calibrated together.
Calibrating on any one variable alone will yield a higher NSE for the best run. In our sequential calibration, for TP we obtained an NSE of 0.47 (Table 3b ), yet the highest NSE achieved for TP during the multiple variable simulation (method iii listed) was 0.18 (results not shown); similarly, when NO 3 − -N loads were calibrated with flow alone, an NSE of 0.77 was achieved, but this dropped to 0.39 when TP parameters were added. Arnold et al. (2012) provide a solid overview of best practices for model calibration and validation, but do not address multi-variable calibration techniques. Multi-variable objectives affected our solution by creating more limitations and constraints to be met, which is also observed in Ficklin et al. (2013) who simultaneously calibrated SWAT using streamflow, sediment, nitrate and pesticide variables at multiple gauging stations. The NSEs obtained during their multi-variable calibration varied from 0.11 (sediments) to 0.94 (streamflow). It may be possible to overcome this restriction by applying a constrained objective function to ensure that only the loads falling between specified value ranges are calibrated for. Using this approach, Abbaspour et al. (2007) calibrated SWAT simultaneously for discharge, sediments, NO 3 − and TP at the watershed outlet, and obtained p-factors and r-factors for discharge of 91 and 1.0, respectively; for sediment they were 80 and 1.5, respectively; TP had 78 and 1.35, respectively; and NO 3 − had 82 and 1.0, respectively.
Poor results in the calibration are due to a combination of influences, such as the correlation between streamflow and individual nutrients, such as TP, and the lack of correlation between the nutrients themselves. For example, the CN directly influences runoff and therefore all other aspects of the water balance. Soil erosion is greatly affected by the CN which directly impacts the amount of particulate P transported, but not so much NO 3 − -N transportation. Global hydrological parameters (i.e. *.bsn parameters) that pertain to the whole watershed and affect the hydrology of the entire calibration area are also responsible. If they are changed for one variable they will affect the hydrology of the other variables as well. The variation of any nutrient load parameter is affected by the uncertainty of the parameters associated with the streamflow process (Shen et al. 2008) .
Finally, the choice of objective function is critical. For example, objective functions based on the NSE favour good agreements with peak flows and peak nutrient loads. Applying multi-objective functions may provide solutions which attenuate the partiality of any particular objective function statistic. Wellen et al. (2015) highlighted how only approximately 10% of distributed, process-based, diffuse pollutant water quality modeling studies accounted for the uncertainty of their model predictions. Based on this information, methods and best practices to calibrate and to determine uncertainties should be made more widely available to the modelling community.
Conclusion
Applying the non-unique approach provides a greater range of the combined uncertainty when using the SWAT model for predicting future water quality. Here, using seven climate simulations, the future variability for NO 3 − -N and TP using the non-unique behavioural parameter sets was shown to have mean maximum monthly values that were up to 1.0 kg/ha and 0.17 kg/ha higher, respectively than those provided by the best run approach. The uncertainty simulated using non-unique behavioural parameter sets as determined by SUFI-2 depends on several factors, such as the objective criteria threshold chosen; the number of objective criteria; the number of variables being calibrated for at any one time; and the number of gauges used during the calibration process.
Beyond the calibration process itself, predicting uncertainty bounds of the water quality variables also involves examining the hydrological model conceptual structure; the hydrological model input data uncertainties; and the period of simulation. As well, other changes occurring in the watershed, such as land use change, may also add to the uncertainty of the modelled outcome.
In this study, the seven climate change simulations dominated the uncertainty compared to the non-unique behavioural parameter sets, but reporting the parameter uncertainties associated with future streamflow and water quality variables portrays the range in existing ambiguities of the scientific tools available, and further provides added knowledge in potential extreme events compared to providing only the best run approach. Box plots, cumulative frequency distributions and probability distributions of non-unique simulated outcomes give a sense of the potential ranges of outcomes.
Further research on how uncertainty bounds are affected include testing the choice of the calibration method (i.e. SUFI-2, GLUE, Parasol, etc.); the calibration time period; the data available for calibration (sampling frequency and truthfulness); the number of simulation runs; the number of parameters; and the range of parameters used in the calibration.
