Based on earlier work by the authors, in this paper we introduce novel fully discrete, fully practical parametric finite element approximations for geometric evolution equations of curves in the plane. The fully implicit approximations are unconditionally stable and intrinsically equidistribute the vertices at each time level. We present iterative solution methods for the systems of nonlinear equations arising at each time level and present several numerical results. The ideas easily generalize to the evolution of curve networks and to anisotropic surface energies.
Introduction
The parametric finite element approximation of geometric curve evolutions has received great attention over the last two decades. We refer to [1] for a recent overview on geometric evolution equations and their numerical treatment. Beginning with Dziuk's seminal papers [2, 3] , almost all of the fully discrete finite element approximations in the literature use a clever semi-implicit discretization that treats most of the geometric quantities explicitly. In general, this then leads to linear systems for the discrete unkowns, which are very similar to the ones arising from standard finite element approximations of onedimensional partial differential equations on a fixed interval with e.g. periodic boundary conditions. As examples we refer to [3] [4] [5] [6] [7] [8] [9] [10] , as well as to previous work by the present authors, see [11] [12] [13] . The only work on fully implicit finite element approximations that we are aware of is [14] , where existence, uniqueness, stability and error bounds are shown for the fully discrete, fully implicit generalization of the semidiscrete scheme in [3] for the curve shortening flow.
In the remainder of this introduction we will motivate the fully implicit approximations considered in this paper. As these approximations will lead to equidistributed polygonal discretizations, we also review alternative numerical approaches on equidistributed approximations in the literature. To this end, we introduce the following notation. Let (Γ(t)) t∈[0,T ] be a family of closed curves in the plane, parameterized by x : I × [0, T ] → R 2 , I := R/Z. With s denoting arclength of Γ(t), we can define the unit tangent x s (ρ, t) = xρ(ρ,t) | xρ(ρ,t)| , ρ ∈ I, and the unit normal ν = − x ⊥ s , where · ⊥ denotes a clockwise rotation through 90
• . All of the considerations in this section remain valid for the alternative normal x ⊥ s . However, with a view towards introducing general anisotropies later on in this paper, we will fix the stated sign convention throughout.
In order to keep the presentation simple, in this introduction we will restrict ourselves to the two geometric evolution equations of (a) curve shortening flow, also called curvature flow, and (b) surface diffusion where V := x t . ν is the normal velocity of Γ(t), and κ denotes its curvature, i.e. defines the length of the curve. In particular, we see that the curve shortening flow (1.1a) is the L 2 -gradient flow of (1.4), while the surface diffusion flow (1.1b) is the H −1 -gradient flow of (1.4) , and as such it conserves the area enclosed by Γ.
Most of the numerical approaches for the approximation of (1.1a,b) in the literature do not control the tangential distribution of mesh points, and so to prevent numerical singularities such as coalescense or swallow tails, i.e. numerically induced self-intersections, in practice mesh smoothing methods in general need to be employed. See e.g. [7, 8, 15] for possible mesh smoothing strategies. The application of such remeshing methods is usually viewed as undesirable. For example, they might smoothen the solution excessively, stability results that hold for the original approximation are in general lost, and when applied to approximations of (1.1b) great care must be taken to ensure that the mesh smoothing method conserves the enclosed area. Hence for a long time there has been interest in deriving numerical discretization methods that intrinsically maintain a good mesh quality. Here one possible approach is to consider numerical methods, where the nodes of the polygonal approximations of Γ(t) remain equidistributed throughout.
The first such approach that we are aware of was introduced in [16] , see also [17] , for the second order flow (1.1a) and generalizations of it to the movement of phase boundaries in solidification problems. Here the basic idea is to only consider parameterizations that satisfy | x ρ (ρ, t)| = |Γ(t)| ∀ ρ ∈ I , t ∈ [0, T ] , (1.5a) which means that ρ (up to a constant) is arclength, and then to reformulate (1.1a) in terms of an evolution equation for the tangential angle ϑ, where x s = (cos ϑ, sin ϑ) , (1.5b) and so κ = ϑ s . The solution ϑ(ρ, t) can then be used to integrate (1.5b) in order to obtain the curve parameterization x(ρ, t), and this idea has since been used by a number of authors, see e.g. [18, 19] , and also [20] for a slightly different variant. We remark that when (1.5b) is integrated on the discrete level, then the resulting approximation of x(ρ, t) will in general not be equidistributed. In [18] the author uses a special integration rule to ensure equidistribution for a periodic interface, but as this violates the periodicity on the discrete level, his approach does not appear to generalize to closed curves. A second possible approach, which appears to have been first considered in [21, 22] for the flow (1.1a), is to discretize an evolution equation for the position vector x in the form
where the tangential velocity α is chosen such that the nodes of the triangulation remain close to being equidistributed. However, rather then choosing a continuous velocity α, the author in [21, 22] adds a heuristic tangential velocity on the discrete level, which is effective in trying to locate the points uniformly, and hence prevent coalescence. The authors in [23, 24] , on the other hand, consider the formulation (1.6a) for the flows (1.1a,b) and a fixed choice for α. In particular, they show that choosing α such that
V κ ds (1.6b) implies that | xρ(ρ,t)| |Γ(t)| t = 0, and so ρ (up to a constant) is arclength if x(ρ, 0) is an arclength parameterization of Γ(0). The authors then discretize (1.6a,b) with the help of finite differences, leading to linear systems of equations to be solved at each time level. We note that the fully discrete approximations of the formulation (1.6a) will in general not be equidistributed. In addition, we mention that the variational approach in [4] for the curve shortening flow (1.1a), see also [5] , can be viewed as approximating (1.6a) with α = | x ρ | −3 ( x ρρ . x ρ ). Although this choice of tangential velocity in general does not lead to an arclength parameterization of Γ(t), in practice these authors observed well distributed polygonal approximations.
Finally, the authors in [25] , see also [26] , supplement the flow equations (1.1a,b) with the side constraint
which, on noting that (
x ρρ , is equivalent to (1.5a). The authors then introduce a finite difference approximation to (1.1a,b) with (1.7), which leads to a system of nonlinear equations at each time level. On approximating (1.7) fully implicitly with the help of centred finite differences, the authors obtain an equidistribution property on the discrete level, although this is not explicitly stated in their work. In addition, their numerical method is extended to the case of evolving curve networks, see [25] for details.
Before we introduce the novel approach considered in this paper, we sumarize that what all of the above approaches (1.5a,b), (1.6a,b) and (1.7) have in common is that a suitable reformulation of (1.1a,b) is considered, which enforces x(ρ, t) to be an arclength parameterization of Γ(t). Whether this property is reflected on the discrete level, however, i.e. whether the vertices of the polygonal approximations to Γ(t) are uniformly spaced, depends subtly on the chosen time and space discretizations. Apart from the approach in [25] , the fully discrete approximations of the numerical approaches discussed so far, applied to evolving closed curves, will in general not be equidistributed. Naturally, in practice this is of little importance and presented numerical results are in general close to being equidistributed, see [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] for more details. In addition we note that so far there does not seem to be a stability analysis available for any of the fully discrete approximations of the previously discussed numerical approaches, e.g. in the spirit of (1.3).
The approach considered in this paper makes use of the following weak formulation of (1.1a,b) with (1.2), that was first introduced by the authors in [11] in order to derive parametric finite element approximations of (1.1b) for curves and curve networks in the plane. Given Γ(0) = x(I, 0), for all t ∈ (0, T ] find Γ(t) = x(I, t), with x(t) ∈ H 1 (I, R 2 ), and
It is the variational formulation (1.9) of the identity (1.2) that will be at the core of the equidistribution property exhibited by the fully discrete approximations introduced in this paper. Of course, the idea of using a variational formulation of (1.2) in order to design a numerical method for the approximation of (1.1a,b) is not new. In fact, the idea goes back to Dziuk's seminal paper [2] , and has since been used by a number of authors in order to derive finite element approximations of (1.1a,b) and more general flows; see e.g. [3, 5, 7, 8, 10] .
Several remarks on (1.9) are due. First of all, we note that intriguingly, and in contrast to the previously discussed approaches (1.5a,b), (1.6a,b) and (1.7), the formulation (1.8a,b) with (1.9) does not enforce any condition on the tangential velocity α = x t . x s of x and, in particular, ρ need not be an arclength parameterization. In fact, it is easy to see that the tangential velocity of x is indeed arbitrary, and so there does not exist a unique solution to (1.8a,b) with (1.9). However, on replacing H 1 (I, R) and H 1 (I, R 2 ) with conforming piecewise linear finite element spaces, one can derive a semidiscrete continuous-in-time approximation of (1.8a,b), (1.9) that will equidistribute the vertices of the approximations to Γ(t), where these approximations are not locally flat, and from now on we will refer to this property as weak equidistribution. See the Remark 2.4 in [11] , where the novel variational formulation (1.9) was introduced by the present authors for the first time. Based on the idea of this semidiscrete approximation, in the series of papers [11] [12] [13] , the present authors have introduced fully discrete parametric finite element approximations to (1.1a,b) that are unconditionally stable and that have good mesh properties in practice. These fully discrete schemes use a semi-implicit time stepping discretization, which, as discussed previously, is standard in the literature, and which leads to simple linear systems of equations at each time level. However, the semi-implicit time stepping means that although in practice the observed mesh quality is very good, the (weak) equidistribution property that holds for the semidiscrete scheme will in general not hold for the fully discrete, semi-implicit approximations.
Building on this earlier work, it is the aim of this paper to introduce fully discrete, fully implicit finite element approximations of (1.8a,b), (1.9) that are unconditionally stable and that satisfy the (weak) equidistribution property of the semidiscrete scheme at each time step. Apart from being much simpler than the previously discussed numerical methods, we believe that these are the first unconditionally stable fully discrete approximations of the geometric evolution equations (1.1a,b) in the literature, for which an equidistribution property can be shown. Moreover, the presented ideas immediately carry over to the case of evolving curve networks and to anisotropic surface energies. Naturally, these novel approximations will no longer lead to linear systems. To the contrary, as the schemes are now fully implicit, the resulting algebraic equations are highly nonlinear. Hence appropriate nonlinear solution methods need to be developed, in order to compute solutions to the introduced finite element approximations.
We conclude this introduction with two further remarks on the variational formulation (1.9) of the identity (1.2). On assuming that x(ρ, t) is an arclength parameterization of Γ(t), the equation (1.9) can be equivalently formulated as
Conversely, it is easy to see that (1.10) implies (1.7), and hence any solution to (1.8a,b), (1.10) also solves (1.8a,b), (1.9), and in particular is an arclength solution. It will turn out that one of the fully discrete approximations introduced in this paper can be viewed as a discrete analogue of (1.8a,b) with (1.10); see Remark 2.3 below. For these and some related schemes, the weak equidistribution property discussed above can be replaced with strong equidistribution at each time level, i.e. the vertices of the approximations to Γ(t) will be uniformly spaced no matter whether the approximations are locally flat or not. However, when deriving fully discrete finite element approximations it is advisable and indeed beneficial to always consider the original variational formulation (1.8a,b), (1.9), rather than (1.8a,b), (1.10). Then also semi-implicit approximations are unconditionally stable and curve shortening, and generalizations to anisotropic surface energies, to the evolution of curve networks in the plane and to the evolution of hypersurfaces and surface clusters in R 3 are easily possible. In this context we recall that (1.9) is naturally extended to hypersurfaces in R 3 . In the series of papers [27] [28] [29] [30] this has been employed by the authors to introduce fully practical, semi-implicit finite element approximations for geometric evolution equations of surfaces and surface clusters in R 3 , which in general maintain a very good mesh quality. Here it is worth noting that none of the approaches (1.5a,b), (1.6a,b) or (1.7) generalizes to the treatment of surfaces in R 3 .
The remainder of this paper is organized as follows. In Section 2 we introduce fully discrete, fully implicit finite element approximations of (1.8a,b), (1.9) and prove stability and equidistribution properties. These schemes are generalized to the treatment of curve networks and to anisotropic surface energies in §2.1 and §2.2, respectively. In Section 3 we present iterative solution methods for the highly nonlinear systems of equations that arise at each time step of the fully implicit finite element approximations. Finally, in Section 4 we present numerical experiments for the novel finite element approximations introduced in this paper. These results clearly exhibit the equidistribution property established in Section 2, and we present comparisons with results from semi-implicit finite element schemes introduced by the authors in earlier work.
Finite Element Approximation
We introduce the decomposition I = ∪ J j=1 I j , J ≥ 3, of I = R/Z into intervals given by the nodes q j , I j = [q j−1 , q j ]. For later use, we assume that the subintervals form an equipartitioning of I, i.e. that
Throughout this paper, we make use of the periodicity of I, i.e. q J ≡ q 0 , q J+1 ≡ q 1 and so on. The necessary finite element spaces are now defined as follows 
we define the L 2 -inner product u, v I := I u . v dρ, and, for the case that u, v are piecewise continuous, we also define the mass lumped inner product u, v
, and where we have recalled (2.1). In addition, we define the shorthand notations u, v
Then it is easy to see that
For later use, we also define the polygonal edges
We propose the following approximation to (1.1a,b):
Of course, on eliminating κ m+1 , the system (2.4a), (2.5) can be equivalently written as
Remark. 2.1. We remark that the schemes (2.4a), (2.5) and (2.4b), (2.5) are fully implicit versions of the following two semi-implicit approximations to the flows (1.1a,b), which the authors introduced in [12] and [11] , respectively. For
We note that (2.7a), (2.8) and (2.7b), (2.8) are linear and recall from [11, 12] that existence, uniqueness and stability for these approximations can be shown under some mild assumptions on the old polygonal curves Γ m .
Remark. 2.2.
The fully implicit scheme from [14] , which is based on the semidiscrete approximation of (1.1a) introduced in [3] , reads:
In [14] The following theorem states stability estimates for the fully implicit, fully discrete schemes (2.4a,b), (2.5).
5). Then it holds that
Proof. The proof is analogous to the proof in [11, Remark 2.4] for the semidiscrete variant of (2.4b), (2.5). Fix an arbitrary j ∈ {1, . . . , J}. If h 
(2.15) Clearly, (2.15) and the Cauchy-Schwarz inequality imply that | h
In view of Theorem 2.2, we also consider the following adaptations of our schemes
These reformulations will prove particularly useful when introducing iterative solution methods for the nonlinear systems (2.4a,b), (2.5). See Section 3 for details.
In particular, the stability results
is truly equidistributed, then it also solves (2.16a,b), (2.17).
Proof. Fix an arbitrary j ∈ {1, . . . , J}. If ω m+1 (q j ) = 0, then the claim (2.18) trivially holds. In all the other cases we obtain, on choosing
This proves (2.18). The remaining claims then follow on noting (2.2) and that (2.18) and 
schemes ( So far in this paper we have limited our attention to the curve evolutions (1.1a,b) for a closed curve in the plane. We chose these simple setups in order to highlight the novelty of the fully implicit approximations and their properties. However, it is now straightforward to combine these new presented ideas to other curve evolutions that were previously studied by the authors. Below we will outline the details for some of these cases. In particular, the ideas carry across to the approximation of curve shortening flow and surface diffusion of curve networks, [11, 12] , to anisotropic evolution equations, [31] , to curve evolutions in higher codimensions and geodesic flows on manifolds, [13] , as well as to the approximation of phase boundary movements in solidification processes, [32] .
Curve networks
For simplicity, here we consider the simple setup as in Figure 1 ; cf. [12, Fig. 1 ]. That is, we want to numerically approximate gradient flows for
where Γ = (Γ 1 , Γ 2 , Γ 3 ) is the simplified curve network under consideration. We remark that for the L 2 -and H −1 -gradient flows of (2.21) we obtain
respectively, together with conditions that need to hold at the two triple junction points Λ 1 and Λ 2 . Here V i is the normal velocity of Γ i (t), and κ i denotes its curvature. Mixed flows of the form 23) which have applications in the modelling of the sintering of powder components, [33] , thermal grooving, [34] , interface motions in polycrystalline two-phase materials, [35] , and in the modelling of the evolution of boundaries in the electromigration of intergranular voids, [36] , can also be considered. We refer to [12] for details on these flows and on the necessary triple junction conditions.
The appropriate finite element spaces are then defined by 1] . We then propose the following approximations for the two gradient flows (2.22a,b).
We note that (2.24a,b), (2.25) are the obvious fully implicit analogues of the semi-implicit approximations introduced in [11, 12] . Moreover, extending these approximations to the mixed flow (2.23) is straightforward, see [12] for details. It is then not difficult to generalize the results in Theorem 2.1 and Theorem 2.2 to the above approximations for curve networks. To this end, we introduce the polygonal edges h
Proof. The proof is analogous to the proof of Theorem 2.1.
25). Then it holds that
Proof. The proof is analogous to the proof of Theorem 2.2.
Similarly to (2.16a,b), (2.17), we can now derive truly equidistributing variants of (2.24a,b), (2.25) as follows.
Once again we observe that (2.29) can be interpreted as including a weak formulation of the side constraints (
These constraints appear in the system of partial differential algebraic equations considered in [25] . But we stress that an advantage of (2.28a,b), (2.29) , and its generalization to the mixed flow (2.23), is that the triple junction conditions are naturally taken care of, while the finite difference framework considered in [25] necessitates the use of ghost points.
29). Then it holds that
is a solution to (2.24a,b), (2.25) and, in particular, the stability result
is truly equidistributed for i = 1 → 3, then it also solves (2.28a,b), (2.29).
Proof. The proof is analogous to the proof of Theorem 2.3.
Anisotropic surface energies
Based on the authors' work in [31] , we will now introduce fully implicit finite element approximations of gradient flows for closed planar curves for an anisotropic surface energy. An anisotropic surface energy has the form
where
) is a given anisotropy function. The function γ is positively homogeneous of degree one, i.e.
where γ ′ is the gradient of γ. An anisotropy is called even, or absolutely homogeneous, if in addition to (2.32) it satisfies
In the isotropic case we have that γ( p) = | p| and so γ( ν) = 1, which means that |Γ| γ reduces to |Γ|, the surface area of Γ. A wide class of even anisotropies can be modelled by
are symmetric and positive definite. For the stability results in our previous papers on anisotropic evolution equations, see [13, [29] [30] [31] [32] 37] , we restricted ourselves to anisotropies of the form (2.34), as then it is possible to prove unconditional stability results for the fully discrete semi-implicit approximations introduced there. However, for the fully implicit approximations considered in this paper, it is possible to show stability for any smooth anisotropy that is convex. Indeed, the stability proof below will only make use of the estimate 35) which, on recalling (2.32), is equivalent to
2 , i.e. to γ being a smooth convex function on R 2 \ { 0}. Of course, if γ is of the form (2.34), then it immediately follows from the Cauchy-Schwarz inequality that (2.35) holds.
The anisotropic curvature vector κ γ = κ γ ν is defined as the first variation of (2.31), see e.g. [1, 37] for details. In particular, the so called Cahn-Hoffmann vector, see [38] , is defined by ν γ := γ ′ ( ν), where from now on we assume that ν = − x ⊥ s is the outer normal to Γ, with the weighted curvature given by
Motion by anisotropic curvature and anisotropic surface diffusion are then given by 37) where β : S 1 → R >0 is a given smooth and positive function, with S 1 := { p ∈ R 2 : | p| = 1} denoting the unit circle in R 2 . We recall that (2.37a,b) arise as weighted L 2 -and H −1 -gradient flows of the anisotropic energy (2.31), respectively.
We then introduce the following fully discrete finite element approximations to (2.37a,b), where we note that (2.36) and (2.32) 
39) For later use we note that it follows from (2.32) that (2.39) can be equivalently written as 
We now analyse the first term in (2.43). On recalling (2.3), (2.32) and (2.35), it holds that
Combining (2.43) and (2.44) yields that
Summing (2.45) for m = 0 → k − 1 yields the desired result (2.41a). The proof of (2.41b) is analogous.
39). Then it holds that
where λ m+1,ℓ j
In the special case that L = 1, this yields that
Proof. The proof is analogous to the proof in [31, Remark 2.7] for the semidiscrete variant of (2.38b), (2.39) . Fix an arbitrary j ∈ {1, . . . , J}
2), and on noting that
and so (2.46a) holds. Moreover, if γ is of the form (2.34), it follows from (2.47) that ∦ h m+1 j−1 . We observe that while only (2.46c) gives a rigorous result on the distribution of the vertices { X m+1 (q j )} J j=1 with respect to the anisotropy γ, nevertheless (2.46a) and (2.46b) also give certain conditions on the distribution of the mesh points. Unfortunately, it does not seem possible to derive stricter conditions for these more general anisotropies.
In view of the result (2.46c) for anisotropies of the form
where G ∈ R 2×2 is symmetric and positive definite, we introduce the following adaptation of the schemes (2.38a,b), (2.39) in the spirit of the isotropic schemes (2.16a,b), (2.17) . 
50). Then it holds that
This proves (2.51). The remaining claims then follow on noting that (2.51), (2.42), (2.48) and (2.1) imply that
If we assume that γ ∈ C 2 (R 2 \ { 0}, R >0 ), then the following approximation of (2.37a) can also be considered. Here we recall from [6] that
where γ ′′ denotes the Hessian of γ, and where we recall for later use that
A common formulation of (2.52) uses the identity a( ν) = γ ′′ (θ) + γ(θ), where γ(θ) := γ(cos θ, sin θ) = γ( ν) and θ is the angle that ν makes with the x 1 -axis; see e.g. [39] . Hence (2.37a,b) can be rewritten as
and it is not difficult to show that (2.54a) implies that
i.e. (2.54a) can also be viewed as a weighted L 2 -gradient flow of the isotropic length (1.4). We propose the following approximation to (2.54a). For m ≥ 0, given
which on recalling (2.53) is equivalent to γ ′′ ( p) being positive semidefinite for all p ∈ S 1 , i.e. equivalent to γ being convex, it is easy for (2.56a,b) to establish the stability result (2.10a) with the terms in the sum replaced by
. This is a discrete analogue of (2.55). Moreover, a solution to (2.56a,b) will satisfy Theorem 2.2, i.e. the curves Γ m+1 , m = 0 → M − 1, will be equidistributed where they are not locally flat. Hence the reformulation (2.56a) with (2.17) can also be considered, and the obvious analogue of Theorem 2.3 then holds for this new approximation. We stress that the equidistribution here is with respect to the isotropic length, and so is very different to the results in Theorem 2.8 and Theorem 2.9.
For corresponding approximations of (2.54b) no stability can be expected. However, for the interested reader we state a fully discrete, fully implicit approximation of (2.54b) for completeness. Here we assume strict positivity in (2.57). For m ≥ 0, given
for j = 1 → J. As before, it is easy to show that a solution to (2.58a,b) will satisfy Theorem 2.2. Moreover, on replacing (2.58b) with gives an alternative approximation of (2.54b) that will no longer satisfy Theorem 2.2.
Remark. 2.5. It is worthwhile to consider the following semi-implicit variant of (2.56a,b).
For m ≥ 0, given Γ m = X m (I), with X m ∈ V h 0 , find Γ m+1 = X m+1 (I), with X m+1 ∈ V h 0 , and κ m+1 ∈ V h 0 such that X m+1 − X m τ m , χ ν m h Γ m − β( ν m ) a( ν m ) κ m+1 , χ h Γ m = 0 ∀ χ ∈ V h 0
and (2.8). (2.60)
Using the techniques in [12, 31] , and on assuming some mild assumptions on Γ m , it is then not difficult to establish existence and uniqueness for the linear system (2.60). Moreover, it is straightforward to show that
e. a discrete analogue of (2.55) holds, which for anisotropies satisfying (2.57) yields unconditional stability. A disadvantage of (2.60) over previous semi-implicit approximations of (2.37a) introduced by the authors in e.g. [13, 31] 
Other situations
One can also introduce fully implicit variants of the semi-implicit approximations introduced in [13] for gradient flows of (1.4) for x(t) : I → R d , d ≥ 2; i.e. for curve evolutions in higher codimensions. The same is true for fully implicit finite element approximations of geodesic flows, which arise as gradient flows of e.g. (1.4) , when the curve is restricted to lie on a two-dimensional manifold M ⊂ R 3 . Although the ideas presented in this paper carry across to these higher codimension flows, the finite element approximations will be slightly more involved due to the solution-dependent test and trial spaces introduced in [13] . We will report on these issues in more detail elsewhere. Similarly, fully implicit schemes based on the approximations in [11, 13] can be obtained for the elastic flow of curves, where the energy (1.4) is replaced by E(Γ(t)) = Γ(t) | κ| 2 ds, recall (1.2). Moreover, nonlinear curve shortening flows in the plane of the form V = f (κ), where f : (a, b) → R, with −∞ ≤ a < b ≤ ∞, is a strictly monotonically increasing continuous function, can also be considered. The relevant details for the semi-implicit schemes can be found in [12] . Finally, fully implicit finite element approximations for the evolution of phase boundaries in solidification processes, modelled by e.g. Stefan problems or Mullins-Sekerka problems, can be obtained on generalizing the semi-implicit approximations introduced in [32] .
In each case, the fully implicit scheme will share the equidistribution properties highlighted in Theorems 2.2 and 2.3 for isotropic evolutions, and Theorems 2.8 and 2.9 in anisotropic situations. In addition, where the semi-implicit scheme satisfies a stability property, an analogous stability result will hold for the fully implicit approximation.
Solution of the algebraic equations
In order to find solutions to the schemes (2.4a,b), (2.5), we employ the following iterative solution method. At each time step, given Γ m+1,0 = X m+1,0 (I), we seek for i ≥ 0 solutions (
Note that now, crucially, (3.1a,b), (3.2) are linear systems. Existence and uniqueness to (3.1a,b), (3.2) is equivalent to existence and uniqueness to (2.7a,b), (2.8), and the latter was shown in [11, 12] under some mild assumptions on Γ m . The iterations (3.1a,b), (3.2) are repeated until X m+1,i+1 − X m+1,i ∞ < tol, where tol = 10 −8 is a chosen tolerance. In practice, the iterations (3.1a,b), (3.2) always converged if the curve Γ m+1,0 was sufficiently close to being equidistributed. Of course, we always set Γ m+1,0 = Γ m , which for m > 0 is equidistributed. Hence only for the first time step care needs to be taken in the choice of Γ 0 .
On recalling Theorem 2.3, an alternative solution procedure for the schemes (2.4a,b), (2.5), which in fact finds a solution to (2.16a,b), (2.17) , is the following iteration. At each time step, given Γ m+1,0 = X m+1,0 (I), we seek for i ≥ 0 solutions (
Once again we observe that 
5).
Denoting that nonlinear system formally by F ( X m+1 , κ m+1 ) = 0 for a nonlinear function
The variable φ can be eliminated from the above system to yield the following reduced
Unfortunately, the system (3.7), and hence (3.6a,b), can become singular in practice, and this is e.g. observed when Γ m+1,i contains locally parallel elements. Considering a generalized Newton's method as described in e.g. [40] did not overcome this problem.
For the sake of completeness, we note that a similar calculation for the nonlinear system (2.4b), (2.5) yields that the update for the Newton step (3.5), now for the scheme (2.4b), (2.5) , is given by the following solution.
On the other hand, writing the nonlinear system (2.9) formally as G( X m+1 ) = 0 for a nonlinear function G : R 2 J → R 2 J , we can compute the first variation of G at the point X m+1 in a direction ξ. Then, given X m+1,i , the solution of a Newton step
We note that (3.9) will in general be nonsingular, and in fact will be well conditioned, due to the presence of the mass matrix contribution
. This is in contrast to (3.7), where no such good conditioning can be expected, and where singular systems may be encountered during the iteration. In practice we observe that the Newton iteration (3.9) always converges for the initial guess X m+1,0 = X m if τ m is chosen sufficiently small.
Curve Networks
Naturally, the iterations (3.3a,b), (3.4) can easily be generalized to the approximations (2.28a,b), (2.29) so that they find solutions to the schemes (2.24a,b), (2.25). As this is straightforward, we omit the details.
Anisotropic surface energies
In order to find solutions to the schemes (2.38a,b), (2.39) we employ the following iterative solution method, where we recall (2.40). At each time step, given Γ m+1,0 = X m+1,0 (I), we seek for i ≥ 0 solutions (
If the anisotropy γ is of the form (2.34), then the following iterations, which are based on the semi-implicit schemes introduced in [31] , can also be employed. At each time step, given Γ m+1,0 = X m+1,0 (I), we seek for i ≥ 0 solutions (
and (a) (3.10a) , or (b) (3.10b). For later use, we also define the following semi-implicit approximation of the flow V = 0, which is the natural anisotropic analogue of [11, (2 
In Section 4, the scheme (3.13a,b) will be employed in order to obtain a discretization Γ 0 of Γ(0), which is very close to satisfying (2.46b). Moreover, on recalling Theorem 2.9, an alternative solution procedure for the schemes (2.38a,b), (2.39) in the case that γ is of the form (2.48), which in fact finds a solution to (2.49a,b), (2.50) is the following iteration. At each time step, given Γ m+1,0 = X m+1,0 (I), we seek for
and (a) (3.10a) , or (b) (3.10b). (3.14)
Finally, a solution method for the scheme (2.56a,b), which in fact finds a solution to the reformulation (2.56a), (2.17) , is the following iteration. At each time step, given Γ m+1,0 = X m+1,0 (I), we seek for i ≥ 0 solutions ( for all χ ∈ V h 0 , and (3.4) hold. Analogously an iteration for the scheme (2.58a,b) , which finds a solution to (2.58a), (2.59), can be formulated.
Numerical Results
Throughout this section we use (almost) uniform time steps; in that, τ m = τ , m = 0 → M − 2, and τ M −1 = T − t M −1 ≤ τ . For later purposes, we define X(t) :=
In this section we will often compare numerical results from the fully implicit finite element approximations introduced in this paper with results from the appropriate semi-implicit approximations. Where these results are graphically indistinguishable, we will only show the results for the fully implicit schemes.
An exact solution to (1.8a), (1.9) is given by the shrinking circles
For this evolution, we compare our results from (2.4a), (2.5) to the semi-implicit scheme (2.7a), (2.8), see Table 1 . We use τ = 0.5 h 2 , T = 1 2
T and compute the error
| between X and the true solution on the interval [0, T ]. For both schemes we observe the expected quadratic rate of convergence, with the errors for the fully implicit scheme in general being smaller due to the slightly better observed convergence rate.
Our first computation for surface diffusion is for an initial curve in the shape of a tube with total dimensions 2 × 1. The discretization parameters are J = 128, τ = 10 −4 and T = 2. The results for our approximation (2.4b), (2.5) are shown in Figure 2 , together with a comparison for the semi-implicit scheme (2.7b), (2.8) from [11] . In particular, we show the evolution of Γ m , as well as plots of the length |Γ m |, and the element ratio
As noted previously, the results from the two approximations are graphically indistinguishable, and so we only show the ratio plot r m for the semi-implicit scheme. As expected, we see that the solution of (2.4b), (2.5) remains equidistributed at all times, while the approximation (2.7b), (2.8) from [11] only equidistributes the vertices asymptotically, once a steady state solution is reached. Moreover, we note that for this flow, as well as for all the other experiments in this section, the numerical results from the two schemes (2.4b), (2.5) and (2.16b), (2.17) were identical (up to rounding errors and tolerances). This is not surprising, as for the flows considered in this paper, the curves Γ m+1 , m = 0 → M − 1, will never be locally flat. For this first numerical experiment, we also compared the performance of the two iterations (3.1b), (3.2) and (3.3b), (3.4). As noted previously, the results obtained from the two iterations are basically the same. However, while the former iteration took a maximum of 4210 iteration steps per time step, the latter never needed more than eight iteration steps.
As a further example, in Figure 3 we show the evolution of an initial tube of total dimensions 8 × 1. All the discretization parameters are as before. Once again, the nonlinear iterative solver (3.3b), (3.4) never needed more than eight iterations per time step. As a comparison, the same evolution for the semi-implicit scheme (2.7b), (2.8) from [11] is also shown in Figure 3 .
Curve Networks
In Figure 4 we present a result for the scheme (2.24b), (2.25) . As the iterative solver we use an algorithm similar to (3.3b), (3.4) , so that we actually find a solution to (2.28,b), (2.29) . As the initial curve network we choose the union of a unit circle and a straight line. As expected, the flow soon reaches a steady state, which is given by a standard double bubble. The discretization parameters are 3 i=1 J i = 255, τ = 10 −4 and T = 0.5. The nonlinear iterative solver never needed more than 12 steps. As a comparison, we also show the corresponding results for the semi-implicit scheme from [11] in Figure 4 . In both cases we report on the ratio r m , which here, similarly to (4.1), is defined by . . , 1, and plots of |Γ m | as well as the element ratio r m for both the fully implicit scheme and for the semi-implicit scheme from [12] .
. It can be seen that even close to the numerical steady state, the semi-implicit scheme from [11] does not reach an equidistributed state on each Γ m i , i = 1 → 3. This is caused by the straight lined curve, on which no equidistribution can be expected for that scheme.
In addition, we repeat the first experiment in [12, Fig. 28] for the gradient flow (2.23) of (2.21), see also [30, Fig. 2 ]. For the same discretization parameters as above, we show the evolutions for the natural analogue of the schemes (2.24a,b), (2.25) in Figure 5 , together with a comparison for the semi-implicit counterpart from [12] . Like in all the other presented computations so far, the fully implicit scheme equidistributes the nodes exactly. We recall that when employing fully implicit time stepping and centred finite differences the same can be shown for the alternative numerical method for (2.23) in [25] .
Anisotropic surface energies
Unless otherwise stated, we set β ≡ 1 throughout this section. For the anisotropy
we repeated the experiment in Figure 3 for the same set of discretization parameters.
As the chosen anisotropy γ satisfies (2.48), we can employ the iterative scheme (3.14b).
In this experiment, and in all the other experiments for anisotropies of the form (2.34), we started with a polygonal approximation of Γ(0) that almost satisfies (2.46b). To this end, we performed several "time steps" of the linear, semi-implicit scheme (3.13a,b), starting with an equistributed polygonal approximation of Γ(0), until a numerical steady state is obtained. This steady state will satisfy (2.46b) up to a tolerance. The resulting curve is then projected back orthogonally to Γ(0), so that the criterion will in general no longer hold. However, in practice this was sufficient to allow a fast iterative solve of the considered evolution equations, even for the first time step. For example, in the present experiment only 18 iterations were needed by the iterative solver (3.14b) to find Γ 1 = X 1 (I). If we had started the experiment with an equidistributed approximation of Γ(0), on the other hand, then the first time step would have needed more than 1500 iterative steps. Thereafter, the iteration (3.14b) never needed more than 13 iterations. In comparison, the iterative solver (3.12b) for the initial curve Γ 0 that almost satisfies (2.46c) needed more than 2031 steps for the first time step, and up to 1994 iterations for the subsequent steps. The iteration (3.10b), (3.11) did not converge for this experiment and for this set of parameters, and only converged on reducing the time step size τ sufficiently. The evolution of this experiment together with plots of the energy |Γ m | γ and the anisotropic element ratio r
are shown in Figure 6 . A comparison for the semi-implicit scheme from [31] is shown in the same figure. A run for the corresponding curvature flow experiment, i.e. starting with the same initial curve and using the same discretization parameters, is shown in Figure 7 . For the iterative solver (3.14a) the computation of Γ 1 = X 1 (I) needed 20 iteration steps, with the following time levels being found within less than 14 iterations. As a comparison, we show the evolution for the semi-implicit scheme from [31] in the same figure. In addition, we repeated the experiment in [31, Fig. 8], i.e. an experiment for the flow (2.37b) for a unit circle and for the anisotropy (4.2) with ε = 0.1. The discretization parameters are J = 128, τ = 10 −3 and T = 2. The evolution of this experiment together with plots of the energy |Γ m | γ and the anisotropic element ratio r m γ are shown in Figure 8 . A comparison for the semi-implicit scheme from [31] is also shown in Figure 8 . Once again we observe that the results from the two schemes are very similar, the only striking difference being that the fully implicit scheme (2.38b), (2.39) equidistributes the vertices with respect to γ at every time step, while the semi-implicit scheme will do so only in the asymptotic limit, when it reaches a numerical steady state.
For the next experiments we consider as anisotropy the regularized l 1 -norm
which is clearly of the form (2.34), with L = 2, but not of the form (2.48). Hence we employ the iterative solvers (3.12a,b) in order to find a solution of the nonlinear algebraic systems at each time level. A repeat of the experiment in Figure 7 , now for the anisotropy (4.3), is shown in Figure 9 . For the iterative solver (3.12a), the computation of Γ 1 = X 1 (I) needed 2913 iteration steps, with the following time levels being found within less than 3386 iterations. As a comparison, we show the evolution for the semi-implicit scheme from [31] also in Figure 9 . Here it is interesting to note that the condition (2.46b) for this example does indeed not yield equidistribution with respect to γ. In particular, the weighted element ratio r m γ in this experiment is never smaller than 1.2. Indeed, it does not even stay constant throughout the evolution.
Moreover, we performed an experiment for the anisotropy (4.3) with ε = 1 4 for the evolution under surface diffusion of a unit circle to the Wulff shape. The discretization parameters are J = 128, τ = 10 −3 and T = 0.5. The iterative solver (3.12b) needed 10688 iterations in the first time step, and up to 8969 iterations in the steps thereafter. Of course, once the evolution has settled on a numerical steady state, then the nonlinear solver finds the solution in only one step. The results are shown in Figure 10 , and as a comparison, we also show the evolution for the semi-implicit scheme from [31] . In this experiment, the fully implicit scheme (2.38b), (2.39) soon finds a numerical steady state, with the element ratio r still moves the vertices tangentially, as at time T = 0.5 it still does not satisfy the criterion (2.46b).
We remark that we were so far unable to compute an example for the schemes (2.38a,b), (2.39) for a general smooth and convex anisotropy that is not of the class (2.34). The main obstacles are to find a robust solution method for the nonlinear systems of equations (2.38a,b), (2.39). The candidates (3.10a,b), (3.11) did not work well in practice, and for anisotropies of the form (2.34) these iterations in general performed worse than (3.12a,b). Moreover, even for a good nonlinear iterative solver it is to be expected that the initial guess needs to be sufficiently close to the sought solution. In particular, the initial guess should (almost) satisfy the criterion (2.46a). However, in the absence of a stable semiimplicit scheme such as (3.13a,b) for the class (2.34), it is again nontrivial how to obtain such an initial guess.
Finally, we consider the schemes (2.56a,b) and (2.58a,b) for some general anisotropies. Here we choose γ( ν) ≡ γ(cos θ, sin θ) = γ(θ) with either γ(θ) = 1 + δ cos(k θ) , δ ∈ R ≥0 , k ∈ N , (4.4a) or γ(θ) = 1 + δ cos 2 (
On recalling that a( ν) = γ ′′ (θ) + γ(θ), we note that for (4.4a) the assumptions (2.57) are satisfied if and only if δ ≤ (k 2 − 1) −1 , i.e. γ becomes nonconvex for larger choices of δ. For the anisotropy (4.4b) no such simple strict bound appears to be available, and so in θ)|, whose Wulff shape for sufficiently large δ approximates a regular k-polygon. For the reader's convenience, we show some example Frank diagrams F := { p ∈ R 2 : γ( p) ≤ 1} and Wulff shapes W := { p ∈ R 2 : p . q ≤ γ( q) ∀ q ∈ R 2 } for the two anisotropies (4.4a,b) with k = 3 in Figure 11 .
In Figure 12 we show the shrinking of a unit circle under the flow (2.54a) for the anisotropy (4.4a) as depicted in Figure 11 . The discretization parameters for this and the following experiments are J = 1024 and τ = 10 −4 . For this experiment, the iterative solver (3.15), (3.4) never needed more than six iterations per time step. As usual, we also report on the corresponding results for the semi-implicit scheme (2.60) in Figures 12. The same experiments for the anisotropy (4.4b) with k = 5 and δ = 0.19, for which (2.57) in practice was satisfied, can be seen in Figure 13 .
Finally we perform an experiment for the anisotropic surface diffusion flow (2.54b) for the anisotropy (4.4b) as depicted in Figure 11 . The initial curve is given as in the experiment in Figure 6 . The results for the scheme (2.58a,b), as well as its semi-implicit counterpart, are shown in Figure 14 . We observe that, as expected, the curve flows towards the Wulff shape and that in this experiment the weighted length |Γ m | γ decreased monotonically, even though we do not have a stability proof for (2.58a,b). 
Conclusions
We have presented fully discrete, fully implicit finite element approximations for the motion by curvature and motion by surface diffusion of curves in R 2 . The presented schemes are unconditionally stable and intrinsically move the vertices tangentially along the curve, so that the vertices are equidistributed at every time step. Generalizations to many more general evolution equations are possible, and we have sketched the details for the case of curve networks and the case of anisotropic surface energies. A presented iterative solver for the highly nonlinear algebraic equations in practice always converged for isotropic and simple anisotropic surface energies. However, developing a more robust solution method that works well for a larger class of anisotropies, as well as extending the ideas presented here to the evolution of hypersurfaces in R 3 remains a challenging task for the future.
The presented numerical experiments revealed that in practice the results from the novel fully implicit approximations introduced in this paper and from the corresponding semi-implicit approximations are in general graphically indistinguishable. Given that for the semi-implicit schemes only a linear system of equations needs to be solved at each time level, given that they satisfy the same stability bounds as the fully-implicit schemes, and given that there is no noticeable deterioration of the mesh quality, from a practical point of view it will often make sense to use the corresponding semi-implicit approximations, rather than the fully implicit schemes introduced in this paper. However, studying the newly introduced fully implicit finite element approximations gives valuable theoretical insights, and in many aspects they improve on previous numerical methods in the literature that attempt to achieve an equidistribution of vertices.
