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The Penobscot River system hosts the largest population of endangered
Atlantic salmon Salmo salar in the United States. However, total adult returns in this
river remain low. Historically low numbers led to listing of the distinct population
segment (DPS) in 2000, and the Penobscot River population was included in the
DPS in 2009. Reducing mortality in all life stages is crucial for the recovery of
Atlantic salmon populations. One of the life stages associated to high mortality is
the juvenile stage (smolts), in which individuals migrate downstream towards the
estuary. During this migration smolts face a series of new conditions such as novel
predators, the physiological challenge of increased salinity, and dams. Dams are a
primary cause for low abundance of this species in the Penobscot River, and dams
remain a considerable source of mortality for smolts. Acoustic and radio telemetry
was used to explore the survival, and movement of downstream migrating smolts.
First, the historical survival and movement of smolts in the Piscataquis River, a
major tributary of the Penobscot River, was investigated, with particular emphasis

on the effects of dams on delays. System-wide survival from 2015-2019 was
obtained and compared to survival in previous years in the Penobscot River. A
decision making tool for evaluating survival of smolts was developed, and an
experiment for analyzing the phenology and energetic effects on individual
physiological responses.
Movement, delays, and survival of Atlantic salmon Salmo salar smolts were
evaluated through the Piscataquis River, Maine, USA. We explored the effects of
the four dams from 2005 to 2019. During this period, the downstream-most dam
(Howland Dam) transitioned from full hydropower generation to be decommissioned
with the construction of a nature-like fish bypass. We estimated survival through
open river reaches, and at each dam using acoustic telemetry (n = 1,611). Dams
decreased survival, with per rkm apparent survival averages of 0.972, 0.951, and
0.990 for the three upstream dams, compared to 0.999 for open river reaches.
Turbine shutdowns increased survival at Howland Dam (~0.95), as did the naturelike fish bypass (~0.99). We used radio-telemetry in 2019 (n = 75) and
approximately 1/3 of the fish used the bypass. Smolts passing multiple dams had
lower survival through Howland Dam than smolts that passed no dams prior to
Howland Dam. One of the upstream dams, caused extended delays, (median delay
> 48h). Overall, delays and mortality represent an impediment to the use of the
high quality spawning habitat.
System-wide survival of hatchery-reared smolts was evaluated for four years
(2016-2019) in the Penobscot River and compared to previous survival estimates in

a changing system. We estimated survival through the main-stem and its main
tributary river, the Piscataquis River. This system been recently transformed
through two dam removals and construction of new nature-like bypass passage
structure. The influences of these structural changes and environmental conditions
were assessed. We estimated survival using acoustic telemetry, and multi-state
mark-recapture methods (n=1,482). Six different release sites, as well as two
release dates were included in the study design, in order to assess system-wide
survival. High flow conditions positively influenced smolt survival. Survival from
2017-2019 was considerably higher than survival in previous years, with total
cumulative survival between 0.55, and 0.90 depending on the year, and release
site. We found an effect of delays on survival, with higher delays causing lower
survival. Despite the overall high survival, one dam had survival comparable to that
found in previous year. Overall, survival increased in all reaches except for one
dam.
Quantifying the downstream survival of migrating fish past dams is critical for
conservation efforts. Regulators require assessments of survival as a condition of
operation. Failure to meet an established survival standard may result in required
operational or costly structural changes at a facility. Establishing the survival
standard, as well as the rules of assessment, is a point of contention between
regulators and operators. Management goals are based on biological criteria, but
there are inherent statistical and probabilistic trade-offs when choosing a standard
value and the method for assessment. We make a distinction between a “biological”
goal (the conservation goal) and a “statistical” standard (a function of the biological

goal, sample size, assessment method, and years of consecutive evaluation). An
effective statistical standard maximizes true positives (passing the standard when
the biological goal is being met) and true negatives (failing the standard when the
goal is not being met), while minimizing false negatives and false positives. We
explored the effects of sample size, true survival, and assessment methods on the
probability of passing different statistical standards by simulating survival studies
(simulating mark-recapture experiments). We observed a strong influence of
assessment methods on the probability of making the right decision (true positive or
true negative), especially when sample size, and recapture probability was low. As
a support tool, we developed an interactive user interface to explore specific
scenarios, and to aid communication among decision makers.
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CHAPTER 1
MOVEMENT AND SURVIVAL OF ATLANTIC SALMON SMOLTS IN THE
PISCATAQUIS RIVER
1.1 Introduction
The Penobscot River system hosts the largest population of endangered
Atlantic salmon Salmo salar in the United States. However, total adult returns in this
river remain low (National Research Council (U.S.), 2004; Saunders et al., 2006;
United States Atlantic Salmon Assessment Committee, 2019). Historically low
numbers led to listing of the distinct population segment (DPS) in 2000, and the
Penobscot River population was included in the DPS in 2009 (USFWS & NOAA,
2000, 2009). Because natural production is limited, spawning has been historically
supplemented by stocking of hatchery-reared juveniles (pre-smolts), with more than
90% of the migrating smolts resulting from smolt stocking (Sheehan et al., 2011;
United States Atlantic Salmon Assessment Committee, 2014). Conservation efforts
therefore rely on these hatchery management efforts until conditions are more
favorable for recovery. Reducing mortality of downstream migrating smolts through
dams that separate high quality freshwater habitat from marine habitat is a critical
component for recovery (United States Atlantic Salmon Assessment Committee,
2014).
The smolt‐to‐adult return rate is low (Moring et al. 1995; USASAC 2012),
indicating high mortality in the river or at sea. During their migration, both wild or
hatchery reared smolts face a series of new conditions, and suffer high natural
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mortality. They encounter novel predators, and the physiological challenge of
increased salinity (Poe et al. 1991; Parrish et al. 1998; Aas et al. 2011). Smolts also
face anthropogenic challenges, such as dams, that can increase their mortality
(Keefer et al., 2012; Norrgård et al., 2013). Dams are a primary cause for low
abundance of this species in the Penobscot River, and dams remain a considerable
source of mortality for smolts (NRC 2004; Holbrook et al. 2011; Stich et al. 2014,
2015a).
The Penobscot River is the second largest river system in New England, and
has been the focus of a sea-run fish restoration project (Penobscot River
Restoration Project; PRRP) that has dramatically changed the conditions in the
river. Recent changes include the removal of two lower main-stem dams,
significantly improving connectivity. For Atlantic salmon, the majority of high quality
habitat remains upstream of at least two dams (Day, 2009; Opperman et al., 2011;
Trinko Lake et al., 2012). The Piscataquis River is a major tributary of the
Penobscot River, containing more than 25% of the spawning habitat in the
Penobscot River system watershed (Fay et al. 2006; Saunders et al. 2006; Figure
1). However, this tributary has dams that have impeded both upstream adult and
downstream smolts migration Seaward migrating smolts (naturally spawned or
stocked) in this tributary encounter up to four dams (Guilford, Dover, Brown’s Mill,
and Howland; Table 1) before reaching the main-stem Penobscot River, where they
encounter at least one dam (Milford Dam) before reaching the ocean (Figure 1). An
alternate path (through the Stillwater branch) in the Penobscot River would result in
passage through three dams (Stich et al., 2014; Stich, Bailey, et al., 2015).
2

Therefore, wild-reared smolts in the Piscataquis River may encounter as many as
seven dams during seaward migration.
Table 1-1. Summary of the four dams found in the Piscataquis River. NID-ID
represents the number of the dam in the National Inventory of Dams by the Army
Corps of Engineers
Dam

NID-ID

RKM

Hydropower

Dam

Dam

Reach

Downstream

capacity

Height

length (m)

length

fish passage

(Mw)

(m)

(rkm)

Howland

ME00155

99.1

0

5.19

220

1.4

Bypass

Brown’s Mill

ME00156

164

0.6

7.31

70

0.9

Bypass

Dover

ME00157

165

0.3

3.65

61

0.8

None

Guilford

ME00158

181

0

3.66

51.51

1.7

None

The downstream-most dam on the Piscataquis River (Howland Dam; Figure
1) has long been recognized as a point of high mortality. For this reason, this dam
was purchased as part of the PRRP. As an interim step to decommissioning, the
generating turbines at this dam were shut down during the smolt migration starting
in spring of 2010 to 2015. These shutdowns increased smolt survival at this dam,
but survival at this dam, and in the other three upstream dams remained low (Stich
et al., 2014; Stich, Bailey, et al., 2015). In 2016, as part of the PRRP, a nature-like
fish bypass was built at Howland Dam (Day 2009; Opperman et al. 2011; FERC
2018). This bypass was anticipated to increase smolt survival, but not all nature-like
fishways provide efficient passage (Bunt et al., 2012). This bypass channel was
unproven for smolts migrating through Howland Dam.
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In addition to increasing mortality risks, dams in the Piscataquis River also
delay migration which is known to reduce survival downstream (Ferguson et al.,
2006; Stich, Bailey, et al., 2015; Stich, Kinnison, et al., 2015). Non-lethal injuries
may affect performance and decrease the probability of survival later in the
migration. Lastly, an additive effect of crossing multiple dams is likely (Ferguson et
al., 2006; J. Zydlewski et al., 2010), and successful migrants through the
Piscataquis River still need to navigate almost 100 rkms to the estuary while
passing through one or three additional dams. While 85% of individuals stay in the
main-stem and only face one more dam (Milford Dam), this dam is associated with
low survival, and if there are additive effects of crossing multiple dams, this survival
may probably be even lower. Therefore, assessments of smolts migrating through
the Piscataquis River are most complete when the entire route is considered.
Our goal was to analyze the survival and movement of downstream
migrating smolts in the Piscataquis River through the last 15 years. We used radio
and acoustic telemetry to study survival through the three upstream dams (Guilford,
Dover, and Brown’s Mill), and Howland Dam before and after the nature-like fish
bypass was built. We also explored the effects that going through multiple dams
had on the downstream survival at Howland Dam. An important objective of this
study was to identify areas of high migration delay. In 2019, we complemented the
study of delays in the system by analyzing path choice at Brown’s Mill Dam, and
the nature-like fish bypass in Howland Dam. We related all of the measured
parameters to changes at Howland Dam over the last 15 years, dividing them in
three discreet time periods: 1) during operation (2005-2009), 2) after seasonal
4

turbine shutdowns (2010-2015), and 3) after the nature-like fish bypass was
finalized construction (2016-2019).
1.2 Methods
1.2.1 Study site
The confluence of the Piscataquis River with the Penobscot River is in the
town of Howland, coordinates 45°4’22’’N, 68°39’16’W, 99 river kilometers (rkm)
upstream from the Penobscot River Bay (rkm 0 in the southwest corner of Verona
Island). Howland Dam is located directly upstream of the confluence (rkm 99.1).
From 2005-2009, the dam operated at full capacity for hydropower and starting in
2010, after being purchased by the Penobscot River Restoration Trust (PRRT), it
had seasonal shutdowns from 2010 to 2015 to accommodate smolt migration.
Finally, a nature-like fish bypass was completed in 2016 (Day, 2009; FERC, 2009,
2018). The next upstream dam in the system is Brown’s Mill Dam, located at rkm
164. Brown’s Mill Dam has a downstream passage structure composed of a
powerhouse canal (with 15.24 cm grates) that connects to a bypass system. Dover
Dam is located only 700 m upstream of Brown’s Mill Dam (rkm 165), therefore, this
section of river is both the headpond of Brown’s Mill Dam, and the tailrace of Dover
Dam. Finally, Guilford (rkm 181) is the upstream-most dam in the river. Although
this dam does not produce hydropower, high mortality of smolts was observed
through this reach (Stich et al., 2014). A considerable amount of high-quality habitat
is found upstream of Guilford dam (Fay et al., 2006; Saunders et al., 2006).
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1.2.2 Acoustic receiver array
Every year, from 2005 to 2019, an acoustic array consisting of up to 25
acoustic Vemco receivers (VR2 or VR2W; Amirix Vemco Ltd; vemco.com) was
deployed in the Piscataquis River. The number and exact position of the receivers
varied slightly by year due to logistics, but the general locations did not. The
receivers used from 2005-2013 were deployed and described in previous works
(Holbrook et al., 2011a; Stich, Kinnison, et al., 2015), while the array from 20152019 is depicted in Figure 1. Each receiver contained an omnidirectional
hydrophone scanning continuously at 69 kHz. In some cases, multiple receivers
were deployed across the river to increase detection probability. Detections from
these receivers were pooled and treated as a single station. Receiver stations were
deployed upstream and downstream of each of the four dams in the river, therefore
conferring information regarding dam approach and passage. Coverage extended
from rkm 187 (town of Abbot) to the confluence of the Piscataquis River (rkm 99). In
2019, an additional acoustic receiver was deployed in the downstream powerhouse
canal in Brown’s Mill Dam. Additionally, the coverage was complemented by the
deployment of a downstream array in the Penobscot River that contained more
than 100 receivers and had coverage in to the Penobscot Bay (as described in
Stich et al. 2015a). For purposes of this study, we included all of the receiver
stations up to rkm 62.4 in the analysis (see Figure 1), this represents a section of
river upstream of Milford Dam, and upstream of the Stillwater branch (i.e., included
all of the receivers upstream the dam, and before the possibility of path choice by
the downstream migrating smolts). Because the focus of this study was the
6

Piscataquis River, all of the receivers downstream of rkm 62.4 were pooled and
treated as the final detection event.

Figure 1-1 Map of the Piscataquis River and Howland Dam. A) Map of the
Piscataquis River, showing location in the state of Maine (right of map), locations of
acoustic receivers (black circles), locations of dams (arrows), and release sites
(stars). A represents Guilford Dam, B represents Dover Dam, C represents Brown’s
Mill Dam and D represents Howland Dam. Howland is located right at the
confluence of the Piscataquis River with the Penobscot River. For the release sites
1 represents Abbot, 2 represents Brown’s Mill Dam Tailrace, and 3 represents Milo.
B) Howland Dam, before and after the nature-like fish bypass was built. Before
picture image was taken on 8/23/2013, the after picture was taken on 4/28/2016.
Satellite image: Images Google © 2019
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1.2.3 Acoustic tagging and releases
From 2005 to 2019 a total 1,611 Atlantic salmon smolts were acoustically
tagged and released in the Piscataquis River (Figure 1). The number of fish tagged
and released changed from year to year (Table 2). Fish were either wild reared
(2010-2011), or hatchery reared at the U.S. Fish and Wildlife Service Green Lake
National Fish Hatchery (USFWS-GLNFH). The tagging and release procedures for
years prior to 2014, are described in Holbrook et al. 2011 and Stich et al. 2014.
Smolts tagged from 2014-2019 were anaesthetized using a 100 mg • L−1 solution of
MS-222 (buffered with 20-mM NaHCO3; pH=7.0), fork length (mm) and mass (g)
were measured. A small (1 cm) incision was made offset from the ventral
lineapproximately 1 cm posterior to the pectoral-fin girdle. An acoustic tag (Vemco
V9-6L; 2.0g in water; Stich et al. 2015b) was inserted intraperitoneally and the
incision was closed with two simple, interrupted knots using absorbable vicryl
sutures (Ethicon 4-0 RB-1; www.ethicon.com). After surgery, fish were transferred
to a recovery tank. Following full recovery, fish were transported to the release site.
Fish were released in one of three release site: 1) Abbot, (rkm 178), upstream of all
four dams in the river, 2) Brown’s Mill Tailrace (rkm 163.8) and upstream of
Howland Dam, and 3) Milo, at rkm 133, also upstream of Howland Dam (Figure 1).
The number of releases and sites of release varied from year to year (Table 2).
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Table 1-2. Data summary for acoustically and radio tagged fish in the Piscataquis
River from 2005-2019, showing year, release site, type of tag, and number of fish
tagged and released (n). An asterisk (*) represents nature-reared fish.
Year

Release site

tag type

n

Fork

Mass

Length
2005

Milo

Acoustic

85

191 ± 11.1

76.9+14.1

2006

Milo

Acoustic

72

196 ± 11.3

86.2 ± 18

2009

Milo

Acoustic

120

181 ± 9.18

72.2 ± 9.7

2010

Abbott*

Acoustic

75

169 ± 8.07

44.8 ± 7.18

2010

Milo

Acoustic

100

189 ± 10.7

71.7 ± 13

2011

Abbott*

Acoustic

75

146 ± 8.15

58.4 ± 27.2

2011

Milo

Acoustic

100

188 ± 21.8

73.6 ± 16.5

2012

Abbott

Acoustic

72

199 ± 10.5

84 ± 14.4

2013

Abbott

Acoustic

75

185 ± 11.3

70.1 ± 13.2

2014

Abbott

Acoustic

75

191 ± 10.3

70 ± 12.4

2015

Abbott

Acoustic

75

186 ± 10.4

65.7 ± 11.9

2016

Abbot

Acoustic

75

191 ± 11.1

75.4 ± 13.5

2016

Browns Mill Tailrace

Acoustic

75

194 ± 11.1

77.8 ± 12.1

2017

Abbot

Acoustic

80

190 ± 10.8

70.8 ± 12.7

2017

Browns Mill Tailrace

Acoustic

80

187 ± 9.3

67.9 ± 10

2018

Abbot

Acoustic

74

191 ± 10.4

77.5 ± 13.8

2018

Browns Mill Tailrace

Acoustic

78

190 ± 9.9

75.6 ± 13.2

2019

Abbot

Acoustic

75

180.5 ± 10.1

62.7 ± 10.3

2019

Browns Mill Tailrace

Acoustic

75

180.7 ± 10.1

61.9 ± 10.7

2019

Dover Tailrace

Radio

75

179.7 ± 10.6

60.1 ± 11.4

TOTAL

1611
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1.2.4 Radio receivers array
In 2019, a total of six radio receivers (Lotek Wireless models SRX400 or
SRXDL; www.lotek.com) scanning through two different frequencies were installed
at Brown’s Mill Dam and Howland Dams. At Brown’s Mill Dam, one receiver with
two directional Yagi-Uda antennas was installed on the dam. One antenna was
directed upstream (to detect initial dam approach), while the other antenna was
directed across of the dam. A second receiver with two directional Yagi-Uda
antennas was installed at the downstream powerhouse canal. In this receiver one
antenna was directed towards the powerhouse canal, while the other antenna was
directed towards the tailrace of the dam (fish detected by this antenna would then
be, downstream of the dam). Additionally, an omnidirectional “dropper” antenna
was also connected to this receiver, and was deployed in the powerhouse canal, at
the bypass entrance. This setup allowed us to discern different fish movement
patterns, including: 1) initial approach to the dam, 2) passage through the spillway,
3) entrance into the powerhouse canal, 4) passage through the bypass, and 5)
passage rate. An additional radio receiver was placed 2.1 rkm downstream with a
Yagi-Uda antenna pointing across the river to detect any fish that successfully
passed the dam and successfully resumed and continued migration.
Two radio receivers were installed in Howland Dam with two directional
antennas each. One receiver was installed upstream of the dam, with one antenna
directed towards the head-pond and the other antenna pointing towards the
entrance of the nature-like fish bypass. The second receiver was installed on the
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dam, and had one antenna directed across the dam, and the other antenna
directed towards the exit of the bypass. Additional radio receivers were installed at
Milford Dam, informing us of fish successfully reached that dam.
1.2.5 Radio tagging and release
Seventy-five hatchery reared smolts were radio tagged at the USFWSGLNFH with NTF-6-1 (2.5 g) coded nano-tags (Lotek Wireless; www.lotek.com).
Similar methods as the one used for acoustic tagging was followed for radio tags.
Radio tags were tested and the antenna was inserted into a 20 gage, deflected-tip
noncoring septum needle (Fisher Scientific; fishersci.com). The needle was
inserted through a ventral incision and passed from inside the peritoneal cavity
through the body wall posterior and dorsal to the pelvic-fin. The needle was
removed, leaving only the antenna in the opening through the body wall. The radio
tag was gently pushed into the peritoneal cavity and the ventral incision was closed
with a single interrupted knot using 4-0 absorbable vicryl sutures (Ethicon;
www.ethicon.com). After recovery, fish were transported and released on May 5,
2019 (same day as surgery). Fish were released in the Dover Dam tailrace, 700 m
upstream of Brown’s Mill Dam (45°11’05’’N 69°13’26’’W; Figure 1).
1.2.6 Analysis of delays at dams and migration rate
The acoustic telemetry array allowed us to explore individual movement
rates during the downstream migration. We used the acoustic receivers that were
deployed directly upstream and downstream of each dam to measure delays at
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dams. A delay was only estimated if an individual was detected at both upstream
and downstream receiver stations. Delay was estimated as the difference between
the time of first detection at the upstream and downstream receivers. We only
estimated delay times for years with releases in Abbot (Table 2), this allowed us to
compare annual effects on delays. As there were slight differences in reach lengths
(Table 1), we also estimated movement rate (in rkm h-1) for each reach containing a
dam. As a reference, we estimated movement rate for a free flowing reach (from
rkm 132.6 to rkm 99.8).
To explore the annual effects, the effects of flow, as well as the effects of
dams, five different generalized linear models (GLM) were constructed. An
information-theoretic approach to model selection, based on the corrected Akaike
information criterion (AICc; Burnham and Anderson 2010), was used to identify the
best fitting model. The log of delays was used as a response variable (as the
distribution of delay times was log-normal). The explanatory variables used in the
models were: dams (i.e., each dam as a factor), year, and gage height at the
closest USGS station as a surrogate for flow (USGS, 2019b, 2019a) as both, a
linear and a quadratic term (as there might be a U- or inverted U-shaped
relationship), and we explored the additive and interactive effects of all explanatory
variables. Finally, a null model (with a single parameter representing the intercept)
was also built and tested. We note that, even though flow can have an important
effect and was explicitly included in the models, some of the effects of flow might be
confounded when the variable “year” is also included, as flow regimes were
different among years (USGS, 2019b, 2019a). A total of 19 models were analyzed.
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In order to analyze the migration rate, from the release point in Abbot (rkm
187) to the river kilometer 64 in the Penobscot River, we estimated the
accumulated time in the river for each year. A time per reach was estimated for
each individual fish as described above. A median of these time differences was
then obtained for each year, and for each reach. Using this median, an
accumulated time in river was estimated. Accumulated time in river was defined as
𝐴𝑇𝐼𝑁𝑁𝑅 = ∑𝑁𝑅
𝑖=1(𝑀𝑒𝑑𝑖𝑎𝑛∆𝑇𝑖𝑚𝑒 )𝑖

,

in which ATIN represents accumulated time in river, and NR represents the
reach number, with the most upstream reach being number 1.
1.2.7 Survival in the Piscataquis River
Survival in the Piscataquis River was estimated using mark-recapture
models (Lebreton et al., 1992). Spatially explicit encounter histories were
developed for each individual, using each acoustic receiver station as a “recapture
occasion” during the smolt one-way downstream migration. Cormack-Jolly-Seber
(CJS) mark recapture survival models were developed in program MARK (White &
Burnham, 1999), through the package RMark in program R (Laake, 2013; R Core
Team, 2019). In these models, we estimated apparent survival (ϕ), and detection
probability (p; analogous to recapture probability in time explicit models) using
maximum likelihood estimations, and the logit-link function (Lebreton et al., 1992).
As the reaches had different lengths, reach length was explicitly entered in
the models, so that an estimate of ϕ represents apparent per rkm survival (ϕ rkm),
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rather than apparent survival per reach (Φreach). The covariates incorporated
system-wide for ϕrkm included year, release site, reach. For this covariate (reach)
two alternative structures were considered: 1) each reach is different (“reach”), 2)
all the free flowing reaches are binned, with dams identified as separate reaches
(“reach type”; Free Flowing, Guilford, Dover, Brown’s Mill Dam, Howland). An
additional treatment-term representing the nature-like fish bypass in Howland Dam
was included exclusively for the reach containing this dam. As flow may influence
survival, we used gage height (a proxy for flow) at time of passage as a continuous
individual covariate. Each individual was assigned four flow values as covariates,
based on nearby USGS gages: gage height at USGS station 01031500 (USGS,
2019b) at 1) timestamp of the last detection upstream of Guilford Dam, 2)
timestamp of the last detection upstream of Dover Dam, 3) timestamp of last
detection upstream of Brown’s Mill Dam, and 4) gage height at USGS station
01031400 (USGS, 2019a) at the time closest to the timestamp of the last detection
upstream of Howland Dam. These stations were chosen because they were the
closest to each respective dam, and therefore best represent flow at each dam.
These covariates were modeled as predictors of survival through Guilford, Dover,
Brown’s Mill, and Howland Dams; thus, when any of these covariates was included
in a model, it was constrained exclusively to the reach that included the dam, and
not considered for the rest of the migration. These covariates were explored in their
linear (flow affects survival in a linear, negative or positive, way) and a quadratic
form (there is a U-shaped relationship between flow and survival). In order to
explore whether flow affected survival through all dams, we ran models that
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included a single dam, 2 dams, three dams, or all four dams in all possible
combinations. We also included models exploring all the additive and interactive
combinations of the covariates. Covariates for p included year, reach, flow, and
release, therefore a total of 1,042 models were run. All models were chosen a
priori, as is recommended in CJS studies (White & Burnham, 1999).
To assess goodness of fit of the survival models, we estimated the overdispersion parameter ĉ, which is a variance inflation factor (Burnham, 1987). We
used the median ĉ method to estimate ĉ of the saturated model (Fletcher, 2012).
The goodness of fit ĉ estimate for the fully parameterized model was below
2(ĉ=1.488), therefore, the AICc likelihood information approach was used (AICc;
Burnham and Anderson 2010). This was used to determine the best fitting model
(Table 3). We obtained a ΔAICc value for each model, which represents the
difference between the AICc of each model with the best fitting model. Models for
which ΔAICc < 2.0 were considered to be competing models. Estimates of Φ rkm,
and p were obtained for the best fitting model. In case the best-fitting model
included an individual covariate, the coefficient (β or β + β2) was obtained to
describe the relationship between apparent survival and the individual covariate.
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Table 1-3. Model selection results for delays in the four dams of the Piscataquis
River, Maine. All represent generalized linear models explaining delays (log-normal
distributed). The model represented by ~1 is a constant model in which a single
parameter (intercept) is estimated. Number of parameters in each model is
represented by npar.
Model

npar

AICc

DeltaAIC

Deviance

Dams × Year × Flow

72

6372.2

0

3083

Dams × Year × Flow + Flow2

73

6374

1.8

3082

Dams × Year

36

6448.2

76

3334

Dams × Flow + Flow2

9

6601.8

229.6

3722

Dams × Flow

8

6602.8

230.6

3728

Dams + Year + Flow

13

6636.5

264.3

3776

Dams + Year + Flow + Flow2

14

6642.2

270

3747

Dams + Year

12

6648

275.8

3804

Dams + Flow + Flow2

6

6656.5

284.3

3846

Dams + Flow

9

6678.5

306.3

3895

Dams

4

6707.8

335.6

3691

Flow + Flow2 × Year

19

7240

867.8

5186

Flow × Year

18

7244.3

872.1

5203

Flow + Flow2 + Year

11

7287.1

914.9

5364

Year

9

7296.1

923.9

5402

Flow + Year

10

7297.9

925.7

5401

Flow + Flow2

3

7351.2

979

5600

Constant

1

7377.9

1005.7

5692

Flow

2

7378.6

1006.4

5689

16

1.2.8 Survival, path choice and delays in Brown’s Mill Dam and Howland Dam
in 2019
In 2019 we estimated movement rates, and additional delay times of both
Brown’s Mill Dam, and Howland Dam using the radio telemetry array. We also
explored the potential effects of path choice on delays. The positioning and
direction of the radio receiver antennas allowed us to recognize four different kinds
of fish locations for both dams: 1) detection in the headpond (i.e., first approach to
dam), 2) dam passage and path choice (path choice being spill or power-house
canal for Brown’s Mill Dam, and spill or nature-like bypass for Howland Dam), 3)
tailrace, 4) and successful passage (detected at a downstream receiver). Using the
data obtained from the radio receiver array, we also estimated survival, and path
choice, using a hierarchical, multistate, mark-recapture model (Fig 2).
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Figure 1-2. Visual representation of the survival, and path choice multi-state markrecapture analysis for 75 radio tagged S. salar smolts. Fish were released (R) ~700
meters upstream of Brown’s Mill Dam. Three parameters are estimated: S
represents survival for a specific reach (represented by numbers), and for a specific
state (represented by letters). Only for reach three and reach seven survival was
estimated for multiple states (A and B). For reach three, “A” represents mainstem/spillway, while “B” represents the powerhouse canal. For reach seven “A”
represents the main-stem/spillway, while “B” represents the nature-like fish bypass.
The estimate p represents detection probability at each occasion (detections at
different antennas), for each state (A and B). The parameter Ψ represents
probability of transition between two stages (i.e. in this case, it represents path
choice). This parameter was only estimated for reaches three and seven, and the
sum of both ΨAB + ΨAA equals 1 in both these cases. As all individuals in stage B
return to A at occasions 4 and 8, these transitions (Ψ3BA and Ψ8BA) was fixed to
1, and not estimated. The parameter λ is the confounded probability of S for the last
interval and p for the last occasion. The distance between points, as well as a
description of each interval (or reach) is found on the left of the representation. This
figure only includes the releases for radio-tagged fish.
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Spatially-explicit capture histories were developed for all 75 radio-tagged
individual using detections at radio receiver antennas during the fish down-stream
migration. In order to account for different potential path choices, different “states”
were used. Detections in the main-stem and spillways were defined as state “A”,
while detections in the powerhouse canal of Brown’s Mill Dam, or in the nature-like
fish bypass of Howland Dam were defined as state “B”. The estimated parameters
were Φrkm (customarily termed Srkm for multi-state approaches), p (detection
probability), and Ψ (transition probability between states). To reflect reality,
transition was constrained for the two intervals that contained dams. Ψ was fixed to
0 for all other reaches. Furthermore, as all individuals in state B (powerhouse canal
or nature-like fish bypass), were forced to transition to state A as they returned to
the main-stem (i.e., ΨBA the transition from B to A, was fixed to 1 for the reaches
after each dam; Figure 2). The parameter covariates used in the model
development were reach and state. A total of 15 models were run. Similar to
survival for acoustically-tagged fish, median ĉ was estimated, and as it was lower
than 2 (1.19), we used an information-theoretic approach to model selection, based
on the corrected Akaike information criterion (AICc; Burnham and Anderson 2010).
We used the best-fitting model (lowest ΔAICc) to estimate Srkm, p, and ΨAB.
Using the radio-telemetry array, we estimated delay times at both dams
using the same analytical methods as with the acoustic telemetry delay estimates.
We estimated time elapsed between the first detections of each of the four
locations previously described. Using the elapsed time data, we estimated the
Acuumulated Time in River from time of release. For Brown’s Mill Dam, we
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explored if there were differences in observed delays between individuals that
migrated through the spillway, and individuals that migrated through the powerhouse canal using an independent 2-group Mann-Whitney U test.
1.3 Results
1.3.1 Delays at dams and migration rate
We observed large individual variation in the delays caused by dams in the
Piscataquis River. Consistently, for each of the four dams, some individuals passed
the dam in less than 2 hours, while some were delayed for over 24 hours in each
year (number changing per dam and per year). The best fit model to predict delays
was the interactive model that incorporated year, dam, and flow as explanatory
variables (Table 3). Therefore, the individual variation observed can be partially
attributed to dams, by the effects of flow (with lower flows causing higher delays),
and by year (Figure 3).
In general, the three upstream dams caused the most delays and Brown’s
Mill Dam caused the highest delays most years. For 7 of the 9 years explored,
Brown’s Mill Dam had the highest median passage time of all dams (with a median
higher than 24 h in four of the nine years), and it had the highest 75th percentile
value in 8 out of 9 years, with this percentile being above 48 h for all those 8 years
(i.e., more than 25% of the fish approaching this dam were delayed for at least 2
days on each of these years; Figure 3).
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Figure 1-3. Dam passage time for the four dams in the Piscataquis River for 9
years. Y axis is time in log-scale, and the X axis represents the dams: A) Guilford
Dam, B) Dover Dam, C) Brownsmill Dam, and D) Howland Dam. For 2011 we only
estimated delay times for the three most upstream dams. During 2014, there were
not enough detections in the Piscataquis to estimate delay times.
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When exploring the effects of flow on delay time (irrespective of year), we
can use the best ranking model that incorporated these two variables: Log Passage
time ≈ β0 + β1(Dams) × β2(Flow). All the coefficients of this model were significant
(Table3). The effects of flow were the most evident at Brown’s Mill Dam. At this
dam, the increase of flow greatly decreases the delays (delay decreased by 50%
when gage height increased from 0.75 to 2.5 m). The effect of flow at Guilford Dam
had a similar effect than at Brown’s Mill (with a 40% decrease when flow increased
from 0.75 to 2.25). Even though the proportional effects of flow on delays were
similar between these two dams, the delays at Brown’s Mill Dam were considerably
higher. There were important differences in the flows (i.e., gage heights) that fish
experienced when going through each dam, in different years. The highest flows
were observed in 2012, 2017, 2018, and 2019, and therefore, the differences
observed in passage time among years are likely to be affected by flow (Figure 4).
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Figure 1-4. Gage height (proxy for flow) experienced by downstream migrating
smolts passing through Guilford (GF), Dover (DV), Brown’s Mill (BM), and Howland
Dam (HW). The upper panel represents the distribution of the data for each year,
while the lower panel represents the effects of flow on delays for each of the four
dams. The two lower dams are Dover, and Howland, respectively.
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The Accumulated Time in River between Abbot, and rkm 64 in the
Penobscot River (migration rate) had a considerable effect between years. This
accumulated time varied between 180 hours in 2012, and 340 hours in 2017.
These differences were mainly driven by the delays at dams (Figure 3), and
influenced by flow per year. The transit time through free flowing reaches differed
among certain years too. Finally, average velocity in the Penobscot River (in this
case, the 35 rkms included in the analysis), is considerably higher than the velocity
in free reaches of the Piscataquis River (Figure 5).
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Figure 1-5. Accumulated time in river for 2010, 2012, 2013, 2015, 2016, 2017,
2018, and 2019. This accumulated time was estimated using the median time in a
reach for each year. A represents (from high to low) 2010, 2013, and 2018, while B
represents 2016 and 2019.

Movement rate (km h-1) was lower at all dams when compared to movement
rate in free, unimpounded river reaches. When exploring the movement rate
through the three upstream dams, irrespective of year, it becomes clear that,
Brown’s Mill Dam, had the lowest movement rate in the Piscataquis river, followed
by Guilford Dam. Dover Dam had relatively high movement rate, while Howland
Dam had a movement rate that approached the free flowing river movement rate
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(Figure 6). However, there is still an effect of the dam, which is evident as the
movement rate in an open river reach is considerably higher than all dams.

Figure 1-6. Movement rate through each one of the 4 dams in the Piscataquis River
(in rkm per hour), and in a free flowing river. The numbers above of the violin plots
represent the reach length for each of the dams.

1.3.2 Path choice, and delays through Brown’s Mill Dam and Howland Dam in
2019
In 2019, we detected 17 individuals (out of 59 potential individuals) in the
acoustic receiver deployed in the Brown’s Mill power house canal. This means that
a minimum 28.8% of migrating individuals chose this route (because p is not
estimated, the number using this route was not estimable). Fish moved rapidly
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through this path as all but one individual spent less than five hours between first
detection upstream, and first detection downstream of the dam (this only includes
individuals that were detected immediately downstream of Brown’s Mill dam, n =
21). However, if we include the individuals that were detected at the next receiver
station (13 rkm downstream), the median increases to 66 hours (a velocity of 0.19
km/h). This is a slow migrating speed, when compared to the median velocity in the
next reach of the Piscataquis River (0.92 km h-1).
The delays of radio-tagged smolts moving through Howland, and Brown’s
Mill Dam in 2019 were similar to the ones observed in acoustically-tagged fish. The
median time between approaching the dam (first detection in the headpond), and
passage (first detection in the tailrace) was 9 hours, and the 75 th percentile was
above 48 hours. Furthermore, the slowest 25% of the successful fish took longer
than 48 hours to travel from the tailrace of the dam, to receiver antenna placed 1.8
rkms below the dam. The delays were minimal between the first detection at either
the spillway or powerhouse canal and the first detection in the tailrace, meaning
that most delays occurred either during the initial approach, or after individuals had
passed the dam, before resuming migration (Figure 7). There were no differences
in delays depending on path choice (independent 2-group Mann-Whitney U Test:
W= 359, p-value = 0.486). We observed almost no delays for Howland, the median
time difference between first detection at the headpond (approach to the dam), and
first detection at the tailrace (after passing the dam) was just 1.75 hours, while the
75th percentile was just below 5 hours.
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Figure 1-7. Accumulated time in river from release ~700 meters upstream of
Brown’s Mill Dam, to a radio antennas placed 1.8 rkms downstream of the dam (2.5
rkms total). The black line represents the median accumulated time in river, while
the shaded regions represent the 25-75th percentile, and the 5-95th percentiles.
BMD HP represents the headpond, BMD represents either detections at the
Brown’s Mill Dam spillway or powerhouse canal, and BMTR represents the tailrace.
The horizontal lines represent each iteration of 24 hours
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1.3.3 Survival in the Piscataquis River
Of the 425 fitted models (Table 4), the best fitting model incorporated
differences in survival between reach types (each of the four dams, and one free
flowing river). It included an effect of release, with higher survival on fish released
downstream of Brown’s Mill Dam, it had an effect of Year, and gage height as an
individual covariate for Guilford, Dover, and Howland Dam, but not for Brown’s Mill
Dam (which had perfect or near perfect survival in most years). The effects of flow
were linear on the three dams, and some of the effects of flow were likely
confounded in the annual effect (as there were differences in the experienced flows
per year). Finally, even though this model included a system-wide annual effect, it
also incorporated a term specifically for Howland Dam that incorporated the effects
of the nature like fish bypass (i.e. there were annual differences system-wide, while
the construction of the nature-like fish bypass had an additional effect on survival
exclusively for the Howland reach). Survival varied considerably between years, as
can be seen in the accumulated survival during their migration, obtained from these
survival estimates (Figure 8).
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Figure 1-8. Accumulated apparent survival (ϕ) from 2009 to 2019. 2014 was not
included in the analyses. Accumulated survival was obtained using the ϕ point
estimates, no uncertainty is depicted in this graph. Continuous lines represent
releases in Abbot, rkm 188. Broken lines represent releases in either Milo, or
Browns Mill Tailrace (in both cases, the releases were downstream of Brown’s Mill
Dam). A represents 2017 (Abbot release), and 2016 (Brown’s Mill Tailrace release),
while B represents 2018 (Abbot release), and 2019 (Brown’s Mill Tailrace release.
Survival in 2013 (*) for the last point estimate was 0.29, and is not shown in graph.

As apparent survival (ϕrkm) is at its lowest in reaches with dams, we explored
the differences between years for all four dams and for a free reach (i.e., reach with
no dams). There were clear differences (based on the best-fitting model), among
years and dams (Figure 9). Survival at Guilford Dam was generally low with great
annual variation (between 0.93 and 1.0, for the whole 1.7 rkm reach). Survival at
Dover Dam was also low (between 0.92 and 1.0). In stark contrast, survival at
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Brown’s Mill Dam was high during all year, often not distinguishable from free
flowing reaches. Survival at Howland Dam was low in years prior to the
construction of the nature-like fish bypass (generally ϕrkm < 0.95). There were also
consistent differences between releases, with lower survival for the Abbot releases.
Results show that survival in Howland Dam, increased after the turbine shutdowns
started in 2010, and then it increased furthermore after the construction of the
nature-like fish bypass in 2016. While survival increased comparatively, it is still
lower than those observed for the free flowing reach. Although we did not directly
included.

Table 1-4. Model selection results for the multi-year CJS survival models for
acoustically-tagged Atlantic salmon smolts. Only the 5 top ranking models are
shown (out of 121 models run). The parameters estimated in the CJS model were
corrected for differing spatial interval sizes, and were ϕrkm (apparent survival per
rkm) and p (probability of detection). Y represents year, rt represents “reach type”
(i.e. there were five different reach types; the four dams, and “free flowing”), nlfb
represents a term that was only applied to Howland
Dam, and represents the presence of the nature-like fish bypass
ϕ

p

npar

AIC

ΔAIC

wAIC

Deviance

~Y + rt + release + flow* + nlfb

~Y × reach + release

161

7964.1

0

0.5

7628.0

~Y + rt + release + flow + nlfb

~Y × reach + release

160

7961.9

2.2

0.49

7628.0

~Y + rt + release + flow* + nlfb

~Y × reach × release

176

8034

72.1

<0.01

7720.0

~Y + rt + release + flow + nlfb

~Y × reach × release

177

8034.1

74.3

<0.01

7628.0

~Y + reach + release

~Y × reach × release

256

9224.7

>100

<0.01

2212.2

~Y × reach + release

~Y × reach + release

294

9054.2

>100

<0.01

7724.2

*flow effect only on Guilford, Dover, and Howland Dams
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Figure 1-9. Annual per rkm survival (ϕrkm) for each of the four dams in the system,
and for an open river reach (no dam) for 12 years. The black squares represent the
Abbot releases, while white squares represent releases in either Milo, or Browns
Mill Tailrace. The vertical lines for Howland represent the changes in the system
(before changes, turbine shutdowns, and the nature-like fish bypass). The arrows
represent wild- reared fish, as opposed to hatchery-reared fish.
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The effect of flow was linear, and in all cases, increased flows led to
increased Φrkm. This relationship was clear at Guilford, in which the Φrkm changed
from under 0.8 to 1 with an increased gage height of just 0.5 m (Figure 10A). Dover
Dam also had an important effect of flow, with survival increasing from 0.8 to 1.
However, for Dover Dam, this change requires an increase in gage height of almost
2 m (Figure 10 B). For Howland Dam, the influence of gage height was complex
over time. Survival was higher during low flows after the construction of the bypass,
compared to the years before the construction of the bypass. Individuals passing
through Howland Dam experienced higher flows in general during the years in
which the nature-like fish bypass was in place (Figure 10C). This combination of
higher flows, and the nature-like fish bypass may explain the high survival from
2016-2019 in this dam.
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Figure 1-10. Relationship between gage height (meters), and apparent per rkm
survival (ϕrkm) for the three dams in which there was an effect (Guilford, Dover, and
Howland Dam). For a) Guilford Dam, and b) Dover Dam, the line represents the
predicted point estimates, and the shaded polygon bordered by the dashed line
represents 95% confidence interval. The histogram represents the experienced
gage heights by migrating individuals. For c) Howland Dam, the solid line and
shaded region represents the apparent survival and 95% confidence interval for the
years before the nature-like fish bypass was built, and the dashed lines represent
the apparent survival and 95% confidence interval for the years after the nature-like
fish bypass was built. The gray histogram represents the gage heights experienced
on years before the nature-like fish bypass was built, and the white histogram
represents the same for years after the bypass was built.
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1.3.4 Survival and path choice in Brown’s Mill Dam and Howland Dam in 2019
The best fitting model for the survival analysis identified differences in
survival, detection probabilities, and path choice between reaches: S(reach), p
(reach), Ψ (reach; table 5). The estimated ΨAB for Brown’s Mill Dam was 0.32 (CI:
0.21-0.45), which is consistent with what we observed using acoustic telemetry
(where 28.8% of the fish used the powerhouse canal). The estimated Ψ AB for
Howland Dam was 0.30 (CI: 0.18-0.47). The best model only included reach as a
survival covariate, meaning that there are likely no differences in survival
depending on the path choice (Table 5). The survival estimates obtained from the
radio-tagged smolts MS model are consistent and similar to the ones obtained in
the acoustically-tagged smolts CJS models (Figure 11).

Table 1-5. Model selection results for the MS survival models for radio-tagged
Atlantic salmon smolts. Only the 5 top ranking models are shown. The parameters
estimated in the CJS model were corrected for differing spatial interval sizes, and
were Srkm (apparent survival per rkm), p (probability of detection), and Ψ (transition
probability).
S

p

Ψ

npar

AICc

ΔAICc

wAICC

Deviance

~ reach

~ reach

~ reach

19

864.1

0

0.73

276.9989

~ reach + path

~ reach

~ reach

20

866.4

2.2

0.24

276.9989

~ reach × path

~ reach

~ reach

22

870.8

6.7

0.026

276.9989

~ reach + path

~ reach + path

~ reach

21

879.9

15.8

<0.01

288.3525

~ reach

~ reach × path

~ reach

27

882.3

18.1

<0.01

276.9989
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Figure 1-11. Apparent per rkm survival for the radio-tagged fish in 2019.

1.4 Discussion
1.4.1 Changes in the Penobscot River system
Conditions in the Penobscot River system have drastically changed since
the start of the Penobscot River Restoration Project. This project had a main goal of
restoring populations of sea-run fish (including Atlantic salmon) to the Penobscot
River, while maintaining energy production (Day 2009). As a result, two dams were
removed, and now only one dam remains in the lower main-stem Penobscot River
below the confluence of this river with the Piscataquis River. More than 25% of the
high-quality habitat available for spawning is present in the Piscataquis River
(Saunders et al., 2006), and this river still contains four dams that delay
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downstream migrating smolts, and reduce their survival (Stich et al., 2014). Only
one of the dams in the system-, the Howland Dam has been modified with the
construction of a nature-like fish bypass. The three upper dams have not been
extensively modified despite the negative effects that they have on survival
(Guilford Dam and Dover Dam) or movement rate (Guilford Dam and Brown’s Mill
Dam). Effective use of the habitat available in the Piscataquis River, would require
that smolts spawned (or stocked) in this river can successfully migrate to the
Penobscot River, and then to the ocean. Therefore, exploring the effects that are
caused by the remaining dams in this river is vital for the recovery of the population.
1.4.2 Delays at dams and movement rate
Dams are an important source of delays for downstream migrating fish, and
they decrease the movement rate during migration towards the ocean. These
delays can increase mortality rates during their migration (Castro-Santos & Haro,
2003; Marschall et al., 2011; Nyqvist et al., 2017). Therefore, understanding
specific causes and conditions associated with site-specific delays is of great
importance for a species in decline like the Atlantic salmon (Parrish et al., 1998).
Our results confirm that dams represent the areas of highest delays in a system.
The general consistency in delays caused among dams indicates that there might
be design or operational factors that increase delays (Bunt et al., 2012). Identifying
these factors may be a first step towards solving delays. Because of the delays
observed in previous years in Brown’s Mill Dam, and because of the changes at
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Howland Dam (e.g., the nature-like fish bypass), we focused on the movement and
delays through both those dams in 2019.
The results from the radio-tagged study in Howland Dam, confirmed that this
dam caused minimum delays (from 2016-2019, 95% of the individuals that
approached the dam passed it within 24 hours). We observed the same trend in the
radio tagged fish, with over 95% of the fish passing the dam in under a day, and
75% of the approaching individuals passed the dam within 5 hours. While delays
were reduced, this does not confirms the effect of the nature-like fish bypass in
reducing the delays, as there was only a 30% chance of using this bypass for fish
that approached the dam. However, this shows that this bypass is indeed used by
downstream-migrating individuals, but it is not the exclusive route, and there might
be year-to-year variation that needs to be tested.
Brown’s Mill Dam is the dam with the lowest mortality, but consistently had
some of the highest delays (exception being 2011). This dam has a downstream
passage structure composed of a powerhouse canal (with 15.3 cm grates) that
connects to a bypass system. We found about a 32% chance of an individual using
this powerhouse canal. However, we found that the time spent in this canal is
minimum (median under 3 hours), and does not explain the delays observed at this
dam. Our 2019 study shows that most of the delays observed at Brown’s Mill Dam
happened at two different points: 1) in the headpond, after dam approach, but
before passing the dam (through either the spillway or the powerhouse canal), and
2) in the tailrace, after passing the dam, before being observed ~1.5 rkms
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downstream. Interestingly, the majority of observed delays occurred after
individuals had passed the dam. Thus, the delay is likely a result of passing the
dam, rather than (or as much as) finding a passage route, showing a potential
effect of passing the dam before resuming migration.
High flows reduced migrating delays in half. Dover and Howland Dams
exhibited an effect of flow too, however, this was not as marked as in the other two
dams. While we tested the delays in Brown’s Mill in 2018, this was a year of high
flows. Therefore, the patterns observed might be markedly different during a low
flow year. While flow and year to year differences explained much of the observed
pattern there was also considerable individual variation. At each dam there were
individuals that passed the dam almost immediately, as well as individuals that
were delayed for over a day. Therefore, there may be some environmental
conditions that affect the movement and passage of individuals, as well as some
individual behavioral traits that affect the passage of smolts through these dams, as
has been observed in other systems (Kemp et al., 2006).
1.4.3 Survival in the Piscataquis River
Dams remain as one of the biggest impediments for successful migration in
this system (Holbrook et al., 2011a; Stich et al., 2014). Our results confirm that
apparent mortality is still high at dams in this river when compared to free flowing
reaches. While there was an effect of flow on survival, the effects of flow were
lessened after the construction of the nature-like fish bypass. Three of the four
years in which the nature-like fish bypass has been in place, have experienced
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some of the highest flows of the past 12 years, which might have coincidentally
reduced mortality at this dam. At the upper dams, Guilford Dam, and Dover Dam
caused relatively high mortality, these effects varied year to year. Flow also had an
effect on survival at these two dams (with higher probability of mortality at lower
flows). Brown’s Mill Dam has consistently had high probability of survival,
comparable with survival in free flowing reaches. This dam has the highest survival
of all dams in the system. Our inability to detect an effect of flow on survival in this
dam, is likely because most years’ survival was perfect or near perfect (at or near
1.0).
1.4.4 Cumulative delays and survival
While most of the focus of this work was looking at specific areas of
the river (dams), it’s important to look at the whole experience migrating smolts face
in this river. The accumulated time in river (from the release site in rkm 190 to the
Penobscot River in rkm 99) varied from a median of 170 hours in 2012 to a median
of over 300 hours in 2017. Considering that delays at Guilford and Brown’s Mill dam
dams were consistently over 48 hours for the slowest 25% of smolts, these 48
hours might represent over 20% of the total time spent in this river. If we consider
that fish had to go through four dams (two of which caused steep delays), it is then
clear that the overall experience of fish moving through this tributary is mostly
dominated by the influence of the dams. The areas of highest mortality in the
Piscataquis River were the dams, which had a great influence on the overall
survival in the system. Cumulative survival in the Piscataquis varied from 0.5 to
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about 0.85 with great year to year variability. This year to year variability was best
explained by flows and changes to the Howland Dam downstream passage.
Despite the high year-to-year variation, a considerable proportion of the migrating
fish did successfully reach Milford Dam. It is reasonable to assert that individuals
that successfully reach the lower river may be affected by their experiences in the
Piscataquis River (delays and passing through dams), later in the migration.
Most of the focus of the effects of dams on smolts has been on
immediate mortality, however, the latent effects of dams, and the dam-causeddelays can also be substantial. Our best-fitting model suggests a difference in
survival in Howland Dam, depending on release sites, with lower survival for fish
that were released in Abbot, and had to pass multiple dams before arriving to
Howland Dam. These differences might be due to an effect of passing multiple
dams (additive effects of passing dams), or of being delayed on survival (CastroSantos & Haro, 2003; Ferguson et al., 2006; Nyqvist et al., 2017). This highlight
that the experience that individuals face through the upstream dams (e.g. delays)
might have effects on survival later during the migration. There is evidence in other
populations that passing multiple dams may reduce survival downstream (Ferguson
et al., 2006; Stich, Bailey, et al., 2015; Stich, Kinnison, et al., 2015), and in the
Penobscot River System (Stich, Bailey, et al., 2015).
Delays caused by dams might also contribute to a mismatch between
physiological preparedness and estuary arrival. During the smolt migration, high
mortality occurs during the transition from fresh- to salt-water in the estuary and in
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coastal waters (Holbrook et al., 2011a; Kocik et al., 2009; Stich, Bailey, et al., 2015;
Thorstad et al., 2012). This mortality has been linked to novel predators,
experiences during the freshwater portion of the migration (e.g. passing through
dams), as well as the timing of physiological preparedness, and the timing of
estuary entrance (Davidsen et al., 2009; Halfyard et al., 2012; Handeland et al.,
1996; Hvidsten & Lund, 1988; Thorstad et al., 2012). Smolts that are delayed in this
system, might reach the estuary outside of the ”smolt window”, which may
negatively affect their survival and performance (McCormick, 1994; McCormick et al.,
1998a). Smolts stocked or spawned upstream of Guilford Dam in the Piscataquis
River need to pass four dams, and may get delayed for several days by the time
they get to the Penobscot River. Individuals that successfully reach to the
Penobscot River, still have almost 99 rkms to get to the estuary, and during this
remainder of the migration, they might experience negative consequences of their
experience in the Piscataquis River, such as 1) lower survival going through
additional dams in the Penobscot River (i.e., higher mortality for individuals that
have gone through multiple dams, as seen in Howland Dam), 2) lower survival in
the estuary (negative effect of passing dams on survival in this area has been
observed in the Penobscot River; Stich et al. 2015a), and 3) the delays might cause
a mismatch between the estuary arrival and the environmental conditions and
physiological preparedness (smolt window; (McCormick et al., 1998a).
When exploring smolt migration in the Piscataquis River, it is important to not
only focus on the mortality experienced in this river, but to remember that the
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individual experiences in this river, might have an effect later in the migration. As
over 25% of the available habitat in the Penobscot River system is found in the
Piscataquis River, this river represents an essential area, and a potential point of
focus for Atlantic salmon recovery in the Penobscot River system.
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CHAPTER 2
SYSTEM WIDE SURVIVAL OF ATLANTIC SALMON JUVENILES IN THE
PENOBSCOT RIVER
2.1 Introduction
The downstream migration of Atlantic salmon (Salmo salar) juveniles is a
critical stage in their life cycle. During this stage, individuals undergo a series of
morphological, physiological and behavioral changes that prepare them for the
migration and for life at sea (Klemetsen et al., 2003; McCormick et al., 1998b).
These changes include a transition towards a slimmer body which allow fish to be
more hydrodynamic (Taylor & McPhail, 1985), as well as a silvery color providing
camouflage that aids in avoiding predators (Evans et al., 2014). Physiological
changes include upregulation of hypo-osmoregulatory mechanisms including an
increase in activity of the gill NKA enzyme (McCormick et al., 2013), which
facilitates transition from fresh- to salt-water. Despite all of the changes that
prepare individuals for their migration and life at sea, this migration is associated to
high mortality. During their migration, both wild and hatchery-reared smolts face a
series of new challenging conditions, such as novel predators, and the
physiological challenge of increased salinity (Poe et al. 1991; Parrish et al. 1998;
Aas et al. 2011). Smolts also face anthropogenic challenges, such as dams and
their impoundments that can increase their mortality (NRC 2004; Keefer et al. 2012;
Norrgård et al. 2013).
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Survival of juveniles in the Penobscot River has been studied since 2005
using acoustic telemetry, and several areas of high concern, have been recognized
(Holbrook et al., 2011a; Stich et al., 2014; Stich, Bailey, et al., 2015). The
Penobscot River is the largest river in Maine, USA, and hosts the largest population
of the endangered Atlantic salmon Salmo salar in the United States. However, total
adult returns in this river remain low (National Research Council (U.S.), 2004;
Saunders et al., 2006; United States Atlantic Salmon Assessment Committee,
2014, 2019). Limited wild spawning of Atlantic salmon occurs, but there is extensive
stocking of eggs, fry, and smolts in the system. Therefore, most of the juveniles in
the system are hatchery-reared. Peak migration of wild smolts generally occurs
during late April and early May each year, as does the release of hatchery-reared
smolts. In 2004, the Penobscot River Restoration Project (PRRP) was initiated, with
the goal of balancing restored access to spawning habitat for diadromous fishes
with continued hydropower production. Efforts from this project included
decommissioning three dams, upgrading fish passage at four dams, and increasing
power generation at three dams, allowing more access to habitat for fishes and
producing more electricity (Opperman et al., 2011).
Mortality in the Penobscot River is highest at reaches that contain dams
(Holbrook et al. 2011; Stich et al. 2014, 2015a). Furthermore, different individual
and environmental factors have been identified to be important for survival,
including flow. Low flow is associated with low survival at dams (Stich et al., 2014;
Stich, Bailey, et al., 2015), thus years with low flows tend to have lower survival
overall. Moreover, low flow has a clear and direct effect in impeding downstream
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migration. Fish in the Piscataquis River (a major tributary of the Penobscot River;
Figure 2-1) that approached a dam under low flow conditions, had considerably
higher delays (i.e., time spent upstream of a dam before successfully passing it)
than those that did not. Considering that mortality at dams can occur as a direct
result of delays through increased exposure to predators (Caudill et al., 2007;
Keefer et al., 2012; Poe et al., 1991), then, a potential result of increased delays
would be increased mortality, and smolts can incur delayed mortality after passing
a dam (Music et al., 2010), which could potentially be increased by delays. As a
result, flow can be considered as one of the main environmental factors that affect
survival.
Despite the fact that smolt survival estimates have varied under a wide
range of environmental conditions, survival of smolts in the Penobscot River has
been consistently low throughout the years (Holbrook et al., 2011a; Stich et al.,
2014; Stich, Bailey, et al., 2015). Survival of smolts depends on a variety of factors,
such as origin (Hvidsten & Lund, 1988; Stich, Bailey, et al., 2015), and individual
covariates, such as length and condition (Armstrong et al., 2018), and gill NKA
enzyme activity, as a proxy for physiological condition (Stich, Bailey, et al., 2015).
Environmental conditions such as temperature (Handeland et al., 2014), and flow
(Stich et al. 2014) can also have an effect on survival. There is also an effect of
experimental design in the estimated survival (e.g. date and site of the release).
Survival of smolts in the Penobscot River has been low, independently of individual
covariates, and environmental conditions (Holbrook et al., 2011a; Stich et al., 2014;
Stich, Bailey, et al., 2015). Furthermore, exploring the effects of individual
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covariates, environmental covariates, and time and site of release, is challenging,
as multiple, multi-year system-wide releases are usually not possible.
The goal of this study was to do a system-wide assessment of smolt-survival
in the Penobscot River after multiple changes in the system. This assessment
included a one year multi-release in a branch of the river (2016, release in the
Piscataquis River), and a three year multi-release (six releases) study. While the
goal of the study was to analyze system-wide survival in different conditions,
conditions in the Penobscot River in 2017, 2018, and 2019 were considerably
favorable for migrating smolts. Flow was high for the three years, and this was after
a series of changes that dramatically changed the conditions of the river (including
increased fish passage structures in 2016). Therefore, this study analyzes systemwide survival under ideal conditions, having a multi-release, multi-year acoustic
telemetry study.

2.2 Methods
2.2.1 Study Site
The Penobscot River is a system that has changed dramatically from the
inception of the Penobscot River Restoration Project, to 2016, when it was
finalized. Efforts from this project that changed the conditions that smolts face
during their migration included decommissioning three dams, upgrading fish
passage at four dams, and increasing power generation at three dams, allowing

47

more access to habitat for fishes and producing more electricity (Opperman et al.,
2011). Specifically, Great Works (rkm 59) and Veazie (rkm 48) Dams were removed
in 2012 and 2013 respectively. Downstream passage was upgraded at Howland,
Stillwater, and Orono Dams. There is no upstream passage at the Stillwater Dam.
At Orono Dam, there is a trap and truck facility to collect fish that attempt to pass
upstream through the Stillwater Branch of the river. Upstream passage has been
modified at Milford and Howland Dams. At Milford, a two-stage fish lift has been
constructed, along with a fish sorting facility. A nature-like fish bypass channel has
been constructed, and finished in late 2015, at Howland Dam. The dam has ceased
power production, but will remain in place to allow for continued access to the
Howland boat r amp. Power production increased at Orono, Stillwater, and Milford
Dams.
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Figure 2-1. Map of the Penobscot River. The red lines represent the dams. Grey
circles represent the acoustic receivers’ deployment sites, and the stars and
numbers represent the release sites. The three dams not named are the Stillwater
branch dams: Gillman Falls, Stillwater Dam, and Orono Dam.

49

Despite the changes in the system, multiple dams are still present.
Depending on where fish are stocked, they can encounter up to 7 dams in the
system. The dams in the system include four dams in the Piscataquis River:
Guilford Dam, Dover Dam, Browns Mill Dam, and Howland Dam (rkms 179.5,
165.3, 164.5, and 99.5), and three dams in the Penobscot River: Weldon Dam,
West Enfield Dam, and Milford Dam (rkm’s 147, 99.9, and 61). The confluence of
the Piscataquis River and the Penobscot River is present at rkm 99 (see figure 2-1).
The Stillwater branch starts at rkm 63, and the confluence with the Penobscot River
is at rkm 51, there are three dams present in this branch.
2.2.2 Acoustic telemetry array
Each year (2017-2019), an acoustic telemetry array, consisting of up to 150
acoustic Vemco receivers (VR2W; Amirix Vemco Ltd; vemco.com) was deployed in
the Penobscot River. Each receiver contained an omnidirectional hydrophone
scanning continuously at 69 kHz. In some cases, multiple receivers were deployed
across the river to increase detection probability. Detections from these receivers
were pooled and treated as a single station. Receiver stations were deployed
upstream and downstream of each of the four dams in the river, therefore
conferring information regarding dam approach and passage (Figure 1). In 2016,
the array did not include any receivers upstream of West Enfield Dam.
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2.2.3 Tagging and releases
Fish have been tagged and released in the Penobscot River since 2005.
From 2005 to 2015 releases were described in Holbrook et al., and Stich et al.
From 2016 to 2019, 1482 hatchery-reared Atlantic salmon smolts were acoustically
tagged and released in the Penobscot River System (Figure 1). The number of fish
tagged and released changed from year to year (Table 2-11). There were two
release sites in 2016, both of them in the Piscataquis River: 1) Abbot (upstream of
the four dams in the Piscataquis River), and 2) Browns Mill (downstream of Brown’s
Mill Dam, and upstream of Howland Dam). From 2017 to 2019 there were six
release sites, two in the Piscataquis River, three in the main stem Penobscot and
one is the Stillwater Branch. The Piscataquis River releases were 1) Abbot
(upstream of the four dams in the Piscataquis River), and 2) Browns Mill
(downstream of Brown’s Mill Dam, and upstream of Howland Dam). The Penobscot
Releases were: 3) Weldon (upstream of Weldon Dam), 4) Mattawamkeag
(downstream of Weldon Dam and upstream of West Enfield Dam), 5) Confluence
(at the confluence of the Penobscot and Stillwater Rivers). The 6) Stillwater release
was right at the beginning of the branch, downstream of Gillam Falls (Figure 2-1,
Table 2-2).
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Table 2-1. Released individuals at each of the six release sites for each of the last
four years.
Piscataquis
Year

Penobscot

TOTAL

1.

2.

3.

4.

5.

6.

Abbot

Brownsmill

Weldon

Mattawamkeag

Confluence

Stillwater

2016

75

75

2017

80

80

80

80

80

50

450

2018

80

80

80

80

80

50

450

2019

77

77

78

75

75

50

432

150

All fish were hatchery reared at the U.S. Fish and Wildlife Service Green
Lake National Fish Hatchery (USFWS-GLNFH). Smolts were anaesthetized using a
100 mg × L−1 solution of MS-222 (buffered with 20-mM NaHCO3; pH=7.0), fork
length (mm) and mass (g) were measured, A nonlethal gill biopsy (4-6 filaments)
was taken from the front, left gill arch of each fish prior to tagging. A small (1 cm)
incision was made offset from the ventral line approximately 1 cm posterior to the
pectoral-fin girdle. An acoustic tag (Vemco V9-6L; 2.0g in water) was inserted
intraperitoneally and the incision was closed with two simple, interrupted knots
using absorbable Vicryl sutures (Ethicon 4-0 RB-1; www.ethicon.com). After
surgery, fish were transferred to a recovery tank. Following full recovery, fish were
transported to their release site, and released immediately after arrival. Time from
the hatchery to the release site varied between one and two hours.
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2.2.4 Flow assessment
Flow was obtained using the last 30 years of data from the West Enfield
Gage (01034500), and obtaining the discharge from 1991 to 2019 (USGS, 2019b).
Data for 1995 was not available. A subset of the flow data was obtained to include
dates from April 24 to May 15 each year. This window included all of the releases,
with at least 90% of the individuals passing the last dam (Milford Dam) in the
system by the end of the window.
2.2.5 Gill NKA assay
Individual biopsies were stored at -80oC in 100 μL SEI buffer (250 mM
sucrose, 10 mM Na2-EDTA, 50 mM imidazole) for later analysis of gill NKA
(enzyme code 3.6.3.9; IUBM 1992) activity (expressed as μmol ADP·mg protein 1×h-1)

using the method of McCormick (1993). Concentration of NADH at 25oC and

340 nm was used to measure kinetic rate of ouabain-inhibitable ATP hydrolysis.
Protein concentration in gill samples was determined using the bicinchoninic acid
(BCA) method (Smith et al. 1985) with a protein quantitative assay (Pierce 23225;
thermofisher.com). Gill samples from each fish were analyzed in triplicate for gill
NKA activity and protein concentration.
2.2.6 Survival and path choice
Spatially-explicit capture histories were developed for each tagged individual
using detections at the acoustic receivers during the fish down-stream migration. In
order to account for different potential path choices, different “states” were used.
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Detections in the main-stem Penobscot were defined as state “A”, detections in the
Piscataquis Dam defined as state “B”, and detections in the Stilllwater were defined
as state “C”. This allowed to independently estimate survival at each branch, as
well as estimate the path choice of individuals going through the main branch or
through the Penobscot River (i.e. the probability that an individual will go from “A” to
“C”), which is represented by ΨAC. As all other transitions are non-existant (e.g.,
transitioning from the Stillwater Branch to the Piscataquis River), or are forced (e.g.
the transition from the Piscataquis to the Penobscot is forced), all the other values
were fixed to a value of 0 or 1 (Figure 2).
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Figure 2-2. Spatial diagram of the Penobscot River with the three transitional areas,
including the two fixed transitions.

Survival was estimated using Multi-State mark-recapture models (Lebreton
et al., 1992). Spatially explicit encounter histories were developed for each
individual, using each acoustic receiver station as a “recapture occasion” during the
smolt migration. As Atlantic salmon require to migrate to the ocean to finish their
life-cycle, it was assumed that the migration is one-way, and not finishing the
migration is catalogued as mortality. Multi-State (MS) mark recapture survival
models were developed in program MARK (White & Burnham, 1999), through the
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package RMark in program R (Laake, 2013; R Core Team, 2019). In these models,
we estimated apparent survival (S), and detection probability (p; analogous to
recapture probability in time explicit models) using maximum likelihood estimations,
and the logit-link function (Lebreton et al., 1992).
As the reaches had different lengths, reach length was explicitly entered in
the models, so that an estimate of S represents apparent per rkm survival (Srkm),
rather than apparent survival per reach (Sreach). Different models with different
covariates representing hypotheses were built. The covariates incorporated in the
models included: 1) year (i.e. differences in survival per year), 2) stratum/reach
(differences in survival between the Piscataquis and Penobscot Rivers, this
covariate was included in every model), 3) cohort (representing the rkm in which
fish were released), an interactive model including both stratum and cohort
represents all different releases, 4) release date (early or late), 5) fish length, 6)
weight, and 7) gill NKA activity. Furthermore, as mortality at a dam, has been
associated with passing through previous dams, hypotheses were included to
represent previous experience, and identify the causes for additive mortality when
going through multiple dams.
One hypothesis included models with an interaction of cohort × stratum
which represented all releases, and therefore the six different potential paths
(including number of dams, and which dams). This hypothesis represents that
survival was linked to the specific dam passed, and overall experience, and not
only to the number of dams. In this case, survival through dams would be linked to
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the specific release site. A different hypothesis only included the number of dams
passed, independently of which dams they were. Finally, a hypothesis representing
delays was included. This hypothesis, explored the idea that mortality wasn’t
caused by number of dams passed, or release site, but by the delays,
independently of which and how many dams caused it. This covariate was an
individual-time changing covariate. Total individual delays was estimated for each
individual each time they passed a dam (estimated as time difference between first
detection upstream, and first detection downstream of a dam). As individuals
passed multiple dams, individuals had different values, and thus, this was a time
changing covariate with up to six values for individuals that were released upstream
of Guilford Dam in the Piscataquis River.
To assess goodness of fit of the survival models, we estimated the overdispersion parameter ĉ, which is a variance inflation factor (Burnham 1987). We
used the median ĉ method to estimate ĉ of the saturated model (Fletcher 2012).
The goodness of fit ĉ estimate for the fully parameterized model was below 2
(ĉ=1.245), therefore, the AICc likelihood information approach was used (AICc;
(Burnham & Anderson, 2010). This was used to determine the best fitting model
(Table 3). We obtained a ΔAICc value for each model, which represents the
difference between the AICc of each model with the best fitting model. Models for
which ΔAICc < 2.0 were considered to be competing models. Estimates of Φrkm,
and p were obtained for the best fitting model. In case the best-fitting model
included an individual covariate, the coefficients were obtained to describe the
relationship between apparent survival and the individual covariate.
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2.3 Results
2.3.1 Flow data and delays
The discharge observed in the river was considerably high for 2017,
2018, and 2019 during the upper river smolt migration window. Considering the
discharge observed from 1991 to 2019 (during the smolt migration window), each of
these three years (2017, 2018, and 2019), rank in the top five observed discharges.
Although the highest observed discharge happened in 2008, 2017 ranks in 5th,
2019 in 4th, and 2018 in 2nd, with 1996 ranking in 3rd. There is no other point in this
time series where multiple years ranked highly in back to back years (Figure 3).

Figure 2-3. Discharge from USGS station 01034500 transformed to m3×s-1

from 1991 to 2019. Discharge observed between April 25th, and May 10 of
each year. Data for 1995 was incomplete, and thus is not presented.
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When comparing the time series of flows observed during the smolt
migration window for 10 years, it is evident that the flows observed for 2017, 2018,
2019 were considerably higher, especially for the early part of the migration (April
25-May 1). For the later section of the migration (May 5- May 12) the values were
still considerably high, but comparable to what has been observed in previous
years (Figure 4).

Figure 2-4. Comparison of flows for 2010-2019 (10 years) during the smolt
migration window. Values represent discharge from USGS station 01034500
transformed to m3×s-1 Flows for 2017, 2018, and 2019 are represented by the
solid line, while flows for the other 7 years are represented by the gray dashed line.

Delays were higher at the Piscataquis River, than in the Penobscot.
Individuals released upstream of Guilford Dam in the Piscataquis River had the
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highest accumulated delays. These delays were mainly caused by Brown’s Mill
Dam, and by Gilford Dam (Figure 2-5).

Figure 2-5. Accumulated delays for all fish approaching a dam. Each line

represents an individual, the left section represents Piscataquis releases (n =
617), and the right section represents upper Penobscot releases (n = 475).
Each value before the dam represents the accumulated delays of individuals
approaching the dam, and the value following the dam is the accumulated
delays after passing the dam.

2.3.2 Survival
There were differences in gill NKA between early and late releases. The
mean values for all individual covariates are shown in table 2.2
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Table 2-2. Gill NKA enzyme, fork length (in mm), and mass (g) for every release
date.
Year

Release

Gill NKA

Fork Length (mm)

Mass (g)

2016

Early

4.04 (1.73)

192.2 (10.6)

76.6 (12.7)

Early

3.03 (1.67)

185.3 (9.2)

67.2 (10.7)

Late

3.61 (2.02)

189.7 (10.4)

69.1 (11.8)

Early

3.83 (2.13)

190.2 (9.8)

76.8 (12.8)

Late

4.67 (2.67)

190 (9.2)

74.3 (12.7)

Early

3.95 (1.49)

180.1 (10.2)

61.4 (12.7)

2017

2018
2019

In all years, from 2016 to 2019, there was great within-system variation in
survival estimates, with survival estimates varying between 0.85 and 1. Dams had
the highest mortality, and introduced the most variation. The best fitting model to
include a reach factor, a year factor, a tributary factor (differences in survival
between the Piscataquis River and the Penobscot River, and between the
Penobscot River and the Stillwater Branch), and an effect of delays. Models that
included the effect of delays, consistently ranked better than models that included
release site, and models that included an interaction of both. Multiple models with
multiple individual covariates as parameters did not converge, and were impossible
to test. When exploring models with other individual covariates, NKA, and length
ranked highest.
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Table 2-3 Model results for the CMR-MS models ran. Only the top four models are
shown, as well as the best ranking model not including delays.
S

P

Psi

npar

AICc

ΔAICc

w

Deviance

Reach + stratum + year

Time ×

year

181

379415

0

0.978

379050

+ delays

year

Reach + stratum +

Time ×

year

183

379422

7.82

0.018

379054

cohort + delays

year

Reach + stratum +

Time ×

year

179

379429

14.86

0.001

379069

release + date + delays

year

Reach + stratum+ year

Time ×

year

181

379437

22.75

<0.001

379077

+ cohort + NKA

year

Reach + stratum + year

Time ×

year

81

381585

2170.71

<0.001

371143

+ cohort*

year

*Best model not containing delays as an explanatory variable

Survival was lower at dams, in the Piscataquis, survival at the first dam
(Guilford Dam) was between 0.98 and 0.99, while survival at the next dams (Dover
Dam and Browns Mill Dam) was between 0.99 and 1. The lowest survival in the
Piscataquis River was at Howland Dam, with per rkm survival consistently below
0.98. In the Piscataquis River, the lowest survival was observed for the reach
containing the most-upstream dam (Weldon Dam). Per rkm Survival for the reach
including the dam was under 0.95 and was the lowest survival for the whole
system. The next two dams in the system, West-Enfield, and Milford Dam had low
survival (between 0.96 and 0.97). Survival at Weldon Dam was comparable
between years, with lower survival for 2016 (2016 fish were only releases in the
Piscataquis, and thus, there is no comparison for 2016 in the upper Penobscot).
Survival in the lower river was over 0.99 for all reaches (except in 2016, where
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survival reaches 0.985 between rkm 20 and 17). All dams in the system had similar
survival values, except for Howland, that had lower survival in 2016 than in the
other three years (Figure 6).

Figure 2-6. Survival observed for the Piscataquis and Penobscot Rivers. A) the
Piscataquis River reaches, and B) the Penobscot River reaches. The reach is
represented by the x-axis, starting with the first encountered reach), while apparent
per rkm survival is presented in the y-axis.

63

When comparing the apparent per rkm survival in this time period, to the
observed average observed from 2005 to 2015 (Holbrook et al., 2011a; Stich et al.,
2014; Stich, Bailey, et al., 2015), it is evident that there was a system-wide survival
effect, with higher survival values in most of the system. The only exception to this,
was Weldon dam, which had low survival values in both periods (Figure 7).

Figure 2-7. System-wide apparent survival in the system. Each bubble

represents one river kilometer, and A) represents values between 20052015, and B) represents 2016-2019.
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2.3.3 Cumulative survival
The cumulative survival was higher in all years compared to the observed
average from 2005 to 2015 (Holbrook et al., 2011a; Stich et al., 2014; Stich, Bailey,
et al., 2015). However, 2017, 2018, and 2019, were also considerably higher than
2016, and represent the highest overall observed survival in this system, with an
overall survival over 0.5 for all the years, independently of where they were
released. Fish released in the Stillwater Branch had the highest cumulative survival
(between 0.84, and 0.92 depending on the year), while fish released upstream of
Weldon Dam had the lowest survival, with a cumulative survival between 0.5, and
0.62 (Figure 8).
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Figure 2-8. Cumulative survival observed for each year. A represents individuals
released in the Piscataquis River, while B represents individuals released in the
upper Penobscot.

2.3.4 Effects of delays on survival
The best fitting model, included an effect of cumulative delays. The
models that included these effects consistently ranked better than the models that
included an effect of 1) numbers of dams passed, and 2) specific dams passed,
and 3) release site. This means, that survival at each dam, is potentially affected by
the individual experience during migration. Particularly, that individuals that have
been severely delayed at dams, have lower survival probabilities when passing
through future dams, while, individuals that have passed through dams, but did not
experience delays, have survival that is comparable to that of individuals that have
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not passed dams before . This is best illustrated by Howland Dam, where apparent
survival estimates (for the whole 2.7 rkm reach) vary from 0.982 for individuals with
no or low delays, to 0.95 for individuals with high delays (Figure 9).

Figure 2-9. Predicted effects of delays on survival in Howland Dam based on a CJS
model. Delays are measured in seconds.

2.3.5 Stillwater branch and path choice
Cumulative Survival through the Stillwater Branch from 2017 to 2019,
varied between 0.987, and 0.99, and was similar among years. Although survival in
2016 was lower (0.980), this year had a lower number of individuals released in the
system (150 individuals release, compared to ~450 each of the other years), had
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higher mortality in the Piscataquis River (with a 0.55 cumulative survival to the
branch), and had the lowest percentage of fish choosing the Stillwater Branch (less
than 10%), resulting in a low number of individuals in the branch, which makes
obtaining a trustworthy estimate impossible.
There were differences in path choices, estimated by the probability of
transitioning (Ψ) from one state (fish present in the Penobscot River) to another
state (fish present in the Stillwater Branch). The probability of selecting the
Stillwater branch (Ψ; CI) for 2016 was 0.076 (0.014, 0.098), for 2017 was 0.221
(0.175, 0.27), for 2018 was 0.141 (0.105, 0.188), and for 2019 it was 0.166 (0.13,
0.212). These values are relatively high when compared with previous
observations, in which probability of choosing the Stillwater averaged 0.12
(Holbrook et al., 2011a; Stich et al., 2014; Stich, Bailey, et al., 2015).
2.3.6 Individual covariates
Models that included the “delay factor”, and individual covariates
(weight, height, gill NKA) did not converge, therefore, the top models did not
include individual covariates. However, when models did not include delays, then
models that included gill NKA ranked best, in which the β was positive (higher gill
NKA is related to higher survival).
2.4 Discussion
Survival in the system from 2017-2019 was the highest that has been
observed in the system. Individuals that were released in the upper Piscataquis
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(individuals that pass at least five dams), had over 0.6 system-wide survival, which
means over half of the released individual completed the migration, and eft the
system, which is unprecedented in the Penobscot River (Holbrook et al., 2011a;
Stich et al., 2014; Stich, Bailey, et al., 2015). Furthermore, depending on the site of
the release, system-wide survival was as high as 0.90 (for individuals released in
the Stillwater branch). System-wide survival in 2017, 2018, and 2019 was higher
than other years regardless of release day and release site (Figure 6).
The Penobscot River has changed dramatically for the last decade, and the
effects of these changes have been explored extensively (Holbrook et al., 2011a;
Stich, Bailey, et al., 2015). However, in 2016, the new nature-like fish bypass was
built, and completed in Howland Dam, right at the confluence of the Piscataquis
River in 2016. While the data shows increased survival in this dam during the last
years, this increased survival was paired with a system-wide increase, and ideal
conditions for passage. Furthermore, an effect of delays in upstream dams, on the
survival at Howland Dam was identified, meaning that years in which conditions
cause increased delays at dams upstream of Howland, a decreased survival at this
dam may be observed. Survival assessments of this dam, should continue, in order
to explore survival in challenging conditions.
While apparent survival increased system-wide, and cumulative
survival was considerably higher during the past three years, survival at Weldon
Dam was lower than what was observed in previous years. As survival at Weldon is
consistently low in this dam, independently of release date, and flow conditions, the
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high flow might have even increased mortality. Weldon Dam, consists of a head
pond that’s about 5 rkm long, and although mortality is at its highest while passing
the dam, mortality is high during the headpond. Mortality in the Weldon Dam are
(reaches that include the headpond, and the dam) was between 0.2, and 0.25,
meaning that about a quarter of the released fish was lost at this point. Although
survival through the dam decreased in 2017-2019 compared to previous years,
survival in the headpond increased. As a result, the survival through the Weldon
area (5 rkm headpond was comparable between years. Despite the low survival in
this dam (under 0.9), the cumulative system-wide survival for the individuals
released upstream of Weldon-Dam was higher than in previous years.
Impressively, the mortality rate for the 5 rkm Weldon section (mortality between 0.2
and 0.25), is comparable to the mortality the following 150 rkm migration that
included 2 dams. Exploring the causes of the high mortality observed at Weldon
Dam, is necessary in order to understand the system-wide survival in the
Penobscot River.
Delays, and gill NKA had an effect on survival, while models that
incorporated length or weight did not rank in the top models. Increased delays
caused increased mortality. As delays are related to flow, the reduced delays due
to the flow might explain the reduced mortality observed in the system. While
increased gill NKA increased survival. Estuary survival was high, and because of
this, independently of the individual covariates, or the release site or date. As a
result, modeling the effects of the covariates or factors in the estuary was
impossible. There is evidence that the survival of smolts is negatively affected by
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delays, and that the effects of these delays depends on the total distance that
smolts need to migrate (Marschall et al., 2011). Therefore, the size of a river, and
the areas with high quality spawning habitat have to be taken into account.
As Atlantic salmon have complex life-cycles, that includes migration to
the sea, and eventually a return of adult salmon to spawn (Armstrong et al., 2018;
McCormick et al., 2013). In such a complex life-cycle, with discreet stages,
understanding how survival at early stages (in this case smolts), affects the return
of adults, is fundamental, for the conservation, and recovery of the species. In
2019, the highest number of returning adults since 2011 was observed. In 2019
1,243 adult Atlantic salmon returned to the Penobscot River, up from 772 in 2018,
and up from an all-time low of 500 in 261 in 214 (Maine DMR). As counts of smolts
in a particular river, has been reported as the best mean for predicting returns for
adults (Michael & Chadwick, 1988), survival of smolts could also be a good
predictive. Increased returns from 2020 to 2021 would serve as evidence of the
importance of smolt survival for adult returns.
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CHAPTER 3
AN INTERACTIVE DECISION MAKING TOOL FOR EVALUATING BIOLOGICAL
AND STATISTICAL STANDARDS OF MIGRATING FISH SURVIVAL PAST
HYDROELECTRIC DAMS
3.1 Introduction
Migratory fish species have complex life cycles that require movements
between freshwater and the ocean (Secor, 2015). Dams act as migratory barriers
and can decrease fish survival for both upstream (e.g., adult salmons in the
Columbia river; (Caudill et al., 2007)), and downstream migrating fish (e.g. juvenile
Atlantic salmon; Norrgård, Greenberg, Piccolo, Schmitz, & Bergman, 2013; Stich,
Bailey, & Zydlewski, 2014; Stich, Bailey, Holbrook, Kinnison, & Zydlewski, 2015).
Because of the mortality risks, the Federal Energy Regulatory Commission (FERC)
requires hydroelectric dams to conduct “environmental measures to protect,
mitigate effects on, or enhance environmental resources” as a condition for a
project to be licensed (FERC, 2012, 2019).
To protect migratory fish, FERC establishes conditions for licensing based
on recommendations by the Fish and Wildlife Service (FWS), and the National
Oceanic and Atmospheric Administration National Marine Fisheries Service
(NOAA-NMFS; FERC, 2001), to increase efficient fish passage, including fishways,
flow control, and operational constraints. Oftentimes, one of the conditions one of
the requirements of a project license is for operators to carry out assessments of
fish survival to demonstrate efficacy (e.g., Milford Dam, in the Penobscot River, in
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Maine; Black Bear Hydro, 2013; FERC, 1998). There is a much on the design of
such studies, particularly for salmon species, see (Holbrook et al., 2011b; Karppinen
et al., 2014; Norrgård et al., 2013; Skalski et al., 2010; J. Zydlewski et al., 2017). The
survival assessments usually consist of Cormack-Jolly-Seber (CJS) mark recapture
studies using either radio or acoustic-telemetry. These analyses provide an
apparent survival estimate, and an error associated with it.
The objective of the survival analyses is to examine whether the estimated
survival meets an a priori “standard” (here on called a statistical standard). This
decision is usually a binary one; did the project meet the standard, or fail? Failure to
meet the standard may result in required operational or structural changes at a
facility, which can be costly. Because of the high stakes related to meeting the
survival standard, the selection of the standard can be a point of contention
between agencies and operators when negotiating license requirements. Ideally,
the established survival standard is based on the necessary survival to reach a
conservation goal (here on called a biological standard). However, there is a
difference between this biological goal (the ecological target to meet a conservation
goal), and the statistical survival standard (the value that the estimated survival
needs to meet in order to pass). Therefore, in each analysis, there are four potential
outcomes, in which the survival assessment indicates: i) correctly that the standard
is met (“true positive”) ii) incorrectly that the standard is not met (“false negative”),
iii) correctly that standard is not met (“true negative”), or iv) incorrectly that the
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standard is met (“false positive”; Fig 1). These outcomes parallel theoretical
statistical hypothesis testing.

Figure 3-1. The four potential outcomes from a survival assessment. Outcomes are
based on the conditional probability of passing or failing to pass the standard (T),
given that the biological goal truly either met or not. TP and TF represent the
probability of passing or failing the standard, while RP and RF represent the
probability of real survival being at or greater than biological goal.

A good test maximizes true detection of pass or fail, and minimized incorrect
detections. For our purpose, we adopted terminology typically used in diagnostic
tests “sensitivity” is the probability of passing the standards given that the biological
goal is met, while “specificity” is the probability of failing the standard, given that the
real survival is below the goal (Fig 1). Based on their opposing objectives,
sensitivity is most important for the licensee, while specificity is most important for
the regulators. Therefore, balancing sensitivity and specificity is important during
negotiations. However, some of the traditionally used standards may not be
balanced.
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A statistical standard in which the lower confidence limit of a survival
estimate (e.g., 75 or 95%) has to be above a biological goal might seem
appropriate to a regulator, as the approach has high specificity (thereby minimizing
false positives). However, such a standard has a low sensitivity, therefore it might
not satisfy licensee interests and may not be considered a suitable approach by all
parties. Conversely, a standard which requires only that the upper confidence limit
of an estimate has to be above the biological goal might satisfy a licensee (because
of the desired high sensitivity), but low specificity would mean there is a high
probability of encountering false positives (undesirable from the regulators point of
view). Thus, there are inherent trade-offs in establishing a method of assessing a
survival standard, and in finding a balance between the interests of operators and
agencies.
Note that we are only considering how to find common ground with respect
to the method of assessment – not the standard itself. Consensus on the method
is necessary to meaningfully discuss the standard value (i.e., the “statistical
standard”). Based on ongoing discussions and current FERC licensing in
hydropower projects in the West Coast (e.g., Washington Dam, and Oregon Dam;
FERC, 2017a, 2017b; Sumner, 2017), and East Coast (e.g., Milford and West
Enfield Dams in the Penobscot River, Maine; Black Bear Hydro, 2013; FERC,
2012) we explored four main influences: (1) the method of assessment, (2) the
actual value of the standard, (3) the number of years a criterion has to be satisfied
consecutively, and (4) the effects of number of released fish and probability of
detection, as they affect estimations in a CJS design (White & Burnham, 1999).
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Demonstrating the influence of these four factors that influence specificity and
sensitivity may be a foundational step towards agreeing on a standard – and
method of assessment- that satisfies stakeholders on different sides of the table.
Based on observations from FERC relicensing documents, there are three
methods of assessment that have been frequently used. One is the use of the
“point estimate” (PE, the estimator [usually obtained by maximum likelihood] must
be at or above the standard value), the upper confidence interval (UCI; the upper
confidence limit must be greater than the standard value), and the lower confidence
interval (LCI; the lower estimated confidence level must be at or above the standard
value). For the UCI and LCI, the confidence interval may (theoretically) be defined
at any value but typically 95% or 75% confidence intervals have been used in
discussions (FERC, 2012) (Fig 2). In ongoing discussions for survival standards for
projects in Maine, the three methods have been considered, and the 75% UCI is
used in assessing several important projects. Importantly, we note that survival
estimates produced by CJS methods have asymmetric error structures (Lebreton et
al., 1992).
The next trade-off that influences the outcome is the value of the standard
that has to be met. Different methods of assessment (i.e., PE, UCI or LCI) would
result in different outcomes for the same data, same value of the standard, and
same estimate of survival (Fig 2). So, the election of this value will be highly
influenced by the method of assessment.
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Figure 3-2. The three main methods for assessing a standard survival performance
threshold (T) arbitrarily set to 0.96 (dashed line) for demonstration: PE (point
estimate), LCI (lower confidence interval), and UCI (upper confidence interval).
Filled symbols indicate successful passing of the standard, while the open symbols
indicate failure.

Another influence on the outcome is whether a standard is required to be
met once, or over consecutive years, in order to satisfy the licensing conditions.
Regulators may require multiple years (usually sequential) to ensure that year to
year environmental variation is captured in the assessment process. Operators may
therefore need to pass the standard for three consecutive years (Fig 3). This can be
a source of conflict. Even when the probability of meeting the standard is high, the
probability of passing it several years in a row can be relatively low (e.g., a project
with a 90% chance of passing a standard in a single year would have a 73%
chance of passing it three years in a row). As a result, the number of consecutive
years a standard must be passed lowers the sensitivity of the standard. Finally, the
number of fish released and the probability of detecting the released fish has an
effect on the probability of passing a standard (White & Burnham, 1999).
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Figure 3-3. Decision tree for a three-year survival assessment with two decisions
per year: P(passing the standard), and F (failure to meet the standard) for a single
year. The final checkmark represents passing the standard three years in a row

The decision of whether a licensee satisfies the standard in a year is based
on a single assessment. True values of survival are unknown, and the CJS method
works by maximizing likelihood. Therefore, there is stochasticity on the outcome.
However, if repeated many times, survival estimates vary from reality in predictable
ways. This underlines the importance of selecting an appropriate standard. If too
permissive, regulators may approve conditions that are incongruent with
conservation goals. If too strict, the threshold may be unattainable and be at risk of
being considered an arbitrary and capricious threshold. Thus, it benefits all
stakeholders to define biological goals and understand the probabilities of
measuring true success and detect true failure.
We constructed a tool to evaluate the probabilities of passing a statistical
standard given i) an a priori true value of survival, ii) a defined method of
assessment and iii) defined study parameters (detection probability and sample
size of simulated population). By running a series of mark-recapture computer
simulations, which modeled the studies that are often implemented by dam
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operators, we were able to explore the probabilities of passing a given standard.
Each simulation was analyzed using the same analytical tools and methods used
by operators (CJS) so that the implications of study design and data assessment
can be compared. We have taken all these data and created an interactive user
interface so that users can visualize the theoretical consequences of survival
thresholds, the assessment technique, and study design.
3.2 Methods
3.2.1 Simulations and survival estimations
Survival estimations are generally carried out by setting up a series of
telemetry receiver stations in the river, including receivers above and below the
dam. The analysis is the same as for a time dependent model, but here travel
distance in the river (like time) is assumed to be unidirectional (from upstream to
downstream for salmon smolts). On either side of the dam, apparent survival (ϕ) is
estimated between stations and probability of detection (p) is estimated at each
station except the last interval where ϕ and p cannot be resolved and is estimated
as λ, the product of these two parameters (J. Zydlewski et al., 2017). The value of ϕ
obtained for the interval including the dam is then used to make the decision of
whether the standard is met or not. The estimates of ϕ and p are strongly
influenced by three parameters: i) true survival (S; which is unknown), ii) true
probability of detection (D; which is also unknown), and iii) the number of tagged
fish released in each study (N; which is known). Thus, in the real world, there is no
way to assess the precision and accuracy of ϕ and p. While this tool was developed
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with salmon smolts in mind, it can be used for any migrating species. See table 1
for a description of abbreviations used.
Table 3-1. Definitions of commonly used abbreviations in this chapter
Abbreviation
Definition
ϕ

Estimated probability of survival

S

True probability of survival

P

Estimated probability of detection

D

True probability of detection

T

Probability of passing the standard

PE

Point estimate (estimated value of survival)

LCL

Lower confidence limit

UCL

Upper confidence limit

By using a simulated river, we are able to manipulate S and D and compare
them to the estimators (ϕ and p). Our simulated mark-recapture study is loosely
informed by studies carried out in the Penobscot River, Maine (HDR Engineering, Inc,
2016; Normandeau Associates, 2017, 2018). In this modeling approach, survival is
estimated through a stretch of river that contains a dam, and survival is measured
in space, rather than time intervals, therefore time intervals are not incorporated,
while measures of distance are irrelevant (i.e., different distances between
receivers does not change estimates of interval mortality), therefore we defined
arbitrary units of distance for convenience. Our study was in a river of length 5
units, with a release station at unit 0, and receiver stations at units 1, 2, 3, 4, and 5.
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A dam was present between unit 2 and 3 (Fig 4). For each simulation, we defined
N, S, and D. So, the individual probability of being observed at unit i(Ui) is
determined by the probability of surviving to Ui and the probability of being detected
at that unit:
𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝑎𝑡 U𝑖 = S𝑖 × D𝑖
in which S𝑖 represents the true survival probability (unknown in real life, but
defined in simulations) for the ith interval, while D𝑖 represents the real probability of
being detected (also unknown in real life but defined in simulations) at the ith
receiver station, given that the individual survived. During the simulations, to
determine whether an individual had successfully survived to Ui, a Bernoulli trial
was carried out with two potential outcomes: success (survival, defined by S i), and
failure (1- Si). If the individual survived to Ui, then, it had a chance of being detected
at that station (given by D). If an individual was detected at a station, then it was
assigned a 1 (meaning it survived and was detected), otherwise it was assigned a 0
(meaning either that the individual is dead, or that the individual survived but wasn’t
detected). Individuals that survived to Ui then have a chance to survive to Ui+1
(based on Si) and then to be detected. If the individual fails to survive to U i it has no
possibility to survive or be detected at any further units. The individual simulation
continues until the individual is either dead or has left the system (after the last
unit). As a result, a detection history if obtained for the individual. This process is
repeated N times, as N represents the number of individuals used in the
assessment. Therefore, a detection history for each individual of the virtual
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population is obtained, with all individuals having an initial 1 (representing initial
release), and the detection history having six events.

Figure 3-4. Iterative process by which the database for combination of parameters
was populated, analyzed, and the probability of passing a standard was obtained.
For each combination of parameters one thousand simulations were run, in which N
fish were released, with probability of detection P, and probability of survival S 3.
Each simulation then was analyzed using a CJS model framework. The estimated
apparent survival Φ and error structure of each simulation was then stored.
Afterwards, the probability and distribution of an outcome is able to be obtained
after defining the assessment rules,
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Three parameters were defined before each simulation was run (Table 2): N,
D and S3 (true survival for the interval with the dam). Values for N were set between
50 and 700 (by increments of 10, a total of 66 values), and values for D were set
between 0.84 and 0.99 (from 0.84 to 0.92 with steps of 0.02, and from 0.93 to 0.99
with steps of 0.01 for a total of 12 values). Note that set values of D were equal
among all receiver stations within a simulation (D1=D2=D3=D4=D5). Values of S3
were between 0.70 and 0.99 (0.7 to 0.85 with steps of 0.025 and from 0.86 to 0.99
by steps of 0.01 for a total of 21 values). The values for survival for the other
intervals (i.e., S1, S2, S4, and S5; the intervals with no dam) were set to 0.99. This
value is representative of survival observed in short intervals with no dams (Stich et
al., 2014; Stich, Bailey, et al., 2015; Stich, Zydlewski, Kocik, & Zydlewski, 2015). All
the values used in the simulations were included after consulting with potential
users and decision makers (e.g., NOAA, USFWS, Penobscot Nation, and Maine
Department of Marine Resources). We note that more values can be easily
incorporated to the online interactive UI. Based on the defined inputs above, the
total number of parameter combinations is 16,632. A thousand simulations were
run for each parameter combination, for a total of 16,632,000 simulations to inform
the user interface, further simulations with a wider range might be added to
generalize results and simulations. These values are all stored in the database, and
then projected after selecting the input in the UI.
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Table 3-2. Parameter values used in the simulations. Simulations were run 1000
times for each parameter values combinations, totaling a total of 16,632,000
simulations.
Parameter

Minimum Maximum Increments

True Survival (S)

Number of "released" individuals (N)

Probability of detection (D)

0.7

0.85

0.025

0.86

0.99

0.01

50

700

10

0.84

0.82

0.02

0.83

0.99

0.01

Using the encounter histories generated during each of the millions of
simulations, we estimated an apparent survivals and probabilities of detection for
each simulation. To estimate apparent survival, we used a spatially explicit form of
the Cormack-Jolly-Seber mark-recapture models (Holbrook et al., 2011; Lebreton et
al., 1992; Stich et al., 2014). The survival analysis was performed in program
MARK, which uses maximum likelihood estimates (White & Burnham, 1999), via the
‘RMark” package in program R (Laake, 2013) (R version 3.43; R Core Team, 2019).
Parameters were obtained using the logit link function. For comparison reasons, a
single model structure was run for every simulation using an a priori assumption
that survival differs among intervals, and detection probability can vary among
receiver stations (ϕt pt). While we know this was not the case in our simulations
(because we defined the values), this is unknown in the real world. In practice, this
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model consistently ranks first in AIC score in the studies carried out by operators
(Normandeau Associates, 2018). Because we are only interested in survival through
the interval with the dam, we then recorded each estimate of survival for the third
interval (ϕ3) and the error structure (originally obtained on logit scale, then backtransformed and presented in a probabilistic scale). Then, each set of recorded
results for a parameter combination can be tested using a set of assessment rules
(Fig 4).
3.2.2 Methods for assessing if the standard was met
We used each of the three assessment approaches (PE, LCI and UCI) to
evaluate whether the estimates of survival would pass or fail to meet a defined
statistical standard (T). In order to pass, ϕ3 must be greater than or equal to T for
the PE method. For the LCI approach, the standard would be met if the lower
confidence limit for ϕ3 either 75% (LCI0.75) or 95% (LCI0.95) is equal to or greater
than T. Similarly, for the UCI approach, the standard would be met if the upper
confidence limit for ϕ3 (either 75% or 95%) is equal to or greater than T. In practice,
these methods may not mutually exclusive and a standard may incorporate multiple
components (e.g., requiring the point estimate to be at or above 0.95, and the
LCI0.75 to be at or above 0.91). Thus, each individual simulation is assessed and it
either passes or fails the standard under a user defined assessment method and a
user defined T. By running 1000 simulations for each combination, we can assess
the probability of meeting a user defined standard (T) and user defined parameters
(S, D and N) under the each of the assessment methods (e.g., PE or LCI0.75).
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3.3 UI as decision making tool
3.3.1 Use of interactive display
In order to present this complex database and associated results, an
interactive user interface was developed using Shiny (version 1.3.0,; Chang,
Cheng, Allaire, Xie, & McPherson, 2019) in program R (R Core Team, 2019; user
interface webpage: umainezlab.shinyapps.io/sims). It is anticipated that this user
interface (UI) will be updated to meet user’s expectations. This article was written
for version 1.0.1, and updated log of changes will be available in the readme
section of the UI. The UI was built after considering input of potential local users
and may be upgraded to fit the needs of others. Using this UI, the user can
analyze: i) a single standard test, and ii) a multiple standard test.
3.3.2 Single standard test
The first panel of the UI allows the user to see results of using a single
standard method of assessment. The user can select the S, D, N, and T. After
selecting these parameters and the standard, there are a suite of plots the user can
explore. One presents a histogram of either the PE, the LCI or the UCI results from
all the simulations (1000) for the chosen parameter set (Fig 5). The distributions
showed on this histogram is independent from T as it is the distribution of the
survival assessments (with defined S, D, N). However, the plot incorporates T by
graying out the area of the histogram would pass the standard under a selected
assessment method. The user can also see a bar plot that represents the
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probability of passing the chosen standard for each of the five criteria for the
selected scenario (Fig 5).

Figure 3-5. Example of plots obtained from the interactive UI for a one standard
test. Results are shown for a 1000 simulated releases to estimate survival at a river
reach with a dam (ϕ3) using CJS analysis. We defined the true probability of
survival (S3) to be 0.96, a detection probability (D) of 0.88, with 460 released fish
(N). Plot A represents the frequency distribution for the lower confidence bound of a
75% confidence interval (LCI0.75) as selected in the upper right corner of this panel.
The red line indicates the standard (T) of 0.95, and the area that is grayed out
represents simulations that passed under this method of assessment, while the
green line represents true survival. Plot B represents the probability of passing the
standard for each of the methods of assessment described in the text: PE (point
estimate), LCI0.75 and LCI0.95 (lower confidence interval at 75 and 95%), and UCI0.75
and UCI0.95 (upper confidence interval at 75 and 95%).
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3.3.3 Single standard test examples
This single test allows the user to explore the sensitivity and specificity of
different T values and methods of assessment. For example, a T of 0.96 is being
applied to several projects under FERC (Black Bear Hydro, 2013; FERC, 2018).
Therefore, for demonstration purposes, we will assume 0.96 is the biological
standard (again, this value represents the biological goal) and the statistical
standard (the value that will actually be tested) will also be 0.96 (but this can be set
to any value). Using the interactive display, it is possible to explore the probability of
passing the standard given under each scenario. When S is 0.96 (i.e., the biological
goal is exactly met), the sensitivity (probability of passing given that the biological
goal is met) depends on the method of assessment, the number of individuals used
in the study (N), and the probability of detection (D). For example, when N and D
are both low (e.g., D = 0.84, and N = 50) the probability of passing the standard for
the point estimate method of assessment is 0.6, while the probability of passing the
standard for the UCI0.75 is higher than 0.9 (Fig 6a, 6c, and 6e). However, if both N
and D are increased (e.g., D = 0.99, and N = 700), the probability of passing the
standard changes dramatically for the PE (decreasing to 0.5) but only a modest
change for UCI0.75 (just below 0.9; Fig 6).
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Figure 3-6. Comparison of frequency histograms of 1000 simulated releases to
estimate survival at a river reach with a dam (ϕ3) using CJS analysis. Probabilities
of passing the standard for a scenario with a real survival (S) of 0.96, and a
standard (T) of 0.96 (indicated by red vertical line). Because S and T have the
same value, the green line for S isn’t visible in these graphs, in the user interface,
when these two values are equal, this is indicated to the user with the use of a star
and a message under the plot (not present in this plot because of space). Panels A,
B, and C show results for a scenario with an N of 50, and a D of 0.84, while panels
D, E, and F depict a scenario with an N of 700, and a P of 0.99. Panel A and D
show distribution of the point estimate (PE), while B and E demonstrate the
distribution of the upper 75% confidence interval values (LCI0.75). Panels and C
and F are bar charts showing the probability of passing the standard for each of the
methods of assessment described in the text: PE (point estimate), LCI0.75 and
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LCI0.95 (lower confidence interval at 75 and 95%), and UCI0.75 and UCI0.95 (upper
confidence interval at 75 and 95%).
The effects of the method of assessment, N, and D are even more evident
when S is lower (keeping T at 0.96). When S is defined as 0.91, the specificity
(probability of correctly ascribing failure) depends on the method of assessment
and on N and D. For example, with a low D (0.84) and low N (50), the probability of
passing the standard (i.e., a false positive) using the PE method is 0.20 (thus a
specificity of 0.80). With these same parameters, but using UCI0.75 assessments,
the probability of incorrectly passing is higher than 0.5 (resulting in an undesirable
specificity of less than 0.50). However, when p and N are increased (D=0.99,
N=700), the probability of obtaining a false positive is lower than 1% (specificity of >
0.99) for all five methods of assessment. False positives are decreased with a UCI
approach when N and D are increased. Conversely, if the standard is not being
met, one may, mistakenly, increase the odds of passing by decreasing N and D.
This underscores the importance of study design, as N and D can greatly influence
results. Fig 7 shows the effects of different D and N combinations on the probability
of passing the standard for this example.
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Figure 3-7. Probability of passing a standard of 0.96 for each of the methods of
assessment described in the text: PE (point estimate), LCI0.75 and LCI0.95 (lower
confidence interval at 75 and 95%), and UCI0.75 and UCI0.95 (upper confidence
interval at 75 and 95%), and UCI0.75 and UCI0.95 (upper confidence interval at 75
and 95%) where a true survival of 0.91, and different numbers of individuals (N) are
released under different detection probability(D) scenarios: A) D = 0.88, N = 50, B)
D = 0.99, N = 50, C) D = 0.88, N = 700, D) P = 0.99, N = 700. As a higher N greatly
reduces the confidence interval sizes, the increase in N had the highest response
on the probability of passing the standard.
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3.3.4 Test of standards, and multiple standard test
Another tool present in the user interface is the “Test of Standards”. In this
tool, the user selects a value for D, N, and T, as well as the assessment rules. The
result is a single bar plot that presents the probability of passing the standard for
each of of the true survival (S) values tested in the simulations (see Table 2).
Exploring the probability of passing the standard for several years in a row might be
even more important than the probability of passing it in a single year. For
operators, exploring the probability of passing the standard three years in a row
might be of upmost importance (see Fig 3). Because of this, a table with the
probability of passing a standard (set 1, 2, or 3 years in a row) is presented in this
section. Importantly, this tool also allows user to do a “multiple standard test”.
A potential solution to finding a standard with high sensitivity and specificity
is using multiple criteria at the same time. In this framework, the standard could use
individual methods of assessment (PE, LCI, or UCI) or any these in combination.
For example, two criteria might be required to be met in order to pass the standard:
i) PE to be at or above 0.97, and ii) LCI0.95 to be at or above 0.89. In this example,
parameters were set to D = 0.88 and N = 120. After running the test, we would
obtain the results presented in Fig 8. This plot shows the sensitivity and specificity
of this set of standards, and compares it to the use of single standards. This tool
allows to test any combination of PE, LCI75, LCI95, UCI75 or UCI95.
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Figure 3-8. Multiple standard test. Probability of passing the standard with multiple
criteria. The upper and middle graph represent a single criterion, and the bottom
graph represents multiple criteria. PE represents the standard value fort point
estimate method of assessment and LCI represents the standard value for the 95%
LCI method of assessment. The tested scenarios had a D of 0.88, and an N of 120.
The x axis represents the different values for true survival.
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3.4 Discussion
As hydroelectric dams are regarded as one of the main causes of
diadromous fish mortality, regulatory decisions are of great importance. A first step
towards making a management decision regarding a specific dam is assessing fish
survival. For a survival assessment to be successful, there have to be clear
objectives and the method for assessing success must be unambiguous for all
stakeholders. This decision making tool can be used as an aid when discussing
standards and defining assessment methods.
We suggest the utility in exploring the conceptual difference between a
biological goal (based on conservation objectives) and a statistical standard. An
effective statistical standard that maximizes sensitivity and specificity may differ
from the biological goal. A highly sensitive and specific standard may be perceived
as fair by all stakeholders, as it is highly achievable when the conservation goal is
truly being met, but difficult to achieve when the goal is truly not being met. This
software provides a user interface that can aid in the design of studies, as it shows
the importance of N, and D in providing estimates that reflect reality. Managers and
operators have a mutual interest in providing an unbiased approach. Understanding
how false positives and false negatives can be generated may inform statistical
guidelines. Furthermore, this tool can be adapted or used “as is” for assessment of
passing through different structures that impede movement and affect survival,
such as culverts.

94

We caution that although setting clear survival goals is an important, it is
necessary to acknowledge dams influence the success of migrating fish in complex
ways (Caudill et al., 2007; Stich, Bailey, et al., 2015). Dams can cause delays
(Ferguson et al., 2006), and non-lethal injuries that can decrease the probability of
survival later in their migration (J. Zydlewski et al., 2010). Survival is a critical
component of fish passage regulations at dams, but is not the only performance
metric observed to influence population viability.
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CHAPTER 4 .
PHENOLOGY AND ENERGETIC EFFECTS ON INDIVIDUAL PHYSIOLOGICAL
RESPONSE TO SALINITY IN SALMO SALAR JUVENILES
4.1. Introduction
Most populations of Atlantic salmon in North America have become extinct
or are currently in decline (Parrish et al., 1998). For this reason, understanding the
factors that affect the survival of this species has become of critical importance for
the recovery of its populations. The downstream migration carried out by smolts is
regarded as a high-mortality stage of their life-cycle (Aas et al., 2011; Chaput et al.,
2018; Parrish et al., 1998; Poe et al., 1991), and might be one of the causes of the
low smolt-to-adult return ratio (Friedland, 2000; ICES, 2017; Moring et al., 1995).
Prior to migration individuals go through a transformation from a parr to a smolt
called smolting that includes increased salinity tolerance, increased metabolism,
downstream migratory and schooling behavior, and silvering and darkened fin
margins. This smolting allows individuals to transition from a freshwater (FW)
environment to a saltwater (SW) environment (Hoar, 1988; McCormick et al., 1998a).
The transformation is endocrinology promoted by multiple hormones, while
photoperiod and temperature are critical environmental cues, and can regulate
physiological changes, while temperature and flow can influence the start of the
migration (Björnsson et al., 2011; Björnsson & Bradley, 2007; J. Duston &
Saunders, 1992; James Duston & Saunders, 1990; McCormick, 1994). While the
smolting process readies smolts for SW, there is a limited period of readiness,
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deemed a physiological “smolt window” (McCormick, 1994; McCormick et al., 1999;
Whalen et al., 1999). Whenever an individual that underwent smolting does not
enter in contact with SW, some changes (including the physiological changes) are
reversed in a process called de-smoltification (McCormick et al., 1999; Stefansson
et al., 1998).
During the smolt window period, the individual is at a “physiological peak”
that maximizes its probabilities for successful saltwater entrance, as well as its
performance in SW (Brauner et al., 1994; Stich et al., 2016). Despite the changes
that individuals undergo, high mortality still occurs during the transition from freshto salt-water in the estuary and in coastal waters (Holbrook et al., 2011a; Kocik et
al., 2009; Stich, Bailey, et al., 2015; Thorstad et al., 2012). Mortality during the
transition to SW is minimized when the timing of it coincides with certain conditions
of factors such as temperature, food availability, and predator presence, deemed
an “ecological window” (Aas et al., 2011; McCormick et al., 1998a). Survival is at its
highest when individuals enter in contact with SW while the physiological peak
(Boeuf, 1993; Whalen et al., 1999). At an individual level, physiological
preparedness, the timing of estuary entrance, and previous experiences (e.g.
passing multiple dams)during the freshwater portion of the migration can affect
survival (Davidsen et al., 2009; Halfyard et al., 2012; Handeland et al., 1996;
Hvidsten & Lund, 1988; Thorstad et al., 2012). Furthermore, passing multiple dams
early in the migration may not only increases mortality during SW entry, but it can
cause delays that result in a physiological mismatch, and the match between the
timing of physiological preparedness and the timing of estuary entrance influence
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the probability of successfully transitioning to saltwater (McCormick et al., 1998a,
2013; Russell et al., 2012; Stich et al., 2016; Thorstad et al., 2012).
During their downstream migration, smolts may encounter multiple dams,
which sometimes delay them for multiple hours or even days. In the Penobscot
River, in Maine (USA), fish may encounter up to four dams in the early portion of
their migration, and the accumulated delays caused by these dams may add to
multiple days (Molina-Moctezuma et al., unpublished). When there are multiple
dams that cause multi-day delays early in the migration, an important portion of the
population might get sufficiently delayed to miss the smolt window (Halfyard et al.,
2012). Therefore, understanding the physiological repercussions that these delays
might have is an important step towards deciphering the effects of how delays
early. An appropriate way to explore smolts physiological response is an enzyme
used in ion regulation, the gill Na+, K+-ATPase (NKA; (Borgatti et al., 1992; Hoar,
1988; Høgåsen, 1998; McCormick et al., 1998a). NKA increases during smolting, and it
is highest during the physiological peak, and starts decreasing following the peak if
there’s no contact with SW (Stefansson et al., 1998). In the Penobscot River, the
average estuary entrance day is May 9 (Stich et al., 2016). As the smolting
process, and in particular the physiological changes, are energetically costly
(Folmar & Dickhoff, 1980), the length and value of the smolt window might be
associated with energetic status.
Increased gill NKA activity is a useful indicator of osmoregulatory
performance following exposure to saltwater (Borgatti et al., 1992; Brauner et al.,
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1994; Høgåsen, 1998). Furthermore, there is evidence of a relationship between
NKA activity and saltwater preference, showing a link between NKA activity and
physiological preparedness (Stich et al., 2016), and more importantly, there is
evidence of increased survival and migratory success with increased NKA (Stich,
Bailey, et al., 2015; Stich, Zydlewski, et al., 2015). As NKA levels decrease
naturally following the smolt window if there is no saltwater contact (J. Duston et al.,
1991; Hoar, 1976, 1988; McCormick et al., 1999; G. B. Zydlewski et al., 2005),
individuals delayed during their downstream migration might have decreased NKA
levels, and therefore might be less equipped for the freshwater to saltwater
transition, although an increase on NKA has been observed following saltwater
contact (McCormick et al., 2013). Finally, there is evidence that energetic condition
can affect NKA values in both freshwater and saltwater (Imsland et al., 2011). As
delays may also have energetic costs, individuals that arrive to the estuary late due
to delays, may be observing disproportionally increased mortality.
While the effects of phenology, salinity, and energetic condition on
physiology have been explored, these effects are usually explored at a population
level (Handeland et al., 1998; Hemre et al., 2002; Imsland et al., 2011; M Staurnes
et al., 1996; Magne Staurnes et al., 2001), the objective of this work is to link
phenology, energetic condition, and salinity to physiological condition and
osmoregulatory performance by implementing a laboratory experiment in hatcheryreared Atlantic salmon smolts.
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4.2. Methods
4.2.1 Laboratory fish and experimental design
Fish used in the experiment were hatchery-reared, 18-month S. salar, at the
U.S. Fish and Wildlife Service (USFWS), Green Lake National Fish Hatchery
(GLNFH) in Ellsworth, Maine, U.S.A. Fish were progeny of sea-run adults from the
Penobscot River and all fish were reared in freshwater (FW). The study took part in
the GLNFH facilities, and prior to the start of the study, a group of ~ 900 fish was
transferred to an indoor raceway located in the same room in which the experiment
took place. To represent variability in parr-smolt development, in the seasonal
timing of the Penobscot River smolt run, and the in the estuary arrival times in the
Penobscot River, three different groups (i.e., cohorts) of fish were analyzed. The
study for the first cohort (pre-smolts) started on April 8 and ended on April 28th. The
study for the second cohort (smolts) started on April 29 and ended on May 17, with
sampling occurring during the average estuary arrival date in the Penobscot River
(Stich et al., 2016; Stich, Zydlewski, et al., 2015).The study for the third cohort
(post-smolts) started on May 20 and ended June 8th. These dates were chosen to
represent an early, peak, and late estuary arrival dates in the Penobscot River.
Each cohort was transferred to a salinity treatment 11 days after the start of the
cohort, therefore, contact with saltwater happened on April 19, May 10, and May
31. The peak of estuary arrival in the Penobscot River is May 9 (see Stich et al.,
2015a, 2015b; Figure 1).
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Figure 4-1. Relationship between time, and Na+K+-Atpase, with the peakocurring
May 9. Each cohort represents one of the three arrival groups

At the start of each study (day 0), 80 randomly selected fish were taken from
the raceway and placed in one of two round, flat-bottomed, 150-liter polyethylene
tanks (40 fish per tank, and a density of 0.26 fish per liter). Both tanks were nested
inside a larger tank, with continuously running water for temperature control, and
both were under natural photoperiod conditions for latitude 42° 21' 36.36". A
temperature and light data logger (HOBO Pendant; onsetcomp.com) was deployed
in each tank to record light and temperature, there were no differences in either
temperature or photoperiod among tanks.
In one tank fish were fed ~25 grams per day per tank, using an Arvo-Tec T
Drum 2000 automatic auger feeder (Pentair; pentairaes.com), that dropped 2.5
grams of food every 2.4 hours. This amount represents ~1% of their body mass per
day, fish in this tank were considered to be under the “feeding” treatment. Fish in
the other tank were not fed and were considered to be under the “fasting” treatment
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(Figure 2). On day 11, all fish stopped being fed, fish were sampled (sampling
occasion 1; gill biopsy, length and mass, fat content), pit tagged for identification,
and transferred to one of two150 gallon tanks (identical to the previous tanks) with
same temperature, and photoperiod than the previous tank, and with a temperature
and light logger (HOBO Pendant; onsetcomp.com). One of the tanks was filled with
freshwater (FW treatment), while the other was filled with water with salinity at 28‰
(SW treatment). Thus, there were 4 total treatments with 20 fish each: fasted-SW,
fasted-FW, food-SW and food-FW. Fish were subsequently sampled (gill sample,
and length and weight; sampling occasion 2) at day 14 and were lethally sampled
on day 18 (sampling occasion 3). The experiment was conducted three times (i.e.
three experimental cohorts), one starting April 8, one April 29, and one May 20 ort,
therefore a total of 240 fish were used (Table 1).
Table 4-1.Distribution of experimental fish
Salinity Treatment
Feeding
Cohort 1

Cohort 2

Cohort 3

Total

treatment
Freshwater

Saltwater
Total

Feeding

20

20

20

60

Fasting

20

20

20

60

Feeding

20

20

20

60

Fasting

20

20

20

60

80

80

80

240
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4.2.2 Fish sampling
At each sampling occasion, fish were anaesthetized using a 100 mgL−1
solution of tricaine methanesulphonate (MS‐222) adjusted to pH 7.0 with 20 mmol
NaHCO3. During the first sampling occasion, each individual was pit tagged for later
identification. A small incision of about 2mm was made offset of the ventral line,
posterior to the pectoral fins, and the tag was inserted without a need for. Tags
were 12.5 mm x 2.1 mm Biomark APT12 (biomark.com), and the retention was
100%. Then, fork length (mm) and mass (g) of each individual was measured, and
a gill biopsy, consisting of ~5 filaments from the front left arch was taken, frozen on
dry ice, and stored in a -80⁰C freezer (McCormick, 1993). Finally, we measured the
fat content of each fish using a Distell Model - FM 992 fatmeter, with the standar
“Atlantic salmon” setting (Distell; distell.com). A total of four measurements on each
side of the fish were taken, placing the fatmeter head horizontally between the
dorsal fin and the lateral line. The average of the eight measurements was
estimated to be the fat content, and was used as a proxy for energetic condition.
On the two subsequent sampling occasions (occasion 2 and 3), the PIT tag
was read for identification, mass and length was measured, and a gill biopsy was
taken (totaling 3 gill biopsies per individual during the experiment). During the last
sampling occasion, we obtained a second fat content measurement. Finally, during
this occasion, a blood sample was taken from the caudal vein of each fish using a 1
mL, 25-gauge ammonium-heparinized syringe. Blood samples taken for analysis of
plasma osmolality were centrifuged at 2000 g in a 1.5 centrifuge tube for 5 min.
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Plasma was then transferred to a 0.5 ml centrifuge tube. Finally, fish were
euthanized with an overdose of MS-222. All plasma samples, gill biopsies, and fish
carcasses obtained during the experiment were immediately frozen on dry ice and
transferred to a -80℃ freezer for storage until later analysis. For the third cohort
only two visit were recorded, and the plasma osmolality was not recorded due to a
failure in the tank (Figure 2).
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Figure 4-2. Experimental design. This experiment was run three times for three
cohorts, the first one started on April 8th, the second one on April 29th, and third
one on May 20th. Fish were initially separated into two treatments, fasting (black
fish symbols) and feeding (gray fish symbols). After 11 days in these treatments
fish were sampled, and transferred to new treatments, SW (27 ppt; dotted pattern in
background of tank symbol) and FW, at this point all fish stopped being fed. At day
14 a second sample was performed, and finally, a final lethal sampling happened
on the 18th day.

4.2.3 Gill NKA, plasma osmolality, and fat content procedures
Gill biopsies were stored in 100 μL SEI buffer (250 mM sucrose, 10 mM Na2EDTA, 50 mM imidazole) prior to analysis. Activity of the Na+, K+-ATPase enzyme
(NKA; enzyme code 3.6.3.9; IUBM 1992) was obtained and expressed in µmol ADP
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mg protein−1 h−1 of was obtained using the method by McCormick (1993). The
amount of protein in each gill biopsy was determined using the bicinchoninic acid
(BCA) method (Pierce BCA Protein Assay Kit; thermofisher.com), and it was used
to standardize the activity per amount of protein. NKA samples were analyzed in
triplicates (Smith et al., 1985).
Plasma osmolality was measured with an Advance Instruments Model 3200
freezing-point-depression osmometer (Advanced Instruments, Inc., Norwood,
Massachusetts), and was expressed in miliosmolality (mOsm). Plasma samples
were analyzed in triplicates, and the mean value was used as the individual mOsm
value. Fish carcasses were thawed, and a single ~1 g white muscle tissue sample
was taken from the area between the dorsal fin, and the lateral line. The mass of
the tissue sample was recorded, and samples were dried in an oven at 60⁰ C for 48
hours, after which their mass was recorded again. The difference of both
measurements divided by the mass of the original measurement represents the
proportional water content of the sample.
4.2.4 Data analysis
Three response variables were measured as indices of response to the
salinity and energetic challenges: NKA (measured in μmolADP(mgPROT× hr-1)-1,
hereon referred as NKA values), ΔNKA (individual differences in NKA values
between visits), plasma osmolality, and the energetic condition content at the end
of the experiment. The ΔNKA responses measured changes in NKA after 72 hours
of a SW or FW treatment, and after seven days of said treatment, and plasma
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osmolality represents osmoregulatory performance. As explanatory variables, we
analyzed the effects of cohort as a representation of variation in estuary arrival
(early, peak, late), energetic treatment (feeding v. fasting), salinity treatment (SW v.
FW), and visit (sampling occasion). Additionally, when exploring ΔNKA, we used
initial ATPase value as a representation of physiological preparedness (Table 2).
Table 4-2. Variables explored during the data analyses
Variable
Type
NKA

Response

NKA at the end of the experiment

ΔNKA1

Response

Change in NKA following 72 h

ΔNKA2

Response

Change in NKA following 7 days

Plasma osmolality

Response

Plasma osmolality at the end of
experiment

Energetic condition

Response

Porportion of water content as proxy for
protein and fat content

Cohort

Explanatory

Three potential cohorts, early, peak, and
late

Feeding treatment

Explanatory

Fasting or feeding

Salinity treatment

Explanatory

Freshwater (FW) or saltwater (SW)

Visit

Explanatory

Sampling ocassion

For the response variable NKA, the effects of cohort, salinity and energy
(feeding treatment) were explored. As there were three measurements of NKA per
individual, a mixed effects model was used: NKA ≈ Visit × Cohort × Salinity ×
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Energy + (1|individual), where an additional random effects term was added
(“individual”), to represent the effects of the individual.
When exploring the effects of the explanatory variables on the energetic
response, we used 1 – proportion of water, to represent muscle moisture. The
general linear model used was: 1 - Prop Water ≈ Cohort × Salinity × Energy, and an
ANOVA was performed to identify significant effects. A similar model was used to
explore the effects of cohort and treatments on plasma osmolality.
Finally, when exploring ΔNKA, just the first and second visit were used
(ΔNKA = NKA1 – NKA2). To explore the effects of initial NKA, as well as of the
cohort and treatment effects, an ANCOVA was used, with initial NKA as continuous
covariate. ∆𝑁𝐾𝐴 ≈ 𝐶𝑜ℎ𝑜𝑟𝑡 × 𝑆𝑎𝑙𝑖𝑛𝑖𝑡𝑦 × 𝐹𝑜𝑜𝑑 × 𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑁𝐾𝐴. Post-hoc tests were
used to explore differences when a cohort was significant.
4.3 Results
4.3.1 Energetic and phenological effects on physiological responses to
salinity
There was a phenological effect of salinity treatment on physiological
response (NKA). However, there was not an effect of the feeding treatment on
NKA. For the repeated measures mixed-effect model: NKA ≈ Visit × Cohort ×

Salinity × Energy + (1|individual), there was a significant effect of three factors
(Cohort, Visit, and Salinity). The interactive terms for visit × salinity, and cohort ×
salinity were also significant (Table 4.3). The interactive effects of both visit ×

108

cohort, and visit × cohort × salinity were both non-significant. The “energy” factor
wasn’t significant, nor was any of the interactive terms that contained this factor.
Table 4-3. Results for the mixed effect model NKA ≈ Visit × Cohort × Salinity ×
Energy (with individual as a random factor).
Predictor

χ2

Df

P

Visit

41.565

1

<0.0001

Cohort

44.278

2

<0.0001

Salinity

40.610

1

<0.0001

Energy

0.042

1

0.838

Visit × Cohort

2.078

2

0.354

Visit × Salinity

26.555

1

<0.0001

Cohort × Salinity

12.476

2

0.002

Visit × Energy

0.573

1

0.449

Cohort: × Energy

0.994

2

0.608

Salinity × Energy

0.188

1

0.665

Visit × Cohort × Salinity

0.564

2

0.754

Visit × Cohort × Energy

0.851

2

0.653

Visit × Salinity × Energy

0.371

1

0.542

Cohort × Salinity × Energy

2.379

2

0.304

Visit × Cohort × Salinity ×Energy

1.214

2

0.545

In all three experimental cohorts, NKA increased following contact with
saltwater. For each of the three cohorts, the NKA values of the individuals in the
salinity treatment increased by 0.754 ± 0.178 per visit for individuals that were
transferred to SW (visit one was previous to saltwater contact, visits two was three
days after transfer, and visit three was seven days after transfer to SW), meaning a
total NKA increase of about 1.5 at the end of the experiment. There was no change
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in NKA for individuals in the FW treatment. The NKA values were also different
among cohorts. While there were no differences between cohort 1 and cohort 3 in
neither treatment, cohort 2 was higher for both treatments (0.421 ± 0.192). As the
treatment didn’t start until after the first visit, there were no differences in NKA
between both treatments during visit 1 of any cohort. However, there were
differences in both visit 2 and visit 3 between the treatments (hence, the
significance of the interactive “visit × salinity” term). The maximum NKA values
were found for individuals of the second cohort, in the salinity treatment, during the
3rd visit (Figure 4.3)

Figure 4-3. Boxplots showing NKA for individuals under the salinity treatments. A)
salinity treatment, and the B) freshwater treatment. The border separates each of
the three cohorts, while the x axis represents the visit number for each
experimental cohort. There was no visit 3 data for the salinity treatment. Each
boxplot contains both individual in both energetic treatments (no effect of energetic
treatment on NKA).

110

There was no effect of energetic treatment on NKA (Figure 4A),
meaning that we observed no differences in physiological condition between
individuals that were in the feeding treatment, and individuals that were in the
fasting treatment. Despite there not being an effect of food treatment on
physiological condition, there was an effect of the feeding treatment on physical
condition measured at the end of the experiment (1- water content). For the model:
1 − 𝑃𝑟𝑜𝑝 𝑊𝑎𝑡𝑒𝑟 ≈ 𝐶𝑜ℎ𝑜𝑟𝑡 × 𝑆𝑎𝑙𝑖𝑛𝑖𝑡𝑦 × 𝐸𝑛𝑒𝑟𝑔𝑦
in which the response variable (representing the proportion of fat) had a significant
effect of cohort, feeding treatment, and salinity treatment. No interaction term was
significant (Table 4-4).
Table 4-4. Results for the model Water content ≈ Cohort × Energy × Salinity for
individuals sampled during the third visit.
Predictor

χ2

Df

P

Cohort

20.959

2

<0.0001

Energy

8.880

1

0.003

Salinity

4.665

1

0.031

Cohort × Energy

5.147

2

0.076

Cohort × Salinity

2.123

2

0.346

Energy × Salinity

0.012

1

0.914

Cohort × Energy × salinity

0.033

1

0.856

Individuals in the fasting treatment had a lower proportion of fat (and
therefore, a higher proportion of water). However, there were also differences in
this proportion between cohorts. The lowest proportion of fat was found during
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cohort 3 for fish that were in the fasting treatment, signaling a potential relationship
between phenology and energetic on physical condition. The individuals in the
salinity treatment, had a slightly higher proportion of fat, although this might be a
result of the dehydration caused by SW (Figure 3B). The fatmeter values were
highly variable, with individual CV% of over 20%. For this reason, the fatmeter
estimates were ignored in the analysis.
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Figure 4-4. Fish physiological and energetic response. Boxplots showing A) NKA at
the end of the third visit comparing between both treatments, and B) the proportion
of water content (inverted Y-axis). Both plots represent measurements at the end of
the third visit. The x axis represents the cohort. The colors in the boxes represent
the feeding treatments. The right side of each panel, with the background with the
pattern represents the saltwater group, while the white pattern represents the
freshwater group.

113

4.3.2 Plasma osmolality response to energetics, salinity and phenology
There was a significant effect of salinity, cohort, and food on plasma
osmolality (Table 3). Individuals in the FW treatment had considerably lower
osmolality than individuals in the SW treatment (difference of 7.41 ± 2.1 mOsm
between treatments). Furthermore, the difference between cohorts one and two
(plasma osmolality for cohort three was not measured), with the second cohort
having a considerably lower value than the first cohort (difference of 8.3 ± 2.3
mOsm). There was a significant effect of feeding treatment on plasma osmolality
(Table 3), in which individuals under the fasting treatment surprisingly had lower
plasma osmolality (i.e. individuals that were fasted, potentially had a higher
osmoregulatory performance). While this effect was significant, the effect size was
lower than for the other two factors (4.7 ± 2.2 mOsm). None of the interaction terms
was significant.
Table 4-5. Results for the model Plasma osmolality ≈ Cohort × Energy × Salinity
for individuals sampled during the third visit. This only included cohorts two and
three.
Predictor

χ2

Df

P

Cohort

21.740

1

<0.0001

Salinity

48.244

1

<0.0001

Energy

5.964

1

0.015

Cohort × Energy

1.835

1

0.176

Cohort × salinity

0.034

1

0.853

Salinity × Energy

0.511

1

0.475

Cohort × Salinity ×

1.051

1

0.305

Energy
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Figure 4-5. Plasma osmolality (measured at the end of visit 3) for cohorts one and
two, and for both feeding treatments (box colors), and both salinity treatments. FW
on the left and SW on the right

4.3.3 Individual changes in NKA
There was a great individual variation in how NKA values changed from visit
to visit. When exploring the individual response in NKA between the first and
second visits (i.e., visits with data for all treatments and cohorts) with the model
∆𝑁𝐾𝐴 ≈ 𝐶𝑜ℎ𝑜𝑟𝑡 × 𝑆𝑎𝑙𝑖𝑛𝑖𝑡𝑦 × 𝐹𝑜𝑜𝑑 × 𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑁𝐾𝐴, a significant effect of salinity was
identified (i.e., the change in NKA was different between FW and SW), of the initial
NKA (there was an effect of initial NKA on the observed change), and of the “cohort
× initialNKA” term (i.e. the way in which initial NKA affected ∆NKA was different
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among cohorts). None other term was significant (Table 4). The median change for
individuals in the FW treatment was 0.005, showing that there was practically no
change in NKA between visits, while the median change for individuals in the SW
treatment, was 0.66, signaling that most individuals had an NKA increase of 0.66 or
more (Figure 4-6). Furthermore, there was a higher variation in ΔNKA during the
second cohort, and the 75th percentile was considerably higher in this cohort,
showing the potential for an increased response during this period.

Figure 4-6. Differences in NKA measurements between visit 1 and visit 2, for the
three cohorts, and for both salinity treatments; FW treatment on the left (white
background), and SW treatment on the right.

The effect of initial NKA on ΔNKA (between visit 1 and 2) was,
surprisingly, found on both the SW, and the FW treatments. However, this effect
was clearer in the SW treatment. In general, individuals with lower NKA at the
beginning of the experiment, experienced a higher ΔNKA, especially those
116

individuals in the SW treatment. Individuals with high initial NKA (close to 5) did not
experience any change, or experienced a negative change (Figure 7A). When
exploring how the different cohorts from the SW treatment responded, the first
cohort had a mild effect of initial NKA on ΔNKA, with individuals with low initial NKA
(~1) having an increase in NKA of about 2, while individuals with higher NKA, didn’t
experience an increase. The second cohort had the highest increase on NKA
following SW treatment, and the relationship between initial NKA and ΔNKA shows
that even individuals with high initial NKA had an increase of NKA following contact
with SW (although this increase was reduced). For the third cohort, individuals had
a low initial NKA, as well as a lower increase, and this increase was similar,
independently of the initial NKA.
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Figure 4-7 Median and percentiles (5%, 25%, 75%, and 95%) for NKA values for
each visit for individuals in the salinity treatment. A) represents cohort 1, B)
represents cohort 2, and C) represents cohort 3 (which only included two visits).All
plots have the same Y axis.
Table 4-6. Results for the model ∆NKA ≈ Cohort × Salinity × Energy × InitialNKA for
ΔNKA between the first and second visit.
Predictor

Sum of

F value

P

squares
Cohort

0.619

0.294

0.588

Salinity

60.982

28.923

<0.0001

Energy

0.035

0.016

0.898

Initial NKA

149.255

70.790

<0.0001

Cohort × salinity

0.614

0.291

0.590

Cohort × Energy

0.166

0.079

0.779

Salinity × Energy

0.684

0.325

0.569

Cohort × initial NKA

11.454

5.433

0.021

Salinity × initial NKA

5.947

2.821

0.094

Energy × initial NKA

0.272

0.129

0.720
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Table 4-7 continued

Cohort × salinity × Energy

0.003

0.002

0.969

Cohort × salinity × NKA

3.229

1.532

0.217

Cohort × Energy × NKA

6.502

3.084

0.080

Salinity × Energy × initial NKA

0.801

0.380

0.538

Cohort × salinity × Energy × initial

0.532

0.252

0.616

NKA

4.4 Discussion
4.4.1 Energetic and phenological effects on physiological response to salinity
The cohorts reflected early, mid, and late migrants. There was a
phenological response of NKA. Individuals in the second cohort had a considerably
higher initial NKA than cohort one, and cohort three. During smoltification, NKA
values increase until they reach their peak (during the physiological window), if,
following the physiological window, there’s no contact with saltwater, NKA values
decrease in a process known as de-smoltification (J. Duston et al., 1991;
Stefansson et al., 1998). While the differences between cohorts was of 21 days,
this represented enough time to cause important differences in initial NKA. These
differences were present in both the FW treatment, as well as the SW treatment
throughout the three visits. The results from this experiment represent the early,
mid, and late arrival to the estuary. This shows that, even though NKA increases
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following saltwater contact, this increase might not be enough to make up for a
physiological mismatch.
As expected, there was an effect of the salinity treatment on NKA,
however there were no effects of the feeding treatment on NKA, as both, the
feeding and fasting treatments had similar NKA values across cohorts, visits, and
salinity treatments. While effects of feeding, and energetic status have been
observed in other studies (Imsland et al., 2011), the fasting times in this study
might not have been long enough to observe physiological effects. However, there
were differences in fat content, with lower content of fat at the end of the study. This
result shows that energetic reservoirs will be used, while maintaining physiological
functions intact. In order to better understand the energetic and phenological
effects on response to salinity, this study must be replicated with different fasting
times.
4.4.2 Plasma osmolality response to energetics salinity and salinity
Plasma osmolality had a similar response to the treatments and
cohorts as did NKA. While there was no data for cohort 3, the results show an
increase in osmoregulation performance in cohort 2 (physiological prime). There
was an effect of salinity, with SW decreasing performance, and there was, again,
no effect of the energetic condition. While decreased performance would be
expected following a long period of fasting, this might not be the case for hatcheryreared fish that have had an abundance of energy during their whole development.
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4.4.3 Individual changes in NKA
There was great individual variation in NKA. Actually, most studies that have
analyzed or sampled NKA, have found a great deal of individual variation in this
trait (McCormick et al., 2013; Stich, Zydlewski, et al., 2015; Whalen et al., 1999).
Therefore, analyzing the individual changes on NKA, rather than population
averages might be more informative. There was a clear effect of initial NKA on
individual changes on NKA. Individuals with low NKA had a sharper increase
following saltwater contact than individuals with higher NKA values. Individuals with
high initial NKA values, did not see an increase following saltwater contact, which
suggests the existence of a threshold value.
4.5 Conclusions
The interaction between phenology, and energetics on the individual
response of smolts to saltwater is a complex, multi-causal phenomenon. This
results, confirm a clear effect of phenology on NKA, osmoregulatory performance.
However, we failed to see an effect of energetics. A replication of this study, with
different feeding regimes, in order to identify the effects of energetics on physiology
and osmoregulatory performance. Furthermore, if such an effect is found, exploring
the individual response in NKA would be of great importance into linking phenology,
energetics, and physiology, and then to link it to the smolt experience during the
migration.
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