Abstract. Metastability is a property of systems composed of many interacting parts wherein the parts exhibit simultaneously a tendency to function autonomously (local segregation) and a tendency to cooperate (global integration). We study anisotropically coupled map lattices and discover that for specific values of the coupling control parameters the entire system transits to a metastable regime. We show that this regime manifests a quasi-stable state in which the system can flexibly switch to another such state. We briefly discuss the relevance of our findings for information processing, functional integration, metastability in the brain, and phase transitions in complex systems.
In recent years, much attention has been paid to collective behavior in networks of dynamical systems [1, 2] . A large number of studies have identified different kinds of synchronization in a broad class of natural and artificial systems (e.g., fireflies, cells, and atoms; see [3] and references therein). Particular attention has been devoted to the degree of collective organization measured as the tendency of separately operating (functionally segregated) subsystems of a network to exhibit coherent (functionally integrated) dynamics. Important examples are neural assemblies which are spatially separated cortical subsystems composed of thousands of neurons exhibiting multiple time scale dynamics [4] [5] [6] [7] . It is natural to ask what qualitative features (control parameters) enable emergence of global integration and local segregation in systems with many degrees of freedom (e.g., [8] [9] [10] [11] [12] ). Moreover, one might wonder how the individual dynamical processes composing the whole perform their unique roles expressing their own form of information, while at the same time being functionally connected and constrained by the interactions with other processes. Such interplay between functional local autonomy and coordinated global activity is a distinguishing trait of metastability [13] [14] [15] . In such regime, the entire system is in a state of optimal flexibility and can rapidly shift from one attractor to another (e.g., [13] ). a e-mail: alex@isi.imi.i.u-tokyo.ac.jp
In this paper, we focus our attention on the relation between metastability and functional integration. Particularly, we investigate the conditions for such a metastable regime to emerge in diffusively coupled map lattices of logistic maps. We extend the coupled map lattices model (CML) [16] and consider a multi-lattice system in which each chaotic unit is also coupled to units of other lattices (see [17] , for a similar extension) as it is the case in sparse networks. We discover that the values of the coupling strength of units to the network (diffusing coefficient or total coupling) and the coupling strength between units belonging to the same lattice and to other lattices (intra-and inter-lattice coupling ratio) significantly influence the occurrence of global integration and local segregation. For specific combinations of the two coupling parameters, units belonging to different lattices mutually lock their phases while they continue to operate as specialized, autonomous entities. The global integrative tendency displayed by the entire system is characterized by temporal correlations between spatially remote (not directly coupled) units. Moreover, each unit transits to a bistable state becoming at the same time member of two or more lattices and acquiring "novel" information processing capabilities, where the information is encoded in the phase delays between the units.
Let f be the map that governs the dynamics of each chaotic unit, and let x k n (i, j) represent the activity of the unit at lattice site (i, j) of the kth lattice at discrete time step n. Additionally, let F k n (i, j) be the diffusive coupling 
and let G k n (i, j) be the coupling term between units located on lattices k − 1 and k + 1 (Laplace neighborhood):
For both coupling directions, we assume periodic boundary conditions. The dynamics of unit (i, j) of lattice k at time n + 1 is described by the following equation:
where ∈ [0, 1] is the relative intra-and inter-lattice coupling ratio of individual units among and between the lattices and γ ∈ [0, 1] is the coupling strength to the network. The multi-lattice system consists of K lat-
The local dynamics is governed by the logistic map f α (u) = 1− α u 2 which is chosen due to its rich dynamical structure controlled by a single parameter α ∈ [0.0, 2.0]. For all numerical experiments, we consider K = 4 maps with L = 100 units, and fix α to 2.0 for which the logistic map is at its most entropic regime. Unless otherwise specified, numerical simulations are started with random initial conditions and last for 1000 iterations.
Our aim is to understand the relationship between the functional characteristics of the multi-lattice responsible for information processing and the structural characterstics of the underlying network. We take the stance of complex networks and analyze global integration of functionally segregated groups of chaotic units. Integration is defined as the multivariate generalization of mutual information and captures the system's overall deviation from statistical independence [18] [19] [20] . It captures the total amount of statistical dependency among a set of random variables X i forming elements of a system X = {x i }. Integration is defined as the difference between the individual entropies of the elements and their joint entropy [19] . In the case of the lattice, integration is the difference between the sum of entropies of the activity of the chaotic units {x k n (i, j)} and the entropy of the system considered as a whole, X = {x k n (1, 1), x k n (1, 2), ...}. While the individual entropies are easily estimated through the single-point probability p i,j (z) that x k n (i, j) takes value z, the evaluation of the entropy H(Z) of the entire lattice is nontrivial because it requires a number of samples which grows exponentially in the size L of the lattice.
We use formulae derived in [19, 21] and estimate the integration I(X) by first resampling the original time series to yield Gaussian signal amplitudes X g and then using the correlation matrix COR(X g ):
where the correlation coefficient COR(X g (A), X g (B)) between two random variables A and B with mean values μ Xg (A) and μ Xg (B) and standard deviations σ Xg (A) and σ Xg (B) is defined as
.
In order to identify the modes of interaction that occur within one lattice and among lattices, we calculate the integration I intra−CML in one arbitrarily chosen lattice (all lattices are identical) and the integration I inter−CML between all lattices composing the multi-lattice (here, calculated considering the joint activity of four lattices). Figures 1a and 1b show I intra−CML and I inter−CML evaluated by varying the parameter , the coupling ratio coefficient between intra-and inter-lattices, and γ, the coupling strength of the individual units to the network. For weak couplings γ < 0.15, but regardless of , I intra−CML ≈ 0 and I inter−CML ≈ 0, and the chaotic units are essentially independent. For 0.15 < γ < 0.45, the entire system can undergo phase transitions. Specifically, the transitions occur for combinations of couplings such that 6 < I intra−CML < 10 and 6 < I inter−CML < 10 (dashed box in Fig. 1c ). In the new regime, the chaotic units are susceptible to cooperate with units of neighboring lattices as well as with "in-lattice" neighbors (as we will demonstrate with additional analysis below; see the snapshots of the maps in Fig. 2 ). By further increasing γ, the ratio between in-map activity and external activity switch from multi-lattice integration for < 0.45 in Figure 1b to in-lattice integration (transition roughly for > 0.45, Fig. 1a ). An interesting result is that global integration is sensitive to the network organization parameter rather than the behaviour of the individual units (coupling γ). That is, a global property such as I inter−CML is strongly influenced by the system's organization controlled by parameter . A state from which the system is able to reach its mesoscopic scale -the scale at which the properties of the system become independent from the behavior of the individual units composing it, but depends only on the network's global structure.
To better understand how integration affects the interaction between the lattices, we analyze the coordination relation of a set of units with their in-lattice neighbors and compare it with the coordination relation with units of neighboring lattices. The two measured collective variables are (1) the averaged phase difference Δφ intra−CML over the phase of one arbitrarily chosen unit x k n (i, j) and the phase of its four neighbors [e.g., x k n (i ± 1, j ± 1)], and (2) the averaged phase difference Δφ inter−CML between x k n (i, j) and the two units of the neighboring lattices [e.g., x k±1 n (i, j)]; where the time averages are calculated over
