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A Circuit Model of the Neural Network for Time-Optimal Control of Horizontal Saccadic Eye 
Movements 
Alireza Ghahari, PhD 
University of Connecticut, 2014 
This dissertation research focused on computational systems neuroscience for modeling the 
major midbrain structures in the control of conjugate goal-directed horizontal human and 
monkey saccadic eye movements. Given the complexity of the saccade generator in a large-
scale spiking neural network (SNN), a combination of extant behavioral, neurophysiological, and 
anatomical studies needs to be primarily referenced. These studies provide abundant evidence 
that an SNN is well suited to evoke the properties of the firing patterns of the premotor neurons 
during the pulse and slide phases of innervation in a saccade. However, none of the studies 
have presented a demonstration of the neural circuits reproducing electrophysiological 
responses in a network of neurons at both premotor and motor levels. This work investigated an 
integrative systems approach to address the challenges involved in the implementation of the 
saccade dynamics from the local neural circuit computations in the midbrain. In summary, the 
main contributions of this work are: (1) computational modeling of neural circuits in the midbrain 
(specifically, premotor neural sites in the paramedian pontine reticular formation and 
motoneurons); and (2) implementing systems models of sensory-motor integration by using a 
first-order time-optimal neural controller.  
Having dealt with the characteristics of human and monkey saccades, the extension of the 
neural modeling approach was examined to consider the case of human saccades with a 
glissade. In this context, considerable attention was paid to comparing the simulated glissades 
with those of the normal saccades for three different magnitudes. Computational modeling of 
the glissades is advantageous because it allows investigation of one of the widely-reported 
clinical oculomotor version dysfunctions. In particular, glissade characteristics contribute to 
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detection of the anomalies in the saccade dynamics as a consequence of diffuse traumatic brain 
injury (DTBI). They also provoke further studies as to determine the origin of the damage to the 
midbrain in diagnosis of DTBI. Simulation findings confirmed that the anomalies are manifested 
due to an unplanned post-inhibitory rebound burst firing in the antagonist motoneurons as a 
source of coordination error in returning to tonic firing rates. The research results are 
demonstrated by a standalone graphical user interface that integrates all of the computational 
models. 
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Preface  
The control mechanism of the human binocular vision is staggering in its complexity, and has 
stunned many neuroscientists in their quest to match its functionality to a greater or lesser degree. 
As one of the increasingly explored conjugate eye movements, saccades2 are known as rapid shifts 
in the gaze direction, wherein a target is tracked by registering its image and peripheral on the 
fovea.  After the detection of this complex of the targets and its peripheral by the visual system, the 
target is recognized from the peripheral, its position is determined, and consequently, whether or 
not the corresponding eye movement is a saccade is decided. The fact that it takes 15 to 100 msec 
for the visual system to identify a saccade in such a paradigm (timing) has continued to be an 
astonishing drive in the eye movement research. Indeed, how synchrony in activity of voltage- 
and time-dependent cell conductances in a population of neurons triggers motoneurons to lead to a 
saccade remains fascinating. Each saccade is provoked when a sequence of coordinated activities 
arise in the midbrain, by the end of which motoneurons drive the lateral and medial rectus muscles.  
In the interest of a better understanding of the steps that are significant to the saccade initiation 
and flow in mesencephalic neural pathways, there have been advances in the involved 
computational neural modeling. These advances have supplied us with abundant information at 
different structural scales, such as the biophysical, the circuit and the systems levels. A synergistic 
use of the experimental (tied with neural data) and computational approaches has provided more 
coherence and uniformity across the exploration of the midbrain circuitry responsible for saccade 
generation. The emerging insight from such synergistic approaches, along with the relative 
convenience at which one can characterize the interaction with the oculomotor periphery, has 
steered researches to dealing with the midbrain core drive impact to the saccade generation. The 
research continues to propose more agreeable findings from the low level of the cellular mechanism 
                                                          
2
 As an abbreviation, the term ―saccades‖ is used in lieu of the full description of ―conjugate goal-directed 
horizontal saccades.‖ 
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of synaptic transmission, to the high level evidence of the connection between the complexes of 
interconnected neurons.  
A physiologically valid system of eye movement relies on the definition of a neural network, a 
neural controller, and an oculomotor plant, all of which has to conform to physiological constraints. 
The saccade neural network requires involvement of a series of neurons designed to imitate the 
behavior of actual neuronal populations in the horizontal saccade controller. A generic neuron 
model is therefore desired to approximate the saccade-related neural activity, thus reflecting the 
physiology linked to the dendrite, cell body, axon, and presynaptic terminal of each neuron. The 
continuing research effort in demonstrating such a model has been driven by the need to provide 
the means to develop a network of neurons, tailored to the complexity involved with inherent 
physiological evidence. The widespread use of spiking neural networks (SNNs) lies in leveraging 
efficient learning algorithms to the spike response models. A vast majority of studies provide 
abundant evidence that an SNN is well suited to evoke the properties of the firing patterns of the 
premotor neurons during the pulse and slide phases of a saccade. However, none of the studies 
have presented a demonstration of the neural circuits reproducing electrophysiological responses in 
a network of neurons at both premotor and motor levels.  
Time-optimal control theory of the horizontal saccade system establishes the fact that there is a 
minimum time required for the eyes to reach their destination by involving thousands of neurons. 
The saccades are well characterized by a first-order time-optimal neural controller. It is important 
that in such time-optimal controller the firing rate of the motoneurons does not change as a function 
of saccade magnitude during the pulse phase. This time-optimal neural controller is consistent with 
the physiological evidence to generate realistic saccades whether normal, or exhibiting dynamic or 
glissadic overshoots. 
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At the oculomotor plant level, a linear homeomorphic muscle model has shown results with 
remarkable consistency with the experimental data. This muscle model captures the nonlinear 
properties of the muscle; that is, the force-velocity and length-tension relationships. There are two 
modes of resolution and applicability referred to for such muscle model: the whole muscle model 
and the muscle fiber model. In the former, also known as the lumped parameter model, the 
influence of rectus muscle fibers is simply captured by a set of parameters. In the latter, however, a 
finer resolution at each fiber allows for allocating individual neural input to it, and thus, yields a more 
accurate control of the saccade.  
The main focus of this dissertation is to describe and model an SNN in the midbrain at the 
biophysical and circuit levels, which resembles saccade-induced neural signals. Examination of a 
systems approach to sensory-motor integration of the SNN and an oculomotor plant is the other 
objective herein.  
This dissertation presents the research background, methodology and results within three 
chapters. Chapter 1 provides a summary of Zhou3‘s research on modeling a linear home-omorphic 
oculomotor plant (whole muscle model) in humans. Recently, Enderle and Sierra (2013) introduced 
a muscle fiber oculomotor model for neural control of monkey saccades. A representation (gist) of 
their description is provided as well. The reason corroborating the urge to this description is that the 
muscle fiber model enables the neural controller to match the experimental data for small monkey 
saccades. The time-optimal control strategy, proposed by Enderle and Zhou (2010), is also 
accounted for in this chapter. Chapter 2 presents a neural circuitry model in the midbrain saccade 
generation in humans. The computational neural modeling is motivated by discussing the general 
applicability of SNNs to the biophysical modeling of neural populations. The ending motoneuronal 
                                                          
3
 Wei Zhou was a former Masters student at UConn. He worked at the Physiological Modeling Lab of Prof. 
Enderle. For more information about his work, one can refer to his thesis, ―A Mathematical Model For 
Horizontal Saccadic Eye Movement Based on a Truer Linear Muscle Model and Time-Optimal Controller,‖ 
University of Connecticut, 2006. 
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control signals drive a time-optimal controller, which, in turn, stimulates the oculomotor plant 
described in the previous chapter. The physiological and dynamical properties of glissades will 
follow, thus allowing the comparison between them and the normal saccades. The last chapter 
focuses on neural control of monkey saccades. As with humans, the synchronous firing activity of 
neurons in a mesencephalic network is investigated. The neural stimulation of a muscle fiber 
oculomotor plant is consequently presented. For a demonstration of the performance responses of 
the human and monkey saccadic systems, a graphical user interface (GUI) brings the presentation 
of this dissertation to the end. 
The references and propositions provided in this dissertation reflect only on a fraction of the 
many works published to date, which, to my belief, are adequate to the understanding of the 
research pursued.  
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Chapter 1                                                                                                
Models of the Oculomotor Plant  
 
1.1 Introduction 
This chapter presents a summary of the fundamental concepts of models of the oculomotor plant 
that are completely developed by Zhou et al. (2009) and Enderle and Sierra (2013). The time-
optimal controller is defined subsequently. In consequence, a system identification approach to 
estimate the model parameters is reviewed (Enderle and Zhou, 2010).    
1.2 Whole Muscle Model 
A linear homeomorphic muscle model that captures the nonlinear properties of the muscle, namely 
force-velocity and length-tension relationships, is described (Enderle and Engelken, 1990 and 1991; 
Enderle and Zhou, 2010; Zhou et al., 2009). The proposed oculomotor plant is shown in Fig. 1.2.1. 
Note that one Voigt passive element, with viscosity element Bp and elasticity element KP in parallel, 
and two horizontal rectus muscles—agonist (ag) and antagonist (ant)—have been realized. For 
each rectus muscle, there is an elastic element Kse , in parallel with a viscous element B2, 
connected in series to an active-state tension generator F that is parallel with a length-tension 
elastic element Klt and a viscous element B1.   represents the angle of rotation of the eyeball, and 
x denotes the length of arc correspondingly traversed. The displacements from equilibrium for the 
stiffness elements in each rectus muscle are represented by x1 to x4. The displacements from 
equilibrium at the primary position for x1 to x4 quantities are denoted by xp1 to xp4. The moment of 
inertia of the eyeball is represented by Jp. Consequently, the tension contracting the agonist muscle 
is Tag, and the tension that stretches the antagonist muscle is Tant. 
 2 
 
 
 
 
 
 
 
 
 
 
 
The linear behaviors in the model of the eye movement system render a series of rigorous 
equations that are tractable to the derivation of a linear differential equation, expressing saccades 
as a function of  . After writing the node equations for the corresponding free body diagrams of the 
system, the third-order linear differential equation to solve for a saccade of  degrees is  
2
2 1 0 1 1
( ( ) ( ))
( . )
ag ant se ag antB F F K F F
P P P

   
   
  
 
where 
 
 
Figure 1.2.1. The mechanical components of the oculomotor plant that includes two rectus 
muscles—agonist (ag) and antagonist (ant)—connected to the eyeball through nodes 1 to 
4 (Zhou et al., 2009). 
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and r is the radius of the eyeball. Note that Eq. 1.1 shows that the inputs to the muscle model are 
the agonist active-state tension Fag and the antagonist active-state tension Fant, obtained from the 
described neural controllers in Section 1.4. The system identification technique, introduced in 
Section 1.5, yields the parameter values for the human oculomotor system. 
1.3 Muscle Fiber Model 
A linear homeomorphic Muscle Fiber Model4 (MFM) that captures the nonlinear properties of the 
muscle, namely force-velocity and length-tension relationships, is investigated. The muscle fiber is 
known as the basic structural unit of the muscle that exhibits the same mechanical functionality as 
the whole muscle model. The significance of introducing a muscle fiber model is that it 
accommodates multiple neurons to drive the eyes to their destination. Accordingly, the effect of the 
number of active neurons in controlling the saccade magnitude can be investigated in an adaptive 
control paradigm of the oculomotor plant. This muscle neural stimulation control has remarkably 
suited the investigation of the oculomotor plant (Sparks, 2002). In contrast to the whole muscle 
model, information about the muscle fibers is not aggregated into just a few parameters in the MFM. 
                                                          
4
 Enderle, J., and Sierra, D., A New Linear Muscle Fiber Model for Neural Control of Saccades.   International 
Journal of Neural Systems, Vol. 23, No. 2, 2013.  DOI: 10.1142/S0129065713500020. This paper received 
the 2013 Hojjat Adeli Award for Outstanding Contribution in Neural Systems. The Hojjat Adeli Award for 
Outstanding Contributions in Neural Systems is awarded annually to the most innovative paper published in 
the previous volume/year of the International Journal of Neural Systems.   
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The entire 100 muscle fibers were similar in terms of the parameters and the stimulation from the 
active state-tension generator model (Enderle and Sierra, 2013).       
The focus of attention herein is the description of an oculomotor plant in which the MFM of the 
agonist and antagonist rectus eye muscles are incorporated. The MFM is parameterized using the 
scaled estimates of the parameters from the whole muscle oculomotor plant (Enderle and Sierra, 
2013). Figure 1.3.1 shows the studied oculomotor plant with two parallel networks of the muscle 
fibers attached to the eyeball.   is the angle of displacement of the eyeball from the primary 
position, and x denotes the respective change in length of arc. The change in the length of the 
agonist muscle on the left and the antagonist muscle on the right are shown by xag and xant, 
respectively. There are 2n columns of muscle fibers, each of which has m muscle fibers in series.  
 
 
 
 
 
 
 
 
 
 
Figure 1.3.1.  Muscle fuber oculomotor plant for the agonist and antagonist rectus eye muscles (Enderle 
and Sierra, 2013). The muscles are assumed to be stretched by 3.705 mm at the primary position.  
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Each column of muscle fibers also includes two tendon elements, whose viscous and elastic 
elements are B2 and Kse, at the top and bottom of it. Each structural unit of muscle fiber is modeled 
by a viscous element, B1, an elastic element, Klt, and an active state generator,
i
jF , where n2i1   
and .1mj2  The change from the primary position at node j in the muscle fiber column i is 
denoted by .ijx Note that 
i
jN  exhibits the input to the agonist and antagonist controller models stated 
formerly. Motoneurons provide the saccadic neural innervation signals to each muscle fiber in the 
time-optimal controller. The advantage of the state-variables approach facilitated the mathematical 
descriptions of the oculomotor plant and its implementation in the MATLAB/Simulink (Enderle and 
Sierra, 2013). With definition of ,21
i
ag
i xxy  the net torque developed by the agonist MFM is  
1 2 1
1
1 2( ) ( . )
n
i i
ag se
i
T K y B y

    
 
where for the two tendon elements in each column (j=1 and m+2), the state equation is   
 
2
1 3
( )
( . )
i
i se ji
j
T K y
y
B
 

 
 
and the state equation that represents the dynamics of muscle fibers in each column )( 1mj2 
is  
1
1 4( . )
i i
i lt j ji
j
T K y F
y
B
  

 
 
where Ti is the tension generated by each muscle fiber column.  
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In a similar approach for the antagonist MFM ),( n2i1n   after definition of ,
i
2ant
i
1 xxy 
the net torque developed by the antagonist MFM is 
2
1 2 1
1
1 5( ) ( . )
n
i i
ant se
i n
T K y B y
 
   
 
where the state equation for the two tendon elements in each column (j=1 and m+2) is  
 
2
1 6( . )
i
i se ji
j
T K y
y
B


 
 
and the dynamics of muscle fibers in each column )( 1mj2  are represented by   
 
1
1 7( . )
i i
i lt j ji
j
T K y F
y
B
 

 
 
where Ti denotes the tension developed by each muscle fiber column. Consequently, the third-order 
linear differential equation to solve for the optimal solution for a saccade is  
1
1 8( ) ( . )ag ant p p pT T J B K
r  
 
where Jp denotes the moment of inertia of the eyeball, Bp denotes the viscous element of the 
eyeball, and the passive elasticity of the eyeball is represented by Kp. r is the radius of eyeball     
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(10 mm for monkey). It is assumed that the muscles are primarily stretched by 3.705 mm (Enderle 
and Zhou, 2010). 
Note that the above expressions show that the inputs to the MFM are the agonist and 
antagonist active-state tensions. These tensions are obtained by low-pass filtering of the 
motoneurons‘ innervation signals as later described. The analytical solutions for all ijF  were yielded 
in the previous work (Enderle and Sierra, 2013), and it was found that different characteristics of 
saccades are very well matched to those of the experimental data. Note that no empirical 
parameters are involved herein other than the parameters of the whole muscle model of the 
oculomotor plant for monkey presented later in Table 1.5.1.  
1.4 Time-Optimal Controller 
A physiologically plausible time-optimal controller establishes the fact that the firing rate in each 
motoneuron does not depend on the eye orientation, and that it is at a maximum during the agonist 
pulse (Enderle and Zhou, 2010). This time-optimal controller functions in two cases in humans: 
small saccades (below 7°) and large saccades (≥7°). The propositions stated that the aggregated 
firing rate from all active motoneurons increases for the small saccades. However, it remains 
constant for the large ones, as almost all of the motoneurons are actively firing. Endelre and Zhou 
described this switch in modes of controller‘s functionality in humans as (2010) 
7
1 9
7
iag
ag
ag
N N
N
N
max
( )
( . )  
where N  is the number of active motoneurons for a o saccade, 
iag
N is the firing rate from each 
active motoneuron, and 
maxag
N is the combined firing rate from the maximum number of active 
motoneurons in the large saccades.  
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The dynamics of the first-order time-optimal controller model is defined by two complementary 
controllers: the agonist controller model and the antagonist controller model. These models 
describe how the neural innervation signals are converted to the active-state tensions to drive the 
agonist and antagonist muscles during the saccade. The active-state tensions are defined as the 
low-pass filtered neural innervation signals as follows. 
1.4.1 Agonist Controller Model  
The agonist controller is a first-order pulse-slide-step neuronal controller that describes the agonist 
active-state tension as the low-pass filtered neural stimulation signal (Enderle and Zhou, 2010; 
Optican and Miles, 1985). The neural stimulation signal is the firing rate of the ipsilateral AN and 
that of the contralateral ON. The slide is meant to model the transition between the pulse and the 
step exponentially. The expression of low-pass filtering of the neural innervation input to the agonist 
controller model is 
1 10
a g a g
a g
a g
N F
F ( . )
 
where a gN  represents the agonist neural innervation input from which the agonist active-state 
tension, a gF , is generated. 
The agonist time constant a g  is characteristic of the dynamics of the controller as follows 
1 2 2 1 11( ( ) ( ) ) ( ) ( . )a g g a c g d eu t T u t T u t T  
where a g is expressed by two step functions dependent on the agonist activation time constant, 
g a c , and the deactivation time constant, g d e . T1 indicates the saccade latent period, and T2 is  
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the start of the transition slide interval for the agonist controller. Depicted in Fig. 1.4.1 is a sample 
characteristic of this controller.  
1.4.2 Antagonist Controller Model 
The antagonist muscle is unstimulated by a pause during the saccade, and remains fixed by a step 
input to keep the eyeball at its destination. To serve this purpose, a first-order pause-step neuronal 
controller is defined (Enderle and Zhou, 2010). The neural stimulation signal to the controller is the 
firing rate of the ipsilateral ON and that of the contralateral AN. The antagonist active-state tension 
can be expressed as the low-pass filtered pause-step waveform:  
1 12( . )
ant ant
ant
ant
N F
F
 
 
 
Figure 1.4.1. The agonist controller model characteristic for a sample saccade. The 
active-state tension is the low-pass filtered firing rate. 
T1 
gac 
T2 
gde 
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where antN denotes the antagonist neural innervation input, and antF  is the antagonist active-state 
tension generated. 
The antagonist time constant dictates the dynamics of the controller. It is describable as a 
function of time for two different modes of operation in this controller: normal saccades and 
glissades. For the normal saccades this time constant is  
1 3 3 1 13( ( ) ( ) ) ( ) ( . )a n t t d e t a cu t T u t T u t T  
where the antagonist time constant is expressed by two step functions, introducing the antagonist 
deactivation time constant, t d e , and the activation time constant, t a c . T1 is the latent period, 
and T3 is the onset of the change to the step component of innervation, necessary to keep the 
eyeball steady at its destination. Figure 1.4.2 shows a characteristic of this controller.  
 
 
 
 
 
 
 
 
 
 
 
Figure 1.4.2. The neural input and its corresponding active-state tension yielded 
from the antagonist controller model. 
T1 T3 
tde 
tac 
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For the glissades, as referred to later, this controller includes the activation time constant for the 
post-inhibitory rebound burst (PIRB) interval as follows 
1 3 3 4 4 1 14( ( ) ( ) ) ( ( ) ( ) ) ( ) ( . )a n t t d e t a c t d eu t T u t T u t T u t T u t T
 
where the PIRB activity occurs at the [T3, T4] interval with the activation time constant of t a c  in the 
neural controller. t d e , however, defines the step functions both before and after the PIRB interval.   
1.5 Parameter Estimation  
The estimation routine by Enderle and Zhou (2010) involved estimation of 25 parameters of the 
oculomotor plant, neural inputs, and agonist/antagonist time constants. The triggered saccadic eye 
movement data from three individuals were recorded by an eye-tracker system (Zhai et al., 2013; 
and Enderle and Zhou, 2010). A conjugate gradient descent algorithm was used to solve a 
constrained optimization problem, thereby estimating the model parameters from the eye 
movement data. The parameters‘ physiological accuracy was corroborated by the previously 
published experimental findings for human and monkey. The agreement between the model 
predictions of saccade characteristics and those of the experimental data was superb. Results of 
the parameter estimation are provided by Enderle and Zhou (2010) for human and monkey5. Table 
1.5.1 presents the whole muscle oculomotor plant parameters. Included in this table is the equation 
for static active-state tension F that is estimated to match the subject‘s length-tension curves.  
1.5.1 Human Data  
The time-optimal controller has been found to be reasonably consistent with the characteristics of 
the main-sequence diagrams (Enderle and Zhou, 2010). From the dataset of 127 saccades, 
                                                          
5 Information about the experiment and training involved is reported in this article: ―Sparks, DL, Holland, R, 
Guthrie, BL. 1976.  Size and distribution of movement fields in the monkey superior colliculus, Brain 
Research, vol. 113, pp. 21-34.‖  (Data provided personally by Dr. David Sparks.)  
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presented in Fig. 1.5.1 are the estimates of agonist pulse magnitude versus saccade magnitude 
and agonist pulse duration versus saccade magnitude curves obtained by model predictions. Form 
the former characteristic, it can be inferred that agonist pulse magnitude increases linearly with the 
saccade magnitude for saccades below 7o (small). However, it does not show a notable linear  
increase trend for the large saccades. The latter characteristic, on the other hand, indicates that the 
agonist pulse duration remains relatively constant for the small saccades. For the large saccades, 
nonetheless, it shows a linear increase in the agonist pulse duration against the saccade 
magnitude. Next shown in Fig. 1.5.2 are the estimates of PIRB magnitude versus saccade 
magnitude and PIRB duration versus saccade magnitude for saccades with deficits (dynamic 
overshoot and glissades) from the model predictions by Enderle and Zhou (2010). From this figure, 
the variation in PIRB duration is manifested even for the identical saccades.  Analysis of the 
saccades with deficits is one of the objectives of the next chapter.  
1.5.2 Monkey Data  
Sparks et al. (1976) reported on experiments to collect neural data from a rhesus monkey, 
corresponding to 27 saccades: long lead burst neuron (5 saccades), excitatory burst neuron (17  
Table 1.5.1.  Parameter estimates for monkey and human oculomotor systems (Enderle and Zhou, 
2010). 
Parameter Human Rhesus Monkey 
Radius of 
eye ball 
11 mm (11.8mm in model) 10 mm 
 125 N/m
 
125 N/m
 
 60.7 N/m
 
77.66 N/m
 
 5.6 Ns/m
 
4 Ns/m
 
 0.5 Ns/m
 
0.4 Ns/m
 
   
 16.34 N/m
 
10.21 N/m
 
 0.327 Ns/m
 
0.204 Ns/m
 
 2.2×10
-3
 Ns
2
/m
 
1.76×10
-3
 Ns
2
/m
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(A) 
 
(B) 
 
 
Figure 1.5.1. Model prediction results of agonist pulse magnitude (A) and duration (B) as functions of 
saccade magnitude (Enderle and Zhou, 2010). 
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(A) 
 
(B) 
 
 
Figure 1.5.2.  Model prediction results for post inhibitory rebound burst (PIRB) magnitude (A) and duration 
(B) as functions of saccade magnitude (Enderle and Zhou, 2010). 
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(A) 
 
(B) 
 
 
Figure. 1.5.3.  Model prediction results for agonist pulse magnitude (A) and duration (B) as functions of 
saccade magnitude for monkey data (Enderle and Zhou, 2010). 
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saccades) and the agonist burst-tonic neuron (5 saccades). Model parameters were estimated from 
these data to be used in an analytical approach that derived the motoneuronal inputs (firing rates) 
and model prediction position, velocity and acceleration (Enderle and Zhou, 2010). Presented in 
Fig. 1.5.3 are the estimation results of the agonist pulse magnitude and duration as functions of 
saccade magnitude. It is apparent that the agonist pulse magnitude increases in a linear fashion 
with the saccade magnitude for the small saccades (≤ 8o), whereas this linear increase is not 
distinguishable for the large saccades (greater than 8o). In addition, as it was in humans, the 
agonist pulse duration shows a linear increases as the saccade magnitude increases for the large 
saccades, even though, it remains constant (approximately 10 ms) for the small saccades.  
In this chapter, the intent was to describe linear homeomorphic models of the oculomotor plant, 
integrated to a time-optimal controller, which adapted itself to the physiological dynamics of the 
system. The referred model prediction results will be used in the following chapters when dealing 
with the saccade-related characteristics of the main-sequence diagrams. The burst mechanism for 
neural stimulation of the oculomotor plants is presented in the next chapter.  
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Chapter 2 
A Neuron-Based Time-Optimal Controller of Human Saccades and 
Glissades  
 
2.1  Introduction 
The control mechanism of the human binocular vision is staggering in its complexity, and has 
stunned many neuroscientists in their quest to match its functionality to a greater or lesser degree. 
As described in the previous chapter, saccades are categorized into two different modes of 
operation: small (below 7°) and large (greater than or equal to 7°). The differentiation between 
these two modes is based on the fact that when the saccade size increases, more active 
motoneurons are firing synchronously to form the agonist neural input for small saccades. For large 
saccades, however, the number of active motoneurons firing maximally remains unchanged, and 
the agonist pulse duration is directly related to the saccade magnitude. 
The saccade neural network requires involvement of a series of neurons designed to imitate the 
behavior of actual neuronal populations in the horizontal saccade controller. Considerable research 
has been concerned with developing a generic neuron model to provide the means to develop a 
network of neurons, tailored to the complexity involved with inherent physiological evidence. The 
widespread utility of spiking neural networks (SNNs) lies in leveraging efficient learning algorithms 
to the spike response models (Ghosh-Dastidar and Adeli, 2007 and 2009). A spike pattern 
association neuron identified five classes of spike patterns associated with networks of 200, 400 
and 600 synapses, with success rates of 96%, 94% and 90%, respectively (Mohemmed et al., 
2012). Rosselló et al. synthesized and tested a hybrid analog-digital circuitry to implement an SNN 
that outputs the postsynaptic potential by integrating the filtered action potentials (2009). A neural 
system comprised of a persistent firing sensory neuron, a habituating synapse, and a motoneuron 
was developed to illustrate the spike-timing dependency of the working memory (Ramanathan et 
al., 2012). The persistent firing neuron stems from the Izhikevich neuron model (2003), the 
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habituating synapse is a conductance-based model, and the motoneuron captures the essence of 
the Hodgkin-Huxley (HH) model (1952). These studies provide an abundance of evidence that an 
SNN is well suited to evoke the properties of the firing patterns of the premotor neurons during the 
pulse and slide phases of a saccade. However, none of the studies presented a demonstration of 
the neural circuits reproducing electrophysiological responses in a network of neurons at both 
premotor and motor levels. To encompass all of the desired neural behaviors, Enderle and Zhou 
(2010) proposed a neural circuitry to match the firing rate trajectory of the premotor neurons. The 
saccade-induced spiking activities at the premotor level are modeled with an HH model for the 
bursting neurons, and with a modified FitzHugh-Nagumo (FHN) model for the tonic spiking neurons 
(Faghih et al., 2012).  
Time-optimal control theory of the horizontal saccade system establishes the fact that there is a 
minimum time required for the eyes to reach their destination by involving thousands of neurons. As 
indicated in Section 1.3, conjugate goal-directed horizontal saccades are well characterized by a 
first-order time-optimal neural controller. It is important that this new, more complex time-optimal 
controller ascertains that the firing rate of the motoneurons does not change as a function of 
saccade magnitude during the pulse phase. This time-optimal neural controller is consistent with 
the physiological evidence to generate realistic saccades whether normal, or exhibiting dynamic or 
glissadic overshoots.  
In this chapter, the focus is to describe and demonstrate neural control of human saccades and 
glissades. A neural network model of saccade-related neural sites in the midbrain is first presented. 
The underlying dynamics of each neural site in the network are next explained. For this purpose, 
the critical aspects of the neural network dynamics, which need to be treated in the case of spiking 
neurons, are emphasized. Consequently, a saccadic circuitry that includes omnipause neuron 
(OPN), premotor excitatory burst neuron (EBN), inhibitory burst neuron (IBN), long lead burst 
neuron (LLBN), tonic neuron (TN), interneuron (IN), abducens nucleus (AN), and oculomotor 
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nucleus (ON) is developed to match the dynamics of the neurons. The computational neural 
modeling is motivated by discussing the general applicability of SNNs to the biophysical modeling of 
the neurons. This perspective elucidates broad insights to modeling at different structural scales, 
such as the circuit and the systems levels, which is developed subsequently. Finally, the 
motoneuronal control signals drive a time-optimal controller that stimulates the linear 
homeomorphic model of the oculomotor plant described in the previous chapter. The description of 
the neural dynamics in a model of glissades will follow, thus allowing the comparison between them 
and the normal saccades. The computational modeling of glissades provides insight that allows 
investigation of one of the widely-reported oculomotor version dysfunctions.  
2.2 Neural Network  
Neurophysiological evidence and developmental studies indicate that important neural populations, 
consisting of the cerebellum, superior colliculus (SC), thalamus, cortex, and other nuclei in the 
brainstem, are involved in the initiation and control of saccades (Enderle, 1994 and 2002; Zhou et 
al., 2009; Enderle and Zhou, 2010; Enderle and Engelken, 1995; Sparks, 2002; Girard and Berthoz, 
2005; Krauzlis, 2005; Coubard, 2013). The studies also provided evidence that saccades are 
generated through a parallel-distributed neural network, as shown in Fig. 2.2.1. The two sides of the 
symmetric network in Fig. 2.2.1 are known as the ipsilateral side and the contralateral side. The 
ipsilateral side exhibits coordinated activities in the initiation and control of the saccade in the right 
eye, while the contralateral side simultaneously synapses with the ipsilateral side to generate a 
saccade in the left eye. Each neuron in the parallel-distributed network fires in response to other 
neurons to stimulate the final motoneurons on both sides of the network to execute a binocular 
saccade. The neural populations on each side of the midline excite and inhibit one another 
sequentially to ensure that this coactivation leads to the coordination of movement between the 
eyes.  
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Figure 2.2.1. The parallel-distributed neural network for generation of a 20
o
 conjugate goal-directed horizontal 
saccade in both eyes. Excitatory and inhibitory inputs are shown with white and black triangles at the 
postsynaptic neurons, respectively. This network is an updated network of that proposed by Enderle and Zhou 
(2010) such that IN mediates between TN and Abducens Nucleus (AN). In addition, the IN is inhibited by the IBN 
on each side.   
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In the context of the neuroanatomical connectivity structure in Fig. 2.2.1, the saccade neural 
network includes neuron populations to imitate the behavior of actual neuronal populations in the 
initiation, control, and termination of the saccadic burst generator. Neural coordinated activities of 
the SC and the fastigial nucleus (FN) of the cerebellum are identified as the saccade initiator and 
terminator, respectively. Description of the synaptic properties of the major neural sites involved in 
execution of a saccade provides the basis for developing quantitative computational models of the 
neural network. 
2.2.1 Superior Colliculus 
The SC initiates the saccade and is considered to translate visual stimuli to motor commands. It 
includes two important functional regions: the superficial layer and the deep layers (Sparks and 
Nelson, 1987; Short and Enderle, 2001; Enderle and Zhou, 2010). The superficial layer is 
conventionally considered the visual layer that receives the information from the retina and the 
visual cortex. The deep layers, however, are involved with generation of the desired efferent 
commands for initiating saccades. It should be noted that the deep layers cause a high-frequency 
firing that starts 18–20 ms before a saccade, and ends almost when the saccade is complete.  
2.2.2 Premotor Neurons in the PPRF 
The paramedian pontine reticular formation (PPRF) encompasses neurons that show dominantly 
increasing burst frequencies of up to 1,000 Hz during the saccade and remain inactive during the 
periods of fixation. The LLBN and the medium lead burst neuron (MLBN) are the two types of burst 
neurons in the PPRF. The LLBN forms an excitatory synapse to the IBN and an inhibitory synapse 
to the OPN. Although the biophysical properties of the LLBN are not strongly related to the saccadic 
characteristics observed in the data, its functionality is essential to the control of the saccades. 
There are two types of neurons in the MLBN: the EBN and the IBN. The EBN serves as one of 
the vital excitatory inputs for the saccade controller. The primary inputs to this neuron are the 
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excitatory input of the SC and the inhibitory input from the contralateral IBN and OPN. This neuron 
forms excitatory synapses to the TN and the AN. The IBN, on the other hand, controls the firing of 
the EBN as well as the TN, both of which are on the opposite side of the network to the 
corresponding IBN. It also inhibits the ON and the IN on the same side as itself. This neuron 
receives excitatory inputs from the FN of the cerebellum on the opposite side and the LLBN on the 
same side, and an inhibitory input from the OPN. 
2.2.3 Omnipause Neuron  
The OPN inhibits the MLBNs during the periods of fixation, and is inhibited by the LLBN during the 
saccade. It stops firing about 10–12 ms before the saccade starts, and resumes firing 
approximately 10 ms before the saccade ends. It receives exclusively inhibitory inputs from the 
LLBN on either side of the network. 
2.2.4 Tonic Neuron  
The TN is responsible for keeping the rectus eye muscles steady once the saccade completes. This 
neuron receives excitatory input from the corresponding EBN and inhibitory input from the opposite 
IBN. During saccades, the tonic neuron remains silent until the saccade ends. At this point, the 
tonic neuron generates a signal of variable frequency, depending on how far the eye has moved 
from its initial position. In particular, the tonic neuron functions as an integrator generating an action 
potential train whose frequency is directly proportional to the integrated EBN signal. 
2.2.5 Interneuron  
Many excitatory and inhibitory INs in the central nervous system stimulate and control 
motoneurons. The cerebellum aggregates most of these INs whose functionality depends on the 
anatomical aspects and properties of their membranes. The IN receives the excitatory and inhibitory 
inputs from the corresponding TN and IBN, respectively. It consecutively provides the step 
component to the agonist and antagonist neural controllers.  
 23 
 
2.2.6 Abducens Nucleus  
The burst discharge in the motoneurons resembles a delayed EBN burst signal and is responsible 
for movement of the eyes conjugately.  In motoneurons, the end structure of the axon is connected 
firmly to the muscle membrane. The AN drives the lateral rectus eye muscle, while firing in 
synchrony with the ON from the opposite side. It is excited by the EBN during the saccade and by 
the IN once the saccade is completed. The IBN on the opposite side inhibits this neural population 
during the periods of fixation.  
2.2.7 Oculomotor Nucleus  
The ON is solely responsible for the stimulation of the medial rectus eye muscle. This nucleus 
receives excitatory input from the opposite AN, and inhibitory input from the corresponding IBN.  
2.2.8 Cerebellum  
The cerebellum functions as a time-optimal gating element by using three active sites—the  
cerebellar vermis (CV), the fastigial nucleus (FN) and the flocculus during the saccade (Enderle and 
Zhou, 2010). The CV retains the current position of the eye by registering the information on the 
proprioceptors in the oculomotor muscles and an internal eye position reference. The CV also 
keeps track of the dynamic motor error used to control the saccade amplitude in connection with the 
nucleus reticularis tegmenti pontis (NRTP) and the SC. The FN is stimulated by the SC and projects 
ipsilaterally and contralaterally to the LLBN, IBN, and the EBN on the opposite side of the network. 
The contralateral FN starts bursting 20 ms before the saccade, while the ipsilateral FN undergoes 
pause in firing and discharges with a burst slightly before the saccade completion. The third site, 
the flocculus, increases the time constant of the neural integrator for saccades with starting 
locations dissimilar to the primary position. By virtue of the physiological evidence, the cerebellum is 
responsible to terminate a saccade precisely with respect to the primary position of the eye in the 
orbit (Enderle and Zhou, 2010). 
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2.3 Firing Characteristics of Each Type of Neuron 
The saccade generator investigated herein is built upon the extant research (Enderle, 1994 and 
2002, Zhou et al., 2009, Enderle and Zhou, 2010, Enderle and Engelken, 1995, Enderle and 
Bronzino, 2011). The model is first-order time-optimal; that is, it does not depend on the firing rate 
of the neurons to determine the saccade magnitude. Important features of the neural dynamics of 
the saccade neural network are described here to highlight the underlying neural control processes. 
2.3.1 Neural Activity 
The structure of the saccade neural network leverages a neural coding so that burst duration is 
transformed into saccade amplitude under the time-optimal condition.  Such coding manifests 
activities—including the onset of burst firing before saccade, peak firing rate, and end of firing with 
respect to the saccade termination—for each neuron on the basis of the physiological evidence. 
These characteristics are provided for the neural sites as a framework for the simulations (Enderle 
and Zhou, 2010). Table 2.3.1 summarizes the activities in initiation, control, and termination of the 
burst firing through the neural network, generating a saccade in the right eye. 
2.3.2 Burst Discharge Mechanism 
As motoneurons receive excitatory input from the ipsilateral EBN, the burst discharge in them 
during a saccade is adequately similar to that of ipsilateral EBN. Such burst discharge in the 
motoneurons is responsible for the movement of the rectus muscles during a saccade. The firing 
rate trajectory of the EBN is of prime importance in control of such a saccade. The presented EBN 
model showed a constant plateau of bursting during the second portion of the burst before the 
decay occurs (Enderle and Zhou, 2010). Figure 2.3.1 shows the EBN bursting rate as a fit to the 
data in Robinson (1981), with (A), and the data in Gancarz and Grossberg (1998), with (B), for three 
saccades. Note that the interval [0, T1] depicts the smallest possible interval required for EBN burst 
according to physiological evidence. The interval [T1, T2] represents the duration of the second
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Table 2.3.1.  Firing activity features of the important neural sites during an ipsilateral saccade. 
Neural Site 
Burst Onset 
Before Saccade 
(ms) 
Peak Firing Rate (Hz) 
Burst End with Respect to Saccade 
End 
Contralateral SC 20–25 800–1000 Almost the same 
Ipsilateral LLBN
 
20
  
800–1000
 
Almost the same 
OPN
 
6–10
 
150–200 (before and after)
 
Almost the same 
Ipsilateral EBN
 
6–8
 
600–1000
 
~10 ms before 
Ipsilateral IBN
 
6–8
 
600–800
 
~10 ms before 
Ipsilateral TN/IN 5 Tonic firing (before and after) Resumes tonic firing when saccade 
ends
Ipsilateral AN 5 400–800 ~5 ms before 
Ipsilateral FN 20 Pause during saccade, and a 
burst of 200 Hz near the end of 
the saccade 
 
Pause ends with burst ~10 ms 
before saccade ends; resumes tonic 
firing ~10 ms after saccade ends 
 
Contralateral FN
 
 
20
 
 
200 
 
Pulse ends with pause ~10 ms 
before saccade ends; resumes tonic 
firing ~10 ms after saccade ends 
Ipsilateral CV 20–25 600–800 ~25 ms before 
Ipsilateral NRTP 20–25 800–1000 Almost the same 
Ipsilateral  Substantia Nigra 40 40–100 Resumes firing ~40–150 ms after 
saccade ends 
    
 26 
 
portion of the burst, by the end of which the EBN drives the motoneurons to move each eye to its 
destination.  The gradual decay in firing occurs in the interval from T2 until the EBN stops firing. This 
interval indicates the time it takes for the OPN to resume its inhibition of the EBN. The mechanism 
for introducing this EBN decay in firing into the axon model is to reduce the firing rate linearly by 
modifying the channel equations, as described later. Note that the only difference between the three 
saccades is the duration T2 – T1. In other words, the saccade magnitude is governed only by the 
duration of time that the ipsilateral EBN bursts in the interval [0, T2]. The EBN firing rate is modeled 
by applying the firing rate trajectory shown in Fig. 2.3.1B, where a slow linear reduction in firing rate 
is assumed in the interval [T1, T2]. This slow drop in firing rate has been reported to be attributed to 
the IBN inhibition of the LLBN (Gancarz and Grossberg, 1998).  This trajectory is also modeled for 
the contralateral SC and FN current stimulation of the ipsilateral LLBN, as shown in Fig. 2.3.2.  
 
 
 
 
Figure 2.3.1. Block sketch of EBN firing rates for 7
o
, 10
o
 and 20
o
 saccades scaled down to match the data. 
(A) Data from  Robinson, 1981. (B) Data from  Gancarz and Grossberg, 1998. 
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These trajectories accord with those of the different simulations in examining the effects of several 
depolarizing stimulus currents in the EBN axon (Enderle and Zhou, 2010). It should be emphasized 
at this point how the SC contributes to the optimal control of the saccades by driving the LLBN. The 
neural activity in the SC is arranged into movement fields that are related to the direction and 
saccade amplitude (Zhou et al., 2009). The movement fields within the SC are all an indicator of the 
number of neurons firing for different small and large saccades (see locus of points on a detailed 
view of the SC retinotopic mapping in Fig. 2.14 of Enderle and Zhou, 2010).  
 
Figure 2.3.2. The current stimulation trajectories of the ipsilateral LLBN. The current amplitude for the 
contralateral SC and contralateral FN is chosen based on the burst properties for these two neural sites 
provided in Table 2.3.1. As for the contralateral FN stimulus current, a step current of 3 µA is applied at 
100 ms, shortly after which a linear decrease in stimulus to 1 µA appears. Subsequently, another step 
stimulation continues until 140 ms when a linear reduction occurs until the current is removed at 150 ms. 
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Neurons active in the SC in Fig. 2.2.1 are shown with the dark circle, representing the locus of 
points for a desired 20◦ saccade. Enderle and Zhou report that active neurons in the deep layers of 
the SC generate a sporadic high-frequency burst of activity that varies with time, initiating 18–20ms 
before a saccade and ending sometime toward the end of the saccade (2010). However, the exact 
timing for the end of the SC firing happens quite randomly and can be either before or after the 
saccade ends. It is implied that the number of cells firing in the LLBN is determined by the number 
of cells firing in the SC as long as there is a feedback error maintained by the cerebellar vermis. 
The number of the OPN cells firing after inhibition from the LLBN determines, in turn, how many 
EBN cells are released from inhibition. In consequence, the number of EBN cells firing determines 
the number of motoneurons driving the eyes to their destination.  
2.3.3 Sequence of Neural Firing  
The saccade completion involves the evolution of some events in an orderly sequence in the neural 
sites. Such neural sites are described in Fig. 2.3.3 via a functional block diagram (Enderle and 
Zhou, 2010). The output of each block indicates the firing pattern at each neural site manifested 
during the saccade: saccade starts at time zero, and T represents the saccade termination.  The 
negative time for each neural site refers to the onset of the burst before saccade (see Table 2.3.1). 
The neural activity within each block is represented as pulses and/or steps, consistent with the 
described burst discharge mechanism, to reflect the neural operation as timing gates. Finally, 
motoneurons innervate rectus muscles in both eyes at the final interaction level of the block 
diagram.  
The following description outlines eight steps required to implement the saccade control strategy 
in the context of Fig. 2.3.3. It represents the sequence of events accounted for in Enderle and Zhou, 
2010, with modifications made in steps (4)–(7) to indicate the function of local neural integrators 
(TN and IN) in providing the step of innervation to the motoneurons: 
 29 
 
 
(A) 
 
 
 
Figure 2.3.3.  A functional block diagram of the saccade generator model (Enderle and Zhou, 2010). Solid 
lines are excitatory and dashed lines are inhibitory. Each block represents the neural activity of the 
corresponding neural site as indicated in Table 2.3.1. (A) Neural pathways from the formation of the lateral 
geniculate nucleus (LGN) retinal error to the MLBN. 
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(B) 
 
 
 
Figure 2.3.3  (continued). A functional block diagram of the saccade generator model (Enderle and Zhou, 
2010). Solid lines are excitatory and dashed lines are inhibitory. Each block represents the neural activity 
of the corresponding neural site as indicated in Table 2.3.1. (B) Neural pathways from the MLBN to the 
rectus muscles in both eyes. 
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1. The deep layers of the SC initiate a saccade based on the distance between the current 
position of the eye and the desired target.  
2. The ipsilateral LLBN and EBN are stimulated by the contralateral SC burst cells (Ramat et 
al., 2005; Miura and Optican, 2006). The LLBN then inhibits the tonic firing of the OPN. The 
contralateral FN also stimulates the ipsilateral LLBN and EBN. 
3. When the OPN ceases firing, the MLBN (EBN and IBN) is released from inhibition.  
4. The ipsilateral IBN is stimulated by the ipsilateral LLBN and the contralateral FN of the 
cerebellum. When released from inhibition, the ipsilateral EBN responds with a post-
inhibitory rebound burst for a brief period of time. The EBN, when stimulated by the 
contralateral FN (and perhaps the SC), enables a special membrane property that causes a 
high-frequency burst that decays slowly until inhibited by the contralateral IBN. The burst 
firing activity of EBN is integrated through the connection with the TN. The IN follows closely 
the same integration mechanism as that of the TN. 
5. The burst firing in the ipsilateral IBN inhibits the contralateral EBN, IN, and AN, as well as 
the ipsilateral ON. 
6. The burst firing in the ipsilateral EBN causes the burst in the ipsilateral AN, which then 
stimulates the ipsilateral lateral rectus muscle and the contralateral ON. With the stimulation 
of the lateral rectus muscle by the ipsilateral AN, and the inhibition of the ipsilateral medial 
rectus muscle via the ON, a saccade occurs in the right eye. Simultaneously, the 
contralateral medial rectus muscle is stimulated by the contralateral ON, and with the 
inhibition of the contralateral lateral rectus muscle via the AN, a saccade occurs in the left 
eye. Hence, the eyes move conjugately under the control of a single drive center. During the 
fixation periods, the INs provide the steady-state tensions required to keep the eyes at the 
desired destination. 
7. At the termination time, the cerebellar vermis, operating through the Purkinje cells, inhibits 
the contralateral FN and stimulates the ipsilateral FN. Some of the stimulation of the 
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ipsilateral LLBN and IBN is lost because of the inhibition of the contralateral FN. The 
ipsilateral FN stimulates the contralateral LLBN, EBN, and IBN. The contralateral EBN then 
stimulates the contralateral AN. The contralateral IBN then inhibits the ipsilateral EBN, TN, 
and AN, and the contralateral ON. This inhibition removes the stimulus to the agonist 
muscle.  
8. The ipsilateral FN stimulation of the contralateral EBN allows for modest bursting in the 
contralateral EBN. This activity then stimulates the contralateral AN and the ipsilateral ON. 
Once the SC ceases firing, the stimulus to the LLBN stops, allowing the resumption of OPN 
firing that inhibits the ipsilateral and contralateral MLBN, hence terminating the saccade. 
 
The advances in computational neural modeling have supplied us with abundant information at 
different structural scales, such as the biophysical (Ghosh-Dastidar & Adeli, 2007 and 2009, 
Mohemmed et al., 2012), the circuit (Rosselló et al., 2009, Enderle and Zhou, 2010), and the 
systems levels (Ramanathan et al., 2012). The following provides modeling of the premotor and 
motor neurons at the circuit level. Introduced next is a neural circuit model that can be 
parameterized to match the described firing characteristics of each type of neuron. 
2.4 Neural Modeling  
A typical neuron embodies four major components: cell body, dendrites, axon, and presynaptic 
terminals, as shown in Fig. 2.4.1. The neural cell body encompasses the nucleus as is true of other 
cells.  Dendrites act as the synaptic inputs for the preceding excitatory and inhibitory neurons. Upon 
this stimulation of the neuron at its dendrites, the permeability of the cell‘s plasma membrane to 
sodium intensifies, and an action potential moves from the dendrite to the axon (Enderle and 
Bronzino, 2011). The transmission of action potential along the axon is facilitated by means of 
nodes of Ranvier in the myelin sheath. At the end of each axon there are presynaptic terminals, 
from which the neurotransmitters diffuse across the synaptic cleft.  
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A complete understanding of the properties of a membrane by means of standard biophysics, 
biochemistry, and electronic models of the neuron will lead to a better analysis of membrane 
potential response. A neuron circuit model is desired to quantify the saccade-related neural activity, 
thus reflecting the physiology linked to the dendrite, cell body, axon, and presynaptic terminal of 
each neuron. Such a model is sketched in this section, together with the description of its 
modifications, required to populatea neural network for control of saccades. The saccade neural 
network includes eight neuron populations at premotor and motor levels as seen in Fig. 2.2.1: 
1. Long lead burst neuron (LLBN), 
2. Omnipause neuron (OPN), 
3. Excitatory burst neuron (EBN), 
4. Inhibitory burst neuron (IBN), 
5. Tonic neuron (TN), 
6. Interneuron (IN), 
7. Abducens nucleus (AN),  
 
 
Figure 2.4.1. A schematic presentation of the different components of a neuron (Enderle and Bronzino, 
2011). 
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8. Oculomotor nucleus (ON). 
The saccade circuitry underlies the dynamics of the above eight distinct neurons, each of which 
contributes to the control mechanism of the saccade. Except for the OPN, the proposed parallel-
distributed neural network accommodates two of each of the other neurons in the network. The 
dendrite model delineated below is adjustable to the stimulation mechanism of all eight neurons. 
The axon model for all spiking neurons, except the EBN and OPN, adheres to the Hodgkin–Huxley 
(HH) model. The EBN and OPN are neurons that fire automatically when released from inhibition—
these neurons are demonstrated using a modified HH model (Enderle and Zhou, 2010). The TN 
integrates its input and is modeled with a FitzHugh–Nagumo (FHN) model under the tonic bursting 
mode (Faghih et al., 2012). The presynaptic terminal elicits a pulse train stimulus whose amplitude 
depends on the membrane characteristics of the postsynaptic neuron.  
2.4.1 Dendrite Model  
The dendrite is partitioned into a number of membrane compartments, each of which has a 
predetermined length and diameter. Each compartment in the dendrite has three passive electrical 
characteristics: electromotive force (emf), resistance, and capacitance, as shown in Fig. 2.4.2. Axial 
resistance is used to connect the dendrite to the axon. 
The presynaptic input to the dendrite is modeled as a pulse train current source (is). The node 
equation for the first dendrite compartment is 
1 1 21
2 1( . )m TH m mmm s
EQ a
v V v vdv
C i
dt R R
 
where vm1 is the membrane potential of the first compartment, and  vm2 is the membrane potential of 
the second compartment. The membrane resistance REQ, capacitance Cm, and the emf VTH 
characterize each compartment. Ra is the axial resistance. 
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For all intermediate dendrite compartments there are two inputs: the input from the previous 
compartment‘s membrane potential and the input from the next compartment‘s membrane potential. 
The node equation for the second compartment is 
(2.2)m2 TH m2 m1 m2 m3m2m
EQ a a
v V v v v vdv
C =0
dt R R R
 
where vm3 is the membrane potential of the third compartment. 
The last dendrite compartment receives just one input from its preceding compartment. The 
corresponding node equation is 
1
2 3
( )
( . )
mn m nmn THmn
m
EQ a
v vv Vdv
C 0
dt R R
 
where the membrane potential vmn is related to the preceding compartment‘s membrane potential  
(vm(n-1)) through the axial resistance Ra. 
 
 
Figure 2.4.2.  The dendrite circuit model with n passive compartments: is(t)  models the stimulus current 
from the adjacent neurons to the dendrite. Each compartment has membrane electromotive, resistive, and 
capacitive properties—VTH, REQ, and Cm in the second compartment are noted. The batteries in the circuit, 
VTH, are the Thévenin equivalent potential of all the ion channels. The axial resistance Ra connects each 
compartment to the adjacent ones (remains unchanged among the neurons). Appropriate values for the 
membrane resistance and capacitance of the dendrite model are found to match physiological evidence 
for each neuron. 
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The dendrite model of each neuron is accomplished by fine-tuning of the parametric capacitance 
and resistance properties of the above defined dendrite model. This parametric adaptation allows 
for the accommodation of the synaptic transmission in the neural network as required to stimulate 
each postsynaptic neuron. Each neuron‘s dendrite rise time constant determines the delay to 
emulate the postsynaptic potential propagation along the dendrite. This is consistent with the onset 
of firing with respect to the saccade onset provided in Table 2.3.1. For instance, from the EBN‘s 
dendrite Thévenin equivalent circuit, nearly five time constants provides the necessary time delay 
between the OPN‘s end of firing and the EBN‘s onset of firing. Table 2.4.1 includes the membrane 
resistance and capacitance of the dendrite compartments for each neuron.   
Initial condition (state) of the capacitor is set to VTH. Computational efficiency accrues when the 
minimum number of compartments in the dendrite model is required. The choice is to include 14 
compartments in the dendrite to achieve the desired membrane properties in each type of neuron. 
For example, the EBN dendritic membrane potential across the first, second, third, and last 
compartments is illustrated in Fig. 2.4.3. The farther the compartment is along the dendrite, the 
smoother its potential response to the pulse train current source. The last compartment of the post-
synaptic dendrites (cell body) leads the signal flow to the axon—the site of action potential 
generation.  
2.4.2 Axon Model 
Quite a few circuit models can be considered to reproduce the electrical properties of an axon in 
simulation of SNNs. The choice has to set forth a compromise between several factors, such as 
physiological realism, computational cost, complexity, accuracy, and scalability. Roy presented 
sodium and potassium conductance circuits of the field effect transistors (FETs) that precisely 
evoked the time dependency of each ion channel (1972). The circuitry attains a high degree of 
physiological pragmatism, but it remains intricate in modification to match the firing specifications of  
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assembles of neurons. The Hodgkin–Huxley (HH) model of the axon serves as the basis for the 
neurons modeled here—only the EBN and the OPN are based on a modified HH model. As 
elaborated later, this modification leads these neurons to fire automatically at high rates after 
release from inhibition, given minor stimulation. The HH model is developed to describe the 
membrane potential at the axon hillock caused by conductance changes (Enderle and Zhou, 2010). 
The circuit diagram of an unmyelinated portion of squid giant axon is illustrated in Fig. 2.4.4. 
According to this circuit model, the sodium and potassium conductances are configured in parallel 
with a capacitor and in series with a battery—Nernst potential for each ion channel. The node 
equation that expresses the membrane potential Vm as a function of stimulus current Im from the 
dendrite, and voltage-dependent conductances of the sodium and potassium channels is 
 
Figure 2.4.3. The EBN dendritic membrane potential across the different compartments. The membrane 
parameter values are: VTH= –60 mV, Cm= 0.45 µF, REQ= 3.1 kΩ, and Ra= 100 Ω. 
 
 38 
 
4 3
2 4( . )
( ) ( )
( )
K m K Na m Na
m l m
m m
l
g N V E g M H V E
V E dV
C I
R dt
 
where  
3 3
1
1
1
36 10 120 10
( ) ,
( ) ,
( ) ,
, .
N N
M M
H H
K Na
dN
N N
dt
dM
M M
dt
dH
H H
dt
g S g S
 
 
 
 
Figure 2.4.4. The circuit model of an unmyelinated portion of squid giant axon (Enderle and Zhou, 2010). 
The variable active gate resistances for Na
+
 and K
+
 are given by   and  , 
respectively. The passive gates are modeled by a leakage channel with resistance, Rl=3.33 kΩ. The 
battery is the Nernst potential for each ion: El = 49.4 V, ENa = 55 V, and EK = 72 V. 
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The coefficients in the above first-order system of differential equations are related exponentially 
to the membrane potential Vm, i.e.,    
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where the resting potential Vrp is –60 mV.  
The neural firing rate of all the bursting neurons has been adjusted to meet the peak firing rate 
requirement in Table 2.3.1. This adjustment intends for each neuron to contribute to the generation 
of the saccade by mimicking the required physiological properties (Enderle and Zhou, 2010). To this 
end, the right-hand side of the N, M, and H differential expressions in Eq. 2.4 is multiplied by 
appropriate coefficients to achieve the desired peak firing rates. For instance, the required 
coefficient for the EBN is 35,000; thereby it presents a peak firing rate at 1,000 Hz. 
It should be pointed out that the above equations of the basic HH model of the axon have been 
used for all the bursting neurons, except for the EBN and the OPN. For these latter neurons, the 
modified HH model is used to change the threshold voltage from –45 mV to –60 mV. Enderle and 
Zhou (2010) illustrated experiments in which this variation caused EBN to fire autonomously without 
the existence of any excitatory stimulus. From their description of the dominant effect of the sodium 
channel current on the changes in the threshold voltage at the beginning of the action potential, the 
threshold voltage in the EBN axon model is changed by modifying the M  equation to 
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The OPN axonal threshold voltage of firing has been adjusted following the same modification by 
the above equation. This alteration of the threshold voltage for the EBN and the OPN enables them 
to fire spontaneously without any significant depolarization from peripheral current stimuli. Table 
2.4.1 lists the firing threshold voltage and the coefficient required to adjust the peak firing rate for 
each bursting neuron. 
The axon transfers an action potential from the spike generator locus to the output end, the 
synapse. The transmission along the axon thus amounts to introducing a time delay, after which the 
action potential appears at the synapse. 
2.4.3 Synapse Model 
When the action potential appears at the synapse, packets of neurotransmitter are released. This is 
modeled by excitatory or inhibitory pulse train stimuli to stimulate the dendrite of the postsynaptic 
neuron more realistically. Current-based synapse models offer significant analytical convenience 
when describing how a postsynaptic current pulse is triggered by an action potential in very large 
SNNs (Wong et al., 2012). As these models disregard the voltage-dependent property of the 
postsynaptic currents, for the networks with both the interspike intervals and the burst onsets of the 
neurons uniformly distributed, they are preferred to the conductance-based synapse models. 
Following the concepts of the current-based synapse models, the amplitude and width of synaptic 
pulses are tweaked in simulation runs to provide the desired postsynaptic behavior in the 
interconnected neurons. The width is constrained by the two points at which the action potential 
crosses a constant level of the axonal potential. The synapse can be, in that sense, thought of as a 
voltage-to-frequency converter that releases a pulse train output. Figure 2.4.5 shows a number of 
action potentials and the synaptic current pulses of the EBN toward the end of the burst firing  
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interval. The time delay between each action potential and the corresponding current pulse is 
apparent.  
In addition to the transmission time delay along the axon, all chemical synapses introduce a 
small delay before the generation of postsynaptic potentials from an input excitatory or inhibitory 
pulse train. This delay accounts for the time required for the release of neurotransmitters and the 
time it takes for them to distribute through the synaptic cleft. This small synaptic delay was taken 
into effect by increasing the rise time constant of the subsequent postsynaptic dendritic 
compartments.  
 
Figure 2.4.5.  A train of action potentials and current pulses reflecting the synaptic transmission in the 
EBN. Each current pulse shows a time delay with respect to the corresponding action potential due to 
the transmission delay along the axon. 
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As indicated, the amplitude and width of synaptic current pulses for each neuron are uniquely 
chosen in order that the postsynaptic neurons exhibit the desired behavior. Table 2.4.1 includes 
such amplitude of the synaptic current pulses. This table summarizes all the differences (dendritic, 
axonal, and synaptic) among eight distinct neurons whose realization is important in the neural 
circuitry for time-optimal control of the saccade.  
2.5 Neural Stimulation of the Linear Homeomorphic Model of Muscle 
A neural controller is often defined to describe the relationship between the neuron firing rates and 
the eye orientation. A horizontal saccade can be driven by a pulse-slide-step controller (Zhou et al., 
2009). A rigorous mathematical representation of realistic physiological constraints showed that 
such controller has the capability to preserve the desired neural activities during saccades. The 
primary focus of the development of the saccade circuitry is to provide motoneuronal control 
signals, based on the sequence of burst firing indicated in Subsection 2.3.3, to the time-optimal 
Table 2.4.1.  Parametric realization of eight distinct neurons in terms of dendritic, axonal 
and synaptic functions in the proposed neural circuitry. 
Neuron 
Dendrite Axon 
Synapse 
Capacitor (µF)   
Resistor  
 (kΩ) 
 Firing       
 threshold  
 voltage  
 (mV) 
Coefficient 
Pulse 
amplitude 
(µA) 
LLBN
 
0.5 3.75 –45 18,000 20 
OPN
 
1.0  6.3 –60 1,800 45
 
EBN
 
0.45 3.1 –60 35,000 75
 
IBN 
 
0.35 4.5 –45 15,000 65
 
AN 
 0.35 5.5 –45 17,000 55
 
ON 0.45 4.0 –45 17,000 55
 TN  0.35 4.5 NA NA 10
 
IN 0.4 4.5 NA NA 10
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controller. 
Figure 2.5.1 illustrates the block diagram of the neural system that includes important neurons at 
the premotor and motor stages of the neural network, the time-optimal controller, and the 
oculomotor plant. The intent of the system is the time-optimal controller that has been proven to be 
adaptable to the physiological and anatomical limitations (Zhou et al., 2009; Enderle and Wolfe, 
1988; Harris and Wolpert, 2006; Bahill et al., 1980). 
 
 
Figure 2.5.1. A complete block diagram representation of the system of the interaction of motoneuronal 
stimulation signals and the time-optimal neural controller to drive the oculomotor plant in generation of an 
ipsilateral saccade.
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The time-optimal controller model is investigated to obtain the saccadic eye movement model 
solution that drives the eyeball to its destination for different saccades. As delineated in Section 1.4, 
the saccadic eye movement model solution is characterized by realization of the agonist (Eq. 1.10) 
and antagonist (Eq. 1.12) controller models, thereby providing the active-state tensions as inputs to 
a linear homeomorphic model of the oculomotor plant, as shown in Fig. 2.5.1.  
The agonist controller is a first-order pulse-slide-step neuronal controller that describes the 
agonist active-state tension as the low-pass filtered neural stimulation signal (Eqs. 1.2.29 and 
1.2.31). Under the time-optimal control strategy, the agonist pulse duration determines the saccade 
magnitude, and the agonist pulse magnitude governs the dynamics of the agonist controller, as 
depicted in Fig. 2.5.1. The neural stimulation signal is the firing rate of the ipsilateral AN and that of 
the contralateral ON. In contrast, the antagonist muscle is unstimulated by a pause during the 
saccade, and remains fixed by a step input to keep the eyeball at its destination. To serve this 
purpose, a first-order pause-step neuronal controller is defined (Eqs. 1.10 and 1.12).  
Ultimately, the inputs to the muscle model are the agonist active-state tension Fag and the 
antagonist active-state tension Fant, obtained from the above neural controllers (see Eq. 1.2.26 and 
Fig. 1.2.3). The analytical solutions for both Fag and Fant were yielded by Enderle and Zhou (2010), 
and different saccade characteristics were shown to be very well matched to the experimental data. 
The motoneuronal firing rates and active-state tensions are not estimated herein, eliminating the 
need for using any system identification technique. As such, no model parameters are involved 
other than the parameters of the investigated oculomotor plant for human (Table 1.5.1). The 
simulation specifications and results follow.  
2.6  Neural System Implementation  
Investigated here are three large saccades: 10°, 15° and 20°.  At the neural circuit level, each 
neuron consists of 14 dendrite compartments with membrane properties included in Table 2.4.1. 
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Determination of the rise time constant for each neuron‘s dendrite plays a vital role in the integration 
of current pulses at the synapse. The onset delay before the saccade, peak firing rate, and burst 
termination time for the different neuron populations are chosen according to Table 2.3.1. Analyses 
of the dendritic membrane potentials were performed with the NI Multisim circuit simulator, and the 
neural network was simulated in the MATLAB/Simulink environment. The modular programming 
and test of each individual neuron were achieved to constitute the Simulink model of the system of 
neurons at the highest level of the hierarchy. This implementation, in particular, intends to 
determine if all the timing requirements are achieved for each module. If a module has yet to satisfy 
its dynamical features at any stage of the implementation, it was modified and resimulated.  More 
specifications about this implementation follow. 
2.6.1 Simulink Programming 
A physiologically based model of the neuron is implemented herein by a program that simulates the 
underlying membrane differential equations. The main advantage of this implementation is that it 
offers memory efficiency in allocating the neural activity to each neuron. The information about the 
neural processing elements (merely the invoked file of parameters listed in Table 2.4.1) is stored for 
each neuron. The program is developed in modular structures, thus allowing for analyzing each 
module to verify whether or not it meets the desired dynamic performance. 
The first step to create the block diagram program of any system is to obtain its quantitative 
mathematical models. For the linear time-invariant dynamic systems, the input-output relationship 
can be derived in the form of transfer functions. Within the Simulink‘s block-oriented structure, the 
transfer function blocks can then be arranged into block diagrams, which are capable of showing 
the system interconnections graphically. Block diagram representation for a program structure can 
be implemented in the form of functional modules. In consequence, each module can be 
individually developed, tested and debugged. Finally, when all of the modules meet the desired 
dynamic performance, they can be linked together to form the main, functioning program of the top-
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level system. The ode23t solver with variable-step time resolution of the simulator is used to 
exercise the real-time operation of the neuron model. The program stop time is 210 ms.  
The modular structure of the main program of the neural network is presented in Fig. 2.6.1. This 
figure demonstrates the program for the block diagram representations of the neural network shown 
in Fig. 2.3.3. The program steps through execution of its modules in an orderly sequence such that 
a series of handshake events occurs, as presented in Section 2.3. The SC and FN modules thus 
have the highest order of execution, the LLBN the next highest, and so on down to the 
motoneurons. The time a module takes to execute the synaptic stimuli agrees with the timing 
properties of the burst firing listed in Table 2.3.1. A more detailed demonstration of the hierarchy of 
this program and its modules is not intended herein.   
2.6.2 Control Simulation Results 
Table 2.6.1 includes the duration of the burst (agonist pulse) for the three different saccades in this 
work. Notice that the latent period is not zero in the simulations. The saccades start at 120 ms, and 
they terminate solely after the duration of the burst under the time-optimal control strategy. The 
selection of the duration of the burst is in accord with the saccade duration-saccade magnitude 
characteristic of the main-sequence diagrams (Enderle and Zhou, 2010).  
Table 2.6.1.  Time-optimal control of saccade 
magnitude with duration of the burst firing. 
Saccade Magnitude 
(Degrees)  
 Agonist Pulse     
 Duration (ms) 
10
 
50 
15
 
56
 
20 65
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(A) 
 
 
Figure 2.6.1.  The top-level program of the saccade neural network. (A) From the FN and SC modules to the MLBN modules. 
IPSILATERAL
CONTRALATERAL
S C
F N
S C
F N
L L B N
L L B N
O P N
I B N
I B N
E B N
E B N
Transport Delay
Transport Delay
Input from ILLBN
Input from CLLBN
Output Current into the Dendrite  of Post-synaptic Neuron
SC Current
Input from Contralateral SC
Input from Contralateral FN
Output Current into the Dendrite  of Post-synaptic Neuron
Input from OPN
Input from LLBN
Input from Contralateral FN
Output Current into the Dendrite  of Post-synaptic Neuron
FN Current
Input from OPN
Input from Contralateral IBN
Input from Contralateral FN
Output Current into the Dendrite  of Post-synaptic Neuron
SC Current
Input from Ipsilateral SC
Input from Ipsilateral FN
Output Current into the Dendrite  of Post-synaptic Neuron
Input from OPN
Input from LLBN
Input from Ipsilateral FN
Output Current into the Dendrite  of Post-synaptic Neuron
FN Current
Input from OPN
Input from Ipsilateral IBN
Input from Ipsilateral FN
Output Current into the Dendrite  of Post-synaptic Neuron
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(B) 
 
 
Figure 2.6.1 (continued).  The top-level program of the saccade neural network. (B)  From the MLBN modules to the motoneuronal modules. 
IPSILATERAL
CONTRALATERAL
E B N
E B N
I B N
I B N
T N
T N
I N
I N
A N
O N
A N
O N
Input f rom Ipsilateral EBN
Input f rom Contralateral IBN
Output Current into the Dendrite  of  Post-sy naptic Neuron
Input f rom Contralateral Abducens
Input f rom Contralateral IN
Input f rom Ipsilateral IBN
Output Current into the Dendrite  of  Post-sy naptic Neuron
Input f rom Ipsilateral TN
Input f rom Ipsilateral IBN
Output Current into the Dendrite  of  Post-sy naptic Neuron
Input f rom OPN
Input f rom LLBN
Input f rom Contralateral FN
Output Current into the Dendrite  of  Post-sy naptic Neuron
Input f rom OPN
Input f rom Contralateral IBN
Input f rom Contralateral FN
Output Current into the Dendrite  of  Post-sy naptic Neuron Input f rom Ipsilateral EBN
Input f rom Ipsilateral IN
Input f rom Contralateral IBN
Output Current into the Dendrite  of  Post-sy naptic Neuron
Input f rom Contralateral EBN
Input f rom Ipsilateral IBN
Output Current into the Dendrite  of  Post-sy naptic Neuron
Input f rom Ipsilateral Abducens
Input f rom Ipsilateral IN
Input f rom Contralateral IBN
Output Current into the Dendrite  of  Post-sy naptic Neuron
Input f rom Contralateral TN
Input f rom Contralateral IBN
Output Current into the Dendrite  of  Post-sy naptic Neuron
Input f rom OPN
Input f rom LLBN
Input f rom Ipsilateral FN
Output Current into the Dendrite  of  Post-sy naptic Neuron
Input f rom OPN
Input f rom Ipsilateral IBN
Input f rom Ipsilateral FN
Output Current into the Dendrite  of  Post-sy naptic Neuron Input f rom Contralateral EBN
Input f rom Contralateral IN
Input f rom Ipsilateral IBN
Output Current into the Dendrite  of  Post-sy naptic Neuron
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For sample illustrations, the plots of dendritic membrane potential (first column), axonal 
membrane potential (second column), and synaptic current pulse train (third column) for the burst 
neurons and the IN in generation of the 10o saccade are shown in Fig. 2.6.2. Recall that the train of 
action potentials is converted to a train of the current pulses in the presynaptic terminal of the 
neuron to provide excitatory or inhibitory input to the succeeding neurons based on the neural 
connections in Fig. 2.2.1. This current pulse flows through the postsynaptic dendritic compartments 
of the latter neurons, thus providing the smooth postsynaptic potentials to prime the axonal 
compartment. It is evident that upon the increasing of the stimulus current pulse amplitude,the 
depolarization of the postsynaptic membrane intensifies.  
Duration of burst firing is set to evoke the desired saccades with pulse train synaptic stimuli 
slightly before the onset of ipsilateral or contralateral saccades (see Table 2.6.1). It is of interest to 
note that the burst onset and offset for each premotor neuron in Fig. 2.6.2 agrees with its place 
within saccadic circuitry‘s hierarchical processing order in generating the final motoneuronal 
signals. From the dendritic potentials in Fig. 2.6.2, it also appears that the synapse propagation 
raises different excitatory and inhibitory postsynaptic potentials in the dendritic compartments of 
each postsynaptic neuron. One can realize that, in view of the trajectory of changes in the 
membrane potential among the compartments, each postsynaptic neuron, in turn, can either 
become closer to firing an action potential chain, or inhibited from firing.  
It is worth noting that the ipsilateral LLBN membrane response is different from the rest, since it 
is stimulated by the contralateral SC current pulse, as shown in Fig. 2.3.2. Note that the EBN 
serves as the fundamental excitatory input for the analysis of the saccade controllers. When the 
ipsilateral EBN is weakly stimulated by the contralateral FN, it renders a special membrane property 
that tends to a high-frequency burst mechanism until inhibition from the contralateral IBN and the 
OPN. The burst firing trajectory of the ipsilateral EBN for saccades of all sizes is presented in Fig. 
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         (A)                                                                          (B)                                                                            (C) 
 
Figure 2.6.2. The dendritic membrane potential in mV (A), axonal membrane potential in mV (B), and the synaptic pulse current train in µA 
(C) of five neurons in a 10
o
 saccade neural controller. OPN (Top), ipsilateral LLBN, EBN, IBN, and IN are shown in order. Each neuron fires in 
harmony with the others in generating this saccade (saccade onset: 120 ms). 
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        (D)                                                                          (E)                                                                       (F) 
 
Figure 2.6.2 (continued).  The dendritic membrane potential in mV (D), axonal membrane potential in mV (E), and the synaptic pulse current 
train in µA (F) of five neurons in a 10
o
 saccade neural controller. Shown in consecutive rows are ipsilateral AN and ON, as well as 
contralateral IN, AN and ON.  
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2.6.3. It can be seen that this neuron starts burst firing at very high levels approximately 8 ms 
before the saccade starts (see Table 2.3.1). The onset of the second portion of the burst in all 
cases is 125 ms. The gradual decay in firing occurs in the interval from this instant until 
approximately 10 ms before the EBN stops firing. The mechanism for modeling this EBN decay in 
firing in the axon model is to reduce the firing rate linearly by modifying the channel equations, as 
mentioned previously. These exemplified trajectories are similar to those of the reference illustrated 
in Fig. 2.3.1B, and agree with observations of large saccades innervation properties by Fuchs et al., 
(1985). It is noteworthy that the only difference between the three saccades is the duration of the 
second portion of the burst, by the end of which the EBN drives the motoneurons to move each eye 
to its destination. 
The EBN makes excitatory synapses to the TN and AN. It is also noted that the IN firing rate 
follows that of the TN and is determined based on the current position of the eye before completion 
of the saccade. In this context, the agonist and antagonist active-state tensions during the periods  
 
 
 
 
 
 
 
 
 
 
Figure 2.6.3.  Firing trajectories of the ipsilateral EBN for the three saccades. The duration of the 
second portion of the burst is key in determining the saccade magnitude.  
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 of fixation are found as functions of eye position at steady-state (see Table 1.5.1).  Obviously, the 
burst-tonic firing activity of the ipsilateral AN and contralateral ON reflects the burst firing of the 
ipsilateral EBN and the tonic firing of the IN. 
Presented in Fig. 2.6.4 are the ipsilateral agonist and antagonist firing rates with their respective 
active-state tensions based on the agonist and antagonist controller models for the three saccades. 
It is of interest to note that the firing rate of each agonist neuron does not vary as a function of 
saccade magnitude in any scenario. This provides evidence that the proposed time-optimal 
controller is well capable of mimicking the physiological properties of the saccade by merely 
changing the duration of the agonist burst. The obtained agonist-antagonist firing patterns fairly well 
match those of the estimated patterns, using the system identification approach (Enderle and Zhou, 
2010). In particular, the firing trajectory of the neural input to the agonist controller approximates the 
burst-tonic data during the pulse and slide phases accurately.  
The ipsilateral control simulation results of eye position for the three different saccades under the 
time-optimal control strategy are demonstrated in Fig. 2.6.5. The parametric saccadic oculomotor 
plant for human has been used (see Table 1.5.1). From the saccade velocity profile, the peak 
velocity is found 223 os-1 for the 10° saccade, 277 os-1 for the 15° saccade, and 322 os-1 for the 20° 
saccade. It is noteworthy that the investigated oculomotor plant does not considerably influence the 
main-sequence diagrams, as envisioned by Zhou et al., 2009.    
Comparison of the obtained saccade characteristics with the analytical solutions by Enderle and 
Zhou (2010) demonstrates remarkable consistency. It is noted, however, that even for the saccades 
of the same magnitude, there could be recognizable differences in the latent period, time to peak 
velocity, peak velocity, and peak acceleration. Hence, it is known that saccades of the same 
magnitude usually exhibit different trajectories. It proves fundamental, nonetheless, that the time- 
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Figure 2.6.4. The ipsilateral neural stimulation signals for the agonist and antagonist neural control inputs 
(dashed), and the corresponding active-state tensions (solid) plotted on the same graph. (Top) 10
o
 saccade, 
(Middle) 15
o
 saccade, and (Bottom) 20
o
 saccade. The agonist and antagonist controller models provide the 
active-state tensions to the linear homeomorphic model of the oculomotor plant.  
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optimal controller fairly well accommodates this variability. The entire eye movement trajectories 
(position, velocity and acceleration) on the contralateral side were in close agreement with their 
corresponding ipsilateral signals for all of the conjugate saccades. From these results, it follows that 
the agonist burst duration uniquely controls the binocular saccade magnitude under the time-
optimal control strategy. The burst duration is found to be correlated to the MLBN duration of burst 
firing from the extracellular single-unit recordings (Sparks et al., 1976).  
As evident by different firing rate trajectories for the EBN, this neuron has characteristics that are 
tightly coupled to the saccade. For the three saccades examined herein, the initial duration of the 
EBN firing remained constant among them. However, the duration of the second portion of the burst 
discharge (gradual drop) varied among them based on the entire duration of the burst firing in Table 
2.6.1. As indicated in Table 2.3.1, the EBN firing lags behind the saccade by 6–8 ms, whereas the 
AN starts burst firing 5 ms before the saccade. Finding the dendrite parameters for both of these 
neurons in meeting the required onset time delay was tedious. Moreover, the AN peak firing rate at 
the beginning of the pulse period showed dependency on the EBN peak firing rate, necessitating 
the use of corresponding coefficients to change the initial firing rate of the basic HH model (see 
Table 2.4.1). 
Implementing the OPN dendrite and synapse models in order that this neuron stops inhibiting the 
EBN about 10 ms before the saccade, and resumes its inhibition almost when the saccade ends, 
was subject to numerous parameter tunings. Without this coordination in timing of the burst firing in 
the EBN, this neuron can show the rebound burst firing activity. This rebound burst, in turn, causes 
the saccade to deviate from the normal characteristics, as explored later in more detail. It was also 
essential that the end of the IBN inhibition of the antagonist motoneurons coincides with the 
resumption of tonic firing in them such that no deviation from the normal saccade is present. 
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    (A)     (B)     (C) 
   
   
   
 
Figure 2.6.5. The ipsilateral control simulation results (position, velocity and acceleration) for saccades 
generated by the proposed first-order time-optimal neural saccade controller used in a third-order linear 
muscle model. (A) 10
o
 saccade, (B) 15
o
 saccade, and (C) 20
o
 saccade. Note that the saccade onset is 120 
ms for all cases, but the end of each saccade differs from the others.    
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Coubard (2013) reviewed different lines of controversy on research between the proponents of 
binocular coordination of eyes versus those of monocular coordination during combined saccade-
vergence eye movements. It is suggested that, in order to fully respond to target displacements in 
all feasible depths and directions, saccade-vergence commands can be simultaneously processed 
by both eyes, as well as received individually in monocular fashion, especially in view of the 
neurophysiological manifestations. The treatment to modeling the pure saccades on the basis of the 
local feedback model (Zee et al., 1992) has been the focus of attention. In this model, a conjugate 
saccadic velocity command, derived from the saccade burst neuron model, is modulated through 
local filters to provide the oculomotor motoneurons with the pulse, slide and step of innervation.  In 
generation of an ipsilateral saccade, the pulse force of the premotor neurons is attributed to the 
burst discharge within the PPRF, whereas their step force is related to the burst discharge in the 
bilateral nucleus prepositus hypoglossi and in the medial vestibular nucleus (Scudder et al., 2002). 
The OPNs tonically inhibit the premotor neurons as early as the saccade terminates. The premotor 
commands finally flow through the ANs that innervate the ipsilateral lateral rectus muscle, when the 
same innervation is exerted to the contralateral medial rectus muscle by intervention from the 
abducens internuclear neurons.  
A brainstem saccadic circuitry, corroborated by several contributions of local field potentials 
(LFPs) to the dynamics of neuronal synaptic activity between three neural populations in generating 
horizontal and vertical saccades in two rhesus monkeys, was introduced (Van Horn et al., 2010). 
The extracellular recordings, including spike trains and LFPs, were taken from the saccadic burst 
neurons (SBNs) in the PPRF at the premotor level, the OPNs in the nucleus raphe interpositus, and 
the motoneurons at the motor level. The stimulus reconstruction technique was used to measure 
the accuracy of spike trains and LFPs in reconstructing eye velocity from the data—including 40 
saccades for each neuron. The corresponding coding fraction metrics revealed that LFPs from each 
neuron encode the eye velocity in both the ipsilateral and contralateral directions. In addition, LFP 
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response amplitude of SBNs was described as a function of saccade direction (in 400 saccades) by 
fitting Gaussian curves to data (see Fig. 8B in Van Horn et al.), indicating that the SBN LFPs can be 
fine-tuned over all the directed saccades. Dynamic analysis of hyperpolarizing LFPs revealed that 
the encoded velocity signals relate to the inhibitory drives to motoneurons (during contralateral 
saccades) and to OPNs (during all saccades).  
While the midbrain coordination mechanism in generating saccades has been qualitatively 
studied (Coubard, 2013, Walton et al., 2005, Enderle, 1994), a complete neural circuitry that 
includes both the premotor and motor neurons in quantifying the final motoneuronal command to 
eye muscles has not yet been developed. The utility of SNNs to the biophysical modeling of 
interconnected neurons (Ghosh-Dastidar & Adeli, 2007 and 2009, Mohemmed et al., 2012) 
elucidates broad principles to modeling at higher structural scales, such as the circuit (Rosselló et 
al., 2009, Enderle and Zhou, 2010) and the systems levels (Ramanathan et al., 2012). Neural 
control of three large saccades was investigated in this chapter. A parallel-distributed and 
hierarchical neural network model of the midbrain was first presented. To develop the quantitative 
computational models that establish the basis for this functional neural network model, the saccade 
burst generator dynamics were described. A neural circuit model was later demonstrated and 
parameterized to match the firing characteristics of eight neuron populations at both the premotor 
and motor stages of the neural network. Despite the complexity of the saccade generator in a large-
scale SNN, the neural modeling approach led to address the challenges involved in the 
implementation of the midbrain pathways due to the heavy storage and computational require-
ements.  
A time-optimal neuronal controller for human saccadic eye movements was first proposed based 
on experimental data analysis (Clark and Stark, 1975). Exactly how there is a one-to-one 
relationship between the firing rate in agonist neurons and the saccade magnitude is a matter of 
controversy in the literature. For reference, firing rate-saccade amplitude dependent controllers 
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were proposed (Gancarz and Grossberg, 1998, Scudder, 1988). These studies lacked the use of a 
homeomorphic oculomotor plant, and none of the investigated controllers thereof offered the 
feasibility of a time-optimal control strategy. The first-order time-optimal controller, introduced in 
Section 1.4, is used herein, which includes the activation and deactivation time constants in agonist 
and antagonist controller models. This controller has been proven to agree with the experimental 
findings (Enderle and Wolfe, 1988, Clark and Stark, 1975). The set of agonist-antagonist controllers 
of the oculomotor plant supports the time-optimal control theory in that the motoneurons‘ firing rate 
does not determine saccade magnitude. It is noteworthy that the duration of agonist burst discharge 
solely determines the saccade magnitude based on Fig. 2.6.4. In view of this, the dependence of 
the three large saccades on the agonist pulse duration is found to be well presented by the time-
optimal controller. 
The control simulation results in Fig. 2.6.5 substantiate the time-optimal controller due to the 
close congruence between them and the analytical solutions of saccade characteristics (Enderle 
and Zhou, 2010). Specifically, the saccade duration-saccade magnitude characteristic corroborates 
the simulation results. These observations give rise to the accuracy of the membrane parameters in 
the modeling of each neuron, listed in Table 2.4.1. The proposed saccadic circuitry herein is a 
complete model of saccade generation since it not only includes the neural circuits at both the 
premotor and motor stages of the saccade generator, but it also uses a time-optimal controller to 
stimulate the oculomotor rectus muscles. 
2.7 Glissades as one of the Deficiencies in the Oculomotor Control 
Mechanism 
Glissades are known as one of the post-saccade phenomena that cause short, flimsy transitions 
toward the end of a saccade. Experimental saccadic data were gathered from three human subjects 
exhibiting both normal saccades and dynamic overshoots or glissades. The analytical solutions of 
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position and velocity characteristics using the parameter estimates for all the glissades matched 
that of the experimental data (Enderle and Wolfe, 1988; Enderle and Zhou, 2010).  
To date, quite a few studies have examined the effects of deficiencies in the oculomotor control 
mechanism, especially in saccades, vergence, or accommodative eye movements. The 
visualization of concussive forces within the core brain structures of patients with diffuse traumatic 
brain injury (DTBI) revealed the presence of focal sheer stresses at control areas of the basal 
ganglia, corpus callosum and midbrain (Tyler, 2013). An analysis of abnormalities in dynamics of 
vergence eye movements observed from 16 DTBI patients led to classification of them to weak, 
slow, and noisy trajectories, contingent on the extent of deviation from the steady-state normal 
amplitude. Ciuffreda et al. reported on a number of different oculomotor version dysfunctions, 
including saccadic and pursuit deficits, saccadic intrusions, and nystagmus, diagnosed in 82 TBI 
patients (2007). The most frequent type of dysfunction was saccadic deficits in 62 patients (see 
Table 6 in Ciuffreda et al.).  
The occurrence of glissades in saccades, recorded from a pool of participants reading text 
images and from a scene perception experiment, has been detected 47.8% and 59.1%, 
respectively (Nyström and Holmqvist, 2010). A data-driven algorithm using an adaptive velocity 
threshold is developed for glissade detection under the defined low-velocity and high-velocity 
constraints. The glissadic duration in this study was found to range from 10 ms to 35 ms.  This 
investigation allowed for analyzing the glissades as a distinctive type of eye movements. Larsson et 
al. takes a new systematic approach to delineation of physiological and mathematical properties of 
postsaccadic oscillations (PSO) when dealing with dynamic scenes from an experiential database 
(2013).  An all-pole system function served as the basis in order to detect the PSO and assess the 
classification performance thereof. The classification sensitivity criterion of their proposed algorithm 
outperformed that of Nyström and Holmqvist (2010) in detection of PSO. Three propositions 
regarding the modeling and event detection of PSO in this study that provide motivation for future 
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research are: 1) the PSO can be present in the saccades, 2) it can be categorized as a unique eye 
movement, and 3) it can be neglected by replacing it with a simplified first-order all-pole model.  
Similarly to saccades, sequential burst activities in the neural sites of midbrain enact to the 
generation of glissades (Enderle, 2002; Endelre and Zhou, 2010; Ling et al., 2007; Kapoula et al., 
1986). The glissades span the peak velocity versus magnitude trajectory of the main-sequence 
diagrams observed from the normal saccades (Endelre and Zhou, 2010, Nyström and Holmqvist, 
2010). The rest of this chapter describes the glissade dynamics important in its neurosensory 
control, in general, and the utilized neural modeling approach, in particular.  
2.8  Glissade Dynamics  
Glissades and dynamic overshoot saccades are generated by the antagonist post-inhibitory 
rebound burst (PIRB) activity, and in turn, cause a reverse (second) peak velocity. The study of 
PIRB firing activity is motivated and corroborated by the findings of many investigators. For 
reference, Jahnsen and Llinás (1984) explained the rebound burst activities within thalamic neurons 
subsequent to very pronounced hyperpolarizations. Pulse-step mismatch rationalized the presence 
of post-saccade behavior (Quaia and Optican, 1998 and 2003). Enderle and Zhou (2010) described 
the PIRB as a spontaneous, high neural firing at the first 10 ms of EBN activity, with low intensity 
stimulation. The firing trajectory in the PIRB begins with a rapid rise to a peak firing rate, and 
gradually descends to a lower steady-state firing rate approximately10 ms past the onset. The low 
membrane threshold voltage of the EBN axon hillock is speculated as the biophysical cause in 
triggering this firing activity. The induced antagonist PIRB activity proved to be the superior 
hypothesis over the alternative of adjustment of the antagonist duration of burst after coming off the 
inhibition in generating the dynamic overshoots or glissades in humans. The collected data from 
three human subjects evidenced that there are more samples of glissades than the normal 
saccades or with dynamic overshoots.  
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2.8.1 Analysis and Characteristics  
The position and velocity trajectory for a 10° glissade are presented in Fig. 2.8.1. As illustrated, 
there are two peak velocities characterizing such a saccade. Enderle and Zhou (2010) determined 
the first peak velocity sensitivity on the agonist muscle parameters, namely agonist pulse 
magnitude and duration, and agonist activation time constant. From the established observations, 
the judicious selection of these parameters led the estimated first peak velocity to match the 
experimental data. The first peak velocity was found to be mainly dependent upon agonist pulse 
magnitude, rather than other agonist parameters variations. Glissades and dynamic overshoot 
saccades—contrary to the normal saccades—show a second peak velocity. Enderle (2002) 
described that this second peak velocity is attributed to the antagonist PIRB firing, a characteristic 
present in the post-saccade phenomena. The dependency of the second peak velocity on the 
antagonist muscle parameters, i.e., antagonist rebound burst magnitude and antagonist activation 
time constant, was analyzed (Enderle and Zhou, 2010). The adjustment of these parameters for the 
purpose of providing desired antagonist dynamics showed that the rebound burst magnitude is the 
key parameter that determines the second peak velocity.  
As shown in Fig. 2.8.1, the glissade starts when the velocity rises from 0 os-1 toward the first 
peak velocity, and terminates a few milliseconds after the appearance of the second peak velocity. 
The overshoot during the glissades returns to the steady-state level in a gradual manner.  Hence, 
the second peak velocity is smaller in the glissades than that of the dynamic overshoot saccades. 
Another disparity between the glissades and dynamic overshoot saccades is that the antagonist 
rebound burst magnitude is smaller in the glissades than in the dynamic overshoot saccades. 
2.8.2 Neural Controller with PIRB   
As with the saccade burst generator, the neuroanatomical connectivity structure in Fig. 2.2.1 
provides a neural, glissadic pathway at both the premotor and motor levels in eliciting the final  
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Figure 2.8.1. Position and velocity trajectories for a typical glissade. The overshoot prior to the 
settlement at steady-state is magnified. The PIRB activity starts at approximately 160 ms. Evidently, this 
activity induces a second peak velocity. 
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motoneuronal command to eye muscles. In view of the neural network dynamics that needs to be 
treated in the case of spiking neurons, the sequence of neural firing, outlined in Subsection 2.3.3, 
needs to be executed. The antagonist PIRB is stimulated primarily by the rebound burst activity of 
the EBN on the contralateral side of the neural network. The stimulation of the contralateral EBN 
itself originates from the ipsilateral FN. 
In order to provoke this rebound burst activity in the sequence of neural firing, one modification 
should be made in the seventh step: the resumption of tonic firing and PIRB activity in the 
contralateral AN should not occur until soon after the ipsilateral IBN stops firing. The PIRB lasts as 
long as the ipsilateral FN continues to burst and spread.  
The general applicability of SNNs to the biophysical modeling of interconnected neurons 
provides efficiency at large scale simulation of spiking neurons. This perspective forms the basis for 
modeling at different structural scales, such as the circuit and the systems levels, as discussed 
earlier in this chapter. The glissade-induced spiking activities at the premotor level are examined 
with an HH model for the bursting neurons, and with a modified FHN model for the tonic spiking 
neurons (Faghih et al., 2012). Consequently, the neural circuitry introduced in Section 2.4 is used to 
capture the neural modeling at the circuit level. The membrane parameters are as provided in Table 
2.4.1. The circuit model of the neural system for the glissade controller is initially stimulated in the 
region representing the SC, propagates through the necessary pathways, and ultimately yields an 
output at the nodes representing the medial and lateral rectus eye muscles. To innervate these 
muscles by the oculomotor neural activity, rapprochement from a first-order time-optimal neural 
controller is required (see Sections 1.2 and 1.9). Recall that the activation time constant for the brief 
PIRB is included in the antagonist neural controller described in Eq. 1.14. Shown in Fig. 2.8.2 are 
the antagonist neural input and the active-state tension related to a 10o glissade. The PIRB activity 
starts from T3 and continues until T4, with the activation time constant of t a c in the neural controller 
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during the PIRB interval, and the deactivation time constant t d e both before, and subsequent to, 
the PIRB interval.   
2.8.3  Comparison of Glissades to Normal Saccades  
The presentation of control simulation results of three large glissades: 10°, 15° and 20°, 
incorporating the neural network controller in a third-order linear homeomorphic muscle model in 
humans, follows.  As elaborated in Section 1.4, the time-optimal neural controller is well suited to 
the examination of normal saccades or those exhibiting dynamic/glissadic overshoots. As 
demonstrated by the estimation of neural controller parameters for small and large saccades 
(Enderle and Zhou, 2010), the agonist and antagonist activation time constants are of vital 
importance in characterizing the dynamics of saccades and glissades. The estimated activation and 
 
Figure 2.8.2. Antagonist active-state tension (solid) and neural input (dashed) from the contralateral AN for 
a sample glissade. The PIRB starts at approximately 160 ms and lasts for 10 ms. 
PIRB Interval 
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deactivation time constants (Enderle and Zhou, 2010), and the oculomotor plant parameters for 
human in Table 1.5.1, are exploited. As with the normal saccades, the onset delay before glissade, 
peak firing rate, and burst termination time for the neural populations, are determined according to 
Table 2.3.1.  Each glissade starts at 120 ms. Table 2.8.1 indicates the agonist burst duration and 
the antagonist PIRB duration for all the glissades. The selection of the duration of the agonist burst 
is congruent with Fig. 1.5.1 of these parameter estimates, and the duration of the antagonist PIRB 
conforms with Fig. 1.5.2 of the duration estimates for large glissades.  
Figure 2.8.3 presents the trajectories of dendritic membrane potential, axonal membrane 
potential and synaptic current pulse train for the LLBN, EBN and AN on both sides of the neural 
network for a 10° glissade. From the comparison of each trajectory on the ipsilateral side to the 
contralateral side, it follows that the PIRB activity on the contralateral side is the source of binocular 
coordination error in the glissades. The brief excitation of the contralateral EBN from the ipsilateral 
FN leads this neuron to burst at high rates after being released from inhibition by the ipsilateral IBN. 
The burst  trajectory due to the PIRB becomes evident with a rapid rise to a peak firing rate, and 
gradually descends to a lower steady-state firing rate approximately10 ms past the onset. When 
compared to the normal saccades, the induced PIRB firing in the contralateral AN influences the 
return to a tonic firing rate at steady-state. The timing onset and duration of this PIRB firing in the 
sequence of neural synaptic connections in Fig. 2.3.3 necessitated several parameter tunings on 
the circuitry. It is noteworthy that the delay in synaptic flow for each neuron type agreed with its 
place within the neural network‘s hierarchical order at both premotor and motor levels. 
The ipsilateral agonist and antagonist burst-tonic firing rates and their corresponding active-state 
tensions for all the glissades are illustrated in Fig. 2.8.4. Recall that the active-state tensions are 
low-pass filtered neuronal firing rates based on Eqs. 1.10 and 1.12.   
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           (A)                                      (B)                           (C) 
  
 
Figure 2.8.3. The dendritic membrane potential in mV (A), axonal membrane potential in mV (B), and  the synaptic pulse current train in µA (C) 
of neurons in a 10
o
 glissade neural controller. Ipsilateral LLBN, EBN and AN are shown in order. The PIRB activity starts by the stimulation of 
the contralateral LLBN and EBN for approximately 10 ms (glissade onset: 120 ms). 
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          (D)                           (E)                              (F) 
 
Figure 2.8.3 (continued). The dendritic membrane potential in mV (D), axonal membrane potential in mV (E), and  the synaptic pulse current 
train in µA (F) of the contralateral LLBN, EBN and AN in a 10
o
 glissade neural controller. Note the differences between the membrane behavior 
of each neuron on the ipsilateral side and on the contralateral side.  
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Figure 2.8.4. The ipsilateral neural stimulation signals for the agonist and antagonist neural control inputs 
(dashed), and the corresponding active-state tensions (solid) plotted on the same graph. (Top) 10
o
 glissade, 
(Middle) 15
o
 glissade, and (Bottom) 20
o
 glissade. The antagonist controller model accommodates the PIRB 
activity in the antagonist motoneuron. The agonist and antagonist activation time constants have a key impact 
on glissade dynamics. 
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It is noted that the ipsilateral agonist firing rate does not depend on the glissade magnitude, 
and the duration of the agonist burst solely determines such magnitude based on the 
physiological constraints. This observation supports the time-optimal control strategy of the 
oculomotor plant during the large glissades. Moreover, the presented neural stimulation signals 
are consistent with those provided by the parameter estimates (analytical approach) from the 
system identification technique (Enderle and Zhou, 2010). It was found that the agonist 
activation time constant ascertains the agonist pulse magnitude and, in turn, the first peak 
velocity. Table 2.8.1 includes the agonist pulse duration and magnitude from the results in Fig. 
2.8.4. The antagonist controller model parameters contribute significantly to the dynamics of the 
PIRB. The assertion is that the PIRB magnitude is the key parameter that determines the 
second peak velocity in glissades. Listed in Table 2.8.1 are the PIRB duration and magnitude 
from the demonstrations in Fig. 2.8.4.  These properties are consistent with the parameter 
estimates of the PIRB magnitude and duration in the antagonist motoneuron for large glissades 
provided in Fig. 1.5.2.   
The precise dynamics of glissade trajectory is governed by the set of agonist-antagonist 
controller models, as emphasized previously. The final motoneuronal active-state tensions drive  
 
 
 
 
 
 
 
 
Table 2.8.1.  The agonist and antagonist controller models characterized by the 
pulse magnitude and duration. The PIRB is exemplified in generating three 
different glissades. 
Glissade 
Magnitude 
(Degrees)  
Agonist Burst 
Duration (ms) 
Agonist Pulse 
Magnitude (N) 
Antagonist 
PIRB 
Duration 
(ms) 
Antagonist 
PIRB 
Magnitude (N) 
10
 
50
 
1.39 10 0.24 
15
 
56
 
1.57 10 0.26 
20 65
 
1.75 10 0.27 
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the third-order linear homeomorphic model of the oculomotor plant. Figure 2.8.5 shows the 
control simulation results of the movement trajectory for the three glissades and their 
corresponding normal saccades, depicted in Fig. 2.6.5. From the comparison of these 
trajectories, the distinction between the normal saccades and glissades is apparent due to the 
PIRB activity in the latter. It is obvious that the discrepancy between the movement trajectories 
is minimized for the 10° magnitude and increases as the magnitude rises. With the advent of the 
PIRB activity in the contralateral AN, it is evident that the rectus muscles move the eyeball to 
steady-state position slower than with the normal saccades. It is interesting, however, that the 
antagonist neural controller accommodates this variation in the movement trajectory caused by 
the PIRB. From the velocity profiles of the glissades examined herein, it was gathered that the 
PIRB elicited a second peak velocity. Comparison of the simulation results herein with the 
model prediction results by Enderle and Zhou (2010) demonstrated excellent agreement. In 
either case, the PIRB behavior is well represented by the antagonist neural controller model. In 
addition, the duration of the agonist burst has the dominant effect on achieving the desired 
saccade/glissade magnitude consistent with physiological constraints. Analogous to the 
saccade neural system, the glissade neural system is a complete system since it not only 
includes the premotor burst generator, but it also uses a time-optimal controller to yield the 
desired glissade magnitude.  
Many patients diagnosed with DTBI have revealed eye movement trajectories with losses of 
binocular coordination as evidenced by the notable deviations in saccades (Tyler, 2013). It is 
highlighted that existing clinical brain-imaging protocols do not offer a reliable framework by 
which to detect the damage to the core brain structures in DTBI. The continuing research effort 
in the subsumed neurology field has been motivated by the need to discern the physiological 
limitations of binocular eye movements, and the proper pharmacological and visual therapies for 
deficits thereof. As an analysis of the presence of a saccade oculomotor abnormality, the  
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                                              (A) 
 
 
 
  (B)              (C) 
  
 
 
Figure 2.8.5. The ipsilateral control simulation results for the eyes undergoing a normal saccade (dotted) 
and a glissade (solid). (A) 10
o
 displacement, (B) 15
o
 displacement, and (C) 20
o
 displacement. The 
movement trajectory of glissades deviates notably from that of normal saccades immediately after the PIRB 
onset in the contralateral AN.  
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dependency of the PIRB magnitude and the duration on the saccade magnitude was 
determined for a broad variety of the small and large saccades with overshoots (Enderle and 
Zhou, 2010). 
Thiagarajan et al. reviewed the latest clinical observations and laboratory investigations of a 
variety of static and dynamic vergence dysfunctions in mild TBI (2011). The statistical tests on 
the mean values of 14 static parameters indicated that there are considerable differences in five 
parameters between the mild TBI patients and a group of visually normal individuals. As a 
neurological implication of this study, the pulse component of a time-optimal controller is the 
cause of the vergence oculomotor abnormality within the symmetric vergences (convergence 
and divergence) in mild TBI. Multiple impacts to the helmet shell and facemask of 25 concussed 
NFL players caused changes in biomechanical parameters, and were explored and analyzed 
(Viano et al., 2007). The demonstration of principal strain in the midbrain for five concussed 
players indicated the occurrence of the maximum strains in it, as a response to variations in the 
head kinematics after collision (see Fig. 2 in Viano et al.). Clinical examinations of the two group 
of patients diagnosed with TBI—one from the Palo Alto Polytrauma Rehabilitation Center (PRC) 
and the other from the Polytrauma Network Site (PNS)—revealed notable binocular vision 
dysfunctions (Cockerham et al., 2009). Among the visual complaints was the ―pursuit/saccade 
insufficiency‖ reported to be in 29% of cases in the PRC group and in 23% of cases in the PNS 
group.  
The comparison of glissades with normal saccades herein confirms the fact that glissades 
are observed because of deficits in saccade neuronal programming.  The theory was that the 
deficits are manifested due to an unplanned PIRB firing in the antagonist motoneurons as a 
source of coordination error in returning to tonic firing rates.  The mathematical and 
computational neural modeling of anomalies in the dynamics of the saccades is insightful 
because it has the potential of diagnosing neurological disorders such as traumatic brain injury.  
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Chapter 3 
A Physiological Neural Circuit for Time-Optimal Control of a Muscle 
Fiber Oculomotor Plant in Monkey Saccades  
 
3.1  Introduction 
As explained in the previous chapter, the saccade neural network requires involvement of a 
series of neurons designed to mimic the behavior of actual neuronal populations in the 
horizontal saccade controller. A generic neuron model is therefore desired to approximate the 
saccade-related neural activity, thus reflecting the physiology linked to the dendrite, cell body, 
axon, and presynaptic terminal of each neuron. To encompass all of the desired neural 
behaviors for the other neurons, several modifications to the generic neuron model seem 
necessary that directly impact its firing rate trajectory (Enderle and Zhou, 2010; Zhou and 
coworkers, 2009; Enderle, 2002). 
Considerable research has been concerned with the application of spiking neural networks 
(SNNs) to the implementation of the midbrain neurons. A brainstem saccadic circuitry, 
corroborated by several contributions of local field potentials (LFPs) to the dynamics of neuronal 
synaptic activity between three neural populations in generating horizontal and vertical 
saccades in two rhesus monkeys, was introduced by Van Horn et al. (2010). The extracellular 
recordings, including spike trains and LFPs, were taken from the saccadic burst neurons (SBNs) 
in the paramedian pontine reticular formation (PPRF) at the premotor level, the omnipause 
neurons in the nucleus raphe interpositus, and the motoneurons at the motor level. It was 
concluded that LFPs from each neuron encode the eye velocity in both the ipsilateral and 
contralateral directions. In addition, LFP response amplitude of the SBNs was described as a 
function of saccade direction (in 400 saccades) by fitting Gaussian curves to data, indicating 
that the SBN LFPs can be fine-tuned over all the directed saccades. A neural system comprised 
of a persistent firing sensory neuron, a habituating synapse, and a motoneuron was developed 
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to illustrate the spike-timing dependency of the working memory (Ramanathan et al., 2012). 
These studies demonstrate that an SNN is well suited to evoke the properties of the firing 
patterns of the premotor neurons during the pulse and slide phases of a saccade. However, 
none of the studies have presented a demonstration of the neural circuits reproducing 
electrophysiological responses at both premotor and motor levels. To encompass all of the 
desired neural behaviors, a neural circuitry is used to match the firing rate trajectory of the 
premotor neurons (Enderle and Zhou, 2010).                                                                                           
As elaborated in Chapter 1, the muscle fiber model (MFM) improves the oculomotor plant 
model by using several configurations of muscle fibers in series or parallel to drive the eyes to 
their destination. In other words, it elevates the whole muscle model by Enderle and coworkers 
(1991) to the level of muscle fiber model by calculating the viscosities and elasticities of the 
latter model in terms of the parameter values in the former model. As demonstrated, increasing 
the number of muscle fibers results in a closer saccadic agreement between the two muscle 
models (Enderle and Sierra, 2013). It is indicated that the muscle fiber model substantiates the 
fact that the number of motoneurons firing has the highest influence in the accuracy of saccade 
controller, contradictory to the control strategy of adjusting the firing rates among the whole 
neurons. Investigation of muscle fiber model is advantageous because it allows for recognizing 
the effects of the firing of individual neurons, as well as the number of active neurons firing 
maximally, in controlling the saccades. This investigation also provides an optimum fit for the 
agonist and antagonist neural controllers to match the experimental data for the small saccades. 
In this chapter, the focus is on neural control of monkey saccades. The description of the 
neural network model and the necessary neurodynamics in the midbrain is a summary of their 
complete presentation in the previous chapter. As with humans, the saccadic circuitry 
characterized in Table 2.4.1 is used. It is intended, however, to mention the differences between 
physiological plausibility of the saccadic circuitry in humans and that in monkeys. For this 
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purpose, the time-optimal control strategy in monkeys, which is adaptive to the muscle fiber 
oculomotor plant physiological constraints, is of prime significance. Finally, the motoneuronal 
control signals drive a time-optimal controller that stimulates the muscle fiber oculomotor plant. 
For a demonstration of the performance responses of the human and monkey saccadic 
systems, a graphical user interface (GUI) is presented in the end.  
3.2 Neural Network and Modeling 
Saccades are generated through a parallel-distributed neural network, as shown in Fig. 2.2.1. In 
the context of the neuroanatomical connectivity structure therein, the saccade neural network 
includes neural populations to imitate the behavior of actual neuronal populations in the 
initiation, control, and termination of the saccadic burst generator. The polysynaptic features of 
such neural populations are described in Section 2.2.  
The saccade generator investigated in this work is built upon the existing research (Enderle, 
1994 and 2002, Zhou et al., 2009, Enderle and Zhou, 2010, Enderle and Engelken, 1995, 
Enderle and Bronzino, 2011). Monkey saccades are categorized into two different modes of 
operation: small (≤8o) and large (above 8o), as stated in Section 1.5. The differentiation between 
these two modes has been governed by the fact that when the saccade size increases, more 
active neurons are firing synchronously to form the agonist neural input for small saccades. For 
large saccades, however, the number of active neurons firing maximally remains unchanged, 
consistent with the time-optimal controller described by Enderle and Wolfe (1987). The model is 
first-order time-optimal, that is, it does not depend on the firing rate of the neurons to determine 
the saccade magnitude. Table 2.3.1 includes the activities in initiation, control, and termination 
of the burst firing through the neural network, generating a saccade in the right eye. Note that 
the motoneuronal tonic firing response is governed by the ipsilateral IN activity under the tonic 
firing operation mode (Faghih et al., 2012). 
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3.2.1 Dynamics of Burst Discharge in Neural Control of Saccades 
The firing rate trajectories of a medium lead burst neuron from monkey data for saccades of 4o, 
8o, 12o, 16o, and 20o are provided (Enderle and Sierra, 2013). It is explained that such 
trajectories are in agreement with the data published in the literature (Robinson, 1981). This 
illustration of the trajectories in Fig. 3.2.1 here aids in comprehending the foundations of the 
first-order time-optimal neural controller. The entire active agonist neurons fire maximally during 
the pulse interval of the saccade. For small saccades, the controller is constrained by a required 
minimum duration of the agonist pulse. Knowing this, the saccade magnitude depends on the 
number of active neurons, firing maximally, in accord with the physiological evidence. Note that  
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2.1. The firing rate trajectories for a medium lead burst neuron for saccades of 4
o
, 8
o
, 12
o
, 16
o
 
and 20
o 
(Enderle and Sierra, 2013). 
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the number of active neurons is the only parameter that varies in the MFM among different 
saccades in an adaptive control strategy of the oculomotor plant. This variation explains the 
difference raised between the time-optimal control in humans against that in monkeys. For the 
large saccades, the duration of the agonist pulse is the dominant factor that determines the 
saccade magnitude according to the main-sequence diagrams (Enderle and Zhou, 2010). Such 
duration varies noticeably among the large saccades shown in Fig. 3.2.1. The FN in the 
cerebellum records the duration of the agonist pulse and the number of active neurons in 
arranging the end of the saccade. 
The existence of the SC excitation of the PPRF has been verified anatomically in the 
monkey. In particular, Keller et al. conducted electrophysiological experiments that attested the 
evidence of the direct projection from the SC to the LLBN (2000). However, the evidence of the 
direct projection from the SC to the EBN was not confirmed. In contradiction to this study, there 
is sufficient evidence by merits of anatomical explorations supporting that this latter projection 
exists (Moschovakis et al., 1996; Olivier et al., 1993; Stanton et al., 1988). The stimulation of the 
deeper layers of the SC in the monkey tended to EBN activity with triple-pulse stimuli (Raybourn 
and Keller, 1977).  The differences in saccade amplitude, duration, velocity, and the stability of 
the Excitatory Burst Neuron (EBN) in a monkey were examined (Hu et al., 2007). A gradual 
descent trajectory for the contralateral SC and FN stimulation of the ipsilateral LLBN is modeled 
here, as shown in Fig. 2.3.2. These trajectories accord with those of the different simulations in 
examining the effects of several depolarizing stimulus currents in the EBN axon (Enderle and 
Zhou, 2010). It should be emphasized at this point how the SC contributes to the optimal control 
of the saccades by driving the LLBN. The neural activity in the SC is arranged into movement 
fields that are related to the direction and saccade amplitude (Zhou et al., 2009). The movement 
fields within the SC are indicators of the number of neurons firing for different small and large 
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saccades (see locus of points on a detailed view of the SC retinotopic mapping in Fig. 2.14 in 
Enderle and Zhou, 2010). 
Figure 2.3.3 shows important neural sites in the saccade generator via a functional block 
diagram (Enderle and Zhou, 2010). The sequence of burst firing, from the initiation in the SC to 
the termination in the FN, is described in Subsection 2.3.3.  
3.2.2 Neural Modeling  
The quantitative description of the neural circuitry, as provided in Section 2.4, is focused in 
monkeys. As it was with humans, a neuron circuit model is desired to quantify the saccade-
related neural activity, thus reflecting the electrophysiological properties tied to the firing 
characteristics of each type of neuron. This modeling encompasses eight different neurons in 
the midbrain as follows:  
1. Long lead burst neuron (LLBN), 
2. Omnipause neuron (OPN), 
3. Excitatory burst neuron (EBN), 
4. Inhibitory burst neuron (IBN), 
5. Tonic neuron (TN), 
6. Interneuron (IN), 
7. Abducens nucleus (AN),  
8. Oculomotor nucleus (ON). 
 
Each of the above eight neurons contributes, in synchrony with the others, to the control 
mechanism of the saccade. The biophysical properties of the cell membrane in the cell body, 
dendrites, axon, and presynaptic terminals are first realized.  
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The dendritic circuit model follows a compartmental modeling approach, and is adapted to 
the stimulation mechanism of all of the neurons. Adjusting the resistive and capacitive 
parameters of the dendrite model provided distinct features between the neurons (see Table 
2.4.1). 
The axon model for the entire spiking neurons, except the EBN and OPN, adheres to the 
Hodgkin–Huxley (HH) model. The EBN and OPN are neurons that fire automatically when 
released from inhibition—these neurons are modeled using a modified HH model (Enderle and 
Zhou, 2010). The axonal threshold voltage of firing has been adjusted for these neurons. This 
adjustment of the threshold voltage for the EBN and the OPN enables them to fire 
spontaneously without any significant depolarization from peripheral current stimuli. The neural 
firing rate of all the bursting neurons has been adjusted to meet the peak firing rate requirement 
in Table 2.3.1. The yielded coefficient for each spiking neuron is as provided in Table 2.4.1. The 
TN and IN are implemented with a FitzHugh–Nagumo (FHN) model under the tonic bursting 
mode (Faghih et al., 2012).  
The presynaptic terminal releases a pulse train stimulus whose amplitude depends on the 
membrane characteristics of the postsynaptic neuron. Following the concepts of the current-
based synapse models by Wong et al. (2012), the amplitude and width of synaptic pulses are 
tweaked in simulation runs to provide the desired postsynaptic behavior in the interconnected 
neurons. Table 2.4.1 includes such amplitude of the synaptic current pulses. This table includes 
all the differences (dendritic, axonal, and synaptic) among the neurons responsible for time-
optimal control of the saccade.  
3.3 Time-Optimal Control of a Muscle Fiber Model 
A neural controller mechanism is required to relate the motoneuronal firing rates to the rectus 
muscles displacement. The time-optimal controller model is investigated herein to obtain the 
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saccadic eye movement solution that drives the eyeball to its destination for different saccades. 
As described in Chapter 1, such solution is characterized by realization of the two compli-
mentary controllers: the agonist controller model and the antagonist controller model. The 
expression of low-pass filtering of the neural innervation input to the agonist controller model is 
given in Eq. 1.10. The first-order antagonist neural controller is defined in Eq. 1.12. These 
models describe the dynamics by which the motoneuronal innervation signals are converted to 
the active-state tensions. The resulting active-state tensions are then used as inputs to the 
linear homeomorphic muscle fiber model (MFM), introduced in Chapter 1. 
The anatomical and mathematical descriptions of the muscle fiber model (MFM) of muscle 
were presented in Chapter 1. Fig. 1.3.1 depicts the investigated oculomotor plant with two 
parallel networks of the muscle fibers attached to the eyeball. Therein, the MFM of the agonist 
and antagonist rectus eye muscles are incorporated. The use of the state-variables approach 
facilitated the mathematical description of the MFM. The dynamics of the agonist MFM is 
governed by Eqs. 1.2–1.4. In addition, Eqs. 1.5–1.7 provide the dynamics of the antagonist 
MFM. Note that the agonist and agonist active-state tensions form the above neural controllers 
stand to be plugged into Eq. 1.4 and 1.7, respectively. Ultimately, the linear differential equation 
to solve for the time-optimal solution for corresponding change in length of eyeball arc is Eq. 1. 
8. 
It is noteworthy that the neural stimulation analysis in this chapter differs from that proposed 
by Enderle and Sierra (2013). The analytical solution for neural input to the MFM is achieved in 
their analysis. However, such neural input is not derived by expressions herein, but it is attained 
by implementing an SNN to reproduce the electrophysiological burst properties of the 
motoneurons. Aside from this difference, no empirical parameters are involved herein other than 
the parameters of the oculomotor plant for monkey (see Table 1.5.1). The simulation 
specifications and results follow. 
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3.4 Control Simulation Results   
Two small saccades (4o and 8o) and three large saccades (12o, 16o and 20o) have been the 
focal point of the simulations of monkey saccades under the first-order time-optimal control 
strategy. All neural populations consisted of 14 dendrite compartments with membrane 
properties included in Table 2.4.1. Analyses of the dendritic membrane potentials were 
performed with the NI Multisim circuit design suite, and the neural network was simulated in the 
MATLAB/Simulink software. As in neural system for humans, the modular programming and test 
of each individual neuron were achieved to constitute the Simulink model of the system of 
neurons at the highest level of the hierarchy. More specifications of the Simulink model are 
indicated in Section 2.6.1.  
The saccade-induced spiking activities at the premotor level are modeled with an HH model 
for the bursting neurons (Enderle and Zhou, 2010). The onset delay before saccade, peak firing 
rate, and burst termination time for the different neuron populations are chosen according to 
Table 2.3.1. 100 identical muscle fibers (n=1 and m=100) are used, since this coordination 
provided sufficient resolution in matching the experimental data (Enderle and Sierra, 2013). As 
described, the number of active neurons impacts the control of saccades instead of the 
variations in the firing rate of those neurons under the time-optimal control strategy. In addition, 
the number of active neurons differs from saccade to saccade, as evident by the dynamics 
observed in the main-sequence diagrams. As demonstrated, this system parameter is 
determined by reducing from a maximum of 100 active neurons until the eye position estimate 
from the MFM and the whole muscle model match. The active-state tension for each of the 
agonist neurons that are not activated is modeled to show an exponential decay (during the 
pulse) and rise (during the slide) using the same time constants in the agonist controller model.  
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Each active neuron exhibits the pause-slide-step firing trajectory, as later shown in Fig. 3.4.3, 
substantiating the physiological accuracy of the agonist controller model. The adjustment of the 
number of active neurons for the large saccades is empirically carried out to maximize the 
correlation between the whole muscle oculomotor plant and the muscle fiber oculomotor plant in 
the previous chapter. As such, the number of active agonist neurons for the 4o and 8o saccades 
is 48 and 76, respectively. This number is also estimated to be 75 neurons for the 12o saccade, 
100 neurons for the 16o saccade, and 92 neurons for the 20o saccade (Enderle and Sierra, 
2013). Table 3.4.1 lists the number of active neurons and the duration of the burst (agonist 
pulse) for the five different saccades herein. Notice that the latent period is not zero in the 
simulations. The saccades start at 120 ms. The termination time of the saccades solely 
depends on the duration of burst under the time-optimal control strategy. The selection of the 
duration of the burst is in accord with the saccade duration-saccade magnitude characteristic of 
the main-sequence diagrams (Enderle and Zhou, 2010).  
For sample illustrations, the plots of dendritic membrane potential (first column), axonal 
membrane potential (second column), and synaptic current pulse train (third column) for the 
burst neurons and the IN in generation of the 16o saccade are shown in Fig. 3.4.1. Recall that  
 
 
 
 
 
Table 3.4.1.  Time-optimal control of the saccade magnitude with the 
duration of burst firing and the number of active neurons. 
Saccade Magnitude 
(Degrees)  
 Agonist Pulse     
 Duration (ms) 
Number of Active 
Neurons 
4
 
40 48                             
8
 
42
 
76 
12 52
 
75 
16 56 100 
20 65 92 
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       (A)                                                                     (B)                                                                   (C)  
 
 
Figure 3.4.1. The dendritic membrane potential in mV (A), axonal membrane potential in mV (B), and the synaptic pulse current train in µA (C) of 
five neurons in a 16
o
 saccade neural controller. OPN (Top), ipsilateral LLBN, EBN, IBN, and IN are shown in order. Each neuron fires in harmony 
with the others in generating this saccade (saccade onset: 120 ms). 
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       (D)                                                                      (E)                                                                      (F) 
       
Figure 3.4.1 (continued).  The dendritic membrane potential in mV (D), axonal membrane potential in mV (E), and the synaptic pulse current    
train in µA (F) of five neurons in a 16
o
 saccade neural controller. Shown in consecutive rows are ipsilateral AN and ON, as well as contralateral 
IN, AN and ON.   
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the train of action potentials is converted to a train of the current pulses in the presynaptic 
terminal of the neuron to provide excitatory or inhibitory input to the succeeding neurons based 
on the neural connections in Fig. 2.2.1. This current pulse flows through the postsynaptic 
dendritic compartments of the latter neurons, thus providing the smooth postsynaptic potentials 
to prime the axonal compartment. It is evident that upon the increasing of the stimulus current 
pulse amplitude, the depolarization of the postsynaptic membrane intensifies.  
It is worth noting that the ipsilateral LLBN membrane response is different from the rest, 
since it is stimulated by the contralateral SC current pulse, as shown in Fig. 2.3.2. Note that the 
EBN serves as the fundamental excitatory input for the analysis of the saccade controllers. 
When the ipsilateral EBN is weakly stimulated by the contralateral FN, it renders a special 
membrane property that tends to a high-frequency burst mechanism until inhibition from the 
contralateral IBN and the OPN. The burst firing trajectory of the ipsilateral EBN and IBN for 
saccades of all sizes is presented in Fig. 3.4.2. It can be seen that these neurons start burst 
firing at very high levels approximately 8 ms before the saccade starts (see Table 2.3.1).  The 
onset of the second portion of the burst in all cases is 125 ms.  The gradual decay in firing 
occurs in the interval from this instant until approximately 10 ms before the neurons stop firing. 
The mechanism for modeling this decay in firing in the axon model is to reduce the firing rate 
linearly by modifying the channel equations, as mentioned previously. It is noteworthy that the 
only difference between the three saccades is the duration of the second portion of the burst, by 
the end of which the EBN drives the motoneurons to move each eye to its destination. 
 Presented in Fig. 3.4.3 are the ipsilateral agonist and antagonist firing rates with their 
respective active-state tensions based on the agonist and antagonist controller models. 
Evidently, the burst-tonic firing activity of the agonist neurons reflects the burst firing of the EBN 
along with the tonic firing of the IN. It is of interest to note that the firing rate of each agonist 
neuron does not vary as a function of saccade magnitude in any case. This observation 
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shows that the proposed time-optimal controller is well capable of mimicking the physiological 
properties of the saccade by merely changing the duration for the saccades.  The agonist and 
antagonist active-state tensions during the periods of fixation are found as functions of eye 
position at steady state (Enderle and Zhou, 2010). From Fig. 3.4.3, it also follows that the  
 
 
 
Figure 3.4.2.  Sample burst firing trajectories during the pulse interval of innervation in five saccades. 
(Top) Ipsilateral EBN. (Bottom) Ipsilateral IBN. 
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(A)  
    
(B) 
 
(C) 
 
 
Figure 3.4.3. The ipsilateral neural stimulation signals for the agonist (first column) and antagonist 
(second column) neural control inputs (dashed), and the corresponding active-state tensions (solid) 
plotted on the same graph. (A) 4
o
 saccade, (B) 8
o
 saccade, and (C) 12
o
 saccade. 
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agonist-antagonist firing patterns fairly well match the estimated waveforms based on the 
system identification approach (Enderle and Sierra, 2013). In particular, the firing trajectory of 
the agonist neural input approximates the burst-tonic data during the pulse and slide intervals of 
innervation accurately.  
The ipsilateral control simulation results of eye position for the two small saccades under the 
time-optimal control strategy are demonstrated in Fig. 3.4.4. The position trajectories are all  
(D)  
 
(E) 
 
 
Figure 3.4.3 (continued). The ipsilateral neural stimulation signals for the agonist (first column) and 
antagonist (second column) neural control inputs (dashed), and the corresponding active-state 
tensions (solid) plotted on the same graph. (D) 16
o
 saccade. (E) 20
o
 saccade. 
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          (A)                                                                  (B) 
  
  
  
 
Figure 3.4.4. The ipsilateral control simulation results (position, velocity and acceleration) for the 
monkey small saccades generated by the time-optimal neural controller in the muscle fiber 
oculomotor plant. (A) 4
o
 saccade. (B) 8
o
 saccade. Note that the saccade onset is 120 ms for all 
cases, but the end time of each saccade differs from the rest.    
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congruent with those achieved by using parameter estimations (Enderle and Sierra, 2013). The 
trend of changes in muscle tensions involved in each saccade is such that neuron-data-derived 
active-state tensions drive the muscle fiber oculomotor plant. 
Shown in Fig. 3.4.5 are the ipsilateral control simulation results for the three large saccades 
under the time-optimal control strategy. It is of interest to note that, as envisioned (Zhou and 
coworkers, 2009; Enderle and Wolfe, 1987), the investigated oculomotor plant does not 
considerably influence the main-sequence diagrams. It is noted, however, that even for the 
saccades of the same magnitude, there could be recognizable differences in the latent period, 
time to peak velocity, peak velocity, and peak acceleration. Hence, it is known that saccades of 
the same magnitude usually exhibit different trajectories. It proves fundamental, nonetheless, 
that the time-optimal controller fairly well accommodates this variability. The entire eye 
movement trajectories (position, velocity and acceleration) on the contralateral side were in 
close agreement with their corresponding ipsilateral signals for all of the saccades.  
3.5 Discussion  
The trajectory of variation in the agonist pulse magnitude among these saccades is consistent 
with the agonist pulse magnitude-saccade magnitude characteristic for the large saccades 
(Enderle and Zhou, 2010). The burst duration is found to show similar correlation to the MLBN 
duration of burst firing from the extracellular single-unit recordings (Sparks et al., 1976). 
3.5.1 Neural Network  
As evident by different firing rate trajectories for the EBN, this neuron has characteristics that 
are tightly coupled to the saccade. For the three saccades examined herein, the initial duration 
of the EBN firing remained constant among them. However, the duration of the second portion 
of the burst discharge (gradual drop) varied among them based on the entire duration of the 
burst firing in Table 2.3.1. As indicated therein, the EBN firing lags behind the saccade by 6–8  
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 (B) 
 
 (C)
 
 
 
 
Figure 3.4.5. The ipsilateral control simulation results (position, velocity and acceleration) for the 
monkey large saccades generated by the time-optimal neural controller in the muscle fiber 
oculomotor plant. (A) 12
o
 saccade. (B) 16
o
 saccade. (C) 20
o
 saccade. Note that the saccade 
onset is 120 ms for all cases, but the end time of each saccade differs from the rest.   
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ms, whereas the AN starts burst firing 5 ms before the saccade. Finding the dendrite 
parameters for both of these neurons in meeting the required onset time delay was tedious. 
Moreover, the AN peak firing rate at the beginning of the pulse period showed dependency on 
the EBN peak firing rate, necessitating the use of corresponding coefficients in Table 2.4.1 to 
change the initial firing rate of the basic HH model. 
Implementing the OPN dendrite and synapse models in order that this neuron stops inhibiting 
the EBN about 10 ms before the saccade, and resumes its inhibition almost when the saccade 
ends, was subject to numerous parameter tunings. Without this coordination in timing of the 
burst firing in the EBN, this neuron can show the rebound burst firing activity. This rebound 
burst, in turn, causes the saccade to deviate from the normal characteristics. It was also vital 
that the end of the IBN inhibition of the antagonist motoneurons coincides with the resumption of 
tonic firing in them such that no deviation from the normal saccade is present. 
Zhai et al. coordinated experiments with goal-oriented saccades to trigger human 
saccades—from a pool of subjects—using a high-speed eye tracking system (2013). Types of 
targets included visual, auditory, and auditory-visual bisensory stimuli. The ensuing saccade 
characteristics were analyzed and compared in depth. The experimental findings set forth that: 
(1) the auditory-visual stimuli led to the highest saccade accuracy; saccade peak velocity 
increased up to 700 os-1 in an exponential manner, as saccade amplitude accrued; (2) saccade 
duration was approximately constant for small saccades under 7o, whereas it was linearly 
proportional to saccade amplitude for large saccades—among the responses, auditory 
saccades showed lower peak velocity and longer duration; (3) saccade latent period was 
around 100 to 300 ms and was relatively independent of saccade amplitude, but a significant 
reduction of the latent period was observed in the bisensory cases; and (4) there was a higher 
probability of occurrence of dynamic overshoot in auditory saccades; in particular, more in the 
abducting direction than the adducting direction. 
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While the midbrain coordination mechanism in generating saccades has been qualitatively 
studied (Coubard, 2013, Walton et al., 2005, Enderle, 1994), a complete neural circuitry that 
includes both the premotor and motor neurons in quantifying the final motoneuronal command 
to eye muscles has not yet been developed. The utility of SNNs to the biophysical modeling of 
interconnected neurons (Ghosh-Dastidar & Adeli, 2007 and 2009, Mohemmed et al., 2012) 
elucidates broad principles to modeling at higher structural scales, such as the circuit (Rosselló 
et al., 2009, Enderle and Zhou, 2010) and the systems levels (Ramanathan et al., 2012). In this 
work, a neural circuit model was demonstrated and parameterized to match the firing 
characteristics of eight neuron populations at both the premotor and motor stages of the neural 
network. Despite the complexity of the saccade generator in a large-scale SNN, the neural 
modeling approach led the work to address the challenges involved in the implementation of the 
midbrain pathways due to the heavy storage and computational requirements.  
3.5.2 Neural Controllers  
There is some divergence of opinion among researchers as to the extent of dependency of the 
saccade magnitude on the firing rate in agonist neurons. For instance, a velocity-based 
controller did not provide satisfactory evidence to permit any conclusion in regard to the agonist 
firing trajectory observed in the experimental data (Sylvestre and Cullen, 1999). Investigation of 
the physiological evidence, however, provides the fact that the agonist neurons‘ accumulative 
firing rate peaks at a maximum level, gradually drops to another firing rate level, and in the end 
levels off at a tonic firing rate (Enderle and Sierra, 2013). Exactly how there is a one-to-one 
relationship between the firing rate in agonist neurons and the saccade magnitude is another 
matter of controversy among the researchers. For example, some aimed to establish firing-rate, 
saccade-amplitude-dependent controllers (Scudder, 1988; Gancarz and Grossberg, 1998). 
These studies lacked the use of a homeomorphic oculomotor plant and did not develop a 
network of neurons to execute saccades.    
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 A time-optimal neuronal control strategy for saccadic eye movements was first proposed 
based on experimental data analysis (Clark and Stark, 1975). Later on, the neuronal control 
strategy for human saccadic eye movements was investigated using optimal control theory 
based on the minimum principle of Pontryagin in a linear model (Lehman and Stark, 1979). This 
model included the activation and deactivation time constants, but did not lead to robust results. 
After eliminating the activation and deactivation time constants, thus lowering the order of the 
model from sixth- to fourth-order, their analysis resulted in a second-order time-optimal 
controller. Their simulation of saccades was, however, contrary to the minimum principle of 
Pontryagin, since they presumably expressed the agonist pulse magnitude as a function of 
saccade magnitude. As a result, their second-order controller was not found to be time-optimal. 
It is worth noting that the exclusion of the activation and deactivation time constants in the 
optimal control theory approach to derivation of the controllers contradicts with the ample 
physiological evidence substantiating the inclusion of these time constants in the models 
(Robinson, 1981; Zhou and coworkers, 2009). The inclusion of the time constants therefore 
appears to be substantial for the quantitative analysis of the models of saccades, with little or no 
sacrifice in optimality.  
A first-order time-optimal controller is used here, which includes the activation and 
deactivation time constants in agonist and antagonist controller inputs to the muscle fiber 
oculomotor plant. This controller has been proven to agree with the experimental findings (Clark 
and Stark, 1975; Enderle and Wolfe, 1988). Realization of the suitable time constants for both 
the agonist and antagonist controllers was key in providing the required steady-state active-
state tensions to the muscle fiber oculomotor plant. The estimated activation and deactivation 
time constants from the system identification approach by Zhou and coworkers (2009) best 
satisfy this specification. Without such appropriate parameters, the simulated saccade could be 
showing deviations from the desired position at steady-state. 
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3.5.3 Muscle Fiber Model and Saccades 
The set of agonist-antagonist control inputs to the muscle fiber oculomotor plant supports the 
time-optimal controller in which the motoneurons‘ firing rate does not determine the saccade 
magnitude. The application of the MFM in the oculomotor plant proves important in 
accommodating the constraint on the number of active neurons firing maximally in controlling 
the saccade magnitude. The number of the active neurons is a key parameter whose 
adjustment in the MFM is vital in providing the desired saccade control simulation results. The 
observations ascertain that the duration of the agonist burst firing and the number of active 
agonist neurons are integral to determining the saccade size (see Table 3.4.1). 
It is noteworthy that the duration of agonist burst discharge is of prime significance in 
determining the saccade magnitude as seen in Fig. 3.4.3. It is concluded that the neural network 
is constrained by a minimum duration of the agonist pulse, and that the most dominant factor in 
determination of the amplitude is the number of active neurons for the small saccades. For the 
large saccades, however, the duration of agonist burst firing is directly related to the saccade 
magnitude. The number of active neurons for the 16o and 20o saccades remains relatively the 
same, although the 12o saccade aggregates fewer active neurons as indicated in Table 3.4.1. 
The discussion by Enderle and Sierra (2013) is enlightening as to the increasing movement field 
of activity within the SC for saccades up to 12o for the monkey data. Furthermore, from the 
velocity profiles for the simulated saccades herein, it is confirmed that monkey saccade has a 
larger peak velocity than human (Enderle and Sierra, 2013).  
The final eye position results establish evidence for the acceptable performance of the 
proposed neural circuitry and the exploited time-optimal controller in modeling the horizontal 
monkey saccades. The dependence of these different saccades on the agonist pulse duration 
has been found to be well presented by the time-optimal controller. The simulation results 
 97 
 
substantiate the time-optimal controller by the close agreement obtained with the analytical 
solutions of saccade characteristics (Enderle and Zhou, 2010; Enderle and Sierra, 2013). This 
agreement gives rise to the accuracy of the membrane parameters in neural modeling, as listed 
in Table 2.4.1. 
3.6 Demonstration of the Conjugate Goal-Directed Horizontal Human & 
Monkey Saccades Programming Interface  
 
3.6.1 Concept and Motivations 
Chapter 2 demonstrated the results of the neural control of conjugate goal-directed horizontal 
human saccades. The implemented Simulink program of the neural system was explained in 
Section 2.6. In addition, in the sequel of that chapter, mathematical model predictions were 
described, revealing that the contralateral EBN‘s post-inhibitory rebound burst activity after 
marked hyperpolarization causes dynamic overshoots or glissades in humans (Enderle and 
Zhou, 2010; Zhou et al., 2009; Enderle, 2002).  The unplanned PIRB toward the end of the 
saccade was well represented by this model. This chapter illustrated the neural system 
modeling for neural control of monkey saccades. A graphical user interface (GUI), which 
integrates and invokes the Simulink programs of the human normal saccades and glissades, 
and monkey saccades, is designed and presented here. The intent is to provide an interface 
construct for the user to define and test her specified neural system (within a set of parameters). 
One advantage that this GUI offers is that the user need not be competent with the Simulink 
software at any simulation event. This GUI can be run on MATLAB R2012a or higher.  
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3.6.2 GUI Development for Simulink Programs 
The Conjugate Goal-Directed Horizontal Human & Monkey Saccades (CGDHHMS) is 
developed using GUIDE-generated callbacks6. It is composed of the components, each of which 
has a callback property that is associated with the component handles. The GUI callback 
functions use the ‗current‘ workspace to read/write the data attributes. However, in order to 
properly execute the Simulink programs within the CGDHHMS, one should set the workspace to 
the ‗base‘. This setting ensures that the Simulink models‘ data attributes are constructed after 
each run, and that the invoked ones are passed over from the ‗base‘ workspace to the ‗current‘ 
workspace. The handshaking between the GUI components and the Simulink programs, from 
the simulation start to the GUI update, is achieved by assigning callback functions to the GUI 
components in invoking the required Simulink programs.  
The CGDHHMS hierarchical structure includes a list box, a pop-up menu, and three radio 
buttons at the input level, two high-end push buttons, and four panels at the demonstration 
level. The user interacts with the CGDHHMS to design a simulation scenario and view the 
generated results. The interactions allow the user to abstract the physiological and 
computational structures of the neural network, thus constructing custom neural models that are 
capable of generating the final motoneuronal signals to the oculomotor plants. To serve this 
goal, the top-level system specifications can be chosen from the list box and the pop-up menu 
components, and a selected subset of simulation parameters can be specified from the radio 
buttons. 
The list box has three options for the user to select the subject whose Simulink model is to 
be executed. It is populated by the list of Human Normal, Human Glissade, and Monkey. Once 
the subject is chosen, the user should specify the magnitude of the desired saccade from the 
                                                          
6
 For more information about callbacks in a GUIDE GUI, consult 
http://www.mathworks.com/help/matlab/creating_guis/write-callbacks-using-the-guide-workflow.html  
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pop-up menu. The string property of the list box is retrieved by the Run push button‘s callback 
function.  
The pop-up menu provides the user with the different magnitudes option for the simulation. 
When the user selects an item, the pop-up menu's properties are updated to retrieve the 
required function callback. The contents of the pop-up menu convey magnitudes of 4o, 8o, 10o, 
12o, 15o, 16o, and 20o. Among this list are the human saccades (10o, 15o and 20o), as well as the 
monkey saccades (4o, 8o, 12o, 16o and 20o). When the user chooses a magnitude, this value is 
stored to be retrieved by the Run push button‘s callback function.  
There are three radio buttons to enable the user to specify a subset of parameters of the 
neural model and the oculomotor plant. First, the dendrite morphological toggle states are 3 
compartments and 14 compartments. Second, the options for axon model mechanism are to 
choose from the Hodgkin Huxley (HH) model and the FitzHugh-Nagumo (FHN) model. Third, 
the options for oculomotor plant are to choose either the lumped parameter model (whole 
muscle model) for the Human or the muscle fiber model for the Monkey. Each radio button‘s 
callback function fetches and executes the Simulink model associated with the user-specified 
system and simulation parameters. CGDHHMS has the capability to parse and restore the 
simulation parameters in consecutive runs.  
Results are demonstrated in four GUI panels. Two of the four panels contain multiple axes. 
The axes embedded in these two panels showcase the results associated with the neural 
network simulation of burst neurons and the high-end saccade characteristics. The other two 
panels contain the first-order time-optimal neural controller results. The handle of each panel is 
used for executing/updating the plotting commands within the Run push button's callback. 
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Figure 3.6.1. User interface with CGDHHMS and its hierarchical layout, from the GUI initialization to the 
demonstration of the results.  The user first specifies the system parameters—subject and  magnitude.  The 
simulation parameters, regarding the neural model and the oculomotor plant, are chosen next. After this 
specification of the parameters is complete, the corresponding Simulink programs are called and executed; 
consequently, different figure panels will exhibit some characteristics of the user-specified neural system. 
 
 
 
 
 
 101 
 
In the context of the above description, Fig. 3.6.1 shows a block diagram representation of 
the hierarchical structure of CGDHHMS during user interface. After specifying the system and 
simulation parameters in user‘s entries, the interaction between various levels of CGDHHMS 
starts with generation of the neural commands within the corresponding Simulink program. The 
ensuing muscle innervation signals are then transferred to one of the muscle models, which, in 
turn, provides the corresponding saccade responses. The demonstration and interpretation of 
such responses comprise the lowest level of the GUI development.   
After each display of the results, the data can be saved by issuing the Save As command 
under the File menu. There are also other functionalities placed in the GUIDE Menu Editor for 
purpose of enhancing viewing and saving of the results.  Sample clipboard images of various 
user‘s trials with CGDHHMS are illustrated in Fig. 3.6.2. Future work seeks to further enhance 
the usability and add to the scalability of CGDHHMS in its later stages of development. 
3.7 Conclusion  
This dissertation focused on neural control of conjugate goal-directed horizontal human and 
monkey saccades. A parallel-distributed neural network model of the midbrain was first 
presented. To develop the quantitative computational models that establish the basis of this 
functional neural network model, the saccade burst generator dynamics were next described.  
A neural circuit model was demonstrated and parameterized to match the firing 
characteristics of eight neuron populations at both the premotor and motor stages. In this 
context, the neural modeling  was elevated from a single neuron to a network of neurons. The 
incorporated control strategy was to define the agonist and antagonist controller models, 
characterized by the pulse-slide-step and pause-step waveforms, respectively.  
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(A)
 
Figure 3.6.2. Simulation results provided for a single run of CGDHHMS. User-specified parameters are 
shown on the left pane. The results are illustrating some membrane potential trajectories from the 
neural network, active-state tensions from the neural controller, and the saccade characteristics. (A) 
For a 10
o
 Human Normal saccade.  
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(B) 
Figure 3.6.2 (continued). Simulation results provided for a single run of CGDHHMS. User-specified 
parameters are shown on the left pane. The results are illustrating some membrane potential 
trajectories from the neural network, active-state tensions from the neural controller, and the saccade 
characteristics. (B) For a 15
o
 Human Glissade.  
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(C)
 
Figure 3.6.2 (continued). Simulation results provided for a single run of CGDHHMS. User-specified 
parameters are shown on the left pane. The results are illustrating some membrane potential 
trajectories from the neural network, active-state tensions from the neural controller, and the saccade 
characteristics. (C) For an 8
o
 Monkey saccade.  
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In humans, a whole muscle oculomotor model provided saccade characteristics consistent 
with the main-sequence diagrams. Considering the post-inhibitory rebound burst activity in 
motoneurons, the movement trajectories for saccades present with deficiencies—glissades—
were modeled.  Monkey saccades were well characterized by integrating the neural controllers 
to a linear homeomorphic muscle fiber oculomotor plant. 100 identical muscle fibers were 
connected in series in both the agonist and antagonist muscles in the oculomotor plant. Under 
the time-optimal strategy, the number of neurons that actively fire and the duration of the 
agonist pulse determined the saccade magnitude. The choice of the number of active neurons 
proved accurate in adapting the muscle fiber model to provide the desired control simulation 
results.  
A physiologically based model of the neuron was examined herein, for which a program 
simulated the underlying membrane differential equations. The ensuing computational cost was 
reasonable because of the rationalized modular programming of the neural network. The 
proposed saccadic system thus presented a complete model of saccade generation, since it not 
only included the neural circuits at both the premotor and motor stages of the saccade 
generator, but it also used a time-optimal controller to yield the desired saccade magnitude.  
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