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Wavelets have gained considerable popularity within the statistical arena in
the context of nonparametric regression. When modeling data of the form y =
f +  , the objective is to estimate the unknown ‘true’ function f with small risk,
based on sampled data y contaminated with random (usually Gaussian) noise  .
Wavelet shrinkage and thresholding techniques have proved to be quite eﬀective in
recovering the true function f, particularly when f is spatially inhomogeneous.
Recently, Johnstone and Silverman (2005b) proposed using empirical Bayes
methods for level-dependent threshold selection in wavelet shrinkage. Using the
posterior median estimator, their approach amounts to a random thresholding
procedure with impressive mean squared error (MSE) results. At each level, their
approach considers a two-component mixture prior for each of the wavelet coef-
ﬁcients independently. This mixture prior inherently assumes that the wavelet
coeﬃcients are symmetrically distributed about zero.
Depending on the choice of wavelet ﬁlter and the interesting attributes of the
true function, it may be the case that neither the magnitude nor the number of
positive coeﬃcients are equal to the those of the negative coeﬃcients. Inspired by
the work of Zhang (2005) and Zhang et al. (2007), this thesis introduces a random
generalized thresholding procedure in the wavelet domain that does not require
the symmetry assumption; it uses a three-component mixture prior that handles
the positive and negative coeﬃcients separately.
It is demonstrated that the proposed generalized wavelet thresholding proce-
dure performs quite well when estimating f from a single sampled realization y.As in Johnstone and Silverman (2005b), the performance of the Maximal Overlap
Discrete Wavelet Transform (MODWT) is substantially better than that of the
standard Discrete Wavelet Transform (DWT) in terms of MSE and visual quality.
An additional advantage for MODWT is that it is well-deﬁned for any number of
sampled points N, i.e., N need not be a power of two. The proposed procedure also
performs well when estimating f from multiple noisy realizations yi, i =1 ,...,n.
In most, if not all, of the shrinkage and generalized shrinkage techniques consid-
ered, the noise standard deviation is assumed to be known and constant across the
length of the function. In reality, it is typically not known and must be estimated.
In the single realization setting, the estimate is usually taken to be a constant
based on the median absolute deviation of the empirical wavelet coeﬃcients at the
ﬁnest decomposition level. With multiple realizations, there are more estimation
options available. Various estimation options for a constant variance are examined
via simulation. The results indicate that three of the six estimates considered are
reasonable choices. The case of heterogeneous variances across the length of the
function is also brieﬂy explored via simulation.
Finally, an inferential procedure is proposed that ﬁrst removes noise from indi-
vidual observations via the generalized wavelet thresholding procedure, and then
uses newly proposed F-like statistics (Cui et al., 2005; Hwang and Liu, 2006; Zhou,
2007) to compare populations of sampled observations. To demonstrate its appli-
cability, the aforementioned statistical work is applied to datasets generated from
Array Comparative Genomic Hybridization (aCGH) experiments.BIOGRAPHICAL SKETCH
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ixChapter 1
Introduction
In nonparametric regression, the goal is to estimate an unknown function of interest
f from its noisy realization y. Wavelet shrinkage and thresholding techniques have
been shown to be very eﬀective in recovering the true function f, particularly
when f is spatially variable. Wavelet-based estimation methods in this context
can be summarized in three steps: (i) transform the observed data to the space of
wavelet coeﬃcients, (ii) ‘denoise’ the observed data by shrinking or thresholding
the wavelet coeﬃcients, (iii) back-transform the ‘denoised’ wavelet coeﬃcients into
the original data space. As a result, the reconstructed function obtained in (iii)
has much of the noise removed, and serves as an estimate of the true function.
The bulk of the statistical wavelet literature focuses on the development of
eﬀective denoising techniques. Donoho and Johnstone (1994) and Donoho et al.
(1995) introduced nonlinear wavelet thresholding estimators in nonparametric re-
gression. Under weak smoothness assumptions, their estimators were found to be
asymptotically-near-optimal in terms of risk. Expanding on the original ideas
of Donoho and Johnstone (1994) and Donoho et al. (1995), alternative data-
adaptive thresholding estimators have subsequently been proposed, also possessing
asymptotically-near-optimal properties (e.g. Donoho and Johnstone (1995)).
Bayesian methods can provide alternative nonlinear wavelet thresholding and
shrinkage estimators which perform quite well even in ﬁnite-sample situations (An-
toniadis et al., 2001). The general Bayesian approach involves placing a prior
distribution on each coeﬃcient which exploits the sparsity inherent to wavelet se-
ries expansions. The prior is usually such that smaller coeﬃcients (in absolute
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value) are shrunk toward zero while the larger coeﬃcients are essentially retained.
Of particular interest, Johnstone and Silverman (2005b) proposed using empirical
Bayes methods for level-dependent threshold selection in wavelet shrinkage. For
each level, their approach considers a two-component mixture prior for each of the
wavelet coeﬃcients. Using the posterior median estimator, their approach amounts
to a random thresholding procedure.
The mixture prior introduced in Johnstone and Silverman (2005b) assumes that
the wavelet coeﬃcients at each level are independent and symmetrically distributed
about zero. Depending on choice of wavelet ﬁlter and the interesting attributes
of the true function, it may be the case that neither the magnitude nor the num-
ber of positive coeﬃcients are equal to the those of the negative coeﬃcients at a
given level. To account for the potential lack of symmetry, a random generalized
wavelet thresholding procedure is established that uses a three-component mixture
prior to handle the positive and negative coeﬃcients separately at each level. The
generalized thresholding estimator, introduced in Zhang (2005) and Zhang et al.
(2007), is indeed a generalized version of the thresholding estimator considered in
Johnstone and Silverman (2005b), such that when the data are truly symmetric
the two estimators coincide.
Using the random generalized wavelet thresholding procedure provides nearly
identical results when performance is measured in terms of mean squared error
(MSE). Based on simulation, this holds true when estimating f from either a
single realization or multiple realizations. Additional metrics in the wavelet space
indicate the superior performance of the proposed method. Details of the model,
implementation, and simulation results are discussed in Chapter 3.
The ideas and methods introduced in this thesis were motivated by data gen-3
erated from Array Comparative Genomic Hybridization (aCGH) experiments. In
brief, the array-based technology provides simultaneous spot assays of relative ge-
nomic abundance (RGA) levels at multiple sites across the genome. These spot
assays are spatially correlated with respect to genomic location; hence the RGA
levels can be considered a function of genomic location. Hsu et al. (2005) were
the ﬁrst recognize the applicability of wavelet denoising to aCGH data analysis.
Wavelet-based methods are particularly appealing in this context, as RGA levels
can change abruptly along a given chromosome and are commonly measured at
(roughly) equal intervals to provide good genomic coverage. The random gener-
alized wavelet thresholding procedure is applied to their breast cancer data, and
also to a larger lung cancer aCGH dataset used in Tonon et al. (2005). A more
complete introduction to the aCGH technology, and the results of these analyses,
are provided at the end of Chapter 3.
In Chapter 4, the issue of statistical testing is considered. Inspired by the
work of Cui et al. (2005), Hwang and Liu (2006), and Zhou (2007), several F-like
statistics are introduced which compare populations after applying the proposed
generalized wavelet thresholding procedure. In eﬀect, much of the noise of the
functional realizations is removed prior to testing. One would expect a gain in
statistical power when testing with the denoised data rather than with the raw,
noisy data. Indeed, in terms of average power, the proposed FWS test is usually
more powerful than all other extant tests considered in simulation, and the pro-
posed FWBS test is always more powerful than all other extant tests considered in
simulation. The chapter closes with the FWBS testing procedure applied to both
aCGH datasets.
Finally, a discussion concludes this thesis in Chapter 5.Chapter 2
Relevant Literature Review
This thesis covers a broad range of topics. We ﬁrst review some important wavelet
concepts and thresholding techniques to motivate the proposed random generalized
wavelet thresholding procedure in Chapter 3. Second, we summarize the recent
literature involving F-like statistics for high dimensional data. These tests will be
referred to while developing the inferential procedure established in Chapter 4.
2.1 Wavelets
Wavelets, as the name implies, are ‘little waves’; they are isolated ‘blips’ in time
with quick, sharp transitions. Clearly, these are in contrast to the ‘big wave’
sine and cosine curves, which oscillate along the entire domain and have gradual,
smooth transitions. Wavelets, like their ‘big wave’ analogs, form an orthonormal
basis of the function space L2(R). This basis is generated by dilations and transla-
tions of a compactly supported scaling function (father wavelet), ϕ, and a mother
wavelet, ψ. As deﬁned in Percival and Walden (2000), the jth level dilation of the
kth level translation of the father and mother wavelet, respectively, are given by
ϕj,k(t)=2
−j/2ϕ(
t
2j − k)&ψj,k(t)=2
−j/2ψ(
t
2j − k),
for, say t ∈ [0,1]. Thus we can express any function f ∈ L2([0,1]) in terms
of its orthogonal series expansion of the (periodized) wavelet basis. There are a
variety of wavelet families that can be used (e.g. Daubechies, Symmlets, Coiﬂets,
to name a few) which combine compact support with diﬀering degrees of vanishing
moments and smoothness. Thus, there is signiﬁcant potential for many functions
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to be economically represented in terms of the wavelet series.
2.1.1 Wavelets in Nonparametric Regression,
Under Standard Assumptions
In function estimation, the objective is to recover the true function f from the noisy
sampled observations y =( y1,...,y N) , typically without imposing any parametric
assumptions on the form of f. Thus, one can assume the nonparametric model
yi = f(ti)+σzi,i =1 ,...,N (2.1)
where zi ∼ iid N(0,1) and σ is the noise level. The standard discrete wavelet
transform (DWT) assumptions dictate that the sampled points are equally spaced
on the unit interval (ti = i/N), and that N =2 J,J∈ Z+.
The basic idea is to consider the unknown function f expanded as a wavelet
series and use the observed data to estimate the coeﬃcients in the expansion. For
discretely-sampled observed data, the function estimation procedure can be sum-
marized in three-steps: (i) transform the observed data to the space of wavelet
coeﬃcients using the DWT, (ii) ‘denoise’ the observed data by shrinking or thresh-
olding the wavelet coeﬃcients, (iii) back-transform the ‘denoised’ wavelet coeﬃ-
cients into the original data space using the inverse DWT (IDWT). The result is
an approximation of the true function f at the observed datapoints, ˆ f.
In step (i), the DWT of a given input vector y can be viewed as the matrix
multiplication of an orthogonal N x N matrix associated with a chosen orthonormal
wavelet basis/family, W,w i t hy. Using the nonparametric model (2.1) and noting
the linearity of the matrix multiplication, we have the following relationship:
W ≡W y = Wf + σWz ≡ ω + σz
∗, (2.2)6
where W is the N-length vector containing both the empirical scaling coeﬃcient,
VJ, and the vectors of empirical wavelet coeﬃcients, Wj,j=1 ,...,J,o ff.
Likewise, ω contains the true scaling and wavelet coeﬃcients of f. Due to the
orthogonality of W, the DWT transforms (Gaussian) white noise into white noise;
thus z∗ is also an N-length vector of iid N(0,1) observations. The idea in step
(ii) is to remove the noise σz∗ by thresholding or shrinking the elements of W in
some way. Ideally, once the noise is removed, the true function, or ‘signal’, will be
revealed.
By the orthogonality of W, the inverse DWT (IDWT) in step (iii) is given in
terms of the transpose of W, W ,a s
y = W
 W.
Thus, the estimateˆ f is taken asˆ f = W   ω,w h e r e  ω represents the vector of denoised
coeﬃcients. When N =2 J,J∈ Z+ and under periodic (vs. reﬂective) boundary
conditions, the DWT and IDWT can be computed eﬃciently (each requiring O(n)
operations) using ﬁltering algorithms rather than matrix multiplication (Percival
and Walden, 2000; Mallat, 1989). Thus, steps (i)a n d( iii) can be dealt with rather
easily.
It is step (ii) that requires the most attention, as the estimate generated in step
(iii) depends critically on the denoised coeﬃcients obtained in step (ii). Given the
sparse nature of the wavelet expansion, it is logical to assume that only a few ‘large’
coeﬃcients (in absolute value) contain useful information about the true functional
form of f. By shrinking or thresholding the empirical coeﬃcients toward zero, the
‘small’ coeﬃcients (which contain primarily noise) will be reduced or omitted,
hence denoising the function.
To be precise, Johnstone and Silverman (2004) deﬁne a function δ(x,τ)w i t h7
threshold τ to be a shrinkage rule if and only if
• δ(x,τ) is increasing for x ∈ R,
• 0 ≤ δ(x,τ) ≤ x, ∀x ≥ 0,
• δ(x,τ) is antisymmetric.
The shrinkage rule δ(x,τ) is additionally a thresholding rule if and only if
δ(x,τ) = 0 if and only if |x|≤τ.
Thus, shrinking implies that wavelet coeﬃcients are just shrunk toward zero,
whereas thresholding implies, in addition, that all coeﬃcients below a certain level
(threshold) are set to zero.
The following two subsections are devoted to reviewing some common frequen-
tist and Bayesian nonlinear thresholding approaches. We focus only on term-by-
term thresholding methods, however there are other interesting methods that rely
on neighboring coeﬃcients (Cai, 1999; Cai and Silverman, 2001) which will not be
considered.
2.1.2 Classical Frequentist-based Nonlinear Thresholding
Donoho and Johnstone (1994) and Donoho et al. (1995) proposed nonlinear wavelet
estimators that rely on thresholding rules. Their popular hard and soft thresh-
olding rules respectively retain or slightly shrink the ‘large’ (in absolute value)
empirical wavelet coeﬃcients relative to a pre-speciﬁed threshold, τ;t h er e m a i n -
ing ‘small’ coeﬃcients are set to zero. Donoho and Johnstone (1994) suggest using
a level J0 <Jpartial DWT, rather than a full DWT as previously deﬁned, where
J0 is the user-speciﬁed depth of decomposition. Accordingly, thresholding is only8
performed on Wj,j=1 ,...,J 0. The remaining 2J−J0 available coeﬃcients are
collected in VJ0. To establish notation, let wj,k denote the kth element of vector
Wj,w h e r ek =0 ,...,(N/2j)−1. The hard and soft thresholding rules for a given
empirical wavelet coeﬃcient wj,k, are deﬁned by
δ
H(wj,k,τ)=
⎧
⎪ ⎨
⎪ ⎩
wj,k if |wj,k| >τ
0i f |wj,k|≤τ
(2.3)
and
δ
S(wj,k,τ)=
⎧
⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎩
wj,k − τ if wj,k >τ
wj,k + τ if wj,k < −τ
0i f |wj,k|≤τ
, (2.4)
respectively. Clearly, these rules depend on the critical choice of threshold, τ.A r -
guably the two most popular choices are the universal threshold and the SureShrink
threshold. The universal threshold, τU = σ
√
2logN, ensures with high probabil-
ity, that every sample in the wavelet transform in which the underlying function f
is exactly zero will be estimated as such. A simple modiﬁcation of τU establishes
a level-dependent threshold, given by τU
j = σ
 
2log(
N
2j)f o re a c hl e v e lj.I t i s
assumed that σ is known for statistical theory, but is generally unknown in most
applications and thus replaced by an estimate, ˆ σ. As suggested by Donoho and
Johnstone (1994), ˆ σ is often taken to be a robust, consistent estimator of σ based
on the median absolute deviation (MAD) of the empirical wavelet coeﬃcients at
the ﬁnest resolution level (i.e., j = 1 in the foregoing notation):
ˆ σMAD =
median(
 
|w1,k| : k =0 ,...,
N
2 − 1
 
)
0.6745
. (2.5)
The universal threshold, while appealing in its simplicity, is not data-adaptive.
Adaptive thresholds are particularly appealing when dealing with unknown degrees
of sparsity. The data-adaptive, level-dependent SureShrink threshold (Donoho and9
Johnstone, 1995) is determined from Stein’s unbiased estimate of the  2-risk. The
general approach is to ﬁnd the threshold τS
j that minimizes the Stein Unbiased
Risk Estimate (SURE) at each resolution level j in the space where the continuous
wavelet coeﬃcients live, i.e., in  2. Speciﬁcally, τS
j is chosen as the minimizer (over
range [0,
√
2logs], where s = N
2j), of
SURE = s +
s−1  
k=0
w2
j,k
ˆ σ2 ∧ τ
2 − 2
s−1  
k=0
1 1
 
w2
j,k
ˆ σ2 ≤ τ
2
 
. (2.6)
The actual SureShrink threshold itself is a hybrid between the two aforementioned
level-dependent thresholds, such that τU
j is to be used when empirical wavelet
coeﬃcients wj,k at level j are judged to be mostly noise, but τS
j is to be used
otherwise. That is,
τ
SS
j =
⎧
⎪ ⎨
⎪ ⎩
τU
j if
 s−1
k=0w2
j,k ≤ ˆ σ22j/2(2j/2 + j3/2)
τS
j otherwise.
(2.7)
The SureShrink threshold, when used with the soft thresholding rule, yields an
estimator that is adaptive to unknown sparsity and is nearly minimax over a large
class of function spaces.
Abramovich et al. (2000) proposed a data-adaptive method based on Benjamini
and Hochberg (1995)’s false discovery rate (FDR) control in simultaneous testing.
Denoting the standardized coeﬃcients by x = x1,...,x s, and ordering them by
decreasing magnitude (corresponding to increasing magnitude of the associated
two-sided p-values),
|x|(1) ≥| x|(2) ≥ ...≥| x|(i) ≥ ...≥| x|(s) ,
these ordered coeﬃcients are compared to a sequence of right-tail normal quantiles
τi = z (q/2 · i/s), where q ∈ (0,1/2] is the desired FDR. With the deﬁnition κ =10
max
 
i : |x|(i) ≥ τi
 
the FDR-based threshold is τFDR = τκ. While this method
is asymptotically minimax, it can be quite sensitive to the choice of q in practice
(Johnstone and Silverman, 2004, 2005b).
2.1.3 Bayesian-based Nonlinear Thresholding
In the Bayesian framework, the general approach for dealing with model (2.1) with
the wavelet transformation given in equation (2.2) is to impose a prior distribution
on the wavelet coeﬃcients in step (ii). The prior is designed to reﬂect the econom-
ical wavelet representations that many functions possess. Vidakovic (1998) states
that Bayes rules are generally shrinkage rules, so estimating wavelet coeﬃcients
using a Bayes rule is actually a form of wavelet shrinkage. A variety of nonlinear
shrinkage/thresholding rules can be obtained by using diﬀerent loss functions, and
hence diﬀerent Bayes rules. The posterior distribution of the wavelet coeﬃcients,
in conjunction with a particular Bayes rule, can then be used to estimate f.
Abramovich et al. (1998) obtained wavelet thresholding estimates by consider-
ing level-dependent posterior median estimates. They assume the popular mixture
prior also considered in Clyde et al. (1998) and Silverman (1999), among others:
the ωj,k are independently distributed with
ωj,k ∼ (1 − πj)δ0(ωj,k)+πjN(0,λ
2
j), (2.8)
a mixture of an atom of probability at zero and a Normal distribution centered
at zero with variance λ2
j.N o t e t h a t δ0(·) represents the Dirac delta function.
The component-wise L1-based Bayes Rules correspond to the posterior medians
of wavelet coeﬃcients ωj,k. While the posterior mean estimators have also been
considered (e.g. Clyde et al. (1998)), these component-wise L2-based rules act11
only as shrinkage rules. The posterior median of ωj,k with this choice of prior, in
contrast, is a bona ﬁde thresholding rule.
The choice of hyperparameter values is important, as diﬀerent values may lead
to diﬀerent wavelet estimators. One can obtain hyperparameter values using the
maximum likelihood estimation of πj and λ2
j (and σ, if desired) via the EM al-
gorithm (Clyde and George, 2000). Abramovich et al. (1998) assume that the
hyperparameters are of a speciﬁc form related to Besov space parameters, and
they exploit this relationship to determine reasonable values of the hyperparame-
ters. A more systematic method was oﬀered by Johnstone and Silverman (2004)
and Johnstone and Silverman (2005b), who elicit hyperparameter values using a
completely data-based empirical Bayes approach. However, Johnstone and Silver-
man (2004) and Johnstone and Silverman (2005b) consider a heavier-tailed prior,
replacing the N(0,λ 2
j) portion of the mixture in (2.8) with, for example, the Laplace
distribution or the so-called quasi-Cauchy distribution. Using the posterior me-
dian for estimation, they obtain a random thresholding procedure. We review
their approach in more detail below, as it provides the foundation for the proposed
denoising procedure introduced in Chapter 3.
Estimation of Sparse Sequences using Empirical Bayes
Johnstone and Silverman (2004) focused on estimating parameters µi from general
(not necessarily wavelet) sparse sequences, where X =( X1,...,X s) are observa-
tions satisfying
Xi = µi +  i, (2.9)
where  i are independent N(0,1) random variables. As a sparse sequence, most of
the unknown µi will be zero, but a few will be non-zero. Johnstone and Silverman12
(2005b) recognized that wavelet regression at a single resolution level j is a special
case of the single sparse sequence problem they had considered in the previous
year’s publication. In the nonparametric model deﬁned in (2.1) and given again
below,
yi = f(ti)+σzi,i =1 ,...,N,
the true function f can be well approximated with a relatively small proportion
of non-zero wavelet coeﬃcients. Thus, the Xi naturally correspond to the (nor-
malized) empirical wavelet coeﬃcients of f at a particular resolution level j.T h e
true parameters µi are modeled as having independent mixture priors, each with
an atom of probability at zero and a density γ with tails heavier than those of the
noise density (the Normal density, in this case), i.e.,
fsym(µ)=( 1− w)δ0(µ)+wγ(µ). (2.10)
The sparsity parameter, or mixing weight, w is adaptively chosen by marginal
maximum likelihood for each level. Using the posterior median to estimate µ,
one attains a random thresholding procedure. Johnstone and Silverman (2005b)
demonstrate that their empirical Bayes method, with an aptly chosen density γ,
achieves the best possible minimax rate over a large class of Besov spaces, including
those that allow for spatial inhomogeneity in the unknown function f.
The mixture prior introduced in Johnstone and Silverman (2004), assumes that
the ﬁxed density γ in equation (2.10) is not only heavy-tailed, but also unimodal
and symmetric. In Johnstone and Silverman (2005b), this translates into assuming
that the wavelet coeﬃcients at each level are symmetrically distributed about zero.
Inspired by Johnstone and Silverman (2004), Zhang (2005) and Zhang et al.
(2007) proposed a three-component mixture prior that eliminates the need for the13
symmetry assumption. By introducing the concept of generalized shrinkage and
generalized thresholding estimators, they handle the positive and negative param-
eters separately. A generalized shrinkage estimator, δ(x,τ−,τ +)f o rτ− ≤ 0a n d
τ+ ≥ 0, satisﬁes the following properties:
• δ(x,τ−,τ +) is increasing for x ∈ R
•− | x|≤δ(x,τ−,τ +) ≤| x|, ∀x ∈ R
• δ(x,τ)=δ(x,−τ,τ),τ≥ 0 is antisymmetric.
If, in addition, the following property holds:
δ(x,τ−,τ +) = 0 if and only if τ− ≤ x ≤ τ+,
then the generalized shrinkage estimator is also a generalized thresholding esti-
mator. Clearly, if δ(x,τ−,τ +) is a generalized shrinkage estimator, then δ(x,τ)=
δ(x,−τ,τ) is a shrinkage estimator. Likewise, if δ(x,τ−,τ +) is a generalized thresh-
olding estimator, then δ(x,τ)=δ(x,−τ,τ) is a thresholding estimator. Thus,
shrinkage/thresholding estimators are special cases of their generalized counter-
parts when |τ−| = τ+ = τ, i.e., when the data are truly symmetric.
Since each µi can only take zero, negative, or positive values, Zhang (2005) and
Zhang et al. (2007) used the following prior speciﬁcation, independently for each
µi:
fasym(µ)=( 1− w− − w+)δ0(µ)+w−γ−(µ)+w+γ+(µ). (2.11)
There is an atom of probability at zero, as in (2.10), but now the negative and
positive parameters are considered separately. The w− and w+ are the weights
for the negative and positive portions of the sequence, corresponding to densities14
γ−(µ)a n dγ+(µ), respectively. The densities are required to satisfy the following
assumptions:
γ−(µ)=γ(µ)I[µ ≤ 0]/
  0
−∞ γ(t)dt
γ+(µ)=γ(µ)I[µ ≥ 0]/
  ∞
0 γ(t)dt
(2.12)
where γ(µ) is unimodal and symmetric. With appropriate choices of w− and w+
and γ(µ), the posterior median acts as a generalized thresholding estimator (Zhang,
2005; Zhang et al., 2007).
While the sample mean of the empirical wavelet coeﬃcients at each level is
zero, these coeﬃcients are not necessarily symmetric about zero. It seems only
natural to consider the prior given in (2.11) in the wavelet domain. This is the
motivation of Chapter 3, where generalized thresholding estimators with the three-
component mixture prior are applied to Maximal Overlap Discrete Wavelet Trans-
form (MODWT) coeﬃcients at each resolution level.
2.1.4 Maximal Overlap Discrete Wavelet Transform
An alternative to the DWT in the wavelet-based estimation paradigm is the maxi-
mal overlap discrete wavelet transform (MODWT) (Greenhall, 1991; Percival and
Guttorp, 1994). Transforms that are similar to MODWT have been indepen-
dently considered by several authors under various names, e.g., undecimated DWT,
non-decimated DWT, translation invariant DWT, shift invariant DWT, stationary
DWT (Shensa, 1992; Bruce and Gao, 1996; Coifman and Donoho, 1995; Beylkin,
1992; Nason and Silverman, 1995). In essence, MODWT deﬁnes a transform that
behaves very similarly to the DWT, but avoids suﬀering from the DWT’s sen-
sitivity to choice of origin in the time series. This sensitivity results from the
decimation, or downsampling, used to compute the coeﬃcients, and contributes15
to visual artifacts often found in reconstructions. Percival and Walden (2000) ex-
plain this phenomena particularly well. The wavelet coeﬃcients for the DWT can
be interpreted as a diﬀerence between two weighted averages. The intervals over
which these averages are made are ﬁxed ap r i o r iand therefore may not coincide
with the interesting features in the time series; changing the origin of the time
series can yield diﬀerent results due to the positioning of the time series with re-
spect to the predeﬁned averaging intervals. MODWT is an attempt to avoid these
‘choice of origin’ eﬀects by essentially including all possible placements of averag-
ing intervals, and can eliminate ‘alignment’ artifacts by using the values removed
(downsampled) from the DWT.
In contrast to the standard (orthogonal and maximally decimated) DWT,
MODWT is redundant (non-orthogonal and non-decimated), shift invariant, and
well-deﬁned for any number of sampled points N. Like the DWT, MODWT can be
viewed as a matrix multiplication and can be used in conjunction with model (2.1)
to obtain
  W ≡   Wy =   Wf + σ  Wz ≡   ω + σ˜ z
∗, (2.13)
where   W is (J0 +1 ) N x N matrix associated with a chosen wavelet basis/family
for a pre-speciﬁed decomposition depth J0 such that 2J0 ≤ N, y is the N x1
vector of equally spaced, noisy sampled values (where N need not be a power of
two), and   W is the (J0+1)N x 1 vector containing both the empirical scaling and
wavelet coeﬃcients of f.T h eM O D W To ff yields the (J0 +1 ) N x 1 vector   ω of
true scaling and wavelet coeﬃcients associated with f.T h eM O D W To fz yields
(J0 +1 ) N new random variables ˜ z∗ that are identically distributed N(0,1), but
are no longer independent as a consequence of the non-orthogonality of   W.T h e
vector   W may be decomposed into J0 +1 column subvectors, with each subvector16
of length N:
  W =
⎡
⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎣
  W 1
  W 2
. . .
  W J0
  V J0
⎤
⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎦
. (2.14)
Note that by construction, the sample mean of each   W j is equal to zero, while the
sample mean of   V J0 is equal to the sample mean of y,¯ y.
The MODWT matrix   W and the DWT matrix W are strongly related;   W
can be decomposed into J0 + 1 submatrices each of size N x N.T h a t i s ,  W =
 
  W1,   W2,...,  WJ0,   VJ0
  
, where the rows of   Wj (  VJ0) are circularly shifted versions
of the usual DWT ﬁlter coeﬃcients, periodized to length N and suitably rescaled,
at the jth level. When the jth ﬁlter length, Lj =( 2 j − 1)(L − 1) + 1, is less than
N (as it usually is for aptly chosen J0), the periodized ﬁlter is just the usual ﬁlter
coeﬃcients, padded with zeros to obtain an N-length vector. Thus, the transform
contains the traditional DWT for every possible choice of origin.
Also like the DWT, MODWT is energy conserving as
 y 
2 =
J0  
j=1
 
     W j
 
   
2
+
 
     V J0
 
   
2
, (2.15)
where  ·  denotes the Euclidean (squared) norm, and possesses an additive de-
composition
y =
J0  
j=1
  W
 
j   W j +   V
 
J0   V J0. (2.16)
Coifman and Donoho (1995), among others, have shown that denoising with
MODWT instead of DWT in the wavelet-based estimation paradigm, in general,
yields much better results in terms of visual quality and risk than with the tra-
ditional DWT with a ﬁxed origin. For the Haar wavelet, Coifman and Donoho17
(1995) show several theoretical advantages of the translation invariant denoising
approach over the traditional DWT denoising approach, including faster conver-
gence rates. Berkner and Wells (2002) extend some of these theoretical results
to the Daubechies family. Johnstone and Silverman (2005b) also considered the
use of MODWT in their manuscript, treating the coeﬃcients at each level j as
if they were independent; the performance of MODWT was substantially better
than DWT using their empirical Bayes approach.
Thresholding with MODWT requires careful attention, as diﬀerent statistical
software packages tend to deﬁne translation invariant transforms in diﬀerent ways.
The waveslim (Whitcher, 2005) library developed for R (R Development Core
Team, 2005) uses a convolution-based modwt function, following the pseudocode
provided in Percival and Walden (2000). Percival and Walden (2000) suggest
multiplying the usual robust estimate of σ based on the MAD by
√
2t om a i n t a i n
the relationship of the unit-scale DWT and MODWT coeﬃcients. In the case of
MODWT,
ˆ σMAD =
median({|˜ w1,k| : k =0 ,...,N− 1})
0.6745
. (2.17)
Thus, for level j, the level-dependent standard deviation estimate is suggested as
ˆ σj =
√
2ˆ σMAD
2j/2 . (2.18)
The newest version of S+Wavelets (Constantine and Percival, 2003) for S-Plus (S-
PLUS Development Team, 2005) contains the function wavMODWT that is anal-
ogous to modwt in R, and uses a convolution ﬁlter by default. Thus wavMODWT
also requires the above standard deviation adjustment. The S-Plus function nd.dwt
within S+Wavelets (version 1) uses a ‘correlation’ ﬁltering technique, rather than
convolution. Apparently, a normalization is built into the function nd.dwt such18
that the coeﬃcients at level j are rescaled by a factor proportional to 2j/2.T h i s
normalization is not used by modwt, and hence the use of nd.dwt does not require
the multiplication by
√
2 or the standard deviation adjustment given in (2.18).1
Finally, there are many inverse transforms, as   W is overdetermined. Eﬃcient
ﬁltering algorithms also exist for MODWT that will compute the transform and
inverse transform with only O(N log2 N) multiplications. See Percival and Walden
(2000) and references therein for further details.
2.2 Hypothesis Testing and F-like Statistics
In the expression microarray literature, the so-called F-like statistics are gaining
popularity as a way to deal with, and perhaps exploit, the ‘small n, large p’p r o b -
lem in signiﬁcance testing. As opposed to many of the common multiple testing
strategies that are based on individual p-values from individual tests, the F-like
statistics borrow strength (information) across all p dimensions and yield more
eﬃcient statistics. Indeed, the usual F-test that looks at all genes g, g =1 ,...,p,
individually often suﬀers from low power. Several tests have subsequently been
proposed to help overcome the power hurdle (e.g. Tusher et al. (2001); Efron et al.
(2001); Baldi and Long (2001); Lonnstedt and Speed (2002); Wright and Simon
(2003); Smyth (2004); Storey (2006)). Most recently, the F-like statistics have
been proposed in an attempt to improve power by borrowing strength across all
p dimensions, instead of just using the usually small number of replications n at
each gene g.
The usual F statistic and most of the F-like statistics are derived assuming the
1This explanation is based on my own simulation results; appropriate documentation
has yet to be found/obtained to verify this.19
following model for each g, g =1 ,...,p:
Xg ∼ N(θg,σ 2
g),
MSEg ∼ σ2
g
χ2
d
d ,
Xg independent of MSEg, and
(Xg,MSE g) mutually independent ∀g,
(2.19)
where d is the degrees of freedom associated with MSEg. With this set-up, there
are typically p tests of interest,
H0 : θg = θ0 vs. H1 : θg  = θ0, (2.20)
for g =1 ,...,p. Without loss of generality, θ0 is taken to be zero. In the expres-
sion microarray setting, Xg commonly represents the diﬀerence between expression
levels between two treatment groups, Y1g − Y2g,a tag i v e ng e n eg. Clearly, the
usual t-statistic, tg = Xg/(sg/
√
n) could be computed for each gene g,w h e r esg is
the common group standard deviation for gene g and n is the number of replicates
available at gene g. Equivalently, the classical F-statistic, corresponding to the F1
test coined in Cui and Churchill (2003),
F
1
g =
X2
g
MSEg
, (2.21)
could be computed for each g, g =1 ,...,p. The null hypothesis for this test
is rejected when the statistic is suﬃciently large. The tests to follow will share
the same form of the rejection region. The ‘suﬃciently large’ value is commonly
determined by permutation, so that the various F-like tests can still be used even
with deviations from the assumptions in (2.19), or with non-F-distributed statistics
under the null hypothesis. As with most simultaneous testing problems, this classic
collection of tests performs well when p is relatively small. Small numbers of20
replicates, n, will force the degrees of freedom d in the denominator to be quite
small. This, in conjunction with large p, can result in many large (i.e., signiﬁcant)
F 1
g-statistics by chance alone. Clearly, one way to eliminate this problem is to
assume that all σ2
g are equal, and pool the individual MSEg together to increase
the denominator degrees of freedom. Then one obtains the following collection of
test statistics, corresponding to the F3 test described in Cui and Churchill (2003),
F
3
g =
X2
g  
g MSEg/p
, (2.22)
for g =1 ,...,p. There is a trade-oﬀ, however; these tests perform quite well when
indeed the individual variances σ2
g are similar, but can perform abysmally when
the equal variance assumption does not hold (Cui and Churchill, 2003; Cui et al.,
2005).
2.2.1 FS and FSA
A compromise between the F1 and F3 tests was proposed by Cui et al. (2005),
which uses James-Stein estimation to shrink the variance. In eﬀect, their variance
estimator shrinks the individual variance toward the geometric mean of all vari-
ances, with the amount of shrinkage depending on the variability of the individual
variance estimators, MSEg. Speciﬁcally, they deﬁne the approximately Normal
transformation
Yg =l n ( MSEg) − E(ln
χ2
d
d
), (2.23)
with mean ln(σ2
g)a n dv a r i a n c eVd = var(ln(
χ2
d
d )). The James-Stein-Lindley estima-
tor (Lindley, 1962) provides an estimate of mean ln(σ2
g):
ˆ ρg = ¯ Y +
 
1 −
(p − 3)Vd  
(Yg − ¯ Y )2
 
+
(Yg − ¯ Y ). (2.24)21
The variance estimator for σ2
g is then σ2
JSLg =e x p ( ˆ ρg), and the resultant test
statistics are
F
S
g =
X2
g
σ2
JSLg
, (2.25)
for g =1 ,...,p.These test statistics correspond to the FS test in Cui et al. (2005).
They show via simulation that the FS test is as powerful or more powerful than
both the F1 and F3 tests, with substantial improvement in some situations.
Hwang and Liu (2006) studied the asymptotic power of the FS test as a way
to explain the improved performance, and were able to derive the FS test as an
empirical Bayes likelihood ratio test under certain conditions given below. In
particular, as p ↑∞ , equation (2.24) becomes
ˆ ρg → µV + MV (Yg − µV), (2.26)
where
µV =limp→∞
1
p
 p
g=1lnσ2
g,
τ2
V =limp→∞
1
p−3
 p
g=1
 
lnσ2
g −
 
1
p
 p
g=1lnσ2
g
  2
, and
MV =τ2
V /(τ2
V + Vd).
(2.27)
Asymptotically, F S
g → X2
g/exp(µV + MV (Yg − µV)) which is proportional to
F
SA
g =
X2
g
MSE
MV
g
, (2.28)
for g =1 ,...,p. Clearly, taking MV = 1 reduces tests (2.28) to the tests in (2.21),
where the individual variances are used in each test. Indeed, the F1 tests would
be most appropriate when the variances are diﬀerent across the p dimensions. At
the other extreme, if the variances are equal for all g, MV = 0, and the (2.28)
tests reduce to the (2.22) tests. In eﬀect, FSA selects the most appropriate test
automatically, based on the tuning parameter MV . As such, FSA is expected to be22
more powerful than both F1 and F3. Assuming
lnMSEg =d ρg +l nK,
ρg =l nσ2
g ∼ N(µV,τ2
V), and
lnK ∼ N(µK,τ2
K),
(2.29)
Hwang and Liu (2006) derived this same FSA test from the Neyman-Pearson
lemma. Usually, however, MV is unknown but can be estimated quite well from
the data when p is large. Hwang and Liu (2006) show that the empirical Bayes
likelihood ratio test is the FS test, further explaining the power improvements of
FS over F1 and F3.
2.2.2 FSS and FMAP
Hwang and Liu (2006) also derive an even more powerful test by shrinking not only
the variances, but the means as well. Under the test setting for each g, g =1 ,...,p,
H0 : θg =0 v s . H1 : θg ∼ N(µθ,τ
2
θ), (2.30)
the assumptions in (2.29), and the Neyman-Pearson lemma, the maximum average
power (MAP) test is derived with statistic
F
MAP
g =
E
 
(σ2
g + τ2
θ)− 1
2e− 1
2(Xg−µθ)2/(σ2
g+τ2
θ )|MSEg
 
E
 
σ−1
g e− 1
2(X2
g/σ2
g)|MSEg
  , (2.31)
where E[·|MSEg] represents the integration of σ2
g with respect to the conditional
distribution of σ2
g given MSEg. To avoid integration, Hwang and Liu (2006)
propose using a ﬁrst order approximation, the FSS test, replacing σ2 with σ2
JSL:
F
SS
g =
 
σ2
JSLg + τ2
θ
σ2
JSLg
 − 1
2  
e
− 1
2(Xg−µθ)2/(σ2
JSLg+τ2
θ )
e
− 1
2(X2
g/σ2
JSLg)
 
, (2.32)23
for g =1 ,...,p. Their simulation study indicates that FMAP and FSS have nearly
the same power, and are both an improvement upon FS.
Noting that
ρg|MSEg ∼ N(µV,V), where V =
τ2
Vτ2
K
τ2
V + τ2
K
, (2.33)
Zhou (2007) observed that the FSS test can also be derived using Laplace’s method
for approximating deﬁnite integrals for both the numerator and denominator of
expression (2.31). The approximation becomes more accurate as V →∞ .I nt h e
microarray setting, we expect this to be a good approximation when the gene-wise
variances are heterogeneous (implying large τ2
V) and the number of replicates is
small (implying large τ2
K).
2.2.3 FBB and FBS
Consider the testing scenario in (2.20). Under this setting, Zhou (2007) proposes a
diﬀerent double shrinkage test, called FBB, which uses the same σ2
JSLg estimate for
σ2
g that appears in the denominator of the FS test statistic (see equation (2.25)),
but uses a Stein-type shrinkage estimator of θg in the numerator instead of the
naive estimator Xg. Speciﬁcally, he proposes the minimax estimator
ˆ θg =
⎛
⎝1 −
a
a +1+
  X2
g
d·MSEg
⎞
⎠Xg, where a =
p +1
d +2−
(p−6)(d+2)
2p−4
(2.34)
based on results from Fourdrinier et al. (2003) and Maruyama and Strawderman
(2005). Note that the amount of shrinkage used to compute ˆ θg depends on the
estimate of scale, MSEg, so it would be expected that tests using ˆ θg rather than
Xg should be less sensitive to the degree of gene-wise variance heterogeneity. As24
such, Zhou (2007) proposed the following F-like statistics:
F
BB
g =
ˆ θ2
g
σ2
JSLg
(2.35)
for g =1 ,...,p. The resulting test is always more powerful in simulations than
FS, and has power comparable with FSS in the settings that he considered.
Zhou (2007) also introduced a modiﬁed version of the FSS test that reduces to
FBB in the limit. Assuming θg ∼ N(µθ,τ2
θ), and letting τθ →∞ , the second factor
in expression (2.32) approaches
1
e
− 1
2(X2
g/σ2
JSLg) = e
1
2(X2
g/σ2
JSLg). (2.36)
This is a monotone increasing function of (2.25), suggesting that the FSS test
reduces to the FS test as τθ →∞ . This prompted the creation of the F BS statistic,
where the X’s in (2.32) are replaced by ˆ θ given in (2.34); i.e.,
F
BS
g =
 
σ2
JSLg + τ2
θ
σ2
JSLg
 − 1
2  
e
− 1
2(ˆ θg−µθ)2/(σ2
JSLg+τ2
θ)
e
− 1
2(ˆ θ2
g/σ2
JSLg)
 
, (2.37)
for g =1 ,...,p.T h e FBS test is intuitively appealing because, using a similar
argument as before, as τθ →∞ ,t h eFBS test reduces to FBB. In the expression
microarray setting, τθ →∞implies large variability in gene expression diﬀerences
between treatments/groups. While τθ is not expected to be that large in microarray
analysis, his simulation results (for ﬁxed τθ = .1) show that FBS is the most
powerful test among F1, F3, FS, FSS,a n dFBB.
In Chapter 4, several additional F-like statistics are proposed which involve
wavelet shrinkage of the data prior to test statistic construction.Chapter 3
Generalized Thresholding Estimators
and MODWT
In the following, we propose integrating the ideas of Johnstone and Silverman
(2005b), Zhang (2005) and Zhang et al. (2007) with MODWT to nonparametrically
estimate an unknown function f. That is, we propose using MODWT to transform
the observed data y into the wavelet domain, using the three-component mixture
prior given in (2.11) with generalized thresholding estimators to denoise the data,
and then back-transforming the denoised coeﬃcients into the original data space
to yield the estimate ˆ f.
We ﬁrst consider estimating f from a single realization, and then later extend
the methods for the single realization setting to the multiple realization setting.
Details of implementation, simulation results, and real data applications are pre-
sented below.
3.1 Generalized Wavelet Thresholding Estimators:
Single Realization Setting
3.1.1 Prior Speciﬁcation
Deﬁning the nonparametric model as in (2.1) and transforming the data of a single
realization using MODWT yields the (standardized) level-wise model (2.9) in the
wavelet domain, where s = N for each resolution level j. For this exposition, the
prior given in (2.11) is used with γ−(µ)a n dγ+(µ) deﬁned by the heavy-tailed
2526
quasi-Cauchy density
γ(µ)=
1
√
2π
 
1 −
|µ|[1 − Φ(|µ|)]
φ(µ)
 
, (3.1)
where φ(·)a n dΦ ( ·) denote the standard Normal probability density function (pdf)
and cumulative density function (cdf), respectively, throughout this document.
Speciﬁcally, for a given level j the various components involved for each µj,i, i =
1,...,N,a r e
[X|µ] ∼ N(µ,1),
[µ|w−,w +] ∼ (1 − w− − w+)δ0(µ)+w−γ−(µ)+w+γ+(µ),
γ−(µ)=
2I[µ≤0] √
2π
 
1+
µΦ(µ)
φ(µ)
 
, and
γ+(µ)=
2I[µ≥0] √
2π
 
1 −
µ[1−Φ(µ)]
φ(µ)
 
.
(3.2)
The equations for γ−(µ)a n dγ+(µ) follow from the assumptions in (2.12) and from
the symmetry and unimodality of density (3.1). They may also be derived using a
more complicated setting involving additional hyperparameters; details are given
in Appendix A. Using an empirical Bayes approach, the weights w− and w+ for
each level are estimated by marginal maximum likelihood. Note that since the
weights are estimated for each level, w− and w+ should really have a j subscript,
but the j has been suppressed to avoid further clutter. Speciﬁcally, the marginal
density of the scaled empirical wavelet coeﬃcients xj =( xj,1,x j,2,...,x j,N)f o r
each level j, j =1 ,...,J 0 is given by
f(xj)=
 N
i=1
 
f(xj,i|µj,i)fasym(µj,i)dµj,i
=
 N
i=1
 
(1 − w− − w+)φ(xj,i)+w−
 
φ(xj,i − µj,i)γ−(µj,i)dµj,i
+w+
 
φ(xj,i − µj,i)γ+(µj,i)dµj,i
 
=
 N
i=1 {(1 − w− − w+)φ(xj,i)+w−g−(xj,i)+w+g+(xj,i)},
(3.3)27
where
g−(x)= 1
x2√
2π
 
2(1− Φ(x)) − exp(−x2/2) +
2xexp(−x2/2) √
2π
 
g+(x)=
1
x2√
2π
 
2Φ(x) − exp(−x2/2) −
2xexp(−x2/2) √
2π
 
.
(3.4)
The derivations of the formulas in (3.4) can be found in Appendix A. The (con-
strained) marginal maximum likelihood estimators for weights w− and w+, respec-
tively denoted by ˆ w− and ˆ w+, are calculated by maximizing the log-likelihood
of (3.3), subject to the following constraints:
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
w+ +3 w− ≤ 2
3w+ + w− ≤ 2
w− : −
√
2logN ≤ τ−(w−,0) ≤ 0
w+ :0 ≤ τ+(0,w +) ≤
√
2logN.
(3.5)
These constraints require further explanation. Brieﬂy, Zhang (2005) and Zhang
et al. (2007) deﬁne a simplex,
S(a)=
 
(w−,w +) ∈ [0,1]
2 :( 2 a − 1)w− + w+ ≤ a, w− +( 2 a − 1)w+ ≤ a
 
,
which clearly depends on the constant a ∈ [0,1]. This constant is related to the
ﬂatness of the priors γ−(·)a n dγ+(·) relative to the density of the noise, and deﬁnes
the conditions necessary for the resulting Bayes estimator (posterior median) to
be a generalized shrinkage/thresholding estimator. For the quasi-Cauchy set-up
(as in (3.2)),
a =
φ(0)
g+(0) + φ(0)
=
2
3
,
leading to the ﬁrst two constraints in (3.5). See Zhang (2005) and Zhang et al.
(2007) for further details. Given these ﬁrst two constraints, there exists a positive
threshold τ+(w−,w +) ≥ 0 and negative threshold τ−(w−,w +) ≤ 0 such that the
posterior median ˆ µ(x;w−,w +) = 0 if and only if τ−(w−,w +) ≤ x ≤ τ+(w−,w +).28
Zhang (2005) and Zhang et al. (2007) show that τ−(w−,w +) is an increasing func-
tion in both w− and w+, while τ+(w−,w +) is a decreasing function in both w− and
w+.T h u s ,τ−(w−,0) ≤ τ−(w−,w +) ≤ 0a n d0≤ τ+(w−,w +) ≤ τ+(0,w +). Notice
that
√
2logN is the value of the universal threshold, since σ = 1. Asymptotically,
the universal threshold is the largest absolute value for observations obtained from
a zero-signal, and acts as a limiting (positive) threshold as w+ → 0. Similarly, the
negated universal threshold acts as the limiting (negative) threshold as w− → 0.
Thus, the last two constraints in (3.5) place bounds on the generalized thresholds,
which in turn constrains the allowable weights. In practice, the values ˆ w− and ˆ w+
can be determined rather easily using the R function constrOptim (see Appendix
B), which maximizes functions subject to linear constraints using an adaptive bar-
rier algorithm. Once calculated, ˆ w− and ˆ w+ are plugged back into prior (2.11) so
that the parameters µj,i may be estimated by their posterior medians.
3.1.2 Posterior Distribution
Recall that the vectors xj and µj represent the empirical (noisy) and true coeﬃ-
cients, respectively, at level j in the wavelet domain. We ﬁrst ﬁnd the posterior
distribution of each component of µj, µj,i, so that we may determine the posterior
median ˆ µj,i, which will serve as the estimate of µj,i.L e t˜ w− and ˜ w+ denote the
posterior probabilities of µ being a negative and positive value, respectively. Then
for a given univariate x = xj,i,
˜ w−≡˜ w−(x;w−,w +)=
w−g−(x)
(1−w−−w+)φ(x)+w−g−(x)+w+g+(x)
˜ w+≡˜ w+(x;w−,w +)=
w+g+(x)
(1−w−−w+)φ(x)+w−g−(x)+w+g+(x).
(3.6)29
Let ˜ γ−(µ|x;w−,w +) ≡ ˜ γ−(µ|x)a n d˜ γ+(µ|x;w−,w +) ≡ ˜ γ+(µ|x) represent the pos-
terior conditional densities for the negative and positive µ respectively. Then
˜ γ−(µ|x)= [ µ|x,µ < 0]=
φ(x−µ)γ−(µ)
g−(x)
=
2x2 exp(
−(x−µ)2
2 )(1+
µΦ(µ)
φ(µ) )
√
2π
￿
2(1−Φ(x))−exp(−x2/2)+
2x exp(−x2/2) √
2π
￿
˜ γ+(µ|x)= [ µ|x,µ > 0]=
φ(x−µ)γ+(µ)
g+(x)
=
2x2 exp(
−(x−µ)2
2 )(1−
µ(1−Φ(µ))
φ(µ) )
√
2π
￿
2Φ(x)−exp(−x2/2)−
2x exp(−x2/2) √
2π
￿.
(3.7)
The posterior distribution of the parameter µ given x is then
[µ|x,w−,w +] ∼ [1 − ˜ w− − ˜ w+]δ0(µ)+ ˜ w−˜ γ−(µ|x)+ ˜ w+˜ γ+(µ|x). (3.8)
3.1.3 Bayesian Inference with the Posterior Median
Notice from (3.8) that if ˜ w+
  ∞
0 ˜ γ+(µ|x)dµ > 0.5, then the posterior median is
positive, and if ˜ w−
  0
−∞ ˜ γ−(µ|x)dµ > 0.5, then the posterior median is negative.
Otherwise, the median is zero. To obtain the positive posterior median, denoted
by m+, one needs to solve
  ∞
m+
˜ γ+(µ|x)dµ −
1
2˜ w+
=0 . (3.9)
Similarly, to obtain the negative posterior median, denoted by m−, one needs to
solve
  m−
−∞
˜ γ−(µ|x)dµ −
1
2˜ w−
=0 . (3.10)
The calculations for the equations given above are not trivial, and are in-
cluded in Appendix A. In practice, clever manipulation of terms allows both (3.9)
and (3.10) to be solved using a binary search algorithm.
As a ﬁnal step, the inverse wavelet transformation, IMODWT, is performed
on the posterior medians to yield the denoised observations in the original data30
space. The performance of the posterior median estimator is evaluated with a
simulation study in Section 3.1.5. As in Johnstone and Silverman (2005b), the
performance of MODWT was primarily examined in the simulation, where the
coeﬃcients at each level j are treated as if they were independent. Likewise, the
performance of MODWT was substantially better than that of DWT using the
proposed generalized approach.
3.1.4 Implementation
The R code that performs the generalized thresholding of MODWT coeﬃcients us-
ing the prior form given in (2.11) with γ−(µ)a n dγ+(µ) deﬁned by the heavy-tailed
quasi-Cauchy density is provided in Appendix B. The pseudocode below outlines
the necessary steps for the entire estimation process in the single realization setting.
Step 1: Specify desired wavelet ﬁlter and maximum number of decomposition lev-
els J0. Transform observed data y = {yi}
N
i=1 into wavelet domain using MODWT.
Step 2: Specify or estimate σ, the noise standard deviation, of the observed data.
If estimating, use
√
2ˆ σMAD,w h e r eˆ σMAD is deﬁned in (2.17). (This will be used
to compute the level-wise standard deviations given in expression (2.18).)
Step 3: For each decomposition level j =1 ,...,J 0 (and also j = J0+1, if desired)
1. Obtain standardized (i.e., unit standard deviation) level j MODWT coeﬃ-
cients by dividing by level-dependent σj (see (2.18)):
 
˜ wj,k
σj
 N−1
k=0
= {xj,i}
N
i=1.
2. Estimate w− and w+ by maximizing the marginal likelihood of {xj,i}
N
i=1 given
in (3.3) under constraints (3.5).
3. Denoise by ﬁnding the posterior medians {ˆ µj,i}
N
i=1: Based on w− and w+
estimates, use a binary search algorithm to solve (3.9) for m+ for the positive31
coeﬃcients and to solve (3.10) for m− for the negative coeﬃcients.
4. Store rescaled posterior median estimates:
 
    ωj,k
 N−1
k=0
= {σjˆ µj,i}
N
i=1.
Step 4: Use IMODWT to back-transform vector     ω into original data space to
obtain ˆ f.
This was the approach used in the simulation study that follows.
3.1.5 Simulation Studies
A simulation study was performed on four of the now popular test functions deﬁned
in Donoho and Johnstone (1994): Bumps (bmps), Blocks (blks), Doppler (dopp),
and HeaviSine (heav), as seen in Figure 3.1. As in Johnstone and Silverman
(2005b), each of test functions was contaminated with ‘high’ and ‘low’ noise, where
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Figure 3.1: Four spatially variable test functions used in simulation.32
Table 3.1: Wavelet Methods considered in Simulations
sym: Johnstone and Silverman (2005b) Method - assumes symmetry of coeﬃcients;
thresholding of empirical wavelet coeﬃcients only
sym.s: Johnstone and Silverman (2005b) Method - assumes symmetry of coeﬃcients;
thresholding of empirical wavelet and scale coeﬃcients
asym: Proposed Method - allows asymmetry of coeﬃcients;
generalized wavelet thresholding of empirical wavelet coeﬃcients only
asym.s: Proposed Method - allows asymmetry of coeﬃcients;
generalized wavelet thresholding of empirical wavelet and scale coeﬃcients
the ‘high noise’ signal-to-noise ratio (SNR) was 3:1 and the ‘low noise’ SNR was
7:1. All simulations were performed in R (R Development Core Team, 2005) with
wavelet transforms provided in the library waveslim (Whitcher, 2005).
The mean squared error (MSE) performance of four wavelet denoising methods,
deﬁned and described in Table 3.1, are compared in Table 3.2. For all cases,
MODWT was used to obtain the empirical wavelet and scaling coeﬃcients, and
the posterior median served as the (generalized) thresholding rule.
For each test function and noise level, 1000 replications were generated. For
each test function and noise level combination, the test function was sampled at
N equally spaced points ti,w h e r eN ∈{ 120,128,512,520,1024}.F o r a g i v e n
N, the same Normal noise variables were used for each of the test functions and
noise levels. To complement the simulation results presented in Johnstone and
Silverman (2005b), the least asymmetric 8 (also called Symmlet-8, or abbreviated
LA8) wavelet ﬁlter was used with periodic boundary conditions in the wavelet
transform. For each N, the depth of decomposition, J0, was determined by the
conservative formula suggested in Percival and Walden (2000):
J0 = ﬂoor(log2(
N
L − 1
− 1)), (3.11)33
Table 3.2: MSE Results for MODWT for varying N, the total number of sampled points,
using the LA8 Wavelet Filter. MSEs are rounded to two decimal places.
High noise Low noise
method bmps blks dopp heav bmps blks dopp heav
N = 120
sym 83.75 73.48 48.05 17.56 97.19 86.76 55.99 30.85
sym.s 85.51 73.68 47.25 17.84 98.03 87.22 55.63 30.88
asym 83.38 73.32 47.89 17.57 96.53 86.55 55.95 30.84
asym.s 85.14 73.54 47.15 17.85 97.72 87.94 55.59 30.87
N = 128
sym 93.34 89.30 56.03 18.61 104.92 81.36 56.32 34.39
sym.s 94.72 89.80 55.30 18.91 105.43 81.73 55.69 34.44
asym 93.02 89.08 55.93 18.62 104.24 81.23 56.33 34.37
asym.s 94.29 89.58 55.28 18.92 104.78 82.31 55.71 34.42
N = 512
sym 147.20 150.54 79.95 33.04 162.95 135.00 94.42 48.82
sym.s 146.92 150.49 79.35 33.13 162.90 135.15 94.12 48.84
asym 146.44 150.38 79.96 33.02 160.85 134.91 94.48 48.84
asym.s 146.40 150.67 79.35 33.11 160.99 135.54 94.18 48.87
N = 520
sym 151.72 137.70 83.44 32.20 175.20 146.28 108.91 45.41
sym.s 151.43 137.55 82.78 32.28 175.14 146.37 108.54 45.44
asym 151.07 137.53 83.47 32.16 173.15 146.20 108.96 45.44
asym.s 151.06 137.64 82.81 32.25 173.27 146.82 108.59 45.47
N = 1024
sym 177.85 185.56 93.94 40.29 220.65 169.69 113.94 55.97
sym.s 177.69 185.64 93.40 40.33 220.63 169.85 113.75 55.98
asym 176.07 185.38 93.84 40.25 219.42 169.65 113.90 56.01
asym.s 176.44 186.23 93.30 40.29 219.45 169.91 113.72 56.02
where L = 8, corresponding to the length of the LA8 ﬁlter. The MSE values
reported in each cell of Table 3.2 are given by the average over the 1000 simulation
replications of
N  
i=1
 
ˆ f(ti) − f(ti)
 2
. (3.12)
A modiﬁed version of the library EbayesThresh (Silverman, 2005) was used to
perform the sym and sym.s methods. This modiﬁed code, as well as the code used
to perform the asym and asym.s methods, is included in Appendix B.34
Johnstone and Silverman (2005b)’s simulation results for MODWT (the trans-
lation invariant transform, in their context) show, in terms of MSE, that their
randomized thresholding procedure out-performs SURE thresholding under vari-
ous J0, universal soft thresholding, FDR thresholding under various values of q,
cubic smoothing splines using GCV, and Tukey’s running medians smoothing us-
ing 4(3RSR)2H (twicing the process of smoothing) methods. The method labeled
as sym throughout is the same procedure proposed by Johnstone and Silverman
(2005b). The trend in Table 3.2 is that asym and asym.s methods are usually
as good as and often better (albeit slightly) than sym and sym.s, respectively,
for minimal additional work. Numerically this phenomena can be observed in
Table 3.3, which displays the Minimal Eﬃciency Score (MES) for each method.
Johnstone and Silverman (2005b) deﬁne the MES for method m, MES(m), as
follows. For a given N,l e trmk denote the value in cell (m,k) in the 4x8 matrix
corresponding to a particular N within Table 3.2. The MES deﬁnes the overall
performance of method m by MES(m)=m i n k(min  r k/rmk), i.e., MES(m)i s
the loss of eﬃciency of method m on the most challenging case.
The same set of simulation parameters was considered with MODWT using the
wavelet ﬁlters Daubechies 8 (D8) and Daubechies 4 (D4), see Tables 3.4 and 3.5.
The D8 results are not shown, as the MSE performance is roughly equivalent to
that using the LA8 ﬁlter. This is not entirely surprising, as the mother wavelets for
Table 3.3: Minimum Eﬃciency Scores for MODWT - LA8 Wavelet Filter.
N=120 N=128 N=512 N=520 N=1024
sym 0.98 0.99 0.99 0.99 0.99
sym.s 0.98 0.98 0.99 0.99 0.99
asym 0.98 0.99 0.99 0.99 0.99
asym.s 0.98 0.98 1.00 1.00 1.0035
Table 3.4: MSE Results for MODWT for varying N, the total number of sampled points,
using the D4 Wavelet Filter. MSEs are rounded to two decimal places.
High noise Low noise
method bmps blks dopp heav bmps blks dopp heav
N = 120
sym 75.48 72.45 56.41 18.12 81.14 80.81 69.52 31.38
sym.s 77.09 72.90 55.84 18.76 81.71 81.18 69.98 31.58
asym 75.31 72.07 56.31 18.16 79.94 80.71 69.51 31.40
asym.s 76.78 73.07 55.84 18.80 80.29 82.08 69.98 31.60
N = 128
sym 83.37 85.36 63.17 19.33 91.07 74.47 73.42 33.72
sym.s 84.93 85.93 62.41 20.03 91.56 74.84 73.20 33.96
asym 83.15 85.10 63.07 19.36 90.48 74.39 73.45 33.72
asym.s 84.64 86.22 62.39 20.06 91.39 75.87 73.24 33.96
N = 512
sym 133.36 134.48 96.13 32.18 158.48 116.44 125.09 52.15
sym.s 133.15 134.49 95.39 32.45 158.35 116.29 124.82 52.23
asym 131.85 134.34 96.18 32.18 157.52 116.38 125.21 52.22
asym.s 131.89 134.94 95.45 32.46 157.47 116.19 124.94 52.30
N = 520
sym 134.49 124.54 98.99 31.13 152.10 122.70 140.28 48.92
sym.s 134.26 124.47 98.17 31.40 151.94 122.47 140.05 49.01
asym 133.05 124.38 99.04 31.13 150.46 122.65 140.38 48.97
asym.s 133.05 124.85 98.23 31.41 150.36 122.36 140.15 49.05
N = 1024
sym 157.03 163.96 115.80 41.84 188.38 140.28 154.92 59.97
sym.s 156.85 163.97 115.23 41.99 188.28 140.14 154.85 60.01
asym 154.72 163.81 115.77 41.88 186.89 140.29 154.97 60.04
asym.s 154.75 163.92 115.20 42.03 186.78 140.11 154.89 60.08
LA8 and D8 are somewhat similar and share the same ﬁlter length. While wavelet
ﬁlters of shorter length are often a concern using the DWT, potentially introducing
undesirable visual artifacts, this is not so problematic with MODWT. In general,
wavelet ﬁlters with larger widths can result in more coeﬃcients unnecessarily in-
ﬂuenced by boundary conditions. Percival and Walden (2000) suggest using the
smallest ﬁlter-length that gives reasonable results. Although L =4f o rt h eD 4
wavelet ﬁlter, the same J0 was used to create Tables 3.4 and 3.5 as for Tables 3.236
and 3.3. For the more asymmetric D4 ﬁlter, the asymmetric methods tend to per-
form more favorably than the symmetric ones in terms of MSE. Furthermore, the
MSEs are generally lower using the D4 ﬁlter than the LA8 ﬁlter.
The advantage of using MODWT over the standard DWT (under the same
simulation setting) extends to the asymmetric methods, as can be seen in Table 3.6
for both the LA8 and D4 wavelet ﬁlters (N = 1024). The reduction in MSE by
using MODWT is substantial, as indicated by the parenthetical values in the table;
higher values indicate a greater reduction in MSE using MODWT over DWT. Note
for LA8, the MES for methods sym, sym.s, asym,a n dasym.s are 0.97, 0.98, 0.98,
and 0.98, respectively. Likewise for D4, the MES for methods sym, sym.s, asym,
and asym.s are 0.94, 0.97, 0.97, and 0.97, respectively.
Zhang et al. (2007) noted that their method performed most similarly to that of
Johnstone and Silverman (2004) in terms of MSE when the parameters of interest
µi are symmetrically distributed about zero and there is roughly equal frequency
between positive and negative values. In the wavelet setting this pertains to the
behavior of wavelet coeﬃcients across time/location for each given level j.I f
the empirical wavelet coeﬃcients are (essentially) Normally distributed with zero
mean, then there should be nearly identical performance for the sym and asym
methods. This is veriﬁed in Tables 3.2, 3.4 and 3.6.
The largest improvement in MSE using the asym method over sym method
Table 3.5: Minimum Eﬃciency Scores for MODWT - D4 Wavelet Filter.
N=120 N=128 N=512 N=520 N=1024
sym 0.99 0.99 0.99 0.99 0.99
sym.s 0.97 0.97 0.99 0.99 0.99
asym 0.99 0.99 0.99 0.99 1.00
asym.s 0.96 0.96 0.99 0.99 1.0037
Table 3.6: MSE results for DWT for N = 1024. Parenthetical values indicate the
reduction in MSE by using MODWT instead of DWT. MSEs are rounded to integer
values to save space.
High noise Low noise
method bmps blks dopp heav bmps blks dopp heav
LA8
sym 302 (124) 241 (55) 152 (58) 55 (15) 366 (145) 289 (119) 190 (76) 92 (36)
sym.s 300 (122) 242 (56) 149 (56) 56 (16) 355 (134) 287 (117) 185 (71) 91 (35)
asym 302 (126) 243 (58) 150 (56) 56 (16) 354 (135) 287 (117) 186 (72) 91 (35)
asym.s 301 (125) 244 (58) 150 (57) 56 (16) 355 (136) 289 (119) 186 (72) 92 (36)
D4
sym 287 (130) 267 (103) 194 (78) 70 (28) 367 (179) 249 (109) 286 (131) 111 (51)
sym.s 286 (129) 276 (112) 196 (81) 70 (28) 353 (165) 239 (99) 285 (130) 113 (53)
asym 280 (125) 276 (112) 195 (79) 71 (29) 345 (158) 240 (100) 284 (129) 113 (53)
asym.s 283 (128) 276 (112) 196 (81) 71 (29) 346 (159) 240 (100) 285 (130) 114 (54)
among the given test functions is observed in the Bumps curve, which is the least
‘symmetric’ curve considered. Indeed, all of the sampled (true) observations along
the Bumps curve are positive, and the ‘negative jumps’ in magnitude are never
greater than the preceding ‘positive jump’ in magnitude. The other three curves
experience more ‘symmetric’ behavior in that the jumps in magnitude are more
varied in the ‘positive’ and ‘negative’ directions.
It is important to note that the MSE results presented in Tables 3.2, 3.4, and
3.6 are driven by the sampled observations in the curve with large magnitudes.
The (generalized) thresholding in all methods performs very similarly for the sam-
pled points with large magnitude, since each method shrinks the associated larger
coeﬃcients only slightly. The real diﬀerence between the methods is concentrated
in the behavior at the (generalized) threshold boundary, and is not adequately
captured in terms of MSE. The (generalized) threshold boundary deals primar-
ily with the coeﬃcients of smaller magnitude, as can be seen in Figure 3.2. In
Figure 3.2(a), the estimated hyperparameter for w− is approximately twice that38
of w+ for this Bumps iteration sample (N = 1024) under low noise (SNR=7:1),
indicating that the coeﬃcients are not evenly distributed about zero, and that
there are more negative than positive coeﬃcients at decomposition level j =2 .A s
such, the posterior median estimates diﬀerm o s ts i g n i ﬁ c a n t l yn e a rt h et h r e s h o l d
boundaries, where the ﬂat portions of the curve begin and end. With w− >w +,i t
is desired to threshold fewer (i.e., keep more) negative coeﬃcients and threshold
more (i.e., keep fewer) positive coeﬃcients, which is precisely what is depicted in
Figure 3.2(a). For the same low noise random variables contaminating the Blocks
curve (N = 1024), the estimated hyperparameter for w− and w+ are about the
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Figure 3.2: Level-2 (scaled) empirical wavelet (D4) coeﬃcients plotted against the corre-
sponding posterior median estimates for the sym (blue) and asym (green) methods. The
curves correspond to the estimated weights from a particular simulation iteration for (a)
Bumps and (b) Blocks, where both test functions (N = 1024) were contaminated with
low noise (SNR=7:1). The blue ‘+’ and green ‘x’ symbols indicate observed empirical
coeﬃcient and posterior median pairs for this particular simulation iteration.39
same (see Figure 3.2(b)). This implies that the level-2 coeﬃcients are basically
symmetric about zero, so the sym and asym thresholding methods should perform
similarly. Indeed, the two curves in Figure 3.2(b) are almost identical.
Figures 3.3 and 3.4 provide a more in-depth comparison between the sym and
asym methods. In Figure 3.3, the Bumps curve (N = 1024) is analyzed at de-
composition level j = 2. The level-2 (true) wavelet coeﬃcients displayed in Fig-
ure 3.3(b), after appropriate shifting, clearly correspond to the jumps in the noise-
less curve in the original data space shown in Figure 3.3(a). The coeﬃcients are not
symmetrically distributed about zero. Rather, there are a few positive coeﬃcients
with large magnitudes, and more negative coeﬃcients with smaller magnitudes;
notice, though, that the majority of the coeﬃcients are (or are very close to) zero.
Once noise is added, it is possible that this asymmetry may be masked. Indeed,
this appears to be the case when the SNR is 3:1 (high noise) for both the LA8 and
D4 wavelet ﬁlters. Under high noise, the positive (w+) and negative (w−)h y p e r -
parameter weights are more or less equivalent. Figures 3.3(c) and 3.3(f) plot the
kernel density estimators for w+ and w−,t h e i rs u m ,a n dw. As expected, the sum
of w+ and w− from the prior in (2.11) is roughly equal to w from the prior in (2.10).
When the w+ = w−, the prior in (2.11) reduces to the prior in (2.10), so the sym
and asym methods should perform similarly whenever w+ ≈ w−. This is indicated
in Figures 3.3(e) and 3.3(h), which displays the average proportion of thresholded
positive coeﬃcients and the average proportion of thresholded negative coeﬃcients
for both methods at the two noise levels. The average is computed over the 1000
simulation iterations. The average proportion of thresholded coeﬃcients in the
high noise case for both sym and asym are about equal.
Also, as expected, more coeﬃcients are thresholded to zero when the signal is40
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Figure 3.3: Bumps Case Study: (a) Unscaled Bumps (bmps) curve, N=1024; (b)
Wavelet coeﬃcients for (unscaled) Bumps at level j=2 for both LA8 (black, solid) and
D4 (gray, dashed) wavelet ﬁlters; (c) Kernel density estimates of weights under high
noise for sym and asym method using LA8 wavelet ﬁlter at level j=2; (d) Kernel density
estimates of weights under low noise for sym and asym method using LA8 wavelet ﬁlter
at level j=2; (e) Average over 1000 simulation iterations of the proportion of positive
and negative coeﬃcients thresholded at level j=2; (f) same as (c) using D4 wavelet ﬁlter;
(g) same as (d) using D4 wavelet ﬁlter; (h) same as (e) using D4 wavelet ﬁlter.41
contaminated with high noise vs. low noise. For the low noise case (SNR=7:1),
the mode of the density estimates for w+ and w− are not the same (Figures 3.3(c)
and 3.3(f)), and accordingly the average proportion of thresholded coeﬃcients
are diﬀerent between the sym and asym methods; fewer negative coeﬃcients are
thresholded as a result of the higher w− estimates and more positive coeﬃcients are
thresholded as a result of the lower w+ estimates in the asym method as compared
to the sym method. Finally, Figure 3.3 displays that the diﬀerences in the sym
and asym methods are more pronounced using the D4 wavelet ﬁlter.
Figure 3.4 is the analog to Figure 3.3 for the Blocks curve (N = 1024). Again
the level-2 wavelet coeﬃcients displayed in Figure 3.4(b), after appropriate shift-
ing, correspond to the jumps in the curve in the original data space shown in
Figure 3.4(a). However, the coeﬃcients are much more symmetrically distributed
about zero. Indeed, the kernel density estimates of the weights w+ and w− over-
lap almost completely for both wavelet ﬁlters at both noise levels (Figures 3.4(c)
and 3.4(f); Figures 3.4(d) and 3.4(g)), resulting in similar thresholding behavior
for both the sym and asym methods (Figures 3.4(e) and 3.4(h)).
In summary, the asym method adapts to both unknown sparsity and asymme-
try of the wavelet coeﬃcients, and performs better than sym in cases when data
is truly asymmetric.
3.2 Extension to Multiple Realization Setting
The majority of the literature involving nonlinear thresholding focuses on situ-
ations where there is only a single sampled realization of the true function of
interest; less attention has been paid to the case where there are multiple sampled
realizations of the same underlying function. Clearly, an (weighted) average can42
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Figure 3.4: Blocks Case Study: (a) Unscaled Blocks (blks) curve, N=1024; (b) Wavelet
coeﬃcients for (unscaled) Blocks at level j=2 for both LA8 (black, solid) and D4 (gray,
dashed) wavelet ﬁlters; (c) Kernel density estimates of weights under high noise for sym
and asym method using LA8 wavelet ﬁlter at level j=2; (d) Kernel density estimates of
weights under low noise for sym and asym method using LA8 wavelet ﬁlter at level j=2;
(e) Average over 1000 simulation iterations of the proportion of positive and negative
coeﬃcients thresholded at level j=2; (f) same as (c) using D4 wavelet ﬁlter; (g) same as
(d) using D4 wavelet ﬁlter; (h) same as (e) using D4 wavelet ﬁlter.43
be computed to reduce the multiple realizations to a single realization, but there
are at least two additional issues to consider when thresholding is involved with
with multiple realizations: (a.) the order in which the (generalized) thresholding
and averaging operations are performed, and (b.) the choice of standard deviation
estimate.
Regardless of which ordering is chosen and which standard deviation estimate is
used, the same basic set-up, i.e., prior speciﬁcation and (generalized) thresholding
rules, presented in the previous section can be used in this multiple realization
setting with only minor adjustments. This is because we are still only denoising
one realization at a time - either the sample average over all realizations or each
realization separately. As can be seen below, the implementation pseudocode just
becomes slightly more complex.
3.2.1 Implementation
All relevant R code can be found in Appendix B. In fact, the same R code used
for computations in the previous section are used here. The pseudocode below
assumes generalized thresholding of MODWT coeﬃcients using the prior form
given in (2.11) with γ−(µ)a n dγ+(µ) deﬁned by the quasi-Cauchy density.
Step 1: Specify desired wavelet ﬁlter and maximum number of decomposition
levels J0. Transform a single observed data vector ˜ y = {˜ yi}
N
i=1 into the wavelet do-
main using MODWT. The vector ˜ y may be the sample average over all realizations,
or a single realization.
Step 2: Specify or estimate the noise standard deviation σ of the observed data
vector ˜ y as desired (see Section 3.2.2 below).
Step 3: For each decomposition level j =1 ,...,J 0 (and also j = J0+1, if desired)44
1. Obtain standardized (i.e., unit standard deviation) level j MODWT coeﬃ-
cients by dividing by level-dependent σj:
 
˜ wj,k
σj
 N−1
k=0
= {xj,i}
N
i=1.
2. Estimate w− and w+ by maximizing the marginal likelihood of {xj,i}
N
i=1 given
in (3.3) under constraints (3.5).
3. Denoise by ﬁnding the posterior medians {ˆ µj,i}
N
i=1: Based on w− and w+
estimates, use a binary search algorithm to solve (3.9) for m+ for the positive
coeﬃcients and to solve (3.10) for m− for the negative coeﬃcients.
4. Store rescaled posterior median estimates:
 
    ωj,k
 N−1
k=0
= {σjˆ µj,i}
N
i=1.
Step 4: Use IMODWT to back-transform vector     ω into the original data space
and ﬁnd ˆ f.
3.2.2 Simulation Studies
Several simulation studies were designed to evaluate which order of operations and
which estimates of σ are desirable in terms of MSE.
Order of Operations
Since (generalized) thresholding is a nonlinear operation, the estimators that result
from Thresholding-then-Averaging and Averaging-then-Thresholding will be dif-
ferent. Chang et al. (2000) explored the impact of operation order when denoising
two-dimensional images. Considering the heavy-tailed Laplace distribution for the
signal and the Normal distribution for the noise, they found that the optimal or-
dering for a ﬁxed (non-level-dependent) soft thresholding rule depends on the SNR
as well as the number of realizations available. However, in their simulations, the45
two ordering methods performed quite similarly with appropriate threshold selec-
tion. Accordingly, Averaging-then-Thresholding was the recommended technique
for computationally intensive procedures.
The situation considered here is diﬀerent than that of Chang et al. (2000) in
several ways: (1) the data is a one-dimensional vector, not a two-dimensional image
(2) the heavy-tailed distribution for the signal is quasi-Cauchy, not Laplace, and
(3) the (generalized) thresholding rule is randomized and level-dependent. The
eﬀect of operation ordering is explored simultaneously with the eﬀect of diﬀerent
σ estimates below. Note that the ‘thresholding’ appearing in Averaging-then-
Thresholding and Thresholding-then-Averaging refers to either regular threshold-
ing or generalized thresholding, depending on the context.
Constant Variance Estimates
In most, if not all, of the shrinkage and generalized shrinkage techniques considered
in the literature, the noise standard deviation is assumed to be known and constant.
In reality, it is typically not known and must be estimated. In the single realization
setting, the estimate is based on the median absolute deviation (MAD) of the
empirical wavelet coeﬃcients at the ﬁnest decomposition level. With multiple
realizations, there are more estimation options available.
For the simulation results presented below, six diﬀerent estimates for σ are eval-
uated, as well as the true value of σ for comparison. The diﬀerent σ estimates are
deﬁned mathematically in Table 3.7. The ﬁrst estimate, ˆ σV 1, is the square-root of
the average of the realization-speciﬁc sample variances of the ﬁnest-level empirical
wavelet coeﬃcients, multiplied by
√
2. The
√
2 factor that appears here and in the
other wavelet-based σ estimates is a consequence of the MODWT implementation46
in the waveslim library (see MODWT discussion in Chapter 2). The second σ
estimate, ˆ σM1, is the average of the realization-speciﬁc MADs of the ﬁnest-level
empirical wavelet coeﬃcients, again multiplied by
√
2. Taking the MAD of the
ﬁnest-level empirical wavelet coeﬃcients from all realizations, multiplied by
√
2,
yields the third estimate ˆ σMn. The noise standard deviation can also be estimated
from the ﬁnest-level empirical wavelet coeﬃcients of the mean curve, resulting in
ˆ σMA. Notice that this estimate without the
√
n is an estimate of the standard
error, not the standard deviation. The ﬁfth estimate, ˆ σY , uses the multiple re-
alizations in the original data space to estimate the noise level: it is the square
root of the average of the timepoint-speciﬁc sample variances over the original n
realizations. Finally, ˆ σYS is also related to the original data space, as the standard
deviation of the input vector is scaled to one, prior to wavelet transform.
The simulation was performed using the same four test functions as in the
single curve setting (Figure 3.1), with each function containing N = 120 equally
spaced sampled points. The same high and low noise settings were also used (SNR
values of 3:1 and 7:1, respectively). For each of the 1000 simulation iterations,
n = 15 noisy realizations of each of the test functions were generated and used
to reconstruct the true test function. That is, for the Average-then-Threshold
Table 3.7: Possible Estimates of σ using MODWT
ˆ σV 1 =
√
2
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ordering, MODWT was performed on the average curve computed over the 15
realizations, and then denoised with one of the four methods (Table 3.1). Seven
diﬀerent values of the noise standard deviation were used for the Average-then-
Threshold ordering of operations: the six in Table 3.7 plus the true value of σ.
Since the average curve is being denoised, each of the noise estimates was divided
by
√
n, thus treating the average curve as a single realization with noise level
ˆ σ(·)/
√
n. The same noise random variables were used for each test function and
noise level, and the errors were reported as the average over 1000 iterations of
expression (3.12).
The MSE results in Tables 3.8 and 3.9 indicate that ˆ σV 1,ˆ σMA,a n dˆ σYS are
relatively poor choices as estimates of σ; however, ˆ σM1, ˆ σMn, and ˆ σY are all quite
similar and compare favorably in terms of MSE performance to the case where
σ is assumed known. Of the three ‘good’ estimates, ˆ σY is computationally the
most desirable. The LA8 wavelet ﬁlter yields virtually identical MSE performance,
regardless of the denoising method. With the D4 wavelet ﬁlter, the asym methods
perform as well as or slightly better than the sym methods.
The results from Table 3.10 are obtained using the Threshold-then-Average
ordering of operations, under the same simulation settings as those used for Ta-
ble 3.9. Fewer σ estimates were considered to reduce the amount of computation.
The estimate ˆ σY is the same as in Table 3.7. With this estimate, all n individual
realizations were denoised using the same ˆ σY estimate. With ˆ σindiv,e a c hr e a l -
ization was denoised using its own estimate, speciﬁcally the estimate used in the
single realization setting:
√
2ˆ σMAD. Considering only the Threshold-then-Average
setting, the estimate ˆ σY performs much better in terms of MSE than ˆ σindiv,a n dt h e
Thresholding-then-Averaging seems to do better overall when the underlying curve48
Table 3.8: MSE Results with Multiple Realizations for MODWT (N = 120) using LA8
wavelet ﬁlter. Results are obtained using the Average-then-Threshold ordering. MSEs
are rounded to two decimal places.
High noise Low noise
ˆ σV 1 ˆ σM1 ˆ σMn ˆ σMA ˆ σY ˆ σYS σ ˆ σV 1 ˆ σM1 ˆ σMn ˆ σMA ˆ σY ˆ σYS σ
bmps
sym 13.25 5.57 5.56 6.79 5.73 5.97 5.73 53.22 6.09 6.09 7.41 6.31 6.41 6.31
sym.s 13.51 5.57 5.57 6.83 5.73 5.96 5.73 54.54 6.09 6.08 7.43 6.30 6.40 6.30
asym 12.96 5.56 5.56 6.79 5.70 5.93 5.70 50.97 6.07 6.07 7.42 6.28 6.40 6.28
asym.s 13.36 5.62 5.61 6.94 5.70 5.93 5.70 53.22 6.07 6.06 7.44 6.27 6.39 6.27
blks
sym 5.16 5.01 5.01 5.79 5.10 6.75 5.10 7.42 5.62 5.62 6.52 5.95 7.27 5.95
sym.s 5.18 5.02 5.02 5.81 5.11 6.75 5.11 7.44 5.62 5.62 6.54 5.95 7.26 5.95
asym 5.16 5.01 5.01 5.79 5.10 6.75 5.10 7.43 5.62 5.62 6.53 5.95 7.27 5.95
asym.s 5.20 5.04 5.04 5.87 5.12 6.76 5.11 7.46 5.63 5.63 6.55 5.95 7.26 5.95
dopp
sym 4.04 3.77 3.77 4.12 3.86 7.11 3.86 5.30 4.07 4.07 4.15 4.38 7.94 4.38
sym.s 4.03 3.76 3.76 4.11 3.84 7.08 3.84 5.32 4.05 4.05 4.14 4.37 7.93 4.36
asym 4.04 3.77 3.77 4.12 3.86 7.11 3.86 5.28 4.07 4.07 4.15 4.38 7.94 4.38
asym.s 4.03 3.76 3.76 4.11 3.84 7.09 3.84 5.31 4.06 4.06 4.14 4.36 7.93 4.36
heav
sym 2.10 2.10 2.10 2.22 2.09 6.69 2.09 2.25 2.26 2.26 2.28 2.28 7.70 2.28
sym.s 2.10 2.10 2.10 2.23 2.09 6.67 2.09 2.25 2.26 2.26 2.28 2.28 7.70 2.28
asym 2.10 2.10 2.09 2.22 2.09 6.69 2.09 2.25 2.26 2.26 2.28 2.28 7.70 2.28
asym.s 2.10 2.10 2.10 2.22 2.09 6.67 2.09 2.25 2.26 2.26 2.28 2.28 7.70 2.28
is contaminated with low noise (SNR=7:1) as opposed to high noise (SNR=3:1).
The MSEs are much larger using the Threshold-then-Average ordering than
vice-versa, indicating that Averaging-then-Thresholding is the preferred method,
at least under these simulation settings where the realizations are truly noisy ver-
sions of the same underlying function. It should be noted, however, that with
the Threshold-then-Average ordering, the noise estimates were left as is, i.e., there
was no division by
√
n. Thus, the noise variance in the Average-then-Threshold
ordering is smaller than the noise variance in the Threshold-then-Average ordering
by a factor of 1/n. This may explain some, but not all, of the increased MSEs in
the Thresholding-then-Averaging case.49
Table 3.9: MSE Results with Multiple Realizations for MODWT (N = 120) using D4
wavelet ﬁlter. Results are obtained using the Average-then-Threshold ordering. MSEs
are rounded to two decimal places.
High noise Low noise
ˆ σV 1 ˆ σM1 ˆ σMn ˆ σMA ˆ σY ˆ σYS σ ˆ σV 1 ˆ σM1 ˆ σMn ˆ σMA ˆ σY ˆ σYS σ
bmps
sym 11.07 5.08 5.08 5.57 5.30 5.51 5.30 38.90 5.24 5.24 5.80 5.69 5.83 5.69
sym.s 11.34 5.09 5.09 5.61 5.30 5.51 5.30 40.27 5.27 5.26 5.85 5.69 5.83 5.69
asym 10.64 5.05 5.04 5.52 5.22 5.40 5.22 36.91 5.22 5.22 5.66 5.43 5.59 5.43
asym.s 10.94 5.10 5.10 5.60 5.25 5.42 5.24 38.61 5.27 5.27 5.78 5.44 5.59 5.44
blks
sym 4.61 4.51 4.51 4.81 4.69 6.59 4.69 6.56 4.61 4.61 4.82 4.91 7.05 4.91
sym.s 4.62 4.51 4.51 4.82 4.69 6.58 4.69 6.56 4.60 4.60 4.81 4.91 7.04 4.90
asym 4.60 4.49 4.49 4.81 4.68 6.59 4.68 6.51 4.61 4.61 4.81 4.91 7.05 4.91
asym.s 4.61 4.49 4.49 4.83 4.68 6.58 4.67 6.52 4.60 4.60 4.80 4.90 7.04 4.90
dopp
sym 4.81 4.68 4.68 5.27 4.89 7.16 4.89 6.62 5.35 5.35 5.72 5.90 7.91 5.90
sym.s 4.84 4.70 4.70 5.32 4.89 7.15 4.89 6.70 5.36 5.36 5.75 5.90 7.90 5.90
asym 4.81 4.69 4.69 5.27 4.89 7.16 4.89 6.63 5.35 5.35 5.72 5.89 7.91 5.89
asym.s 4.84 4.70 4.70 5.32 4.89 7.15 4.89 6.70 5.36 5.36 5.76 5.90 7.90 5.89
heav
sym 2.36 2.36 2.36 2.43 2.36 6.67 2.36 2.70 2.74 2.74 2.70 2.81 7.67 2.80
sym.s 2.37 2.37 2.37 2.44 2.37 6.66 2.37 2.70 2.74 2.74 2.71 2.81 7.67 2.81
asym 2.36 2.36 2.36 2.43 2.36 6.67 2.36 2.70 2.74 2.74 2.71 2.81 7.67 2.81
asym.s 2.37 2.37 2.37 2.44 2.37 6.66 2.37 2.70 2.75 2.75 2.71 2.81 7.67 2.81
Figure 3.5 displays the diﬀerences in reconstructions based on order of oper-
ations at a single simulation iteration under high noise (SNR=3:1). In the one
case, the average of the n = 15 realizations was denoised using the asym method
with ˆ σY /
√
n as the noise standard deviation (Average-then-Threshold; red). In
the other case, each of the n = 15 realizations was denoised using asym method
with ˆ σY as the noise standard deviation for each realization, and then the average
was computed (Threshold-then-Average; blue). The D4 wavelet ﬁlter was used in
both cases. The Threshold-then-Average ordering consistently misses the sharp
peaks and valleys in each of the test functions and is generally a bit smoother than
its Average-then-Threshold counterpart (Figure 3.5(a-d)). This suggests that the50
Table 3.10: MSE Results with Multiple Realizations for MODWT (N = 120) using D4
wavelet ﬁlter. Results are obtained using the Threshold-then-Average ordering. MSEs
are rounded to two decimal places.
High noise Low noise
ˆ σY ˆ σindiv σTRUE ˆ σY ˆ σindiv σTRUE
bmps
sym 15.80 39.46 15.84 10.05 29.26 10.06
sym.s 16.66 41.79 16.69 10.31 30.38 10.32
asym 15.63 39.01 15.66 10.08 28.35 10.10
asym.s 16.55 41.59 16.59 10.56 29.81 10.58
blks
sym 21.00 39.04 21.04 10.41 29.21 10.42
sym.s 21.46 39.89 21.50 10.52 29.62 10.53
asym 20.98 38.72 21.03 10.41 29.14 10.42
asym.s 21.92 40.31 21.97 10.61 30.11 10.62
dopp
sym 17.54 29.53 17.58 11.44 28.10 11.46
sym.s 18.10 30.51 18.15 11.88 29.25 11.91
asym 17.52 29.38 17.57 11.44 28.10 11.46
asym.s 18.11 30.43 18.16 11.88 29.25 11.91
heav
sym 5.34 5.26 5.35 9.38 9.88 9.40
sym.s 6.00 5.95 6.00 9.57 10.09 9.58
asym 5.32 5.25 5.32 9.32 9.83 9.34
asym.s 5.97 5.93 5.98 9.51 10.04 9.52
MSE results in Table 3.10 suﬀer more from bias than variability.
Non-constant Variance
Up to this point, all simulations have operated under the assumption of a con-
stant variance. This is a drawback in two regards: (a.) the variance is typically
not known, and (b.) the variance may not be constant. The ﬁrst drawback,
as addressed above, is usually overcome by using a robust estimate of the con-
stant variance as if it were the true variance. Gao (1997) addresses the case of
heteroscedastic errors, supposing the following heteroscedastic nonparametric re-51
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Figure 3.5: Order of Operations in Test Functions: For a single iteration from the above
simulations under high noise (SNR=3:1), the reconstructions using the Threshold-then-
Average ordering (blue) and the Average-then-Threshold ordering (red) are plotted for
n = 15 realizations of (a) Bumps, (b) Blocks, (c) Doppler, and (d) HeaviSine.
gression model:
yi = f(ti)+σ(ti)zi,i =1 ,...,N. (3.13)
As in model (2.1), zi ∼ iid N(0,1) and the sampled points ti are equally spaced
along the unit interval. Instead of the constant σ, however, the function σ(t)i s
introduced.
The following simulation study, while admittedly not exhaustive, explores four
possible techniques for dealing with heterogeneous errors when pointwise estimates
of the standard deviations are available. Speciﬁcally, in the presence of multiple
realizations, pointwise sample standard deviation estimates can be used. The four52
techniques are summarized in Table 3.11. All techniques involve the sample aver-
age curve in some capacity, where the sample average curve is computed pointwise
over the n = 15 realizations. The Avg technique is the same as the ˆ σY estima-
tion method referred to in Table 3.7. The Std technique involves standardizing
pointwise each of the n realizations by their (pointwise) sample standard deviation
estimates, yielding n curves each with constant standard deviation of 1. The sam-
ple average of the standardized curves is then used as the input into the MODWT
transform. This technique is the same as the ˆ σYS estimation method in Table 3.7.
Similarly, StdShr standardizes each curve pointwise, but uses shrunken estimates
of the pointwise standard deviations in the standardization. The shrunken esti-
mates were computed according the James-Stein-Lindley procedure used in Cui
et al. (2005). In this case, the sample average of the standardized curves was again
used as an input to the MODWT transform. LOWESS-smoothing techniques were
also considered to shrink the variances, but were found to be sensitive to choice of
smoothing parameter (results not shown). The ﬁnal technique, Wav, is motivated
by Gao (1997), and requires additional background information.
Let H denote the wavelet transform matrix (representing either W or   W)w i t h
matrix elements {hij}, such that H = Hy are the associated wavelet coeﬃcients.
Let
D =
⎛
⎜
⎜
⎜
⎜ ⎜
⎜
⎜
⎜
⎝
σ1 0 ... 0
0 σ2 ... 0
. . .
. . .
. . .
00 ... σ N
⎞
⎟
⎟
⎟
⎟ ⎟
⎟
⎟
⎟
⎠
, (3.14)
where {σi}
N
i=1 ≡{ σ(ti)}
N
i=1 are the noise standard deviations in model (3.13). Then
H = Hy ∼ N(Hf,HD
2H
 ). (3.15)53
Table 3.11: Possible Techniques under Heterogeneous Variance for MODWT
Avg Vector Input: Sample Average Curve
Scaled by: NA
Standard Deviation Input: (single estimate) ˆ σY /
√
n
Std Vector Input: Scaled Sample Average Curve
Scaled by: Pointwise standard deviation estimates
Standard Deviation Input: (single estimate) 1/
√
n
StdShr Vector Input: Scaled Sample Average Curve
Scaled by: Shrunken (Cui et al., 2005) pointwise
standard deviation estimates
Standard Deviation Input: (single estimate) 1/
√
n
Wav Vector Input: Sample Average Curve
Scaled by: NA
Standard Deviation Input: (vector estimate) ˆ η/
√
n
Let η2 be the vector of diagonal elements of HD2H , where the length of η2 depends
on the choice of H, such that
η
2
i =
N  
 =1
σ
2
 h
2
i . (3.16)
Wavelet shrinkage can then be performed on wavelet coeﬃcient hi, an element in
H, using the corresponding variance η2
i to determine the appropriate (generalized)
threshold value.
When H is orthonormal, under the usual weak smoothness assumptions, and
assuming ﬁnite variances bounded away from zero, Gao (1997) showed that many of
the common wavelet-based thresholding estimators (e.g. estimators (2.3) and (2.4))
under the heteroscedastic model attain the same minimax rate as those under
the white noise model considered by Donoho and Johnstone (1994). This re-
sult assumes that σ(t) is known. Gao (1997) further showed that when using an
L2-consistent estimate of σ(t), under the same weak smoothness and variance as-
sumptions as above, that the resulting wavelet thresholding estimator attains the
same near-optimal convergence rate.54
For the Wav technique in the simulation, the pointwise sample standard devia-
tions were used to estimate σ(ti) and to obtain the corresponding (J0+1)N-length
vector ˆ η for H =   W. Although the MODWT matrix   W is not orthonormal, the
expression in (3.15) still holds; the diﬀerence arises in the structure of the variance-
covariance matrix HD2H . In the non-orthonormal MODWT case, the variance-
covariance matrix HD2H  has non-zero oﬀ-diagonal entries. In the orthogonal
DWT case, the entries are uncorrelated since HD2H  is a diagonal matrix. Using
H =   W, the variance-covariance matrix is still rather sparse, and the magnitudes
of the non-zero oﬀ-diagonal elements are all quite small. While the use of vector
ˆ η that results from H =   W may not be optimal, it will suﬃce as the degree of
correlation between the coeﬃcients is small.
The simulation was performed with the Bumps and Blocks test functions (see
Figure 3.1), with each function containing N = 120 equally spaced sampled points.
The pointwise heterogeneous standard deviations were generated as a function of
the true curve:
sdi =2
 
|f(ti)| + .001,i =1 ,...,N = 120. (3.17)
The .001 term was included to avoid cases where 2
 
|f(ti)| = 0. Subsequently,
the average sd for Blocks is roughly twice that for Bumps. For each of the 1000
simulation iterations, n = 15 noisy realizations of each of the test functions were
generated. The 1000 sample mean functions were subsequently computed, and
used (either standardized or raw) as a single-function input into the MODWT
transform. The D4 wavelet ﬁlter and the asym and asym.s methods were used.
The errors in Table 3.12 were reported as the average over 1000 iterations of
expression (3.12).
Of the techniques considered, Wav appears to be the technique of choice as it55
Table 3.12: MSE Results under Heterogeneous Variance for MODWT (N = 120) using
Average-then-Threshold ordering.
Avg Std StdShr Wav
bmps
asym 37.86 71.20 72.36 37.66
asym.s 38.14 76.71 77.98 37.89
blks
asym 59.02 70.07 71.41 53.53
asym.s 60.46 70.81 72.23 53.96
consistently yields low MSE values for both test functions. The MSEs for Avg are
not far behind.
In wavelet denoising procedures, Gao (1997) comments that it may not be
a wise to consider dividing both sides of model (3.13) by σi (or ˆ σi)t oo b t a i na
standard (approximate) Gaussian white noise model (as in Std and StdShr):
yi
σi
=
f(ti)
σi
+
σ(ti)zi
σi
, (3.18)
because the division can change the features of the underlying signal. That is, the
wavelet series that best matches the features of f(t) may not match the features
of f(t)/σ(t). The simulation results in Table 3.12 agree with this remark.
As a ﬁnal note, the results in Table 3.12 were computed using the Average-then-
Threshold ordering. A similar simulation was also performed using the Threshold-
then-Average ordering (results not shown) which also indicated that the Wav
technique is the preferred approach of those considered. Additionally, as in the
constant variance setting, all MSEs were markedly larger for the Threshold-then-
Average ordering than for the Average-then-Threshold ordering.56
3.3 Application:
Array Comparative Genomic Hybridization
Array comparative genomic hybridization (aCGH) is currently a widely-used tech-
nology in biomedical and genetics research, particularly in cancer genomics. This
microarray-based technology provides a means to detect and quantify genomic re-
gions of abnormal relative genomic abundance (RGA) levels, such as chromosomal
losses/gains or localized deletions/ampliﬁcations, relative to a reference sample.
Array CGH datasets consist of observed surrogate measures for RGA for a set
of simultaneous spot assays at multiple sites across the genome. The oncological
relevance of such data results from the biological phenomena that leads to tu-
mor formation. Both deletions and ampliﬁcations (mutations) of portions of the
genome can aﬀect the expression of tumor-suppressor genes and oncogenes. The
mutations that provide a selective advantage for cell growth will proliferate, ulti-
mately resulting in tumor formation. Array CGH is a high-throughput, eﬃcient
way of identifying these genomic regions of abnormal RGA levels.
A typical Bacterial Artiﬁcial Chromosome (BAC) aCGH experiment involves
hybridizing diﬀerentially labeled DNA from a tumor and reference sample to an
array of mapped sequences (BACs). Ideally, the relative hybridization intensity
of the tumor and reference signals at each BAC is proportional to the RGA of
those sequences in the tumor and reference genomes. The surrogate measure for
DNA relative abundance is thus the log2 ﬂuorescence ratio, i.e., the log2
 
Tumor
Control
 
value, at each BAC. A more complete discussion on aCGH can be found in Pinkel
et al. (1998) and Snijders et al. (2001). More recently, aCGH has also been im-
plemented with oligonucleotide, including Single Nucleotide Polymorphism (SNP)57
chips (Lucito et al., 2003; Barrett et al., 2004; Bignell et al., 2004; Huang et al.,
2004).
Hsu et al. (2005) were the ﬁrst to use a wavelet-based approach in analyzing
aCGH data. Since the spot assays are spatially correlated with respect to genomic
location, the RGA levels can be considered a function of genomic location along a
chromosome or chromosome arm. They consider using the SURE threshold (2.6)
with the soft thresholding rule (2.4) to denoise the log2 ﬂuorescence ratios along
each chromosome. In what follows, the proposed generalized wavelet thresholding
procedure is applied to their breast cancer data, as well as to a much larger oligo-
based lung cancer dataset from Tonon et al. (2005).
3.3.1 Data Description
Breast Cancer Data
The dataset on which the Hsu et al. (2005) results were based consists of aCGH
data for n = 44 primary breast tumor samples. The tumor samples were assayed
with BAC arrays developed at Fred Hutchinson Cancer Research Center (Loo
et al., 2004; Hsu et al., 2005). These arrays provided estimates of RGA for 4153
BAC clones located across the genome (excluding the Y-Chromosome; all patients
were female). The clones were on average 150 kb in length, with an approximate
median spacing between clones of 400 kb. The raw ﬂuorescence values for the tumor
samples were processed according to methods described in Loo et al. (2004).
The 44 breast tumor samples considered in Hsu et al. (2005) also have de-
tailed clinical information, including estrogen receptor (ER) status. ER status
refers to the presence or absence of ER protein in the tumor cells. ER-negative
tumors are generally more aggressive than ER-positive tumors, and are typically58
associated with poor prognosis and poor response to targeted hormonal therapies.
Accordingly, ER-positive patients are generally treated with hormone therapy and
ER-negative patients are generally treated with chemotherapy. It is of prognostic
and biological interest to determine if there exists a ‘genomic proﬁle’, i.e., a set
of BACs with signiﬁcantly diﬀerent RGA levels, associated with ER status. This
dataset contains n1 = 29 ER-positive tumors and n2 = 15 ER-negative tumors.
Lung Cancer Data
The dataset of interest is a subset of the complete dataset used by Tonon et al.
(2005), and consists of aCGH data for n = 44 primary lung tumor samples. These
tumor samples were assayed with oligonucleotide arrays (Human 1A V2, Agilent
Technologies), providing estimates of RGA for 16076 unique map positions along
the genome (excluding the Y-Chromosome). The approximate median spacing
between mapped elements is 54.8 kb. The raw ﬂuorescence values for the tumor
samples were processed according to methods described in Tonon et al. (2005) and
references therein.
Lung cancer is divided into two major categories, small-cell and non-small-cell
lung cancer (NSCLC). The majority of the cases fall within the NSCLC classiﬁ-
cation, which can be further divided into three histological subgroups: adenocar-
cinoma (AC), squamous-cell carcinoma (SCC), and large-cell carcinoma. Of the
NSCLC cases, over 85% are either the AC or SCC subtype. Currently, treatment
for NSCLC is generic, and largely ineﬀective (Tonon et al., 2005). It is of biologi-
cal interest to determine the genomic proﬁles of the AC and SCC subtypes in the
hope of providing better treatments. The dataset considered consists of n1 =1 759
AC tumors and n2 = 27 SCC tumors.1
3.3.2 Data Analysis
Each chromosome arm was considered independently, with the log2 ﬂuorescence ra-
tios along each arm representing the noisy sampled realizations. No additional pro-
cessing or normalization steps were taken prior to the generalized wavelet thresh-
olding analysis of either dataset, as we assumed the processing and normalization
steps taken in Hsu et al. (2005) and Tonon et al. (2005) were suﬃcient for their re-
spective datasets. In all cases discussed below, MODWT was used for the wavelet
transform, and asym was used as the denoising method with the D4 wavelet ﬁlter.
Breast Cancer Data
First, each of the n = 44 samples were analyzed individually. We ﬁt a function
to each chromosome arm separately, rather than both arms together, because it is
quite common to observe entire chromosome arms gained or lost in tumor samples.
In these instances, it does not seem appropriate to estimate a single function for
two diﬀerently behaving parts. This can be seen, for example, with Chromosome 1
in Figure 3.6, which displays the spread of the raw (normalized) ﬂuorescence data
by chromosome arm.
Figures 3.7 and 3.8 represent two of the samples analyzed at four diﬀerent
chromosomes. In breast cancer, regions of 13q and 17p have been identiﬁed as areas
of frequent loss whereas regions of 17q, 19 and 20q have been identiﬁed as areas of
frequent gain (Loo et al. (2004), and references therein). Sample 22 in Figure 3.7
1Tonon et al. (2005) cited n1 =1 8A Ca n dn2 = 26 SCC tumors for their anal-
ysis. The diagnoses have subsequently been updated, thus the updated tumor status
information was used for analysis in this document.60
appears to have no RGA abnormalities in the chromosomes depicted, as all of the
ﬁtted curves hug the zero line. However, Sample 25 in Figure 3.8 displays some
of the RGA abnormalities commonly associated with breast cancer. Speciﬁcally,
it appears this sample experienced a loss of chromosome arm 13q, and a gain in
a region of 17q. The low log2 ﬂuorescence ratios for 17p and some regions of 17q
may be indicative of genomic loss, but may also be a result of the normalization
procedure. Similar caution should be taken when interpreting the somewhat high
log2 ﬂuorescence ratios along chromosome 20 (Figure 3.8(d)). Sample 25 appears
to have no RGA abnormalities along chromosome 19 (Figure 3.8(c)).
The simulation results of the previous section consider function estimation with
multiple realizations of the same underlying function. In reality, neither the RGA
levels, nor the surrogate log2 ﬂuorescence ratios, will be the same across all tumor
samples within a group. That is, there may not exist one single underlying function
that can perfectly capture the RGA levels of a particular chromosome/arm within a
particular group. Thus, while the Average-then-Threshold ordering performed bet-
ter in terms of MSE than the Threshold-then-Average ordering in the simulations
from previous section, those simulations may not reﬂect the true nature of aCGH
data. If one is interested in ﬁnding the trends in genomic proﬁles between dif-
ferent groups, rather than a single function estimate, the Threshold-then-Average
ordering may be preferred. Indeed, Hsu et al. (2005) used the Threshold-then-
Average ordering in their own analysis of the Breast Cancer data. Both orderings
are examined below.
First we consider the Average-then-Threshold ordering. The sample mean func-
tions according to ER status were computed for each chromosome arm. The vari-
ability of the BAC-wise log2 ﬂuorescence ratios along each chromosome arm was61
not necessarily constant, as can be inferred from Figure 3.6. Accordingly, the Wav
technique was used to denoise the sample mean functions.
Figure 3.9 displays both the denoised mean curves (solid lines) and raw mean
curves (dotted lines) for the same four chromosomes as in Figures 3.7 and 3.8.
Note that even though both Sample 22 and Sample 25 are classiﬁed as ER-positive
tumors, the two samples exhibit quite diﬀerent RGA levels along the four chromo-
somes depicted; there is a great deal of variability within each group (the ampli-
ciﬁcations and deletions are not expected to be exactly the same across samples)
so the (raw) mean curves themselves are quite jagged. As a result, the denoised
mean curves are not particularly smooth either.
The Threshold-then-Average ordering was also performed; this ordering yielded
much smoother reconstructions (see Figure 3.10). Speciﬁcally, each curve was
denoised using the single standard deviation estimate, ˆ σY , as it was found to work
well in both the heterogeneous and homogeneous variance scenarios.
Hsu et al. (2005) also used the waveslim (Whitcher, 2005) library to perform
MODWT in their analysis, but they estimate the level-wise standard deviation
σj by computing the MAD of the level-j coeﬃcients rather than the estimate
suggested in Percival and Walden (2000) (expression (2.18)). The raw and denoised
data for chromosome 17 was provided in their manuscript in Figure 5(a) and (c),
respectively. Visually, their reconstruction using the SURE threshold (2.6) with the
soft thresholding rule (2.4) (with the Threshold-then-Average ordering) is similar
to, but slightly less smooth than, the reconstruction given in Figure 3.10(b) .62
Lung Cancer Data
Of the 16076 oligonucleotides available, only the autosomal oligonucleotides with
less than 25% missing data were used in the analysis, yielding 15164 total oligonu-
cleotides. The remaining missing data entries were estimated using the average
ﬂuorescence ratios of the ﬂanking non-missing oligonucleotides. While this esti-
mation does violate the independent error assumption, less than 8% of the data
required estimation so the eﬀects should be minor.
As with the breast cancer data, there are many sample-to-sample diﬀerences
in RGA levels. Figures 3.12 and 3.13 show the raw and denoised log2 ratios for
chromosomes 1 and 3 for two particular samples. In lung cancer, recurrent gains
have been observed in chromosome arms 1q and 3q (among others), and recurrent
losses have observed in chromosome arm 3p (among others) (Tonon et al. (2005),
and references therein). Sample 5 exhibits no apparent RGA abnormalities (Fig-
ure 3.12), whereas Sample 22 displays the common loss of 3p and gains in 1q and
3q (Figure 3.13).
As before, both operation orderings are examined. First we consider the
Average-then-Threshold ordering. The sample mean functions according to lung
cancer type (AC vs SCC) were computed for each chromosome arm. The Wav
technique was used to denoise the sample mean functions. Figure 3.14 shows both
the denoised mean curves (solid lines) and raw mean curves (dotted lines) for the
same two chromosomes depicted in Figures 3.12 and 3.13. Because of the variabil-
ity among the samples, the denoised mean curves are again quite jagged.
Figure 3.15 displays the results of the Threshold-then-Average ordering, which
again results in much smoother reconstructions than the Average-then-Threshold
ordering. Each curve was denoised in the same manner as the breast cancer data63
analysis.
Note that no function estimation techniques were used in Tonon et al. (2005),
so there are no results to which we can compare.
Now that we have a method of estimating the representative functions of each
group, it may be desirable to test for statistically signiﬁcant diﬀerences between
the two groups. This is the focus of the Chapter 4.64
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Figure 3.6: Variability of log2 ﬂuorescence ratios by chromosome arm for the Breast
Cancer data.65
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(b)  Chromosome 17 ; Sample 22
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(c)  Chromosome 19 ; Sample 22
location, Mb
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(d)  Chromosome 20 ; Sample 22
location, Mb
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Figure 3.7: Denoised log2 ﬂuorescence ratios for Sample 22 (Breast Cancer Data) along
(a) Chromosome 13, (b) Chromosome 17, (c) Chromosome 19, and (d) Chromosome 20.
The black solid lines are the asym-denoised curves, where each chromosome arm was
analyzed separately; the gray dotted lines are the raw curves. There are no apparent
abnormal RGA levels for this sample along these chromosomes.66
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(b)  Chromosome 17 ; Sample 25
location, Mb
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(c)  Chromosome 19 ; Sample 25
location, Mb
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(d)  Chromosome 20 ; Sample 25
location, Mb
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Figure 3.8: Denoised log2 ﬂuorescence ratios for Sample 25 (Breast Cancer Data) along
(a) Chromosome 13, (b) Chromosome 17, (c) Chromosome 19, and (d) Chromosome 20.
The black solid lines are the asym-denoised curves, where each chromosome arm was
analyzed separately; the gray dotted lines are the raw curves. This sample appears to
have several RGA abnormalities, especially in (a) and (b).67
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(c)   Chromosome 19
location, Mb
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(d)   Chromosome 20
location, Mb
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Figure 3.9: Denoised mean log2 ﬂuorescence ratios (Breast Cancer Data) for (a) Chro-
mosome 13, (b) Chromosome 17, (c) Chromosome 19, and (d) Chromosome 20. The
solid lines are the asym-denoised mean curves (Average-then-Threshold), where each
chromosome arm was analyzed separately; the dotted lines are the raw mean curves.68
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(c)  Chromosome 19
location, Mb
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(d)  Chromosome 20
location, Mb
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Figure 3.10: Mean of denoised log2 ﬂuorescence ratios (Breast Cancer Data) for (a)
Chromosome 13, (b) Chromosome 17, (c) Chromosome 19, and (d) Chromosome 20.
The solid lines are the means of the asym-denoised curves (Threshold-then-Average),
where each chromosome arm was analyzed separately; the dotted lines are the raw mean
curves.69
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Figure 3.11: Variability of log2 ﬂuorescence ratios by chromosome arm for the Lung
Cancer data.70
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(b)  Chromosome 3 ; Sample 5
location, Mb
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Figure 3.12: Denoised log2 ﬂuorescence ratios for Sample 5 (Lung Cancer Data) along
(a) Chromosome 1, and (b) Chromosome 3. The black solid lines are the asym-denoised
curves, where each chromosome arm was analyzed separately; the gray dotted lines are
the raw curves. This sample appears to have no major ampliciﬁcations or deletions, but
may be experiencing point mutations at the spikes in (a).71
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(b)  Chromosome 3 ; Sample 22
location, Mb
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Figure 3.13: Denoised log2 ﬂuorescence ratios for Sample 22 (Lung Cancer Data) along
(a) Chromosome 1, and (b) Chromosome 3. The black solid lines are the asym-denoised
curves, where each chromosome arm was analyzed separately; the gray dotted lines
are the raw curves. This sample appears to have RGA abnormalities in both of these
chromosomes.72
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(b)  Chromosome 3
location, Mb
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Figure 3.14: Denoised log2 ﬂuorescence ratios (Lung Cancer Data) for (a) Chromosome
1 and (b) Chromosome 3. The solid lines are the asym-denoised mean curves (Average-
then-Threshold), where each chromosome arm was analyzed separately; the dotted lines
are the raw mean curves.73
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(b)  Chromosome 3
location, Mb
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Figure 3.15: Mean of denoised log2 ﬂuorescence ratios (Lung Cancer Data) for (a)
Chromosome 1 and (b) Chromosome 3. The solid lines are the means of the asym-
denoised curves (Threshold-then-Average), where each chromosome arm was analyzed
separately; the dotted lines are the raw mean curves.Chapter 4
Generalized Wavelet Thresholding and
Hypothesis Testing
In this chapter, we introduce several new F-like test statistics that incorporate
generalized wavelet thresholding. Generalized wavelet thresholding prior to testing
provides an extra layer of shrinkage by removing the noise. As one would hope, the
simulations below reveal that denoising prior to construction of existing, already-
powerful F-like statistics improves power even further.
Since we reviewed several of the existing F-like statistics in Chapter 2 under
the ‘small n, large p’ paradigm, we must note in the wavelet context that ‘p’
corresponds to ‘N’, the length of the functional realization.
4.1 FWS and FWBS
The FWS and FWBS test statistics can be thought of as modiﬁcations of the FS and
FBS test statistics, respectively, that were presented in Chapter 2. Instead of using
the raw data X to construct the FS (2.25) and FBS (2.37) statistics, we propose
using the wavelet-denoised data ˆ X to obtain FWS and FWBS. In the sections to
follow, we use the asym method described in Chapter 3 with the D4 wavelet ﬁlter
and MODWT to obtain the denoised data.
Mathematically, this yields
F
WS
g =
ˆ X2
g
σ2
JSLg
, (4.1)
7475
and
F
WBS
g =
 
σ2
JSLg + τ2
θ
σ2
JSLg
 − 1
2  
e
− 1
2(˜ θg−µθ)2/(σ2
JSLg+τ2
θ)
e
− 1
2(˜ θ2
g/σ2
JSLg)
 
, (4.2)
for g =1 ,...,p,w h e r e˜ θg is ˆ θg (given in equation (2.34)) with the X’s replaced by
ˆ X’s:
˜ θg =
⎛
⎝1 −
a
a +1+
 
g
ˆ X2
g
d·MSEg
⎞
⎠ ˆ Xg, where a =
p +1
d +2−
(p−6)(d+2)
2p−4
. (4.3)
Note that σ2
JSLg and MSEg in (4.1), (4.2), and (4.3) can be computed from the
raw data or the wavelet-denoised data. In the ﬁrst set of simulations presented
below (Section 4.3), MSEg was generated from the true (given) gene variance σ2
g
for each g; thus, the wavelet-denoised data ˆ Xg was not used to compute MSEg or
σ2
JSLg for FWS and FWBS. In the second set of simulations (Section 4.4), MSEg
was computed using a pooled variance estimator from two groups of generated
data. Thus, for FWS and FWBS, the corresponding wavelet-denoised data from the
two groups was used to compute MSEg, denoted by   MSEg. Accordingly, σ2
JSLg
was computed using   MSEg, g =1 ,...,p,f o rt h eFWS and FWBS tests. Additional
details regarding MSEg and   MSEg are provided in their respective sections.
4.2 FHWS and FRHWS, FHWBS and FRHWBS
The wavelet transforms used to compute FWS and FWBS statistics assume a con-
stant variance along the length of the function. If estimates of the variance are
available, we can avoid that assumption by formulating FRHWS and FRHWBS tests.
These tests use the Wav technique deﬁned in Section 3.2.2 to handle heteroge-
neous variances. The ‘RH’ subscript stands for ‘Raw Heterogeneous’, meaning
that MSEg was generated from the true gene variance σ2
g for each g,a n dw a sn o t
processed in any way. The performance of these statistics was only assessed in the76
ﬁrst set of simulations (Section 4.3), as their counterparts do not naturally exist
in the second set of simulations (Section 4.4). Also in the heterogeneous setting,
we could consider shrunken variance estimates (using the James-Stein-Lindley ap-
proach of Cui et al. (2005)) instead of the sample standard deviations in the Wav
technique. This approach was used to create the FHWS and FHWBS tests that
appear in Section 4.3. The FHWS and FHWBS tests that appear in Section 4.4 take
on a slightly diﬀerent form, and are discussed in more detail there.
In the following section, we compare the performance of FWS, FWBS, FHWS,
FHWBS, FRHWS,a n dFRHWBS with F1, F3, FS, FSS, FBB,a n dFBS via simulation.
4.3 Comparison of Various Testing Procedures:
Simulation Study I
The purpose of the following simulation is to compare the newly proposed statistics
with the existing statistics under a similar simulation setting as in Hwang and Liu
(2006) and Zhou (2007). Both Hwang and Liu (2006) and Zhou (2007) were
simulating with expression microarray testing in mind. The simulation recipe is
presented below. We consider sets of p = 500 genes. Let F ∗ represent a particular
F-like test, where ∗ can be {WS, WBS, HWS, HWBS, RHWS, RHWBS, 1,
3, S, SS, BB, or BS}.
Step 1: Set gene-wise variance heterogeneity level. Fix a set of p = 500
gene-wise variances based on heterogeneity tuning parameter ν.T h ev a r i a n c ef o r
each gene is taken to be
σ
2
g =
Zν
g
ξ(Zν
g)
ξ(Zg), (4.4)
where the Zg are randomly selected residual variance estimates obtained from the77
tumor dataset described in Cui et al. (2005). The function ξ stands for the geomet-
ric mean of the appropriate collection of p terms (either
 
Zν
g
 p
g=1 or {Zg}
p
g=1). The
heterogeneity of the variances is controlled by the tuning parameter ν, with larger
values of ν yielding a more heterogeneous collection of variances. Indeed, ν =0
corresponds to the case of homogeneous variance, where all σ2
g are equal. As in
Hwang and Liu (2006) and Zhou (2007), the values of ν considered for simulation
were 0, 0.78, 1.5, and 2.3, corresponding to none, low, moderate, and high levels
of heterogeneity.
Approximate the Null Distribution:
Step 2: Simulate MSEg. The gene-wise variance estimators, MSEg,a r es i m -
ulated based on the true (generated) σ2
g and the assumptions given in (2.29):
MSEg ∼ σ2
gK, where lnK ∼ N(µK,τ2
K). The parameters µK and τ2
K are computed
numerically from 100000 χ2
d random variables. That is, µK =m e a n ( l n ( χ2
d/d)) and
τ2
K = var(ln(χ2
d/d)).
Step 3: Simulate Xg from the null distribution. In this setting, each Xg
corresponds to the gene-wise diﬀerence between groups at gene g. Under the null
hypothesis, there is no diﬀerence between groups; thus θg =0s oXg ∼ N(0,σ 2
g)i n
accordance with (2.19).
Step 4: Compute test statistics under the null. Plug in Xg from Step 3 and
MSEg from Step 2 to appropriately calculate all gene-wise F-like test statistics,
 
F ∗
g,0
 500
g=1.
Step 5: Repeat. Repeat Steps 2 - 4 many times (B = 1000 times total).
Step 6: Calculate a single critical value for each set of F-like tests.
Compute the .95 quantile of each set of F-like test statistics over all (B = 1000)
iterations and over all (p = 500) genes to ﬁnd the corresponding critical values78
F ∗
crit. Note that this implies an average nominal type I error rate of 5% for all
tests.
Alternative Distribution:
Step 7: Simulate θg for various alternative distributions. The true diﬀer-
ences in gene-wise group means, θg, are taken as N(µθ,τ2
θ) as speciﬁed in (2.30).
The standard deviation is ﬁxed at τθ = .1 for the entire simulation. The values of
µθ considered were {0.00,0.25,0.50,0.75,1.00,1.25,1.50,1.75,2.00}.
Step 8: Simulate MSEg. (See Step 2).
Step 9: Simulate Xg under corresponding alternative distributions. The
Xg are simulated from N(θg,σ 2
g), as assumed in (2.19).
Step 10: Calculate gene-wise test statistics for all F-like tests. Plug
in MSEg and Xg from Steps 8 and 9 to appropriately calculate gene-wise test
statistics,
 
F ∗
g
 500
g=1.
Step 11: Repeat. Repeat Steps 7 - 10 many times (M = 250).
Step 12: Calculate average power for all F-like tests. Compare each
gene-wise test statistic, F ∗
g,m, to its corresponding F-like critical value, F ∗
crit.I f
F ∗
g,m ≥ F ∗
crit, the null hypothesis is rejected for that gene. The average power for
a particular F-like test is calculated as the proportion of genes over M = 250
iterations in which we reject the null hypothesis.
Besides the obvious addition of wavelet-based F-like statistics, the simulation
outlined above is diﬀerent than the simulation recipes presented in Hwang and Liu
(2006) and Zhou (2007). Their simulations do not include Step 5 or Step 11, the
steps involving dataset replication. If indeed the p test statistics are exchangeable
for a given dataset, then using a single iteration would be acceptable. However, the
simulations conducted by both Hwang and Liu (2006) and Zhou (2007) assumed the79
σ2
g, g =1 ,...,p, were heterogeneous, violating the assumption of exchangeability.
To correct for the lack of exchangeability, we use multiple iterations to calculate
critical values (B = 1000) and assess power and size (M = 250).
The average power curves for denominator degrees of freedom 2 and 6 are
displayed in Figures 4.1 and 4.2, respectively. Both Figures 4.1 and 4.2 show
that all wavelet-based F-like statistics (FWBS, FHWBS, FRHWBS, FWS, FHWS,a n d
FRHWS) out-perform the existing F-like statistics in terms of average power for
the none, low, and moderate gene-wise variance heterogeneity levels. For the high
gene-wise variance heterogeneity level (Figures 4.1(d) and 4.2(d)), only the wavelet-
based FWBS, FHWBS,a n dFRHWBS out-perform the existing methods; FWS, FHWS,
and FRHWS do not perform as well. It appears that the performance of FWS,
FHWS,a n dFRHWS degrades as the variance heterogeneity increases. Since FWBS,
FHWBS,a n dFRHWBS all involve Stein-type shrinkage depending on the MSE to
compute ˜ θ in (4.3), it is not surprising that the average power of these tests remains
impressive even with the high level of gene-wise variance heterogeneity. Of the two
heterogeneous wavelet-based test statistics considered, FH· is never worse than
FRH·, indicating that the shrunken variances (as opposed to the raw variances) are
better inputs to the Wav method.
To summarize, the best method in these simulations depends on the degree
of gene-wise variance heterogeneity: when the variance heterogeneity is relatively
low, FWS performs the best (with its heterogeneous counterparts not far behind)
and when the variance heterogeneity is relatively high, FWBS performs the best
(likewise, with its heterogeneous counterparts not far behind). Notably, the average
power of FWBS remains consistently high regardless of heterogeneity level.80
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Figure 4.1: Average power curves for denominator df=2 under varying degrees of gene-
wise variance heterogeneity, measured by the coeﬃcient of variation (CV): (a) none -
CV=0, (b) low - CV=0.86, (c) moderate - CV=2.58, and (d) high - CV=5.77.81
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Figure 4.2: Average power curves for denominator df=6 under varying degrees of gene-
wise variance heterogeneity, measured by the coeﬃcient of variation (CV): (a) none -
CV=0, (b) low - CV=0.86, (c) moderate - CV=2.58, and (d) high - CV=5.77.82
4.4 Comparison of Various Testing Procedures:
Simulation Study II
The purpose of the following simulation is to compare the newly proposed statis-
tics with the existing statistics under a slightly diﬀerent setting, arguably more
appropriate for aCGH microarrays. The main diﬀerence in this simulation is the
interpretation of {Xg}
p
g=1, and hence also {MSEg}
p
g=1. Instead of directly gen-
erating {Xg}
p
g=1 as before, we compute {Xg}
p
g=1 as the diﬀerence between two
group means. In particular, suppose we have data Yijg, i =1 ,2 (group); j =
1,...,n i (replicate),g=1 ,...,p(genes). Then
Xg =¯ Y1·g − ¯ Y2·g,
MSEg=s2
g
 
1
n1 + 1
n2
 
,
(4.5)
where s2
g =
 
(n1 − 1)s2
1,g +( n2 − 1)s2
2,g
 
/(n1+n2−2) and s2
i,g is the sample variance
for group i. Notice that these formulas are deﬁned assuming equal group variances
for each gene g,a n da ss u c h ,MSEg ∼ σ2
gK,w h e r eK =
χ2
d
d for d = n1 + n2 − 2
degrees of freedom. That is, lnK is not Normally distributed as in Simulation
Study I.
For the generalized wavelet thresholding test statistics, FWS and FWBS,w eﬁ r s t
denoise the individual curves (Yij1,...,Y ijp) to obtain the denoised (ˆ Yij1,...,ˆ Yijp),
∀ i,j. Then we compute
ˆ Xg =¯ ˆ Y1·g − ¯ ˆ Y2·g,
  MSEg=ˆ s2
g
 
1
n1 + 1
n2
 
,
(4.6)
where ˆ s2
g =
 
(n1 − 1)ˆ s2
1,g +( n2 − 1)ˆ s2
2,g
 
/(n1+n2−2) and ˆ s2
i,g is the sample variance
of the denoised data for group i. To compute FWS and FWBS,u s e ˆ Xg as in
equations (4.1) and (4.2), respectively, and use   MSEg in place of MSEg; σ2
JSLg
will be computed from   MSEg, g =1 ,...,p. In cases where ˆ s2
g = 0, we deﬁne83
F WS
g = F WBS
g =0 .N o t ea l s ot h a t  MSEg does not follow a χ2 distribution since
we are using the denoised data.
To incorporate the unequal variance assumption across the p genes into the
wavelet denoising procedure, FHWS and FHWBS are also considered. In this case,
the individual curves (Yij1,...,Y ijp) are denoised using the Wav technique to ob-
tain (˜ Yij1,...,˜ Yijp), ∀ i,j,. Then we compute
˜ Xg =¯ ˜ Y1·g − ¯ ˜ Y2·g,
  MSEg=˜ s2
g
 
1
n1 + 1
n2
 
,
(4.7)
where ˜ s2
g =
 
(n1 − 1)˜ s2
1,g +( n2 − 1)˜ s2
2,g
 
/(n1+n2−2) and ˜ s2
i,g is the sample variance
of the denoised data for group i.N o t et h a tFHWS and FHWBS take on a slightly
diﬀerent form here than in Section 4.3. However, they share the same name as
the tests in the previous section because both settings assume heterogeneity of
the gene-wise variances and use shrunken variance estimates (obtained either via
the James-Stein-Lindley approach or via the sample variance computation of the
denoised data) as inputs into the Wav method. To compute FHWS and FHWBS,
use ˜ Xg instead of ˆ Xg and use   MSEg in place of MSEg in equations (4.1) and (4.2),
respectively; σ2
JSLg will be computed from   MSEg, g =1 ,...,p. In cases where
˜ s2
g = 0, we deﬁne F HWS
g = F HWBS
g =0 .L i k e  MSEg,   MSEg will also not follow a
χ2 distribution.
As in Simulation Study I, we consider sets of p = 500 genes, which is rea-
sonable for an aCGH setting where one chromosome or chromosome arm is an-
alyzed at a time. Let F ∗ represent a particular F-like test, where ∗ can be
{W S ,W B S ,H W S ,H W B S ,1, 3, S, SS, BB,or BS}. The simulation recipe
is presented below.
Step 1: Set gene-wise variance heterogeneity level. Fix a set of p = 50084
gene-wise variances based on heterogeneity tuning parameter ν.T h e s a m e v a r i -
ances will be used for each group i, so that we will be operating under the assump-
tion of equal variance between groups. Four heterogeneity levels are considered:
none, low, moderate, and high. Use Simulation Study I, Step 1 to obtain
 
σ2
g
 500
g=1
using heterogeneity tuning parameter values ν ∈{ 0,0.78,1.5,2.3}.
Approximate the Null Distribution:
Step 2: Generate data Yijg. Since we will ultimately be interested in looking
at diﬀerences between group means, where the null hypothesis is that there is no
diﬀerence between groups, it does not matter how Y1jg and Y2jg are generated
under the null, as long as their distributions are the same. We let Yijg ∼ N(0,σ 2
g)
for both i =1 ,2.
Step 3: Calculate (Xg,M S E g),
 
ˆ Xg,   MSEg
 
and
 
˜ Xg,   MSEg
 
. Calculate
values according to equations (4.5), (4.6), and (4.7), respectively.
Step 4: Compute test statistics under the null. Plug in appropriate values
from Step 3 to calculate all gene-wise F-like test statistics,
 
F ∗
g,0
 500
g=1.
Step 5: Repeat. Repeat Steps 2 - 4 many times (B = 1000 times total).
Step 6: Calculate a single critical value for each set of F-like tests. See
Simulation Study I, Step 6. Again, the average nominal type I error rate is 5% for
all tests.
Alternative Distribution:
Step 7: Simulate θg for various alternative distributions. Let group i =1
have varying means, θg,w h e r eN ( µθ,τ2
θ). The standard deviation is ﬁxed at τθ = .1
for the entire simulation, and the values of µθ considered were {0.00,0.25,0.50,
0.75,1.00,1.25,1.50,1.75,2.00}.
Step 8: Simulate Yijg under corresponding alternative distributions. The85
Y1jg are simulated from N(θg,σ 2
g), whereas the Y2jg are simulated from N(0,σ 2
g).
Step 9: Calculate (Xg,M S E g),
 
ˆ Xg,   MSEg
 
and
 
˜ Xg,   MSEg
 
. (See Step
3.)
Step 10: Calculate gene-wise test statistics for all F-like tests. Plug in
appropriate values from Step 9 to calculate all gene-wise F-like test statistics,
 
F ∗
g
 500
g=1.
Step 11: Repeat. Repeat Steps 7 - 10 many times (M = 250).
Step 12: Calculate average power for all F-like tests. (See Simulation Study
1, Step 12.)
The average power curves for n1 = n2 = 15 are displayed in Figure 4.3. The
simulation was also performed with unequal sample sizes for the two groups; the
average power curves for n1 =1 5a n dn2 = 30 are shown in Figure 4.4. In
both ﬁgures, FWBS is the most powerful test considered, with its heterogeneous
counterpart FHWBS not far behind. FWS is also a contender, but is never more
powerful than FWBS in the situations considered.
4.5 Application:
Array Comparative Genomic Hybridization
The large datasets that result from aCGH experiments are often analyzed with
the goal of identifying genomic regions for which RGA is associated with a clinical
outcome or status. As such, we can apply the FWBS testing procedure to each
chromosome arm.
More speciﬁcally, the FWBS testing procedure from Simulation Study II was
adapted and modiﬁed for real data analysis. There are three major diﬀerences86
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Figure 4.3: Average power curves for n1 = n2 = 15 under varying degrees of gene-wise
variance heterogeneity, measured by the coeﬃcient of variation (CV): (a) none - CV=0,
(b) low - CV=0.86, (c) moderate - CV=2.58, and (d) high - CV=5.77.87
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Figure 4.4: Average power curves for n1 =1 5a n dn2 = 30 under varying degrees of
gene-wise variance heterogeneity, measured by the coeﬃcient of variation (CV): (a) none
- CV=0, (b) low - CV=0.86, (c) moderate - CV=2.58, and (d) high - CV=5.77.88
between the Simulation Study II recipe and the procedure presented below; with
real data, (a.) the null distribution is approximated by permuting the group la-
bels, (b.) the hyperparameters need to be estimated, and (c.) the average power
measure is not used for analysis. Additional details on hyperparameter estimation
are given below.
4.5.1 Hyperparameter Estimation for FWBS
In real datasets, we do not have the luxury of knowing the hyperparameters in-
volved in the calculation of the FWBS statistics. Speciﬁcally, in accordance with
Chapter 2, we use the following distributional set-up
¯ ˆ Y1·g − ¯ ˆ Y2·g = ˆ Xg ∼ N(θg,σ
2
g), where θg ∼ N(µθ,τ
2
θ), (4.8)
and
  MSEg =ˆ s2
g
 
1
n1 + 1
n2
 
,
ln   MSEg = ρg +l nK,
ρg =l nσ2
g ∼ N(µV,τ2
V),
lnK ∼ N(µK,τ2
K),
(4.9)
for each g, g =1 ,...,p,w h e r eµθ,τ 2
θ,µ V, and τ2
V are all unknown hyperparame-
ters. Note that the σ2
g appearing in (4.8) is also unknown, and is not necessarily the
same σ2
g that corresponds to the unprocessed Xg. Additionally, (4.8) and (4.9) are
assumptions underlying test statistic construction; they are not actually assumed
to be true in implementation, and are only used for the estimation of hyperparam-
eters.
In the aCGH context, p represents the total number of log2 ratios available for
a given chromosome arm. As in the simulation, the parameters µK and τ2
K can be89
computed numerically from a large number of χ2
d random variables (say 100000).
That is, µK =m e a n ( l n ( χ2
d/d)) and τ2
K = var(ln(χ2
d/d)), where d = n1 + n2 − 2.
Hwang and Liu (2006) note that the hyperparameters for σ2
g can be estimated
with high accuracy (if the total number p is large enough) by pooling all the
variance estimates for each g together. Thus we can use the empirical Bayes
method discussed in Chapter 2 to estimate µV and τ2
V.
As Hwang and Liu (2006) also point out, we can not pool all g, g =1 ,...,p
genes together to estimate the hyperparameters for θg, since we do not expect all
θg to be the same. They propose the following mixture distribution to estimate µθ
and τ2
θ:
θg
⎧
⎪ ⎨
⎪ ⎩
∼ N(µθ,τ2
θ) with probability π
0 with probability (1 − π)
. (4.10)
With
 
ˆ Xg|θg,σ 2
g
 
∼ N(θg,σ 2
g), we have
 
ˆ Xg|σ
2
g
 
∼ πN(µθ,σ
2
g + τ
2
θ)+( 1− π)N(0,σ
2
g). (4.11)
To ﬁnd hyperparameters µθ and τ2
θ, we minimize the negative log-likelihood with
respect to π, µθ,a n dτ2
θ under the constraints that the estimates ˆ π ∈ [0,1] and
ˆ τ2
θ ∈ (0,∞] using the R function nlminb (R Development Core Team, 2005). The
unknown σ2
g are are replaced by their estimates   MSEg before minimization of the
negative log-likelihood.
4.5.2 Data Analysis
For each chromosome arm, the pseudocode for analysis is provided below.
Approximate the Null Distribution:
Step 1: Permute the (n1 + n2) group labels, placing ni arms in group
i, i =1 ,2. Thus, for each group i there is a matrix Y
∗
i (ni x p).90
Step 2: Calculate gene-wise test statistics
 
F WBS
g,0
 p
g=1. Use ˆ Xg and   MSEg
as deﬁned in (4.6), with individual curves deﬁned by the rows of Y
∗
i .E s t i -
mate hyperparameters µθ,τ 2
θ,µ V, and τ2
V as discussed in the previous section.
Compute µK and τ2
K numerically from 100000 χ2
d random variables. That is,
µK =m e a n ( l n ( χ2
d/d)) and τ2
K = var(ln(χ2
d/d)), where d = n1 + n2 − 2.
Step 3: Repeat. Repeat Steps 1 and 2 many times (B = 1000 times total).
Calculate Test Statistics:
Step 4: Calculate gene-wise test statistics
 
F WBS
g
 p
g=1. Use ˆ Xg and   MSEg as
deﬁned in (4.6), with individual curves deﬁned by the rows of Yi,w h e r eYi (ni x p)
is the matrix of observations corresponding to group i. Estimate hyperparameters
µθ,τ 2
θ,µ V, and τ2
V and compute µK and τ2
K as in Step 2.
Step 5: Calculate Critical Value(s), p-values, and/or adjusted p-values.
See below.
Breast Cancer Data
Figure 4.5 depicts the raw diﬀerences of the ER-Negative average log2 ﬂuorescence
ratios and the ER-Positive average log2 ﬂuorescence ratios along the genome. All
whole-genome plots, including Figure 4.5, were constructed using a modiﬁed ver-
sion of the plotGenome function within the R library aCGHplus (Gaile, 2005).
Hsu et al. (2005) do not provide explicit details regarding which BACs have
signiﬁcantly diﬀerent log2 ratios between the ER-Negative and ER-Positive groups
in their SURE-based wavelet-thresholding analysis. They used two-sample t-
test statistics for each BAC individually to quantify the diﬀerences between ER-
negative and ER-positive tumors, and used a permutation scheme to obtain the
null distribution for each test statistic. Assuming equal variance between ER-91
status groups within BAC, their two-sample t-test is equivalent to the F1 test
described above. They also applied their SURE-denoising method to the three
ﬁnest levels of (Haar) wavelet coeﬃcients for each of the tumor samples, and ana-
lyzed the denoised data in the same manner as that for the raw data. Their squared
two-sample t-test for the denoised data, again assuming equal variances between
ER-status groups within each BAC, would be equivalent to an F-like test, which
we will call FSURE. They used the Westfall-Young (WY, henceforth) procedure
described in Dudoit et al. (2002) to control for multiple comparisons.
To show the advantage of the proposed testing procedure, we compared the
FWBS testing procedure to the raw data-based testing procedure (F1)a n daS U R E -
based testing procedure (FSURE) along four chromosomes: chromosomes 2, 3, 11,
and 17. To be completely explicit, the three testing procedures were applied to
BACs along each chromosome arm individually, where g =1 ,...,p refers to the
BACs along a particular chromosome arm. The FSURE tests considered here are
slightly diﬀerent than the potential squared-t equivalent in Hsu et al. (2005) in
that (1) the D4 wavelet ﬁlter was used rather than Haar and (2) the number
of decomposition levels (J0) was chosen based on the conservative formula given
in (3.11) rather than just set at three. This version of FSURE was used since FWBS
was implemented using the D4 wavelet ﬁlter and the conservative formula for J0.
The null distributions were determined for each chromosome arm by a per-
mutation scheme, as explained in Step 1, where the group labels were permuted
B = 1000 times and the three types of test statistics were computed for all p BACs
along the given chromosome arm at each iteration. For notational purposes, we
may consider the null distribution for each arm for particular testing scenario F ∗
to be a (B x p) matrix denoted as F ∗
0, where an element in the matrix is denoted92
by F ∗
0[b,g]. Likewise, denote a particular test statistic for the gth BAC as F ∗
g.
Figure 4.6(a) displays the raw diﬀerences of the ER-Negative average log2 ﬂu-
orescence ratios and the ER-Positive average log2 ﬂuorescence ratios for the four
chromosomes under consideration. In Figure 4.6(b), the statistics for F1, FSURE,
and FWBS are plotted against genomic location for all BACs along the four chro-
mosomes (eight arms). Notice that the FWBS (blue circles) test statistics appear
more spatially correlated within each chromosome arm than either the FSURE (red
crosses) and F1 (green triangles) test statistics. Figure 4.6(c) shows the raw empir-
ical p-values for each BAC, where each raw p-value, pg, was calculated according
to the following formula for each type of test:
pg =
1
B
B  
b
1(F
∗
0[b,g] ≥ F
∗
g), (4.12)
for the associated chromosome arm F ∗
0 matrix. Perhaps the most noticeable diﬀer-
ences between the raw p-values for the diﬀerent tests is that the FWBS (blue circles)
p-values are (1) generally smaller than the p-values for FSURE (red crosses) and F1
(green triangles), and (2) generally more spatially correlated than the p-values for
FSURE and F1. This holds true for the adjusted p-values, as well, in Figure 4.7.
Note that Figure 4.7(a) is exactly the same as Figure 4.6(a), but is included in
Figure 4.7 for ease of comparison.
The adjusted p-values appearing in Figures 4.7(b) and 4.7(c) were computed
in two diﬀerent ways, both involving the WY procedure described in Dudoit et al.
(2002) and cited by Hsu et al. (2005).
Cox and Lee (2007) provide additional motivation for using the WY approach.
Speciﬁcally, they considered pointwise hypothesis testing with smooth functional
data and then applied a multiple comparisons procedure. They found that multiple
comparison methods based on general inequalities (such as Bonferroni’s method)93
do not perform desirably due to the high correlation between functional data at
nearby points. However, they show that the WY approach approximates a multiple
comparison correction for a continuum of comparisons as the grid for pointwise
comparisons becomes ﬁner.
The permutation algorithm for the WY step-down maxT adjusted p-values
given in Dudoit et al. (2002) (Box 2) is reproduced below. Here, m denotes the
total number of tests of interest, and matrix X (m x n) contains the data for each
of the n samples at the m observed points.
For the bth permutation, b =1 ,...,B,
1. Permute the n columns of data matrix X.
2. Compute test statistics t1,b,...,t m,b for each hypothesis.
3. Next, compute successive maxima of the test statistics
um,b=|trm,b|,
uj,b=max(uj+1,b,
   trj,b
   )f o r j = m − 1,...,1,
where rj denotes the ordering of the observed test statistics
such that |tr1|≥| tr2|≥...≥| trm|.
The adjusted p-values are estimated by
˜ p
∗
rj =
 B
b=1 I(uj,b ≥
 
 trj
 
 )
B
,
with the monotonicity constraints enforced by setting
˜ p
∗
r1 ← ˜ p
∗
r1, ˜ p
∗
rj ← max(˜ p
∗
rj, ˜ p
∗
rj−1)f o r j =2 ,...,m.
For Figure 4.7(b), the WY algorithm was used on each of the eight chromosome
arms separately, such that m = p =(total number of BACs along a given chromo-
some arm) in the algorithm. This approach would control multiple comparisons94
within chromosome arm, but would not account for the multiple comparisons be-
tween arms. The FWBS (blue circles) adjusted p-values along chromosomes 2 and
3 display an interesting ‘ceiling-like’ behavior. We determined that the cause of
such behavior is that many of the adjusted p-values, ˜ p∗
rj, are equal, even before
imposing the constraint. The large number of equalities appears to stem from the
diﬀerence in variability of the u matrices (m x B) described in the algorithm. For
ag i v e nj, j =1 ,...,m, the variability across the B iterations within the u matrix
is relatively low for FWBS as compared to FSURE and for F1, especially for the
arms of chromosomes 2 and 3. The diﬀerences in variability of u for the three
test types is related to the diﬀerences in variability among the null test statistics;
this can be visualized in Figure 4.8. For each testing type, Figure 4.8 shows the
LOWESS-smoothed (empirical) mean ± 2*(standard deviation) of the null test
statistics on the natural log scale for B=1000 permutations. Not only is the vari-
ability much smaller for FWBS, but there is almost a constant shift downward in
the mean of ln(FWBS) compared to the other two. Because of this low variability,
the ˜ p∗
rj computation for FWBS results in more ties in the number of uj,b ≥| trj|, for
b =1 ,...,B= 1000, than for any other test type.
Out of (44 choose 15)≈ 230 billion total possible permutations, it appears that
B = 1000 (or B = 2500, results not shown) iterations may not be enough to observe
diﬀerences in the p-values. This is consistent with the claims in van der Laan and
Hubbard (2006) that a very large number of permutations may be necessary for
the WY procedure to properly control the errors.
In the hopes of controlling for multiple testing across all eight chromosome
arms, the adjusted p-values were obtained using the WY algorithm described
above, but instead of performing the procedure for each arm separately, we con-95
Table 4.1: Numbers of Westfall-Young adjusted p-values falling within several α ranges.
The numbers of adjusted p-values are provided for each testing type in the ﬁrst three
columns, and the total number of adjusted p-values for which the speciﬁed testing types
agree are provided in columns four through eight. Both of the Westfall-Young variants
were considered using B = 1000 permutations for the null distribution: the procedure
applied to each arm individually (WY by Arm) and the procedure applied to all eight
arms jointly (WY 8 Arms).
F1 & F1 & FSURE F1,F SURE,
α range F1 FSURE FWBS FSURE FWBS & FWBS & FWBS
WY by Arm
(m = p)
[0.00,0.01] 23 29 45 14 13 23 13
(0.01,0.05] 26 39 70 671 1 2
(0.05,0.10] 18 60 368 442 9 2
Total 67 128 483 24 24 63 17
WY 8 Arms
(m = 959)
[0.00,0.01] 9 12 26 641 0 4
(0.01,0.05] 12 16 21 30 1 0
(0.05,0.10] 7 12 9 11 0 0
Total 28 40 56 10 5 11 4
s i d e ra l le i g h ta r m st o g e t h e r .T h a ti s ,m = 959 in the algorithm, as there are 959
BACs total located on the eight chromosome arms. These adjusted p-values can
be seen in Figure 4.7(c). The FWBS (blue circles) adjusted p-values still exhibit
a slight ceiling eﬀect, but it is much less so than in Figure 4.7(b). Indeed, the
variability among the FWBS null test statistics across the eight arms, and hence
the variability in the u matrix in the WY algorithm, is greater than the variability
within each arm separately. With the increased variability and the increased total
number m,t h e˜ p∗
rj computation for FWBS results in fewer ties in the number of
uj,b ≥| trj|, for b =1 ,...,B = 1000, as compared to the WY procedure by chro-
mosome arm depicted in Figure 4.7(b). However, increasing the number of tests
has also increased the conservatism of the WY procedure.96
The conservatism from using m = 959 tests is further illustrated in Table 4.1.
Even though more permutations are likely to be needed for adequate error control,
the number of adjusted p-values falling within speciﬁed α ranges (0.00 < ˜ p∗ ≤ 0.01,
0.01 < ˜ p∗ ≤ 0.05, 0.05 < ˜ p∗ ≤ 0.10) were compared for each testing type at
B = 1000. These values can be found for both WY scenarios in the ﬁrst three
columns of Table 4.1. The total number of adjusted p-values for which the various
testing types agree in terms of α range are also provided in Table 4.1 in columns
four through eight. The trends in the table are the following:
• FWBS has more adjusted p-values in the speciﬁed ranges than FSURE and F1,
• the WY procedure applied to the eight arms jointly (m = 959) has substan-
tially fewer adjusted p-values within a given α range as compared to the WY
applied to each chromosome arm (m = p), and
• FSURE and FWBS tend to agree more on the range of adjusted p-values for
individual BACs than any of the other pairwise comparisons.
Note that the last point does depend on the total number adjusted p-values in
the range of interest, so we investigated this further for the WY by arm setting in
Table 4.2. This table shows the distribution of the categorized adjusted p-values
for FSURE and FWBS for the 959 BACs considered. The large number of FSURE
adjusted p-values > 0.10 and FWBS adjusted p-values in the interval (0.05,0.10]
is a consequence of the relatively few null permutations used in the analysis, as
discussed above. There were 22 additional adjusted p-values ≤ .01 with the FWBS
test that were not identiﬁed with FSURE testing, but only six adjusted p-values
≤ .01 for FSURE not identiﬁed with FWBS. Figure 4.9 highlights these instances:
the raw diﬀerences in means of log2 ratios are plotted for chromosomes 2, 3, 11,97
Table 4.2: Categorized WestFall-Young (procedure applied by chromosome arm) ad-
justed p-values for FSURE vs. FWBS.
FWBS
[0.00,0.01] (0.01,0.05] (0.05,0.10] (0.10,1.00] Total
[0.00,0.01] 23 4 0 2 29
(0.01,0.05] 20 11 3 5 39
FSURE (0.05,0.10] 2 24 29 5 60
(0.10,1.00] 0 31 336 464 831
Total 45 70 368 476 959
and 17 with the colored ‘+’ symbols (without circles) indicating the WY adjusted
p-values (by arm) ≤ 0.01 for both FSURE and FWBS. There are 22 blue ‘+’ symbols
circled in red which indicate the FSURE adjusted p-values > 0.01, but the FWBS
adjusted p-values ≤ 0.01. The six red ‘+’ symbols circled in blue highlight the
FWBS adjusted p-values > 0.01, but the FSURE adjusted p-values ≤ 0.01. The
FWBS adjusted p-values for the six blue-circled locations are 0.016 (arm 3p); 0.105,
0.033, 0.050 (arm 3q); and 0.023, 0.103 (arm 17p), so it may be the case that with
more null permutations the FWBS statistics for the circled point on arm 3p, the
two right-most circled points on arm 3q, and the ﬁrst circled point on arm 17p
could be considered signiﬁcant at α =0 .01. The points circled in red primarily
lie within a region of arm 11q, where it appears that there is a contiguous gain
of genomic material for the ER-Negative group as compared to the ER-Positive
group. Indeed, the generalized wavelet thresholding involved in the FWBS tests
strengthens the evidence for contiguous aberrations in RGA levels.
Finally, to provide a more complete analysis, the FWBS testing procedure was
performed on each of the chromosome arms with adequate BAC coverage. Fig-
ure 4.10 displays both types of WY adjusted p- v a l u e s :t h eb l u e‘ + ’s y m b o l sa r e
the adjusted p-values obtained by applying the algorithm by arm (m = p,‘ a r m -98
wise’) and the cyan ‘o’ symbols are the adjusted p-values obtained by applying the
algorithm to the entire dataset (m = 4153, ‘genome-wise’). Table 4.3 identiﬁes all
BAC clones for which both types of WY procedures’ (arm-wise and genome-wise)
have adjusted p-values≤ 0.05. Note that various regions of 5q, 8p, 11q, 16q, and
17q, among others, have all been identiﬁed in the Breast Cancer literature as being
related to one or both ER status groups (Loo et al., 2004).
Lung Cancer Data
Figure 4.11 depicts the raw diﬀerences of the AC average log2 ﬂuorescence ra-
tios and the SCC average log2 ﬂuorescence ratios along the genome. Tonon et al.
(2005) designed a permutation test to statistically compare the AC and SCC sub-
types. The procedure is described below, with a portion taken verbatim from the
Supporting Materials and Methods document accompanying the article.
Tonon et al. (2005) ﬁrst used a change-point algorithm (circular binary seg-
mentation) to break the aCGH data into segments. Each segment was assigned
a value that was the median of the log2 ratios of the spanned probes, and then
was centered by the tallest mode in the distribution of the segment values. “The
segmented aCGH data were divided into SCC and AC groups. Thresholds of 0.1
(high threshold, TH) and −0.1 (low threshold, TL) were used for counting samples
with genome changes. At each probe location, all samples exceeding the thresholds
were counted for SCC and AC groups. The scores at each location were calculated
as follows:
score.over =(SCC > TH − AC > TH)2/(SCC > TH + AC > TH)
score.under=(SCC < TL − AC < TL)2/(SCC < TL + AC < TL).99
Permutation was performed 1000 times by randomizing sample group labels. The
scores were calculated (as above), and the peak score for all probe locations was
kept for each permutation. The statistically signiﬁcant probes were identiﬁed by
comparing the score among 1000 peak scores from permutation with a 5% false-
positive rate as cut-oﬀ,” Supporting Materials and Methods, Tonon et al. (2005).
This test identiﬁed only one region of diﬀerence between the two subtypes: a
gain/ampliﬁcation on chromosome arm 3q (speciﬁcally, the region 3q26-29) in the
SCC subgroup.
We interpret the ‘score.over’ and ‘score.under’ to mean the following:
score.over =(#(SCC > TH) − #(AC > TH))2/(#(SCC > TH) + #(AC > TH))
score.under=(#(SCC < TL) − #(AC < TL))2/(#(SCC < TL) + #(AC < TL)),
where #(·) indicates the number of situations such that the argument within the
parentheses is true at a single probe location; both scores would be computed at
each probe location along the genome. It is our impression that they attempt to
control for multiple comparisons across the genome by using the WY single-step
(versus step-down) maxT procedure described in Dudoit et al. (2003) with these
scores.
We applied the FWBS testing procedure to each chromosome arm separately,
as in the breast cancer analysis and as described in the very beginning of the
Section 4.5.2. Again, the null distributions were determined for each chromosome
arm by a permutation scheme, where the group labels were permuted B = 1000
times. To attempt to control for multiple testing, we used the (step-down) WY
procedure, as described in Dudoit et al. (2002) (and provided again in the previous
section). As with the breast cancer data, we employed two variants of the WY
procedure: one applying the procedure to each arm separately (arm-wise), and the100
other applying the procedure to the entire dataset (genome-wise). Both sets of
adjusted p-values can be visualized in Figure 4.12, where the blue ‘+’ symbols are
the arm-wise (m = p) adjusted p-values and the cyan ‘o’ symbols are the genome-
wise (m = 15164) adjusted p-values. With this very large lung cancer dataset, the
conservative nature of the genome-wise WY approach becomes very apparent; for
example, the minimum genome-wise adjusted p-value is 0.127 on chromosome arm
22q.
For the arm-wise WY procedure, more null permutations will most likely be
needed for more precise error control within each chromosome arm. But with B =
1000 permutations, 228 probe locations were identiﬁed as signiﬁcant at α =0 .05.
These probes lie in regions of 1p36, 1p31, 5p15 and 5p12, 8q11-8q24, and 22q11-
22q13. Note that the adjusted p-values for region 3q26-29 found signiﬁcant in
Tonon et al. (2005) were between .089 and .232 using the arm-wise WY resampling
procedure. With more null permutations, some of the probes in this region may
also be identiﬁed as signiﬁcant at α =0 .05.101
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LOWESS−smoothed Mean +/− 2SD of ln(F*) under H0 (B=1000)
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Table 4.3: Signiﬁcant BACs at α =0 .05 for the Breast Cancer Data. The clone names
are given for all BACs with both types (arm-wise and genome-wise) of Westfall-Young
adjusted p-values ≤ 0.05.
Chrom. Chrom. Chrom.
BAC clone Arm BAC clone Arm BAC clone Arm
RP11-64F17 5q RP11-82P23 5q RP11-88H18 11q
RP11-58G19 5q RP11-128C13 5q RP11-33F6 11q
RP11-81C5 5q RP11-79I6 5q RP11-179B7 11q
RP11-73N22 5q RP11-507E2 5q CTD-2012D15 11q
RP11-90A15 5q RP11-54C4 5q RP11-693N9 11q
RP11-15P5 5q RP11-109B15 5q RP11-51M23 11q
RP11-47L19 5q RP11-86C20 5q RP11-81P17 16q
RP11-90G5 5q RP11-91G17 5q RP11-110A13 16q
RP11-81L1 5q RP11-170L13 5q RP11-3I14 16q
RP11-265M23 5q RP11-31B18 5q RP11-25K3 16q
RP11-209F21 5q RP11-47O12 5q RP11-229O3 16q
RP11-42M12 5q RP11-82E8 5q RP11-52B24 16q
RP11-45L19 5q RP11-134N14 5q RP11-83H21 16q
RP11-81L23 5q RP11-4J6 5q RP11-89C10 16q
RP11-89G4 25 q RP11-90N23 25 qRP11-93H5 16q
RP11-729C24 5q RP11-89P1 5q RP11-154N7 16q
RP11-17K19 5q RP11-210K16 5q RP11-403P17 16q
RP11-4E3 5q RP11-62G13 5q RP11-3A9 16q
RP11-215P8 5q RP11-290G6 5q RP11-5A19 2 16q
RP11-21C10 5q RP11-88J19 5q RP11-96D1 16q
RP11-21J3 5q RP11-13H20 5q RP11-354M1 16q
CTD-2090L24 5q RP11-128E4 5q RP11-354N7 16q
RP11-81D21 5q RP11-173F9 5q RP11-224E17 2 16q
RP11-233E5 5q RP11-14K9 5q RP11-123C5 16q
RP11-461O14 5q RP11-15F10 5q RP11-14J15 16q
RP11-678N8 5q RP11-252I14 5q RP11-529K1 16q
RP11-115I4 5q RP11-459E5 8p RP11-518J6 16q
RP11-515C16 5q RP11-274M9 8p RP11-230E8 16q
RP11-79K4 5q RP11-89M8 18 p RP11-58M3 16q
RP11-15J20 5q RP11-5J20 8p RP11-90L19 16q
RP11-55M16 5q RP11-287N19 8p CTD-2156K16 17q
RP11-48L3 5q RP11-40B14 11q RP11-9B11 17q
RP11-14K13 5q RP11-134G19 11q RP11-400F19 17q
RP11-79I9 5q RP11-890D8 11q RP11-506G7 17q
RP11-88H2 5q CTD-2039C11 11q RP11-266I24 17q
RP11-124B12 5q CTD-2137G15 11q RP11-100E5 17q
RP11-19C10 5q RP11-28I24 11q RP11-209M4 17q
RP11-109G16 5q RP11-315O6 11q RP11-79O18 17q
RP11-89F1 5q RP11-686G6 11q RP11-234J24 17q
RP11-44B19 5q108
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.Chapter 5
Discussion
This thesis combined several concepts to create a new function estimation tech-
nique and hypothesis testing procedure. First, we proposed a nonparametric func-
tion estimation technique that used level-dependent generalized thresholding esti-
mators (GTEs) to remove noise from empirical Maximal Overlap Discrete Wavelet
Transform (MODWT) coeﬃcients. The GTEs were incorporated to account for
potential asymmetries of the level-wise coeﬃcient distributions about zero. We ex-
plored the performance of this technique in both the single realization setting where
only one sequence of noisy sampled observations is available, and the multiple re-
alization setting where there are multiple noisy versions of the same underlying
function available.
In the single realization setting, the performance of the proposed generalized
wavelet thresholding method (asym) was quite similar to, but very often better
than, the performance of the method proposed in Johnstone and Silverman (2005b)
(referred to as sym in this manuscript) in terms of mean squared error (MSE).
Despite similar MSE performance, there was a clear diﬀerence between the asym
and sym methods in terms of the number of positive and negative coeﬃcients set
to zero when the coeﬃcients were not symmetrically distributed about zero. Thus,
the asym method adapts to both unknown sparsity and asymmetry of the wavelet
coeﬃcients, and performs better than sym in cases when data is truly asymmetric.
The multiple realization setting is largely ignored in the wavelet literature.
This may be a result of the additional complicating factors that were addressed in
Chapter 3: the order in which the (generalized) thresholding and averaging opera-
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tions occur, and the increased number of options for estimating the noise standard
deviation. We found via simulation that when the noisy replicates actually stem
from the same underlying curve, the Average-then-Threshold ordering yields much
better MSE results than the Threshold-then-Average ordering. We also found that
several of the estimation techniques considered for the noise standard deviation σ
worked well in terms of MSE, and performed favorably to the case when σ was as-
sumed known. We also brieﬂy considered the case of heteroscedastic errors, where
we found that the technique of Gao (1997) with the pointwise sample standard
deviation estimates performed quite well in terms of MSE.
With estimation techniques in hand, we were secondly able to incorporate gen-
eralized wavelet thresholding into a hypothesis testing framework. In particular,
generalized wavelet thresholding is used prior to testing to provide an extra layer of
shrinkage by removing noise. Simulations indicate that generalized wavelet thresh-
olding prior to construction of existing, already-powerful F-like statistics improves
power even further. Speciﬁcally, the FWS test is usually more powerful (in terms
of average power) than the previously considered F-like tests, and the FWBS test
is always more powerful (in terms of average power) than all previously considered
F-like tests.
Finally, generalized wavelet thresholding estimation and hypothesis testing
were applied to Array Comparative Genomic Hybridization (aCGH) data. Array
CGH datasets consist of observed surrogate measures for relative genomic abun-
dance (RGA) levels for a set of simultaneous spot assays at multiple sites across
the genome. Since the spot assays are spatially correlated with respect to genomic
location, the RGA levels can be considered a function of genomic location along
a chromosome arm. Wavelets are a natural approach to capturing localized phe-112
nomena that may exist along a chromosome arm in tumor samples. Assuming the
sampled spots across the genome were equally spaced, MODWT allowed us to con-
sider chromosome arms with any number N of sampled observations. The asym
estimation method was applied to Breast Cancer aCGH data and Lung Cancer
aCGH data, both in the single realization and multiple realization settings. The
generalized wavelet hypothesis testing scheme using FWBS was also applied to the
same two datasets in order to compare genomic proﬁles between their respective
clinical subgroups.
There are many interesting issues that have yet to be considered. The results in
Chapter 3 were obtained using only the quasi-Cauchy density to deﬁne γ−(µ)a n d
γ+(µ). We conjecture based on the results of Johnstone and Silverman (2005b)
that other heavy-tailed, symmetric, unimodal prior densities, such as a Laplace
prior, would provide similar MSE results.
Also in Chapter 3, we considered the Threshold-then-Average ordering with
three diﬀerent methods for estimating σ. It is also possible to estimate the prior
weights w+ and w− via diﬀerent methods. In particular, one such method could
incorporate all the available information from a given group by using the sample
average curve to estimate w+ and w−. Then, each curve within group could be
denoised individually using the weights determined from the sample average curve.
The code provided can easily be adapted to accomplish such a method, and has
been implemented on the real datasets (results not shown). Visually, the smooth-
ness behavior of the reconstructions of this nature lies somewhere in between the
relatively jagged reconstructions from the Average-then-Threshold ordering and
the relatively smooth reconstructions from the Threshold-then-Average ordering.
However, additional simulations are needed to better assess the performance of the113
group-deﬁned weights approach.
In Chapter 4, we used the Westfall-Young resampling method described in Du-
doit et al. (2002) to control for multiple comparisons in the data analysis. Specif-
ically, we considered an arm-wise Westfall-Young procedure that applied the al-
gorithm to each arm separately, and we considered a genome-wise Westfall-Young
procedure that applied the algorithm to the entire dataset, across all chromosome
arms. With an adequate number of permutations to obtain the null distribution,
it remains unclear which Westfall-Young variant is the better choice. There is also
more recent literature that proposes methods of error control based on quantile
function transformation (van der Laan and Hubbard, 2006), which could provide
a nice alternative to the Westfall-Young procedure.
Finally, a more theoretical justiﬁcation of the proposed methods would be de-
sirable, both in terms of estimation and hypothesis testing, and is an area reserved
for future research.Appendix A
Formulas and Derivations
To compute many of the complicated formulas in Chapter 3, it is is helpful to
introduce hyperparameters θ− and θ+, such that
θ− ∼ Beta(.5,1) and θ+ ∼ Beta(.5,1),
γ−(µ|θ−) ∼ N−(0, 1
θ− − 1) and γ+(µ|θ+) ∼ N+(0, 1
θ+ − 1)
[µ|w−,w +,θ −,θ +] ∼ (1 − w− − w+)δ0(µ)+w−γ−(µ|θ−)+w+γ+(µ|θ+).
(A.1)
Note that N−(0, 1
θ− − 1) and N+(0, 1
θ+ − 1) each represent ‘half-Normal’ distribu-
tions. As before, let φ(·)a n dΦ ( ·) denote the standard Normal probability density
function (pdf) and cumulative distribution function (cdf), respectively. By inte-
grating out θ− and θ+, one obtains the marginal distributions appearing in the last
three lines of (3.2) and given again below:
[µ|w−,w +] ∼ (1 − w− − w+)δ0(µ)+w−γ−(µ)+w+γ+(µ),
γ−(µ)=
2I[µ≤0] √
2π
 
1+
µΦ(µ)
φ(µ)
 
, and
γ+(µ)=
2I[µ≥0] √
2π
 
1 −
µ[1−Φ(µ)]
φ(µ)
 
.
A.1 γ+(µ) and γ−(µ)
The integration to compute γ+(µ)a n dγ−(µ) is not straight-forward, so the steps
for solving γ+(µ)a n dγ−(µ) are outlined below. The computation requires the use
of the error function (erf ), deﬁned as
erf(s)=
 
2
π
  s
0
exp(−t
2)dt, (A.2)
and additional facts regarding the erf :
  ∞
1
r
−2 exp
 
−
µ2r2
2
 
dr = −
 
πµ2
2
+
 
πµ2
2
erf
  
µ2
2
 
+e x p
 
−
µ2
2
 
, (A.3)
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1 − Φ(s)=
1
2
 
1 − erf
 
s
√
2
  
. (A.4)
Noting γ+(µ)=2 γ(µ)I[µ ≥ 0] and γ−(µ)=2 γ(µ)I[µ ≤ 0], we can focus on
the computation of γ(µ). This is the case considered in detail in Johnstone and
Silverman (2005a), where the conditional pdf of µ given θ is given by γ(µ|θ) ∼
N(0, 1
θ− − 1) and the pdf of θ is given as f(θ) ∼ Beta(.5,1). Note in this context,
we are working with a general θ and γ, i.e., neither requires a subscript. Thus,
γ(µ)=
  1
0 γ(µ|θ)f(θ)dθ
=
  1
0
1 √
2π(θ−1−1) exp
 
−
µ2
2(θ−1−1)
 
1
2θ−1/2dθ
= 1
2
√
2π
  1
0 (1 − θ)−1/2 exp
 
−
µ2θ
2(1−θ)
 
dθ
[change of variable: r =( 1− θ)−1/2,d r= 1
2(1 − θ)−3/2dθ]
= 1 √
2π exp
 
µ2
2
   ∞
1 r−2exp
 
−
µ2r2
2
 
dr
[use (A.3)]
= 1 √
2π exp
 
µ2
2
  
−
 
πµ2
2 +
 
πµ2
2 erf
  
µ2
2
 
+e x p
 
−
µ2
2
  
[
 
µ2 = |µ|]
= −
|µ|
2 exp
 
µ2
2
  
1 − erf
 
|µ| √
2
  
+
1 √
2π
[use (A.4) with s = |µ|]
= −|µ|exp
 
µ2
2
 
[1 − Φ(|µ|)] + 1 √
2π
=
1 √
2π
 
1 −
|µ|[1−Φ(|µ|)]
1 √
2π exp
￿
−
µ2
2
￿
 
=
1 √
2π
 
1 −
|µ|[1−Φ(|µ|)]
φ(|µ|)
 
,
(A.5)
so γ+(µ)=
2I[µ≥0] √
2π
 
1 −
µ[1−Φ(µ)]
φ(µ)
 
and γ−(µ)=
2I[µ≤0] √
2π
 
1+
µΦ(µ)
φ(µ)
 
as given in (3.2).
A.2 g+(x) and g−(x)
The derivation of the g+(·) appearing in equation (3.4) is given below. Let f(x|θ)
denote the conditional pdf of X given θ+ and f(θ) denote the marginal pdf of θ+.116
Notice that both pdfs are computed using θ+, but the ‘+’ subscript is dropped for
ease of notation. Ultimately, we will compute g+(x)=
  1
0 f(x|θ)f(θ)dθ, but to do
so, f(x|θ) is needed:
f(x|θ)=
  ∞
0 φ(x − µ)γ+(µ|θ)dµ
=
  ∞
0
1 √
2π exp
 
−
(x−µ)2
2
 
2 √
2π(θ−1−1) exp
 
−
µ2
2(θ−1−1)
 
dµ
[combine terms and complete the square involving µ]
=
2 √
2π(θ−1−1) exp
 
−
θx2
2
   ∞
0
1 √
2π exp
 
−
[µ−(1−θ)x]2
2(1−θ)
 
dµ
[change of variable: v =
µ−(1−θ)x √
1−θ ,d v = dµ(1 − θ)−1/2]
=
2
√
θ √
2π exp
 
−
θx2
2
   ∞
−x
√
1−θ
1 √
2π exp
 
−
v2
2
 
dv
= 2
√
θ √
2π exp
 
−θx2
2
 
Φ(x
√
1 − θ).
(A.6)
Now,
g+(x)=
  1
0 f(x|θ)f(θ)dθ
=
  1
0
2
√
θ √
2π exp
 
−θx2
2
 
Φ(x
√
1 − θ)1
2θ−1/2dθ
=
  1
0
1 √
2π exp
 
−θx2
2
 
Φ(x
√
1 − θ)dθ
[IBP:
 
udv = uv −
 
vdu, with u =Φ ( x
√
1 − θ)&dv =
exp(−θx2/2)
√
2π dθ]
= 1
x2√
2π
 
2Φ(x) − exp
 
−x2
2
 
− 2x √
2π exp
 
−x2
2
  
,
(A.7)
which is precisely the formula appearing in the second line of (3.4). The formula
for g−(x) can be found in a similar manner.
A.3 Finding the Posterior Medians
Again let f(θ) denote the marginal pdf of θ+. Using two identities given in John-
stone and Silverman (2005a) and also given in (A.8) below,
1
2
√
2π
  1
0 s−1/2 exp
 
−u2
2s
 
ds=φ(u) − u(1 − Φ(u)),
1
2
√
2π
  1
0 s−3/2 exp
 
−u2
2s
 
ds=u−1(1 − Φ(u)),
(A.8)117
we can compute the integral appearing in (3.9). Speciﬁcally,
  ∞
m+ ˜ γ+(µ|x)dµ = 1
g+(x)
  ∞
m+ φ(x − µ)γ+(µ)dµ
=
1
g+(x)
  ∞
m+ φ(x − µ)
   1
0 γ+(µ|θ)f(θ)dθ
 
dµ
[switch order of integration]
= 1
g+(x)
  1
0 f(θ)
   ∞
m+ φ(x − µ)γ+(µ|θ)dµ
 
dθ
=
1
g+(x)
  1
0
1
2θ−1/2
   ∞
m+
1 √
2π exp(−
1
2(x − µ)2)
2 √
2π
1 √
θ−1−1 exp(−
µ2
2(θ−1−1))dµ
 
dθ
= 1
g+(x)
  1
0
1 √
2π exp(−x2
2 )
 
  ∞
m+
1 √
2π(1−θ) exp(−1
2(
µ2
1−θ − 2xµ))dµ
 
dθ
[complete the square in the exponential within the inner integral]
= 1
g+(x)
  1
0
1 √
2π exp(−x2θ
2 )Φ
 
x(1−θ)−m+ √
1−θ
 
dθ
[change of variable: s =( 1− θ);ds = −dθ]
=
1
g+(x)
√
2π exp(−
x2
2 )
  1
0 exp(
x2s
2 )Φ
 
xs−m+ √
s
 
ds
[IBP:
 
udv = uv −
 
vdu, with u =Φ
 
xs−m+ √
s
 
& dv =e x p ( x2s
2 )ds]
=
exp(−x2/2)
g+(x)
√
2π
 
Φ(x − m+) 2
x2 exp(x2
2 ) − 1
x
  1
0 exp(x2s
2 )φ
 
xs−m+ √
s
 
s−1/2ds
−
m+
x2
  1
0 exp(x2s
2 )φ
 
xs−m+ √
s
 
s−3/2ds
 
[complete squares in exponentials within integrals]
=
exp(−x2/2)
g+(x)
√
2π
 
Φ(x − m+) 2
x2 exp(x2
2 ) − 1
x exp(xm+)
  1
0
1 √
2π exp
 
−
m2
+
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[use identities given in (A.8)]
=
exp(−x2/2)
g+(x)
√
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x2 exp(x2
2 ) − 2
x exp(xm+)[φ(m+) − m+(1 − Φ(m+))]
−
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−1
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2π −
φ(x−m+)
x
√
2π +
(xm+−1)exp(m2
+/2)φ(x−m+)[1−Φ(m+)]
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.
(A.9)
Using similar techniques, one can compute the integral in (3.10) and obtain
  m−
−∞ ˜ γ−(µ|x)dµ = 2
g−(x)
 
Φ(m−−x)
x2√
2π +
φ(x−m−)
x
√
2π −
(1−xm−)exp(m2
−/2)φ(x−m−)Φ(m−)
x2
 
.Appendix B
R Functions
The following consists of the relevant R functions used to implement various meth-
ods and techniques from Chapter 3. All of the functions are to be used in con-
junction with the EbayesThresh (Silverman, 2005) and waveslim (Whitcher, 2005)
libraries. While these functions have worked in all the situations I have tested, I
provide no guarantees. Use at your own risk.
B.1 The asym and asym.s methods
These functions perform the asym and asym.s generalized wavelet thresholding
methods. They were modeled after the functions in the EbayesThresh library.
Functions are listed in alphabetical order.
# ===========================================
cauchy.medzero.neg.asym = function (x, z, wp, wn) {
# Find negative posterior medians m−.
#U s e dw i t hpostmed.cauchy.asym, speciﬁcally vecbinsolv.
# Given coeﬃcient vector or scalar z and weights wp=w+ and wn=w−,
#s o l v ef o rx = m−.
d = (z == 0)
zsq=z^2
yleft = (2/gneg.asym(z))*( (pnorm(x-z)/(zsq*sqrt(2*pi)))
+ (dnorm(z-x)/(z*sqrt(2*pi)))
+ (((x*z-1) * dnorm(z-x) * exp(x^2/2) * pnorm(x) )/zsq) )
118119
yright2 = ((1-wp-wn)*dnorm(z) + wp*gpos.asym(z))/
(wn*gneg.asym(z)) + 1
out = yleft - yright2/2
out[d]=0
return(out)
}
# ===========================================
cauchy.medzero.pos.asym = function (x, z, wp, wn) {
# Find positive posterior medians m+.
#U s e dw i t hpostmed.cauchy.asym, speciﬁcally vecbinsolv.
# Given coeﬃcient vector or scalar z and weights wp=w+ and wn=w−,
#s o l v ef o rx = m+.
j = (z == 0)
h h=z-x
dnhh = dnorm(hh)
zsq=z^2
yleft = (2/gpos.asym(z))* ( pnorm(hh)/(zsq*sqrt(2*pi))
- dnhh/(z*sqrt(2*pi))
+ ((z*x-1) * dnhh * exp(x^2/2) * pnorm(-x) )/zsq)
yright2 = ((1-wp-wn)*dnorm(z) + wn*gneg.asym(z))/
(wp*gpos.asym(z)) + 1
out=yright2/2 - yleft
out[j]=0
return(out)
}120
# ===========================================
eb.asym = function (x, sdev, verbose=F) {
# Perform generalized wavelet thresholding.
# Input x, the vector of level j coeﬃcients (length N), and sdev,
# the scalar or vector level j standard deviation(s),
# to return vector (length N)o fd e n o i s e dc o e ﬃ c i e n t sˆ µ.
x = x/sdev
wvec = wfromx.asym(x)
muhat = postmed.cauchy.asym(x, wvec)
muhat = sdev * muhat
if (!verbose) return(muhat)
retlist = list(muhat = muhat, x=x, wvec=wvec, sdev=sdev)
return(retlist)
}
# ===========================================
eb.wavelet.modwt = function (x.modwt, smooth.levels=Inf,
sdev, emp.scale=F) {
# This is the ‘master function’ that drives the generalized wavelet thresholding
# process, assuming constant variance.
# Apply Empirical Bayes generalized thresholding approach level by level to
# the empirical wavelet coeﬃcients (and empirical scaling coeﬃcients, optional)
# from the MODWT transform.
if ( class(x.modwt) != "modwt" ) {
print("Input not of class MODWT; no smoothing performed")121
return(x.modwt)
}
nlevs = length(x.modwt) - 1
slevs = min(nlevs, smooth.levels)
for (j in 1:slevs) {
sdev.lev=sdev/(2^(j/2))
x.modwt[[j]] = eb.asym(x.modwt[[j]], sdev.lev, verbose=F)
}
if ( emp.scale ){
sdev.sm=sdev/(2^(slevs/2))
x.modwt[[(nlevs+1)]]=
eb.asym(x.modwt[[(nlevs+1)]], sdev.sm, verbose=F)
}
return(x.modwt)
}
# ===========================================
eb.wavelet.modwt.var = function (x.modwt,smooth.levels = Inf,
sdev, emp.scale=F, wf=wfilt) {
# This is the ‘master function’ that drives the generalized wavelet thresholding
# process, assuming heterogeneous variance.
# Apply Empirical Bayes generalized thresholding approach level by level to
# the empirical wavelet coeﬃcients (and empirical scaling coeﬃcients, optional)
# from the MODWT transform.
# Here, sdev is the (ordered) (J+1)N vector of sds for coeﬃcients
# at all (J+1) levels, where J is maximum decomposition level.122
if ( class(x.modwt) != "modwt" ) {
print("Input not of class MODWT; no smoothing performed")
return(x.modwt)
}
nlevs = length(x.modwt) - 1
slevs = min(nlevs, smooth.levels)
N = length(x.modwt[[1]])
if ( emp.scale ) slevs = slevs + 1
for (j in 1:slevs) {
sdevs=sdev[(N*(j-1)+1):(N*j)]
sdev.lev=phase.shift.var(sdevs, wf, j, nlevs)
x.modwt[[j]] = eb.asym(x.modwt[[j]], sdev.lev, verbose=F)
}
return(x.modwt)
}
# ===========================================
getDiag = function (W, J, wfilt, varvec) {
# Given wavelet transform matrix W, maximum decomposition level J,
# wavelet ﬁlter wf, and vector of pointwise (estimated) variances,
# compute the (J+1)N vector of coeﬃcient variances for the
# heterogeneous variance case (see Gao (1997)).
Ws=array(NA, dim=c( (J+1), N, N) )
for (wdx in 1:(J+1)){
Ws[wdx,,]=W[ ((wdx-1)*N+1):(wdx*N), ]
}123
out=matrix(0, (J+1), N)
for (wdx in 1:(J+1)){
for (ndx in 1:N) out[wdx,ndx]=sum(Ws[wdx,ndx,]^2*varvec)
}
diag.out=as.vector(t(out))
return(diag.out)
}
# ===========================================
gneg.asym = function (y) {
# Corresponds to g−(x) given in equations (3.3) and (3.4).
j = (y != 0)
o u t=y
out[!j] = 1/(2*sqrt(2*pi))
ysq=y^2
out[j]=1/(ysq[j]*sqrt(2*pi)) * ( 2*(1-pnorm(y[j]))
- exp(-ysq[j]/2) + 2*y[j]*exp(-ysq[j]/2)/(sqrt(2*pi)) )
return(out)
}
gpos.asym = function (y) {
# Corresponds to g+(x) given in equations (3.3) and (3.4).
j = (y != 0)
o u t=y
out[!j] = 1/(2*sqrt(2*pi))
ysq=y^2124
out[j]=1/(ysq[j]*sqrt(2*pi)) * ( 2*pnorm(y[j])
- exp(-ysq[j]/2) - 2*y[j]*exp(-ysq[j]/2)/(sqrt(2*pi)) )
return(out)
}
# ===========================================
phase.shift.var = function (z, wf, j, J) {
# Modiﬁed version of phase.shift from the waveslim library.
# Used with heterogeneous variance assumption.
# Reverse phase-shift input vector z to match the automatically shifted modwt
# wavelet coeﬃcients at level j, with maximum decomposition level J, when using
# wavelet ﬁlter wf.
coe = function(g) sum(0:(length(g) - 1) * g^2)/sum(g^2)
g = wave.filter(wf)$lpf
h = wave.filter(wf)$hpf
Nj = length(z)
if (j<(J+1)){
ph = round(2^(j - 1) * (coe(g) + coe(h)) - coe(g), 0)
z = c(z[(ph + 1):Nj], z[1:ph])
}
ph = round((2^J - 1) * coe(g), 0)
if(j==(J+1)) z = c(z[(ph + 1):Nj], z[1:ph])
return(z)
}
# ===========================================
postmed.cauchy.asym = function (x, wvec) {125
# Find posterior median(s) ˆ µ using binary search.
# Given coeﬃcient vector or scalar x and weights wvec =[ w+,w −],
# ﬁnd the corresponding posterior median estimate(s) ˆ µ.
#N o t e :vecbinsolv is a function in the EbayesThresh library.
nx = length(x)
zest = rep(NA, length(x))
wp = rep(wvec[1], length.out = nx)
wn = rep(wvec[2], length.out = nx)
ct=37 # to avoid numerical instability
j = ((x>0) & (x<ct)) # use approx. posterior mean instead
jj=(x>ct)
zest[jj] = x[jj] - 2/x[jj]
if (sum(j) > 0) {
zest[j] = vecbinsolv(zf=rep(0, sum(j)),
fun=cauchy.medzero.pos.asym,
tlo=0, thi=max(x[j]), z=x[j], wp=wp[j], wn=wn[j])
}
k = ((x<0) & (x>(-ct)) )
kk= (x<(-ct))
zest[kk] = x[kk] - 2/x[kk]
if (sum(k) > 0) {
zest[k] = vecbinsolv(zf=rep(0, sum(k)),
fun=cauchy.medzero.neg.asym,126
tlo=min(x[k]), thi=0, z=x[k], wp=wp[k], wn=wn[k])
}
zest[abs(zest) < 1e-07] = 0
return(zest)
}
# ===========================================
wfromx.asym= function (x) {
#F i n dw e i g h t sw+ and w− by marginal (constrained) maximum likelihood,
# The allowable weights correspond to generalized thresholds in the range of
#[ 0 ,
√
2logN]a n d[ −
√
2logN,0] for the positive and negative
# generalized thresholds, respectively. Additionally, weights are constrained to
# live in the simplex deﬁned by Zhang (2005).
t.univ = sqrt(2 * log(length(x)))
wlo=wpfromt.asym(t.univ)
x[abs(x)<=1e-15]=0 # avoid numerical instability in constrOptim
loglik = function(wvec,y){
wp=wvec[1]
wn=wvec[2]
sum(log((1-wp-wn)*dnorm(y) + wp*gpos.asym(y) + wn*gneg.asym(y)))
}
grad = function(wvec,y){
wp=wvec[1]
wn=wvec[2]127
c( sum( (gpos.asym(y)-dnorm(y)) /
( (1-wp-wn)*dnorm(y) + wp*gpos.asym(y) + wn*gneg.asym(y) ) ),
sum( (gneg.asym(y)-dnorm(y)) /
( (1-wp-wn)*dnorm(y) + wp*gpos.asym(y) + wn*gneg.asym(y) ) ))
}
out=constrOptim( theta=c((wlo+.001),(wlo+.001)), f=loglik,
grad=grad, ci=c(-2,-2,wlo,wlo),
ui=rbind( c(-1,-3), c(-3,-1), c(1,0), c(0,1)),
control=list(fnscale=-1, maxit=1000), y=x )
return(out$par)
}
# ===========================================
wnfromt.asym = function (tt) {
# Given generalized threshold, ﬁnd lower bound for w−.
wn=dnorm(tt)/(gneg.asym(tt)+dnorm(tt))
}
# ===========================================
wpfromt.asym = function (tt) {
# Given generalized threshold, ﬁnd lower bound for w+.
wp=dnorm(tt)/(gpos.asym(tt)+dnorm(tt))
}128
B.2 Modiﬁed EbayesThresh functions
The following functions are just slight modiﬁcations to the already existing func-
tions in the EbayesThresh library (Silverman, 2005) and should be used in con-
junction with the functions in that library. The modiﬁcations account for the
diﬀerences in the MODWT implementations in R and S+Wavelets (version 1); see
discussion in Chapter 2. The functions are listed in alphabetical order.
# ===========================================
ebayesthresh.EDS = function (x, prior = "cauchy", a = 0.5,
bayesfac = F, sdev, verbose = F, threshrule = "median") {
# Corresponds to EbayesThresh function ebayesthresh.
x = x/sdev
pr = substring(prior, 1, 1)
if ((pr == "l") & is.na(a)) {
pp = wandafromx(x)
w = pp$w
a = pp$a
} else w = wfromx(x, prior = prior, a = a)
if (pr != "m" | verbose) {
tt = tfromw(w, prior = prior, bayesfac = bayesfac, a = a)
tcor = sdev * tt
}
if (threshrule == "median")
muhat = postmed(x, w, prior = prior, a = a)129
if (threshrule == "mean")
muhat = postmean(x, w, prior = prior, a = a)
if (threshrule == "hard")
muhat = threshld(x, tt)
if (threshrule == "soft")
muhat = threshld(x, tt, hard = FALSE)
if (threshrule == "none")
muhat = NA
muhat = sdev * muhat
if (!verbose)
return(muhat)
retlist = list(muhat = muhat, x = x, threshold.sdevscale = tt,
threshold.origscale = tcor, prior = prior, w = w, a = a,
bayesfac = bayesfac, sdev = sdev, threshrule = threshrule)
if (pr == "c")
retlist = retlist[-7]
if (threshrule == "none")
retlist = retlist[-1]
return(retlist)
}
# ===========================================
ebayesthresh.wavelet.dwt.EDS = function (x.dwt, vscale = "level",
smooth.levels = Inf, prior = "cauchy", a = 0.5, bayesfac = F,
threshrule = "median", sdev, emp.scale) {130
# Corresponds to EbayesThresh function ebayesthresh.wavelet.dwt.
nlevs = length(x.dwt) - 1
slevs = min(nlevs, smooth.levels)
if (is.character(vscale)) {
vs = substring(vscale, 1, 1)
if (vs == "i") vscale = mad(x.dwt[[1]])
if (vs == "l") vscale = NA
}
for (j in 1:slevs) {
sdev.lev=sdev/(2^(j/2))
x.dwt[[j]] = ebayesthresh.EDS(x.dwt[[j]], prior, a, bayesfac,
sdev.lev, FALSE, threshrule)
}
if (emp.scale){
sdev.sm=sdev/(2^(slevs/2))
x.dwt[[(nlevs+1)]] = ebayesthresh.EDS(x.dwt[[(nlevs+1)]],
prior, a, bayesfac, sdev.sm, FALSE, threshrule)
}
return(x.dwt)
}
# ===========================================
ebayesthresh.wavelet.EDS = function (xtr, vscale = "level",
smooth.levels = Inf, prior = "cauchy", a = 0.5, bayesfac = F,
threshrule = "median", sdev, emp.scale=F) {
# Corresponds to EbayesThresh function ebayesthresh.wavelet131
xcl = class(xtr)
if (xcl == "modwt") {
xtr = ebayesthresh.wavelet.dwt.EDS(xtr, vscale, smooth.levels,
prior, a, bayesfac, threshrule, sdev, emp.scale)
return(xtr)
}
print("Input not of class MODWT; no smoothing performed")
return(xtr)
}
B.3 Matlab Helpers and Other Wavelet Functions
Most of the functions below, which I aﬀectionately call my Matlab Helpers, are
(rough) R-equivalents to select functions from Matlab’s WMTSA toolbox (Cor-
nish, 2004). The functions require the waveslim library (Whitcher, 2005) in R.
Functions are listed in alphabetical order.
# ===========================================
bigWavelet = function (N, wfilt="la8", J) {
# Compute the MODWT transform matrix,   W, associated with
# wavelet ﬁlter, wﬁlt, where J is maximum decomposition level.
# Function originally written by Dr. R. Strawderman in Matlab.
J=J
rcount = N
bigW = matrix(0,(J+1)*N,N)
coeff=modwtEqFilter(wfilt,J)132
for (k in 1:J){
hkt=coeff$hJt[[k]]
N1=length(hkt)
if (N1 < N){
# here, circular filter takes very simple form
hk0t=c( t(hkt),rep(0,(N-N1)) )
if (k==J){
gkt=coeff$gJt[[k]]
gk0t=c( t(gkt),rep(0,(N-N1)) )
} #end if k
}
else{
# when filter length exceeds data length,
# need to compute circular filter
for (tt in 0:(N-1)){
n=0:floor((N1-1-tt)/N)
att=sum(hkt[tt+1+n*N])
hk0t[tt+1]=att
if (k==J){
gkt=coeff$gJt[[k]]
att=sum(gkt[tt+1+n*N]);
gk0t[tt+1]=att
}#end if
}#end for133
} #end else
wtil=matrix(0,N,N)
vtil=matrix(0,N,N)
for (j in 1:N){
temp=circShift(hk0t,j-1)
wtil[,j]=t(temp)
if (k==J){
temp=circShift(gk0t,j-1)
vtil[,j]=t(temp)
} # end if
} # end for
bigW[(rcount-N+1):rcount,]=wtil ## stack
rcount=rcount+N
if (k==J){
bigW[(rcount-N+1):rcount,]=vtil
rcount=rcount+N
} # end if
} #end for
out = vector("list", 3)
names(out) = c("W","J","wfilt")
out$W=bigW; out$J=J; out$wfilt=wfilt
return(out)
}
# ===========================================134
circShift = function (vector,sf) {
# Meant to imitate the Matlab function circshift.m.
size = length(vector)
temp=vector
if (sf != 0) {
vector[1:sf]=temp[(size-sf+1):size]
vector[(sf+1):size]=temp[1:(size-sf)]
}
return(vector)
}
# ===========================================
eqFilterWidth = function (L, j) {
# Meant to imitate the Matlab function equivalent filter width.m
#f r o mt h eW M T S At o o l b o x .
Lj = (2^j - 1) * (L - 1) + 1
return(Lj)
}
# ===========================================
modwtEqFilter = function (wavelet="haar",J) {
# Meant to imitate the Matlab function modwt equivalent filter.m
#f r o mt h eW M T S At o o l b o x .
coeff= modwtFilter(wavelet)
out = vector("list", 3)
names(out) = c("LJ","hJt","gJt")135
out$LJ = vector("list", J)
names(out$LJ) = c(paste("Lj", 1:J, sep = ""))
out$hJt = vector("list", J)
names(out$hJt) = c(paste("hjt", 1:J, sep = ""))
out$gJt = vector("list", J)
names(out$gJt) = c(paste("gjt", 1:J, sep = ""))
Lj = eqFilterWidth(coeff$length, 1)
out$LJ[[1]] = Lj
out$hJt[[1]] = coeff$hpf
out$gJt[[1]] = coeff$lpf
for (j in 2:J){
Lj = eqFilterWidth(coeff$length, j)
out$LJ[[j]] = Lj
num_zeros = 2^(j-1) - 1
lengthfilter=as.integer(coeff$length
+ (coeff$length-1)*num_zeros)
hjt = rep(0,lengthfilter)
gjt = rep(0,lengthfilter)
for (l in 1:coeff$length){
lval = (l-1) * num_zeros + l
hjt[lval] = coeff$hpf[l]
gjt[lval] = coeff$lpf[l]
}
out$hJt[[j]] = convolve(hjt,rev(out$gJt[[j-1]]),type="open")136
out$gJt[[j]] = convolve(gjt,rev(out$gJt[[j-1]]),type="open")
}
return(out)
}
# ===========================================
modwtFilter = function (wavelet="haar") {
# Meant to imitate the Matlab function modwt filter.m
#f r o mt h eW M T S At o o l b o x .
out= wave.filter(wavelet)
out$hpf = out$hpf/sqrt(2)
out$lpf = out$lpf/sqrt(2)
return(out)
}
# ===========================================
modwtnlevels = function (choice, wavelet="haar", N) {
# Meant to imitate the Matlab function modwt choose nlevels.m
#f r o mt h eW M T S At o o l b o x .
coeff = modwtFilter(wavelet);
J0=switch(choice, conservative =
floor(log2( (N /(coeff$length - 1)) - 1)),
max=floor(log2(N)), supermax= floor(log2(1.5 * N)))
return(J0)
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