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THE GEOMETRY OF FINITE DIMENSIONAL
ALGEBRAS WITH VANISHING RADICAL SQUARE
Frauke M. Bleher, Ted Chinburg and Birge Huisgen-Zimmermann
Abstract. Let Λ be a basic finite dimensional algebra over an algebraically closed field,
with the property that the square of the Jacobson radical J vanishes. We determine the
irreducible components of the module variety Repd(Λ) for any dimension vector d. Our
description leads to a count of the components in terms of the underlying Gabriel quiver. A
closed formula for the number of components when Λ is local extends existing counts for the
two-loop quiver to quivers with arbitrary finite sets of loops.
For any algebra Λ with J2 = 0, our criteria for identifying the components of Repd(Λ)
permit us to characterize the modules parametrized by the individual irreducible components.
Focusing on such a component, we explore generic properties of the corresponding modules
by establishing a geometric bridge between the algebras with zero radical square on one hand
and their stably equivalent hereditary counterparts on the other. The bridge links certain
closed subvarieties of Grassmannians parametrizing the modules with fixed top over the two
types of algebras. By way of this connection, we transfer results of Kac and Schofield from
the hereditary case to algebras of Loewy length 2. Finally, we use the transit of information
to show that any algebra of Loewy length 2 which enjoys the dense orbit property in the sense
of Chindris, Kinser and Weyman has finite representation type.
1. Introduction
Let Λ be a basic finite dimensional algebra over an algebraically closed field K. It is
a fundamental problem to understand the finite dimensional representations of Λ. One
strategy for making headway in this direction is to determine the irreducible components
of the varieties that parametrize the modules with fixed dimension vector, and to subse-
quently explore the generic structure of the modules corresponding to each of the compo-
nents. Investigations of this type were initiated by Kac in the hereditary case (where the
parametrizing varietiesRep
d
(Λ) are irreducible to begin with) and continued by Schofield,
Crawley-Boevey, Schro¨er, Carroll, Weyman, Babson, Thomas and the third author, among
others. The goal of the present paper is to advance this program for algebras with vanishing
radical square.
While this research was carried out, the first author was partially supported by NSA grant H98230-11-
1-0131, the second author by NSF grant DMS 110355, the third author by NSF grant DMS 0500961 and
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Given any algebra Λ and a dimension vector d = (d1, . . . , dn), two types of parametriza-
tions of the Λ-modules with this dimension vector are under consideration. One is by the
classical affine variety, Repd(Λ), equipped with its GL(d)-action. The other is by a pro-
jective variety, GRASSd(Λ), consisting of submodules of specified dimension of a suitable
projective Λ-module P, and endowed with the canonical AutΛ(P)-action. For a brief
outline of these varieties and their relevant subvarieties, see Section 2 below.
Without loss of generality, we may assume that Λ = KQ/I for a quiver Q and an
admissible ideal I of the path algebra KQ. In the hereditary case, that is for I = 0, the
parametrizing varietiesRepd(Λ) and GRASSd(Λ) are always irreducible. Work of Gabriel,
Gelfand-Ponomarev, Kac, Ringel, Schofield, and many others led to a substantial theory
relating the quiver Q to generic features of the finite dimensional KQ-modules with fixed
dimension vector. Prominently, this work addresses decomposition properties shared by
the modules in a suitable dense open subset of Repd(Λ), as recorded by Kac’s canonical
decomposition of the dimension vector d. Even when Λ has wild representation type, the
Kac decompositions of dimension vectors are fully understood (see [15], [16], [21]).
In attempts to extend results of this kind to the case where the ideal I of relations is
nonzero, one of the first hurdles encountered is the fact that the parametrizing varieties,
Rep
d
(Λ) and GRASSd(Λ), split into a plethora of irreducible components in general.
Hence, one of the goals singled out as crucial early on – in the 1980’s by Kraft at the latest
(see [17]) – is to determine the irreducible components of the parametrizing varieties in
terms of the quiver Q and the relations in I. This task is equivalent for the two types of
varieties, affine and projective, but each offers methodological advantages over the other in
certain situations; so it is advantageous to study them in parallel. In the affine scenario, the
task amounts to understanding the components of varieties consisting of finite sequences of
matrices which satisfy certain relations. Interest in such problems is classical and precedes
our present representation-theoretic focus; see e.g., [9], [8], [10].
We next review some existing work regarding the nonhereditary case. Results by
Crawley-Boevey and Schro¨er (see [5]) target the components C ⊆ Rep
d
(Λ) whose rep-
resentations are generically decomposable, relating them to components encountered for
smaller dimension vectors. Here “generically decomposable” means that the modules cor-
responding to the points in some dense open subset of C are decomposable. Moreover,
in [2], Babson, Thomas and the third author have shown the component problem for the
subvarieties GRASS S of GRASSd(Λ) (cf. Section 2) to be comparatively accessible; see
Theorem 3.2. Typically, this approach yields a finite collection of irreducible closed subsets
of GRASSd(Λ) which includes the irreducible components of the big variety. Hence the
task of identifying the components of GRASSd(Λ) may be reduced to filtering them out
of a larger collection of irreducible closed subsets. Beyond these inroads into the problem,
there are full descriptions of the irreducible components for a few special types of algebras,
including the Gelfand Ponomarev algebras K[X, Y ]/(XY,Xs, Y t) (see [22]), the algebra
K[X, Y ]/(X2, Y 2) (see [19]), and some other special biserial algebras (see [4]).
In this paper, we settle the component problem for the lowest interesting Loewy length,
namely for vanishing radical square. The main results in this connection are Theorem
3.6, Corollary 3.7, and Proposition 3.9. As a consequence, we obtain a closed formula for
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the number of irreducible components of Repd(Λ) in case Λ is local (Theorem 3.12); the
number is given as a function of d and the dimension r of the radical. Our formula subsumes
existing computations for r = 2 (see [7] and [18]). Returning to arbitrary algebras with
vanishing radical square, we proceed to study generic aspects of the representation theory
supported by the individual components. In particular, we explore the Kac decomposition
of a dimension vector d relative to an irreducible component ofRepd(Λ), as well as generic
submodule lattices and tops. The main results along this second line are Proposition 5.3
and Theorem 5.6. They are first illustrated by way of local algebras, then applied to a
problem of Chindris, Kinser, and Weyman.
More detailed outline of the paper. Given a subset U of Repd(Λ) or GRASSd(Λ), we
refer to the modules that correspond to the points in U as the modules “in” U. When U
is an irreducible subvariety, the modules in U are said to generically have a property (∗)
in case all modules in some dense open subset of U have property (∗). Let J denote the
Jacobson radical of Λ. Two generically constant features of an irreducible component C
of Repd(Λ), which will play a pivotal role in the sequel, are the tops, M/JM , and socles,
socM , of the modulesM in C. We systematically identify isomorphic semisimple modules.
In this outline only , we tacitly assume that J2 = 0.
Section 2 assembles prerequisites concerning the parametrizing varieties. The main
results of Section 3 characterize the irreducible components C of the varieties Repd(Λ)
(equivalently, those of the GRASSd(Λ)). These components are in one-to-one correspon-
dence with the generic tops. More precisely: For any component C of Repd(Λ), there
exists a semisimple module T with the property that C coincides with the closure of RepT
d
in Rep
d
(Λ). Here RepT
d
is the subvariety of Rep
d
(Λ) that consists of the points corre-
sponding to modules with top T ; it is always irreducible, as is explained in Section 3.A. In
Corollary 3.7, we single out the generic tops, i.e., we determine those semisimple modules T
for which RepT
d
is maximal among the irreducible subvarieties of Repd(Λ). The theoret-
ical description of the irreducible components of Repd(Λ) has an algorithmic counterpart
based on Proposition 3.9. Indeed, the semisimple modules T which identify the irreducible
components of Repd(Λ) can readily be determined from the quiver Q, as is illustrated by
Example 3.11. Theorem 3.12 applies the preceding results to the local case.
In Section 4, the Λ-modules that belong to an irreducible component C with generic top
T are characterized. This characterization, in turn, leads back to geometric information on
the irreducible components of the affine, as well as the projective, parametrizing varieties.
In the affine case, the components of Repd(Λ) are “essentially” affine spaces, while the
irreducible components of GRASSd(Λ) are “close to” direct products of classical vector
space Grassmannians.
In Section 5, we provide a geometric counterpart to the well-known fact that any alge-
bra Λ with vanishing radical square is stably equivalent to a hereditary algebra Λ̂. More
specifically, we exhibit a strong link between certain parametrizing varieties over Λ and
their analogues over Λ̂ (Proposition 5.3). Subsequently we exploit this link to transfer
information from the thoroughly studied hereditary case to the case J2 = 0. This connec-
tion appears to have been overlooked in the past, probably due to the fact that it cleanly
surfaces only in the context of the varieties GrassT
d
, projective counterparts of the varieties
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RepT
d
(see Section 2). We give two kinds of applications. One is to Kac decompositions
of dimension vectors and related generic features of the irreducible components (Theorem
5.6). It is illustrated in the local case (Section 6). The other addresses a question which
was raised and extensively studied by Chindris, Kinser and Weyman in [6] (Section 7).
They say that Λ has the dense orbit property if each irreducible component of any of the
varietiesRepd(Λ) contains a dense GL(d)-orbit. Clearly, finite representation type implies
the dense orbit property. The converse is known to fail in general (see [6, Section 4]), but
we will find it to be true whenever J2 = 0 (Theorem 7.2).
Further conventions: The set Q0 = {e1, . . . , en} of vertices of the quiver Q will be identified
with a full set of primitive idempotents of Λ. The Cartesian product (N0)n is equipped
with the componentwise partial order
(d1, . . . , dn) ≤ (d
′
1, . . . , d
′
n) ⇐⇒ di ≤ d
′
i for 1 ≤ i ≤ n.
For a Λ-module M , we denote by topM its top, and by S(M) its radical layering
(J lM/J l+1M)0≤l≤L, where L is maximal with J
L 6= 0. We continue to identify isomor-
phic semisimple modules, unless we wish to distinguish among different embeddings. The
radical layerings are examples of semisimple sequences , i.e., sequences S = (S0, . . . , SL) of
semisimples Sl in Λ-mod. The top of S is S0, the dimension vector of S, denoted dim S, is
the dimension vector of the direct sum
⊕
0≤l≤L Sl of the entries. Moreover, a top element
of M is any element z ∈M \ JM which is normed by one of the primitive idempotents in
Q0, i.e., eiz = z for some i ≤ n. A full sequence of top elements of M is any generating
set of M consisting of top elements which are K-linearly independent modulo JM .
2. Prerequisites on parametrizing varieties
We start with an overview, Diagram 2.1, of the relevant varieties (slightly modify-
ing the notation of [12], where more detail can be found). Then we recall how infor-
mation is transferred among these varieties along the horizontal two-way arrows. Let
d = (d1, . . . , dn) be a dimension vector with d = |d| =
∑
i di and P =
⊕
1≤r≤d Λzr a
projective Λ-module such that dim(topP) = d; here z1, . . . , zd is a full sequence of top
elements of P. In other words, P is a projective cover of
⊕
1≤i≤n S
di
i . For a semisimple
Λ-module T with dimT = (t1, . . . , tn) and total dimension t =
∑
i ti, we fix a projective
cover P =
⊕
1≤r≤t Λzr of T ; here the zr constitute a full sequence of top elements of P .
Observe that any Λ-module with dimension vector d arises as a factor module of P and
every module with top T arises as a factor P/C for a suitable submodule C ⊆ JP . The
motivation for introducing the “small scenario”, based on P instead of P, lies in the fact
that all problems concerning the generic behavior of modules can be resolved in the small,
much more manageable, setting (see Section 5 for illustration).
Here the horizontal double arrows point to the strong geometric correspondences spelled
out in Proposition 2.1. We follow with definitions of the entries. The varieties in the left-
most column of Diagram 2.1 are subvarieties of the classical vector space Grassmannian
Gr(dimP−d,P) consisting of the (dimP−d)-dimensional K-subspaces of P; those in the
right-most column are subvarieties of the Grassmannian Gr(dimP − d, P ). We introduce
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“big” scenario “small” scenario
GRASSd(Λ)
(projective)
oo // Repd(Λ)
(affine)
⋃
|
⋃
|
GRASST
d
(quasi-projective)
oo // RepT
d
(quasi-affine)
oo // GrassT
d
(projective)
⋃
|
⋃
|
⋃
|
GRASS S
(quasi-projective)
oo // RepS
(quasi-affine)
oo // GrassS
(quasi-projective)
Diagram 2.1
the displayed varieties from top to bottom, moving from right to left in each row. Let
T be a semisimple Λ-module with dimension vector ≤ d, and (S0, . . . , SL) a semisimple
sequence with top T and dimension vector d.
(1) Repd(Λ): This is the classical affine variety parametrizing the left Λ-modules with
dimension vector d, namely{
(xα)α∈Q1 ∈
∏
α∈Q1
HomK
(
Kdstart(α) , Kdend(α)
)
| the xα satisfy all relations in I
}
,
where Q1 is the set of arrows of the quiver Q. As usual, we endow Repd(Λ) with
the conjugation action of GL(d) := GLd1(K)× · · ·×GLdn(K), the orbits of which
are in bijective correspondence with the isomorphism classes of modules that have
dimension vector d.
(2) GRASSd(Λ): Set a := dimP−d. Then GRASSd(Λ) is the closed subvariety of the
Grassmannian Gr(a,P) ⊆ P(ΛaP) consisting of those a-dimensional K-subspaces
C ⊆ P which are Λ-submodules of P such that dim(P/C) = d. In particular,
GRASSd(Λ) is a projective variety. Note, moreover: The linear algebraic group
AutΛ(P) acts morphically on GRASSd(Λ), and the orbits of this action are, in
turn, in 1–1 correspondence with the isomorphism classes of left Λ-modules having
dimension vector d.
(3) GrassTd denotes the closed subvariety of the Grassmannian Gr(dimP − d, P ) con-
sisting of those K-subspaces C ⊆ P which are Λ-submodules of JP , with the
additional properties that P/C has top T and dim(P/C) = d. Clearly, GrassT
d
carries a morphic action of the smaller automorphism group AutΛ(P ). This time,
the orbits of our group action are in 1–1 correspondence with the isomorphism
classes of left Λ-modules with top T and dimension vector d. Without loss of gen-
erality, we may identify zr with zr for r ≤ t, which yields an embedding P ⊆ P
via C 7→ C ⊕
⊕
t+1≤r≤d Λzr. This embedding makes Grass
T
d
a closed subvariety
of GRASSd(Λ) which, however, fails to be closed under the action of AutΛ(P) in
general.
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(4) RepT
d
: This is the locally closed subvariety of Repd(Λ) consisting of the points
corresponding to modules with top T . It is clearly closed under the GL(d)-action.
(5) GRASST
d
is the locally closed subvariety of GRASSd(Λ) consisting of all points that
correspond to modules with top T . Clearly, the embedding GrassTd →֒ GRASSd(Λ)
under (3) places GrassTd into GRASS
T
d
. We point out that GRASST
d
is stable under
the AutΛ(P)-action; in fact GRASS
T
d is the closure of Grass
T
d under the action of
the big automorphism group.
(6) GrassS, RepS, GRASS S: Each of these is the locally closed subvariety of the
variety shown above it that consists of the points parametrizing the modules with
radical layering S. Evidently, in each case, the mentioned subvariety is closed under
the pertinent group action, that of AutΛ(P ), GL(d), and AutΛ(P), respectively.
Observe that GRASS S coincides with the closure of Grass S under the AutΛ(P)-
action. The varieties Grass S and GRASS S are very similar geometrically in that
they have open affine covers, the patches of which differ only by a (large) direct
factor Am.
The various settings were connected by Bongartz and the third author in [3, Proposition
C]. We only quote the transfer of information that is relevant here.
Proposition 2.1. Transfer between the affine and projective settings.
(I) GRASSd(Λ) versus Repd(Λ): Consider the one-to-one correspondence between the
orbits of GRASSd(Λ) and Repd(Λ) assigning to any orbit AutΛ(P).C ⊆ GRASSd(Λ) the
orbit GL(d).x ⊆ Repd(Λ) that represents the same isomorphism class of Λ-modules. This
correspondence extends to an inclusion-preserving bijection
Φ : {AutΛ(P)-stable subsets of GRASSd(Λ)} → {GL(d)-stable subsets of Repd(Λ)}
which preserves and reflects openness, closures and irreducibility. In particular, Φ takes
GRASST
d
to RepT
d
and GRASS S to RepS.
(II) GrassTd versus Rep
T
d : The one-to-one correspondence which pairs any orbit
AutΛ(P ).C of Grass
T
d with the orbit GL(d).x of Rep
T
d representing the same isomorphism
class of Λ-modules extends to an inclusion-preserving bijection
φ : {AutΛ(P )-stable subsets of Grass
T
d } → {GL(d)-stable subsets of Rep
T
d
}
which, once again, preserves and reflects openness, closures and irreducibility.
Observation 2.2. (See [2, Section 2]) Each irreducible component of any of the varieties
X in rows one and two of Diagram 2.1 is among the closures in X of the irreducible
components of the subvariety below it. However, the set of these closures typically also
contains irreducible subvarieties of X which fail to be components of X.
It will turn out that the interplay among tops and socles of the modules in the irreducible
subvarieties ofRepd(Λ) is key to identifying the components in case J
2
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observation concerning generic tops and socles is not new. It rests on the well-known fact
that, for any N ∈ Λ-mod and dimension vector d, the functions Rep
d
(Λ)→ N0,
x 7→ dimHomΛ(N,M(x)) and x 7→ dimHomΛ(M(x), N)
are upper semicontinuous. HereM(x) denotes theK-space
⊕
1≤i≤nK
di with the Λ-module
structure induced by the linear maps xα : K
di → Kdj , where α is an arrow from ei to ej .
Observation 2.3. Suppose that U is an irreducible subvariety of Repd(Λ). Then there
exists a dense open subset U′ ⊆ U such that, for all x ∈ U′, the dimension vector of the
top of M(x) is the unique minimal element of {dim topM(y) | y ∈ U}, and the dimension
vector of the socle of M(x) is the unique minimal element of {dim socM(y) | y ∈ U}.
In short, the generic dimension vectors of tops and socles of the modules in U are the
minimal ones attained on U. 
3. Identifying the irreducible components of
the varieties Repd(Λ) and GRASSd(Λ) for J
2 = 0.
An initial source of irreducible components of Rep
d
(Λ) arises as an immediate conse-
quence of Observation 2.3. The following twin pair of observations applies to any finite
dimensional algebra:
Observation 3.1. Let d be a dimension vector, and let T , U ∈ Λ-mod be semisimple.
By RepdU we denote the locally closed subvariety of Repd(Λ) consisting of the points
representing modules with socle U .
(a) If dimT is minimal among the dimension vectors dim(topM), where M traces
the modules with dimension vector d, then the closure in Rep
d
(Λ) of any irreducible
component of RepTd is an irreducible component of Repd(Λ).
(b) If dimU is minimal among the dimension vectors dim(socM), where M traces
the modules with dimension vector d, then the closure in Repd(Λ) of any irreducible
component of RepdU is an irreducible component of Repd(Λ). 
However, even in case J2 = 0, one usually misses the majority of irreducible components
of Repd(Λ) by restricting to those provided by Observation 3.1. To make further headway
in this case, we incrementally tighten our restrictions on the algebra Λ.
(A) The component problem for truncated path algebras
Every finite dimensional basic algebra with J2 = 0, as well as any hereditary algebra,
is a truncated path algebra in the following sense: There exist a quiver Q and an integer
L ≥ 1 such that Λ = KQ/I, where I is the ideal generated by all paths of length L + 1.
In this situation, the key ingredients in the quest for the irreducible components of the
Repd(Λ) are the semisimple sequences S with dimension vector d.
Theorem 3.2. [2, Theorem 5.3] Let Λ be a truncated path algebra.
Each of the nonempty subsets RepS of Repd(Λ) is an irreducible, smooth, unirational
subvariety of Repd(Λ). Moreover, every irreducible component of Repd(Λ) arises as the
closure RepS of some subvariety RepS.
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Suppose S is an arbitrary semisimple sequence with dimension vector d over a truncated
path algebra Λ such that RepS 6= ∅. Clearly, the irreducible subvariety RepS may fail
to be maximal among the irreducible subsets of Repd(Λ). Indeed, if we take S to be of
the form (S0, 0, . . . , 0) with dim S0 = d, then RepS = RepS is contained in every orbit
closure of Repd(Λ).
Theorem 3.2 pinpoints a special feature of truncated path algebras. Even for a monomial
algebra Λ, there are typically multiple irreducible components of Repd(Λ) whose modules
have the same generic radical layering: For a small example, consider the quiver Q with
3 vertices, and 4 arrows, α1, α2 from e1 to e2 and β1, β2 from e2 to e3. Let I be the
ideal generated by the single relation β2α2. For d = (1, 1, 1), the variety Repd(Λ) has
two irreducible components, both of which have generic radical layering S = (S1, S2, S3);
generically, the modules in these components have graphs of the form
1
α1 α2
1
α1
2
β1
and 2
β1 β2
3 3
In light of Theorem 3.2, the task of determining the irreducible components of Rep
d
(Λ)
for a truncated path algebra Λ translates into the problem of sifting out those semisim-
ple sequences S which have the property that the closure RepS in Repd(Λ) is maximal
irreducible. This is a very challenging problem in general. However, it becomes quite
accessible if one restricts to algebras with Loewy length 2.
(B) Focus on algebras with vanishing radical square
We adopt the following blanket hypothesis for the remainder of this section: J2 = 0.
In this case, the relevant semisimple sequences S have only two entries, S = (S0, S1),
and for fixed dimension vector d, we obtain
RepS = RepT
d
, where T = S0.
Consequently, determining the radical layerings S that are generic for the irreducible com-
ponents of Repd(Λ) amounts to pinning down the tops T that are generic for the compo-
nents. The following terminology will be convenient in this connection.
Definition and Comments 3.3. Let d be a dimension vector, and let T ∈ Λ-mod be
semisimple.
• T will be called realizable with respect to d in case RepT
d
6= ∅, i.e., in case d−dim T ≤
dim JP , where P is the projective cover of T .
• T will be called a generic top of Rep
d
(Λ) if RepT
d
is an irreducible component of
Rep
d
(Λ). In that case, the generic socle of the modules in RepT
d
will also be referred to
as a generic socle of Repd(Λ).
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• The partially ordered set Top-Soc(d): Define the following set of pairs
Top-Soc(d) = {(dim topM, dim socM) |M ∈ Λ-mod and dimM = d}.
It is equipped with the componentwise partial order on pairs in (N0)n × (N0)n, based on
our partial order of (N0)n (cf. conventions).
The upcoming remarks are straightforward.
Observation 3.4. Let S = (S0, S1) be a semisimple sequence with dimension vector d.
(a) If M ∈ Λ-mod has radical layering S, then S1 ⊆ socM , and equality holds precisely
when M has no simple direct summands. In fact, suppose M is decomposed in the form
M = M0 ⊕M1, where M0 is without simple direct summand and M1 is semisimple; then
socM = JM0 ⊕M1 and JM = JM0 = socM0.
Thus, dim topM + dim socM = d if and only if M has no simple direct summand.
(b) The finite set Top-Soc(d) can be algorithmically determined from Q and d. Instead
of spelling out a formal procedure, we exemplify it below.
(c) For every pair (a ,b) ∈ Top-Soc(d), the sum a+b is bounded from below by d. In
particular, (a ,b) is minimal in Top-Soc(d) whenever a+b = d. We will find the converse
to be true in many interesting instances (see Theorem 3.12). But in general the sums a+b,
as (a,b) traces the minimal elements of Top-Soc(d), will vary; see the example preceding
Proposition 3.9, or Example 3.11. 
For later reference, we compute the set Top-Soc(d) in a specific instance.
Example 3.5. Let Λ = KQ/I, where Q is the quiver with a single vertex and 3 loops,
and I = 〈all paths of length 2〉. Take d = d = 13. Moreover, denote by S the unique
simple left Λ-module. Given that the smallest possible top of a module with dimen-
sion d is S4 and the largest is S13, we find Top-Soc(d) to consist of the following
pairs: (4, 9), (4, 10), (5, 8), (5, 9), (5, 10), (6, 7), (6, 8), . . . , (6, 10), (7, 6), (7, 7), . . . , (7, 11),
(8, 5), (8, 6), . . . , (8, 11), (9, 4), (9, 5), . . . , (9, 11), (10, 4), (10, 5), . . . , (10, 12), (11, 7), (11, 8),
. . . , (11, 12), (12, 9), (12, 10), . . . , (12, 12), (13, 13). In particular, the minimal pairs are pre-
cisely those pairs (a, b) for which 4 ≤ a ≤ 9 with a+ b = 13.
We present sample arguments indicating the method: Suppose that dimM = 13, and let
M =M0⊕M1 be as in Observation 3.4(a) . Clearly, dim topM ≥ 4, since for dim topM ≤
3, we obtain dim JM ≤ 9, which would entail dimM < 13. Now we focus on two specific
values of dim topM . First consider the case dim topM = 7. Then dimJM = dimJM0 =
6, and the possible choices for dim topM0 are precisely S
7, S6, . . . , S2, with S2 the smallest
due to JM0 = socM0 = S
6. Since topM = M0 ⊕ topM1 and socM = socM0 ⊕M1, the
corresponding socles of M are 0 ⊕ S6, S ⊕ S6, . . . , S5 ⊕ S6. We demonstrate the dual
argumentation for dim topM = 11. In that case, the injective envelope of JM = S2 has
top dimension 6 whence dim topM0 ≤ 6. So M1 contains S
5, and the smallest occurring
socle is S7; on the other extreme, the smallest possible top of M0 is S, in which case
M1 = S
10 and socM = S12.
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The main results of this subsection give two equivalent characterizations of the generic
tops of Rep
d
(Λ). The second, obtained by way of the first, facilitates the assembly of the
list of generic tops from the quiver Q. These characterizations, in turn, lead to an explicit
description of the irreducible components of Repd(Λ).
Theorem 3.6. Suppose that J2 = 0. Let T1, T2 ∈ Λ-mod be semisimple modules, both
realizable with respect to d. Moreover, let Ui be the generic socle of the modules in Rep
Ti
d
for i = 1, 2; in particular, (dimTi, dimUi) ∈ Top-Soc(d). Then
RepT1
d
⊆ RepT2
d
⇐⇒ (dimT1, dimU1) ≥ (dimT2, dimU2).
Proof. The implication “ =⇒ ” is clear from Observation 2.3. For the converse, suppose
(dimT1, dimU1) > (dimT2, dimU2) (†).
Then T1 % T2 by the definition of the Ui, say T1 = T2⊕V , where V is a nonzero semisimple
module. Let X be any module in RepT1
d
with socX = U1. Clearly, it suffices to show that
X belongs to RepT2
d
under these circumstances.
Realizability of T2 with respect to d and the choice of U2 permit us to pick a module Y
in RepT2
d
with socY = U2. From (†) we deduce that socX = U1 ⊇ U2 = socY . Moreover,
in light of the equalitites dimT2+dimV +dim JX = dimT1+dim JX = dimX = dimY =
dimT2 + dim JY , we infer
JX ⊕ V = JY ⊆ socY ⊆ socX
by our convention of identifying isomorphic semisimple modules. This means that the
annihilator of J in X contains JX⊕V . Therefore X ∼= X ′⊕V , where topX ′ = T2 = topY
and JX = JX ′. Let P be a projective cover of X ′, and thus also of Y . It is harmless
to assume X ′ = P/C′ for a suitable submodule C′ ⊆ JP . Write dimV = (v1, . . . , vn),
dimC′ = (w1, . . . , wn) and, for each i ∈ {1, . . . , n}, pick a K-basis ci1, . . . , ci,wi for eiC
′.
Due to semisimplicity of JP , each of the one-dimensional spaces Kcij is a direct summand
of JP which is isomorphic to Si. In light of JY = JX
′⊕
⊕
1≤i≤n S
vi
i ⊆ JP , we infer that
vi ≤ dim eiC
′ = wi. This allows us to define a submodule C of C
′ as follows:
C =
⊕
1≤i≤n
⊕
vi+1≤j≤wi
Kcij .
Note that dimC = (w1 − v1, . . . , wn − vn). Setting Z = P/C, we thus find: dimZ = d,
topZ = T2, and C
′/C is a semisimple submodule of Z with dimension vector (v1, . . . , vn).
The short exact sequence
0 −→ C′/C −→ Z = P/C −→ X ′ = P/C′ −→ 0
now shows that Z degenerates to X ′ ⊕
(
C′/C
)
= X ′ ⊕
⊕
1≤i≤n S
vi
i = X . This places X
into the closure RepT2
d
and completes the argument. 
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Corollary 3.7. Suppose J2 = 0, and let T ∈ Λ-mod be semisimple. Then the closure of
RepTd in Repd(Λ) is an irreducible component of Repd(Λ) if and only if there exists a
module M with top T and dimension vector d such that the pair (dim topM, dim socM)
is minimal in the set Top-Soc(d).
If M1, . . . ,Mm are modules with dimension vector d such that the pairs
(dim topM1, dim socM1), . . . , (dim topMm, dim socMm)
are the distinct minimal elements of Top-Soc(d), then Rep
d
(Λ) has precisely m distinct
irreducible components, namely the closures of the subvarieties RepT
d
, where T traces
topM1, . . . , topMm. In particular, topM1, . . . , topMm are the generic tops of Repd(Λ),
and socM1, . . . , socMm are the generic socles of Repd(Λ).
Proof. By Theorem 3.2 and the opening comments of Subsection B, each irreducible com-
ponent of Repd(Λ) is of the form Rep
T
d for some semisimple module T which is realizable
with respect to d. Hence the first claim follows from Theorem 3.6. To justify the remaining
assertions, set Tj = topMj and Cj = Rep
Tj
d
. Clearly Tj is then the generic top of the
modules in Cj . In view of Observation 2.3, minimality of the pair (dimTj , dim socMj)
in Top-Soc(d) guarantees moreover that socMj is the generic socle of Cj . In particular,
Ci = Cj implies i = j. 
By Corollary 3.7, finding the irreducible components of Rep
d
(Λ) amounts to finding
the minimal pairs in Top-Soc(d).
Example 3.5 revisited. Let Λ be as in 3.5. Inspection of the set Top-Soc(d) yields the
following distinct irreducible components of Repd(Λ) for d = d = 13: Namely the closures
RepT
d
, where T = St with 4 ≤ t ≤ 9. Theorem 3.12 below will place this example into a
general context.
Corollary 3.8. Suppose that T ∈ Λ-mod is semisimple. Whenever there exists a module
M with dimension vector d and top T which has no simple direct summand, the closure
of RepT
d
in Rep
d
(Λ) is an irreducible component of Rep
d
(Λ).
Proof. Indeed, if there exists a module M as specified, dim topM +dim socM = d, which
guarantees that the pair (dim topM, dim socM) is minimal in Top-Soc(d). 
While Corollary 3.7 provides us with an algorithm to compute the irreducible compo-
nents of the varietiesRepd(Λ), the road by way of a full calculation of the set Top-Soc(d)
is unnecessarily labor-intensive. In a nutshell, the upcoming, far more convenient, approach
to the components may be paraphrased as follows: A semisimple module T is a generic
top of Rep
d
(Λ) precisely when no simple summand S of T may be shifted into the radical
of a module with top T/S.
For a given dimension vector d, generic modules with, resp. without, simple direct sum-
mands will usually coexist in Repd(Λ). Here is an illustrative example of low dimension:
Let
Λ = KQ/〈paths of length 2〉,
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where Q is the quiver
1 // 882 // 3
and let d = (1, 1, 1). Then Repd(Λ) has two irreducible components, namely the closures
of the orbits of the modules M1 = Λe1 and M2 = Λe2 ⊕ S1. The corresponding minimal
pairs in Top-Soc(d) are
(
(1, 0, 0), (0, 1, 1)
)
and
(
(0, 1, 1), (1, 0, 1)
)
. If, on the other hand,
we introduce an additional arrow from 2 to 1 into Q, the two generic modules of Rep
d
(Λ)
are the indecomposables Λe1 and Λe2.
Proposition 3.9. Finding the generic tops of Repd(Λ). We continue to assume that
J2 = 0. For a dimension vector d and a semisimple module T , the following statements
are equivalent:
(a) T is a generic top of Repd(Λ), i.e., Rep
T
d is an irreducible component of Repd(Λ).
(b) There exists a Λ-module M with top T and dimension vector d having the following
property: Whenever S ∈ Λ-mod is a simple direct summand of M , say M =M ′ ⊕ S, and
P ′ = P (M ′) is a projective cover of M ′, the semisimple module JM ⊕ S fails to embed
into JP ′.
Proof. To prove “(a) =⇒ (b)”, suppose that T is a generic top of Repd(Λ). Corollary
3.7 then yields a module M with topM = T such that the pair (dim topM, dim socM)
is minimal in Top-Soc(d). To show that M has the property specified under (b), let
S be a simple direct summand of M , say M = M ′ ⊕ S, and P ′ a projective cover of
M ′. Clearly, JM = JM ′. We assume that JM ′ ⊕ S ⊆ JP ′ and let C′ be any Λ-direct
complement of JM ′ ⊕ S in the semisimple module JP ′. Then the quotient N = P ′/C′
in turn has dimension vector d. However, topN is properly contained in topM , while
socN = socM ′⊕S = socM . Therefore (dim topN, dim socN) < (dim topM, dim socM),
which contradicts our choice of M .
Now suppose that M is a module satisfying condition (b). To deduce (a), we will show
that topM = topN for some module N with the property that (dim topN, dim socN) is
minimal in Top-Soc(d), and then apply Corollary 3.7. Indeed, choose a minimal element
(dim topN, dim socN) in Top-Soc(d), subject to the inequality
(dim topN, dim socN) ≤ (dim topM, dim socM),
and let U be semisimple such that topN ⊕ U = topM . In light of dimM = dimN , we
deduce JN = JM ⊕ U ⊆ socN ⊆ socM . Consequently, U is (isomorphic to) a direct
summand of M , say M ∼= M̂ ⊕U . Let P̂ be a projective cover of M̂ , which also makes P̂ a
projective cover of N . In light of our hypothesis on M , the inclusion JM ⊕U = JN ⊆ JP̂
then forces U to be zero. In other words, we conclude topM = topN as desired. 
Note that Corollary 3.8 is in turn subsumed in Proposition 3.9 as an obvious special
case. The easy proofs of the following remarks – helpful in applying Proposition 3.9 – are
left to the reader.
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Supplement 3.10. Suppose T =
⊕
1≤i≤n S
ti
i is realizable with respect to d. Let U be
the generic socle of the modules in RepT
d
, and E the injective envelope of
⊕
1≤i≤n S
di−ti
i .
(a) Generically, the modules in RepT
d
have a direct summand isomorphic to Sk if and
only if Stkk fails to be contained in the factor module E/ socE. In particular: The modules
in RepT
d
are generically without simple direct summands if and only if T ⊆ E/ socE (cf.
Observation 3.4).
(b) Let D be the standard duality HomK(−, K) : Λ-mod→ mod-Λ, and let d also stand
for the dimension vector of the right Λ-module D
(⊕
1≤i≤n S
di
i
)
.
Then T is a generic top of Rep
d
(Λ) = Rep
d
(ΛΛ) if and only if D(U) is a generic top
of Repd(ΛΛ). Moreover, D(T ) is the generic socle of the right Λ-modules with dimension
vector d and top D(U) (cf. Corollary 3.7). 
We follow with an example to illustrate the extra computational edge we gain from
Proposition 3.9.
Example 3.11. Let Λ = KQ/〈paths of length 2〉, where Q is the quiver
1
α1
%%
β1
,,
β2
22 2
γ1

γ2
yy
γ3
nn3
δ
CC
α2
ee
Using Proposition 3.9, one finds that, for d = (3, 3, 3), the variety Rep
d
(Λ) has precisely
16 irreducible components with generic tops as follows: S32⊕S
3
3 , S1⊕S2⊕S
2
3 , S1⊕S
2
2⊕S
2
3 ,
S1 ⊕ S
3
2 ⊕ S
2
3 , S
2
1 ⊕ S2 ⊕ S3, S
2
1 ⊕ S2 ⊕ S
2
3 , S
2
1 ⊕ S
2
2 ⊕ S3, S
2
1 ⊕ S
2
2 ⊕ S
2
3 , S
2
1 ⊕ S
3
2 ⊕ S3, S
3
1 ,
S31 ⊕ S3, S
3
1 ⊕ S2, S
3
1 ⊕ S2 ⊕ S3, S
3
1 ⊕ S
2
2 , S
3
1 ⊕ S
2
2 ⊕ S3, S
3
1 ⊕ S
3
2 .
First, we indicate how to prune the set of semisimple modules Si1 ⊕ S
j
2 ⊕ S
k
3 with
0 ≤ i, j, k ≤ 3 by discarding those that fail to be realizable with respect to d. Then we
give a few sample arguments for the decision process, whether a given realizable semisimple
module is a generic top of Repd(Λ). One readily extrapolates to obtain an algorithm.
For i = 0, i.e., T = Sj2 ⊕ S
k
3 , the projective cover P of T contains the simple S1 with
multiplicity k and the simple S2 with multiplicity j. Thus T = S
3
2⊕S
3
3 is the only realizable
choice for i = 0. Proposition 3.9 shows T to be, in fact, a generic top of Repd(Λ): Indeed,
M = S32 ⊕ (Λe3/Λδ)
3 has top T and dimension vector d; whenever S ⊆ M is one of the
direct summands isomorphic to S2, we denote by P
′ the projective cover of M/S and find
S 6⊆ JP ′; a fortiori JM ⊕ S 6⊆ JP ′.
For i = 1, realizabilty of S1 ⊕ S
j
2 ⊕ S
k
3 entails j ≥ 1 and k ≥ 2. Let us consider the
smallest choice, T = S1 ⊕ S2 ⊕ S
2
3 . Since the injective envelope E of S
2
1 ⊕ S
2
2 ⊕ S3 has the
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property that T ⊆ E/ socE, the modules in RepT
d
are generically devoid of simple direct
summands (see Supplement 3.10), and again Proposition 3.9 guarantees that T is a generic
top of Repd(Λ). On the other hand, increasing the top to T = S1 ⊕ S2 ⊕ S
3
3 , we obtain a
realizable semisimple, which fails to be a generic top of Repd(Λ): Indeed, any module M
with top T and dimension vector d has radical JM = S21 ⊕ S
2
2 , and the injective envelope
E of JM contains S3 only with multiplicity 2 in its top. Thus, M has a direct summand
S3, say M ∼= M
′ ⊕ S3; however, the radical of the projective cover of M
′ does contain
JM ⊕ S3.
Yet, there are generic tops of Repd(Λ) which have dimension larger than 5, e.g., T =
S21 ⊕ S
3
2 ⊕ S3. For verification, apply Corollary 3.8 to the module with graph
1 3
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
1 2
γ1
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
2
γ2
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
✇
2
γ3
⊕
3 1 3
(C) Local algebras with J2 = 0
Now suppose that Λ is local, meaning that the quiver Q consists of a single vertex and
r loops:
•
•
•
•
•
•
•
1
α1
##
α2

αr
CC
For J2 = 0 and any positive integer d, the variety Repd(Λ) then consists of the sequences
(A1, . . . , Ar) of linear operators Ai ∈ EndK(K
d) with the property that AiAj = 0 for all
i, j. In this situation, the irreducible components of Repd(Λ) can be described in a unified
format, in terms of r and d, which yields a closed formula for the number of components.
We preempt the general discussion with that of the trivial case, r = 1, which plays an
outsider role. In this case, i.e., when Λ ∼= K[X ]/(X2), each of the Repd(Λ) is irreducible.
Indeed, if d = 2k is even, then Repd(Λ) is the orbit closure of the free left Λ-module Λ
k;
for d = 2k + 1, Repd(Λ) is the orbit closure of Λ
k ⊕
(
Λ/(X)
)
.
Theorem 3.12. Suppose Λ is a basic local finite dimensional K-algebra with J2 = 0, say
Λ = KQ/〈all paths of length 2〉, where Q is the quiver with a single vertex and r ≥ 2
distinct loops. Let S be the unique simple in Λ-mod, and, for d ≥ 2, let u ∈ N be minimal
with respect to r · u ≥ d− u, i.e., u is the integer ceiling of d/(r + 1).
Then the irreducible components of Repd(Λ) are precisely the closures Rep
T
d , where
T = St with u ≤ t ≤ d − u. Moreover, the modules in the irreducible components of
Repd(Λ) are generically without simple direct summands.
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Proof. We start by observing that the pairs (t, d− t), where t ∈ N∩ [u, d−u] are precisely
those pairs (a, b) ∈ N×N with a+ b = d such that a ≤ r · b and b ≤ r · a. In the following,
let P be a projective cover of St and E an injective envelope of Sd−t.
First suppose that T = St with t ∈ [u, d − u]. Since dim JP = r · t ≥ d − t, we find
that T is realizable with respect to d. Moreover, from dim(E/ socE) = r · (d− t), we infer
that E contains a submodule M with S(M) = (St, Sd−t). This shows that, generically, the
modules with top T embed into E, which in turn implies that, generically, they are free of
simple direct summands. Therefore, T is a generic top of Repd(Λ) by Corollary 3.8.
Now suppose that T = St with t /∈ [u, d−u]. If t < u, then T fails to be realizable with
respect to d. If, on the other hand, t > d−u, then any d-dimensional Λ-moduleM with top
T satisfies dim topM > r · dim JM , whence M does not embed into E. Consequently M
has a simple direct summand. On the other hand, clearly dim JP ≥ dim JM + 1, whence
JM ⊕ S embeds into JP . Applying Proposition 3.9, we thus conclude that T fails to be a
generic top of Repd(Λ). 
Letting Λr be the basic local K-algebra with dim J = r, we deduce that, for any
dimension d ≥ 2, the number of irreducible components of Repd(Λr) asymptotically grows
like d− 1 for r →∞. More precisely, we obtain:
Corollary 3.13. (See [7] and [18, Section 5] for the case r = 2.) Again suppose that
Λ = KQ/〈all paths of length 2〉, where Q has a single vertex and r ≥ 2 distinct loops. For
any integer d ≥ 2, the number of irreducible components of Repd(Λ) is
d − 2
⌈
d
r + 1
⌉
+ 1.
Proof. This is an immediate consequence of Theorem 3.12, since the displayed value just
counts the natural numbers in the interval [u, d− u]. 
Example 3.14. For r = 3 and d = 8, the generic radical layerings which bijectively tag
the five irreducible components of Repd(Λ) may be visualized as follows. Here each bullet
stands for a composition factor S.
• • • • • • • • •
• • • • • • • • • • • • • • •
• • • • • • • • • • •
• • • • •
4. The modules parametrized by the irreducible
components of Rep
d
(Λ). Geometry of the components
We continue to restrict to basic finite dimensional algebras with J2 = 0. In this brief sec-
tion, we explicitly describe the modules parametrized by the closure of RepT
d
in Rep
d
(Λ)
for any semisimple T . We then use this information to describe downsized and simplified
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affine and projective parametrizing varieties for these closures, apt to facilitate further
investigation into the representations parametrized by the irreducible components (see, for
instance, Section 6 below).
(A) Recognizing the modules in RepTd
Since all irreducible components of the varieties Rep
d
(Λ) are of the form RepT
d
for
suitable choices of T , Corollary 4.2 below yields, in particular, a description of the modules
in the irreducible components of Rep
d
(Λ), once the generic tops have been determined.
Proposition 4.1. We retain the hypothesis J2 = 0. Moreover, we let T ∈ Λ-mod be a
semisimple module which is realizable with respect to the dimension vector d. Then:
(a) Every module X in RepT
d
is a degeneration of some module in RepT
d
.
(b) Let X ∈ Λ-mod with T $ topX. Then X is a degeneration of some module in
RepTd if and only if X decomposes in the form
X ∼= X ′ ⊕ U, (‡)
where X ′ has top T and U is a nonzero semisimple module.
Proof. We will first show that every module X which belongs to RepT
d
\RepT
d
is of the
form (‡) displayed in part (b).
So let X be in the closure of RepT
d
, with T $ topX . Say topX = T ⊕ U . Moreover,
let N be any module in RepTd whose socle is the generic one in Rep
T
d (and thus also in
RepT
d
). Write N = N0 ⊕ N1, where N1 is semisimple and N0 is without simple direct
summands. From the equality dimX = dimN we deduce JN = JX ⊕ U , which entails
JX ⊕ U ⊕N1 = JN ⊕N1 = JN0 ⊕N1 = socN ⊆ socX ;
the equalities follow from Observation 3.4, and Observation 2.3 yields the final inclusion.
We infer that X contains a copy V of the semisimple module U ⊕ N1 which meets JX
trivially and conclude that V is a direct summand of X , say X ∼= X ′′ ⊕ V . Consequently,
X ∼= X ′⊕U , where X ′ = X ′′⊕N1 has top T by construction. In particular, this shows that
every non-top-stable degeneration X of some module in RepTd has the form postulated in
(b).
To complete the proofs of (a) and (b), it now suffices to check that every module
X = X ′ ⊕ U as specified in (‡) is a degeneration of some module M in RepT
d
. Let P be a
projective cover of T and hence also of X ′; say X ′ = P/D for some submodule D ⊆ JP .
Realizability of T with respect to d implies that D⊕U embeds into JP . Choose a Λ-direct
complement C of D⊕U in JP , and note that X is a degeneration of the moduleM = P/C,
the latter being an object of RepTd . 
We derive the following simplistic description of the modules in the closure of RepT
d
.
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Corollary 4.2. Suppose J2 = 0. Let T be a semisimple Λ-module which is realizable with
respect to d. Then the modules in the closed subvariety RepTd of Repd(Λ) are precisely
those modules with dimension vector d which have the form M ⊕ U , where M has top T
and U is semisimple. 
(B) Alternative affine parametrization of the modules in RepT
d
Once again, the upcoming results apply, in particular, to the irreducible components of
the varieties Repd(Λ).
We start by decomposing T into its homogeneous components: T =
⊕
1≤i≤n Ti, where
Ti = S
ti
i , and let R =
⊕
1≤i≤n Ri, where Ri = S
di−ti
i . Then the closure of Rep
T
d
in
Repd(Λ) may be parametrized by the affine space
C(T,d) = {(xα)α∈Q1 | xα ∈ HomK(Tstart(α), Rend(α))},
via the assignment
ρ : x 7→ Λ(T ⊕R), where α(v + w) = xα(vstart(α)) for v = v1 + · · ·+ vn ∈ T, w ∈ R.
Next we focus on the map, induced by this parametrization, from C(T,d) to the set of
isomorphism classes of Λ-modules with dimension vector d. As is evidenced by Corollary
4.2, the image of this map consists precisely of the isomorphism classes of modules in
RepT
d
.
In addition, we consider the reductive group
G(T ) =
( ∏
1≤i≤n
GL(Ti)
)
×
( ∏
1≤i≤n
GL(Ri)
)
,
and let it act on C(T,d) via(
(gi), (hi)
)
.x =
(
hend(α) xα g
−1
start(α)
)
.
The original affine parametrization of RepTd can thus be whittled down to a parametriza-
tion by a comparatively small affine space. We record this fact as
Observation 4.3. The image of the map
ρ : C(T,d)→ {isomorphism classes of modules with dimension vector d}
equals the set of isomorphism classes of modules in RepTd , and the fibers of ρ coincide with
the orbits of the action of G(T ) on C(T,d). 
It is well-known that the algebras with vanishing radical square are stably equivalent
to hereditary algebras. However, while for any hereditary algebra Λ̂ the module varieties
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Repd(Λ̂) are affine spaces, this is far from being true for algebras Λ with J
2 = 0: Not only
do we know the Rep
d
(Λ) to admit arbitrarily high numbers of irreducible components, the
individual components may have singularities (see, e.g., [14, last page]). On the other hand,
the strong homological ties between the two classes of algebras are, in fact, paralleled by
geometric ones: The first piece of evidence, Observation 4.3, is only the tip of the iceberg.
The geometric connection will become more salient in Section 5, where we focus entirely
on the projective varieties parametrizing modules with fixed top. (In Subsection 4.C, the
links to the hereditary case will not surface yet.)
(C) Alternative projective parametrization. Classification
Once again, we point out that the following results target, in particular, the irreducible
components GRASST
d
of GRASSd(Λ), where T traces the generic tops of the modules with
dimension vector d.
We still let T be any semisimple module which is realizable with respect to d and, as
usual, we identify isomorphic semisimple modules. To take full advantage of the increased
transparency of the “small” Grassmannians GrassTd parametrizing the modules with top T ,
we subdivide the closure of GRASST
d
in GRASSd(Λ) into portions, each of which encodes
the objects M⊕U for a fixed semisimple summand U of
⊕
1≤i≤n S
di−ti
i (in the notation of
Corollary 4.2, i.e., topM = T ). This stratification of the closure also advertises itself from
the viewpoint of a potential classification of the modules in GRASST
d
, in a sense made
precise below. In fact, Observation 4.6 shows classifiability of the isomorphism classes of
modules in the individual segments to be “the” best one can hope for by way of a geometric
approach.
For every submodule U ⊆
⊕
1≤i≤n S
di−ti
i , we consider the set of isomorphism classes
M(d, T, U) = {[M ⊕ U ] | dimM = d− dimU, topM = T};
here [X ] stands for the isomorphism class of a module X . Note that the special case U = 0
takes us back to the modules in GRASST
d
or, equivalently, in GrassTd . By Corollary 4.2,
the disjoint union of the M(d, T, U) equals the full set of isomorphism classes of modules
represented by GRASST
d
. Clearly, each M(d, T, U) is parametrized by the projective
variety GrassT(d−dimU), via
C 7→ the class of (P/C)⊕ U, for C ∈ GrassT(d−dimU),
where P is the distinguished projective cover of T (cf. Section 2)
The parametrizing varieties GrassT(d−dimU) of the individual portions M(d, T, U) are
comparatively simplistic from a geometric perspective. Namely, they are all direct products
of classical Grassmann varieties:
Observation 4.4. Structure of GrassT
d
. Again assume J2 = 0. Suppose T =
⊕
1≤i≤n S
ti
i
is realizable with respect to d, and let P be the projective cover of T . If JP =
⊕
1≤i≤n S
pi
i ,
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then GrassT
d
is the following direct product of classical vector space Grassmannians:
Grass
T
d
∼=
∏
1≤i≤n
Gr(di − ti, K
pi). 
The following is an immediate consequence of [11, Corollary 4.5]. For background on
fine/coarse moduli spaces, we refer to [13].
Observation 4.5. Classification of the modules in GRASSTd when T is sim-
ple. Suppose J2 = 0. If T is a simple Λ-module which is realizable with respect to d, then
each of the sets M(d, T, U) has a fine moduli space, namely the variety GrassT(d−dimU).
The corresponding universal family is (informally presented)(
P/C ⊕ U
)
, where C traces GrassT(d−dimU) .
In particular, the modules in an irreducible component C of GRASSd(Λ) are classifiable
by a finite number of projective moduli spaces whenever C has simple generic top. 
Observation 4.6. Limitations to classifiability by a single moduli space. Still
J2 = 0. Let T =
⊕
1≤i≤n S
ti
i be realizable with respect to d, take U ⊆
⊕
1≤i≤n S
di−ti
i , and
suppose M is a set of isomorphism classes represented by a subvariety of GRASSd(Λ),
with the property that M(d, T, U) ⊆M.
If the objects in M possess a coarse moduli space classifying them up to isomorphism,
then M does not intersect any M(d, T, U ′) with U $ U ′ or U ′ $ U .
Proof. Let X be the union of those AutΛ(P)-orbits in GRASSd(Λ) which correspond to
the isomorphism classes in M, and X (d, T, U) the union of the orbits corresponding to
the classes in M(d, T, U). If M is classifiable by a coarse moduli space, then all orbits
contained in X are relatively closed in X . First suppose that U $ U ′ ⊆
⊕
1≤i≤n S
di−ti
i .
Since every module inM(d, T, U ′) is a degeneration of some module in M(d, T, U) – this
follows from Proposition 4.1, with T is replaced by T ⊕ U – we deduce from the inclusion
X (d, T, U) ⊆ X that X ∩ X (d, T, U ′) = ∅. Next suppose that U ′ $ U ⊆
⊕
1≤i≤n S
di−ti
i .
Since every module inM(d, T, U ′) degenerates to one inM(d, T, U), we arrive at the same
conclusion. 
5. Relating the module varieties of Λ to those
of a stably equivalent hereditary algebra
Throughout this section we assume that Λ is an algebra with vanishing radical square. In
other words,
Λ = KQ/I where I = 〈all paths of length 2〉 for some quiver Q.
In Section 3, we saw how to determine the tops T which are generic with respect to any
given dimension vector d, which allows us to identify the irreducible components GRASST
d
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of the variety GRASSd(Λ). (Recall that this is equivalent to identifying the components
of Rep
d
(Λ).) The next step in our program is to explore generic data regarding the
Λ-modules encoded by the components. Clearly, this amounts to assembling generic infor-
mation on the modules in GRASST
d
or, in other words, assembling generic information on
the modules in GrassT
d
. It will turn out that this second task may be tackled by tapping
into the solidly developed theory of hereditary algebras.
In fact, we will establish a geometric counterpart to the well-known fact that any algebra
with vanishing radical square is stably equivalent to a hereditary algebra Λ̂. There is
a network of bridges, each connecting varieties which parametrize modules with fixed
dimension vector and fixed top over the algebras we are comparing. These bridges thus
provide exactly the logistics required for our purpose.
Following standard practice, we choose Λ̂ to be KQ̂, where Q̂ is the separated quiver
of Q = (Q0, Q1); see [1, p. 350]. Recall the definition: Q̂ = (Q̂0, Q̂1), where Q̂0 is the
disjoint union of Q0 = {e1, . . . , en} and a duplicate of Q0, written as {ê1, . . . , ên}, so that
the vertex set Q̂0 has cardinality 2n. The set Q̂1 of arrows duplicates Q1; it is written
in the form {α̂ | α ∈ Q1}, where α̂ is an arrow from the vertex ei to the vertex êj of Q̂,
provided that α ∈ Q1 is an arrow from ei to ej .
Clearly, the vertices êj are all sinks of Q̂, whence Q̂ has no paths of length larger
than 1. In particular, Λ̂ is a finite dimensional hereditary algebra whose radical Ĵ in
turn has vanishing square. Note that the indecomposable projective modules Λ̂êi, for
1 ≤ i ≤ n, are simple. We will continue to write the simples in Λ-mod as Si; the simples in
Λ̂-mod which correspond to the “old” vertices e1, . . . , en are denoted by Ŝ(ei) = Λ̂ei/Ĵei,
those corresponding to the “new” vertices ê1, . . . , ên, by Ŝ(êj) = Λ̂êj . In order to obtain
dimension vectors of Λ̂ which transparently relate to those of Λ, we order the vertices in
Q̂ (and accordingly the simple Λ̂-modules) as follows: e1, . . . , en, ê1, . . . , ên.
Instead of using the standard triangular matrix functor, employed in [1] to show that
the categories Λ-mod and Λ̂-mod are indeed stably equivalent, it will for our purposes
be preferable to specify correspondences between sets of isomorphism classes of Λ- resp.
Λ̂-modules set apart by their projective presentations. These correspondences will parallel
our description of isomorphisms linking suitable pairs of parameter varieties for Λ- and
Λ̂-modules.
The Λ̂-modules of interest are those induced from Λ in the following sense.
Definition 5.1 of induced modules. A Λ̂-module N will be called induced from Λ (or
simply induced) in case the top N/ĴN is a direct sum of copies of the simples Ŝ(ei),
1 ≤ i ≤ n.
The following remarks are obvious:
Lemma 5.2. • For every Λ̂-module N , the radical ĴN is a direct sum of copies of the
Ŝ(êj).
• Every Λ̂-module N is (uniquely) a direct sum of a module induced from Λ and a direct
sum of copies of projective simples Ŝ(êj). In particular, every non-simple indecomposable
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Λ̂-module is induced from Λ. 
(A) A two-way shift of geometric information Λ-mod ↔ Λ̂-mod.
We begin with a precise description of the matchup between (isomorphism classes of)
Λ-modules and (isomorphism classes of) induced Λ̂-modules. To that end, we introduce
some further notation, guided by the intuitive picture. We start with a semisimple Λ-
module T with dimension vector (t1, . . . , tn) of total dimension t. As in the definition of
the projective variety GrassTd in Section 2, we fix a projective cover P =
⊕
1≤r≤t Λzr of
T , where zr = e(r)zr are top elements of P . We will write zr = e(r), so as to emphasize
the norming idempotent e(r) ∈ {e1, . . . , en}. Moreover, we consider the twin projective Λ̂-
module P̂ =
⊕
1≤r≤t Λ̂e(r) with top elements e(r) normed by the analogous idempotents
e(r), now viewed as elements of Λ̂. It is obvious that the nonzero elements αe(r) ∈ P ,
where α traces the (I-residue classes of) arrows inQ1, form aK-basis for JP , the analogous
statement being true for the nonzero α̂e(r) ∈ Ĵ P̂ . Note that αe(r) 6= 0 precisely when
α̂e(r) 6= 0.
For any element c ∈ JP , that is, for any K-linear combination c of such basis elements
αe(r) of JP , we let ĉ be the corresponding K-linear combination of the elements α̂e(r) in
Ĵ P̂ . In caseM = P/C, where C is a submodule of JP , we define Ĉ to be the Λ̂-submodule
of Ĵ P̂ consisting of the elements ĉ for c ∈ C, and set M̂ = P̂ /Ĉ. Evidently, the Λ̂-module
M̂ is then induced from Λ. For the semisimple module T =
⊕
1≤i≤n S
ti
i , the corresponding
induced module T̂ =
⊕
1≤i≤n Ŝ(ei)
ti is in turn semisimple.
We thus obtain a well-defined assignment of isomorphism classes
M = P/C 7→ M̂ = P̂ /Ĉ.
Our setup entails that any Λ̂-module M̂ which is induced from Λ is isomorphic to P̂ /Ĉ
for some projective Λ-module P and submodule C ⊆ JP . As we will ascertain, the above
assignment gives rise to a well-defined bijection between the set of isomorphism classes
of Λ-modules with top T = P/JP on one hand and the set of isomorphism classes of Λ̂-
modules with top T̂ = P̂ /ĴP̂ on the other. This pairing of isomorphism types of modules
is paralleled by a family of isomorphisms connecting the pertinent parametrizing varieties,
the latter isomorphisms well behaved relative to the acting groups, AutΛ(P ) and AutΛ̂(P̂ ).
Clearly, AutΛ(P ) will have higher dimension than AutΛ̂(P̂ ) in general, but the difference
is erased as far as the effect of the action is concerned. For more precision, see Proposition
5.3 below.
It will be convenient to identify the factor group AutΛ(P )/(AutΛ(P ))u of AutΛ(P )
modulo its unipotent radical with AutΛ(P/JP ) = AutΛ(T ); this is harmless in light of
the fact that AutΛ(P ) ∼= AutΛ(T ) ⋉ (AutΛ(P ))u. The automorphism group AutΛ(T ) of
the top may in turn be identified with
∏
1≤i≤nGL
(⊕
r∈Ii
Ke(r)
)
, where Ii = {r ≤ t |
ei e(r) = e(r)}. Applying the same considerations to AutΛ̂(P̂ /ĴP̂ ), we thus obtain a
natural isomorphism ψ : AutΛ(T ) → AutΛ̂(T̂ ) of algebraic groups. Retaining the above
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notation, our construction yields the following. (Part (c) is essentially known; cf. [1, Chap.
X, Section 2].)
Proposition 5.3. Suppose that T =
⊕
1≤i≤n S
ti
i ∈ Λ-mod is realizable with respect to
the dimension vector d = (d1, . . . , dn). Then T̂ ∈ Λ̂-mod is realizable with respect to the
dimension vector d̂ = (t1, . . . , tn, d1 − t1, . . . , dn − tn) in (N0)2n. Moreover:
(a) There are natural isomorphisms of algebraic groups
AutΛ(P )/(AutΛ(P ))u ∼= AutΛ(T )
ψ
∼= AutΛ̂(T̂ )
∼= AutΛ̂(P̂ )/(AutΛ̂(P̂ ))u,
where ψ is the isomorphism introduced above. The actions of the unipotent radicals,
(AutΛ(P ))u and (AutΛ̂(P̂ ))u, on Grass
T
d and Grass
T̂
d̂
, respectively, are trivial, i.e., f.C =
C for all f ∈
(
AutΛ(P )
)
u
, and analogously for the hatted entities. In particular, the
AutΛ(P )-action on Grass
T
d
(resp., the AutΛ̂(P̂ )-action on Grass
T̂
d̂
) is, in fact, an AutΛ(T )-
action (resp., an AutΛ̂(T̂ )-action).
(b) The map
ΦT
d
: GrassT
d
→ GrassT̂
d̂
, C 7→ Ĉ
is an isomorphism of projective varieties which is equivariant under the group actions in
the following sense:
ΦTd (g.C) = ĝ.Ĉ (†)
for g ∈ AutΛ(T ), where ĝ ∈ AutΛ̂(T̂ ) is the image of g under the isomorphism ψ.
(c) The map FT
d
from the set of isomorphism classes of Λ-modules with dimension
vector d and top T to the set of isomorphism classes of Λ̂-modules with dimension vector
d̂ and top T̂ , given by
M = P/C 7→ M̂ = P̂ /Ĉ,
is a bijection. It preserves and reflects direct sum decompositions. More strongly: Suppose
M is a direct sum of indecomposable submodules with dimension vectors d(j) and tops T (j),
and d̂(j) is the (2n)-tuple (dimT (j) , d(j)−dimT (j)) of nonnegative integers. Then M̂ is a
direct sum of indecomposables with tops T̂ (j) and dimension vectors d̂(j). Conversely, if M̂
is a direct sum of indecomposable submodules with dimension vectors d̂(j) = (d
(j)
1 , . . . , d
(j)
2n ),
then M is a direct sum of indecomposable submodules with dimension vectors
d(j) =
(
d
(j)
1 + d
(j)
n+1, . . . , d
(j)
n + d
(j)
2n
)
and tops T (j) =
⊕
1≤i≤n S
d
(j)
i
i .
(d) For any point C ∈ GrassT
d
, the Λ-submodule lattice of P/C is isomorphic to the Λ̂-
submodule lattice of P̂ /Ĉ. If M ′ is a submodule of P/C with top T ′ and dimension vector
d′, then the corresponding submodule of P̂ /Ĉ belongs to the isomorphism class FT
′
d′
(M ′).
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Proof. (a) The action of
(
AutΛ(P )
)
u
on GrassTd is trivial, because the points of Grass
T
d
are Λ-submodules of JP and J2P = 0. In light of the remarks preceding the proposition,
the remaining claims under (a) and those under (b) are straightforward. Well-definedness
of the map FT
d
under (c) is a consequence of (†) under (b), and verifying the remaining
statements is once more a matter of routine. 
Remark 5.4. The correspondences FT
d
of Proposition 5.3 can be pieced together so
as to yield a bijection F from the isomorphism classes of (finitely generated) Λ-modules
to the isomorphism classes of (finitely generated) induced Λ̂-modules. Since the only
indecomposable Λ̂-modules which fail to be induced are the simples Ŝ(êi) (see Lemma
5.2), we re-encounter the well-known fact that finiteness of the representation type of Λ
is equivalent to finiteness of the representation type of Λ̂ (cf. [1, Chap. X, Theorem 2.6 ],
for instance). The map F does not extend to an equivalence between Λ-mod and the full
subcategory of Λ̂-mod consisting of the induced modules, however, as Λ-mod and Λ̂-mod
are no more than stably equivalent in general; indeed, compare the endomorphism rings of
paired objects M and M̂ in the presence of loops in Q.
We note moreover that the image of the restriction of F to the Λ-modules with dimension
vector d contains Λ̂-modules of differing dimension vectors, depending on the way d is
split up into dimension vectors of top and radical. Namely, this image is the union of
the isomorphism classes of Λ̂-modules with dimension vectors (dimT, d − dimT ), where
T traces the semisimple Λ-modules which are realizable with respect to d. By contrast, if
we focus on the restriction of F−1 to the induced Λ̂-modules of a fixed dimension vector
d̂ = (d1, . . . , d2n), we find the image of this restriction to consist entirely of Λ-modules
with dimension vector
D(d̂) :=
(
d1 + dn+1, . . . , dn + dn+2n
)
.
In fact, what makes the passage from Λ to Λ̂ so helpful is the fact that it spreads out
the geometric information stored in a single variety Repd(Λ) over multiple (irreducible)
parameter spaces Rep
d̂
(Λ̂).
(B) Crossing the bridge: Generic module properties over algebras with J2 = 0
Our main focus will be on Kac decompositions of dimension vectors, in particular, on
generic indecomposability, and on generic submodule lattices. The following theorem by
Crawley-Boevey and Schro¨er generalizes results obtained by Kac for hereditary algebras
(see [15], [16]).
Theorem 5.5. [5, Theorem 1.1] Let ∆ be any finite dimensional algebra, d a dimension
vector for ∆, and C an irreducible component of Rep
d
(∆). Then there exists a (unique) de-
composition d =
∑
1≤j≤m d
(j) of d into dimension vectors d(j), together with a dense open
subset U of C, such that every module M in U decomposes in the form M =
⊕
1≤j≤mMj,
where each Mj is indecomposable of dimension vector d
(j).
We refer to the above decomposition of d as the Kac decomposition relative to C (sup-
pressing reference to ∆ when there is no danger of ambiguity). In the situation where
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∆ = KQ is hereditary, Schofield provided an algorithm for finding the Kac decomposition
of any dimension vector (see [21]). As we will deduce from Proposition 5.3, this algorithm
carries over from Λ̂ to Λ.
We will say that a dimension vector d′ is attained on the submodule lattice of a module
M if there is a submodule M ′ ⊆ M with dimM ′ = d′. Moreover, we will refer to the
submodule lattices of the modules in a subvariety U ⊆ Repd(Λ) as the submodule lattices
parametrized by U. By [2, Theorem 4.3], the (full) sets of dimension vectors attained on
the submodule lattices parametrized by RepTd are generically constant.
Theorem 5.6. Let C be an irreducible component of Repd(Λ), say C = Rep
T
d with T =⊕
1≤i≤n S
ti
i , and d̂ = (t1, . . . , tn, d1 − t1, . . . , dn − tn). Then:
(a) T̂ is the generic top of the modules in Rep
d̂
(Λ̂).
(b) The Kac decomposition of d relative to C is determined by the Kac decomposition of
d̂ relative to the irreducible variety Rep
d̂
(Λ̂), and vice versa. More precisely, the former
means: If
d̂ =
∑
1≤j≤m
d̂(j),
is the Kac decomposition of d̂, and d(j) = D(d̂(j)) in the notation of Remark 5.4, then
d =
∑
1≤j≤m d
(j) is the Kac decomposition of d relative to C.
In particular, the following are equivalent:
• The modules in C are generically indecomposable.
• d̂ is a Schur root of Q̂ (i.e., Rep
d̂
(Λ̂) contains a module whose endomorphism ring
is isomorphic to K).
• Generically, the modules M in C satisfy EndΛ(M)/HomΛ(M,JM) ∼= K.
Moreover, the Kac decomposition of d̂ determines the dimension vectors of the generic
tops of the indecomposable summands of the modules in C: These are precisely the vectors
picking out the first n components of the d̂(j).
(c) Suppose d =
∑
1≤j≤m d
(j) is the Kac decomposition relative to C, and the d(j) are as
in (b). Then the following conditions are equivalent:
• C contains a dense GL(d)-orbit.
•
∑
1≤j≤m
(
1− 〈d̂(j), d̂(j)〉
)
= 0, where 〈−,−〉 is the Euler form of Q̂.
(d) The dimension vectors generically attained on the Λ̂-submodule lattices parametrized
by Rep
d̂
(Λ̂) and those generically attained on the Λ-submodule lattices parametrized by C
are in one-to-one correspondence as follows: A (2n)-tuple û = (u1, . . . , u2n) of nonnegative
integers is generically the dimension vector of a submodule of a module in Rep
d̂
(Λ̂) if and
only if the n-tuple u = (u1 + un+1, . . . , un + u2n) is generically the dimension vector of a
submodule of a module in C.
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Proof. (a) Since T is realizable with respect to d, T̂ =
⊕
1≤i≤n Ŝ(ei)
ti is realizable with
respect to d̂. Clearly no simple module of the form Ŝ(ei) occurs in the radical of a Λ̂-
projective cover of T̂ , and therefore any module M̂ with top T̂ and dimension vector d̂
trivially satisfies condition (b) of Proposition 3.9. Thus, T̂ is indeed a generic top of
Rep
d̂
(Λ̂); given that Rep
d̂
(Λ̂) is irreducible, T̂ is the generic top.
Apart from the equivalences under (b) and (c), the remaining statements of the theorem
are now immediate consequences of Proposition 5.3.
As for the equivalences under (b): Due to Kac, d̂ is a Schur root of Q̂ if and only if the
Λ̂-modules in Rep
d̂
(Λ̂) are generically indecomposable (see [16, Proposition 1]). By the
first assertion under (b) – already justified – generic indecomposability of the modules in
Rep
d̂
(Λ̂) is tantamount to generic indecomposability of the modules in C. This shows the
first two conditions to be equivalent. Moreover: Since, generically, the modules inRep
d̂
(Λ̂)
have top T̂ , the condition that d̂ be a Schur root means that, generically, Rep
d̂
(Λ̂) consists
of modules M̂ with top T̂ and trivial endomorphism ring. Hence we will find the last two
conditions to be equivalent as well, provided we can show that the assignment M 7→ M̂
in Proposition 5.3(c) is paralleled by the following connection between the endomorphism
rings of M and M̂ :
EndΛ̂(M̂)
∼= EndΛ(M) / HomΛ(M,JM).
First we observe that the ideal HomΛ̂(M̂, ĴM̂) of EndΛ̂(M̂) is zero, since the top and
radical of M̂ have no simple direct summands in common. Hence, if x̂1, . . . , x̂t is the full
sequence of top elements of M̂ = P̂ /Ĉ, given by x̂r = e(r) + Ĉ (see the intoduction to
5(A) for our notation), the subspace
⊕
1≤r≤tKx̂r is invariant under all endomorphisms of
M̂ . Let x1, . . . , xt with xr = e(r) + C be the corresponding full sequence of top elements
of M = P/C. Then any Λ-endomorphism f of M can be uniquely written as a sum of
an endomorphism f1 which leaves
⊕
1≤i≤nKxr invariant and a map f2 ∈ HomΛ(M,JM);
this uses, once again, the fact that J2 = 0. By the definition of the correspondence C 7→ Ĉ,
we thus obtain a K-algebra homomorphism EndΛ(M) → EndΛ̂(M̂) which sends f to f̂1;
its kernel is the ideal HomΛ(M,JM). Thus part (b) is proved.
As for the equivalence under (c): If C contains a dense GL(d)-orbit, then this orbit is
necessarily contained in RepTd . Hence Proposition 2.1 guarantees a dense AutΛ(P )-orbit
in GrassTd , and Proposition 5.3(b) provides us with a dense AutΛ̂(P̂ )-orbit in Grass
T̂
d̂
.
Clearly, all of these implications are reversible. But in the Λ̂-scenario, Kac’s Proposition 4
in [16] tells us that existence of a dense orbit is tantamount to the vanishing of
∑
1≤j≤m(1−
〈d̂(j), d̂(j)〉). This completes the argument. 
6. Illustrations in the local case. Generic classification
We return to the local case in order to illustrate the transport of information – regarding
Kac decompositions and other generic data – from the varietiesRep
d̂
(Λ̂) to the irreducible
components of Repd(Λ) (Illustration 6.1).
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If Λ has wild representation type, one would like to at least obtain a classification of the
representations in some dense open subset of each irreducible component ofRep
d
(Λ), resp.,
of GRASSd(Λ). Theoretically, this is possible, provided one does not place any demands
of concreteness on the open subset and the modalities of the classification. Namely, as
was shown by Rosenlicht in [20], any irreducible variety X which carries a morphic action
by an algebraic group G contains a G-stable dense open subset which admits a geometric
quotient modulo G. However, invoking this existence statement relative to the irreducible
components C of Repd(Λ) is of limited value, unless one is able to specify an appropriate
open subset of C in representation-theoretic terms and relate the structure of the encoded
modules to the points of the geometric quotient.
We suggest the following loosely phrased guidelines for a concrete approach to the prob-
lem (we believe them to have useful applications only in favorable situations, however):
Structurally describe the modules in a representation-theoretically specified dense open
subset of the considered irreducible component; in particular, provide a normal form pin-
ning them down up to isomorphism. Optimally, the parameters appearing in the normal
form trace an algebraic variety X which indexes a universal family that makes X a fine
moduli space for the pertinent modules.
The class of examples discussed in Illustration 6.1 below provides a good venue for
implementing these guidelines; see Generic Classification 6.2.
As in Section 3(C), we take Λ to be
KQ/〈all paths of length 2〉,
where Q is the quiver with a single vertex and r loops, α1, . . . , αr. In particular, the
dimension vector d agrees with its absolute value d. Note: Already in the tame (biserial)
case r = 2, there are irreducible components C of Repd(Λ) containing indecomposable
modules, although, generically, the modules in C decompose.
Given a dimension d ≥ 2, we know from Section 3(C) that the irreducible components
of Repd(Λ) are in 1-1 correspondence with the positive integers t < d such that
t/(d− t) ∈ [1/r , r].
We label these components by the corresponding pairs (t, d− t): Thus Ct,d−t denotes the
component of Repd(Λ) whose modules have generic radical layering (S
t, Sd−t).
The hereditary algebra Λ̂ we paired with Λ is a generalized Kronecker algebra. Indeed,
Λ̂ = KQ̂, where Q̂ is the quiver with two vertices, e1, ê1, and r arrows from e1 to ê1.
By Theorem 5.6, the Kac decomposition of d relative to Ct,d−t is available if we know the
Kac decomposition of the dimension vector d̂ = (t, d− t) for the corresponding Kronecker
algebra Λ̂: Namely, if d̂ = d̂(1)+· · ·+d̂(m) with d̂(j) = (d
(j)
1 , d
(j)
2 ) is the Kac decomposition
relative to the irreducible variety Rep
d̂
(Λ̂), then d = d(1) + · · ·+ d(m) with d(j) = d
(j)
1 +
d
(j)
2 is the Kac decomposition of d relative to the component Ct,d−t of Repd(Λ). We
glean additional information from the Kac decpomposition of d̂. Namely, let M1, . . . ,Mm
represent the indecomposables, of dimension d(j) respectively, that generically arise as
direct summands of the modules in Ct,d−t. Then dim topMj = d
(j)
1 .
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For charK = 0, the Kac decompositions of the dimension vectors over the generalized
Kronecker algebras were essentially pinned down in [15, Theorem 4]. Without any assump-
tion on the characteristic, we exemplify the translation of information about Kronecker
algebras, focusing on dimensions d which are congruent to −1 modulo r+ 1. This class of
local examples exhibits a wide variety of generic phenomena.
Illustration 6.1. Suppose r ≥ 2, t ≥ 1, and d− t = rt− 1. In particular, St is a generic
top of Repd(Λ).
(I) t ≤ r. The modules in Ct,rt−1 are generically indecomposable. Moreover, the
only indecomposable modules that generically arise as proper submodules of the modules in
Ct,rt−1 are S and the left regular module Λ, up to isomorphism.
(I.a) t < r. The component Ct,rt−1 contains infinitely many orbits of maximal di-
mension. (For additional information on the corresponding indecomposable modules, see
Generic Classification 6.2.)
(I.b) t = r. The component Cr,r2−1 contains a dense orbit, namely that of the module
N =
( ⊕
1≤i≤r
Λzi
) /
Λ
(∑
i≤r
αizi
)
,
where each Λzi is a copy of the left regular module. (Recall that α1, . . . , αr are the loops
of Q.)
(II) t > r. In this case, the modules M in Ct,rt−1 decompose generically, in the form
M ∼= N ⊕ Λt−r,
where N is the generic module for the component Cr,r2−1. In particular, the orbit of M is
dense in Ct,rt−1, and the Kac decomposition of d relative to Ct,rt−1 is d = d
(0)+ · · ·+d(t−r)
with d(0) = r + r2 − 1 and d(j) = 1 + r for 1 ≤ j ≤ t− r.
Proof. We consider the dimension vector d̂ = (t, rt − 1) for the generalized Kronecker
algebra Λ̂, and denote by 〈−,−〉 the Euler form of Q̂.
First let t ≤ r. To prove the claim concerning generic submodule dimensions of the
modules in C = Ct,rt−1, we use Schofield’s Theorem 3.2 in [21]. It tells us that, generically
the Λ̂-modules with dimension vector d̂ have a submodule with dimension vector d̂′ ≤
d̂ if and only if ext(d̂′ , d̂ − d̂′) = 0, where ext(a,b) = min{dimExt1Λ(A,B) | A,B ∈
Λ̂-mod, dimA = a, dimB = b}.
Clearly, the only proper indecomposable submodules that occur generically in the Λ̂-
modules with dimension vector d̂ are either simple, or have dimension vector (1, r), or
else a dimension vector (a, ra − 1) for some positive integer a with a < t. To exclude
the occurrence of the latter dimension vectors, we compute 〈(a, ra − 1) , d̂ − (a, ra − 1)〉
to be strictly negative, whence, by [21, Theorem 5.4], we find that ext
(
(a, ra − 1) , d̂ −
(a, ra − 1)
)
> 0. Given that generic decomposability of the modules in Rep
d̂
(Λ̂) would
amount to a generic summand with dimension vector (a, ra− 1) for some positive a < t,
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we conclude that the Λ̂-modules with dimension vector d̂ are generically indecomposable.
Moreover, we glean that the only non-simple indecomposable Λ̂-module generically arising
in the submodule lattices parametrized by Rep
d̂
(Λ̂) is Λ̂. Finally, we apply Theorem 5.6
to deduce the corresponding statements for Λ.
(I.a). t < r. In this case, one finds 1 − 〈d̂, d̂〉 to be strictly positive. Consequently,
Ct,rt−1 fails to contain a dense orbit by Theorem 5.6(c). Given that the orbit dimension
is lower semi-continuous, irreducibility of Ct,rt−1 therefore yields an infinite number of
distinct orbits of maximal dimension.
(I.b). t = r. We compute 〈(r, r2 − 1) , (r, r2 − 1)〉 = 1 and apply Theorem 5.6(c)
to conclude that Cr,r2−1 contains a dense orbit. It is, moreover, readily checked that
the displayed module N satisfies EndΛ(N)/HomΛ(N, JN) ∼= K and hence represents the
indecomposable module with dense orbit.
(II). Now suppose t > r. As we saw above (r, r2 − 1) is a Schur root of Q̂, and
evidently so is (1, r). Therefore, verifying the Kac decomposition d̂ =
(
t , rt − 1
)
=(
r , r2 − 1
)
+ (t − r) ·
(
1 , r
)
amounts to showing that ext
(
(r, r2 − 1) , (1, r)
)
= 0 (the
equality ext
(
(1, r) , (r, r2−1)
)
= 0 being obvious since the modules with dimension vector
(1, r) are generically projective); then [16, Section 4] yields the postulated decomposition
of d̂. But the vanishing of the relevant generic Ext-dimension again follows from [21,
Theorem 5.4]. These findings for Λ̂ translate into the claims for Λ. 
We use the situation addressed in Illustration 6.1 to exemplify the classification goal
outlined at the beginning of the section.
Generic Classification 6.2. Let r ≥ 2, t ≥ 1, and d = (r + 1)t − 1. The irreducible
components of Repd(Λ) under (I.b) and (II) of Illustration 6.1 contain dense orbits, rep-
resenting Λ-modules that we already specified.
So we assume t < r, in which case C = Ct,rt−1 contains infinitely many orbits of maximal
dimension. Generically, the modules in C have top T = St and are of the form
P/U(c) with P =
⊕
1≤i≤t
Λzi, and U(c) = Λ
( ∑
1≤i≤t
∑
1≤j≤r
cijαjzi
)
,
where c = (cij) traces the set C of those t × r matrices whose leftmost t × t minors,
det
(
cij
)
1≤i,j≤t
, are nonzero. The isomorphism classes of the listed modules are in bijective
correspondence with the following normal forms of the corresponding presentation matrices
c ∈ C: 

1 0 0 . . . 0 c1,t+1 . . . c1,r
0 1 0 . . . 0 c2,t+1 . . . c2,r
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 . . . 1 ct,t+1 . . . ct,r


In fact, if X is the subvariety of C consisting of the matrices in normal form, then the
(informally presented) family
(
P/U(c)
)
c∈X
has the universal property showing X to be
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a fine moduli space for the modules isomorphic to some P/U(c) with c ∈ C. Clearly,
dimX = t(r− t), whence the members of the universal family depend on a non-redundant
collection of t(r − t) parameters.
Proof of the claims for t < r. Let T = St as before, and let D be the irreducible component
of GrassTd which corresponds to the irreducible component C ∩Rep
T
d of Rep
T
d under the
bijection of Proposition 2.1(b). We observe that the set D′ = {U(c) | c ∈ C} is an
AutΛ(P )-stable dense open subset of D. Basic linear algebra shows that the AutΛ(P )-orbit
(= AutΛ(T )-orbit) of any point U(c) ∈ D
′ consists of the submodules U(w · c) ⊆ P , with
w ∈ GLt(K). In fact, on identifying AutΛ(T ) with GLt, we readily obtain an equivariant
isomorphism of varieties D′ ∼= C. In particular, this shows every AutΛ(T )-orbit of D
′ to
contain precisely one element in normal form. Moreover, we see that a geometric quotient
of D′ by AutΛ(T ), if existent, coincides with a geometric quotient of the variety C by its
left GLt-action. To confirm existence, one checks that the morphism C→ X, which sends
any matrix (a|b) in C (where a has size t × t) to the matrix a−1(a|b) in X, is indeed a
geometric quotient of C by GLt. It is now routine to verify that the obvious bundle of
Λ-modules in D′ which is parametrized by X – it formalizes the family
(
P/U(c)
)
c∈X
–
satisfies the universal property making X a fine moduli space for the modules in D′ (cf.
[13]). 
7. The dense orbit property for J2 = 0
In this section, we give another application of the geometric link, exhibited in Section
5, between algebras with vanishing radical square and hereditary algebras.
It is readily verified that any finite dimensional algebra Λ of finite representation type
satisfies the following dense orbit property (terminology of [6]): Namely, for any dimension
vector d, each of the irreducible components of Repd(Λ) is the closure of a single orbit.
Chindris, Kinser and Weyman posed the following problem: For which classes of algebras
does the converse hold as well, i.e., for which algebras does the dense orbit property imply
finite representation type? While this is well known to be true for hereditary algebras,
they demonstrated failure in general. Among the classes of algebras for which they showed
the converse to be true are the string algebras and the algebras admitting a preprojective
component (see [6, Sections 3, 4]).
We will invest the geometric Q-Q̂ connection of Section 5 to add the algebras with
vanishing radical square to the list of positive instances. For our notation, we refer to
Section 5.
Lemma 7.1. Let J2 = 0, and suppose that d̂ = (d1, . . . , d2n) is a dimension vector
such that Rep
d̂
(Λ̂) contains an indecomposable induced module M̂ . If M̂ has top T̂ =⊕
1≤i≤n(Ŝ(ei))
ti and d = (d1+dn+1, . . . , dn+d2n), then T =
⊕
1≤i≤n S
ti
i is a generic top
of Repd(Λ).
Proof. Suppose that M̂ is as in the claim, say M̂ ∼= P̂ /Ĉ with Ĉ ∈ GrassT̂
d̂
. We apply
Proposition 5.3 to deduce that then M = P/C (where P is the projective cover of T and
C =
(
ΦT
d
)−1
(Ĉ) ∈ GrassT
d
) is an indecomposable module in RepT
d
. Either M is simple, in
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which case T =M is trivially a generic top of Repd(Λ), or else M is without simple direct
summands, in which case Corollary 3.7 implies that T is a generic top of Rep
d
(Λ). 
Theorem 7.2. Suppose J2 = 0. Then the following conditions are equivalent:
(1) Λ has the dense orbit property.
(2) For every dimension vector d, any irreducible component of Rep
d
(Λ) which contains
an indecomposable module has a dense orbit.
(3) Λ has finite representation type.
Proof. The implication “(3) =⇒ (1)” is known, and “(1) =⇒ (2)” is trivial. To prove
that (2) implies (3), suppose that (2) holds. We will deduce that then also Λ̂ satisfies (2),
meaning that every module variety Rep
d̂
(Λ̂) which contains an indecomposable Λ̂-module
N has a dense orbit. Since this is clear when N is simple, we assume that N in Rep
d̂
(Λ̂)
is indecomposable, but not simple. Thus, by Lemma 5.2, N is induced say N = M̂ . Let
T̂ = top M̂ , and use Lemma 7.1 to ascertain that the corresponding semisimple Λ-module
T is a generic top of Repd(Λ), where d = (d1 + dn+1, . . . , dn + d2n) is the matching
dimension vector of Λ. Let M in RepT
d
represent the isomorphism class assigned to that
of M̂ by the bijection FT
d
of Proposition 5.3(c). Then this proposition shows M to be
indecomposable as well, whence our hypothesis guarantees a dense orbit in C = RepT
d
.
Now Theorem 5.3(b) yields a dense orbit in GrassT̂
d̂
.
It is well-known that the analogue of condition (2) for Λ̂ forces Λ̂ to have finite represen-
tation type. Since we were unable to locate a reference providing exactly what we need, we
include the short argument. Again, we denote by 〈− , −〉 the Euler form of Λ̂. Let d̂ be any
dimension vector of Λ̂, and let d̂ =
∑
1≤j≤m d̂
(j) be its Kac decomposition. This means
that, generically, the modules N in Rep
d̂
(Λ̂) decompose in the form N =
⊕
1≤j≤mNj ,
where the Nj have the following properties: Nj is indecomposable with dimension vector
d̂(j), such that the GL(d̂(j))-orbit, orbit(Nj), that corresponds to the isomorphism class
of Nj in Repd̂(j)(Λ̂) has maximal dimension, and Ext
1
Λ̂
(Ni, Nj) = 0 for i 6= j. Since Λ̂
satisfies (2), each of the varieties Rep
d̂(j)
(Λ̂) contains a dense orbit, and consequently,
the direct summands Nj in the above generic decomposition are unique up to isomor-
phism. Therefore dim orbit(Nj) = dimRepd̂(j)(Λ̂), which in turn implies 〈d
(j),d(j)〉 to be
positive. Due to the vanishing of the mixed Ext-spaces, we conclude
〈d̂, d̂〉 = dim
( m⊕
j=1
Nj
)
− dimExt1
Λ̂
( m⊕
j=1
Nj ,
m⊕
j=1
Nj
)
=
m∑
j=1
〈d̂(j), d̂(j)〉 > 0.
Thus the Tits form of Λ̂ is positive definite, meaning that Λ̂ has finite representation type.
Finally, we use the well-known fact that finite representation type is passed on from Λ̂
to Λ (see Remark 5.4) to find that Λ indeed satisfies (3). 
GEOMETRY FOR VANISHING RADICAL SQUARE 31
References
1. M. Auslander, I. Reiten and S. O. Smalø, Representation Theory of Artin Algebras, Cambridge
Studies in Advanced Mathematics 36, Cambridge University Press, Cambridge, 1995.
2. E. Babson, B. Huisgen-Zimmermann, and R. Thomas, Generic representation theory of quiver with
relations, J. Algebra 322 (2009), 1877–1918.
3. K. Bongartz and B. Huisgen-Zimmermann, Varieties of uniserial representations IV. Kinship to
geometric quotients, Trans. Amer. Math. Soc. 353 (2001), 2091–2113.
4. A. T. Carroll and J. Weyman, Semi-invariants for gentle string algebras, posted at arxiv.org/
pdf/1106.0774.pdf.
5. W. Crawley-Boevey and J. Schro¨er, Irreducible components of varieties of modules, J. reine angew.
Math. 553 (2002), 201–220.
6. C. Chindris, R. Kinser and J. Weyman,Module varieties and representation type of finite-dimensional
algebras, posted at arxiv.org/pdf/1201.6422.pdf.
7. J. Donald and F. J. Flanigan, The geometry of Rep(A, V ) for a square-zero algebra, Notices Amer.
Math. Soc. 24 (1977), A-416.
8. D. Eisenbud and D. Saltman, Rank varieties of matrices, in Commutative Algebra (Berkeley 1987),
MSRI Publ. 15, Springer-Verlag, New York, 1989, pp. 173–212.
9. M. Gerstenhaber, On dominance and varieties of commuting matrices, Annals of Math. (2) 73
(1961), 324–348.
10. R. M. Guralnick, A note on commuting pairs of matrices, Linear and Multilinear Algebra 31 (1992),
71–75.
11. B. Huisgen-Zimmermann, Classifying representations by way of Grassmannians, Trans. Amer. Math.
Soc. 359 (2007), 2687–2719.
12. , A hierarchy of parametrizing varieties for representations, in Rings, Modules and Repre-
sentations (N.V. Dung, et al., eds.), Contemp. Math. 480 (2009), 207–239.
13. , Fine and coarse moduli spaces in the representation theory of finite dimensional algebras,
in Proc. Maurice Auslander Distinguished Lectures and International Conference (K. Igusa, A.
Martsinkovsky, and G. Todorov, Eds., eds.) (to appear).
14. B. Huisgen-Zimmermann and K. R. Goodearl Irreducible components of module varieties: projective
equations and rationality, Contemp. Math. 562 (2012), 141–167.
15. V. Kac, Infinite root systems, representations of graphs and invariant theory, Invent. Math. 56
(1980), 57–92.
16. , Infinite root systems, representations of graphs and invariant theory, II, J. Algebra 78
(1982), 141–162.
17. H.-P. Kraft, Geometric methods in representation theory, in Representations of Algebras (Puebla
1980) (M. Auslander and E. Lluis, eds.), Lecture Notes in Math. 944, Springer-Verlag, Berlin, 1982,
pp. 180–258.
18. K. Morrison, The scheme of finite-dimensional representations of an algebra, Pac. J. Math. 91
(1980), 199–218.
19. C. Riedtmann, M. Rutscho, and S. O. Smalø, Irreducible components of module varieties: An
example, J. Algebra 331 (2011), 130–144.
20. M. Rosenlicht, Some basic theorems on algebraic groups, Amer. J. Math. 78, 401-443.
21. A. Schofield, General representations of quivers, Proc. London Math. Soc. (3) 65 (1992), 46–64.
22. J. Schro¨er, Varieties of pairs of nilpotent matrices annihilating each other, Comment. Math. Helv.
79 (2004), 396–426.
Department of Mathematics, University of Iowa, Iowa City, IA 52242-1419
E-mail address: frauke-bleher@uiowa.edu
Department of Mathematics, University of Pennsylvania, Philadelphia, PA 19104-6395
32 FRAUKE M. BLEHER, TED CHINBURG AND BIRGE HUISGEN-ZIMMERMANN
E-mail address: ted@math.upenn.edu
Department of Mathematics, University of California, Santa Barbara, CA 93106-3080
E-mail address: birge@math.ucsb.edu
