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Resumo
Neste trabalho, sa˜o propostas condic¸o˜es suficientes para a estabilidade assinto´tica de
sistemas lineares, cont´ınuos no tempo, com comutac¸a˜o que asseguram um custo garantido
de desempenho. Estas condic¸o˜es dependem da soluc¸a˜o de um conjunto de desigualdades
de Lyapunov-Metzler, definidas em [Geromel & Colaneri, 2006], que possuem natureza na˜o-
convexa, sendo portanto, de dif´ıcil soluc¸a˜o. Para contornar este problema, apresentamos
condic¸o˜es de estabilidade mais conservadoras baseadas em uma subclasse de matrizes de
Metzler com elementos iguais na diagonal principal, que podem ser resolvidas atrave´s de
desigualdades matriciais lineares e busca unidimensional. Os resultados apresentados em
[Geromel & Colaneri, 2006], que fornecem condic¸o˜es para a estabilidade de sistemas dinaˆmicos
lineares com comutac¸a˜o, sa˜o generalizados para lidar com sistemas mais gerais, a saber,
sistemas dinaˆmicos sujeitos a perturbac¸o˜es impulsivas. A proposta elaborada assegura a
estabilidade assinto´tica inclusive na presenc¸a de poss´ıveis modos deslizantes.
Palavras chave: Sistemas com comutac¸a˜o, Sistemas a tempo cont´ınuo, Desigualdades
de Lyapunov-Metzler, Desigualdades matriciais lineares.
Abstract
In this work, sufficient conditions are proposed for the study of asymptotic stability of
continuous time linear systems with commutation, which assure a guaranteed cost of perfor-
mance. These conditions depend on the solution of a set of Lyapunov-Metzler inequalities,
defined in [Geromel & Colaneri, 2006], which are difficult to solve due to their non-convex
nature. However, to circumvent this difficulty, we present more conservative stability con-
ditions based on a subclass of Metzler matrices characterized by having equal elements on
the main diagonal. Although these conditions are more conservative, they can be solved by
Linear Matrix Inequalities (LMIs) and unidimensional search. The analysis done in [Geromel
& Colaneri, 2006], which provides the stability conditions for linear dynamic systems with
commutation is expanded to cover a more general class of systems with commutation and
subject to impulsive disturbances. The conditions presented in this work assure the stability
even in the presence of possible sliding modes.
Keywords: Systems with commutation, Continuous time systems, Lyapunov-Metzler
inequalities, Linear matrix inequality (LMI).
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Cap´ıtulo 1
Introduc¸a˜o
Atualmente, e´ crescente o interesse no estudo de sistemas que apresentam comutac¸a˜o.
Isto ocorre pois estes sistemas sa˜o comumente encontrados na pra´tica, onde foi percebido
que a comutac¸a˜o pode melhorar o desempenho global dos mesmos, ale´m de permitir o surgi-
mento de propriedades importantes que na˜o sa˜o encontradas isoladamente. Por exemplo, em
[Narendra & Balakrishnan, 1997], [Morse, 1996] e [Kulkarni & Ramadge, 1996] e´ mostrado
que a comutac¸a˜o entre diferentes controladores melhora a resposta transito´ria e, em [Broc-
kett, 1983] e [Hespanha & Morse, 1999], e´ mostrado que o controle com comutac¸a˜o permite
estabilizar sistemas que na˜o podem ser assintoticamente estabiliza´veis utilizando-se apenas
um controle com realimentac¸a˜o fixo.
Para dar in´ıcio ao estudo do tema e´ recomenda´vel consultar [Liberzon & Morse, 1999],
[Liberzon, 2003] e [DeCarlo et al., 2000], que sa˜o uns dos precursores neste estudo e oferecem
uma revisa˜o completa sobre o assunto em questa˜o. O artigo [Hespanha, 2004] utiliza extenso˜es
do Princ´ıpio da Invariaˆncia de LaSalle e fornece uma discussa˜o interessante sobre um conjunto
de resultados referente a` estabilidade uniforme de sistemas com comutac¸a˜o.
A princ´ıpio, estes sistemas podem ser divididos em dois grupos. Em um deles a regra de
comutac¸a˜o σ(t) e´ independente dos estados e corresponde a uma incerteza. Logo, as condic¸o˜es
de estabilidade devem garantir a robustez para qualquer σ(t) ∈ {1, . . . , N}, em que N e´ a
quantidade de subsistemas. Trata-se, portanto, de um problema de estabilidade robusta ja´
resolvido na literatura, veja [Hespanha & Morse, 2002] para maiores detalhes. No outro
grupo, σ(t) e´ um sinal de controle dependente dos estados e que seleciona a cada instante de
tempo o modo de operac¸a˜o atual Aσ(t) dentre os N dispon´ıveis {A1, . . . , AN}. Para este caso,
o projeto consiste na determinac¸a˜o de uma regra de comutac¸a˜o σ(t) = g(x(t)) e de condic¸o˜es
suficientes para a estabilidade assinto´tica global.
Dentro do contexto em que σ(t) e´ um sinal de controle, esta dissertac¸a˜o tem como ob-
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jetivo principal obter as condic¸o˜es para a estabilidade de sistemas dinaˆmicos lineares com
comutac¸a˜o, bem como a determinac¸a˜o de um limitante superior para um custo funcional de-
finido a partir de perturbac¸o˜es impulsivas. Em casos especiais, as varia´veis de controle sa˜o a
regra de comutac¸a˜o σ(t) e um conjunto de ganhos de realimentac¸a˜o de estado {K1, . . . KN}.
Mostramos que as condic¸o˜es de estabilidade dependem da soluc¸a˜o de um conjunto de desi-
gualdades de Lyapunov-Metzler que foram definidas em [Geromel & Colaneri, 2006]. Estas
desigualdades possuem natureza na˜o-convexa devido ao produto de varia´veis, um conjunto de
matrizes sime´tricas definidas positivas {P1, . . . , PN} e os elementos de uma matriz de Metzler
Π. Assim sendo, na˜o e´ poss´ıvel resolveˆ-las utilizando as ferramentas dispon´ıveis na literatura
para a soluc¸a˜o de LMIs. No entanto, apresentamos uma versa˜o alternativa mais simples,
embora mais conservadora, que e´ baseada nos resultados de [Geromel & Colaneri, 2006] e
consiste na utilizac¸a˜o de uma subclasse de matrizes de Metzler caracterizada por apresentar
elementos iguais na diagonal principal. Utilizando esta versa˜o, a soluc¸a˜o de desigualdades
na˜o-convexas e´ substitu´ıda pela soluc¸a˜o de LMIs e uma busca unidimensional.
Como ja´ foi dito, o crite´rio de desempenho e´ um custo funcional, que na auseˆncia de
comutac¸a˜o se confunde com a norma H2 do sistema. Este custo e´ muito dif´ıcil de ser expresso
analiticamente devido a natureza complexa dos sistemas com comutac¸a˜o. Assim, para fins
de otimizac¸a˜o, minimizamos um limitante superior do mesmo, de tal forma que as condic¸o˜es
de estabilidade sa˜o obtidas assegurando um custo garantido de desempenho. Uma maneira
de analisar a qualidade do resultado obtido e´ determinar a distaˆncia entre o custo garantido
e o custo real. No entanto, como este u´ltimo e´ muito dif´ıcil de ser calculado, determinamos
condic¸o˜es para o ca´lculo de limitantes inferiores para o mesmo. Ou seja, quanto menor a
distaˆncia entre os limitantes, menor e´ a folga existente entre o custo real e o garantido e
melhor e´ a qualidade do resultado obtido. Vale ressaltar que as condic¸o˜es apresentadas nesta
dissertac¸a˜o garantem a estabilidade inclusive na presenc¸a de poss´ıveis modos deslizantes e
na˜o exigem qualquer propriedade de estabilidade de nenhuma das matrizes {A1, . . . , AN}
que definem os subsistemas. A teoria desenvolvida e´ aplicada na soluc¸a˜o de problemas de
controle H2 multi-objetivo. E´ mostrado que a soluc¸a˜o destes problemas, utilizando o me´todo
proposto nesta dissertac¸a˜o, oferece resultados melhores que os obtidos utilizando os me´todos
de [Khargonekar & Rotea, 1991] e de [Eker & Malmborg, 1999] selecionados da literatura.
1.1 Apresentac¸a˜o da Dissertac¸a˜o
Esta dissertac¸a˜o esta´ dividida em cinco cap´ıtulos. Este primeiro cap´ıtulo apresenta uma
introduc¸a˜o ao estudo do tema e expo˜e a forma como foi organizado o texto desta dissertac¸a˜o.
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O segundo cap´ıtulo apresenta alguns conceitos importantes como por exemplo o conceito
de estabilidade segundo Lyapunov, o estudo da norma H2 e o teorema de Danskin, muito
utilizado no ca´lculo de derivadas direcionais. Como a func¸a˜o de Lyapunov escolhida para o
estudo da estabilidade na˜o e´ diferencia´vel para todo x ∈ Rn, em que x representa o estado
do sistema e n representa a sua ordem, e´ importante a utilizac¸a˜o de derivadas direcionais, o
que justifica a importaˆncia do to´pico referente ao teorema de Danskin.
O terceiro cap´ıtulo e´ dividido em treˆs sec¸o˜es e trata do estudo da estabilidade de sistemas
lineares, cont´ınuos no tempo, com comutac¸a˜o de tal forma a assegurar um custo garantido
de desempenho. Toda a teoria apresentada no cap´ıtulo e´ discutida e ilustrada atrave´s de
exemplos. Os assuntos discutidos em cada sec¸a˜o sa˜o os seguintes:
• Na primeira sec¸a˜o, sa˜o apresentados alguns resultados de [Geromel & Colaneri, 2006]
voltados para o estudo de sistemas lineares com comutac¸a˜o. E´ realizada uma com-
parac¸a˜o entre as condic¸o˜es de estabilidade obtidas utilizando a func¸a˜o de Lyapunov
proposta em [Geromel & Colaneri, 2006] e a comumente utilizada na literatura. A
func¸a˜o de Lyapunov proposta garante a estabilidade do sistema inclusive na presenc¸a
de modos deslizantes, propriedade na˜o assegurada pela outra.
• A segunda sec¸a˜o trata do estudo da estabilidade de sistemas com perturbac¸o˜es im-
pulsivas. Nessa sec¸a˜o, e´ definido um custo funcional, que na auseˆncia de comutac¸a˜o se
confunde com a norma H2 do sistema. Para a ana´lise da qualidade do resultado obtido,
sa˜o propostas condic¸o˜es para o ca´lculo de um limitante inferior para o custo funcional.
• A terceira sec¸a˜o apresenta o estudo da estabilidade de sistemas com controle via rea-
limentac¸a˜o de estado sujeitos a` perturbac¸o˜es impulsivas. Para estes sistemas existem
duas varia´veis de controle, a saber, a regra de comutac¸a˜o σ(t) e um conjunto de ganhos
de realimentac¸a˜o K = {K1, . . . , KN}. Com estas duas varia´veis e´ poss´ıvel estabilizar
sistemas que na˜o podem ser estabiliza´veis utilizando apenas uma das varia´veis isola-
damente. Por outro lado, se o sistema for estabiliza´vel com apenas uma das regras, o
custo obtido utilizando a interac¸a˜o de ambas e´, geralmente, bem menor que o obtido
utilizando uma delas isoladamente. Essa sec¸a˜o apresenta duas formas de obtenc¸a˜o das
condic¸o˜es de estabilidade do sistema, obtendo Ki, i ∈ N, atrave´s da resoluc¸a˜o de um
problema de otimizac¸a˜o, ou alternativamente, atrave´s da soluc¸a˜o de uma equac¸a˜o de
Riccati.
No quarto cap´ıtulo, utilizamos a teoria desenvolvida no cap´ıtulo anterior para resolver
problemas de controleH2 multi-objetivo. Os resultados obtidos sa˜o melhores que os existentes
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na literatura. Nesse cap´ıtulo, provamos a superioridade do me´todo proposto em relac¸a˜o aos
me´todos de [Khargonekar & Rotea, 1991] e de [Eker & Malmborg, 1999] comumente utilizados
na literatura e, ilustramos esta superioridade resolvendo o problema de controle de um triplo
integrador com dois crite´rios conflitantes.
Por fim, o quinto cap´ıtulo apresenta as concluso˜es e as perspectivas para trabalhos futuros.
1.2 Notac¸a˜o
A notac¸a˜o usada e´ padra˜o. Letras maiu´sculas representam matrizes ou conjuntos e letras
minu´sculas representam vetores ou escalares. Neste trabalho, s denota o nu´mero complexo
jω, sendo que ω e´ a frequ¨eˆncia em rad/s e In denota a matriz identidade n×n. Para matrizes
reais ou vetores, (′) indica o seu transposto. Para matrizes quadradas, tr(X) denota a func¸a˜o
trac¸o da matriz X. Matrizes sime´tricas definidas positivas (semidefinidas positivas) sa˜o
denotadas por P > 0 (P ≥ 0). Para facilitar a notac¸a˜o de matrizes sime´tricas particionadas,
o s´ımbolo (•) denota genericamente cada bloco sime´trico, ou seja


A B C
• D E
• • F

 =


A B C
B′ D E
C ′ E ′ F

 (1.1)
O s´ımbolo δ(t) representa o impulso unita´rio, e a normaH2 ao quadrado de uma trajeto´ria
g(t) definida para t ≥ 0 e´ igual a ‖g‖22 :=
∫∞
0
g(t)′g(t)dt. O conjunto {1, · · · , N} e´ denotado
por N. A convoluc¸a˜o de dois sinais definidos para t ≥ 0 e´ indicada por g1 ∗ g2.
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Conceitos Fundamentais
O objetivo deste cap´ıtulo e´ apresentar alguns conceitos fundamentais que sa˜o utilizados
nesta dissertac¸a˜o. Inicialmente, discutimos o crite´rio de Lyapunov para o estudo da esta-
bilidade de sistemas lineares invariantes no tempo e o ca´lculo da norma H2. Em seguida,
apresentamos o Teorema de Danskin, que e´ uma ferramenta ba´sica para o ca´lculo de deri-
vadas direcionais. Por fim, fazemos uma breve discussa˜o sobre os sistemas dinaˆmicos com
comutac¸a˜o, cujo estudo corresponde ao nosso objetivo principal.
2.1 Sistemas Lineares Invariantes no Tempo
Um sistema linear invariante no tempo pode ser representado pelas seguintes equac¸o˜es no
espac¸o de estados
x˙(t) = Ax(t) +Bw(t) , x(0) = 0 (2.1)
z(t) = Cx(t) +Dw(t) (2.2)
em que x(t) ∈ Rn e´ o vetor de estado, w(t) ∈ Rr e´ a entrada externa e z(t) ∈ Rp e´ a sa´ıda.
A func¸a˜o de transfereˆncia deste sistema e´ dada por
Hwz(s) = C(sI − A)−1B +D (2.3)
em que as matrizes A, B, C e D possuem dimenso˜es apropriadas de acordo com as regras que
definem o produto matricial. Se D = 0, o sistema e´ classificado como estritamente pro´prio,
sendo chamado de pro´prio caso contra´rio.
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2.2 Estabilidade
Esta sec¸a˜o tem como objetivo apresentar o crite´rio de Lyapunov para o estudo da estabili-
dade de sistemas dinaˆmicos cont´ınuos no tempo e determinar as condic¸o˜es para a estabilidade
do sistema (2.1) com w(t) = 0 para todo t ≥ 0. Antes, no entanto, vamos definir o con-
ceito de estabilidade assinto´tica global, apresentando primeiramente o conceito de ponto de
equil´ıbrio, [Slotine & Li, 1991].
Definic¸a˜o 2.1 (Ponto de Equil´ıbrio) O vetor de estado x = 0 e´ um ponto de equil´ıbrio do
sistema, se x(t) = 0 para algum t = t0 ≥ 0 implicar em x(t) = 0 para todo t ≥ t0.
Definic¸a˜o 2.2 (Estabilidade Assinto´tica Global) O ponto de equil´ıbrio x = 0 e´ globalmente
assintoticamente esta´vel se:
• ele for esta´vel;
• para toda condic¸a˜o inicial x(t0) ∈ Rn implicar em x(t)→ 0 para t→ +∞.
De acordo com Lyapunov, uma maneira de estudar a estabilidade de um sistema e´ analisar
o comportamento de uma func¸a˜o v(x(t)) que pode ser interpretada como a distaˆncia entre a
trajeto´ria x(t) e o ponto de equil´ıbrio x = 0. Esta func¸a˜o e´ chamada de func¸a˜o de Lyapunov
e possui as seguintes propriedades, [Franklin et al., 1993], [Slotine & Li, 1991]:
1 . v(0) = 0 e v(x) > 0 para x 6= 0;
2 . v(x) e´ cont´ınua em relac¸a˜o a todas as componentes de x ∈ Rn;
3 . v(x) e´ ilimitada para todo x ∈ Rn ilimitado.
Se v(x(t)) decrescer monotonicamente e tender a 0, enta˜o x(t) se aproxima cada vez mais
do ponto de equil´ıbrio x = 0 ate´ alcanc¸a´-lo, fazendo com que o sistema seja globalmente
assintoticamente esta´vel, de acordo com a Definic¸a˜o 2.2. O teorema a seguir apresenta o
crite´rio de Lyapunov para o estudo da estabilidade de sistemas dinaˆmicos.
Teorema 2.3 Seja uma func¸a˜o de Lyapunov v(x) associada a um sistema dinaˆmico. Se
• v˙(x) < 0 para todo x 6= 0 e
• v˙(x) = 0 para x = 0
enta˜o o ponto de equil´ıbrio x = 0 e´ globalmente assintoticamente esta´vel.
- 6 -
2.3. Norma H2 7
Desejamos utilizar o Teorema 2.3 e determinar as condic¸o˜es para a estabilidade do sistema
(2.1). Para atingir este objetivo, e´ necessa´rio escolher uma func¸a˜o de Lyapunov adequada.
Uma candidata a` func¸a˜o de Lyapunov muito utilizada no estudo da estabilidade de sistemas
lineares e´ a seguinte
v(x) = x′Px (2.4)
em que P ∈ Rn×n e´ uma matriz sime´trica definida positiva. Utilizando a func¸a˜o (2.4) e
considerando que x˙ = Ax, a derivada de v(x) e´ dada por
v˙(x) = x˙′Px+ x′Px˙
= x′(A′P + PA)x (2.5)
Logo, para atender as condic¸o˜es do Teorema 2.3 e´ necessa´rio que
x′(A′P + PA)x < 0 ∀ x 6= 0 ∈ Rn (2.6)
Podemos observar que a soluc¸a˜o da desigualdade (2.6) na˜o e´ u´nica. Para a obtenc¸a˜o de
uma u´nica soluc¸a˜o, podemos resolver a equac¸a˜o matricial linear A′P + PA = −Q, sendo Q
uma matriz sime´trica definida positiva dada. O seguinte lema expressa uma maneira cla´ssica
de estudar a estabilidade de sistemas lineares invariantes no tempo segundo o crite´rio de
Lyapunov, [Slotine & Li, 1991], [Vidyasagar, 2002].
Lema 2.4 O sistema x˙ = Ax e´ globalmente assintoticamente esta´vel se e somente se para
uma matriz Q, sime´trica definida positiva dada, existir uma u´nica matriz P , sime´trica defi-
nida positiva, soluc¸a˜o da equac¸a˜o A′P + PA+Q = 0.
Assim, o Lema 2.4 apresenta as condic¸o˜es para a estabilidade do sistema (2.1), com
w(t) = 0 para todo t ≥ 0. A equac¸a˜o A′P + PA + Q = 0 e´ chamada equac¸a˜o de Lyapunov
para sistemas cont´ınuos.
2.3 Norma H2
A norma H2 e´ um dos crite´rios mais usados na ana´lise do desempenho de sistemas
dinaˆmicos. Nesta sec¸a˜o, o seu ca´lculo e´ apresentado atrave´s de gramianos e, no contexto
de programac¸a˜o convexa, atrave´s de desigualdades matriciais lineares.
Esta norma e´ definida para todas as func¸o˜es de transfereˆncia H(s) racionais, estritamente
pro´prias, anal´ıticas no semi-plano complexo direito, incluindo o eixo imagina´rio, e pode ser
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calculada resolvendo a seguinte integral
‖H(s)‖22 =
1
2π
∫ ∞
−∞
tr (H(−jω)′H(jω)) dω (2.7)
Para calcula´-la no domı´nio do tempo, podemos utilizar o teorema de Parseval em (2.7),
obtendo
‖H(s)‖22 =
∫ ∞
0
tr (h(t)′h(t)) dt (2.8)
onde h(t) e´ a transformada de Laplace inversa de H(s). A seguir, apresentamos va´rias
formas de calcular esta norma para o sistema (2.1)-(2.2), utilizando apenas gramianos e,
posteriormente, utilizando LMIs.
2.3.1 Ca´lculo Atrave´s de Gramianos
A resposta ao impulso do sistema (2.1)-(2.2) e´ dada por
hwz(t) = Ce
AtB +Dδ(t) , ∀ t ≥ 0 (2.9)
De acordo com (2.8) e utilizando (2.9), temos
‖Hwz(s)‖22 =
∫ ∞
0
tr (hwz(t)
′hwz(t)) dt
=
∫ ∞
0
tr
(
(B′eA
′tC ′ +D′δ(t))(CeAtB +Dδ(t))
)
= tr
(
B′(
∫ ∞
0
eA
′tC ′CeAtdt)B
)
+ tr (B′C ′D) +
+tr (D′CB) + tr (D′D)
∫ ∞
0
δ(t)2dt (2.10)
Na equac¸a˜o (2.10), uma vez que
∫∞
0
δ(t)2dt→ ∞, para que a norma seja finita, a matriz D
deve ser nula e, adicionalmente, todos os autovalores da matriz A devem estar localizados
no semiplano esquerdo aberto do plano complexo. De fato, como definido anteriormente,
a func¸a˜o Hwz(s) deve ser estritamente pro´pria e anal´ıtica no semiplano complexo direito
fechado.
Assim, utilizando a equac¸a˜o (2.10) e levando em conta que a func¸a˜o Hwz(s) satisfaz as
condic¸o˜es apresentadas, sua norma H2 e´ dada por
‖Hwz(s)‖22 = tr (B′POB) (2.11)
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em que PO =
∫∞
0
eA
′tC ′CeAtdt e´ o gramiano de observabilidade e e´ obtido resolvendo-se a
seguinte equac¸a˜o de Lyapunov
A′PO + POA+ C
′C = 0 (2.12)
Utilizando a propriedade de circularidade do operador trac¸o 1, tambe´m podemos calcular
a norma H2 da seguinte forma
‖Hwz(s)‖22 =
∫ ∞
0
tr (hwz(t)hwz(t)
′) dt (2.13)
Neste caso, seguindo os mesmos passos descritos anteriormente, obtemos
‖Hwz(s)‖22 = tr (CPCC ′) (2.14)
em que PC =
∫∞
0
eAtBB′eA
′tdt e´ o gramiano de controlabilidade e e´ obtido resolvendo-se a
seguinte equac¸a˜o de Lyapunov
APC + PCA
′ +BB′ = 0 (2.15)
Desta forma, existem duas maneiras de calcular a norma H2 do sistema utilizando gra-
mianos, a saber:
• Utilizando o gramiano de observabilidade:
‖Hwz(s)‖22 = {tr (B′POB) : (2.12)} (2.16)
• Utilizando o gramiano de controlabilidade:
‖Hwz(s)‖22 = {tr (CPCC ′) : (2.15)} (2.17)
E´ importante ressaltar que os gramianos de observabilidade e de controlabilidade sa˜o ma-
trizes sime´tricas definidas positivas, desde que os pares (A,C) e (A,B) sejam observa´veis e
controla´veis, respectivamente.
A seguir, vamos apresentar o ca´lculo da norma H2 do sistema (2.1)-(2.2) atrave´s de LMIs.
1propriedade em que tr(AB)=tr(BA)
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2.3.2 Ca´lculo Utilizando LMIs
Para o ca´lculo utilizando LMIs, podemos explorar uma propriedade importante da equac¸a˜o
de Lyapunov que nos permite converter as equac¸o˜es (2.16) e (2.17) em desigualdades matri-
ciais lineares. Esta propriedade esta´ enunciada no Lema 2.5 apresentado a seguir
Lema 2.5 [de Oliveira, 1999] Seja A uma matriz Hurwitz 2. Se (P1, Q1) e (P2, Q2) satisfa-
zem a equac¸a˜o A′P + PA+Q = 0, enta˜o Q1 > Q2 > 0 implica P1 > P2 > 0.
Como toda soluc¸a˜o definida positiva da desigualdade A′P + PA + C ′C < 0 satisfaz a
equac¸a˜o de Lyapunov A′P +PA+C ′C = −R para alguma matriz R > 0, utilizando o Lema
2.5, podemos concluir que P > PO e, consequ¨entemente
‖Hwz(s)‖22 < tr(B′PB) (2.18)
Assim, a norma H2 pode ser calculada resolvendo-se o seguinte problema de programac¸a˜o
convexa
‖Hwz(s)‖22 = inf
P>0
{tr(B′PB) | A′P + PA+ C ′C < 0} (2.19)
Uma outra forma de calcular a norma H2 e´ obtida a partir da desigualdade matricial
A′X + XA + C ′C > 0 a qual, para X > 0 implica, segundo o Lema 2.5, que ‖Hwz(s)‖22 >
tr(B′XB). Assim, a normaH2 do sistema pode ser calculada, alternativamente, pelo seguinte
problema de programac¸a˜o convexa
‖Hwz(s)‖22 = sup
X>0
{tr(B′XB) | A′X +XA+ C ′C > 0} (2.20)
Note que as duas formas de calcular a norma H2 apresentadas em (2.19) e (2.20) levam
em conta o ca´lculo atrave´s do gramiano de observabilidade. De forma equivalente, podemos
calcular esta norma levando em conta o gramiano de controlabilidade. Para isto, basta subs-
tituir respectivamente (A,B,C) nas desigualdades (2.19) e (2.20) por (A′, C ′, B′), obtendo,
as seguintes LMIs
‖Hwz(s)‖22 = inf
P>0
{tr(CPC ′) | AP + PA′ +BB′ < 0} (2.21)
e
‖Hwz(s)‖22 = sup
X>0
{tr(CXC ′) | AX +XA′ +BB′ > 0} (2.22)
2matrizes cujos autovalores apresentam parte real negativa.
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Assim, no contexto de programac¸a˜o convexa, as LMIs (2.19), (2.20), (2.21) e (2.22) apre-
sentam as quatro formas de calcular a norma H2 de um sistema dinaˆmico assintoticamente
esta´vel, com func¸a˜o de transfereˆncia estritamente pro´pria.
Vale ressaltar que todos os problemas envolvendo LMIs sa˜o expressos atrave´s de conjuntos
abertos. Assim, poder´ıamos utilizar os operadores “min” no lugar de “inf” e “max” no lugar
de “sup”, se entendermos que, geralmente, os me´todos normalmente utilizados para a soluc¸a˜o
de LMIs permitem fechar o conjunto de restric¸o˜es utilizando um escalar ǫ > 0 arbitrariamente
pequeno a ser definido pelo usua´rio.
2.4 Derivada Direcional
Nesta sec¸a˜o, vamos apresentar o Teorema de Danskin [Lasdon, 1970], muito utilizado no
ca´lculo de derivadas direcionais. Seja f(x, i) definida para todo x ∈ Rn e para todo i ∈ Z,
com derivadas parciais ∂f/∂xi cont´ınuas, sendo que Z e´ um conjunto compacto de ı´ndices.
Neste contexto, podemos definir a func¸a˜o
v¯(x) = min
i∈Z
f(x, i) (2.23)
que e´ cont´ınua, pore´m na˜o e´ diferencia´vel para todo x ∈ Rn. De fato, esta func¸a˜o deixa de
ser diferencia´vel para todo x ∈ Z(x), onde
Z(x) = {i ∈ Z : v¯(x) = f(x, i)} (2.24)
e´ composto por mais de um elemento. A derivada direcional a` direita da func¸a˜o (2.23) no
ponto x e na direc¸a˜o d e´ definida da seguinte forma
D+v¯(x, d) = lim
h→0+
v¯(x+ hd)− v¯(x)
h
(2.25)
O Teorema de Danskin [Lasdon, 1970], enunciado a seguir, apresenta uma forma simples
de calcular derivadas direcionais como a definida em (2.25).
Teorema 2.6 Para uma func¸a˜o v¯(x) definida em (2.23), com o conjunto Z(x) dado por
(2.24), a derivada direcional de v¯(x) existe em qualquer direc¸a˜o d, para qualquer ponto x ∈
R
n, e e´ dada por
D+v¯(x, d) = min
i∈Z(x)
∇f(x, i)′d (2.26)
- 11 -
2.4. Derivada Direcional 12
A prova deste teorema pode ser encontrada em detalhes em [Lasdon, 1970]. Nesta dis-
sertac¸a˜o, vamos utilizar este teorema para o ca´lculo de derivadas em relac¸a˜o ao tempo de
func¸o˜es de Lyapunov associadas a sistemas lineares com comutac¸a˜o. Entretanto, no presente
momento, vamos considerar um caso mais simples, que trata da determinac¸a˜o da derivada
temporal da func¸a˜o v¯(x(t)), onde
v¯(x) = min
i∈Z
f(x, i) (2.27)
com f(x, i) = x′Pix, sendo que x(t) e´ uma trajeto´ria gene´rica do sistema linear x˙(t) = Ax(t),
para todo t ≥ 0. Para h→ 0+, temos x(t+ h) = x(t) + hx˙(t) = x(t) + hAx(t) e portanto
D+v¯(x,Ax) = lim
h→0+
v¯(x+ hAx)− v¯(x)
h
(2.28)
Considerando Z(x) definido em (2.24) e aplicando o Teorema de Danskin, obtemos
D+v¯(x,Ax) = min
i∈Z(x)
∇f(x, i)′Ax
= min
i∈Z(x)
x(t)′(A′Pi + PiA)x(t) (2.29)
Logo, a equac¸a˜o (2.29) representa a derivada direcional a` direita de v¯(x), sobre uma
trajeto´ria qualquer do sistema linear x˙ = Ax.
O exemplo a seguir ilustra a aplicac¸a˜o do Teorema de Danskin em um caso bastante
simples que permite uma interpretac¸a˜o geome´trica.
Exemplo 2.1 Para as func¸o˜es f(x, 1) = x2 e f(x, 2) = 2(x− 3/2)2+1/2, definidas para todo
x ∈ R1 e para todo i ∈ Z = {1, 2}, deseja-se utilizar o Teorema de Danskin e calcular a
derivada direcional de v¯(x) na direc¸a˜o d > 0, nos pontos x = 0.5 e x = 1.
A Figura 2.1 apresenta o gra´fico da func¸a˜o v¯(x). Note que no ponto x = 1, onde desejamos
calcular a derivada, v¯(x) na˜o e´ diferencia´vel. Assim, utilizando o conjunto Z(x) definido em
(2.24), temos que Z(0.5) = {1} e Z(1) = {1, 2}. De fato, como comentado anteriormente, no
ponto x = 1 onde a func¸a˜o na˜o e´ diferencia´vel, o conjunto Z(1) conte´m mais de um elemento.
Aplicando o Teorema de Danskin, temos que D+(0.5, d) = mini∈Z(0.5)∇f(x, i)d = d e de
maneira similar, temos que D+(1, d) = mini∈Z(1)∇f(x, i)d = min {2d,−2d} = −2d. 
Como pode ser observado neste exemplo, o Teorema de Danskin e´ muito u´til no ca´lculo
de derivadas direcionais, principalmente em pontos onde a func¸a˜o na˜o e´ diferencia´vel.
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Figura 2.1: Ilustrac¸a˜o do Teorema de Danskin.
2.5 Sistemas com comutac¸a˜o
Os sistemas dinaˆmicos, cont´ınuos no tempo, com comutac¸a˜o sa˜o caracterizados pela in-
terac¸a˜o entre subsistemas cont´ınuos e eventos isolados discretos, de tal forma que estes u´ltimos
determinam a dinaˆmica do sistema global, uma vez que, a cada instante de tempo, posici-
onam a chave de comutac¸a˜o em um dos subsistemas. Um exemplo cla´ssico de sistema com
comutac¸a˜o e´ apresentado a seguir.
Exemplo 2.2 Este exemplo foi extra´ıdo de [Brockett, 1993]. O modelo simplificado do mo-
vimento de um automo´vel e´ dado por
x˙1 = x2
x˙2 = f(u, q)
em que x1 e´ a posic¸a˜o, x2 e´ a velocidade, q ∈ {1, 2, 3, 4, 5,−1, 0} e´ uma varia´vel discreta que
indica a marcha do automo´vel nas posic¸o˜es de 1 a 5, re´ e ponto morto, respectivamente. A
varia´vel de entrada u ≥ 0 e´ a acelerac¸a˜o. Assim, quando q = −1 a func¸a˜o f e´ negativa e seu
mo´dulo cresce em func¸a˜o de u; quando q e´ 0 a func¸a˜o f e´ decrescente e independente de u.
Para cada valor de q de 1 a 5, a func¸a˜o f e´ positiva, cresce em func¸a˜o de u, mas decresce a`
medida que q aumenta.
Observe que os eventos discretos determinam a dinaˆmica do automo´vel em cada instante
de tempo, caracterizando um sistema com comutac¸a˜o. Estes eventos podem ser controlados
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automaticamente, como e´ o caso de automo´veis com caˆmbio automa´tico em que a varia´vel
de controle depende da velocidade x2, caso contra´rio, sa˜o determinadas manualmente pelo
motorista. 
Como pode ser observado por este simples exemplo, os sistemas com comutac¸a˜o sa˜o bas-
tante complexos cujos modelos envolvem equac¸o˜es diferenciais e controle discreto. Assim, as
equac¸o˜es de estabilidade deduzidas para o sistema (2.1)-(2.2), e as equac¸o˜es para o ca´lculo da
norma H2 obtidas para o mesmo sistema, na˜o podem ser utilizadas neste caso. No entanto,
para o estudo da estabilidade, podemos propor uma func¸a˜o de Lyapunov que seja monotonica-
mente decrescente para qualquer poss´ıvel trajeto´ria do sistema, incluindo transic¸o˜es discretas
e, posteriormente, utiliza´-la para encontrar condic¸o˜es suficientes que garantam a estabilidade
do sistema global. Este procedimento e´ utilizado nesta dissertac¸a˜o, sendo apresentado no
cap´ıtulo seguinte.
Uma outra dificuldade encontrada no estudo de sistemas com comutac¸a˜o consiste no
ca´lculo da norma H2. Devido a` sua natureza, e´ bastante complicado calcular exatamente
esta norma tanto analiticamente quanto utilizando LMIs. Pore´m se ξ(t) for uma resposta
esta´vel do sistema para uma condic¸a˜o inicial dada, podemos calcular a referida norma utili-
zando uma rotina nume´rica de simulac¸a˜o. Ao calcularmos
∫ t
0
ξ(τ)′ξ(τ)dτ para um tempo t
suficientemente grande de tal forma que a integral convirja, o valor obtido representa uma
boa aproximac¸a˜o para a norma H2 do sistema. Devido a` dificuldade no ca´lculo anal´ıtico
desta norma, para fins de otimizac¸a˜o, utilizamos um limitante superior de tal forma que o
sistema seja levado para a estabilidade assinto´tica global, assegurando um custo garantido
de desempenho. Estes aspectos sa˜o apresentados com detalhes no cap´ıtulo seguinte.
2.6 Considerac¸o˜es Finais
Neste cap´ıtulo foram apresentados alguns conceitos fundamentais utilizados no estudo de
sistemas dinaˆmicos. Primeiramente, apresentamos o crite´rio de estabilidade de Lyapunov e
deduzimos as condic¸o˜es de estabilidade para um sistema linear invariante no tempo. Em
seguida, definimos a norma H2, que corresponde a um dos crite´rios de desempenho mais
importantes no projeto de sistemas dinaˆmicos, e apresentamos va´rias formas de calcula´-la
para sistemas lineares invariantes no tempo, utilizando basicamente duas verso˜es, a saber,
a partir de gramianos e, alternativamente, atrave´s de problemas de programac¸a˜o convexa
expressos por desigualdades matriciais lineares. O cap´ıtulo tambe´m apresentou o Teorema
de Danskin, que corresponde a uma ferramenta muito u´til no ca´lculo de derivadas direcionais.
Por u´ltimo, foi apresentada uma pequena introduc¸a˜o sobre sistemas com comutac¸a˜o,
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apontando basicamente, algumas dificuldades encontradas devido a sua complexidade. A
escolha de uma func¸a˜o de Lyapunov adequada, bem como a obtenc¸a˜o de condic¸o˜es para o
estudo da estabilidade e a determinac¸a˜o de um crite´rio de desempenho foram considerados. O
cap´ıtulo encerra com uma breve discussa˜o a respeito de uma maneira alternativa de obter uma
boa aproximac¸a˜o para a norma H2 de sistemas com comutac¸a˜o, utilizando um procedimento
nume´rico de simulac¸a˜o.
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Cap´ıtulo 3
Controle de Sistemas com Comutac¸a˜o
Neste cap´ıtulo sa˜o apresentadas condic¸o˜es suficientes para a estabilidade de sistemas li-
neares, cont´ınuos no tempo, com comutac¸a˜o de tal forma a assegurar um custo garantido de
desempenho. Este cap´ıtulo e´ dividido em treˆs sec¸o˜es, a primeira delas da´ in´ıcio ao tratamento
do tema, apresentando a classe de sistemas com comutac¸a˜o a ser estudada e expondo alguns
dos resultados de [Geromel & Colaneri, 2006]. Este trabalho trata do estudo da estabili-
dade de sistemas lineares com comutac¸a˜o. Na segunda sec¸a˜o, sa˜o propostas condic¸o˜es para a
estabilidade de sistemas lineares sujeitos a perturbac¸o˜es impulsivas. A terceira sec¸a˜o e´ dedi-
cada ao estudo de sistemas lineares com controle via realimentac¸a˜o de estado e comutac¸a˜o,
tambe´m sujeitos a perturbac¸o˜es impulsivas. A teoria apresentada em cada sec¸a˜o e´ ilustrada
atrave´s de exemplos. Alguns dos resultados aqui obtidos foram submetidos para a publicac¸a˜o
em [Deaecto & Geromel, 2007].
3.1 Sistemas Lineares com Comutac¸a˜o
Nesta sec¸a˜o, sa˜o apresentados alguns dos resultados introduzidos em [Geromel & Cola-
neri, 2006], referentes ao controle com comutac¸a˜o dependente dos estados. Estes resultados
representam a base para a metodologia utilizada nesta dissertac¸a˜o. Considere o sistema
x˙(t) = Aσ(t)x(t) , x(0) = x0 (3.1)
definido para todo t ≥ 0, em que x(t) ∈ Rn e´ o estado e e´ suposto dispon´ıvel para a
realimentac¸a˜o, σ(t) e´ a regra de comutac¸a˜o e x0 e´ a condic¸a˜o inicial. Em cada instante de
tempo a regra de comutac¸a˜o σ(t) ∈ N seleciona uma matriz Aσ(t) ∈ Rn×n dentre aquelas
pertencentes ao conjunto {A1, ..., AN}.
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Podemos definir a seguinte func¸a˜o de Lyapunov quadra´tica por partes
v(x) = min
i∈N
x′Pix = min
λ∈Λ
(
N∑
i=1
λix
′Pix
)
(3.2)
em que Pi > 0 ∈ Rn×n e´ sime´trica e pertence ao conjunto {P1, ..., PN} e λ ∈ RN e´ um
elemento do conjunto convexo
Λ =
{
λ ∈ RN :
N∑
i=1
λi = 1 , λi ≥ 0
}
(3.3)
Um aspecto relevante a ser considerado na definic¸a˜o da func¸a˜o (3.2) e´ o fato de que ela na˜o
e´ diferencia´vel para todo x ∈ Rn. Definindo o seguinte conjunto I(x) = {i : v(x) = x′Pix},
podemos observar que o mesmo conte´m mais de um elemento nos pontos onde a func¸a˜o (3.2)
na˜o e´ diferencia´vel, ja´ que nestes pontos a minimizac¸a˜o indicada em (3.2) na˜o e´ u´nica.
O objetivo principal deste cap´ıtulo consiste em encontrar g(x(t)) : Rn → N, e as condic¸o˜es
para que a regra de comutac¸a˜o dada por
σ(t) = g(x(t)) (3.4)
fac¸a com que a origem do sistema (3.1) seja um ponto de equil´ıbrio globalmente assintotica-
mente esta´vel. O teorema seguinte utiliza a func¸a˜o (3.2) e uma classe de matrizes de Metzler
denotada por M, consistindo de todas as matrizes Π ∈ RN×N , tais que
πij ≥ 0 , ∀ i 6= j,
N∑
i=1
πij = 0, ∀ j (3.5)
de forma a encontrar condic¸o˜es suficientes para a estabilidade assinto´tica de (3.1) que asse-
gurem um custo garantido de desempenho. Observe que para qualquer matriz de Metzler
M, todos os elementos da diagonal principal sa˜o na˜o positivos.
Teorema 3.1 Dado um conjunto de matrizes sime´tricas semidefinidas positivas {Q1, ..., QN},
se existir um conjunto de matrizes sime´tricas definidas positivas {P1, ..., PN} e Π ∈ M
satisfazendo as seguintes desigualdades de Lyapunov-Metzler
A′iPi + PiAi +
N∑
j=1
πjiPj +Qi < 0 , i ∈ N (3.6)
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enta˜o a lei de controle (3.4) com
g(x(t)) = arg min
i∈N
x(t)′Pix(t) (3.7)
faz com que a origem do sistema (3.1) seja um ponto de equil´ıbrio globalmente assintotica-
mente esta´vel e ∫ ∞
0
x(t)′Qσ(t)x(t)dt < min
i∈N
x′0Pix0 (3.8)
Prova: A prova esta´ apresentada em [Geromel & Colaneri, 2006]. Como a func¸a˜o (3.2) na˜o
e´ diferencia´vel para todo x ∈ Rn, utilizamos a derivada de Dini [Garg, 1998] a` direita. Por
definic¸a˜o, a derivada de Dini a` direita da func¸a˜o (3.2) e´ dada por
D+v(x(t)) = lim
h→0+
sup
v(x(t+ h))− v(x(t))
h
(3.9)
Em t ≥ 0 arbitra´rio, com σ(t) = i ∈ I(x(t)), o Teorema de Danskin fornece
D+v(x(t)) = lim
h→0+
v(x(t) + hAix(t))− v(x(t))
h
= min
l∈I(x(t))
x(t)′(A′iPl + PlAi)x(t)
≤ x(t)′(A′iPi + PiAi)x(t) (3.10)
Por outro lado, lembrando que x(t)′Pjx(t) ≥ x(t)′Pix(t) = v(x(t)) e que πji ≥ 0 para
todo i 6= j ∈ N, utilizando (3.6), obtemos
D+v(x(t)) < x(t)′
(
−
N∑
j=1
πjiPj −Qi
)
x(t)
< −
(
N∑
j=1
πji
)
x(t)′Pix(t)− x(t)′Qix(t)
< −x(t)′Qix(t)
< 0 (3.11)
Logo (3.11) prova que a origem do sistema (3.1) e´ globalmente assintoticamente esta´vel.
A determinac¸a˜o do limitante superior apresentado em (3.8) segue da desigualdade (3.11)
lembrando que σ(t) = i, ou seja,
D+v(x(t)) < −x(t)′Qσ(t)x(t) (3.12)
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Integrando ambos os lados de (3.12) de 0 a t e depois fazendo t→∞, obtemos (3.8), ja´ que
a estabilidade assinto´tica do sistema indica que v(x(t)) tende a zero quando t tende para o
infinito. 
A validade da desigualdade (3.8) nos permite encontrar um outro limitante superior para
o custo quadra´tico definido no Teorema 3.1, que embora seja mais conservador, pode ser mais
vantajoso computacionalmente. Assim, se
Pi − ρIn < 0 , i ∈ N (3.13)
enta˜o ∫ ∞
0
x(t)′Qσ(t)x(t)dt < min
i∈N
x′0Pix0
< ρx′0x0 (3.14)
Portanto, acrescentando as desigualdades (3.13) nas condic¸o˜es do Teorema 3.1, podemos
utilizar o limitante (3.14) ao inve´s de (3.8). A utilizac¸a˜o do limitante (3.14), embora pior,
pode ser mais vantajosa computacionalmente, ja´ que as LMIs apresentadas no Teorema 3.1
junto com (3.13) sa˜o calculadas apenas uma vez para cada condic¸a˜o inicial. Utilizando
o limitante (3.8), o ca´lculo das desigualdades (3.6) deve ser realizado N vezes para cada
condic¸a˜o inicial. Este aspecto esta´ ilustrado atrave´s dos dois exemplos a serem discutidos
em seguida nesta sec¸a˜o. Nestes exemplos, aplicamos as condic¸o˜es do Teorema 3.1 junto com
as desigualdades (3.13) para va´rias condic¸o˜es iniciais localizadas sobre uma circunfereˆncia de
raio 3 com centro na origem. Para qualquer condic¸a˜o inicial sobre esta circunfereˆncia, x′0x0 =
9 corresponde ao quadrado do raio e, portanto, o ca´lculo das desigualdades apresentadas no
Teorema 3.1 junto com (3.13) e´ realizado apenas uma vez para todas as condic¸o˜es iniciais
consideradas. Se, entretanto, utiliza´ssemos o limitante (3.8) ter´ıamos que realizar este ca´lculo
N vezes para cada condic¸a˜o inicial dada. Desta forma, a utilizac¸a˜o do limitante superior
(3.14) representa uma grande vantagem em tempo de processamento quando comparada a`
utilizac¸a˜o do limitante (3.8), embora seja importante salientar que, em geral, mini∈N x
′
0Pix0 ≪
ρx′0x0.
Um ponto relevante a ser levado em considerac¸a˜o no Teorema 3.1 e´ que as condic¸o˜es
definidas em [Geromel & Colaneri, 2006] asseguram a estabilidade do sistema inclusive na
presenc¸a de poss´ıveis modos deslizantes, ja´ que para cada t ≥ 0, I(x(t)) pode conter mais
de um elemento. Neste caso, σ(t) utiliza apenas um deles selecionado arbitrariamente dentre
os elementos de I(x(t)). Entretanto, quando o sistema opera em um modo deslizante, o
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resultado cla´ssico de Filippov estabelece que ele e´ governado pela equac¸a˜o diferencial x˙ =
(
∑
i∈I(x) αiAi)x para algum vetor α ∈ Ξ(x) sendo que o conjunto Ξ(x) e´ composto por todos
os vetores com componentes αi ≥ 0 para todo i ∈ I(x) tais que
∑
i∈I(x) αi = 1. Adotando o
mesmo procedimento de (3.10), para t ≥ 0 arbitra´rio e denotando x(t) = x para simplificar
a notac¸a˜o, obtemos
D+v(x) = lim
h→0+
v
(
x+ h(
∑
i∈I(x) αiAi)x
)
− v(x)
h
= min
l∈I(x)
∑
i∈I(x)
αix
′(A′iPl + PlAi)x
≤ max
α∈Ξ(x)
min
l∈I(x)
∑
i∈I(x)
αix
′(A′iPl + PlAi)x (3.15)
onde a maximizac¸a˜o indicada acima permite determinar a maior derivada direcional segundo
o vetor α ∈ Ξ(x). Portanto, invertendo a ordem dos operadores max e min, temos
D+v(x) ≤ min
l∈I(x)
max
α∈Ξ(x)
∑
i∈I(x)
αix
′(A′iPl + PlAi)x
≤ min
l∈I(x)
max
i∈I(x)
x′(A′iPl + PlAi)x
≤ max
i∈I(x)
x′(A′iPi + PiAi)x (3.16)
Finalmente, como na prova do teorema anterior, o fato de i ∈ I(x) faz com que D+v(x) < 0
para todo α ∈ Ξ(x). E´ interessante notar que o pior caso, de todos os modelos poss´ıveis, pre-
conizados por Filippov, ocorre para algum i ∈ I(x), isto e´ para algum vetor α correspondente
a algum ve´rtice do simplex Ξ(x).
Outro ponto relevante e´ que as condic¸o˜es apresentadas no Teorema 3.1 na˜o exigem ne-
nhuma propriedade de estabilidade das matrizes {A1, . . . , AN} tomadas individualmente. De
fato, podemos escrever as desigualdades (3.6) da seguinte forma
(
Ai +
πii
2
In
)′
Pi + Pi
(
Ai +
πii
2
In
)
+
N∑
i6=j=1
πjiPj +Qi < 0 (3.17)
para todo i ∈ N. Como Pi > 0, Qi ≥ 0 para todo i ∈ N e πji ≥ 0 para todo i 6= j ∈
N, verificamos que uma condic¸a˜o necessa´ria para a factibilidade de (3.17) e´ a estabilidade
assinto´tica das matrizes (Ai+(πii/2)In). Levando em conta que πii = −
∑N
j 6=i πji ≤ 0, i ∈ N,
na˜o e´ necessa´rio que as matrizes do conjunto {A1, . . . , AN} sejam assintoticamente esta´veis.
Vale ressaltar que a escolha da func¸a˜o de Lyapunov na˜o e´ u´nica. As condic¸o˜es para
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a estabilidade do sistema (3.1) podem ser obtidas atrave´s da utilizac¸a˜o de uma func¸a˜o de
Lyapunov diferente. Uma func¸a˜o bastante utilizada na literatura [Liberzon, 2003] e´
V (x) = max
i∈N
x′Pix = max
λ∈Λ
(
N∑
i=1
λix
′Pix
)
(3.18)
em que Pi e´ uma matriz sime´trica definida positiva pertencente ao conjunto {P1, ..., PN} e
λ ∈ RN corresponde a um elemento do conjunto Λ definido em (3.3). Neste caso, podemos
definir I(x) = {i : V (x) = x′Pix}.
Utilizando a func¸a˜o (3.18), uma condic¸a˜o necessa´ria para a estabilidade assinto´tica do
sistema (3.1) (a ser discutida a seguir) e´ que na˜o ocorra modos deslizantes 1. Sob esta hipo´tese,
as condic¸o˜es para a estabilidade do sistema (3.1) sa˜o obtidas substituindo as desigualdades
(3.6) do Teorema 3.1 por
A′iPi + PiAi −
N∑
j=1
πjiPj +Qi < 0 , i ∈ N (3.19)
e utilizando a regra de comutac¸a˜o (3.4) com
g(x(t)) = arg max
i∈N
x(t)′Pix(t) (3.20)
ao inve´s de (3.7). Para este caso, o limitante superior para o custo quadra´tico e´ dado por
∫ ∞
0
x(t)′Qσ(t)x(t)dt < max
i∈N
x′0Pix0 (3.21)
ao inve´s de (3.8).
De fato, para assegurar a estabilidade assinto´tica do sistema (3.1) utilizando a func¸a˜o
(3.18) e´ necessa´rio supor que o conjunto I(x(t)) contenha apenas um elemento para todo
t ≥ 0, ou seja, o resultado da maximizac¸a˜o indicada em (3.18) deve ser u´nico. Assumindo
esta hipo´tese, temos que a derivada de Dini da func¸a˜o (3.18) e´
D+V (x(t)) = max
l∈I(x(t))
x(t)′(A′iPl + PlAi)x(t) (3.22)
e como σ(t) = i ∈ N e´ o u´nico elemento de I(x(t)), enta˜o
D+V (x(t)) = x(t)′(A′iPi + PiAi)x(t) (3.23)
1do ingleˆs “sliding modes”
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Por outro lado, lembrando que neste caso x(t)′Pjx(t) ≤ x(t)′Pix(t) = V (x(t)) e que
πji ≥ 0 para todo i 6= j ∈ N, utilizando (3.19), obtemos
D+V (x(t)) < x(t)′
(
N∑
j=1
πjiPj −Qi
)
x(t)
<
(
N∑
j=1
πji
)
x(t)′Pix(t)− x(t)′Qix(t)
< −x(t)′Qix(t)
< 0 (3.24)
o que comprova a estabilidade assinto´tica global do sistema em estudo. A determinac¸a˜o do
limitante superior para o custo quadra´tico segue de (3.24). Nesta desigualdade, para σ(t) = i
temos D+V (x(t)) < −x(t)′Qσ(t)x(t), cuja integrac¸a˜o de 0 a t, para t → ∞, uma vez que
V (x(∞)) = 0, leva a (3.21).
Note que, a utilizac¸a˜o da func¸a˜o de Lyapunov (3.18), na˜o garante a estabilidade diante
da eventual existeˆncia de modos deslizantes. De fato, se porventura I(x(t)) tiver mais de um
elemento, mas for assegurada a inexisteˆncia de modos deslizantes, enta˜o a estabilidade ainda
e´ garantida mesmo que a derivada (3.22) seja positiva no instante da comutac¸a˜o. Isto ocorre
pois esta derivada torna-se negativa no instante imediatamente posterior e assim permanece
por um determinado intervalo de tempo. Assim sendo, conclui-se que a estabilidade as-
sinto´tica ainda pode ser garantida desde que testes suplementares garantam a na˜o ocorreˆncia
de modos deslizantes [Ishii et al., 2005]. Infelizmente, estes testes sa˜o muito dif´ıceis de serem
realizados sobretudo quando o nu´mero de subsistemas e´ maior do que dois. Finalmente, note
que a existeˆncia de modos deslizantes faz com que I(x(t)) necessariamente contenha mais de
um elemento, na˜o sendo poss´ıvel, portanto, assegurar a validade de (3.24).
De acordo com o Teorema 3.1, as condic¸o˜es para a estabilidade assinto´tica do sistema
(3.1) dependem da soluc¸a˜o das desigualdades de Lyapunov-Metzler. Estas desigualdades
possuem natureza na˜o-convexa devido ao produto das varia´veis (Π, {P1, ..., PN}) e na˜o e´
poss´ıvel resolveˆ-las atrave´s de softwares dispon´ıveis na literatura para a soluc¸a˜o de LMIs.
No entanto, em [Geromel & Colaneri, 2006] foi proposta uma versa˜o alternativa que pode
ser resolvida utilizando LMIs e uma busca unidimensional. Esta condic¸a˜o, embora seja mais
conservadora, e´ mais fa´cil de ser resolvida pois permite a utilizac¸a˜o de softwares dispon´ıveis
na literatura. A condic¸a˜o baseia-se em uma subclasse de matrizes de Metzler com elementos
iguais na diagonal principal.
Para sistemas com apenas dois modos de comutac¸a˜o (N = 2), as condic¸o˜es do Teorema
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3.1 podem ser resolvidas sem um grande esforc¸o computacional realizando-se uma busca
bidimensional envolvendo duas varia´veis independentes, que correspondem aos elementos
fora da diagonal principal da matriz Π ∈ M. Este ponto sera´ ilustrado atrave´s do Exemplo
3.1. Se, entretanto, o sistema tiver mais de dois modos de comutac¸a˜o, sua soluc¸a˜o atrave´s das
condic¸o˜es do Teorema 3.1 torna-se bastante complicada, sendo oportuno utilizar as condic¸o˜es
apresentadas no teorema a seguir.
Teorema 3.2 Dado um conjunto de matrizes sime´tricas semidefinidas positivas {Q1, ..., QN},
se existir um conjunto de matrizes sime´tricas definidas positivas {P1, ..., PN} e um escalar
positivo γ satisfazendo as desigualdades modificadas de Lyapunov-Metzler
A′iPi + PiAi + γ(Pj − Pi) +Qi < 0 , j 6= i ∈ N (3.25)
enta˜o a lei de controle definida por (3.4) e (3.7) faz com que a origem do sistema (3.1) seja
globalmente assintoticamente esta´vel e
∫ ∞
0
x(t)′Qσ(t)x(t)dt <
N∑
i=1
x′0Pix0 (3.26)
Prova: A prova esta´ apresentada em [Geromel & Colaneri, 2006]. Utilizamos uma subclasse
de matrizes de Metzler com os mesmos elementos na diagonal principal, isto e´, πii = −γ,
i ∈ N. Logo
γ−1
N∑
j 6=i=1
πji = 1 (3.27)
Levando em conta que πji ≥ 0 para todo i 6= j ∈ N, multiplicando (3.25) por πji, somando
para todos os elementos j 6= i ∈ N e finalmente multiplicando por γ−1, obtemos
A′iPi + PiAi +Qi < −
N∑
j 6=i=1
πji(Pj − Pi)
< −
N∑
j=1
πjiPj (3.28)
para todo i ∈ N. Note que as desigualdades (3.28) sa˜o as mesmas que as apresentadas em
(3.6), o que prova o teorema proposto.
A desigualdade (3.26) e´ satisfeita uma vez que representa uma condic¸a˜o pior que a apre-
sentada no Teorema 3.1. Ou seja, como (3.26) e´ um limitante superior de (3.8), enta˜o se
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(3.8) e´ satisfeita, (3.26) tambe´m e´ va´lida. 
De forma semelhante, se assegurarmos a inexisteˆncia de modos deslizantes e utilizarmos a
func¸a˜o de Lyapunov (3.18), podemos obter condic¸o˜es mais conservadoras que as desigualdades
(3.19). Estas condic¸o˜es sa˜o encontradas substituindo (3.25) por
A′iPi + PiAi + γ(Pi − Pj) +Qi < 0 , i 6= j ∈ N (3.29)
e utilizando a regra de comutac¸a˜o (3.4) com (3.20). O limitante superior para o custo
quadra´tico e´ (3.21). Os exemplos a seguir ilustram a teoria discutida nesta sec¸a˜o.
Exemplo 3.1 Este exemplo foi extra´ıdo de [Bacciotti, 2004]. Considere o sistema (3.1) com
N = 2 e matrizes {A1, A2}, ambas insta´veis, dadas por
A1 =
[
−1 0
0 1
]
, A2 =
[
1 0
0 −7
]
(3.30)
Para condic¸o˜es iniciais em torno da circunfereˆncia de raio 3, x0 = [3cos(ϑ) 3sin(ϑ)]
′, com
ϑ ∈ (0, 2π), e Q1 = Q2 = I2, utilizamos as condic¸o˜es do Teorema 3.1 para fazer com que a
origem do sistema seja globalmente assintoticamente esta´vel. Como se trata de sistemas de
segunda ordem, as propriedades das matrizes de Metzler nos permitem escrever que π11 =
−π21 ≤ 0 e π22 = −π12 ≤ 0, de forma que as desigualdades (3.6) tornam-se
A′1P1 + P1A1 + π21(P2 − P1) +Q1 < 0 (3.31)
A′2P2 + P2A2 + π12(P1 − P2) +Q2 < 0 (3.32)
Neste exemplo, acrescentamos as desigualdades (3.13) nas condic¸o˜es do Teorema 3.1 e
utilizamos a func¸a˜o objetivo (3.14) ao inve´s de (3.8). Apo´s uma busca bidimensional, en-
contramos π21 = 5 e π12 = 10. Utilizando estes valores de π21 e π12 as LMIs (3.31), (3.32),
ofereceram como resultado as seguintes matrizes sime´tricas definidas positivas
P1 =
[
2.1667 0.0000
0.0000 2.1072
]
, P2 =
[
2.8333 0.0000
0.0000 0.9575
]
(3.33)
Utilizando as matrizes P1 e P2, a regra de comutac¸a˜o (3.4) com (3.7) foi implementada. A
Figura 3.1 representa o plano de fase do sistema com as superf´ıcies de comutac¸a˜o destacadas.
Estas superf´ıcies foram obtidas lembrando que no instante da comutac¸a˜o x′P1x = x
′P2x.
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Desta forma, considerando que x′(P1 − P2)x = x′U ′ΥUx = 0, em que Υ representa a matriz
dos autovalores de (P1−P2) e U e´ uma matriz unita´ria formada pelos autovetores correspon-
dentes, temos que uma condic¸a˜o necessa´ria para que haja comutac¸a˜o e´ que os autovalores
de Υ possuam sinais opostos. De fato, se a matriz Υ for definida positiva, enta˜o σ(t) = 2,
uma vez que x′P1x > x
′P2x para qualquer x(t), t ≥ 0, caso contra´rio, σ(t) = 1 para todo
x(t), t ≥ 0, e em ambos os casos na˜o haveria comutac¸a˜o.
−4 −3 −2 −1 0 1 2 3 4
−4
−3
−2
−1
0
1
2
3
4 plano de fase
sup. comutac¸a˜o
x1
x
2
Figura 3.1: Plano de fase (Exemplo 3.1).
Neste contexto, podemos considerar y = Ux e desta forma escrever a equac¸a˜o x′U ′ΥUx =
y′Υy = 0 como [
y1 y2
] [ α 0
0 β
][
y1
y2
]
= 0 (3.34)
Resolvendo (3.34) obtemos y1 = ±
√−β/α y2, em que √−β/α e´ um nu´mero real, ja´ que β
e α possuem sinais opostos, portanto
[
y1
y2
]
=
[
±
√
−β/α
1
]
µ (3.35)
para µ ∈ R. Lembrando que y = Ux, temos que as retas de comutac¸a˜o sa˜o as seguintes
x = U ′
[ √
−β/α
1
]
µ (3.36)
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Figura 3.2: Trajeto´ria dos estados x1(t) e x2(t) (Exemplo 3.1).
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Figura 3.3: Custos para o sistema do Exemplo 3.1.
e
x = U ′
[
−
√
−β/α
1
]
µ (3.37)
Para o caso deste exemplo α = −0.6667 e β = 1.1497. A Figura 3.2 representa as trajeto´rias
dos estados x1(t) e x2(t) e a Figura 3.3 representa o custo funcional para cada condic¸a˜o inicial,
bem como o custo garantido do sistema. Como pode ser observado, as condic¸o˜es impostas
pelo Teorema 3.1, utilizando (3.14) ao inve´s de (3.8), asseguram que a origem do sistema
seja um ponto de equil´ıbrio globalmente assintoticamente esta´vel, com custo garantido igual
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a 25.5. 
Para o Exemplo 3.1, se utiliza´ssemos as condic¸o˜es apresentadas no Teorema 3.2, na˜o
seria poss´ıvel encontrar um valor de γ que garanta a factibilidade das LMIs (3.25). De fato,
as condic¸o˜es apresentadas no Teorema 3.2 sa˜o mais conservadoras que as apresentadas no
Teorema 3.1. No entanto, como ja´ foi ressaltado, quando o nu´mero de modos de comutac¸a˜o
e´ maior do que dois, a utilizac¸a˜o do Teorema 3.1 torna-se bastante dif´ıcil e o Teorema 3.2
representa uma boa opc¸a˜o. Para efeito de comparac¸a˜o, o exemplo a seguir ilustra a aplicac¸a˜o
das condic¸o˜es do Teorema 3.2 para um sistema com dois modos de operac¸a˜o.
Exemplo 3.2 Este exemplo foi extra´ıdo de [Geromel & Colaneri, 2006]. Nosso objetivo con-
siste em verificar as condic¸o˜es de estabilidade propostas pelo Teorema 3.2 e, posteriormente,
as condic¸o˜es obtidas atrave´s da utilizac¸a˜o da func¸a˜o de Lyapunov (3.18).
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Figura 3.4: Plano de fase (Exemplo 3.2).
Considere o sistema (3.1) com N = 2 e matrizes {A1, A2} dadas por
A1 =
[
0 1
2 −9
]
, A2 =
[
0 1
−2 2
]
(3.38)
Por simples inspec¸a˜o nota-se que ambas as matrizes sa˜o insta´veis. Para condic¸o˜es iniciais
sobre a circunfereˆncia de raio 3, com Q1 = Q2 = I2 e γ = 11.8, aplicamos as condic¸o˜es do
Teorema 3.2, acrescentando as desigualdades (3.13) e utilizando como func¸a˜o objetivo (3.14),
obtendo como resultado as seguintes matrizes sime´tricas definidas positivas
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Figura 3.5: Trajeto´ria dos estados x1(t) e x2(t) (Exemplo 3.2).
P1 =
[
6.7196 1.6293
1.6293 1.0222
]
, P2 =
[
6.0826 2.1293
2.1293 2.2206
]
(3.39)
Utilizando as matrizes acima, a regra de comutac¸a˜o (3.4) com (3.7) foi implementada. A
Figura 3.4 apresenta o plano de fase do sistema com as superf´ıcies de comutac¸a˜o destacadas.
Estas superf´ıcies foram calculadas da mesma forma que no exemplo anterior, sendo que neste
caso α = −1.3258 e β = 0.7644. A Figura 3.5 representa as trajeto´rias dos estados x1(t) e
x2(t). A Figura 3.6 apresenta o custo funcional do sistema para cada condic¸a˜o inicial e os
custos garantidos obtidos utilizando as condic¸o˜es dos Teoremas 3.1 e 3.2 com (3.14) ao inve´s de
(3.8) e (3.26), respectivamente. Podemos notar que, de fato, as condic¸o˜es do Teorema 3.2, com
(3.14), fizeram com que a origem seja um ponto de equil´ıbrio globalmente assintoticamente
esta´vel assegurando um custo garantido de 64.3739. Para fins de comparac¸a˜o, podemos
observar na Figura 3.6, que o custo garantido obtido pelo Teorema 3.1 com a func¸a˜o objetivo
(3.14) e com π21 = 110 e π12 = 49, e´ igual a 19.1831. Como esperado, este custo e´ menor
que o obtido utilizando as condic¸o˜es mais conservadoras fornecidas pelo Teorema 3.2 com o
mesmo limitante (3.14).
Estudamos o mesmo sistema, utilizando as condic¸o˜es de estabilidade obtidas atrave´s da
func¸a˜o de Lyapunov (3.18). Podemos verificar que, para fins de estabilidade, as seguintes
matrizes sime´tricas definidas positivas
P1 =
[
0.0573 −0.5792
−0.5792 5.9542
]
, P2 =
[
0.0177 0.1362
0.1362 4.3650
]
(3.40)
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Figura 3.6: Custos para o sistema do Exemplo 3.2.
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Figura 3.7: Plano de fase (Exemplo 3.2).
satisfazem as desigualdades A′iPi + PiAi + γ(Pi − Pj) < 0 ∀ i ∈ N.
Assim, com as mesmas condic¸o˜es iniciais e o mesmo valor de γ utilizado anteriormente,
aplicamos a regra de comutac¸a˜o (3.20), obtendo o plano de fase apresentado na Figura 3.7.
Nesta figura tambe´m esta˜o destacadas as superf´ıcies de comutac¸a˜o do sistema, sendo que
para este caso α = −0.2402 e β = 1.8690.
A Figura 3.8 representa as trajeto´rias x1(t) e x2(t). Note que, assim como no caso anterior
o sistema apresentou modos deslizantes, mas neste caso, como ja´ foi discutido anteriormente,
- 29 -
3.2. Perturbac¸o˜es Impulsivas 30
0 1 2 3 4 5 6 7 8
−4
−3
−2
−1
0
1
2
3
4
t
x
1
(t
)
0 0.2 0.4 0.6 0.8 1 1.2 1.4
−3
−2
−1
0
1
2
3
t
x
2
(t
)
Figura 3.8: Trajeto´ria dos estados x1(t) e x2(t) (Exemplo 3.2).
na˜o foi poss´ıvel garantir a estabilidade assinto´tica da origem. 
Os Exemplos 3.1 e 3.2 ilustram os mais diversos aspectos teo´ricos abordados ate´ aqui.
Na pro´xima sec¸a˜o, estes conceitos sa˜o generalizados para lidar com sistemas sujeitos a per-
turbac¸o˜es impulsivas, onde sera´ definido um custo funcional e condic¸o˜es para o ca´lculo de
um limitante inferior para este crite´rio.
3.2 Perturbac¸o˜es Impulsivas
Nesta sec¸a˜o, desejamos estudar sistemas descritos pela seguinte equac¸a˜o de estado
x˙(t) = Aσ(t)x(t) +Gσ(t)w(t) , x(0) = 0 (3.41)
ξ(t) = Cσ(t)x(t) (3.42)
em que a cada instante de tempo a regra de comutac¸a˜o σ(t) ∈ N determina um elemento
Aσ(t) ∈ Rn×n, Gσ(t) ∈ Rn×m e Cσ(t) ∈ Rp×n de cada conjunto {A1, · · · , AN}, {G1, · · · , GN} e
{C1, · · · , CN}, respectivamente. Para cada θ = 1, · · · ,m, uma entrada externa w(t) = eθδ(t),
com eθ representando a θ-e´sima coluna da matriz identidade Im, e´ aplicada e a correspondente
sa´ıda controlada ξθ(t) e´ obtida, de acordo com uma pol´ıtica de comutac¸a˜o σ(t) considerada.
Levando em conta que o custo para cada canal θ = 1, . . . ,m e´ igual a ‖ξθ‖22, podemos
definir o custo funcional do sistema (3.41)-(3.42), associado a uma regra de comutac¸a˜o σ(t),
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como a soma das contribuic¸o˜es dos custos de todos os canais, ou seja,
Θ(σ) =
m∑
θ=1
||ξθ||22 (3.43)
E´ importante salientar que na auseˆncia de comutac¸a˜o, Θ(σ) coincide com o quadrado
da norma H2 da func¸a˜o de transfereˆncia entre a entrada w(t) e a sa´ıda ξ(t). O teorema a
seguir apresenta as condic¸o˜es para a estabilidade assinto´tica global do sistema (3.41)-(3.42)
de forma a assegurar um custo garantido de desempenho.
Teorema 3.3 Para o sistema (3.41)-(3.42), se existir um conjunto de matrizes sime´tricas de-
finidas positivas {P1, ..., PN} e Π ∈M satisfazendo as seguintes desigualdades de Lyapunov-
Metzler
A′iPi + PiAi +
N∑
j=1
πjiPj + C
′
iCi < 0 , i ∈ N (3.44)
enta˜o a lei de controle definida por (3.4) e (3.7) faz com que a origem seja um ponto de
equil´ıbrio globalmente assintoticamente esta´vel e
Θ(σ) < min
i∈N
tr(G′σ(0)PiGσ(0)) (3.45)
Prova: Podemos observar que o sistema (3.41)-(3.42) e´ equivalente ao sistema (3.1), se forem
feitas as seguintes modificac¸o˜es w(t) = 0 e x(0) = Gσ(0)eθ, sendo que θ corresponde a um dos
canais θ = 1, · · · ,m. Esta equivaleˆncia pode ser comprovada integrando ambos os lados de
(3.41), ou seja, ∫ t
0
x˙(τ)dτ =
∫ t
0
(
Aσ(τ)x(τ) +Gσ(τ)eθδ(τ)
)
dτ (3.46)
Considerando que a condic¸a˜o inicial antes da aplicac¸a˜o do impulso e´ representada por x(0) e
que x(0+) representa a condic¸a˜o inicial imediatamente apo´s a sua aplicac¸a˜o, temos
x(t)− x(0) =
∫ t
0
Aσ(τ)x(τ)dτ +Gσ(0)eθ (3.47)
Como x(0) = 0, o sistema (3.41)-(3.42) pode ser representado, alternativamente, pelas se-
guintes equac¸o˜es no espac¸o de estados
x˙(t) = Aσ(t)x(t) , x(0
+) = Gσ(0)eθ (3.48)
ξ(t) = Cσ(t)x(t) (3.49)
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A equivaleˆncia entre a equac¸a˜o (3.48) e o sistema (3.1) permite utilizar as condic¸o˜es de
estabilidade propostas no Teorema 3.1, substituindo Qi por C
′
iCi para todo i ∈ N, para
assegurar a estabilidade do sistema (3.41)-(3.42). Para a obtenc¸a˜o do limitante superior
(3.45) podemos fazer as seguintes considerac¸o˜es. Uma vez que a derivada de Dini (derivada
direcional) satisfaz
D+(v(x(t))) < −ξ(t)′ξ(t) (3.50)
podemos representar o sistema (3.41)-(3.42) por (3.48)-(3.49), com x0 = Gσ(0)eθ ∈ Rn, para
algum θ = 1, · · · ,m. Assim procedendo, temos que a sa´ıda correspondente satisfaz ‖ξ‖22 <
v(x0) = mini∈N x
′
0Pix0. Consequ¨entemente,
Θ(σ) <
m∑
θ=1
min
i∈N
e′θG
′
σ(0)PiGσ(0)eθ
< min
i∈N
m∑
θ=1
e′θG
′
σ(0)PiGσ(0)eθ
< min
i∈N
tr(G′σ(0)PiGσ(0)) (3.51)
o que prova o teorema proposto. 
Note que, assim como no caso da sec¸a˜o anterior, e´ bastante dif´ıcil encontrar uma soluc¸a˜o
para as desigualdades (3.44) devido ao produto das varia´veis (Π, {P1, . . . , PN}). Para con-
tornar esta dificuldade, podemos utilizar condic¸o˜es mais conservadoras que as obtidas no
Teorema 3.3. O teorema a seguir apresenta estas condic¸o˜es e se baseia na utilizac¸a˜o da
subclasse de matrizes de Metzler com elementos iguais na diagonal principal.
Teorema 3.4 Para o sistema (3.41)-(3.42), se existir um conjunto de matrizes sime´tricas
definidas positivas {P1, ..., PN} e um escalar positivo γ satisfazendo as seguintes desigualdades
modificadas de Lyapunov-Metzler
A′iPi + PiAi + γ(Pj − Pi) + C ′iCi < 0 , j 6= i ∈ N (3.52)
enta˜o a lei de controle definida por (3.4) e (3.7) faz com que a origem seja um ponto de
equil´ıbrio globalmente assintoticamente esta´vel e
Θ(σ) < min
i∈N
tr(G′σ(0)PiGσ(0)) (3.53)
Prova: A demonstrac¸a˜o deste teorema segue o mesmo procedimento adotado na prova do
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Teorema 3.2, ou seja, considerando πii = −γ e levando em conta que πji ≥ 0 para todo
i 6= j ∈ N, multiplicando (3.52) por πji, somando para todos os elementos j 6= i ∈ N e
finalmente multiplicando por γ−1, obtemos (3.44), o que prova o teorema proposto. 
Uma discussa˜o relevante refere-se a` determinac¸a˜o do valor de σ(0). Note que no instante
t = 0, imediatamente anterior a` aplicac¸a˜o do impulso, a regra de comutac¸a˜o (3.4) com (3.7)
e´ igual a
σ(0) = g(x(0)) = arg min
i∈N
x(0)′Pix(0) (3.54)
Como x(0) = 0 em (3.41)-(3.42), enta˜o σ(0) pode assumir qualquer valor arbitra´rio i ∈ N.
Ou seja, podemos escolher σ(0) ∈ N de forma conveniente para reduzir o custo garantido
que aparece no lado direito de (3.53). Assim procedendo, podemos limitar Θ(σ) da seguinte
maneira
Θ(σ) < min
i,j∈N
inf
γ>0
inf
Pi>0∈Φ(γ)
tr(G′jPiGj) (3.55)
em que Φ(γ) representa o conjunto de soluc¸o˜es fact´ıveis de (3.52) para γ > 0 fixado.
Uma vez que determinamos condic¸o˜es suficientes para a estabilidade assinto´tica da ori-
gem, precisamos analisar a qualidade do resultado obtido. Uma maneira de fazer isto, e´
determinando a distaˆncia entre ambos os lados da desigualdade (3.53). No entanto, esta
determinac¸a˜o na˜o e´ uma tarefa fa´cil, dada a natureza complexa do sistema dinaˆmico em
questa˜o. Assim, propomos condic¸o˜es para o ca´lculo de um limitante inferior para o custo
Θ(σ), de tal forma que utilizando este limitante podemos ter uma ide´ia da proximidade entre
o custo garantido e o valor real do custo funcional Θ(σ), sem a necessidade de calcular Θ(σ)
explicitamente. Em [Spinelli et al., 2006] e´ apresentado o ca´lculo de um limitante inferior
para o custo que aparece do lado esquerdo de (3.8) referente ao sistema (3.1).
Os pro´ximos teoremas apresentam condic¸o˜es para o ca´lculo de um limitante inferior para
Θ(σ) utilizando uma estrate´gia mais simples que a apresentada em [Spinelli et al., 2006].
Teorema 3.5 Para o sistema (3.41)-(3.42), se existir um conjunto de matrizes sime´tricas de-
finidas positivas {P1, . . . , PN} e Π ∈M satisfazendo as seguintes desigualdades de Lyapunov-
Metzler
A′qPi + PiAq +
N∑
j=1
πjiPj + C
′
qCq > 0 , i, q ∈ N (3.56)
enta˜o para qualquer lei de comutac¸a˜o estabilizante, a seguinte desigualdade e´ verdadeira
Θ(σ) > max
i∈N
tr(G′σ(0)PiGσ(0)) (3.57)
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Prova: Utilizando a func¸a˜o de Lyapunov (3.18), lembrando que I(x) = {i : V (x) = x′Pix}
e considerando σ(t) = q ∈ N estabilizante, temos
D+V (x(t)) = max
l∈I(x(t))
x(t)′(A′qPl + PlAq)x(t) (3.58)
a qual permite concluir que se i ∈ I(x(t)), enta˜o D+V (x(t)) ≥ x(t)′(A′qPi + PiAq)x(t). Por
outro lado, levando em conta que V (x(t)) = x(t)′Pix(t) ≥ x(t)′Pjx(t) e que πji ≥ 0 para
todo i 6= j ∈ N, utilizando (3.56), obtemos
D+V (x(t)) > x(t)′
(
−
N∑
j=1
πjiPj − C ′qCq
)
x(t)
> −x(t)′C ′qCqx(t)
> −ξ(t)′ξ(t) (3.59)
que apo´s integrac¸a˜o em ambos os lados fornece V (x(0)) − V (x(∞)) < ‖ξ‖22. Considerando
(3.41)-(3.42), representado alternativamente por (3.48)-(3.49), com x0 = Gσ(0)eθ, para algum
θ = 1, · · · ,m, e levando em conta que a regra de comutac¸a˜o σ(t) estabiliza o sistema, temos
que a correspondente sa´ıda satisfaz ‖ξ‖22 > V (x0) = maxi∈N x′0Pix0, pois V (x(∞)) = 0.
Consequ¨entemente,
Θ(σ) >
m∑
θ=1
max
i∈N
e′θG
′
σ(0)PiGσ(0)eθ
> max
i∈N
m∑
θ=1
e′θG
′
σ(0)PiGσ(0)eθ
> max
i∈N
tr(G′σ(0)PiGσ(0)) (3.60)
o que prova o teorema proposto. 
Assim como foi observado nos teoremas anteriores, e´ muito dif´ıcil realizar o ca´lculo das de-
sigualdades (3.56), devido ao produto das varia´veis (Π, {P1, . . . , PN}). No entanto, o teorema
seguinte propo˜e o ca´lculo de um limitante inferior utilizando uma versa˜o mais conservadora
das desigualdades de Lyapunov-Metzler apresentadas no teorema anterior.
Teorema 3.6 Para o sistema (3.41)-(3.42), se existir um conjunto de matrizes sime´tricas de-
finidas positivas {P1, . . . , PN} e um escalar positivo γ satisfazendo as seguintes desigualdades
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modificadas de Lyapunov-Metzler
A′qPi + PiAq + γ(Pj − Pi) + C ′qCq > 0 , i 6= j, q ∈ N (3.61)
enta˜o para qualquer lei de comutac¸a˜o estabilizante, a seguinte desigualdade e´ verdadeira
Θ(σ) > max
i∈N
tr(G′σ(0)PiGσ(0)) (3.62)
Prova: A demonstrac¸a˜o deste teorema segue o mesmo procedimento adotado na prova do
Teorema 3.2. Ou seja, considerando que πii = −γ e levando em conta que πji ≥ 0 para
todo i 6= j ∈ N, multiplicando (3.61) por πji, somando para todos os elementos j 6= i ∈ N e
finalmente multiplicando por γ−1, obtemos (3.56), o que prova o teorema proposto. 
Note que e´ poss´ıvel maximizar o limitante inferior apresentado do lado direito de (3.62)
atrave´s da seguinte desigualdade
Θ(σ) > max
i∈N
sup
γ>0
sup
Pi>0∈Ω(γ)
tr(G′σ(0)PiGσ(0)) (3.63)
em que Ω(γ) representa o conjunto de soluc¸o˜es fact´ıveis de (3.56) para γ > 0 fixado. Para o
ca´lculo do limitante inferior, o valor de Gσ(0) e´ tomado igual a`quele utilizado na determinac¸a˜o
do limitante superior, por exemplo, o valor de Gj que ofereceu o menor custo do lado direito
de (3.55). O exemplo seguinte ilustra a teoria apresentada nesta sec¸a˜o.
Exemplo 3.3 Este exemplo foi extra´ıdo de [Geromel et al., 2007]. Desejamos aplicar as
condic¸o˜es apresentadas no Teorema 3.4 e fazer com que o ponto de equil´ıbrio x = 0 de
(3.41)-(3.42), com
A1 =


0 1 0
0 0 1
−2 −2 0

 , A2 =


0 1 0
0 0 1
0 −2 −2

 , G1 = G2 = G =


1 0
−1 −1
0 1


C1 =


1 0 0
0 1 0
0 0
√
2

 , C2 =


√
2 0 0
0 1 0
0 0 1


seja globalmente assintoticamente esta´vel, bem como utilizar as condic¸o˜es apresentadas no
Teorema 3.6 para obter um limitante inferior para o custo funcional (3.43). Note que cada
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subsistema isolado e´ insta´vel. Para γ = 200, o seguinte problema de otimizac¸a˜o foi resolvido
min
i∈N
inf
Pi>0∈Φ(200)
{ tr(G′PiG) : (3.52)} (3.64)
resultando nas seguintes matrizes sime´tricas definidas positivas
P1 =


3.5511 3.5765 0.7500
3.5765 6.8926 2.0458
0.7500 2.0458 2.8212


(3.65)
P2 =


3.5611 3.5867 0.7603
3.5867 6.8927 2.0358
0.7603 2.0358 2.7908


A partir das matrizes P1 e P2, a regra de comutac¸a˜o (3.4) com (3.7) foi implementada.
As trajeto´rias das varia´veis de estado x(t) ∈ R3 em func¸a˜o do tempo considerando uma
perturbac¸a˜o impulsiva no primeiro canal, ou seja, w(t) = e1δ(t), com e1 sendo a primeira
coluna da matriz identidade, esta˜o apresentadas na Figura 3.9. As condic¸o˜es do Teorema 3.4
fizeram com que a origem seja um ponto de equil´ıbrio globalmente assintoticamente esta´vel
e o custo garantido foi de 8.8925.
Utilizando as condic¸o˜es do Teorema 3.6 obtivemos um limitante inferior para o custo
funcional Θ(σ) igual a 4.2503. Assim, a origem do sistema foi globalmente estabilizada com
o custo funcional na faixa de 4.2503 ≤ Θ(σ) ≤ 8.8925. 
Nesta sec¸a˜o, determinamos condic¸o˜es suficientes para o estudo da estabilidade de sistemas
dinaˆmicos lineares com comutac¸a˜o, sujeitos a perturbac¸o˜es impulsivas e definimos um crite´rio
de desempenho Θ(σ) para estes sistemas. Com a finalidade de analisar a qualidade do
resultado obtido, propomos condic¸o˜es para o ca´lculo de um limitante inferior para Θ(σ), de
tal forma que seja poss´ıvel estimar a distaˆncia entre o valor real do custo funcional e o custo
garantido, sem que seja necessa´rio realizar explicitamente o ca´lculo de Θ(σ). Na pro´xima
sec¸a˜o, utilizamos o mesmo procedimento para o estudo de sistemas dinaˆmicos com comutac¸a˜o
e com uma entrada de controle via realimentac¸a˜o de estado da forma u = Kσ(t)x(t), tambe´m
sujeitos a perturbac¸o˜es impulsivas. Portanto, para estes sistemas existem duas varia´veis de
controle, a saber, a regra de comutac¸a˜o σ(t) e a entrada u = Kσ(t)x(t). Em cada instante de
tempo a regra de comutac¸a˜o seleciona um elemento do conjunto {K1, . . . , KN}, sendo que
cada Ki para i ∈ N, representa um ganho de realimentac¸a˜o a ser determinado.
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Figura 3.9: Estados do sistema (Exemplo 3.3).
3.3 Controle e Perturbac¸o˜es Impulsivas
Nesta sec¸a˜o, desejamos estudar sistemas descritos pelas seguintes equac¸o˜es no espac¸o de
estados
x˙(t) = Aσ(t)x(t) +Bσ(t)u(t) +Gσ(t)w(t) (3.66)
ξ(t) = Cσ(t)x(t) +Dσ(t)u(t) (3.67)
com condic¸o˜es iniciais nulas, em que a cada instante de tempo a regra de comutac¸a˜o σ(t) ∈
N determina um elemento Aσ(t) ∈ Rn×n, Bσ(t) ∈ Rn×r, Gσ(t) ∈ Rn×m, Cσ(t) ∈ Rp×n e
Dσ(t) ∈ Rp×r de cada conjunto {A1, · · · , AN}, {B1, · · · , BN}, {G1, · · · , GN}, {C1, · · · , CN}
e {D1, · · · , DN}, respectivamente. Para cada θ = 1, · · · ,m uma entrada externa w(t) =
eθδ(t) e´ aplicada e a correspondente sa´ıda controlada ξ
θ(t) e´ obtida segundo uma pol´ıtica de
comutac¸a˜o σ(t) considerada. A entrada de controle u(t) e´ descrita por
u(t) = Kσ(t)x(t) (3.68)
em que o ganho Kσ(t), a cada instante de tempo t ≥ 0, representa um elemento do conjunto
K = {K1, · · · , KN}, sendo que cada Ki ∈ Rr×n e´ uma varia´vel de controle a ser determinada.
A utilizac¸a˜o da entrada de controle (3.68) junto com a regra de comutac¸a˜o σ(t) permitem
estabilizar sistemas que na˜o sa˜o estabiliza´veis utilizando apenas uma das varia´veis individu-
almente. O Exemplo 3.4 apresentado no final desta sec¸a˜o ilustra bem este aspecto, uma vez
- 37 -
3.3. Controle e Perturbac¸o˜es Impulsivas 38
que a regra de comutac¸a˜o σ(t), sem a utilizac¸a˜o da entrada de controle u(t) na˜o e´ suficiente
para levar a origem do sistema para a estabilidade assinto´tica global.
Considerando a entrada de controle (3.68), o sistema (3.66)-(3.67) pode ser representado
pelas seguintes equac¸o˜es no espac¸o de estados
x˙(t) = (Aσ(t) +Bσ(t)Kσ(t))x(t) +Gσ(t)w(t) (3.69)
ξ(t) = (Cσ(t) +Dσ(t)Kσ(t))x(t) (3.70)
com condic¸o˜es iniciais nulas. O teorema a seguir apresenta as condic¸o˜es para a estabilidade
assinto´tica do sistema (3.66)-(3.67) de forma a assegurar um custo garantido de desempenho
para o custo funcional definido em (3.43).
Teorema 3.7 Para o sistema (3.66)-(3.67), se existirem conjuntos de matrizes sime´tricas
definidas positivas {X1, ..., XN} e {W1, ...,WN}, Π ∈ M, matrizes Zji ∀ j 6= i ∈ N e um
conjunto de matrizes {L1, ..., LN}, tais que as seguintes desigualdades sejam satisfeitas
 Li +
N∑
j 6=i=1
πjiZji XiC
′
i + L
′
iD
′
i
• −I

 < 0 , i ∈ N (3.71)
em que Li = AiXi +BiLi +XiA′i + L′iB′i,[
Zji +Xi Xi
• Xj
]
> 0 , i 6= j ∈ N (3.72)
e [
Wi G
′
σ(0)
• Xi
]
> 0 , i ∈ N (3.73)
enta˜o considerando Pi = X
−1
i , a lei de controle definida por (3.4) com (3.7) e Ki = LiX
−1
i
fazem com que a origem seja um ponto de equil´ıbrio globalmente assintoticamente esta´vel,
satisfazendo
Θ(σ) < min
i∈N
tr(Wi) (3.74)
Prova: Admitindo que as desigualdades (3.71) sejam va´lidas, levando em conta que Ki =
LiX
−1
i , aplicando o Complemento de Schur em (3.71) e, posteriormente, multiplicando ambos
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os lados por Pi = X
−1
i , obtemos
PiLiPi +
N∑
j 6=i=1
πjiPiZjiPi + (Ci +DiKi)
′(Ci +DiKi) < 0 (3.75)
para todo i ∈ N. Adicionalmente, admitindo que as desigualdades (3.72) sejam va´lidas,
aplicando o Complemento de Schur e, posteriormente, multiplicando ambos os lados por Pi,
obtemos
PiZjiPi > Pj − Pi (3.76)
Utilizando as desigualdades (3.75) e (3.76), lembrando que πji ≥ 0 para todo i 6= j ∈ N e
que
∑N
j 6=i=1 πij = −πii, temos
PiLiPi +
N∑
j=1
πjiPj + (Ci +DiKi)
′(Ci +DiKi) < 0 (3.77)
para todo i ∈ N. Note que as desigualdades (3.77), com PiLiPi = (Ai + BiKi)′Pi + Pi(Ai +
BiKi), representam a aplicac¸a˜o do Teorema 3.3 no sistema (3.69)-(3.70). Logo, o sistema
(3.66)-(3.67) tambe´m satisfaz o Teorema 3.3 levando a Θ(σ) < mini∈Ntr(G
′
σ(0)PiGσ(0)) que
junto com (3.73) permite obter (3.74), o que prova o teorema proposto. 
Uma outra forma de obter as condic¸o˜es para a estabilidade do sistema (3.66)-(3.67) esta´
descrita no teorema seguinte e consiste no ca´lculo dos ganhos {K1, · · · , KN} atrave´s da
soluc¸a˜o de uma equac¸a˜o de Riccati. Tratamos o caso mais simples caracterizado pelo fato de
assumirmos as condic¸o˜es de ortogonalidade C ′iDi = 0 e D
′
iDi > 0 para todo i ∈ N.
Teorema 3.8 Para o sistema (3.66)-(3.67) com C ′iDi = 0 e D
′
iDi > 0 para todo i ∈ N,
admita que exista um conjunto de matrizes sime´tricas definidas positivas {P1, ..., PN}, Π ∈M
tais que as seguintes equac¸o˜es de Riccati sejam satisfeitas
A′iPi + PiAi − PiBi(D′iDi)−1B′iPi + C ′iCi +
N∑
j=1
πjiPj = 0 , i ∈ N (3.78)
enta˜o, para os ganhos de realimentac¸a˜o que minimizam o custo funcional do sistema
Ki = −(D′iDi)−1B′iPi , i ∈ N (3.79)
a lei de controle definida por (3.4) e (3.7) faz com que a origem seja um ponto de equil´ıbrio
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globalmente assintoticamente esta´vel e
Θ(σ) < min
i∈N
tr(G′σ(0)PiGσ(0)) (3.80)
Prova: Utilizando as condic¸o˜es do Teorema 3.3 em (3.69)-(3.70), obtemos
Ji +
N∑
j=1
πjiPj + (Ci +DiKi)
′(Ci +DiKi) < 0 , i ∈ N (3.81)
com Ji = (Ai +BiKi)′Pi + Pi(Ai +BiKi). Aplicando a propriedade distributiva em (3.81) e
rearranjando os termos, obtemos
A′iPi + PiAi +
N∑
j=1
πjiPj + Ωi < 0, i ∈ N (3.82)
em que Ωi = K
′
iB
′
iPi + PiBiKi + (Ci +DiKi)
′(Ci +DiKi). Levando em conta que C
′
iDi = 0
e que D′iDi > 0 para todo i ∈ N, pode-se fatorar Ωi da seguinte forma
Ωi = (K
′
i + PiBi(D
′
iDi)
−1)(D′iDi)(Ki + (D
′
iDi)
−1B′iPi)−
−PiBi(D′iDi)−1B′iPi + C ′iCi (3.83)
Para que o custo do sistema seja mı´nimo, as matrizes Ωi, i ∈ N, devem ser as menores
poss´ıveis, o que e´ conseguido escolhendo-se os ganhos de acordo com (3.79) e convertendo em
igualdades as desigualdades dadas em (3.82). Desta forma, obtemos as equac¸o˜es de Riccati
(3.78).
Finalmente, a partir da aplicac¸a˜o do Teorema 3.3, Θ(σ) < mini∈N tr(G
′
σ(0)PiGσ(0)), o que
prova o teorema proposto. 
Note que as desigualdades (3.71) apresentadas no Teorema 3.7 sa˜o muito complicadas de
serem resolvidas devido a` natureza na˜o-convexa imposta pelo produto de varia´veis. Da mesma
forma, as equac¸o˜es de Riccati (3.78) tambe´m sa˜o dif´ıceis de serem resolvidas tendo em vista
o acoplamento das diversas varia´veis Pj, j ∈ N. No entanto, assim como foi feito nas sec¸o˜es
anteriores, podemos utilizar condic¸o˜es mais conservadoras que permitam resolver o problema,
utilizando LMIs e uma busca unidimensional ou, alternativamente, resolvendo-se as equac¸o˜es
de Riccati e tambe´m uma busca unidimensional. Os teoremas seguintes apresentam estas
verso˜es mais conservadoras dos Teoremas 3.7 e 3.8, respectivamente.
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Teorema 3.9 Para o sistema (3.66)-(3.67), se existirem conjuntos de matrizes sime´tricas de-
finidas positivas {X1, . . . , XN}, {W1, . . . ,WN}, um conjunto de matrizes {L1, . . . , LN} e um
escalar positivo γ satisfazendo as seguintes desigualdades modificadas de Lyapunov-Metzler


Li − γXi XiC ′i + L′iD′i γXi
• −I 0
• • −γXj

 < 0 , i 6= j ∈ N (3.84)
em que Li = AiXi +BiLi +XiA′i + L′iB′i e[
Wi G
′
σ(0)
• Xi
]
> 0 , i ∈ N (3.85)
enta˜o considerando Pi = X
−1
i , a lei de controle (3.4) com (3.7) e Ki = LiX
−1
i fazem com
que a origem seja um ponto de equil´ıbrio globalmente assintoticamente esta´vel, satisfazendo
Θ(σ) < min
i∈N
tr(Wi) (3.86)
Prova: Assumindo que as desigualdades (3.84) sejam satisfeitas, aplicando o Complemento
de Schur duas vezes e multiplicando o resultado de ambos os lados por X−1i , com Pi = X
−1
i
e Ki = LiX
−1
i , verificamos que o sistema (3.69)-(3.70) satisfaz o Teorema 3.4, levando a
Θ(σ) < mini∈Ntr(G
′
σ(0)PiGσ(0)), que junto com (3.85) permite obter (3.86), o que prova o
teorema proposto. 
Note que o menor valor do custo garantido pode ser obtido da seguinte maneira
Θ(σ) < min
i∈N
inf
γ>0
inf
Xi,Wi,Li∈∆(γ)
tr(Wi) (3.87)
em que ∆(γ) e´ o conjunto de soluc¸o˜es fact´ıveis de (3.84) e (3.85) para γ > 0 fixado. O
pro´ximo teorema apresenta a versa˜o mais conservadora do Teorema 3.8.
Teorema 3.10 Para o sistema (3.66)-(3.67) com C ′iDi = 0 e D
′
iDi > 0 para todo i ∈ N,
admita que exista um conjunto de matrizes sime´tricas definidas positivas {P1, ..., PN} e um
escalar positivo γ tais que as seguintes equac¸o˜es de Riccati sejam satisfeitas
A′iPi + PiAi − PiBi(D′iDi)−1B′iPi + C ′iCi + γ(Pj − Pi) = 0 , j 6= i ∈ N (3.88)
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enta˜o, para os ganhos de realimentac¸a˜o que minimizam o custo funcional do sistema
Ki = −(D′iDi)−1B′iPi , i ∈ N (3.89)
a lei de controle (3.4) com a func¸a˜o (3.7) faz com que a origem seja um ponto de equil´ıbrio
globalmente assintoticamente esta´vel, satisfazendo
Θ(σ) < min
i∈N
tr(G′σ(0)PiGσ(0)) (3.90)
Prova: A demonstrac¸a˜o deste teorema segue o mesmo procedimento adotado na prova do
Teorema 3.2. Ou seja, considerando que πii = −γ e levando em conta que πji ≥ 0 para
todo i 6= j ∈ N, multiplicando (3.88) por πji, somando para todos os elementos j 6= i ∈ N e
finalmente multiplicando por γ−1, obtemos (3.78), o que prova o teorema proposto. 
Para o caso do ca´lculo de Ki, i ∈ N, atrave´s das equac¸o˜es de Riccati, o custo garantido
mı´nimo pode ser obtido, alternativamente, da seguinte forma
Θ(σ) < min
i∈N
inf
γ>0
tr(G′σ(0)PiGσ(0)) (3.91)
onde, para cada γ > 0 dado, as matrizes P1, . . . , PN sa˜o soluc¸o˜es das equac¸o˜es de Riccati
(3.88).
Pelo mesmo motivo comentado nas sec¸o˜es anteriores, desejamos calcular um limitante
inferior para o custo funcional do sistema de forma a estimar a distaˆncia entre o custo
real e o custo garantido. Quanto maior a proximidade entre estes dois limitantes, mais
pro´ximo e´ o custo garantido do custo real. Neste caso, o ca´lculo de limitantes representa
uma boa estrate´gia para a ana´lise da qualidade do resultado obtido. Para sistemas com
comutac¸a˜o e controle via realimentac¸a˜o de estado, o ca´lculo do limitante inferior pode ser
feito utilizando diretamente as condic¸o˜es dos Teoremas 3.5 ou 3.6. Isto e´, as matrizes Aq e Cq
devem ser substitu´ıdas pelas matrizes Aq + BqKq e Cq +DqKq, ja´ que apo´s a aplicac¸a˜o dos
teoremas anteriores, os valores dos ganhos {K1, · · · , KN} sa˜o paraˆmetros conhecidos. Note
que para este caso, a dificuldade de s´ıntese esta´ concentrada na determinac¸a˜o de Θ(σ) e na˜o
na determinac¸a˜o dos ganhos de realimentac¸a˜o que definem o controle linear u(t) = Kσ(t)x(t).
O exemplo a seguir ilustra os resultados apresentados nesta sec¸a˜o.
Exemplo 3.4 Este exemplo foi inspirado no exemplo do artigo [Xie & Wang, 2005]. Deseja-
mos aplicar as condic¸o˜es apresentadas pelo Teorema 3.9 ao sistema (3.66)-(3.67) definido a
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partir das matrizes
A1 =
[
−5 0
0 8
]
, A2 =
[
3 0
0 −2
]
G1 =
[
2
2
]
, G2 =
[
1
1
]
, B1 =
[
4
0
]
, B2 =
[
0
2
]
,
C1 =
[
2 0
0 0
]
, C2 =
[
0 4
0 0
]
, D1 = D2 =
[
0
2
]
de tal forma a assegurar que a origem seja globalmente assintoticamente esta´vel, bem como
determinar limitantes inferior e superior (custo garantido) para o custo funcional (3.43). Note
que cada subsistema isolado e´ insta´vel e na˜o controla´vel.
Utilizando γ = 500 o problema de otimizac¸a˜o
min
i∈N
inf
Xi,Li,Wi∈∆(500)
{tr(Wi) : (3.84)− (3.85)} (3.92)
foi resolvido considerando σ(0) = 1 e σ(0) = 2. A soluc¸a˜o o´tima correspondente a σ(0) = 2
e´ dada por
P1 =
[
0.6232 −0.0001
−0.0001 14.1500
]
P2 =
[
0.6308 −0.0001
−0.0001 13.6972
]
K1 =
[
−0.6232 0.0001
]
K2 =
[
0.0001 −6.8486
]
Utilizando estas matrizes, a lei de controle (3.4) com (3.7) levou a origem do sistema para
a estabilidade assinto´tica global assegurando um custo garantido de 14.3278. A Figura 3.10
apresenta as trajeto´rias dos estados x(t) ∈ R2.
Para os ganhos de realimentac¸a˜o calculados, aplicamos diretamente as condic¸o˜es do Teo-
rema 3.6 e obtivemos um limitante inferior igual a 7.2892. Assim, as condic¸o˜es do Teorema
3.9 fizeram com que a origem seja globalmente assintoticamente esta´vel com o custo Θ(σ)
pertencente a` faixa 7.2892 ≤ Θ(σ) ≤ 14.3278.
Aplicando as condic¸o˜es do Teorema 3.9 com os ganhos de realimentac¸a˜o nulos e deixando
atuar apenas a regra de comutac¸a˜o σ(t), notamos que na˜o e´ poss´ıvel fazer com que a origem
seja globalmente assintoticamente esta´vel. Portanto, este exemplo mostra a importaˆncia da
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Figura 3.10: Estados do sistema (Exemplo 3.4).
s´ıntese conjunta de ambas as varia´veis de controle, σ(t) e u(t) = Kσ(t)x(t). 
Como observado neste exemplo, para os casos em que as condic¸o˜es apresentadas nas sec¸o˜es
anteriores na˜o asseguram a estabilidade assinto´tica da origem, recomenda-se a utilizac¸a˜o de
uma entrada de controle adicional u(t) = Kσ(t)x(t). Observe, entretanto, que todas as
varia´veis de estado devem ser conhecidas para cada t ≥ 0.
3.4 Considerac¸o˜es Finais
Neste cap´ıtulo, foram apresentadas condic¸o˜es suficientes para o estudo da estabilidade
de sistemas com comutac¸a˜o, cont´ınuos no tempo, de forma a assegurar um custo garantido
de desempenho. Estas condic¸o˜es dependem da soluc¸a˜o de um conjunto de desigualdades
de Lyapunov-Metzler, definidas em [Geromel & Colaneri, 2006], que possuem natureza na˜o-
convexa e, portanto, sa˜o dif´ıceis de serem resolvidas utilizando as ferramentas dispon´ıveis
na literatura. Para contornar este problema, foram propostas condic¸o˜es mais conservado-
ras, baseadas em uma subclasse de matrizes de Metzler com elementos iguais na diagonal
principal.
Na primeira sec¸a˜o, como introduc¸a˜o ao estudo do tema, foram reproduzidos alguns dos
resultados de [Geromel & Colaneri, 2006]. A func¸a˜o de Lyapunov escolhida e a regra de
comutac¸a˜o utilizada nesta dissertac¸a˜o foram aqui exibidas. Determinamos condic¸o˜es sufici-
entes para o estudo da estabilidade de sistemas dinaˆmicos com comutac¸a˜o, baseadas na mini-
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mizac¸a˜o de um limitante superior para o custo funcional, definido em [Geromel & Colaneri,
2006] e aqui reapresentado. Vale ressaltar que as condic¸o˜es obtidas garantem a estabilidade
inclusive na presenc¸a de modos deslizantes e na˜o exigem que nenhuma das matrizes do con-
junto {A1, . . . , AN} seja assintoticamente esta´vel. Nesta sec¸a˜o, tambe´m foram determinadas
condic¸o˜es suficientes para a estabilidade utilizando a func¸a˜o de Lyapunov (3.18), comumente
utilizada na literatura. Foi colocado em evideˆncia que utilizando esta func¸a˜o, na˜o e´ poss´ıvel
garantir a estabilidade em caso de modos deslizantes. Estes aspectos foram ilustrados atrave´s
de exemplos.
A segunda sec¸a˜o apresentou condic¸o˜es para o estudo de sistemas dinaˆmicos sujeitos a
perturbac¸o˜es impulsivas, sendo que um novo crite´rio de desempenho, denotado por Θ(σ), foi
definido. Vale ressaltar que na auseˆncia de comutac¸a˜o, o custo funcional Θ(σ) e´ igual a` norma
H2 do sistema dinaˆmico em considerac¸a˜o. Para analisar a qualidade do resultado obtido,
devido a dificuldade de calcular a regra de comutac¸a˜o o´tima, foram propostas condic¸o˜es
para a determinac¸a˜o de um limitante inferior para o crite´rio a ser minimizado. Assim,
quanto menor a folga entre os limitantes, menor e´ a distaˆncia entre o custo garantido e Θ(σ),
indicando melhor qualidade do resultado obtido.
Por u´ltimo, a terceira sec¸a˜o apresentou o estudo de sistemas lineares com comutac¸a˜o e
sujeitos a perturbac¸o˜es impulsivas. Para estes sistemas, existem duas varia´veis de controle,
a saber, a regra de comutac¸a˜o σ(t) e a entrada u(t) = Kσ(t)x(t). Foram apresentadas duas
maneiras alternativas de obter as condic¸o˜es de estabilidade para estes sistemas, a saber,
calculando os ganhos Ki, i ∈ N, utilizando programac¸a˜o convexa, ou obtendo-os atrave´s da
soluc¸a˜o de um conjunto de equac¸o˜es de Riccati acopladas. Para estes sistemas a utilizac¸a˜o
de duas varia´veis de controle pode melhorar o desempenho, ou permitir que sistemas que
na˜o sa˜o estabiliza´veis utilizando apenas um dos controles individualmente, possam tornar-
se estabiliza´veis pela interac¸a˜o de ambas as varia´veis. O exemplo apresentado nesta sec¸a˜o
ilustrou o caso de um sistema onde a regra de comutac¸a˜o determinada isoladamente e atuando
sem a entrada de controle u(t) na˜o foi suficiente para garantir a estabilidade assinto´tica do
mesmo.
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Cap´ıtulo 4
Controle H2 multi-objetivo
Neste cap´ıtulo, desejamos utilizar a potencialidade oferecida pela teoria de sistemas com
comutac¸a˜o, apresentada no cap´ıtulo anterior, para resolver problemas de controle H2 multi-
objetivo. Primeiramente, apresentamos alguns me´todos dispon´ıveis na literatura para a
soluc¸a˜o destes problemas, como por exemplo, o me´todo de [Khargonekar & Rotea, 1991] e de
[Eker & Malmborg, 1999]. Em seguida, descrevemos o problema no contexto de sistemas com
comutac¸a˜o e apresentamos a nossa proposta de soluc¸a˜o. O me´todo proposto e´ comparado
com os me´todos de [Khargonekar & Rotea, 1991] e de [Eker & Malmborg, 1999]. A teoria
e´ ilustrada atrave´s de um exemplo que consiste no projeto de uma regra de comutac¸a˜o
e de ganhos de realimentac¸a˜o para o controle de um triplo integrador com dois crite´rios
conflitantes. Os resultados aqui obtidos foram submetidos para a publicac¸a˜o em [Deaecto &
Geromel, 2007].
4.1 Definic¸a˜o do Problema
Considere o sistema linear invariante no tempo G com mu´ltiplas entradas e mu´ltiplas
sa´ıdas apresentado na Figura 4.1 e descrito pelas seguintes equac¸o˜es no espac¸o de estados
x˙ = Ax+Hw +Bu (4.1)
z = Cx+Du (4.2)
y = Ex+Gw (4.3)
com condic¸o˜es iniciais nulas. Os vetores x, u, w, z e y representam o estado, a entrada
de controle, a entrada externa, a sa´ıda controlada e a sa´ıda medida, respectivamente. As
matrizes H, C e D sa˜o particionadas de acordo com a partic¸a˜o do vetor de entrada w′ =
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w1
wN
u
z1
zN
y
G
...
...
Figura 4.1: Estrutura do sistema multi-objetivo.
[w′1 · · · w′N ] e do vetor de sa´ıda z′ = [z′1 · · · z′N ] da seguinte forma
H =
[
H1 · · · HN
]
(4.4)
e
C =


C1
...
CN

 , D =


D1
...
DN

 (4.5)
A sa´ıda medida y e´ conectada a` entrada de controle u atrave´s de uma func¸a˜o de transfereˆncia
K(s). Para cada i ∈ N existe uma func¸a˜o de transfereˆncia Ti(s) da entrada wi para a sa´ıda zi.
O problemaH2 multi-objetivo consiste na determinac¸a˜o de uma u´nica func¸a˜o de transfereˆncia
K(s) de forma a estabilizar o sistema em malha fechada e minimizar o vetor J(K)
J(K) =
[
‖T1‖22 · · · ‖TN‖22
]
(4.6)
Esta minimizac¸a˜o na˜o e´ fa´cil, uma vez que, geralmente, a minimizac¸a˜o dos crite´rios ‖Ti‖22,
para i ∈ N, apresenta objetivos conflitantes, ou seja, a func¸a˜o de transfereˆncia K(s) que
minimiza cada um deles na˜o e´ a mesma. A soluc¸a˜o deste problema foi estudada por va´rios
autores, veja [Khargonekar & Rotea, 1991] e suas refereˆncias. A estrate´gia utilizada por
[Khargonekar & Rotea, 1991] e´ a parametrizac¸a˜o de Youla que permite expressar as quanti-
dades ‖Ti‖22 como func¸o˜es afins de uma varia´vel Q ∈ RH∞. Grac¸as a` convexidade de ‖Ti(Q)‖22
com relac¸a˜o a Q ∈ RH∞, o conjunto de todas as soluc¸o˜es o´timas de Pareto e´ obtido a partir
do seguinte problema de otimizac¸a˜o escalar
inf
Q∈RH∞
N∑
i=1
λi‖Ti(Q)‖22 (4.7)
sendo que λ ∈ RN corresponde a um elemento arbitra´rio do conjunto convexo Λ definido em
(3.3).
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Interpretando a soluc¸a˜o do problema no domı´nio do tempo, temos que para cada valor de
λ = λ0 ∈ Λ dado, o problema (4.7) fornece uma das soluc¸o˜es o´timas de Pareto Qo ∈ RH∞
e, por consequ¨eˆncia, o controlador o´timo Ko, tal que a conexa˜o u = Ko ∗ y estabiliza o
sistema em malha fechada e minimiza a func¸a˜o objetivo escalar
∑N
i=1 λ
o
i‖zi‖22, sendo que zi e´
a resposta ao impulso do i-e´simo canal com entrada wi e sa´ıda zi, para todo i ∈ N. O vetor
λ0 ∈ Λ e´ escolhido de forma a selecionar umas das soluc¸o˜es o´timas de Pareto.
A proposta deste cap´ıtulo e´ resolver o problema especificado acima em um contexto
diferente do abordado por [Khargonekar & Rotea, 1991]. Mais especificamente, pretendemos
escrever o problema sob o ponto de vista de sistemas com comutac¸a˜o e aplicar a teoria
desenvolvida no cap´ıtulo anterior para resolveˆ-lo. Assim, supondo que o sistema (4.1)-(4.3)
possui apenas uma entrada externa e mu´ltiplas sa´ıdas, propomos uma entrada de controle
u(t) = Kσ(t)∗y(t), em que σ(t) ∈ N e´ uma regra de comutac¸a˜o que seleciona a cada instante de
tempo um controlador Kσ(t) ∈ K = {K1, · · · , KN}. Diferente do me´todo de [Khargonekar &
Rotea, 1991], em que o vetor λ ∈ Λ e´ invariante no tempo, para este caso, λ(t) ∈ V e´ variante
no tempo, sendo que V representa o conjunto de todos os ve´rtices de Λ, e corresponde a uma
varia´vel de decisa˜o a ser determinada de forma a minimizar a func¸a˜o objetivo
∑N
i=1 ‖
√
λizi‖22.
Para cada t ≥ 0, associado ao vetor λ(t), definimos a regra de comutac¸a˜o σ(t) = i, sempre
que λi(t) = i e λj(t) = 0, para todo i 6= j ∈ N, e a nova sa´ıda controlada ξ = Cσx+Dσu. Uma
vez que a igualdade
∑N
j=1 ||
√
λj(t)zj(t)||22 = ||ξ(t)||22 e´ satisfeita, o problema multi-objetivo
pode ser redefinido como
min
(σ,u)∈Y
‖ξ‖22 (4.8)
sendo que Y denota o conjunto de todas as informac¸o˜es dispon´ıveis para a realimentac¸a˜o. O
problema (4.8) na˜o e´ simples de ser resolvido devido a` natureza variante no tempo da regra
de comutac¸a˜o σ(t). Assim, em [Eker & Malmborg, 1999] foi proposta uma estrate´gia para
resolver (4.8) composta de duas etapas. A primeira consiste em encontrar o valor de Ki para
cada σ(t) = i fixo em t ≥ 0, isto e´
Ki = arg min
(σ,u)∈Y
{‖ξ‖22 : σ = i} , ∀ i ∈ N (4.9)
Note que o ganho Ki, para cada i ∈ N, e´ obtido da soluc¸a˜o do problema cla´ssico de con-
trole em norma H2 que tambe´m fornece a func¸a˜o custo νi(x). A segunda etapa consiste na
determinac¸a˜o da regra de comutac¸a˜o
σ(t) = arg min
i∈N
νi(x(t)) (4.10)
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utilizando a func¸a˜o custo νi(x) obtida da soluc¸a˜o da primeira etapa. Note que a proposta de
[Eker & Malmborg, 1999] simplifica consideravelmente o problema de controle (4.8).
Nossa estrate´gia consiste na substituic¸a˜o do problema de otimizac¸a˜o (4.8), pela mini-
mizac¸a˜o de um limitante superior adequado para ‖ξ‖22, denotado J(σ, u) para todo (σ, u) ∈ Y ,
levando a um problema de controle mais simples de ser resolvido
Jo = min
(σ,u)∈Y
J(σ, u) (4.11)
Do que foi discutido no cap´ıtulo anterior, temos que o custo garantido J(σ, u) deve verificar
a igualdade J(σ, u) = ‖ξ‖22, sempre que σ(t) = i ∀ t ≥ 0. Em outras palavras, se na˜o houver
comutac¸a˜o, o custo garantido J(σ, u) e´ igual a` norma H2 do sistema.
O objetivo e´ definir um custo funcional garantido adequado J(σ, u) de forma que o pro-
blema (4.11) seja expresso em termos de desigualdades matriciais lineares (LMIs) e uma busca
unidimensional. Ale´m disso, vamos mostrar que a soluc¸a˜o sub-o´tima de (4.11) e´ melhor que
a soluc¸a˜o obtida utilizando as duas etapas propostas por [Eker & Malmborg, 1999].
No presente contexto, as varia´veis de decisa˜o sa˜o a func¸a˜o de transfereˆncia de cada con-
trolador e a regra de comutac¸a˜o expressa por σ(t), ou equivalentemente, pelo vetor variante
no tempo λ(t) ∈ V que, para cada t ≥ 0, tem que ser definido pelas informac¸o˜es dispon´ıveis
no vetor de estado x(t). Comparando com o problema de controle H2 multi-objetivo cla´ssico,
o nu´mero de varia´veis de decisa˜o e´ maior e, consequ¨entemente, uma melhoria no desempe-
nho do sistema e´ esperada. Mais especificamente, sera´ mostrado teoricamente e ilustrado
atrave´s de um exemplo simples que e´ poss´ıvel determinar uma regra de comutac¸a˜o σ(t) e um
conjunto de controladores K0 = {K1, . . . , KN} tal que o custo garantido para o sistema em
malha fechada J0 satisfac¸a
J0 ≤ inf
Q∈RH∞
N∑
i=1
λi‖Ti(Q)‖22 , ∀ λ ∈ Λ (4.12)
A desigualdade (4.12) indica que a proposta aqui apresentada para a soluc¸a˜o de problemas
de controle H2 multi-objetivo e´ melhor que qualquer soluc¸a˜o o´tima de Pareto.
4.2 Soluc¸a˜o do Problema Multi-Objetivo
O objetivo desta sec¸a˜o consiste em apresentar alguns dos resultados do cap´ıtulo anterior,
uma vez que os mesmos correspondem a` base para a metodologia deste cap´ıtulo, e exibir
a nossa proposta para a soluc¸a˜o do problema de controle H2 multi-objetivo. Considere o
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sistema (4.1)-(4.3) e admita que todos os estados esta˜o dispon´ıveis para a realimentac¸a˜o, o
que implica em Ei = In, em que n e´ a ordem do sistema, e Gi = 0, para todo i ∈ N
x˙ = (A+BKσ)x+Hw (4.13)
ξ = (Cσ +DσKσ)x (4.14)
com condic¸o˜es iniciais nulas. Para cada θ = 1, . . . ,m, uma entrada externa da forma w(t) =
eθδ(t), em que eθ e´ a θ-e´sima coluna da matriz identidade, e´ aplicada e uma correspondente
sa´ıda controlada ξθ e´ fornecida segundo uma pol´ıtica σ(x) considerada.
Note que este sistema e´ bastante parecido com o sistema (3.69)-(3.70) apresentado na
sec¸a˜o anterior, para o qual foi definido o custo funcional Θ(σ) =
∑m
θ=1 ‖ξθ‖22. Como ja´ foi
discutido, este custo e´ bastante dif´ıcil de ser expresso analiticamente. Devido a semelhanc¸a,
entre os sistemas (4.13)-(4.14) e (3.69)-(3.70), podemos utilizar as condic¸o˜es do Teorema
3.9 para estudar a estabilidade de (4.13)-(4.14). Assim, de acordo com o resultado daquele
teorema, se existirem conjuntos de matrizes sime´tricas definidas positivas {X1, . . . , XN},
{W1, . . . ,WN}, um conjunto de matrizes {L1, . . . , LN} e um escalar positivo γ soluc¸a˜o das
desigualdades modificadas de Lyapunov-Metzler


Li − γXi XiC ′i + L′iD′i γXi
• −I 0
• • −γXj

 < 0 , i 6= j ∈ N (4.15)
em que Li = AiXi +BiLi +XiA′i + L′iB′i e[
Wi H
′
• Xi
]
> 0 , i ∈ N (4.16)
enta˜o, considerando Pi = X
−1
i , a regra de comutac¸a˜o σ(t) = arg mini∈N x
′Pix e os ganhos
Ki = LiX
−1
i fazem com que a origem do sistema seja um ponto de equil´ıbrio globalmente
assintoticamente esta´vel e
Θ(σ) < min
i∈N
tr(Wi) (4.17)
Levando em conta que γ e´ um escalar, a determinac¸a˜o nume´rica da soluc¸a˜o acima pode ser
obtida utilizando LMIs e uma busca unidimensional, sendo poss´ıvel definir o custo garantido
associado a` pol´ıtica σ(t), da seguinte forma
Θ(σ) ≤ Jo = min
i∈N
inf
γ>0
inf
Xi,Wi,Li∈∆(γ)
tr(Wi) (4.18)
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onde ∆(γ) denota o conjunto de todas as triplas (Xi,Wi, Li), i ∈ N, satisfazendo as desigual-
dades (4.15) e (4.16) para γ > 0 fixado. Note que J0 e´ um custo garantido va´lido, uma vez
que Θ(σ) < J0.
O teorema a seguir mostra que a estrate´gia proposta nesta dissertac¸a˜o e´ melhor que as
apresentadas em [Khargonekar & Rotea, 1991] e [Eker & Malmborg, 1999] dispon´ıveis na
literatura.
Teorema 4.1 As seguintes afirmac¸o˜es sa˜o verdadeiras
a) A soluc¸a˜o do problema multi-objetivo atrave´s da obtenc¸a˜o de Jo oferece resultados me-
lhores que os obtidos em [Eker & Malmborg, 1999];
b) A soluc¸a˜o do problema multi-objetivo atrave´s da obtenc¸a˜o de Jo e´ melhor que qualquer
soluc¸a˜o de Pareto fornecida por [Khargonekar & Rotea, 1991].
Prova: Para γ > 0 arbitrariamente pequeno, as restric¸o˜es (4.15) sa˜o desacopladas e temos
Jo ≤ min
i∈N
inf
Pi>0,Ki
Tr(H ′PiH) (4.19)
em que Pi > 0 e Ki sa˜o tais que
A′kiPi + PiAki + C
′
kiCki < 0 (4.20)
onde Aki = A+BKi e Cki = Ci +DiKi, para todo i ∈ N. Assim, de (4.19) obtemos
J0 ≤ min
i∈N
inf
Ki
‖Cki(sI − Aki)−1H‖22 (4.21)
o que prova o item a), uma vez que a soluc¸a˜o de (4.21) em func¸a˜o de Ki satisfaz (4.9)
e νi(x) = x
′Pix. Para provar o item b) considere K um ganho estabilizante qualquer e
introduza no problema (4.18) as restric¸o˜es adicionais KXi = Li, para todo i ∈ N. Para γ
positivo arbitrariamente pequeno, (4.19) e (4.20) sa˜o va´lidas para K = K1 = · · · = KN e,
consequ¨entemente, de (4.21), temos
Jo ≤ inf
K
N∑
i=1
λi‖Cki(sI − Aki)−1H‖22 (4.22)
para todo λ ∈ Λ provando o Teorema 4.1. 
E´ importante notar que os me´todos propostos em [Khargonekar & Rotea, 1991] e [Eker &
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Malmborg, 1999] sa˜o comparados ao deste artigo considerando o paraˆmetro γ arbitrariamente
pequeno no Teorema 3.9. Logo, e´ de se esperar que com um grau de liberdade adicional,
introduzido pelo paraˆmetro γ, o desempenho do sistema seja superior ao obtido utilizando
os me´todos de [Khargonekar & Rotea, 1991] e [Eker & Malmborg, 1999]. O exemplo a seguir
ilustra os aspectos teo´ricos discutidos nesta sec¸a˜o.
Exemplo 4.1 Este exemplo foi extra´ıdo de [Geromel et al., 2007]. Considere o sistema (4.13)-
(4.14), com H = I3 e
A =


0 1 0
0 0 1
0 0 0

 , B =


0
0
1


C1 =


4 0 0
0 4 0
0 0 0

 , D1 =


0
0
1


C2 =


1 0 0
0 1 0
0 0 0

 , D2 =


0
0
8


Este sistema representa um triplo integrador com dois crite´rios conflitantes. Desejamos
resolver o problema H2 multi-objetivo utilizando cada um dos me´todos de s´ıntese discutidos
anteriormente, comparando-os em seguida.
Atrave´s do me´todo de [Khargonekar & Rotea, 1991] obtivemos o conjunto de todas as
soluc¸o˜es o´timas de Pareto que esta˜o apresentadas no gra´fico da Figura 4.2. Verificamos que
estas soluc¸o˜es teˆm custos entre 51.33 para λ = [1 0]′ e 139.49 para λ = [0.4 0.6]′, sendo que
a segunda soluc¸a˜o fornece a matriz de ganho o´timo correspondente ao pior caso e, pode ser
obtida resolvendo-se o seguinte problema
max
λ∈Λ
inf
K
N∑
i=1
λi‖Ti(K)‖22 (4.23)
Para a utilizac¸a˜o do me´todo de [Eker & Malmborg, 1999], verificamos que a soluc¸a˜o o´tima
para o primeiro crite´rio apresentou um custo igual a 51.33, enquanto que o custo mı´nimo
para o segundo crite´rio foi de 95.40. Assim, o me´todo de [Eker & Malmborg, 1999] fornece
uma regra de controle σ(t) com um custo garantido igual a 51.33. Note que utilizando ambos
os me´todos, e´ poss´ıvel garantir um custo mı´nimo de 51.33.
A Tabela 4.1 apresenta o valor dos custos garantidos J0γ , bem como dos limitantes inferi-
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Figura 4.2: Soluc¸o˜es de Pareto (Exemplo 4.1).
ores Jinf de Θ(σ), obtidos a partir da utilizac¸a˜o do me´todo proposto nesta dissertac¸a˜o para
va´rios valores de γ.
γ J0γ Jinf
10−5 51.33 16.86
10−1 56.39 14.56
1 57.70 15.12
2 51.89 15.02
10 42.16 13.56
Tabela 4.1: Limitantes do custo Θ(σ).
Podemos notar que para γ muito pequeno, o custo garantido e´ praticamente igual ao do
me´todo de [Eker & Malmborg, 1999]. Para γ superior a 2.2 a regra de comutac¸a˜o proposta
e´ sempre melhor, uma vez que os custos garantidos sa˜o sempre menores que os obtidos pelos
me´todos de [Khargonekar & Rotea, 1991] e de [Eker & Malmborg, 1999]. Isto indica que
o grau de liberdade adicional, devido ao paraˆmetro γ resulta, de fato, em um sistema em
malha fechada com melhor desempenho.
O problema (4.18) tambe´m foi resolvido para os mesmos valores de γ, mas com as res-
tric¸o˜es adicionais KiXi = Li para i = 1, 2, com Ki sendo igual ao ganho o´timo de cada
crite´rio isolado, ou seja
K1 =
[
−4.0000 −6.7351 −3.6702
]
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Figura 4.3: Simulac¸a˜o de x3(t)(Exemplo 4.1).
K2 =
[
−0.1250 −0.5202 −1.0200
]
Para este caso, obtivemos os valores apresentados na Tabela 4.2.
γ Jγ Jinf
10−5 51.33 16.96
10−1 58.87 17.09
1 92.26 17.07
2 93.37 17.00
10 89.91 16.97
Tabela 4.2: Limitantes do custo Θ(σ) utilizando restric¸o˜es adicionais.
Como pode ser observado, o melhor resultado ocorre para γ ≈ 0, sendo que para valores
maiores de γ, os custos sa˜o piores que os obtidos pelos me´todos anteriores indicando a
importaˆncia de se projetar as duas varia´veis de controle Kσ(t) e σ(t) conjuntamente.
A Figura 4.3 apresenta a trajeto´ria da terceira varia´vel de estado, x3(t) com condic¸a˜o
inicial x(0) = [1 1 1]′. Os custos reais correspondentes sa˜o 102.16 e 194.31 para a soluc¸a˜o
o´tima do primeiro e segundo crite´rios, respectivamente, 102.16 para o me´todo de [Eker &
Malmborg, 1999] e Θ(σ) = 57.25 para a soluc¸a˜o de (4.18) com H = I3 e γ = 10. A soluc¸a˜o
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de (4.18) ofereceu como resultado as seguintes matrizes
P1 =


16.9180 11.8374 4.0686
11.8374 19.1895 8.1105
4.0686 8.1105 6.0482


P2 =


16.9733 13.4454 5.3457
13.4454 21.8000 10.6901
5.3457 10.6901 8.0841


K1 =
[
−4.0688 −8.1113 −6.0486
]
K2 =
[
−0.0835 −0.1670 −0.1263
]
Se o problema fosse resolvido com γ = 10 e H = [1 1 1]′, obter´ıamos um custo garantido
de 90.19 que tambe´m e´ melhor que o obtido pelos me´todos anteriores. A soluc¸a˜o do problema
(4.18) para este novo caso e´ a seguinte
P1 =


16.9179 11.8373 4.0686
11.8373 19.1894 8.1105
4.0686 8.1105 6.0481


P2 =


16.9733 13.4454 5.3456
13.4454 21.8000 10.6900
5.3456 10.6900 8.0841


K1 =
[
−4.0686 −8.1105 −6.0482
]
K2 =
[
−0.0835 −0.1670 −0.1263
]
O limitante inferior de Θ(σ) e´ igual a 40.16. Utilizando um me´todo nume´rico de simulac¸a˜o,
obtivemos Θ(σ) = 57.25. Logo 40.16 ≤ Θ(σ) ≤ 90.19 mostra que, de fato, a utilizac¸a˜o de
limitantes representa um bom crite´rio para ana´lise do resultado obtido.
Vale ressaltar que os valores de J0γ e Jγ calculados para γ = 10
−5 confirmam o resultado
do Teorema 4.1. Na verdade, eles sa˜o ligeiramente maiores que 51.33, pois o problema (4.18)
e´ resolvido por um me´todo de pontos interiores que fornece uma soluc¸a˜o fact´ıvel pro´xima da
soluc¸a˜o o´tima. 
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4.3 Considerac¸o˜es Finais
Neste cap´ıtulo, aplicamos a teoria desenvolvida no cap´ıtulo anterior para a soluc¸a˜o de
problemas de controle H2 multi-objetivo. Primeiramente, foram apresentados dois me´todos
comumente utilizados na literatura para a soluc¸a˜o destes problemas, a saber, o me´todo de
[Khargonekar & Rotea, 1991] e o me´todo de [Eker & Malmborg, 1999]. Em seguida, descre-
vemos o problema multi-objetivo sob o contexto de sistemas com comutac¸a˜o e apresentamos
a nossa proposta de soluc¸a˜o.
Esta proposta consiste na obtenc¸a˜o de condic¸o˜es para que a regra de comutac¸a˜o σ(t) =
arg mini∈N x
′Pix estabilize a origem do sistema realimentado, assegurando um custo garan-
tido de desempenho. Foi mostrado teoricamente e ilustrado atrave´s de um exemplo, que a
proposta apresentada e´ melhor que as duas selecionadas da literatura.
O exemplo ilustrativo, apresentado neste cap´ıtulo, consiste no controle de um triplo in-
tegrador com dois crite´rios conflitantes. De acordo com os resultados obtidos, o me´todo
proposto se apresentou melhor do que os me´todos de [Khargonekar & Rotea, 1991] e [Eker
& Malmborg, 1999] dispon´ıveis na literatura. Ale´m disso, para evidenciar a importaˆncia da
atuac¸a˜o conjunta das duas varia´veis de controle, a saber, a regra de comutac¸a˜o σ(t) e os
ganhos de realimentac¸a˜o {K1, . . . , KN}, resolvemos o problema (4.18), com restric¸o˜es adi-
cionais KiXi = Li, em que Ki e´ o ganho o´timo do i-e´simo crite´rio isolado. Os resultados
encontrados foram piores que os apresentados pelos demais me´todos e, portanto, a melhoria
do desempenho do sistema multi-objetivo so´ foi conseguida grac¸as a` interac¸a˜o conjunta de
ambas as varia´veis de controle.
- 56 -
Cap´ıtulo 5
Concluso˜es e Perspectivas
Neste trabalho, determinamos as condic¸o˜es para a estabilidade de sistemas lineares com
comutac¸a˜o sujeitos a perturbac¸o˜es impulsivas. Para estes sistemas, definimos um custo fun-
cional que e´ bastante dif´ıcil de ser expresso analiticamente devido a` presenc¸a de comutac¸o˜es
que ocorrem em instantes de tempo na˜o definidos a priori. Portanto, para fins de otimizac¸a˜o,
as condic¸o˜es de estabilidade foram obtidas minimizando-se um limitante superior para o custo
citado.
A abordagem utilizada e´ o controle atrave´s de uma regra de comutac¸a˜o σ(t) dependente
dos estados. Como foi observado, as condic¸o˜es para a estabilidade destes sistemas depen-
dem da soluc¸a˜o de um conjunto de desigualdades de Lyapunov-Metzler que possuem natureza
na˜o-convexa e, portanto, sa˜o dif´ıceis de serem resolvidas utilizando as ferramentas dispon´ıveis
na literatura para a soluc¸a˜o de LMIs. No entanto, propomos um me´todo alternativo base-
ado nos resultados apresentados em [Geromel & Colaneri, 2006], que substitui a soluc¸a˜o de
desigualdades na˜o-convexas, por uma busca unidimensional e a soluc¸a˜o de um conjunto de
LMIs.
O me´todo proposto faz com que a origem do sistema global seja globalmente assintoti-
camente esta´vel, sem exigir que cada subsistema isolado seja esta´vel ou mesmo estabiliza´vel
e garante a estabilidade em malha fechada, mesmo diante da poss´ıvel ocorreˆncia de modos
deslizantes.
Um ponto interessante deste trabalho e´ o desenvolvimento de condic¸o˜es para o ca´lculo
de limitantes inferiores para o custo funcional do sistema. Utilizando limitantes superiores
e inferiores e´ poss´ıvel concluir, com certa precisa˜o, sobre a qualidade do resultado obtido,
ja´ que agora tem-se uma noc¸a˜o da folga existente entre o custo garantido e o custo real do
sistema.
A teoria desenvolvida foi utilizada na soluc¸a˜o de problemas de controle H2 multi-objetivo
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e os resultados obtidos apresentaram-se melhores que aqueles selecionados da literatura para
comparac¸a˜o. A superioridade do me´todo proposto em relac¸a˜o aos me´todos de [Khargonekar
& Rotea, 1991] e [Eker & Malmborg, 1999], foi comprovada e ilustrada atrave´s da soluc¸a˜o
de um exemplo que visa o controle de um triplo integrador. Estes resultados constam do
seguinte artigo cient´ıfico [Geromel et al., 2007]
• J. C. Geromel, G. S. Deaecto and P. Colaneri, “Multiobjective H2 Control via Switched
Linear Systems”, 3rd IFAC Symposium on Systems, Structure and Control, Foz do
Iguac¸u, Brazil, 2007.
a ser apresentado no referido congresso internacional.
Um to´pico interessante para pesquisas futuras do ponto de vista pra´tico e teo´rico consiste
na obtenc¸a˜o de resultados similares para sistemas com comutac¸a˜o e realimentac¸a˜o de sa´ıda.
Neste caso, o objetivo e´ determinar um conjunto de controladores dinaˆmicos e uma lei de
comutac¸a˜o que sejam capazes de assegurar a estabilidade assinto´tica global da origem. A
dificuldade central a ser superada e´ que, na˜o sendo o estado x(t) dispon´ıvel, as regras de
comutac¸a˜o anteriormente apresentadas na˜o podem ser adotadas. Uma primeira abordagem
deste problema foi feita em [Geromel et al., 2006]. Um outro to´pico que pode ser abordado
com os resultados preliminares desta dissertac¸a˜o e´ o controle LPV de sistemas dinaˆmicos
sujeitos a incertezas parame´tricas variantes no tempo.
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