Microaggregation is a set of procedures that distort empirical data in order to guarantee their factual anonymity. At the same time the information content of data sets should not be reduced too much and should still be useful for scientific research. This paper investigates the effect of microaggregation on the estimation of a linear regression by ordinary least squares. It studies, by way of an extensive simulation experiment, the bias of the slope parameter estimator induced by various microaggregation techniques. Some microaggregation procedures lead to consistent estimates while others imply an asymptotic bias for the estimator.
introduction
One of the most promising data masking techniques is microaggregation (Defays/Anwar 1998 , Domingo-Ferrer/Mateo-Sanz 2002 , a procedure for continuous data which has been widely discussed over the last years. The main idea behind microaggregation is to group the observations in a data set and replace the original data values with their corresponding group means. To reduce the information loss imposed by microaggregation, it is considered advisable to group only those data values which are similar in terms of a similarity criterion. The various types of microaggregation techniques mainly differ in the similarity criterion that is used to form the groups.
While the disclosure risk of anonymized data sets has been subject to intensive research over the last years (Elliot 2001 , Willenborg/de Waal 2001 , Yancey et al. 2002 , the impact of microaggregation on statistical analyses is still widely unexplored. Empirical studies based on the analysis of selected data sets include Mateo-Sanz/Domingo-Ferrer (1998), Domingo-Ferrer/Mateo-Sanz (2001) , and Domingo-Ferrer/Torra (2001). However, while providing an important insight into the effects of microaggregation on statistical analyses, the results of these studies may depend on various (unknown) characteristics of the data sets and on the uncertainty whether the statistical models are correctly specified. In this paper, we instead focus on simulated data sets. Thus, we are able to control the data structure and the model specification and can concentrate on a study of the microaggregation effect solely.
The effect of microaggregation on statistical analyses depends on the type of analysis carried out by the researcher. It is therefore necessary to study all forms of models to be considered for statistical analysis. In the following, we restrict our investigation to the estimation of a simple linear regression model. This is done by means of a systematic simulation study. Our main interest is in the potential bias of the naive estimator of the slope parameter. It turns out that all aggregation methods considered in this paper lead to a bias, at least for small sample sizes. In some cases the bias persists asymptotically while in other cases it decreases to zero with growing sample size, thus giving rise to consistent estimates.
In Section 2 we start with a description of the various microaggregation procedures used for masking data. Section 3 contains a systematic simulation study of the effects of microaggregation on the estimation of a simple linear model. Moreover, we consider in detail the microaggregation techniques which induce an asymptotic bias in the estimated slope parameter. In Section 4, we discuss a very simple situation involving a discrete error structure. This is done to illustrate how the bias is generated. In Section 5, we outline the effects of microaggregation on the estimation of a multiple linear regression model. Section 6 contains a summary of the results obtained.
Microaggregation techniques
As stated in the introduction, there are various types of microaggregation methods which mainly differ in the similarity criterion used for grouping the data. For our simulation study, we decided to choose five of the most commonly applied microaggregation techniques, namely 1. Microaggregation using a leading variable (Paass/Wauschkuhn 1985) : The data values are sorted with respect to one variable in the data set (the so-called leading variable). Groups are then formed by data records having similar values for the leading variable. The group size (or "aggregation level") is kept fixed for every group. In a simple linear model, the leading variable can either be the regressor or the dependent variable. Feige/Watts (1972) have shown that if the regressor is used as the leading variable, linear model estimates based on the aggregated data are unbiased. Concerning microaggregation using the dependent variable as the leading variable, Feige/Watts (1972) and Lechner/Pohlmeier (2003) hint at the possibility that estimates might show an aggregation bias. If the correlation between the dependent variable and the regressor is high, this aggregation bias tends to zero, as in this case microaggregation with respect to the dependent variable is basically the same as microaggregation with respect to the regressor. Apart from this, little is known about the aggregation bias. Therefore, in the following sections, we will restrict to the case where the dependent variable is the leading variable. 
Simulations
We consider the simple linear model
Y denotes the continuous response (or endogenous variable) while X denotes the continuous covariate (or exogenous variable), γ := (α, β)' is the corresponding parameter vector. The random error e is independent of X. Moreover, e is assumed to be normally distributed with zero mean and constant variance of. We applied the five microaggregation techniques described in Section 2 to data sets simulated from model (1). We then estimated a simple linear model from the aggregated data (so-called naive estimation). Table 1 shows the averages of the naive estimates β over 1000 replications for selected values of β (β = 0, β = 0.5, β = 1, β = 5) and various sample sizes (η = 50, η = 100, η = 200, η = 400). For symmetry reasons we did not consider negative values of β. The residual variance ajr was set equal to 0.5, a was set equal to zero. The values of the covariate X were drawn from a standard normal distribution.
For microaggregation using Y as a leading variable (LV), microaggregation using individual ranking (IR), microaggregation using principal component analysis (PCA), and microaggregation using Euclidean distances (Eucl), the group size was set equal to three. For microaggregation based on Ward hierarchical clustering (kW), the minimum group size was set equal to three as well.
From Table 1 we see that if η is small and β > 0, all estimates show a bias. Interestingly, for LV, PCA, Eucl, and kW, the bias is positive, meaning that the effect of X on the dependent variable Y is overestimated. If IR is used to aggregate the data, the slope parameter is underestimated. The only exception is the case where β = 0: In this case, for all values of n, the naive estimates are unbiased. For β > 0 we see that if IR, Eucl, or kW are used for microaggregation, the bias decreases with η increasing and apparently goes to zero with η -> oo. Thus, IR, Eucl, and kW seem to lead to consistent naive estimates of the slope parameter. In contrast, estimates show an asymptotic bias if LV and PCA are used for aggregation. This bias depends on the value of β. Comparing LV to PCA, we see that PCA induces a smaller bias than LV, at least for the values of β chosen, but see below. Tables 2 and 3 show what happens if the residual variance σ} is increased. Apparently, the bias of the estimates becomes larger as a} gets larger. In addition, convergence to the true value of β slows down if IR, Eucl, or kW are applied. Interestingly, if σ € = 1.5 and β = 0.5, the biases of the naive estimates based on LV and PCA are almost equal. In this case, PCA does not perform better than LV. At the end of this section, we will consider in detail the effect of LV and PCA on the naive estimate of β. The Effect of Microaggregation Procedures on the Estimation of Linear Models · 533 Table 4 shows the naive estimates of β for various group sizes (here, σ ( was set equal to one and η was set equal to 200). The group size is denoted by A. We see that as A increases and β > 0, the bias of the naive estimate increases in most cases, particularly if LV or PCA are used for microaggregation. The only exception is the case where Eucl is used to aggregate the data: Here, the group size does not seem to have any effect on the bias of β.
It should be mentioned that the bias of β induced by kW is not directly comparable to the bias induced by the other microaggregation methods. This is due to the fact that kW allows the group size to vary, implying that groups containing more than three records are possible. The average group size of kW estimated from the simulated data sets was about 3.70.
Let us now have a closer look at the nature of the bias of β if LV or PCA are used to aggregate the data. We estimated the bias of β for β = 0, 0.005 0.495, 0.5, 0.75,..., 2.75, 3 and the corresponding negative values. The sample size η was set equal to 400, the group size was set equal to three. As before, the values of X were drawn from a standard normal distribution. The results are shown in Fig. 1 (here, σ ( was set equal to 0.5 and a was set equal to zero): Again, we see that if β > 0, β is overestimated by β. Obviously, if \β\ is close to zero, PCA induces a larger bias than LV does. For large values of \β\, PCA performs better. We also see that if β = 0, estimates are unbiased. As \β\ -oo, bias(^) goes to zero. As stated in Section 2, this is a plausible result because using Y as the leading variable is approximately the same as using X as the leading variable when \β\ is large and σ} is kept constant (in fact, the correlation between X and Y is close to ±1 in this case). In the same way, if X and Y are highly correlated, using PCA is almost the same as using X as the leading variable. Now, if X is used as the leading variable, estimates are unbiased (see Feige/Watts 1972) , and thus bias(jö) should be close to zero if LV or PCA are applied and \ß\ is large. Fig. 2 shows what happens when σ( is increased: As ae increases, the bias increases, and also the difference between the two bias curves. Interestingly, Fig. 2 shows that bias(ß) is a non-monotonic function of ß. In the next section, we give an explanation of this phenomenon.
Microaggregation using Y as the leading variable: analysis of a linear model with discrete errors
We have seen in the previous section that the bias of the naive estimate £ is a nonmonotonic function of £ if LV or PCA are applied to aggregate the data. For β > 0, if β increases, the bias first increases from zero up to a maximum value and then decreases again to zero. To get an idea why bias(£) behaves like this, we study a very simple linear model involving a discrete error structure and a discrete regressor X. Although this model is not practically relevant, it is very well suited to explain how the aggregation bias is generated.
As the bias curves based on LV and PCA have the same shape, we only consider microaggregation using Y as the leading variable. Let the vector χ be given by ( As long as β is close to zero, aggregating the data set with respect to Y is the same as aggregating the points lying below the true regression line and the points lying above the true regression line separately. As the order of (χχ,..., x%) ' and (x$,..., xjg) ' is the same as the order of(yj,..., y%)' and (3/9,..., yig)', respectively, the least squares estimate £ is unbiased, and the estimated regression line based on the aggregated data values is the same as the true regression line (Fig. 4) . This effect becomes even stronger if β continues to increase (Fig. 5 , β = 0.25): Two more aggregated data values move in the direction of x, causing the bias of β to increase even more.
However, as the true regression line becomes steeper, the number of points lying exactly on the true regression line increases, too (two points if β = 0.18, four points if β = 0.25). This has an adverse effect on the estimate of the slope: The bias of β begins to decline as more and more aggregated data values lie on the true regression line (Fig. 6 , β = 0.5).
Finally, as β goes to infinity, all aggregated data values lie on the true regression line, and β equals the true β again. This can be seen from Fig. 6 (β = 1.5), where the two regression lines have become identical, just as in Fig. 4 .
Thus we can conclude that the bias of β is zero as long as β is close to zero. As the values of β increase, bias(ß) becomes positive at first. As β -*• oo, bias(yS) declines and becomes zero again. Fig. 7 illustrates this result. It is also clear from Figs. 4-7 that for negative values of ß, bias(ß) becomes negative at first. As β -*• -oo, bias(/3) becomes zero again. Finally, we modify the above model by replacing the deterministic residuals with a simple stochastic error structure: Let the vector* be (1, 2, 3, 5)'. The residuals ej,..., 64 are now assumed to take on the values +0.5 or -0.5, each with probability 1/2. As there are 2 4 = 16 possible values for the vector e = (ej,..., €4)', the mean of β can be computed by averaging the 16 least squares estimates for each value of β. The resulting bias curve shown in Fig. 9 is very similar to Fig. 7 , and the conclusions concerning the deterministicerror model can be applied to the above stochastic-error model as well. b*tu0.5 beta-1.5 
Estimating a linear model with two covariates
In this section we outline the effect of microaggregation on the estimation of a multiple linear regression model. We therefore expand model ( 1 ) by adding an additional covariate X2: Again, we study the effects of the five microaggregation techniques described in Section 2 by means of a systematic simulation study. The values of the covariates X\ and X2 were independently drawn from a standard normal distribution, the number of replications was 1000. The residual variance σ} was set equal to one and a was set equal to zero. We estimated model (3) for various samples sizes, setting β\ = 1, ßi = -0.5, and A = 3. Tables 5 and 6 show the results obtained. Apparently the results of Section 3 (concerning the estimation of the simple linear model (1)) can be applied to the estimation of the multiple linear regression model (3) as well. The naive estimates ß\ and βχ based on Eucl, IR, and kW are biased if the sample size η is small. However, Eucl, IR, and kW lead to consistent estimates of the slope parameters β\ and βχ. By contrast, β\ and βχ are asymptotically biased if LV and PCA are used to aggregate the data. To explore how the asymptotic bias induced by LV and PCA depends on the regression parameter values, we estimated β\ and βχ for β\ = 0, 0.005,..., 0.495, 0.5, 0.75,..., 2.75, 3, β 2 = 0, 0.005,..., 0.495, 0.5, 0.75,..., 2.75, 3, and the corresponding negative values. As in Section 3, the sample size η was set equal to 400 and the group size A was set equal to three. The other model parameter were set as before. The values of
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Conclusion
We have analyzed the effect of microaggregation techniques on the estimation of a linear model, one of the most frequently encountered statistical estimation problems. By means of a simulation study, we have investigated the behavior of the naive least-squares estimator of the slope parameter in a simple linear model based on microaggregated data. The simulation results show that all five microaggregation techniques considered in this paper induce a bias in the naive estimator of the slope parameter β. If IR is used to aggregate the data and β > 0, the bias is negative, whereas if LV, PCA, Eucl, or kW are used for aggregation and β > 0, the bias is positive. For symmetry reasons, if β < 0, the bias is positive for IR and negative for LV, PCA, Eucl, and kW. If β = 0, β is unbiased despite microaggregation. Concerning the asymptotic behavior of the naive least-squares estimator, the simulation results show that for IR, Eucl, and kW the bias disappears for large sample sizes. Thus, IR, Eucl, and kW lead to consistent estimates of β.
If LV and PCA are used to mask the data, estimates are asymptotically biased. The asymptotic bias is a non-monotonic function of β and converges to 0 as \β\ ->· oo. For small values of \β\, the estimates based on PCA show a larger bias than those based on LV. If \β\ is large, PCA induces a smaller bias than LV does. The bias of the estimates becomes larger if the residual variance σ} is increased. In addition, if IR, Eucl, or kW are used for microaggregation, convergence to the true value of β slows down. The same effect can be seen when the group size A is increased (except for the estimates based on Eucl, which do not seem to depend on the group size).
The above results are also found in a multiple linear regression model with two covariates. In addition, if any one of the two slope parameters β\ or ßi is large in absolute value, the bias of the naive estimates is close to zero.
We thus see that in terms of consistency, Eucl and kW are reasonable alternatives to IR which is considered to be less protective than the other microaggregation techniques analyzed in this paper (see Winkler 2002) . However, Eucl and kW clearly are the most computationally demanding microaggregation procedures. Concerning LV and PCA, we have seen that estimates are asymptotically biased. An obvious solution to this problem would be to develop estimators that correct for the bias induced by LV or PCA. This can be done if the bias has been evaluated analytically. For LV this has been achieved, see Schmid et al. (2005) .
