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31
The recent cold winters in North America and Eurasia were characterized by a meandering jet 32 stream pattern which allowed cold arctic air to reach lower latitudes [Cohen et al., 2014b] . 33 Moreover, these winters were dominated by a negative phase of the Arctic Oscillation Index 34 leads to increasing sea level pressures over Central Asia in early winter. As a result a disturbed 70 pressure pattern in the polar region is observed, leading to increased vertical wave activity and 71 poleward heat flux. This is followed by anomalously high geopotential heights in the 72 Stratosphere, associated with stratospheric warming and weakening of the polar vortex, and 73 respectively a negative surface AO as described by Baldwin and Dunkerton (1999) . 74 In order to study the atmospheric response to changes in the Arctic, different methods have 75 been used. Cross-correlation analysis is widely applied to detect linear relationships and their 76 time delays between different processes [Polvani and Waugh, 2004; Cohen et al., 2014a] . 77 However, correlation can be highly biased by auto-correlation effects, by indirect connections 78 via a third process, or by a common driver leading to non-causal, spurious correlations that 79 limits its interpretability . Also, it does not give any answer on the direction 80 of the relationship, such that it is not an adequate tool to study causal effects. Therefore climate 81 models are used, to investigate atmospheric changes due to a controlled perturbation of the 82 system [Deser et al., 2010; Petoukhov and Semenov, 2010; Handorf et al., 2015] . This approach 83 allows interpreting results as causal effects forced by the input data. However, conclusions are 84 strictly limited to the extent of the physical realism of the climate model used. It remains 85 questionable whether models capture important processes like ocean-ice feedbacks [Tremblay 86 et al., 2007] , land-snow interactions [Furtado et al., 2015] , troposphere-stratosphere 87 interactions [Manzini et al., 2014] and Rossby wave propagation [Gray et al., 2014] accurately. 88 Thus, both climate model experiments and correlation analysis of observational data are 89 restricted in their interpretability [Barnes and Screen, 2015] . 90 Here we analyze observational data with a novel method based on graphical models called 91 
Causal Effect Networks (CEN).
This method overcomes spurious correlations due to 92 autocorrelation, indirect effects or common drivers (at least among the observed variables 93 included) using a causal discovery algorithm as proposed by Runge et al. (2012a Runge et al. ( , 2012b Runge et al. ( , 2014 . 94 This algorithm is a modified version of the PC-algorithm [Spirtes et al., 2000] (named after its 95 inventors Peter Spirtes and Clark Glymour) which has first been applied to climate research by 96 Ebert-Uphoff and Deng [Ebert-Uphoff and Deng, 2012 ] to study interactions between major 97 climate modes. Causal discovery approaches have since then been used to study atmospheric 98 flows [Deng and Ebert-Uphoff, 2014] , causal relationships in the Walker Cell in the Tropics 99 , the monsoonal dynamics in the Pacific-Indian Ocean [Runge et al., 2015] 100 and decadal ocean circulation in the Atlantic [Schleussner et al., 2014] .
Data
116
Different actors can influence mid-latitudinal winter circulation. The first step of our analysis is 117 hence to come up with a reasonable choice of processes which are expected to be relevant for 118 the analysis. This includes the decision for physical variables which should serve as proxies for 119 the considered processes, the selection of suitable data sources and a reasonable time 120 resolution of the data. 121 As stated, we limit the analysis to Arctic processes and follow Kim et al. (2014) In the following we explain how to apply CEN to test causality of the hypotheses discussed in 185 the introduction.
186
Step 1: Detecting Causal Effects
188
The first step of the CEN-algorithm aims to find causal relationships between the different 189 actors and their associated time lags. The scope of this step is to identify past processes which 190 directly influence each actor. We call those processes the parents of an actor and they will be 191 used later to determine the actual strength and the sign of the causal relationships. (Fig. 3a, b, c) . For example cross-correlation of two independent processes X 196 and Y can be high if one of the processes is strongly auto-correlated (Fig. 3a) . Also, imagine that conditioning on Z={PoVt-1} gives only values significantly different from zero such that P 2 = P 1 .
276
The last possibility of picking only one condition is Z={Ural-SLPt-1}, where we find again that all 277 the partial correlations remain significantly different from zero such that P 3 = P 2 = P 1 Sorting the 278 elements by the strength of their partial correlation value in the last iteration step we have:
Now we increase the dimension of Z and condition on two possible drivers from P 3 . Thus we no more combinations for choosing Z the algorithm converges and stops. 286 We have now found the set of direct drivers of winter PoV (relative to the variables taken into 287 account), which we call its parents denoted by:
In other words we found that (given the settings of τmax=3 and α=0.01) winter polar vortex (PoV) 
296
Note that the interpretation of the significance level α as the probability of false rejections of 297 the hypothesis of a non-causal link is not strictly valid here since we tested every possible link 298 multiple times by conditioning on different processes (see discussion section).
300
Step 2: Quantifying Causal Effects
301
In the second step, we use the sets of parents to determine the strength of causal relationships.
302
The case of τ=0, i.e., when there is no time shift between the actors was omitted when 303 calculating the parents. In this step we will nevertheless quantify the significant instantaneous 304 relationships conditional on the parents. We get β4= -0.076 which is not significant at the α=0.01 level such that the influence from EA- For the settings α=0.01, τmax= 3 and using monthly data we obtain the CEN as in figure 5a . We 363 find evidence that Barents Kara sea ice concentrations (BK-SIC) have a negative effect on sea 364 level pressure over the Ural Mountains region (Ural-SLP) with a time-delay of three months.
365
Thus, low sea ice in autumn can lead to increased surface pressure in winter. We also find a We performed sensitivity analyses of the CEN to the parameter settings used and found the 394 detected links to be robust. We limit ourselves to analyzing only links which go back to late 395 summer. Figure 5 shows the winter months CENs associated with different significance levels (α 396 = 0.01, 0.025, 0.05 in the rows) and for maximum time-lags of three and five months (columns).
397
Not surprisingly, the number of significant links increases when we increase α, most of them 398 involving the two actors based on sea level pressure (Fig. 5b, e, c, f) . Also links associated with 399 time-lags of more than three months ( Fig. 5d-f ) appear when increasing the maximum time-lag 400 τmax, however only for larger α values. We see that all links in Fig. 5a appear in all other graphs 401 as well. For a significance level α˃0.01 (Fig. 5b, e, the Ural Mountains region (Ural-SLP) with a delay of five months (Fig. 5e, f) . For α=0.05 we even 408 find some evidence that EA-snow can influence AO directly, and thus it seems again that 409 processes not involving the Stratosphere are present. Overall, the CEN structure as in figure 5a 410 appears for all tested parameters. PoV (Fig. 6b) . On the other hand we have a direct link from PoV to AO (Fig. 6b) Stratosphere (Fig. 5, 6 ). In this context, we expect that the link connecting Ural-SLP to PoV pressure in Central Asia [Butler et al., 2014] . Additionally, we find that the increased vertical 457 wave activity can induce a weakening of the polar vortex (PoV), whereas PoV is positively 458 connected to surface AO (Fig. 5, 6 ). Thus, our findings are consistent with the Troposphere- to Ural-SLP (Fig. 5, 6 ). On a monthly time-scale we also have a direct negative link to Ural-SLP
467
(with a lag of five months) and for α=0.05 also to AO (with a lag of two months). Overall our proposed by Petoukhov and Semenov (2010 
