We consider degenerated nonlinear PDE of elliptic type:
Introduction
We are interested in qualitative properties of radial solutions of the following PDE:
− div(a(|x|)|∇w(x)| p−2 ∇w(x)) + H |x|, w(x), ∇w(x), x |x| ) = φ(w(x)),
(1) defined almost everywhere on a ball B = B(0, R) ⊆ R n , where w ∈ W 1,1 loc (B), |∇w| p−2 ∇w ∈ L 1 loc (B, R n ), 1 < p < ∞ and a ∈ W 1,1 loc ((0, R)), H : [0, ∞) × R × R → R, ·, · is the standard inner product in R n .
The equation (1) may be viewed as a generalization of a simple eigenvalue problem involving p-Laplace operator:
−div(|∇w(x)| p−2 ∇w(x)) = λ|w(x)| p−2 w(x), λ > 0, or, more precisely, as the special variant of the more general eigenvalue problem involving the nonlinear gradient term:
−∆ p,a(x) w(x) + F (x, w(x), ∇w(x)) = φ(w(x)), involving the weighted p-Laplacian:
∆ p,ρ(x) (w(x)) := div(ρ(x)|∇w(x)| p−2 ∇w(x)), with radial weight function ρ(·) = a(| · |).
One of our main results formulated in Theorem 6 gives the sufficient conditions on the structure of (1) such that |w(x)| has its supremum (possibly ∞) at zero. In another statement, Theorem 5, we give the sufficient conditions to deduce the nonexistence of the nontrivial radial C 1 solutions to (1) .
In our considerations, we proceed at first with the equation in the nondivergent form:
− a(|x|)div(|∇w(x)| p−2 ∇w(x)) + h(|x|, w(x), ∇w(x), x |x| ) = φ(w(x)),
where h : [0, R) × R × R → R. It may be considered equivalent to (1) when we require that h(|x|, w(x), ∇w(x), x |x| ) = H(|x|, w(x), ∇w(x),
that is when H and h are linked by h(s, p, q) = H(s, p, q) − a ′ (s)|q| p−2 q.
Note that in the radial case w(x) = u(|x|) for some scalar function u, we have ∇w(x),
x |x| |. Because of the radiality assumptions, (2) reduces to the following ODE:
satisfied for a.e. τ ∈ B(0, R), where we use general notation, the same for every k ∈ N:
Φ p (λ) = |λ| p−2 λ for λ ∈ R k \ {0} and Φ p (0) = 0.
Equation (3) is the starting point in our analysis. In particular, in Theorem 2, we contribute to the nonexistence results, as well as we provide the appriori estimates for the solutions.
The methods we use are further development of techniques from [1, 2, 16] , which were originated by Szegö [27] in the study of orthogonal polynomials. In particular in [16] , the authors dealt with a linear variant of the equation (1) (p = 2) and investigated some special functions like Legendre, Jacobi polynomials, Laguerre polynomials, or hypergeometric functions. The two subsequent papers [1, 2] focused on the application of that method to pharmonic problems. The authors have shown that, under some assumptions, the local maxima of the modulus of any radial solution form monotone sequence, which is a variant of the maximum principle. In [1] the authors deal with h ≡ 0, while in [2] , in some results it is assumed that for a.e. τ ∈ (0, R) and every λ 0 , λ 1 ∈ R the function h(·, ·, ·) satisfies the following pointwise estimate (see Theorem 2.1):
We contribute by proving similar type results when h(·, ·, ·) satisfies different pointwise estimates:
involving some nonnegative measurable function q(·) defined on (0, R). It is related to δ a (·) via certain integral inequality (conditions from A5 in Section 2.1). To prove our main results, instead of pointwise inequality in (5), we use the Opial -type inequality due to Beesack and Das [4] (Theorem 1), to deduce that we now have its weaker, integral variant:
which appears sufficient for our analysis. In particular, Opial -type inequality, due to Bessak and Das, serves as a tool in the study of monotonicity properties for radial solutions to PDEs. To our best knowledge, such an application has not been noticed so far. We believe that the presented method, as well as Opial-type inequalities, can be further developed and applied to the study of monotonicity properties of solutions to PDEs in the more general setting.
Singular boundary value problems involving p-Laplacian arise for example, in fluid dynamics ( [7] , [9] , [10] , Chapter 2 in [12] , [26] ); glaciology ( [3] ), stellar dynamics ( [17] ); in the theory of electrostatic fields ( [15] ); in quantum physics ( [5] ); in the nonlinear elasticity theory ( [11] ). For some related topics, dealing with existence/nonexistence problem for singular or nonsingular PDE's we refer e.g. to [6, 8, 13, 14, 21] and to their references.
Preliminaries
Notation. We will be dealing with the following spaces:
as well as with their obvious analogues:
, where L p ((0, r)) and W n,p ((0, r)) are the usual L p and Sobolev spaces defined on the interval. We will also consider weighted variants of such spaces, like for example L p loc ((0, R], ρdx), where ρ is the weight. Moreover, we deal with Φ p (·) as in (4) . The variant of Opial-type inequality due to Beesack and Das. We will use the following variant of Opial-type inequality due to Beesack and Das [4] (see also e.g. [19, 23, 24, 25] for some later contributions). 
Assume further that the quantity 
Moreover, the equality holds for all y ∈ [0, b] if and only if either u ≡ 0 or there exist some constants
] dt we have:
Theorem 1 is a weighted variant of the classical Opial inequality [22] :
which holds for u ∈ C 1 (0, b) ∩ C[0, b] such that u(0) = u(b) = 0 and u(t) > 0 for every t ∈ (0, b). However, in the above statement we deal with different boundary conditions for u and positivity of u is not required.
2 Results for ODE's
Assumptions and the associated equations
We will consider the following set of assumptions:
General assumptions.
A1 (Assumptions on the involved numbers)
A2 (Assumptions about φ(·)) φ : R → R is continuous, odd function and we consider the following additional assumptions:
loc ((0, R)), a > 0 a.e. (ellipticity condition). The functions δ a (·) and d a (·) are defined a.e. on (0, R) by:
Moreover, for an interval X ∈ {(0, R), [0, R), (0, R]} and v(·) ∈ {δ a (·), d a (·)}, which is positive a.e., , we consider the additional assumptions: Note that in particular:
Carathéodory function, i.e. is measurable with respect to τ ∈ (0, R) and continuous with respect to the remaining variables. Additionally,
are nonnegative a.e. and belong to L 1 loc (X) and we deal with X and v as in (a l ), (a r ), (a), (b l ), (b r ), (b) from A3. In case of θ = 1 the assumptions on v can be omited.
A5 (Relation between q(·) and a(·)) The following quantity is defined in terms of the nonnegative a.e. measurable function q : (0, R) → [0, ∞), strictly positive a.e. function v : (0, R) → (0, ∞) (v, and parameters 0 ≤ s, r < R, 1 < p < ∞, l ∈ (0, p):
Moreover, we consider the following set of conditions linking q(·) and a(·), where a(·), δ a (·), d a (·) are as in A3:
(a) K(s, r, q, δ a ) < ∞ for every 0 < s < r < R;
Note that in particular: δ
Remarks about the assumptions.
Remark 1. Let us discuss the condition A3. 1) When the condition A3(a l ) holds we have:
Gronwall's lemma yields:
In particular the function a(t)/t α is strictly dereasing on (0, R) for α = n−1
and consequently a(t)t (n−1)p is strictly decreasing and a(t)t (n−1)p ≥ C > 0 near zero.
3) The condition r a ρ(τ ) −1/(p−1) dτ < ∞ (the local variant of (8)) with the positive a.e., measurable function ρ(·) and a < r < b, implies that , r) ). This easily follows from Hölder's inequality and the observation comes from [18] :
We can apply this observation to ρ = δ a or ρ = d a , respectively because of conditions from A3.
) is stronger than the B p condition due to Kufner and Opic ( [18] ), where one assumes that
Observe that the function φ(·) in A2(a) changes its sign at 0, as it is even. Remark 3. The number n ≥ 1 in A1 serves as an arbitrary real parameter. It will be interpreted as the dimension when we consider the multidimensional case.
Remark 4. The estimate (11) with θ = 0 was considered in [2] .
The associated ODEs. We consider the following ODE's satisfied for a.e. τ ∈ (0, R), having nondivergent and divergent forms, respectively:
and:
The ODE (12) is associated to the PDE (2) restricted to its radial solutions, while the equation (13) is associated to the PDE (1) restricted to its radial solutions. The assumption a > 0 a.e. interprets that the equation (12) is elliptic. It becomes degenerate when a(·) achieves 0.
In the preceding sections we will discuss the appriori estimates, nonexistence/triviality and monotonicity of their solutions.
Nonexistence and triviality of solutions
We start with the presentation of nonexistence/triviality results.
Formulation of results
We will deal with the following sets of conditions:
Our first result is applicable to the equations (12) and (13) . It is complementary to the result from [2] , where the authors have considered the solutions to (12) and assumed the estimate
Now we deal with the estimate (11), where v ∈ {δ a , d a }. Note that the case of θ = 0, v = δ a in (11), is precisely (14) .
In the statement below we obtain the nonexistence and triviality results for solutions to (12) and (13), as well as their appriori estimates in L ∞ , obtained in terms of the boundary data. The appriori estimates were not considered in [2] .
Theorem 2 (Estimates and triviality).
Moreover, suppose that one of the following assumptions are satisfied:
Then we have:
ii) When a(0) = 0 or u ′ (0) = 0, then the only solution can be u ≡ 0. In that situation and when h(·, 0, 0) ≡ 0 a.e., there are no such solutions.
Proof of Theorem 2
Proof of Theorem 2 under the assumption (N D). We use similar arguments as in the proof of Theorem 2.1 in [2] . Let
where K(·) is as in A5(a l ). We have K(r) < ∞ for every 0 < r < R.
Proof of part i):
We assume that K(R) ≤ 1. Define:
We notice that due to condition A2(a) the function Φ : [0, R) → [0, ∞) is strictly increasing and Φ(0) = 0. Since Φ is locally Lipschitz, it follows that
loc ([0, R)) and for every r such that 0 < r < R we have:
Note that φ(u)u ′ is integrable over (0, r). Multiplying (12) by u ′ , then using the pointwise estimate (11), we obtain:
a.e. on (0, R), where each involved summand on the right hand side above is integrable over (0, r), because u(·), u ′ (·), a(·) are bounded on (0, r) (assumption (a) and A3(a l )), while (Φ p (u ′ )) ′ , q(·), δ a (·), a(τ )/τ are integrable over (0, r) (by (a), A3(a l ), A4(a l ), and because a(τ )/τ is represented in terms of a ′ and δ a ). Integrating the above equation over (0, r), then applying the Opial-type inequality (Theorem 1) with parameters: a = 0, y = r, l, m = p − l and functions q(·), p(·) = δ a (·), together with the assumptions A3(a l ), A5(a l ), we get:
Altogether give:
Using the definition of δ a (·) from A3 and the fact that each integrand on the right hand side above is integrable, we get:
We will estimate the right hand side of the inequality with the help of
is absolutely continuous on [0, R) and we can use differentiation formula for compositions:
Hence and from (16), for any r ∈ (0, R):
This gives the estimate in part i).
Proof of part ii): We have no restrictions on K(·) except its finiteness on (0, R).
We can thus assume that 1 ≤ K(r) < ∞, as otherwise the conclusion follows from already proven part i). Consider I := {0} ∪ {r ∈ (0, R) : u ≡ 0 on [0, r)}.
Obviously I = ∅. We easily verify that I is connected and closed, because of the continuity of u. To finish the proof of assertion ii) it suffices to show that I is also open, as then I = [0, R). For this, let r 0 ∈ I. Because of the assumption A5(a l ), we will find ρ ∈ (r 0 , R) such that K(r 0 , ρ, q(·), δ a (·), l, p− l) ≤ 1. We can thus examine A(r, r 0 ) with r ∈ (r 0 , ρ) with minor changes in the computations in the proof part i), where we change the integrals over (0, r) by the ones over (r 0 , r) and remember that u(r 0 ) = u ′ (r 0 ) = 0. They show that u ≡ 0 on (r 0 , ρ). This implies openness of I and then the triviality/nonexistence assertions under (N D) .
Proof of Theorem 2 under the assumption (D)
Equation (13) is equivalent to the nondivergent one:
We provide almost the same proof as that of Theorem 2 with the following modifications in the proof of part i):
• now we deal with
which is finite for all 0 < r < R due to the assumption A5(b l );
• instead of (15) we have:
By the modified computations we arrive at (16) and the remaining arguments are the same as in the proof of the case under (N D).
Remark about the support of the solution
We will consider the following sets of conditions:
Following the proof of Theorems 2, where the only difference is that we assume u(s) = u ′ (s) = 0 for some s ∈ (0, R), and we validate the integrals over (s, r) for r ∈ (s, R), we obtain the following statement. Its similar proof is left to the reader. Then if u tauches zero at some its critical point s ∈ (0, R), then u ≡ 0 on [s, R).
Left hand side maximum principles and monotonicity
In this section we apply Opial-type inequality from Theorem 1 to function u(·), which is equal to zero at the right end of its domain. It allows to deduce that u is of constant sign and monotone. In particular, |u| achieves its supremum at 0 (possibly infinite). Precise formulation is given below.
Formulation of results

Consider the following conditions:
We obtain the following maximum principle. Then u(·) is of constant sign and monotone, moreover:
Theorem 4 (Constant sign and monotonicity). Let u(·)
If additionally u(0) = 0 or lim sup ǫ→0 a(ǫ)|u ′ (ǫ)| p = 0 then there are no such nontrivial solutions.
Proof of Theorem 4
We present separately the proof under the assumptuion (MN D) and (MD).
Proof under the assumption (MN D).
We denote: (17)).
Note that, due to our assumption A2(b),Φ is strictly increasing andΦ(0) = 0. Let
where let K(·) is as in A5. The assumption A5(a r ) implies K(r) ≤ 1 for every 0 < r ≤ R. From now the proof follows by steps. STEP 1: We prove that for any critical point r of u(·) we have u(r) = 0. It is enough to prove thatÃ(R, r) ≥ 0 for such r's, because then 0
For this, we compute that:
Moreover, all the involved terms in the last two lines above are integrable over (r, R). Integrating them over (r, R), applying Theorem 1 with a = r, b = R, recalling that u(R) = 0 due to (b), and that K(r) ≤ 1, we deduce that for every r ∈ (0, R) (not necessarily being the critical point of u):
The nonnegativity of a(·) allows us to conclude, that for r's -critical points of u(·) -there holds:
This completes the proof of Step 1. STEP 2: We have proven that for any critical point r of u(·) we have u(r) = 0. Thus, and because of Fermat's Theorem, u cannot have local extrema (positive nor negative) inside [0, R], and so u is monotone (not necessarily strictly). This completes the proof of first part of the statement. STEP 3: We prove last assertion of the statement, which is trivial when u(0) = 0. Assume that additionally lim ǫ→0 a(ǫ)|u ′ (ǫ)| p = 0. Then: 
Proof under the assumption (MD).
We use the non-divergent equivalent ODE (19) instead of (13), and adopt the proof for (MN D) with the following modifications:
• in the proof of Step 1 we deal with
which does not exceed 1 for all 0 < r < R, due to A5(b r );
• instead of (20) we have:
Easy details are left to the reader.
Results for PDE's
In this section we are interested in the multi-dimensional case.
The associated PDE's and auxilary fact
We will deal now with radial solutions to PDE's:
loc (B), B = B(0, R) ⊆ R n is a ball, n > 1, under certain assumptions, which will be discussed later.
The following lemma will be helpful to understand the interplay between regularity conditions related to the multidimensional case and that related to the one-dimensional case. It is obtained as a modification of Fact 2.1 from [2] . However, some arguments the proof of parts 4 and 5 do not follow so directly from previous ones. Therefore we present them for reader's cenvenience.
In the above notation we sometimes omit the fact, that the consider function is vector valuable, like e. g. Φ p (∇w). However, in some condiderations we need to mention it.
Proof (of Parts 4,5): By parts 1 and 3 we have u ∈ W 1,1
loc ((0, R)). We start with the proof of part 4. We have to prove that Φ p (u
, as the remaining statement follows from Sobolev's Embedding Theorem. We note that
We compute that for almost every x ∈ B(0, R) and every 0 < r < R:
, where,
To explain (24) we note that for x = 0 we have v ij (x) =
Moreover, |v(x)| = 1 for x = 0. Therefore
It follows that
where θ n−1 is the n − 1-dimensional Lebegue's measure of the unit sphere in R n . This ends the proof of part 4 in the lemma.
To prove part 5, we modify our last inequality to the following:
3.2 Nonexistence of radial solutions and maximum principle
Main results
The following statements contribute to the nonexistence and triviality for solutions to (22) and (23) . It can be treated as the problem overdermined by the condition w(0) = 0. Then w ≡ 0. In particular, if h(·, 0, 0) = 0 on the set of positive measure in (0, R), then such w cannot exist.
Our next result is the variant of the maximum principle. As it asserts that under certain assumptions the solution has constant sign. It can be considered as generalization of a known theorem by Linqvist [20] , when we deal with radial solutions. Under some extra regularity assumptions, it also leads the nonexistence/triviality results. R) ). We will verify that u fuilfills the assumptions in Theorem 2. For this, we observe at first that regularity assumption (a) is satisfied for u, by part 4 of Lemma 1, and boundary condition (b) also holds. Moreover, the regularity condition w ∈ C 1 (B) implies:
Therefore for any θ ∈ S n−1 , r ∈ (0, R) we have ∇w(θr) = u ′ (r)θ. As ∇w(·) is continuous at zero, it implies that the limit lim r→0 u ′ (r)θ (which exists because u ′ ∈ C([0, R))) is independent on θ. This is possible only when u ′ (r) converges to zero at zero (and then ∇w(0) = 0). Thus u(0) = u ′ (0) = 0. The statement follows now from Theorem 2 applied to u (part ii)), when we verify that in the case of (N D n ) the assumption (N D) holds for u, while in the case of (D n ) the assumption (D) is satisfied for u.
Proof of Theorem 6: Let w(x) =: u(|x|), u : (0, R) → R. According to Lemma 1, we have u,
. Therefore u fuilfills the assumptions (a) and (b) in Theorem 4 and moreover, |u ′ (|x|)| = |∇w(x)| a.e.. Now it remins to note that when (MN D n ) holds for w then (MN D) in Theorem 4 holds for u, while if (MD n ) holds for w, then (MD) in Theorem 4 holds for u.
Examples within radial constraints
Let us focus now on the problem:
in D ′ (B), where B = B(0, 1) ⊆ R n is the unit ball, n ≥ 2, ∆ p w(x) = div(|∇w(x)| p−2 ∇w(x)) is the p-Laplacian, 1 < p < ∞ and h satisfies: , where 0 < l < p, for every λ 0 ∈ R, λ 1 ∈ [0, ∞), almost every τ ∈ (0, 1), and where C > 0 is a given constant.
Nonexistence of radial solutions.
The statement given below contributes to the nonexistence result from Theorem 5.
Theorem 7. Assume that (a) 1 < p < ∞, 0 < l < p, 0 < α < p, n ≥ 2, n > α(1 − Then there are no nontrivial radial solutions to (26) such that w ∈ C 1 (B), where B = B(0, 1) ⊆ R n is the unit ball, w(0) = 0 and Φ p (∇w) ∈ W 1,1 loc (B, |x| −(n−1) dx).
Moreover, let w : B → R be the radial function, where B = B(0, 1) ⊆ R n is the unit ball, w, Φ p (∇w) ∈ W 1,1 (B \ B(0, r)) for any 0 < r < R, w ≡ 0 on ∂B in the sense of trace operator and w satisfies (26) .
Then w is of constant sign and monotone along the radii. Moreover, 
then either w ≡ 0 or such w cannot exist.
Proof :
The statement follows from Theorem 6 and we have to verify the assumptions therein. Clearly, w satisfies (22) with a(τ ) = τ α , after we note that | ∇w(x),
In our case of n = 2, so the condition n > (1 − 1 p )α + 1 in (a) reads
Obviously (h) will be satisfied with C := (−D), when choosing D not to small. Taking into account the involved conditions we then get
≤ α + p p − 2 p − 1 − 1 = α − p p − 1 
Final remarks
We end our discussion with the following remarks.
Remark 6. In all our presented problems dealing with nonexistence/triviality, the growth of φ does not play any role.
Remark 7. Further development of Opial-type inequalities leds to generalizations of our results, where one can consider more general class of nonlinearities h(·, ·, ·). Moreover, it is possible also to obtain generalizations of our results within the class of A-harmonic problems like −div(a(|x|)A(∇w)) + h(|x|, w(x), ∇w(x), x |x| ) = φ(w(x)),
where A : R n → R n is given function.
