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ABSTRACT
We examine the kinematic structure of Damped Lyman-α Systems (DLAs) in a series
of cosmological hydrodynamic simulations using the AREPO code. We are able to
match the distribution of velocity widths of associated low ionization metal absorbers
substantially better than earlier work. Our simulations produce a population of DLAs
dominated by haloes with virial velocities around 70 km s−1, consistent with a picture
of relatively small, faint objects. In addition, we reproduce the observed correlation
between velocity width and metallicity and the equivalent width distribution of SiII.
Some discrepancies of moderate statistical significance remain; too many of our spectra
show absorption concentrated at the edge of the profile and there are slight differences
in the exact shape of the velocity width distribution. We show that the improvement
over previous work is mostly due to our strong feedback from star formation and our
detailed modelling of the metal ionization state.
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1 INTRODUCTION
Columns of neutral hydrogen with NHI > 10
20.3 cm−2 are
referred to as Damped Lyman-α Systems (DLAs), heavily
saturated Lyman-α absorption features in quasar spectra
(Wolfe et al. 1986). At these densities, hydrogen is self-
shielded from the ionizing effect of the diffuse radiation back-
ground and so is neutral (Katz et al. 1996). Since the Lyman-
α line is saturated, kinematic information on the absorbing
gas is extracted from low ionization metal lines such as SiII,
under the assumption that these metals trace the cold neu-
tral gas. Particularly important is the low ionization veloc-
ity width, customarily defined as the length of spectrum
covering 90% of the total optical depth across the absorber
(Prochaska & Wolfe 1997). The velocity width provides in-
direct information on the virial velocity of the DLA host
halo. The distribution of velocity widths exhibits a peak at
70km s−1 (Prochaska & Wolfe 1997; Neeleman et al. 2013),
and a long tail to higher velocities, which, together with the
large number of edge-leading spectra, has been interpreted
using simple semi-analytic models to suggest that DLAs
? E-mail: sbird@andrew.cmu.edu
occur predominantly in large rotating discs (Prochaska &
Wolfe 1997; Jedamzik & Prochaska 1998; Maller et al. 2001)
1.
By contrast, the results of cosmological simulations sug-
gested that DLAs are primarily hosted in small protogalac-
tic clumps (Haehnelt, Steinmetz & Rauch 1998; Okoshi &
Nagashima 2005), and large velocity widths can arise from
systems aligned along the line of sight (Haehnelt, Steinmetz
& Rauch 1996). However, most previous simulations have
been unable to match the observed velocity width distri-
bution, producing a distribution which peaks at too low a
value. It has been suggested that this discrepancy can be
alleviated if strong stellar feedback induces a high virial
velocity cutoff below which DLAs cannot form (Barnes &
Haehnelt 2009, 2014). The recent publication of an updated
and expanded catalogue of velocity widths (Neeleman et al.
2013, henceforth N13), and the detection of a correlation
between velocity width and metallicity (Ledoux et al. 2006;
1 Although the kinematics and chemistry of metal-poor DLAs
are suggestive of Milky Way dwarf spheroidals (Cooke, Pettini &
Jorgenson 2014).
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Prochaska et al. 2008; Møller et al. 2013; Neeleman et al.
2013) make it timely to re-examine this question.
In this paper, we compare cosmological hydrodynamic
simulations first presented in Bird et al. (2014) to the ob-
servations of N13. In Bird et al. (2014) we examined the
column density function, DLA metallicity, and DLA bias,
finding generally good agreement between observations and
a model with strong stellar feedback. Our model produced
DLAs hosted in haloes with a relatively modest mean mass
of 1010 − 1011 h−1M. One remaining problem with the
model is that it produced an excess of HI at z < 3. We
do not expect this discrepancy to significantly affect our
results as the HI column density is uncorrelated with the
velocity width (Neeleman et al. 2013) and our results are
quoted at z = 3, the mean redshift of the observed velocity
width sample. Here we examine the distribution of velocity
widths, the correlation between velocity width and metal-
licity, the spectral edge-leading statistics and the equivalent
width distribution of the SiII 1526 A˚ line. We show that
some of our models achieve good agreement with the ob-
servations, and explain what features of our modelling are
important in producing this effect.
Barnes & Haehnelt (2014) noted a difference between
the velocity width distribution as measured by Wolfe, Ga-
wiser & Prochaska (2005) and N13, despite both distribu-
tions being drawn from a similar sample. This occurs for two
reasons. First, care was taken in the N13 sample to remove
DLAs selected using previously known metal lines, as these
systems would have a higher metallicity and thus velocity
width. Secondly, N13 used only very high resolution spectra
(FWHM ∼ 8 km s−1), as lower resolution spectra cannot
resolve the smallest velocity width systems, and again bias
the velocity width distribution high.
Several previous simulations have been used to exam-
ine the velocity width distribution, beginning with those
of Haehnelt et al. (1998), who were able to reproduce the
shape of the absorption profiles using hydrodynamic simula-
tions of four galactic haloes. By including a larger sample of
haloes and strong supernova feedback, Pontzen et al. (2008)
were able to reproduce the column density function, DLA
metallicity distribution, and, in Pontzen et al. (2010), the
properties of analogous objects in the spectra of gamma ray
bursts. Razoumov (2009) examined the kinematic distribu-
tion of DLA metal lines in AMR simulations of three isolated
haloes. Using adaptive mesh refinement simulations of two
regions in extreme density environments, Cen (2012) was
able to bracket the observed distribution of velocity widths.
Finally, fully cosmological simulations were performed by
Tescari et al. (2009), who also examined the velocity width
distribution for a variety of supernova feedback models.
We use cosmological simulations. DLAs probe random
locations lit up by quasars and simulations of DLAs should
thus select sight-lines at random positions in a cosmological
volume. Obtaining representative samples from simulations
of isolated haloes is therefore not straightforward and may
produce biased or misleading results. Our models for subgrid
supernova and AGN feedback are based on the framework
discussed in Vogelsberger et al. (2013); Torrey et al. (2014),
and applied in Vogelsberger et al. (2014a,b) and Genel et al.
(2014). We use the moving mesh code AREPO (Springel
2010) to solve the equations of hydrodynamics. DLAs arise
from self-shielded gas, and so radiative transfer effects must
be taken into account. We use the prescription of Rahmati
et al. (2013) to model radiative transfer effects in neutral
gas, but we should note that they have also been examined
by e.g. Pontzen et al. (2008); Faucher-Gigue`re et al. (2010);
Fumagalli et al. (2011); Altay et al. (2011); Yajima, Choi &
Nagamine (2012) and Cen (2012).
2 METHODS
Before explaining our analysis of the artificial spectra, we
shall briefly summarize our simulations, described in detail
in Bird et al. (2014). Readers familiar with the simulations
may wish to skip to Section 2.4.
We use the moving mesh code AREPO (Springel 2010),
which combines the TreePM method for gravitational in-
teractions with a moving mesh hydrodynamic solver. Each
grid cell on the moving mesh is sized to contain a roughly
fixed amount of mass, and to move with the bulk motion
of the fluid; gas and metals advect between grid cells to
account for local discrepancies. We assume ionization equi-
librium, and account for optically thick gas as described in
Section 2.3. We include the heating effect of the UV back-
ground (UVB) radiation following the model of Faucher-
Gigue`re et al. (2009). In some of our simulations the UVB
amplitude has been increased by a factor of two to agree
with the latest intergalactic medium (IGM) temperature
measurement of Becker et al. (2011), although this does not
affect our results. Star formation is implemented with the
effective two-phase model of Springel & Hernquist (2003).
Our initial conditions were generated at z = 127 from a
linear theory power spectrum using cosmological parameters
consistent with the latest WMAP results (Komatsu et al.
2011). The box size is 25h−1Mpc, except for one simulation
used to check convergence. Each simulation has 5123 dark
matter (DM) particles, and 5123 gas elements, which are
refined and de-refined as necessary to keep the mass of each
cell roughly constant in the presence of star formation.
2.1 Feedback Models
Feedback from star formation is included following the
model described in detail in Vogelsberger et al. (2013). Star-
forming ISM cells return energy to the surrounding gas
by stochastically creating wind particles with an energy of
egyw = 1.09 egy
0
w, where egy
0
w = 1.73 × 1049ergM−1 is
the expected available supernova energy per stellar mass.
Wind particles, once created, interact gravitationally but
are decoupled from the hydrodynamics until they reach a
density threshold or a maximum travel time. They are then
dissolved and their energy, momentum, mass and metal con-
tents are added to the gas cell at their current locations. We
assume that the mass loading of the winds, ηw, is given by
ηw = 2egyw/v
2
w, where vw is the wind velocity. vw is chosen
to scale with the local DM velocity dispersion, σ1DDM, which
correlates with the maximum DM circular velocity of the
host halo (Oppenheimer & Dave´ 2008). Thus we define
vw = κwσ
1D
DM . (1)
Our wind model produces very large mass loadings in small
haloes, which allows it to roughly match the galaxy stellar
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Name vmw AGN κw Notes
HVEL 600 Yes 3.7
DEF 0 Yes 3.7 2× UVB amplitude
SMALL 200 Yes 3.7 10h−1Mpc box
FAST 0 Yes 5.5
NOSN - No - No feedback
Table 1. Table of simulation parameters. vmw gives the minimum
wind velocity in km s−1, and κw the specific wind energy. We
omit some simulations from Bird et al. (2014) which give results
similar to those shown, as explained in the text. Note that in Bird
et al. (2014) the DEF simulation is called 2xUV.
mass function at z = 0 (Okamoto et al. 2010; Puchwein &
Springel 2013).
The model parameters we consider are shown in detail
in Table 1. DEF uses the reference model of Vogelsberger
et al. (2013), with the amplitude of the UVB doubled to
match the results of Becker & Bolton (2013). HVEL adds
a minimum wind velocity, which has the effect of signifi-
cantly suppressing the abundance of DLAs in haloes smaller
than 1011 h−1M. NOSN shows the results without super-
nova feedback, and FAST shows the effect of increasing the
wind velocity by 50%, while decreasing the mass loading
to keep the wind energy constant. This reduces the star
formation rate, but allows the simulation to better match
ΩDLA at z < 3. While we include AGN feedback (Di Mat-
teo, Springel & Hernquist 2005; Springel, Di Matteo & Hern-
quist 2005), it does not significantly affect our results, as our
DLA population is dominated by relatively low-mass haloes.
The other simulations mentioned in Bird et al. (2014), and
omitted here, yield results very similar to DEF. We used a
10h−1Mpc box to check the convergence of our results with
respect to resolution. This simulation had a minimum wind
velocity of 200 km s−1, but we checked this did not affect
our results by comparing the results from a 25h−1Mpc box
with this parameter to DEF.
2.2 Metals
Star particles in our simulation produce metals which en-
rich the surrounding gas. Enrichment events are assumed to
occur from asymptotic giant branch stars and supernovae,
with the formation rate of each calculated using a Chabrier
(2003) initial mass function. The elemental yields of each
type of mass return are detailed in Vogelsberger et al. (2013).
Metals are distributed into the gas cells surrounding the star
using a top-hat kernel with a radius chosen to enclose a total
mass equal to 256 times the average mass of a gas element.
We have checked that distributing the metal within a ra-
dius enclosing 16 times the gas element mass does not affect
our results. AREPO is formulated to allow metal species to
advect self-consistently between gas cells, naturally creat-
ing a smooth metallicity distribution and allowing the gas
to diffuse through the DLA. Furthermore each DLA is en-
riched by multiple stars, and the enrichment radii of individ-
ual star particles frequently overlap. The metallicity of each
wind particle is a free parameter, given by Zw = γwZISM.
We adopt γw = 0.4, following Vogelsberger et al. (2013), but
we have checked that this free parameter does not affect the
distribution of metals within DLAs (Bird et al. 2014), whose
metallicity is dominated by local enrichment.
2.3 Hydrogen Self-Shielding
The high density gas that makes up DLAs self-shields from
the ionizing effects of the UVB. We model the onset of
self-shielding using the fitting function from Rahmati et al.
(2013). The photo-ionization rate is assumed to be a func-
tion of the gas temperature and the hydrogen density, shown
in Figure 1. A surprisingly good approximate model is to as-
sume a sharp transition to neutral gas at nH ∼ 10−2 cm−3
(Haehnelt et al. 1998). Star forming gas is assumed to have a
temperature of 104 K, the temperature of the gas at the star
formation threshold density, and is thus almost completely
neutral. We include the self-shielding model into the simu-
lation itself, rather than applying it in post-processing. This
allows the cooling rate of high-density gas to be computed
under the assumption that it is neutral, making the gas tem-
perature self-consistent. We checked that the effect this has
on the velocity width distribution is negligible, although it
does reduce the mean SiII equivalent width by about 0.2
dex. We neglect the effect of local stellar radiation and ac-
count for molecular hydrogen formation as described in Bird
et al. (2014), although as we use the HI column density only
to identify DLAs this does not affect our results.
2.4 Metal Ionisation
We use CLOUDY version 13.02 (Ferland et al. 2013) to com-
pute the ionization fraction of metal species in the pres-
ence of an external radiation background. CLOUDY is run
in single-zone mode, which assumes that the density and
temperature are constant within each gas cloud. We thus
neglect density and thermal structure on scales smaller than
the resolution element of each simulation, which is consistent
as this structure would by definition be unresolved.
Self-shielding at high densities is included by multiply-
ing the amplitude of the external background radiation by
an energy-dependent effective self-shielding factor S(E). For
E < 1 Rydberg (the Lyman limit), S(E) = 1, correspond-
ing to no shielding. For higher energies, we compute the
self-shielding factor S(E) from the self-shielded hydrogen
photo-ionization rate, ΓSS(n, T ), by
S(E) =
ΓSS(n
′(E), T )
ΓUVB
. (2)
Here, T is the gas temperature, and n′ is an effective density
to ionizing photons, used to correct for the dependence of
hydrogen cross-section on energy. If σHI(E) is the hydrogen
cross-section (Verner et al. 1996), the optical depth from
neutral hydrogen is
τ ∼ nσHI(E) , (3)
giving an effective density of
n′(E) =
nσHI(E)
σHI(1Ryd)
. (4)
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Note that for E  1, σHI(E) ∼ E−3. Thus at high energies
the effect of self-shielding is reduced.2
Figure 1 shows the fraction of silicon in SiII as a func-
tion of density. At a temperature of 104K, the transition
to SiII from higher ionization states takes place at similar
densities to the transition to neutral hydrogen. However,
because the ionization potential of SiII (16.3 eV) is slightly
higher than that for HI (13.6 eV), SiII persists in slightly
lower density gas. We computed the HI-weighted tempera-
ture for each DLA spectrum, and found that it was almost
always between 10000 and 12000 K, independently of col-
umn density.
We have checked the effect of using different models for
self-shielding. Neglecting the dependence of the cross-section
on energy for E > 1 Ryd, so that
S(E) =
ΓSS(n, T )
ΓUVB
, (5)
had negligible effect, as the ionization potential for SiII is
relatively close to the Lyman limit. Neglecting self-shielding
altogether, S(E) = 1, had similarly little effect on the ve-
locity width, but reduced the mean equivalent width. The
velocity width is by construction insensitive to the total
ionic abundance. Instead it is sensitive to places where the
ionic abundance sharply decreases. If self-shielding is (un-
physically) neglected, changes in SiII ionic fraction occur
in regions where the temperature or metallicity of the gas
changes. Neglecting self-shielding entirely does not affect our
velocity width results because for our self-shielding prescrip-
tion, the edge of the self-shielded gas also corresponds to an
increase in gas temperature and a decrease in gas metallicity.
A self-shielding prescription with a higher density threshold,
as in Tescari et al. (2009), will create an inner bubble of
high SiII fraction inside the cool dense gas, which will dom-
inate the absorption and reduce the velocity width. Finally,
we tested the assumption, following Pontzen et al. (2008),
that n(SiII)/n(Si) = n(HI)/n(H), which, as described in Ap-
pendix B, creates a moderate bias towards smaller velocity
widths.
When generating simulated spectra, the ionization frac-
tion is computed for each gas cell using a lookup table. We
have checked that our lookup table is populated sufficiently
finely that the error from interpolation is negligible.
2.5 Sightline Positions
The position of quasars on the sky should be uncorrelated
with foreground absorption. Thus, to make a fair compari-
son to observations, sight-lines must be chosen to produce a
fair volume-weighted sample of the total DLA cross-section.
We achieve this by placing sight-lines at random positions
in our box, computing the total HI column density along
the sight-line, and selecting those with total column den-
sity above the DLA threshold, NHI > 10
20.3 cm−2. We have
checked that our results are not affected if we instead use the
total column density within ±500 km/s of the strongest ab-
sorption. As an optimization, we used the projected column
density grid computed in Bird et al. (2014), and selected
2 The python module for generating our cloudy tables is publicly
available at https://github.com/sbird/cloudy_tables.
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Figure 1. The mass fraction of silicon in SiII as a function of
density at z = 3, for 104K (dot-dashed green) and 2 × 104K
(solid green). The red dashed line shows the neutral fraction of
hydrogen at 104K, for comparison.
sight-lines only within grid cells which contain at least a
Lyman-limit system (LLS; NHI > 10
17 cm−2). Using only
those cells which contain a DLA induces a slight bias, as
DLAs are not perfectly aligned with grid cell boundaries.
2.6 Artificial Spectra
Here we shall describe in detail our mechanism for generat-
ing the artificial spectra we use to compute our kinematic
statistics.3
We first compute for each gas cell a list of nearby sight-
lines, using a sorted index table to speed up computation.
Particles which are not near any line are discarded. The
ionization fraction of the remaining cells is computed as
described in Section 2.4. The ionic density in each cell is
interpolated on to the sight-line at a redshift space position
v = H(z)x+ vpar . (6)
Here, H(z) is the Hubble parameter, and converts from
physical Mpc to km s−1. x is the position of the cell in
the box, and vpar the velocity of the cell parallel to the line
of sight. Thus we include redshift due to the cell motion.
The absorption along each sight-line is the sum of the
absorption arising from each cell, computed by convolving
the Voigt profile, V(v), with a density kernel. Thus
τ = V(v) ∗ n
(√
v2/H2(z) + r2perp
)
, (7)
where v was defined in equation (6) and
n
(√
v2/H2(z) + r2perp
)
is the smoothing kernel as a
function of the distance from the cell centre to a point
in the bin. These convolutions are computed by a simple
numerical integration using the trapezium rule, and we
neglect tails where τ < 10−5. The smoothing length is
chosen to be the radius of a sphere with the volume of the
grid cell. We have also considered using a top-hat kernel,
3 Our implementation is available at https://github.com/
sbird/fake_spectra and https://github.com/sbird/vw_
spectra.
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and found that it changes the resulting τ by less than 10%
and does not affect our results.
Our simulated spectra have a spectral resolution of
1 km s−1. We verified explicitly that our results were con-
verged with respect to the spectral resolution. To better
mimic the broadening function of the observational data, we
convolved the simulation output with a Gaussian of FWHM
8 km s−1. Some of our DLA spectra (about 5%) had an
SiII column density less than 2×1011 cm−2, which would re-
sult in undetectable metal absorption. These spectra largely
disappear in the higher resolution simulation, where only
0.1% of sight-lines are metal poor, implying that they cor-
respond to unresolved sites of star formation. We checked
that their inclusion does not affect our results.
2.7 Kinematic Statistics
We will examine three kinematic statistics extracted from
DLA-selected SiII absorbers and originally defined in
Prochaska & Wolfe (1997). These are the velocity width,
v90, the mean median statistic, fmm and the edge leading
statistic, fedg. The velocity width includes 90% of the in-
tegrated optical depth across the absorber and is defined
as
∆v90 = vhigh − vlow , (8)
where, if Fτ (v) is the fraction of the total optical depth in the
absorber at v, vlow and vhigh are chosen so that Fτ (vlow) =
0.05 and Fτ (vlow) = 0.95.
The mean-median statistic, fmm, is the difference in
units of the velocity width between the median velocity,
vmedian, and the mean velocity, vmean. These are defined
respectively by Fτ (vmedian) = 0.5, and vmean = vlow/2 +
vhigh/2. Thus
fmm =
|vmean − vmedian|
∆v90/2
. (9)
Lastly, the edge leading statistic, fedg, is the difference in
units of the velocity width between vpeak, the velocity cor-
responding to the largest optical depth along the absorber,
and the mean velocity. Thus
fedg =
|vmean − vpeak|
∆v90/2
. (10)
Observationally, these statistics are extracted from the
strongest unsaturated line, usually a transition of silicon or
sulphur. To model this, we compute spectra for every tran-
sition of SiII, and select the strongest transition with a peak
optical depth between 3 and 0.1. These limits were chosen
to roughly match the maximal τ in the observed sample.
In approximately 10% of our spectra, no SiII line lies within
this band. In the observational sample a different ionic tran-
sition would be used, but since almost all simulated spectra
have τ < 10, we select the weakest transition with a peak
optical depth greater than 0.1. Although in principle the
different line broadening in each transition could affect the
derived kinematics, we have checked that this does not occur
in practice; our results are unchanged if we simply compute
the velocity width from, e.g. SiII 1808 A˚.
Since extended metal absorbers are unsaturated and of-
ten contain considerable structure, there is potential ambi-
guity over the width of the velocity interval to consider a
single absorber. We follow N13 as closely as possible. First,
the location of the peak SiII absorption is considered to be
the central point of the absorber; observationally this, rather
than the saturated Lyman-α line, is used to determine the
DLA redshift. We then consider the absorber to extend at
least 500 km s−1 to either side of the peak. If there is still
significant absorption in the (saturated) SiII 1260 A˚ line at
the edges of the absorber, it is extended further. Within this
search range, the absorber is shrunk to the radius exhibiting
significant optical depth in SiII 1260 A˚. Significant absorp-
tion is defined to be 4σ in the presence of noise, or τ > 0.2
in noiseless spectra, anywhere in a 20 km s−1 bin. To check
the impact of the observational choice of absorber size, we
chose a minimum size of ±250 km s−1. With this choice,
the number of spectra with ∆v90 & 300 km s−1decreased by
∼ 1/3, but spectra with smaller velocity widths were not af-
fected. We emphasize that we have used the same definitions
as in the analysis of the observed spectra. As final confirma-
tion of our velocity widths, we performed a blind analysis;
100 simulated spectra were analysed with the observational
pipeline, and the velocity width measurements from the two
pipelines found to be consistent for every spectrum.
2.8 Error Analysis
The likelihood of our models giving rise to the observed data
is assessed with bootstrap errors. We choose 10000 samples
at random each containing 100 simulated spectra, the same
size as the N13 data set. The desired statistic and its dis-
tribution is computed, and binned in the same way as the
data for each sample. We show as 1 − σ errors the region
including 68% of the derived distributions.
Systematic errors are incorporated by adding a nor-
mally distributed random number to each derived statistic.
To calibrate the expected level of systematic error, 100 sim-
ulated spectra were generated and analysed by one of us
using the same pipeline as the real, observed, spectra, as-
suming a signal to noise ratio (SNR) of 10. The difference
between these velocity widths and the true velocity width
derived from the noiseless spectra gives an estimate of the
systematic error due to noise. In the case of the velocity
width distribution, the systematic error is well-fitted by a
Gaussian with standard deviation 5 km s−1and zero mean.
For fedg and fmm, systematic error is negligible compared
to variance induced by the limited sample and is thus ne-
glected.
3 RESULTS
3.1 Velocity Widths
3.1.1 Matching the Observed Velocity Width Distribution
Figure 2 shows the velocity width probability distribution
function at z = 3, comparing each of our simulations to ob-
servations. 4 The observed sample of DLA velocity widths
4 We have normalized the pdf so that the integral over the full
range is unity; this differs from Pontzen et al. (2008) and Tescari
et al. (2009), who show the velocity width PDF normalized by
the line density per unit absorption distance of DLAs.
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Figure 2. Left: the distribution of velocity widths from our simulations at z = 3, compared to the observed sample from N13 over the
combined redshift range. Right: the cumulative distribution function normalized to the size of the N13 sample, from the same simulations.
Grey shaded regions show 68% contours for the expected distribution of a data-like sub-sample from the SMALL simulation.
in N13 does not show significant redshift evolution. The red-
shift evolution in our simulations is also mild, although there
are 40% more spectra with velocity widths < 18 km s−1 at
z = 4 than z = 3, due to a lower amplitude of the photo-
ionizing background. We therefore compare the combined
observational catalogue for z = 1.7− 5.1 to our simulations
at z = 3, the mean redshift of the catalogue. As discussed
in N13, the velocity width distribution shows signs of two
peaks; one at 30 km s−1, and one at 100 km s−1. However,
our error analysis confirms the conclusion of N13 that this
is consistent with a single-peaked underlying model.
The DEF simulation is in generally good agreement
with the data, marking the first time the velocity width dis-
tribution has been reproduced with such fidelity. The main
reasons for this, discussed further in Appendix B, are our
strong feedback and our treatment of the SiII fraction.
Figure 3 shows three example spectra, together with the
SiII density along the sightline. The HI density has a sim-
ilar shape, but smaller secondary peaks, due to SiII exist-
ing at lower gas densities (see Figure 1). The spectra have
been plotted including Gaussian noise with a SNR of 20,
to allow easy by-eye comparison to the observed spectra
shown in N13. We have used the higher resolution simu-
lation, SMALL, because the small-scale spectral structure
was not entirely converged in the larger box. The lower res-
olution caused reduced velocity broadening, and absorption
profiles overly concentrated into peaks, with little absorp-
tion between them. A by-eye comparison of the simulated
spectra to those observed indicates that even in our high-
est resolution simulations the simulated spectra may still
have too peaked a shape, perhaps indicating that a further
increase in resolution or a more detailed model of the in-
terstellar medium is needed. We have included the results
from SMALL in Figure 2, to show the effect on the velocity
width distribution, which is modest. The main difference is
a reduced population of small velocity width systems, which
are those most affected by the broadening, and the corre-
sponding increase in systems with a velocity width of ∼ 100
km s−1.
A few small discrepancies remain between the simula-
tion data and the observations. As revealed by the cumula-
10 40 100 400
vvir (km s
−1 )
0.0
0.5
1.0
1.5
2.0
2.5
SMALL
HVEL
NOSN
DEF
FAST
Figure 4. The distribution of virial velocities of the haloes host-
ing DLAs in our simulations.
tive velocity width distribution (Figure 2), the DEF simu-
lation shows a distinct preference for smaller velocity width
systems. This is somewhat ameliorated by increased reso-
lution, but some tension remains at the 20% level. Models
where the characteristic DLA halo mass is larger than in our
simulations are thus certainly not ruled out, and a moder-
ately larger DLA host halo mass may be favoured.
The NOSN and HVEL simulations, which produce suf-
ficient spectra in the tail of the velocity width distribution,
show a peak at a significantly lower velocity width than the
observations. The observed velocity width distribution (and
DEF) peak at 60 − 80 km s−1, while NOSN and HVEL
peak at 30 km s−1. The FAST simulation produces a peak
at 40 − 60km s−1, intermediate between DEF and NOSN,
and in 1 − σ tension with the observations. Note that this
simulation performed relatively well in Bird et al. (2014),
demonstrating the extra constraint on feedback processes
from the velocity width distribution.
Figure 4 shows the virial velocity, vvir =
√
GM/R200,
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Figure 3. Top: example SiII spectra with typical velocity widths from a 10h−1Mpc box at z = 3. Gaussian noise has been added for
easier comparison to observations, assuming a SNR of 20. Vertical green and red lines show the bounds of the velocity width. Bottom:
corresponding SiII density for each spectrum. Velocities are in km s−1, and physical positions are in comoving h−1kpc. At this redshift
1 kms−1 = 9.5h−1kpc. Central: correspondence between physical density and velocity and thus the effect of peculiar velocity.
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Figure 5. Histograms of the ratio of velocity width to halo virial
velocity at z = 3, ∆v90/vvir, for our simulations. FAST is similar
to DEF, and HVEL to NOSN. We compare to the rotating disc
model described in Appendix A (Disc) and the simulations of
Haehnelt et al. (1998).
of DLA host haloes.5 In DEF and FAST the characteris-
tic virial velocity is vvir ∼ 70 km s−1, while, in HVEL and
NOSN, DLAs have vvir ∼ 30 km s−1. In the latter sim-
ulations, feedback is less effective at suppressing DLAs in
small haloes. Note that the 10h−1Mpc box used in SMALL
is too small to include a representative sample of the largest
haloes hosting DLAs. Figure 5 shows the ratio between virial
5 R200 is the radius within which the average density is 200 times
the critical density.
velocity and velocity width. In all simulations this ratio is
of order unity, demonstrating that the velocity width does
indeed probe the virial velocity of the DLA host halo, al-
beit with a large scatter. The NOSN and HVEL simulations
have ∆v90 ∼ 0.7vvir, while the stronger feedback in DEF and
FAST produces ∆v90 ∼ 0.9vvir. However, the larger change
in the characteristic virial velocity of DLAs shown in Figure
4 is more important for explaining the differences between
the velocity width distribution.
3.1.2 Disc Models
Figure 5 compares our simulations to the rotating disc model
described in Appendix A and the results of Haehnelt et al.
(1998). The latter, also based on simulations without feed-
back, are remarkably similar to our NOSN model. The differ-
ences are probably due to our lower self-shielding threshold.
The disc model shows the expected relationship between ve-
locity width and virial velocity for a sight-line intersecting
a thin disc at a random angle. It predicts a much broader
velocity width distribution peaking at a lower fraction of
the virial velocity. The location of the peak is controlled by
the ratio of the disc scale height to scale length, rl. Thicker
discs produce a larger velocity width, as they maximize the
difference between the radius at which the sight-line enters
the disc and the radius at which it exits. As explained in
Appendix A, we have plotted the distribution for rl = 0.25.
Even in this case, the disc model is not a good match to
our simulations. We checked more explicitly for rotation by
finding the fraction of gas cells in our simulation whose po-
sition within a halo is rotationally supported. To do this, we
computed the velocities parallel and perpendicular to the
vector from each cell to the halo centre, vpar and vperp. We
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required that cells be within the halo virial radius, have a gas
density greater than 3× 10−4 cm−3 and move azimuthally,
with |vperp| > 2|vpar|. We then computed the halo rotational
velocity at the cell radius, vrot, assuming a Navarro-Frenk-
White profile (Navarro, Frenk & White 1996) with a concen-
tration of 10, as for a Milky Way-sized halo, and required
0.7 < vperp/vrot < 1.5. Note that we are checking for rota-
tional support, not the presence of a disc; for the latter we
should also check that the angular momentum vectors of the
cells are close to the mean angular momentum vector. We
find that in the DEF simulation less than 10% of the con-
sidered cells were rotationally supported within their host
halo (5% in the HVEL simulation), and the velocity width
distribution of the absorption spectra resulting from these
cells peaked at ∼ 20km s−1.
3.1.3 Large Velocity Widths
The observational data contains velocity widths up to ∼ 400
km s−1, which some earlier simulations have had difficulty
reproducing. The largest halo virial velocity in our simula-
tions is around 200 km s−1, while the largest velocity width
is ∼ 600 km s−1; there is thus a population of objects with
velocity widths that significantly exceeded the virial velocity
of their host halo.
Figure 6 shows examples of these spectra. All exhibit
significant internal structure and multiple absorption peaks.
We show examples of absorption profiles arising from both
spatially extended objects and spatially compact but ve-
locity broadened objects. Ninety percent of sightlines with
∆v90 < 100 km s
−1 are spatially compact, but this changes
for larger velocity widths; half of the sightlines with ∆v90 =
250 km s−1 show multiple peaks in density. This fraction is
consistent with that in the observational sample N13. The
majority of these systems are associated with a DLA and
an LLS aligned along a sight-line, with the LLS residing
in a filament in the IGM. Figure 7 emphasises this point,
showing the host halo virial velocity for spectra as a func-
tion of velocity width. For ∆v90 < 200 km s
−1, the velocity
width correlates well with the virial velocity of the halo, as
expected. However, for ∆v90 > 200 km s−1 the fraction of
spectra coming from the smallest virial velocity bin starts to
increase, reflecting the increasing fraction of multiple den-
sity peak systems arising from a small DLA-hosting halo
and an LLS.
These statistics imply the existence of a population of
metal-enriched LLSs, capable of producing an absorption
trough containing at least 10% of the total optical depth.
Figure 8 shows the metallicity distribution of DLAs and
LLSs for the DEF simulation. LLSs are relatively highly
enriched, with a mean metallicity ∼ 60% of the mean DLA
metallicity. The stellar feedback model in DEF drives strong,
metal enriched, outflows, and a significant fraction of the
LLS enrichment arises directly from them. Note that this
makes the LLS metallicity sensitive to parameters which do
not affect the DLA metallicity, such as the wind metal load-
ing. As the NOSN simulation lacks outflows, only a small
fraction of metals escape star-forming regions, but the star
formation rate is sufficiently high that LLSs are still en-
riched.
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−1 )
0.0
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Figure 7. Fraction of spectra from the DEF simulation at z = 3
arising from haloes in one of three mass ranges, as a function of
velocity width.
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Figure 8. Metallicity distribution of DLAs (solid) and LLSs
(dashed) from the DEF simulation at z = 3. Both were com-
puted as described in Bird et al. (2014), and are shown as a frac-
tion of the solar metallicity, which we take to be MZ/MH =
0.0134/0.7381 (Asplund et al. 2009). Data points show DLA
metallicity from Rafelski et al. (2012), assuming Poisson errors.
3.2 Edge-Leading Spectra
Figure 9 shows the distribution of fedg and fmm, the edge
leading and mean median statistics defined in Section 2.7. As
with the velocity width distribution there is no observable
redshift evolution, so once again we show the observational
results at all redshifts compared to the simulation output at
z = 3.
Convergence with resolution in fedg is good, although
the abundance of very edge-leading spectra is slightly lower
in the higher resolution simulation, due to the shift in the
velocity width distribution. The distribution of fmm, on the
other hand, is more affected. Higher resolution broadens sec-
ondary absorption peaks. This does not affect fedg, which is
only sensitive to the strongest absorption, but it tends to
smooth the overall spectrum and thus reduce fmm.
All simulations produce too many spectra with a large
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Figure 6. (Top) Example SiII spectra with velocity widths > 150 km s−1, from a 10h−1Mpc simulation at z = 3. Gaussian noise has
been added for easier comparison to observations, assuming a SNR of 20. Vertical green and red lines show the bounds of the velocity
width. (Bottom) Corresponding SiII density for each spectrum. Velocities are in km s−1, and physical positions are in comoving h−1kpc.
At this redshift 1 kms−1 = 9.5h−1kpc. (Central) Correspondence between physical density and velocity and thus the effect of peculiar
velocity.
0.0 0.2 0.4 0.6 0.8 1.0
fedg
0.0
0.5
1.0
1.5
2.0
2.5
3.0
HVEL
NOSN
DEF
FAST
SMALL
0.0 0.2 0.4 0.6 0.8 1.0
fmm
0.0
0.5
1.0
1.5
2.0
2.5
3.0
HVEL
NOSN
DEF
FAST
SMALL
Figure 9. Probability density functions at z = 3 for (left) the edge-leading statistic and (right) the mean-median statistic compared to
that computed from the spectra of N13. Grey shaded regions show 68% contours for the expected distribution of a data-like sub-sample
from the SMALL simulation.
value of fmm, with the discrepancy worse for DEF and
FAST. FAST and DEF also have a stronger preference for
edge-leading spectra than NOSN and HVEL, producing as
many spectra at fedg = 0.8 as at fedg = 0.6, while the obser-
vations, HVEL, and NOSN show a drop.6 By eye, this excess
seems like a significant failure of the model. However, our
6 Note that fedg is not strongly correlated with ∆v90, so large
values of fedg do not necessarily correspond to spectra with large
velocity widths. The population of spectra with large fedg is dom-
inated by systems resembling the middle and left-hand panels of
bootstrap error analysis shows that at present the sample is
too small to draw a definitive conclusion and the observed
data are still marginally consistent with the simulation. If
the discrepancy is real, it has important implications for the
preferred feedback model. In our simulations, star formation
in haloes with a small virial velocity is suppressed by out-
flows. This gives gas a relatively large radial velocity with
respect to the halo and thus produces a high fedg. If there
Figure 3, and so is not affected by any potential ambiguity in
absorber size.
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were also some other method, such as thermal heating, for
suppressing star formation, fedg could be lower while still
producing enough large velocity width systems.
3.3 SiII 1526 Equivalent Width
Figure 10 shows the equivalent width distribution for the
SiII 1526 A˚ line, defined as
W1526 =
∫
1− exp(−τ)dλ . (11)
The equivalent width is sensitive to the total amount of the
ionic species. Thus, unlike our other results, it depends on
our self-shielding prescription; turning off self-shielding for
the SiII decreases the equivalent width by approximately
25%. However, because the SiII 1526 A˚ line is usually satu-
rated, it depends only weakly on the total metallicity, espe-
cially in the denser regions.
All our simulated results are a reasonable match to the
observations, reproducing the mean and standard deviation
of the equivalent width distribution, although the data pre-
fer a distribution which is more extended at the large equiv-
alent width end. Convergence is very good at z = 4, but at
lower redshifts SMALL produces moderately larger equiv-
alent widths, due to a slight increase in star formation at
higher resolution.
The variation in the simulations mirrors the variation
in the DLA metallicity (Bird et al. 2014), but because the
line is saturated the distinctions between them are partially
erased. In particular the NOSN simulation produces a much
larger DLA metallicity than the others, but a similar equiv-
alent width distribution, because the high density regions
which contain most of the extra metals give rise to satu-
rated absorption.
We therefore caution against over-interpreting the
equivalent width results. The velocity width is insensitive
to the total amount of SiII present and thus particularly ro-
bust. By contrast, the equivalent width is sensitive to the
amount of SiII at relatively low densities. We found that
it was affected relatively strongly by our treatment of self-
shielding, which assumes the self-shielding factor depends
only on gas density and temperature. We have neglected
any explicit dependence on the density of the surrounding
gas, which may be the cause of the wider scatter in the ob-
servations.
3.4 Velocity Width Metallicity Correlation
A correlation is observed between velocity width and metal-
licity (Ledoux et al. 2006; Møller et al. 2013; Neeleman et al.
2013), analogous to the mass-metallicity relation for galax-
ies (Erb et al. 2006). As we showed in Section 3.1, velocity
width generally traces the DLA host virial velocity, and thus
provides an analogue to the halo mass. The correlation is
relatively weak because, as shown in Figure 5, there is sig-
nificant scatter in the relation between velocity width and
halo virial velocity.
Figure 11 shows the correlation from the DEF simula-
tion, together with the observed data points and the power
law fit. We showed in Bird et al. (2014) that our preferred
models reproduce the DLA metallicity very well. The light
Data set z KS test P(KS test) Pearson r
DEF 4 0.2 0.4 0.4
DEF 3 0.2 0.3 0.5
DEF 2 0.3 0.04 0.46
HVEL 3 0.4 0 0.36
NOSN 3 0.6 0 0.33
FAST 3 0.3 0.06 0.3
Observed 5− 3.5 - - 0.6
Observed 3.5− 2.5 - - 0.6
Observed 2.5− 1.7 - - 0.81
Table 2. Table of Statistical tests. KS test shows the result of
a 2D KS test between the shown simulation output and the ob-
servations at that redshift. KS test probability is calibrated by
taking random sub-samples of the simulated data and comparing
them to the full sample. Pearson r shows the correlation between
metallicity and velocity width.
Redshift Data set Power law fit
5− 3.5 Observed (−4.0, 1.2)
4 DEF (−5.3, 2.1)
3.5− 2.5 Observed (−4.1, 1.5)
3 DEF (−4.7, 1.8)
2.5− 1.7 Observed (−4.0, 1.5)
2 DEF (−4.0, 1.7)
Table 3. The coefficients of a power law fit to the velocity width
and metallicity; (α, β) from equation (12).
blue region marks the area with > 0.15 × Nsim/Nobs sight-
lines per grid cell, and the dark blue region the area with
> 1×Nsim/Nobs. Nobs ∼ 40 is the number of observed sight-
lines in each redshift bin, while Nsim = 5000 is the number
of simulated sight-lines. Thus the contours show an estimate
of the region within which we expect to observe sight-lines.
As the metallicity evolves with redshift, we have split the
data into three redshift bins, z = 3.5− 5, z = 2.5− 3.5 and
z = 2.5−0, and compared to simulated data at z = 4, 3 and
2, respectively.
The simulated correlation is a good match to observa-
tions. Essentially all the observed data points lie within the
larger of the shown contours. The only minor exception is
three DLAs with an anomalously large velocity width in the
highest redshift bin. It might be tempting to regard these
objects as a signature of reionization; when substantial frac-
tions of the Universe are neutral, DLAs will form in lower
density, lower metallicity gas (Rafelski et al. 2014). However,
these DLAs are at z ∼ 4, making this unlikely. Instead, they
are probably observational examples of spectra intersecting
a low halo mass DLA and an LLS aligned along the line of
sight, which would produce a large velocity width with a
below-trend metallicity. A by-eye examination reveals that
three of these absorbers contain two clearly separated peaks
in the optical depth, as we would expect in this case.
We have performed several statistical tests to determine
whether the simulated and observed data sets are consistent,
shown in Table 2. We computed the Pearson r coefficient be-
tween the metallicity and the velocity width, to measure the
strength of the correlation. For DEF we found r = 0.4−0.5,
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Figure 10. The equivalent width distribution of SiII 1526 A˚ for each of our simulations at (left) z = 4, (center) z = 3 and (right)
z = 2, compared to N13. Grey shaded regions show 68% contours for the expected distribution of a data-like sub-sample from the DEF
simulation.
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Figure 11. Evolution of the velocity width metallicity plane from z = 4 to z = 2 for our DEF simulation, compared to observations
and with a linear fit superimposed. The ellipse shows a 2D histogram of the simulated data. The light blue region marks the area with
> 0.15× 5000/40 sight-lines per grid cell, and the dark blue region the area with > 1× 5000/40. Solid lines show a power-law fit to the
data points shown, and dashed lines a power law fit to the simulated spectra.
a little less than the observed value of 0.6. To determine
whether the simulated and observed populations are drawn
from the same population, we used the 2D Kolmogorov-
Smirmov (KS) test (Peacock 1983). The KS test measures
the maximal difference between the cumulative distribution
function of two data sets; a larger value means they are less
likely to be drawn from the same population.
As the correlation is relatively weak, the KS test may
show poor agreement purely through statistical fluctuations.
To account for this, we re-calibrated the KS test using sub-
samples of the simulations. We randomly selected 50 sub-
samples of the simulated data, of the same size as the ob-
served data set, and computed the 2D KS test score between
this sub-sample and the full sample. This allows us to com-
pute the probability of the KS test value between the full
sample and the observations being due to statistical fluctua-
tions. The 2D KS test between the DEF simulation and the
data shows acceptable values at all redshifts. At z = 3 − 4,
30− 40% of mock trials produced a larger KS test, indicat-
ing that the observed data set is entirely consistent with the
simulations. At z = 2, agreement is more marginal. The high
KS test value appears to be driven by sight-lines with ve-
locity widths ∆v90 ∼ 20− 40 km s−1 and metallicity above
that expected from the linear correlation, suggesting that
star formation may need to be further suppressed at z < 3,
as also indicated by the HI abundance (Bird et al. 2014).
We follow Pontzen et al. (2008) in fitting a power law to
the simulated and observed data set, using the least squares
bisector described in Isobe et al. (1990). The power law has
the form
Z
Z
= 10α
(
∆v90
km s−1
)β
. (12)
Note that the correlation is not strong, and the data set
small. The fit does not capture the full behaviour of the data,
and is sensitive to small changes in the data set used. We
include it mainly as an aid to comparing the data sets, and
recommend against using it in semi-analytic modelling. Our
results are shown in Table 3; DEF was in good agreement
with the observations except at z = 4, where the slope of
the observed power law is reduced by the four anomalously
low metallicity points discussed above.
Figure 12 shows the correlation at z = 3 for our other
simulations. Both NOSN and HVEL are in clear disagree-
ment with the observed data. HVEL does not match the
observed velocity width distribution, and NOSN matches
neither the observed velocity width distribution nor the ob-
served metallicity. Furthermore, in both cases the slope of
the metallicity - velocity width relation is too steep. Unsur-
prisingly, the KS test scores for both simulations are very
high, indicating agreement with the null hypothesis that the
data sets are discrepant. Finally, the correlation between
metallicity and velocity width is weaker in both these sim-
ulations. FAST is in marginal agreement with observations.
The velocity width distribution has too many low velocity
width systems, producing a low KS test score, but the corre-
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Figure 12. Velocity width metallicity plane at z = 3 for the three simulations not shown in Figure 11, with the best-fitting linear curve
superimposed, and compared to observations. Left: for HVEL, centre: for NOSN, right: for FAST. Light coloured regions marks the area
with > 0.15× 5000/40 sight-lines per grid cell, and dark coloured regions the area with > 1× 5000/40. Solid lines show a power-law fit
to the data points shown, and dashed lines a power law fit to the simulated spectra.
lation between metallicity and velocity width is still roughly
reproduced.
4 CONCLUSIONS
We have examined the kinematics of Damped Lyman-
α systems (DLAs) using cosmological hydrodynamic sim-
ulations. Our simulated DLA population resides in haloes
with a mean virial velocity of ∼ 70 km s−1. We match the
distribution of velocity widths of associated low ionization
metal absorbers substantially better than previous work, al-
though on average our simulated velocity widths are still
20% smaller than observed, implying that observed DLAs
may be hosted in slightly more massive haloes than in our
simulations.
Our much improved success in matching the velocity
width distribution is mainly due to two features of our sim-
ulations. First, our ionization modelling allows SiII to per-
sist at relatively low densities, allowing a larger fraction of
the halo to contribute significantly to the absorption. Sec-
ond, our supernova feedback models include strong outflows
which suppress the formation of DLAs, especially in smaller
haloes. The largest velocity widths in our simulation exceed
the virial velocity of any of the haloes, and are instead pro-
duced as a result of sight-lines which intersect a DLA and a
LLS along the line of sight. To produce these systems, LLSs
are enriched at the level of ∼ 1/100 solar.
Our preferred feedback model reproduces the observed
correlation between velocity width and metallicity, demon-
strating that our simulations produce a realistic integrated
star formation rate over a wide range of halo virial velocity.
There is some indication for a discrepancy at z = 2, which is
consistent with an excess of HI found in Bird et al. (2014).
We reproduce the observed equivalent width distribution of
SiII 1526 A˚, although this is not a strong constraint on our
models.
The simulations in best agreement with the velocity
width distribution exhibit a greater fraction of very edge-
leading spectra, where the strongest absorption is at the
edge of the profile, than observed. This discrepancy may be
a statistical fluctuation in the data, but, if real, we specu-
late that it is due to the large mass of outflowing material
produced by supernova feedback in our simulations. While
some outflows are necessary to enrich the circumgalactic gas,
a model which augments them with another mechanism for
suppressing star formation, such as thermal heating, might
be better able to match both statistics.
We have searched for signatures of rotating discs in the
simulated DLA population, looking at the relationship be-
tween virial velocity and velocity width as well as directly
at the velocity structure of the cells causing the absorp-
tion. No more than 10% of cells appear to be rotationally
supported, and the relationship between virial velocity and
velocity width predicted by rotating discs is at variance with
that in our simulation. We thus conclude that at z = 3 the
fraction of rotationally supported gas in DLAs in our simu-
lations is relatively minor.
Our improved match of the velocity width distribution
uses simulations with the same stellar feedback implemen-
tation which Bird et al. (2014) showed was preferred in a
comparison to the incidence rate and metallicity distribu-
tion of DLAs, thus further corroborating the conclusion of
Bird et al. (2014) that the DLA population at z = 3 is hosted
in haloes with moderate masses and typical virial velocities
of ∼ 70 km s−1.
APPENDIX A: ROTATING DISC MODELS
Following Prochaska & Wolfe (1997), consider a thin ro-
tating disc containing gas with a purely azimuthal velocity
given by
v(r) = vvir
r
Rvir
, (A1)
and a density profile
n(r, z) ∼ exp
(
− r
RD
− |z|
h
)
. (A2)
The disc is entirely composed of baryons, while the mass of
the halo is provided by dark matter. To set the scale height,
assume conservatively that 90% of the baryons are within
the virial radius of the halo, which gives
Rvir = RD log 10 . (A3)
Now consider a sight-line which intersects the mid-plane of
the disc with impact parameter b, choosing coordinates so
the x-axis goes through the intersection point. We define φ
to be the angle between the outgoing radial vector and the
sight-line. The inclination angle ι is the angle between the
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sight-line and the plane of the disc. The velocity parallel to
the sight-line is vvir sin(φ)(r/Rvir). At a height z from the
disc, the radius is
r =
√
b2 +
z2
tan2 ι
+
2bz cosφ
tan ι
. (A4)
For a thin disc we will have z  b everywhere except a small
area near the disc centre7, and thus
r ≈ b+ z cosφ
tan ι
. (A5)
The expected velocity width is the change in velocity be-
tween a height H and −H during which the sight-line inter-
sects 90% of the total material it will encounter. Integrating
equation (A2) along the sight-line we find that
H =
hRD tan ι
RD tan ι+ h cosφ
log 10 . (A6)
Using equation (A3), the change in velocity will be
∆v90 = vvir
δr
Rvir
(A7)
=
2vvir sinφ
1 + (RD tan ι)/(h cosφ)
. (A8)
For a random sight-line, ι is uniformly distributed between 0
and pi/2 and φ uniformly distributed between 0 and 2pi. The
ratio of the disc scale length to scale height, rl = h/RD, is
a free parameter. Larger values will produce a distribution
peaking at larger velocity widths. Figure 5 shows the result-
ing ratio between velocity width and virial velocity, gener-
ated by Monte Carlo sampling equation (A8) with rl = 0.25,
which is the largest value consistent with a thin disc approx-
imation.
APPENDIX B: COMPARISON TO PREVIOUS
ANALYSES
In this appendix, we will examine why some recent analyses
of DLA kinematics were not able to reproduce the high ve-
locity width DLA systems. We shall focus on the analyses of
Tescari et al. (2009) and Pontzen et al. (2008), as they both
used simulations which attempted to produce a cosmologi-
cally representative DLA population, rather than individual
haloes. Comparing first to Tescari et al. (2009), two aspects
of their analysis differ substantially from ours; their treat-
ment of self-shielding and their selection of sight-lines. Ob-
served quasar sight-lines intersect foreground structure at
random positions, whereas in their analysis sight-lines run
through the centre of the 1000 most massive haloes in their
simulation, producing a bias towards larger velocity widths.
Self-shielding in their analysis occurs at the star formation
threshold, 0.1 cm−3, an order of magnitude larger than the
value we use. The SiII region of each halo is thus signifi-
cantly smaller, biasing their velocity width distribution to
low velocity widths. We re-analysed our simulation including
both these effects, and found that the self-shielding thresh-
old dominates. Using this analysis, the velocity width dis-
tribution peaks at 30 km s−1, and exhibits a lack of high
velocity width systems, as shown in Figure B1.
7 If z  b, the analysis proceeds similarly, but with φ = 0.
101 102 103
v90 (km s
−1 )
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
Figure B1. The velocity width distribution at z = 3 from the
DEF simulation. Solid red shows our CLOUDY based analysis,
dashed blue shows the results assuming that n(SiII)/n(Si) =
n(HI)/n(H), following Pontzen et al. (2008). Finally, dot-dashed
green shows an analysis following Tescari et al. (2009).
Tescari et al. (2009) computed the optical depth using
a different method to ours. They divided the sight-line into
velocity space pixels, and each particle was interpolated on
to the sight-line using a smoothing kernel, thus computing
for each pixel an average density, temperature and velocity.
Each pixel is considered to be an absorber whose state is de-
scribed by these averaged quantities, and the total optical
depth computed using the Voigt profile. While adequate for
the low densities and adiabatic evolution of Lyman-α forest
absorbers, this method loses small-scale velocity informa-
tion, and is thus inaccurate when applied to narrow metal
lines in high density systems. To see why, consider two close
particles moving with equal and opposite velocities; aver-
aging their properties to a velocity space bin will produce
absorption in a single bin with zero velocity broadening,
whereas interpolating each cell directly as we do will pro-
duce the more realistic answer of absorption spread across
bins with a velocity broadening corresponding to the veloc-
ity of the original cells. This is probably the reason for the
unphysical population of very narrow lines with a width < 2
km/s seen by Tescari et al. (2009).
Pontzen et al. (2008) assume that the SiII abun-
dance traces the neutral fraction of hydrogen, and so
n(SiII)/n(Si) = n(HI)/n(H). Figure B1 shows the results
of analysing our simulations using this assumption. Since it
neglects the difference between the SiII and HI ionization po-
tentials, it produces somewhat more compact SiII regions,
systematically reducing the velocity widths. Tescari et al.
(2009) also computed the velocity width distribution using
this formula for the SiII abundance, and found similar re-
sults. One discrepancy remains; the simulation of Pontzen
et al. (2008) did not yield sight-lines with velocity widths
larger than 250 km s−1. This is because their analysis traced
sight-lines only through the outskirts of haloes, and so did
not produce sight-lines intersecting two widely separated ab-
sorbers, which we find make up a large fraction of these
objects.
One final possibility is that our simulations are run us-
ing a moving mesh technique, which includes self-consistent
c© 0000 RAS, MNRAS 000, 000–000
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advection of metals between cells. This will induce a
smoother gas distribution and may also have improved the
agreement of our results with observations. However, the
large differences in analysis techniques present in the liter-
ature mean that we are unable to draw strong conclusions
about the magnitude of this effect without running our own
smoothed particle hydrodynamics simulations with similar
feedback and chemical enrichment models, which is beyond
the scope of this work.
ACKNOWLEDGEMENTS
SB thanks Ryan Cooke, Edoardo Tescari, Andrew Pontzen,
Rob Simcoe and J. Xavier Prochaska for useful discussions,
and Volker Springel for writing and allowing us to use the
AREPO code. SB is supported by the National Science Foun-
dation grant number AST-0907969, and the W.M. Keck
Foundation. MN is supported by NSF grant AST-1109447.
MGH acknowledges support from the FP7 ERC Advanced
Grant Emergence-320596. LH is supported by NASA ATP
Award NNX12AC67G and NSF grant AST-1312095.
REFERENCES
Altay G., Theuns T., Schaye J., Crighton N. H. M.,
Dalla Vecchia C., 2011, ApJL, 737, L37, arXiv:1012.4014,
doi:10.1088/2041-8205/737/2/L37
Asplund M., Grevesse N., Sauval A. J., Scott
P., 2009, ARA&A, 47, 481, arXiv:0909.0948,
doi:10.1146/annurev.astro.46.060407.145222
Barnes L. A., Haehnelt M. G., 2009, MNRAS, 397, 511,
arXiv:0809.5056, doi:10.1111/j.1365-2966.2009.14972.x
Barnes L. A., Haehnelt M. G., 2014, MNRAS, 440, 2313,
arXiv:1403.1873, doi:10.1093/mnras/stu445
Becker G. D., Bolton J. S., 2013, MNRAS, 436, 1023,
arXiv:1307.2259, doi:10.1093/mnras/stt1610
Becker G. D., Bolton J. S., Haehnelt M. G., Sargent
W. L. W., 2011, MNRAS, 410, 1096, arXiv:1008.2622,
doi:10.1111/j.1365-2966.2010.17507.x
Bird S., Vogelsberger M., Haehnelt M., Sijacki D., Genel
S., Torrey P., Springel V., Hernquist L., 2014, MNRAS,
445, 2313, arXiv:1405.3994, doi:10.1093/mnras/stu1923
Cen R., 2012, ApJ, 748, 121, arXiv:1010.5014,
doi:10.1088/0004-637X/748/2/121
Chabrier G., 2003, PASP, 115, 763, arXiv:astro-
ph/0304382, doi:10.1086/376392
Cooke R., Pettini M., Jorgenson R. A., 2014, ArXiv e-
prints, arXiv:1406.7003
Di Matteo T., Springel V., Hernquist L., 2005, Nature, 433,
604, arXiv:astro-ph/0502199, doi:10.1038/nature03335
Erb D. K., Shapley A. E., Pettini M., Steidel C. C., Reddy
N. A., Adelberger K. L., 2006, ApJ, 644, 813, arXiv:astro-
ph/0602473, doi:10.1086/503623
Faucher-Gigue`re C.-A., Lidz A., Zaldarriaga M., Hern-
quist L., 2009, ApJ, 703, 1416, arXiv:0901.4554,
doi:10.1088/0004-637X/703/2/1416
Faucher-Gigue`re C.-A., Keresˇ D., Dijkstra M., Hernquist
L., Zaldarriaga M., 2010, ApJ, 725, 633, arXiv:1005.3041,
doi:10.1088/0004-637X/725/1/633
Ferland G. J. et al., 2013, RMXAA, 49, 137,
arXiv:1302.4485
Fumagalli M., Prochaska J. X., Kasen D., Dekel A.,
Ceverino D., Primack J. R., 2011, MNRAS, 418, 1796,
arXiv:1103.2130, doi:10.1111/j.1365-2966.2011.19599.x
Genel S. et al., 2014, MNRAS, 445, 175, arXiv:1405.3749,
doi:10.1093/mnras/stu1654
Haehnelt M. G., Steinmetz M., Rauch M., 1996, ApJL, 465,
L95, arXiv:astro-ph/9512118, doi:10.1086/310156
Haehnelt M. G., Steinmetz M., Rauch M., 1998, ApJ, 495,
647, arXiv:astro-ph/9706201, doi:10.1086/305323
Isobe T., Feigelson E. D., Akritas M. G., Babu G. J., 1990,
ApJ, 364, 104, doi:10.1086/169390
Jedamzik K., Prochaska J. X., 1998, MNRAS, 296,
430, arXiv:astro-ph/9706290, doi:10.1046/j.1365-
8711.1998.01416.x
Katz N., Weinberg D. H., Hernquist L., Miralda-
Escude J., 1996, ApJL, 457, L57, arXiv:astro-ph/9509106,
doi:10.1086/309900
Komatsu E. et al., 2011, ApJS, 192, 18, arXiv:1001.4538,
doi:10.1088/0067-0049/192/2/18
Ledoux C., Petitjean P., Fynbo J. P. U., Møller P., Sri-
anand R., 2006, A&A, 457, 71, arXiv:astro-ph/0606185,
doi:10.1051/0004-6361:20054242
Maller A. H., Prochaska J. X., Somerville R. S., Pri-
mack J. R., 2001, MNRAS, 326, 1475, doi:10.1111/j.1365-
8711.2001.04697.x
Møller P., Fynbo J. P. U., Ledoux C., Nilsson
K. K., 2013, MNRAS, 430, 2680, arXiv:1301.5013,
doi:10.1093/mnras/stt067
Navarro J. F., Frenk C. S., White S. D. M., 1996, ApJ, 462,
563, arXiv:astro-ph/9508025, doi:10.1086/177173
Neeleman M., Wolfe A. M., Prochaska J. X., Rafelski M.,
2013, ApJ, 769, 54, arXiv:1303.7239, doi:10.1088/0004-
637X/769/1/54
Okamoto T., Frenk C. S., Jenkins A., Theuns T., 2010,
MNRAS, 406, 208, arXiv:0909.0265, doi:10.1111/j.1365-
2966.2010.16690.x
Okoshi K., Nagashima M., 2005, ApJ, 623, 99, arXiv:astro-
ph/0412561, doi:10.1086/428425
Oppenheimer B. D., Dave´ R., 2008, MNRAS, 387, 577,
arXiv:0712.1827, doi:10.1111/j.1365-2966.2008.13280.x
Peacock J. A., 1983, MNRAS, 202, 615
Pontzen A. et al., 2008, MNRAS, 390, 1349,
arXiv:0804.4474, doi:10.1111/j.1365-2966.2008.13782.x
Pontzen A. et al., 2010, MNRAS, 402, 1523,
arXiv:0909.1321, doi:10.1111/j.1365-2966.2009.16017.x
Prochaska J. X., Wolfe A. M., 1997, ApJ, 487, 73,
arXiv:astro-ph/9704169, doi:10.1086/304591
Prochaska J. X., Chen H.-W., Wolfe A. M., Dessauges-
Zavadsky M., Bloom J. S., 2008, ApJ, 672, 59,
arXiv:arXiv:astro-ph/0703701, doi:10.1086/523689
Puchwein E., Springel V., 2013, MNRAS, 428, 2966,
arXiv:1205.2694, doi:10.1093/mnras/sts243
Rafelski M., Wolfe A. M., Prochaska J. X., Neeleman
M., Mendez A. J., 2012, ApJ, 755, 89, arXiv:1205.5047,
doi:10.1088/0004-637X/755/2/89
Rafelski M., Neeleman M., Fumagalli M., Wolfe A. M.,
Prochaska J. X., 2014, ApJL, 782, L29, arXiv:1310.6042,
doi:10.1088/2041-8205/782/2/L29
Rahmati A., Pawlik A. H., Raicevic M., Schaye
J., 2013, MNRAS, 430, 2427, arXiv:1210.7808,
c© 0000 RAS, MNRAS 000, 000–000
Reproducing the Kinematics of DLAs 15
doi:10.1093/mnras/stt066
Razoumov A. O., 2009, ApJ, 707, 738, arXiv:0808.2645,
doi:10.1088/0004-637X/707/1/738
Springel V., 2010, MNRAS, 401, 791, arXiv:0901.4107,
doi:10.1111/j.1365-2966.2009.15715.x
Springel V., Hernquist L., 2003, MNRAS, 339,
289, arXiv:astro-ph/0206393, doi:10.1046/j.1365-
8711.2003.06206.x
Springel V., Di Matteo T., Hernquist L., 2005, MNRAS,
361, 776, arXiv:astro-ph/0411108, doi:10.1111/j.1365-
2966.2005.09238.x
Tescari E., Viel M., Tornatore L., Borgani S., 2009,
MNRAS, 397, 411, arXiv:0904.3545, doi:10.1111/j.1365-
2966.2009.14943.x
Torrey P., Vogelsberger M., Genel S., Sijacki D., Springel
V., Hernquist L., 2014, MNRAS, arXiv:1305.4931,
doi:10.1093/mnras/stt2295
Verner D. A., Ferland G. J., Korista K. T., Yakovlev
D. G., 1996, ApJ, 465, 487, arXiv:astro-ph/9601009,
doi:10.1086/177435
Vogelsberger M., Genel S., Sijacki D., Torrey P.,
Springel V., Hernquist L., 2013, MNRAS, 436, 3031,
arXiv:1305.2913, doi:10.1093/mnras/stt1789
Vogelsberger M. et al., 2014a, MNRAS, 444, 1518,
arXiv:1405.2921, doi:10.1093/mnras/stu1536
Vogelsberger M. et al., 2014b, Nature, 509, 177,
arXiv:1405.1418, doi:10.1038/nature13316
Wolfe A. M., Turnshek D. A., Smith H. E., Cohen R. D.,
1986, ApJS, 61, 249, doi:10.1086/191114
Wolfe A. M., Gawiser E., Prochaska J. X.,
2005, ARA&A, 43, 861, arXiv:astro-ph/0509481,
doi:10.1146/annurev.astro.42.053102.133950
Yajima H., Choi J.-H., Nagamine K., 2012, MN-
RAS, 427, 2889, arXiv:1112.5691, doi:10.1111/j.1365-
2966.2012.22131.x
c© 0000 RAS, MNRAS 000, 000–000
