Abstract-Mixed impulsive and Gaussian noise reduction from digital color images is a challenging task because it is necessary to appropriately process both types of noise that in turn need to be distinguished from the original image structures such as edges and details. Fuzzy theory is useful to build simple, efficient, and effective solutions for this problem. In this paper, we propose a fuzzy method to reduce Gaussian and impulsive noise from color images. Our method uses one only filtering operation: a weighted averaging. A fuzzy rule system is used to assign the weights in the averaging so that both noise types are reduced and image structures are preserved. We provide experimental results to show that the performance of the method is competitive with respect to state-of-the-art filters.
I. INTRODUCTION
Several sources and types of noise have been studied regarding digital color images. In many cases, more than one noise type can contaminate the images. This happens for instance in color images containing some Gaussian noise from the image acquisition phase (camera optics and charge-coupled device) that are also contaminated with impulse noise due to transmission errors or storage faults. Despite the existence of many filtering solutions to reduce the different noise types separately [1] - [3] , only a few methods to process mixed noise have been published and, moreover, most of them are developed for grayscale images.
The simplest way to reduce mixed noise from a digital image is to consecutively apply several (usually two) specific methods, one for each kind of noise in the image. However, the application of several filters could dramatically decrease the computational efficiency of the whole process which implies that this solution could not be practical for real applications. Therefore, it is more interesting to devise specific filters to remove mixed noise.
To date, a few methods in the literature are able to approach this problem efficiently. The peer group averaging(PGA) technique presented in [4] - [7] and extended to the fuzzy context in [8] removes mixed noise by combining a statistical method for impulse noise detection and replacement with an averaging operation between the (fuzzy) peer group members to smooth out Gaussian noise. The difference between these methods relies on how to build the peer groups: The studies in [4] , [5] , and [7] use the Fisher linear discriminant, region analysis is used in [6] , and fuzzy rules are used in [8] . The trilateral filter (TF) [9] is based on the well-known bilateral filter [10] , [11] to smooth Gaussian noise but including an impulse detector to be also able to reject impulse noise. On the same basis, the study in [12] includes a switching mechanism in the bilateral filter to remove impulses.
The adaptive nearest neighbor filter (ANNF) and its variants [13] , [14] use a weighted averaging where the weights are computed according to robust measures so that impulses that receive lower weights are reduced. The fuzzy vector median filter (FVMF) [15] performs a weighted averaging where the weight of each pixel is computed according to its similarity to the robust vector median. Another important family of filters is the partition-based filters [16] , [17] that classify each pixel to be processed into several signal activity categories which, in turn, are associated with appropriate processing methods. Similarly, the study in [18] employs a Bayesian classification combined with kernel regression. Another well-studied solution is the regularization approach [19] - [27] based on the minimization of appropriate energy functions by means of partial differential equations (PDEs). In this context, recently, it has been proposed to use different minimization terms to reduce the different noise types [25] , to employ segmentation followed by regularization [26] , and to combine statistical noise detection and regularization [27] . Other approaches propose to employ image decomposition to separate and reduce noise [28] , robust gradient vector flow and diffusion models [29] , or finite element techniques [30] . In addition, the problem of mixed Poisson-Gaussian noise removal is studied in [31] .
In this paper, we propose a simple method to remove mixed impulse and Gaussian noise from color images which is based on fuzzy logic. According to our proposal, each image pixel is filtered only once using the same operation: a simple weighted average over the pixels in a filtering window. The adaptive nature of the method relies on how the weights which are involved are computed, for which we use a fuzzyrule-based system. This fuzzy system takes as input two sources of information on the pixels in the filtering window: 1) the degree of noisiness (from the impulsive point of view) that is computed using a statistical method and 2) the degrees of similarity between the central pixel and the rest of the pixels in the window. From this information, the proposed method computes the weights that allow us to process each pixel in an appropriate way, reducing the noise and preserving the image structures appropriately. This paper is organized as follows: Section II describes the proposed fuzzy method. Experimental results are provided in Section III and, finally, conclusions are drawn in Section IV.
II. PROPOSED FUZZY METHOD
Let F be a color image to be processed, and let W be a sliding filtering window, of size n × n (n = 3, 5, . . .), centered at the pixel F 0 under processing. The vectors in F are denoted as
as usual in the RGB color space.
The proposed method, that we name simple fuzzy rule filter (SFRF), consists of replacing a pixel F 0 of the image by a pixel F 0 which is a weighted average on certain selected pixels in W , denoted by F 0 , F 1 , . . . , F m , and it is given by
where the weights w i ∈ [0, 1] are obtained through defuzzification using fuzzy logic inference by a fuzzy system. The adaptivity of the method is given by the usage of these weights and the way that they are computed. This set of weights is different for each filtering window and depends on the local features observed, which allows us to appropriately process both types of noisy pixels, as well as the original image structures.
In the following sections, we detail how to obtain these weights for each filtering window. Mainly, we use two sources of information: First, the noisiness, from the impulsive point of view, of each pixel in the image; second, the similarities that are observed between the pixel under processing and the rest of the pixels in the window. From this information, a fuzzy-rule-based system obtains the weights through fuzzy inference.
A. Noisiness of Image Pixels
In the first step, we evaluate how noisy each image pixel is. Therefore, we assign a certainty degree δ(F i ) for the vague statement "F i is noisy" to each F i as follows.
We order the pixels F j in a window W centered at F i which is also taken, for simplicity, of size n × n in the way
for its high sensitivity to impulse noise detection (see [32] ). Now, we consider the s + 1 first pixels F (0) , F (1) , . . . , F (s ) and compute the ROD s statistic for the pixel F i , which is an adaptation of the definition in [9] to the color case, as
Since 
where the settings of the parameters k 1 and k 2 will be commented in Section III. Notice that in all this work we employ linear membership functions instead of exponential membership functions to lower the computational complexity. Finally, we assign to each pixel F i of F a certainty degree of the vague statement "F i is not noisy." Representing the negation by the fuzzy involutive operator, it will be given by 1 − δ(F i ). The corresponding fuzzy sets f and 1 − f , which are defined on [0, 255s], are shown in Fig. 1(a) .
B. Similarities Between the Pixel Under Processing and the Rest of the Pixels in the Window
In the second step, we are interested in analyzing the similarity between the pixel under processing F 0 and the rest of the pixels in the sliding window W . To measure the similarity between two pixels, we now use the metric L 1 :
Here, we prefer to use this metric instead of L ∞ above because the latter is not suitable to measure similarity since it focuses on the biggest difference that is found among the color components and not in their similarities. The L 1 metric is much better to measure the similarity because its computation takes into account the three components of the two pixels under comparison and the differences between the pixels components are not emphasized, unlike other metrics such as L ∞ or the Euclidean (L 2 ), where they are powered. In fact, in [32] - [34] , the influence on a filter performance of the metric used has been studied, and it was concluded that depending on the purpose some metrics are more suitable than others. Therefore, here, we choose using two different metrics in two different parts of the filter because, as we have seen, the purpose of each part is totally different. On the other hand, the additional computational cost is practically negligible because the absolute value differences have been evaluated before, when computing L ∞ . Now, using the similarities that was observed, we will assign to certain selected pixels of W , denoted by F i , a certainty degree in the vague statements: the similarity between F i and F 0 is "high," "medium," and "low," denoted by
However, previously, we select the pixels that will be involved in the filtering operation. Using the distance L 1 (F 0 , F j ) between each pixel F j of W and the pixel under processing F 0 , we introduce a new ordering for the n 2 pixels of W in the ordered set
where, obviously, F 0 = F 0 . Then, we select the first m + 1 pixels F 0 , . . . , F m to avoid pixels very different from F 0 being involved in the filtering. The setting of the parameter m is discussed in Section III. Now, to assign the certainty degrees of the three vague propositions above, we perform as follows: We put x = L 1 (F 0 , F i ), and we define
Using the fuzzy negation, we assign μ L (F 0 ,
The corresponding fuzzy sets, g H , 1 − g H , and g M defined on [0, 3 · 255] are represented in Fig. 1(b) . The best value of the a parameter in (6) and (7) depends on the noise intensity, and its optimization will be discussed in Section III. 
C. Fuzzy System and Computation of Weights
To compute the weights that are involved in the filtering average operation, we now use a fuzzy-rule-based system and fuzzy inference. The fuzzy system uses the vague statements that was described in the previous sections to decide whether each weight in (1) should be large, medium,or small. Finally, defuzzification is used to obtain the particular value for each weight.
The objective of the rules in the fuzzy system can be summarized in two main ideas: 1) pixels that are noisy should be assigned to a small weight; and 2) pixels that are noise free can only be associated with a larger weight if either they are similar to the central pixel or if the central pixel is noisy. This latter idea, for the different cases to be found, is summarized in the following tree fuzzy rules. THEN w i is a small weight. Before performing the fuzzy inference process, we need to define the fuzzy sets corresponding to the consequents of the fuzzy rules. Each weight w i ∈ [0, 1] is associated with a certainty degree in the vague statements "w i is a large weight," "w i is a medium weight," and "w i is a small weight," which are denoted by ν L (w i ), ν M (w i ), and ν S (w i ), respectively. The fuzzy sets ν L , ν M , and ν S are represented in Fig. 2 , where we have selected triangular-shape fuzzy membership functions for simplicity of the defuzzification process, as follows:
The value of the b parameter has been set experimentally, and it will be discussed in Section III. Now, to compute the certainty degree of the antecedents of the fuzzy rules, following the usual procedure in fuzzy logic, we apply the conjunction operation AND and the disjunction operation OR by means of a t-norm * and its associated s-norm * , respectively. In this paper, we use the usual product as the t-norm and the probabilistic addition as the s-norm.
The certainties of the antecedents are assigned to the consequents, and finally, by defuzzification, we obtain the weight w i of the pixel F i . In so doing, we have used the centroide technique, or center of gravity (COG), which is the most popular defuzzification method [35] - [37] as follows.
Suppose that, for a pixel F i , y m , y l , and y s are the certainty degrees of the consequents in rules 1, 2, and 3 earlier, respectively. In Fig. 2 , consider the triangles defined by ν M , ν L , and ν S and the constant functions y = y m , y = y l , y = y s . Taking the surface in each of the mentioned triangles and under each one of the three constant functions, respectively, three trapeziums are built. The poligonal line that is constituted by the tops and sides of these trapeziums determines a fuzzy set A on [0, 1] which is integrable in the Riemann (classical) sense. The abscissa of the COG of the area under A is the weight w i . Therefore,
A(x) dx).
The weights for the pixels F i for i = 0, 1, . . . , m allow us to apply (1) to obtain the desired denoised pixel F 0 .
III. EXPERIMENTAL STUDY
In this section, several images have been considered to evaluate the performance of the proposed filter. Two types of impulse noise (fixed value and random value) and the classical model for Gaussian noise [1] , [38] have been considered.
The images of Lenna, flower, parrots, and motorbikes (see Fig. 3 ) have been corrupted with Gaussian noise followed by one type of impulse noise with different noise intensities. From now on, we represent the standard deviation of Gaussian noise as σ ∈ [5, 30] , and the probability of impulse noise appearance as p ∈ [0.05, 0.3].
The filters performance has been evaluated by using the common objective measures mean absolute error (MAE) that measures the detail preserving, peak signal-to-noise ratio (PSNR) that measures the noise suppression, and normalized color difference (NCD) that measures the color preservation, as defined in [1] and [38] .
A. Adjustment of Parameters
In the proposed filter, several parameters are involved (m, s, k 1 , k 2 , a, b). For their adjustment, we have analyzed the PSNR performance as a function of them, and for it, we have used the test images of Lenna and flowers [see Fig. 3 (a) and (b)], corrupted with the two mixtures of the different noise models (Gaussian and random-value impulse and Gaussian and fixed-value impulse).
First, recall that the value m is the number of weighted pixels in the filtering window which will compute in the output (1) . The value of the parameter s indicates the number of pixels which we compute in (3) to determine the noisy degree of a pixel. Both parameters have been selected according to the window size taking into account that it should involve a minimum number of pixels to be able to suppress the Gaussian noise and less than a maximum number of pixels to avoid excessive image blurring. We have extensively studied the 3 × 3 case, which is commonly used in the literature [8] , and from our experiences, the most appropriate setting to optimize overall PSNR is m = 7 and s = 2. Table I shows the average PSNR for the images flower and Lenna that are contaminated with different densities of the two types of mixed noise for different values of s, where we can see that s = 2 provides the best overall results, but that a higher value of s (s = 3, 4) could be used without significantly decreasing the performance. An analogous procedure has led us to set m = 7.
The k 1 and k 2 parameters in (4) are used to determine the noise degree of a pixel from ROD s (F i ). Recall that if the value of ROD s (F i ) is lower than k 1 , then the pixel has a noise degree of 0, whereas if ROD s (F i ) is greater than k 2 , then the pixel has a noise degree of 1. For intermediate values, the corresponding certainty is given by a linear ascending relation, as explained before. The setting of k 1 and k 2 is very important to obtain appropriate certainty degrees and should be set according to the image noise level. Our experiences have determined that PSNR optimal values for k 1 The a parameter in (6) and (7) determines how the degrees of similarity are computed. For lower noise levels, a small value of a is appropriate but the value should increase as the noise level grows. We have tried to relate the appropriate value for a with the density of Gaussian noise in the image, since it critically influences the observed similarities. We have obtained the PSNR optimal values for a varying proportionally p and σ in their corresponding ranges. Then, we performed a linear regression study that relates a with σ as a = 0.998 σ + 1.960. Therefore, we have obtained a way to automatically set a adaptively to the noise level. Notice that this noise level can be estimated using the technique that was described in [8] .
Finally, the b parameter in (8)- (10) is used to determine the weight associated with each pixel in the image through defuzzification of the corresponding certainty degrees of the vague statements. After several experiences, our results show that an appropriate setting is b = 0.9.
B. Performance of the Proposed Method
First, we assess the performance of the proposed SFRF in the noise detection phase. We assume that all pixels are contaminated with Gaussian noise; therefore, we just evaluate the performance of the impulse noise detection. Given that our noise detection is fuzzy, we compute as a measure of the detection error the absolute value difference be- 
k , using the probabilistic addition as the s-norm modeling the OR operation. The detection performance for a whole image is given by the average of all absolute value differences that are computed. The results that are shown in Table IIsuggest that the impulse noise detection is accurate, since detection errors obtained are low. In addition, it should be taken into account that the images are also contaminated with Gaussian noise, which means that when a pixel is contaminated only with a high Gaussian noise, it could also be considered an impulse. This is appropriate from the noise reduction point of view but it is considered an error by our statistic. To take this into account, we introduce a correction term to our statistic. The correction term c represents the probability of an image pixel to be highly contaminated with Gaussian noise so that our method could detect it as an impulse. We compute c, which depends on σ, as the probability of any of the Gaussian random values that are added to the R, G, and B channels to be higher than th or lower than −th setting th = 75. The corrected mean error is obtained by subtracting c from the original error. Notice that a correction term c significantly larger than 0 can only be found for high density Gaussian noise. Second, the performance of the SFRF is compared with the classical arithmetic mean filter(AMF), the vector median filter(VMF), and a series of state-of-the-art filters that are able to reduce both Gaussian and impulse noise: ANNF [13] , [14] , TF [9] (applied in a componentwise manner), FVMF [15] , PGA [7] , and fuzzy peer group averaging filter (FPGA) [8] . All filters have been applied on a 3 × 3 filter window in an iterative fashion under the same stop condition. In addition, the proposed SFRF and the TF have been used with larger filtering windows and one only filtering (no iterations), adjusting the parameters appropriately.
From the experimental results in Tables III and IV , it can be observed that for both types of mixed noise considered, the two best performing filters are the proposed SFRF and the FPGA (the best results are marked in bold). The PGA and the TF are able to provide competitive performance only for low noise. On the other hand, for higher noise, the ANNF and FVMF perform pretty robustly. The rest of the filters in the comparison (AMF, VMF) perform quite worse in general. The use of a larger filtering window instead of an iterative filtering seems to work well only in some cases and for low noise.
In Fig. 4 , we show some outputs of the best performing filters in each case, where we can see that the performance of the proposed method is also competitive from the visual point of view. For instance, in Fig. 4(a) -(h), we can see that SFRF performs better than FPGA and PGA, generating more smoothed flat regions and appropriately preserving image edges. However, in Fig. 4(i)-(p) , SFRF is able to better reduce the noise than the PGA and ANNF but a little worse than FPGA. However, on the other hand, SFRF preserves better the image details. It should be pointed out that these filtering results use a parameter setting which has been obtained through PSNR optimization. On the one hand, it is known that PSNR does not perfectly match visual quality. In addition, on the other hand since, in general, images contain more plain areas than edges, the former weigh more in the adjustment than the latter, which means that optimal PSNR does not perfectly correspond with optimal visual image quality in the sense of edge preservation. To optimize visual quality, a different adjustment could be made based on subjective criteria. For instance, regarding the m parameter in SFRF, in Fig. 5 , we show that using a lower value as m = 4 could provide a little better edge and detail preservation than m = 7.
IV. CONCLUSION
In this paper, we propose a simple and effective fuzzy method to reduce Gaussian and impulsive noise from color images. The method uses one only filtering operation, a weighted averaging, which uses a set of weights computed by a fuzzy rule system. In turn, the fuzzy rule system uses two sources of information on the pixels in each filtering window: 1) their degrees of noisiness (from the impulsive point of view) computed using a statistical method and 2) the degrees of similarity between the central pixel and the rest of the pixels in the window. Experimental results show that the method is able to reduce noise and preserve image details, providing competitive results. 
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I. INTRODUCTION
Clustering algorithms offer an important vehicle to construct information granules that describe multidimensional data with a great deal of interesting developments that are reported in the recent years [6] , [10] , [17] . The spectrum of clustering techniques that reflects the diversity of available data is highly diversified. With this regard, there exist several categories of essential problems that exhibit interesting features whose careful treatment requires attention and for which some initial developments have already been reported in the literature.
Data with several conceptually distinguished sets of features: The data are described by some collections of features that naturally fall into several distinct categories. For instance, in spatiotemporal data (geographic data, multivariable biomedical records that come from a collection of leads, say EEG recordings, data acquired throughout a wireless sensor network whose nodes are spread over a certain region), such categorization of the variables is straightforward. One group comprises features that deal with a spatial distribution (x, y, and z coordinates). Another group of features is concerned with a description of temporal signals that are positioned at specific spatial location. This description can exhibit a great deal of diversity that depends upon a way in which the time series is represented (say, in a temporal or frequency domain). Subsequently, the semantics of the distance for the spatial and temporal component of the data could be quite distinct. The Euclidean or Manhattan (Hamming) distance is a sound measure that quantifies a notion of difference expressed in the spatial domain. The distance that is used to time series depends on the way in which they are represented, and one can encounter a diversity of specialized distances (say, Levenstein or Itakura distances). In the sequel, the clustering procedure has to be related to the corresponding distance functions to properly capture the underlying nature of the data. The situation becomes even more challenging when dealing with vector (multivariable) time series in which several time series are associated with the same spatial coordinates. Furthermore, the dimensionality of the two spaces could be very different. All these observations offer strong arguments against clustering concatenated data (viz. the data in which the feature vectors of the spatial component and the temporal components are put together). The problem of dealing with semantically distinct features has been identified and provided with the algorithmic developments in [15] . Subsequently, a detailed study along with applications to spatiotemporal data was presented in [5] , [7] . Input-output data: Clustering plays a pivotal role in fuzzy modeling as profoundly manifested in the literature [9] , [16] . One has to note that clustering is a direction-free algorithm meaning that no distinction is made between input and output data. Obviously, this is not the case in system modeling where there exists a clearly visible input-output relationship, which any model has to deal with. The clustering of the concatenated vectors of input and output variables does not take this fundamental relationship into consideration. Furthermore, the dimensionality of the input space (number of input variables) is typically far higher than the number of output variables (being equal to 1). This entails that if these variables are treated en block, then it is very likely that a structure in the output space could be easily hidden or overridden by the structure in the input space. It becomes apparent that the input and output variables do require separate treatment to arrive at a sound discovery of the structures in the individual spaces. This category of problems exhibits obvious collections of variables. In other words, we are witnessing an important problem of clustering with semantic blocks of variables. Some pertinent discussion on clustering of data used in system modeling can be found in [5] .
Reconciliation of structures formed for several individual sources of data: An interesting scenario emerges when we are concerned with data pertaining to the same objects that are defined in a number of disjoint spaces. For instance, one might have a collection of the same individuals who are described by outcomes of various medical tests (blocks of features) realized at various locations (medical centers). The data cannot be shared because of privacy constraints. In contrast, the findings, which are concerned with higher level, abstract level can. The results-partition matrices-can be shared. We are faced with a need to reconcile clustering results. The collaborative mode of clustering was discussed in [14] under the assumption that the number of clusters discovered for each dataset is the same. The mechanisms of consensus clustering were elaborated on [13] .
The problems that are outlined previously come with a welldelineated semantics of the blocks of features using which individual clustering is realized. The blocks features are implied by the nature of the problem itself and in this context their arrangement is self-evident.
