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2 Fubao Xi, George Yin, and Chao Zhu
1 Introduction
In the past decade, much attention has been devoted to a class of hybrid systems,
namely, regime-switching diffusions. Roughly, such processes can be considered
as a two component process (X(t),Λ(t)), an analog (or continuous state) compo-
nent X(t) and a switching (or discrete event) process Λ(t). Some of the repre-
sentative works can be found in Mao and Yuan (2006) and Yin and Zhu (2010).
The former dealt with regime-switching diffusions in which the switching process
is a continuous-time Markov chain independent of the Brownian motion, whereas
the latter treated processes in which the switching component depends on the
continuous-state component. It has been found that the discrete event process, tak-
ing values in a finite or countable set, can be used to delineate, for example, random
environment or other random factors that are not represented in the usual diffusion
formulation. Seemingly similar to the diffusion processes, in fact, regime-switching
diffusions have very different behavior compared to the usual diffusion processes.
For example, it has been demonstrated in Lawley et al. (2014), Yin et al. (2012)
that two stable (resp., unstable) ordinary differential equations can be coupled to
produce an unstable (resp., stable) regime-switching system. The consideration of
regime-switching diffusions has substantially enlarged the applicability of stochas-
tic processes for a wide variety of problems ranging from network systems, multi-
agent systems, ecological and biological applications, financial engineering, risk
management, etc.
Continuing on the effort of studying regime-switching diffusions, Chen et al.
(2018a) obtained maximum principle and Harnack inequalities for switching jump
diffusions using mainly probabilistic arguments, and Chen el al. (2018b) proceeded
further to obtain recurrence and ergodicity of switching jump diffusions. In an-
other direction, Xi and Zhu (2017) dealt with regime-switching jump diffusionswith
countable number of switching values. Nguyen and Yin (2016) considered switch-
ing diffusions in which the switching process depends on the past information of
the continuous state and takes values in a countable state space; the corresponding
recurrence and ergodicity was considered in Nguyen and Yin (2018).
A standing assumption in the aforementioned references is that the coefficients
of the associated stochastic differential equations are (locally) Lipschitz. While it is
a convenient assumption, it is rather restrictive in many applications. For example,
the diffusion coefficients in the Feller branching diffusion and the Cox-Ingersoll-
Ross model are only Ho¨lder continuous. We refer to Chapters 12 and 13 of Kle-
baner (2005) for an introduction to these models. Motivated by these considerations,
there has been much efforts devoted to the study of stochastic differential equations
with non-Lipschitz coefficients. An incomplete list includes Bass (2003), Fang and
Zhang (2005), Li and Mytnik (2011), Li and Pu (2012), Yamada and Watanabe
(1971), among many others.
While there are manyworks on diffusions and jump diffusionswith non-Lipschitz
coefficients, the related research on regime-switching jump diffusions is relatively
scarce. This work aims to investigate regime-switching jump diffusion processes
with non-Lipschitz coefficients. More precisely, the purpose of this paper is two-
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fold: (i) to establish the strong existence and uniqueness result for stochastic dif-
ferential equations associated with regime-switching jump diffusions, in which the
coefficients are non-Lipschitz and the switching component has countably many
states; and (ii) to derive sufficient conditions for Feller and strong Feller proper-
ties. Our focus is devoted to establishing non-Lipschitz sufficient conditions for the
aforementioned properties.
The rest of the paper is arranged as follows. Examining the associated stochastic
differential equations, we begin to obtain the existence and uniqueness of the solu-
tion of the stochastic differential equations in Section 2. Then Section 3 proceeds
with the study of Feller properties. Section 4 further extends the study to treat strong
Feller properties.
2 Strong Solution: Existence and Uniqueness
We work with (U,U) a measurable space, ν a σ -finite measure on U , and S :=
{1,2, . . .}. Assume that d ≥ 1 is a positive integer, b : Rd×S 7→ Rd , σ : Rd ×S 7→
R
d×d , and c : Rd × S×U 7→ Rd be Borel measurable functions. Let (X ,Λ) be a
right continuous, strong Markov process with left-hand limits on Rd ×S. The first
component X satisfies the following stochastic differential-integral equation
dX(t) = b(X(t),Λ(t))dt+σ(X(t),Λ(t))dW (t)+
∫
U
c(X(t−),Λ(t−),u)N˜(dt,du),
(1)
where W is a standard d-dimensional Brownian motion, N is a Poisson random
measure on [0,∞)×U with intensity dt ν(du), and N˜ is the associated compensated
Poisson random measure. The second component Λ is a continuous-time random
process taking values in the countably infinite set S such that
P{Λ(t+∆) = l|Λ(t) = k,X(t) = x}=
{
qkl(x)∆ + o(∆), if k 6= l,
1+ qkk(x)∆ + o(∆), if k = l,
(2)
uniformly in Rd , provided ∆ ↓ 0.
To proceed, we construct a family of disjoint intervals {∆i j(x) : i, j ∈ S} on the
positive half real line as follows
∆12(x) = [0,q12(x)),
∆13(x) = [q12(x)),q12(x)+ q13(x)),
...
∆21(x) = [q1(x),q1(x)+ q21(x)),
∆23(x) = [q1(x)+ q21(x)),q1(x)+ q21(x)+ q23(x)),
...
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∆31(x) = [q1(x)+ q2(x),q1(x)+ q2(x)+ q31(x)),
...
where for convenience, we set ∆i j(x) = /0 if qi j(x) = 0, i 6= j. Note that for each
x ∈Rd , {∆i j(x) : i, j ∈ S} are disjoint intervals, and the length of the interval ∆i j(x)
is equal to qi j(x). We then define a function h: R
d×S×R+ → R by
h(x,k,r) = ∑
l∈S
(l− k)1∆kl(x)(r). (3)
That is, for each x ∈ Rd and k ∈ S, we set h(x,k,r) = l− k if r ∈ ∆kl(x) for some
l 6= k; otherwise h(x,k,r) = 0. Consequently, we can describe the evolution of Λ
using the following stochastic differential equation
Λ(t) = Λ(0)+
∫ t
0
∫
R+
h(X(s−),Λ(s−),r)N1(ds,dr), (4)
whereN1 is a Poisson randommeasure on [0,∞)× [0,∞)with characteristic measure
m(dz), the Lebesgue measure.
For convenience in the subsequent discussion, let us give the infinitesimal gener-
ator A of the regime-switching jump diffusion (X ,Λ)
A f (x,k) := Lk f (x,k)+Q(x) f (x,k), (5)
with a(x,k) := σσT (x,k) and
Lk f (x,k) :=
1
2
tr
(
a(x,k)∇2 f (x,k)
)
+ 〈b(x,k),∇ f (x,k)〉
+
∫
U
(
f (x+ c(x,k,u),k)− f (x,k)−〈∇ f (x,k),c(x,k,u)〉)ν(du), (6)
Q(x) f (x,k) := ∑
j∈S
qk j(x)[ f (x, j)− f (x,k)]
=
∫
[0,∞)
[ f (x,k+ h(x,k,z))− f (x,k)]m(dz).
(7)
Define a metric λ (·, ·) on Rd × S as λ((x,m),(y,n)) = |x− y|+ d(m,n), where
d(m,n) = 1{m6=n} is the discrete metric on S. LetB(Rd×S) be the Borel σ -algebra
on Rd × S. Then (Rd × S,λ (·, ·),B(Rd × S)) is a locally compact and separable
metric space. For the existence and uniqueness of the strong Markov process (X ,Λ)
satisfying system (1) and (4), we make the following assumptions.
Assumption 2.1 There exists a nondecreasing function ζ : [0,∞) 7→ [1,∞) that is
continuously differentiable and that satisfies∫ ∞
0
dr
rζ (r)+ 1
= ∞, (8)
Regime-Switching Jump Diffusions 5
such that for all x ∈ Rd and k ∈ S,
2
〈
x,b(x,k)
〉
+ |σ(x,k)|2+
∫
U
|c(x,k,u)|2ν(du)≤ H[|x|2ζ (|x|2)+ 1], (9)
qk(x) :=−qkk(x) = ∑
l∈S\{k}
qkl(x)≤ Hk, (10)
∑
l∈S\{k}
( f (l)− f (k))qkl(x)≤ H(1+Φ(x)+ f (k)), (11)
where H is a positive constant,
Φ(x) := exp
{∫ |x|2
0
dr
rζ (r)+ 1
}
, x ∈ Rd , (12)
and the function f : S 7→ R+ is nondecreasing satisfying f (m)→ ∞ as m→ ∞. In
addition, assume there exists some δ ∈ (0,1] such that
∑
l∈S\{k}
|qkl(x)− qkl(y)| ≤ H|x− y|δ (13)
for all k ∈ S and x,y ∈ Rd .
Assumption 2.2 Assume the following conditions hold.
• If d = 1, then there exist a positive number δ0 and a nondecreasing and concave
function ρ : [0,∞) 7→ [0,∞) satisfying∫
0+
dr
ρ(r)
= ∞ (14)
such that for all k ∈ S, R> 0, and x,z ∈ R with |x| ∨ |z| ≤ R and |x− z| ≤ δ0,
sgn(x− z)(b(x,k)− b(z,k))≤ κRρ(|x− z|), (15)
|σ(x,k)−σ(z,k)|2+
∫
U
|c(x,k,u)− c(z,k,u)|2ν(du)≤ κR|x− z|, (16)
where κR is a positive constant and sgn(a) = 1 if a > 0 and −1 if a ≤ 0. In
addition, for each k ∈ S, the function c satisfies that
the function x 7→ x+ c(x,k,u) is nondecreasing for all u ∈U ; (17)
or, there exists some β > 0 such that
|x− z+θ (c(x,k,u)− c(z,k,u))| ≥ β |x− z|, ∀(x,z,u,θ ) ∈ R×R×U× [0,1].
(18)
• If d ≥ 2, then there exist a positive number δ0, and a nondecreasing and concave
function ρ : [0,∞) 7→ [0,∞) satisfying
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0< ρ(r)≤ (1+ r)2ρ(r/(1+ r)) for all r > 0, and
∫
0+
dr
ρ(r)
= ∞ (19)
such that for all k ∈ S, R> 0, and x,z ∈ Rd with |x| ∨ |z| ≤ R and |x− z| ≤ δ0,
2
〈
x− z, b(x,k)− b(z,k)〉+ |σ(x,k)−σ(z,k)|2
+
∫
U
|c(x,k,u)− c(z,k,u)|2ν(du)≤ κRρ(|x− z|2),
(20)
where κR is a positive constant.
Remark 2.3 We make some comments concerning Assumptions 2.1 and 2.2. Ex-
amples of functions satisfying (8) include ζ (r) = 1, ζ (r) = logr, and ζ (r) =
logr log(logr) for r large. When ζ (r) = 1, (9) reduces to the usual linear growth
condition. With other choices of ζ , (8) allows super-linear condition for the coeffi-
cients of (1) with respect to the variable x for each k ∈ S. This is motivated by ap-
plications such as Lotka-Volterra models, in which the coefficients have superlinear
growth conditions. Conditions (10) and (11) are imposed so that the Λ component
will not explode in finite time with probability 1; see the proof of Theorem 2.5 for
details.
Examples of functions satisfying (14) or (19) include ρ(r) = r and concave
and increasing functions such as ρ(r) = r log(1/r), ρ(r) = r log(log(1/r)), and
ρ(r) = r log(1/r) log(log(1/r)) for r ∈ (0,δ ) with δ > 0 small enough. When
ρ(r) = r, Assumption 2.2 is just the usual local Lipschitz condition. With other
choices of continuity modularity, Assumption 2.2 allows the drift, diffusion, and
jump coefficients of (1) to be non-Lipschitz with respect to the variable x. This,
in turn, presents more opportunities for building realistic and flexible mathemat-
ical models for a wide range of applications. Indeed, non-Lipschitz coefficients
are present in areas such as branching diffusion in biology, the Cox-Ingersoll-Ross
model in math finance, etc.
It is also worth pointing out that (15), (16), and (20) of Assumption 2.2 only
require the modulus of continuity to hold in a small neighborhood of the diagonal
line x = z in Rd⊗Rd with |x| ∨ |z| ≤ R for each R > 0. This is in contrast to those
in Li and Pu (2012) and adds some subtlety in the proof of pathwise uniqueness for
(21).
When d = 1, Assumption 2.2 allows the diffusion coefficient σ(·,k) to be locally
Ho¨lder continuous with exponent α ∈ [ 12 ,1]. This is the celebrated result in Yamada
andWatanabe (1971). Such a result was extended to stochastic differential equations
with jumps; see, for example, Fu and Li (2010), Li and Mytnik (2011) and Li and
Pu (2012), among others. In particular, Li and Pu (2012) shows that if (17) holds,
the function x 7→ ∫U c(x,k,u)ν(du) can be locally Ho¨lder continuous with exponent
α ∈ [ 12 ,1] as well. The continuity assumption (15) on the drift coefficient b(·,k)
is slightly more general than that in Li and Pu (2012). In particular, (15) will be
satisfied as long as b(·,k) is decreasing.
Lemma 2.4 Suppose Assumption 2.2 and (9) hold. Then for each k∈ S, the stochas-
tic differential equation
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X(t) = x+
∫ t
0
b(X(s),k)ds+
∫ t
0
σ(X(s),k)dW (s)+
∫ t
0
∫
U
c(X(s−),k,u)N˜(ds,du)
(21)
has a unique non-explosive strong solution.
Proof. Condition (9) guarantees that the solution to (21) will not explode in finite
time with probability 1; see, for example, Theorem 2.1 in Xi and Zhu (2018a).When
d ≥ 2, the existence and uniqueness of a strong solution to (21) under Assumption
2.2 follows from Theorem 2.8 of Xi and Zhu (2018a).
When d = 1, we follow the arguments in the proof of Theorem 3.2 of Li and
Pu (2012) to show that pathwise uniqueness holds for (21). First, let {an} be a
strictly decreasing sequence of real numbers satisfying a0 = 1, limn→∞ an = 0, and∫ an−1
an
dr
r
= n for each n ≥ 1. For each n ≥ 1, let ρn be a nonnegative continuous
function with support on (an,an−1) so that∫ an−1
an
ρn(r)dr = 1 and ρn(r)≤ 2(kr)−1 for all r > 0.
For x ∈ R, define
ψn(x) =
∫ |x|
0
∫ y
0
ρn(z)dzdy. (22)
We can immediately verify that ψn is even and twice continuously differentiable,
with
ψ ′n(r) = sgn(r)
∫ |r|
0
ρn(z)dz= sgn(r)|ψ ′n(r)|, (23)
and
|ψ ′n(r)| ≤ 1, 0≤ |r|ψ ′′n (r) = |r|ρn(|r|)≤
2
n
, and lim
n→∞ ψn(r) = |r| (24)
for r ∈ R. Furthermore, for each r > 0, the sequence {ψn(r)}n≥1 is nondecreasing.
Note also that for each n ∈ N, ψn, ψ ′n, and ψ ′′n all vanish on the interval (−an,an).
Moreover the classical arguments reveal that
1
2
ψ ′′n (x− z)|σ(x,k)−σ(z,k)|2+
∫
U
[ψn(x− z+ c(x,k,u)− c(z,k,u))
−ψn(x− z)−ψ ′n(x− z)(c(x,k,u)− c(z,k,u))]ν(du)
≤ 1
2
· 2
n
κR+
κR
n
(
1
β
∨2
)
≤ K κR
n
, (25)
for all x,z with |x| ∨ |z| ≤ R and 0 < |x− z| ≤ δ0, where K is a positive constant
independent of R and n. On the other hand, for any x,z ∈ R with |x| ∨ |z| ≤ R and
|x− z| ≤ δ0, it follows from (15) and (23) that
ψ ′n(x− z)(b(x,k)− b(z,k)) = sgn(x− z)|ψ ′n(x− z)|(b(x,k)− b(z,k))
≤ κRρ(|x− z|).
(26)
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Let X˜ and X be two solutions to (21). Denote ∆t := X˜(t)−X(t) for t ≥ 0. Assume
|∆0|= |x˜− x|< δ0 and define
Sδ0 := inf{t ≥ 0 : |∆t | ≥ δ0}= inf{t ≥ 0 : |X˜(t)−X(t)| ≥ δ0}.
For R > 0, let τR := inf{t ≥ 0 : |X˜(t)| ∨ |X(t)| > R}. Then τR → ∞ a.s. as R→ ∞.
Moreover, by Itoˆ’s formula, we have
E[ψn(∆t∧Sδ0∧τR)] = ψn(|∆0|)+E
[∫ t∧τR∧Sδ0
0
{
ψ ′n(∆s)[b(X˜(s),k)− b(X(s),k)]
+
1
2
ψ ′′n (∆s)[σ(X˜(s),k)−σ(X(s),k)]2
+
∫
U
[ψn(∆s+ c(X˜(s),k,u)− c(X˜(s),k,u))−ψn(∆s)
−ψ ′n(∆s)(c(X˜(s),k,u)− c(X˜(s),k,u)))]ν(du)
}
ds
]
.
Furthermore, using (25) and (26), we obtain
E[ψn(∆t∧Sδ0∧τR)]≤ ψn(|∆0|)+E
[∫ t∧τR∧Sδ0
0
(
κRρ(|∆s|)+KκR
n
)
ds
]
≤ ψn(|∆0|)+KκR
n
t+
∫ t
0
κRρ
(
E[|∆s∧τR∧Sδ0 |]
)
ds,
where the second inequality follows from the concavity of ρ and Jensen’s inequality.
Upon passing to the limit as n→ ∞, we obtain from the third equation in (24) and
the monotone convergence theorem that
E[|∆t∧Sδ0∧τR |]≤ |∆0|+κR
∫ t
0
ρ(E[|∆s∧τR∧Sδ0 |])ds.
When ∆0 = 0, Bihari’s inequality then implies that E[|∆t∧τR∧Sδ0 |] = 0. Hence by
Fatou’s lemma, we have E[|∆t∧Sδ0 |] = 0. This implies that ∆t∧Sδ0 = 0 a.s.
On the set {Sδ0 ≤ t}, we have |∆t∧Sδ0 | ≥ δ0. Thus it follows that 0=E[|∆t∧Sδ0 |]≥
δ0P{Sδ0 ≤ t}. Then, we have P{Sδ0 ≤ t}= 0 and hence ∆t = 0 a.s. The desired path-
wise uniqueness for (21) then follows from the fact that X˜ and X have right contin-
uous sample paths. Next similar to the proof of Theorem 5.1 of Li and Pu (2012),
(21) has a weak solution, which further yields that the existence and uniqueness of
a non-explosive strong solution to (21). 
Theorem 2.5 Under Assumptions 2.1 and 2.2, for any (x,k) ∈ Rd ×S, the system
given by (1) and (4) has a unique non-explosive strong solution (X ,Λ) with initial
condition (X(0),Λ(0)) = (x,k).
Proof. The proof is divided into two steps. First, we show that (1) and (4) has a
non-explosive solution. The second step then derives the pathwise uniqueness for
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(1) and (4). While the proof of the existence of a solution to (1) and (4) use the same
line of arguments as in the proof of Theorem 2.1 of Xi and Zhu (2017), some care
are required here since the assumptions in Xi and Zhu (2017) have been relaxed.
Moreover, an error in the proof of Xi and Zhu (2017) is corrected here. The proof
for pathwise uniqueness is more delicate than that in Xi and Zhu (2017) since the
global Lipschitz conditions with respect to the variable x in Xi and Zhu (2017) are
no longer true in this paper.
Step 1. Let (Ω ,F ,{Ft}t≥0, P) be a complete filtered probability space, on which
are defined a d-dimensional standard Brownian motion B, and a Poisson random
measure N(·, ·) on [0,∞)×U with a σ -finite characteristic measure ν onU . In addi-
tion, let {ξn} be a sequence of independent exponential random variables with mean
1 on (Ω ,F ,{Ft}t≥0, P) that is independent of B and N.
Let k ∈ S and consider the stochastic differential equation
X (k)(t) = x+
∫ t
0
b(X (k)(s),k)ds+
∫ t
0
σ(X (k)(s),k)dW (s)
+
∫ t
0
∫
U
c(X (k)(s−),k,u)N˜(ds,du).
(27)
Lemma 2.4 guarantees that SDE (27) has a unique non-explosive strong solution
X (k). As in the proof of Theorem 2.1 of Xi and Zhu (2017), we define
τ1 = θ1 := inf
{
t ≥ 0 :
∫ t
0
qk(X
(k)(s))ds> ξ1
}
. (28)
Thanks to (10), we have P(τ1 > 0) = 1. We define a process (X ,Λ) on [0,τ1] as
X(t) = X (k)(t) for all t ∈ [0,τ1], and Λ(t) = k for all t ∈ [0,τ1).
Moreover, we define Λ(τ1) ∈ S according to the probability distribution
P{Λ(τ1) = l|Fτ1−}=
qkl(X(τ1−))
qk(X(τ1−))
(1− δkl)1{qk(X(τ1−))>0}+ δkl1{qk(X(τ1−))=0},
(29)
for l ∈ S. In general, having determined (X ,Λ) on [0,τn], we let
θn+1 := inf
{
t ≥ 0 :
∫ t
0
qΛ(τn)(X
(Λ(τn))(s))ds> ξn+1
}
, (30)
where
X (Λ(τn))(t) := X(τn)+
∫ t
0
σ(X (Λ(τn))(s),Λ(τn))dB(s)+
∫ t
0
b(X (Λ(τn))(s),Λ(τn))ds
+
∫ t
0
∫
U
c(X (Λ(τn))(s−),Λ(τn),u)N˜(ds,du).
As before, (10) implies that P{θn+1 > 0}= 1. Then we let
10 Fubao Xi, George Yin, and Chao Zhu
τn+1 := τn+θn+1 (31)
and define (X ,Λ) on [τn,τn+1] by
X(t) = X (Λ(τn))(t− τn) for t ∈ [τn,τn+1], Λ(t) = Λ(τn) for t ∈ [τn,τn+1), (32)
and
P
{
Λ(τn+1) = l|Fτn+1−
}
= δΛ(τn),l1{qΛ (τn)(X(τn+1−))=0}
+
qΛ(τn),l(X(τn+1−))
qΛ(τn)(X(τn+1−))
(1− δΛ(τn),l)1{qΛ (τn)(X(τn+1−))>0}.
(33)
As argued in Xi and Zhu (2017), this “interlacing procedure” uniquely determines
a solution (X ,Λ) ∈ Rd×S to (1) and (4) for all t ∈ [0,τ∞), where
τ∞ = lim
n→∞ τn. (34)
Since the sequence τn is strictly increasing, the limit τ∞ ≤ ∞ exists.
Next we show that τ∞ = ∞ a.s. To this end, fix (X(0),Λ(0)) = (x,k) ∈Rd×S as
in Step 1 and for any m≥ k+1, denote by τ˜m := inf{t ≥ 0 :Λ(t)≥ m} the first exit
time for the Λ component from the finite set {0,1, . . . ,m− 1}. Let Ac := {ω ∈ Ω :
τ∞ > τ˜m for all m≥ k+1} and A := {ω ∈Ω : τ∞ ≤ τ˜m0 for some m0 ≥ k+1}. Then
we have
P{τ∞ = ∞}= P{τ∞ = ∞|Ac}P(Ac)+P{τ∞ = ∞|A}P(A). (35)
Let Am :=
{
ω ∈ Ω : τ∞ ≤ τ˜m
}
for m ≥ k+ 1. Then A = ⋃∞m=k+1Am, and Ac =⋂∞
m=k+1A
c
m. Also denote Bk+1 := Ak+1 and let
Bm := Am \Am−1 =
{
ω ∈ Ω : τ˜m−1 < τ∞ ≤ τ˜m
}
for m≥ k+ 2. Clearly, {Bm}∞m=k+1 is a sequence of disjoint sets and we have
A :=
∞⋃
m=k+1
Bm. (36)
We proceed to show that P{τ∞ = ∞|Bm} = 1 for each m. Note that on the set
Bm, Λ(τn)≤ m for all n= 1,2, . . . Consequently, using (10) in Assumption 2.1, we
have qΛ(τn)(X
(Λ(τn))(s)) ≤ Hm for all n and s≥ 0. On the other hand, thanks to the
definition of θ1 in (28), for any ε > 0, we have
ξ1 <
∫ θ1+ε
0
qk(X
(k)(s))ds.
Consequently, it follows that
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1Bmξ1 ≤ 1Bm
∫ θ1+ε
0
qk(X
(k)(s))ds ≤ 1BmHm(θ1+ ε).
In the same manner, we have from (30) that
ξn <
∫ θn+ε/2n
0
qΛ(τn−1)(X
(Λ(τn−1))(s))ds,
and hence
1Bmξn≤ 1Bm
∫ θn+ε/2n
0
qΛ(τn−1)(X
(Λ(τn−1))(s))ds≤ 1BmHm(θn+ε/2n), ∀n= 1,2, . . .
Summing over these inequalities and noting that τ∞ = ∑
∞
n=1 θn, we arrive at
1Bm
∞
∑
n=1
ξn ≤ 1BmHm(τ∞ + 2ε). (37)
By virtue of Theorem 2.3.2 of Norris (1998), we have ∑∞n=1 ξn = ∞ a.s. Therefore it
follows that P(∑∞n=1 ξn = ∞|Bm) = 1. Then (37) implies that
P{τ∞ = ∞|Bm} ≥ P
{
∞
∑
n=1
ξn = ∞
∣∣Bm
}
= 1,
as desired. Consequently, we can use (36) to compute
P{τ∞ = ∞|A}= P{τ∞ = ∞,A}
P(A)
=
P{τ∞ = ∞,⋃∞m=k+1Bm}
P(A)
=
∑∞m=k+1P{τ∞ = ∞,Bm}
P(A)
=
∑∞m=k+1P{τ∞ = ∞|Bm}P(Bm)
P(A)
=
∑∞m=k+1P(Bm)
P(A)
= 1. (38)
If P(A) = 1 or P(Ac) = 0, then (35) and (38) imply that P{τ∞ = ∞} = 1 and
the proof is complete. Therefore, it remains to consider the case when P(Ac) > 0.
Denote τ˜∞ := limm→∞ τ˜m. Note that Ac = {τ∞ ≥ τ˜∞}. Thus P{τ∞ =∞|Ac}≥ P{τ˜∞ =
∞|Ac} and hence (35) holds if we can show that
P{τ˜∞ = ∞|Ac}= 1. (39)
Assume on the contrary that (39) were false, then there would exist a T > 0 such
that
δ := P{τ˜∞ ≤ T,Ac}> 0.
Let f : S 7→R+ be as in Assumption 2.1. Then we have for any m≥ k+ 1,
f (k) = E[e−H(T∧τ∞∧τ˜m) f (Λ(T ∧ τ∞∧ τ˜m))]
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+E
[∫ T∧τ∞∧τ˜m
0
e−Hs
(
H f (Λ(s))−∑
l∈S
qΛ(s),l(X(s))[ f (l)− f (Λ(s))]
)
ds
]
≥ E[e−H(T∧τ∞∧τ˜m) f (Λ(T ∧ τ∞∧ τ˜m))]
+E
[∫ T∧τ∞∧τ˜m
0
e−Hs[H f (Λ(s))−H(1+Φ(X(s))+ f (Λ(s)))]ds
]
≥ E[e−H(T∧τ∞∧τ˜m) f (Λ(T ∧ τ∞∧ τ˜m))],
where the first inequality above follows from (11) in Assumption 2.1. Consequently,
we have
eHT f (k) ≥ E[ f (Λ(T ∧ τ∞∧ τ˜m))]≥ E[ f (Λ(τ˜m))1{τ˜m≤T∧τ∞}]
≥ f (m)P{τ˜m ≤ T ∧ τ∞} ≥ f (m)P{τ˜m ≤ T ∧ τ∞,Ac}
≥ f (m)P{τ˜∞ ≤ T ∧ τ∞,Ac},
(40)
where the third inequality follows from the facts that Λ(τ˜m)≥ m and that f is non-
decreasing, and the last inequality follows from the fact that τ˜m ↑ τ˜∞. Recall that
Ac = {τ∞ ≥ τ˜∞}. Thus
P{τ˜∞ ≤ T ∧ τ∞,Ac}= P{τ˜∞ ≤ T ∧ τ∞, τ˜∞ ≤ τ∞}
≥ P{τ˜∞ ≤ T, τ˜∞ ≤ τ∞}= P{τ˜∞ ≤ T,Ac}= δ > 0.
Using this observation in (40) yields ∞ > eHT f (k)≥ f (m)δ → ∞ as m→ ∞, thanks
to the fact that f (m) → ∞ as m → ∞, which is a contradiction. This establishes
(39) and hence P(τ∞ = ∞) = 1. In other words, the interlacing procedure uniquely
determines a solution (X ,Λ) = (X (x,k),Λ (x,k)) for all t ∈ [0,∞).
Next we show that the solution (X ,Λ) to the system (1) and (4) is non-explosive
a.s. Consider the functionV (x,k) := 1+Φ(x)+ f (k), where the functionsΦ :Rd 7→
R+ of (12) and f : S 7→R+ are defined in Assumption 2.1. Note thatV (x,k)→∞ as
|x| ∨ k→ ∞ thanks to Assumption 2.1. Using the definition of A of (5), we have
A V (x,k) = LkΦ(x)+Q(x) f (k).
Moreover, detailed computations using (8) and (9) reveal that LkΦ(x)≤HΦ(x) for
all x∈Rd and k ∈ S. On the other hand, (11) implies thatQ(x) f (k)≤H(1+Φ(x)+
f (k)). Combining these estimates, we obtain AV (x,k)≤ 2HV (x,k). This, together
with Itoˆ’s formula, shows that the process {e−2HtV (X(t),Λ(t)), t ≥ 0} is a nonneg-
ative local supermartingale. Then we can apply the optional sampling theorem to
the process {e−2HtV (X(t),Λ(t)), t ≥ 0} to argue that P{limn→∞Tn = ∞}= 1, where
Tn := inf{t ≥ 0 : |X(t)|∨Λ(t)≥ n}. This shows that the solution (X ,Λ) has no finite
explosion time a.s.
Step 2. Suppose (X ,Λ) and (X˜ ,Λ˜ ) are two solutions to (1) and (4) starting from
the same initial condition (x,k) ∈ Rd×S. Then we have
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X˜(t)−X(t) =
∫ t
0
[b(X˜(s),Λ˜ (s))− b(X(s),Λ(s))]ds
+
∫ t
0
[σ(X˜(s),Λ˜ (s))−σ(X(s),Λ(s))]dW (s)
+
∫
U
[c(X˜(s−),Λ˜ (s−),z)− c(X(s−),Λ(s−),z)]N˜(ds,du),
and
Λ˜ (t)−Λ(t) =
∫ t
0
∫
R+
[h(X˜(s−),Λ˜ (s−),z)− h(X(s−),Λ(s−),z)]N1(ds,dz).
Let ζ := inf{t ≥ 0 :Λ(t) 6= Λ˜(t)} be the first time when the discrete components
differ from each other. Let us also define TR := inf{t ≥ 0 : |X˜(t)| ∨ |X(t)| ∨ Λ˜(t)∨
Λ(t)≥ R} for R> 0 and Sδ0 := inf{t ≥ 0 : |X˜(t)−X(t)| ≥ δ0}. We haveΛ(t) = Λ˜ (t)
for t ∈ [0,ζ ). To simplify notation, let us define ∆t := X˜(t)−X(t). Then from the
proof of Theorem 2.6 of Xi and Zhu (2018a), we have E[H(|∆t∧ζ∧Sδ0 |)] = 0 for
d ≥ 2, where H(r) := r2
1+r2
, r≥ 0. When d = 1, the proof of Lemma 2.4 reveals that
E[|∆t∧ζ∧Sδ0 |] = 0 and henceE[H(|∆t∧ζ∧Sδ0 |)] = 0. Note that on the set {Sδ0 ≤ t∧ζ},
|∆t∧ζ∧Sδ0 | ≥ δ0. Also we can readily check that H is an increasing function. Thus,
it follows that
0= E[H(|∆t∧ζ∧Sδ0 |)]≥ E[H(|∆t∧ζ∧Sδ0 |)1{Sδ0≤t∧ζ}]≥ H(δ0)P{Sδ0 ≤ t ∧ζ}.
This implies that P{Sδ0 ≤ t ∧ζ}= 0. Consequently, we have
E[H(|∆t∧ζ |)] = E[H(|∆t∧ζ |)1{Sδ0≤t∧ζ}]+E[H(|∆t∧ζ |)1{Sδ0>t∧ζ}]
≤ P{Sδ0 ≤ t ∧ζ}+E[H(|∆t∧ζ∧Sδ0 |)1{Sδ0>t∧ζ}]
≤ 0.
It follows that E[|∆t∧ζ |] = E[|X˜(t ∧ζ )−X(t∧ζ )|] = 0. Then we have
E[|X˜(t ∧ζ )−X(t∧ζ )|δ ] = 0, (41)
where δ ∈ (0,1] is the Ho¨lder constant in (13).
Note that ζ ≤ t if and only if Λ˜ (t ∧ζ )−Λ(t ∧ζ ) 6= 0. Therefore, it follows that
P{ζ ≤ t}= E[1{Λ˜(t∧ζ )−Λ(t∧ζ ) 6=0}]
= E
[∫ t∧ζ
0
∫
R+
(1{Λ˜(s−)−Λ(s−)+h(X˜(s−),Λ(s−),z)−h(X(s−),Λ(s−),z) 6=0}
− 1{Λ˜(s−)−Λ(s−) 6=0})m(dz)ds
]
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= E
[∫ t∧ζ
0
∫
R+
1{h(X˜(s−),Λ(s−),z)−h(X(s−),Λ(s−),z) 6=0}m(dz)ds
]
≤ E
[∫ t∧ζ
0
∑
l∈S,l 6=Λ(s−)
|qΛ(s−),l(X˜(s−))− qΛ(s−),l(X(s−))|ds
]
≤ HE
[∫ t∧ζ
0
|X˜(s−))−X(s−)|δds
]
≤ H
∫ t
0
E[|X˜(s∧ζ )−X(s∧ζ )|δ ]ds= 0,
where the second inequality follows from (13). In particular, we have
E[1{Λ˜(t) 6=Λ(t)}]≤ P{ζ ≤ t}= 0. (42)
Now we can compute
E[H(|X˜(t)−X(t)|)] = E[H(|X˜(t)−X(t)|)1{ζ>t}]+E[H(|X˜(t)−X(t)|)1{ζ≤t}]
= E[H(|X˜(t ∧ζ )−X(t∧ζ )|)1{ζ>t}]+E[1 ·1{ζ≤t}]
≤ E[H(|X˜(t ∧ζ )−X(t∧ζ )|)]+ 0
= 0.
Thus P{X˜(t) = X(t)} = 1. This, together with (42), implies that P{(X˜(t),Λ˜(t)) =
(X(t),Λ(t))}= 1 for all t ≥ 0. Since the sample paths of (X ,Λ) are right continuous,
we obtain the desired pathwise uniqueness result. 
Example 2.6 Let us consider the following SDE
dX(t) = b(X(t),Λ(t))dt+σ(X(t),Λ(t))dW(t)
+
∫
U
c(X(t−),Λ(t−),u)N˜(dt,du), X(0) = x ∈ R3, (43)
where W is a 3-dimensional standard Brownian motion, N˜(dt,du) is a compen-
sated Poisson random measure with compensator dt ν(du) on [0,∞)×U , in which
U = {u ∈R3 : 0< |u|< 1} and ν(du) := du|u|3+α for some α ∈ (0,2). The Λ compo-
nent in (43) takes value in S= {1,2, . . .} and is generated by Q(x) = (qkl(x)), with
qkl(x) =
k
2l
· |x|2
1+|x|2 for x ∈R3 and k 6= l ∈ S. Let qk(x) =−qkk(x) = ∑l 6=k qkl(x). The
coefficients of (43) are given by
b(x,k) =
−x
1/3
1 − kx31
−x1/32 − kx32
−x1/33 − kx33
, c(x,k,u) = c(x,u) =
γx
2/3
1 |u|
γx
2/3
2 |u|
γx
2/3
3 |u|
,
and
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σ(x,k) =

x
2/3
1√
2
+ 1
√
kx22
3
√
kx23
3√
kx21
3
x
2/3
2√
2
+ 1
√
kx23
3√
kx21
3
√
kx22
3
x
2/3
3√
2
+ 1
,
in which γ is a positive constant so that γ2
∫
U |u|2ν(du) = 12 .
Note that σ and b grow very fast in the neighborhood of ∞ and they are Ho¨lder
continuous with orders 23 and
1
3 , respectively. Nevertheless, the coefficients of (43)
still satisfy Assumptions 2.2 and 2.1 and hence a unique non-exploding strong so-
lution of (43) exists. The verifications of these assumptions are as follows.
2
〈
x,b(x,k)
〉
+ |σ(x,k)|2+
∫
U
|c(x,k,u)|2ν(du)
= 2
3
∑
j=1
x j
(−x1/3j − kx3j)+ 3∑
j=1
(
1
2
x
4/3
j +
2k
9
x4j +
√
2x
2/3
j + 1
)
+
∫
U
γ2|u|2
3
∑
j=1
x
4/3
j ν(du)
=−16k
9
3
∑
j=1
x4j −
3
∑
j=1
x
4/3
j +
√
2
3
∑
j=1
x
2/3
j + 3.
Thus (9) of Assumption 2.1 hold. Furthermore, (10) is trivially satisfied. Consider
the function f (l) = l, l ∈ S. We have
∑
l 6=k
( f (l)− f (k))qkl(x) = ∑
l 6=k
(l− k) k
2l
|x|2
1+ |x|2 ≤ ∑
l 6=k
l
k
2l
|x|2
1+ |x|2 ≤ k∑
l∈S
l
2l
= 2k,
which yields (11). If x,y ∈ R3, we obtain
∑
l 6=k
|qkl(x)− qkl(y)|= ∑
l 6=k
l
2k
∣∣∣∣ |x|21+ |y|2 − |x|21+ |y|2
∣∣∣∣= ∑
l 6=k
l
2k
||x|− |y||(|x|+ |y|)
(1+ |x|2)(1+ |y|2)
≤ ∑
l 6=k
l
2k
|x− y|
( |x|
1+ |x|2 +
|y|
1+ |y|2
)
≤ 2|x− y|.
This establishes (13) and therefore verifies Assumption 2.1.
For the verification of Assumption 2.2, we compute
2
〈
x− y,b(x,k)− b(y,k)〉+ |σ(x,k)−σ(y,k)|2+ ∫
U
|c(x,k,u)− c(y,k,u)|2ν(du)
=−2
3
∑
j=1
(x j− y j)(x1/3j − y1/3j + kx3j− ky3j)+
1
2
3
∑
j=1
(x
2/3
j − y2/3j )2
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+
2k
9
3
∑
j=1
(x2j − y2j)2+
∫
U
3
∑
j=1
γ2(x
2/3
j − y2/3j )2|u|2ν(du)
=−16k
9
3
∑
j=1
(x j− y j)2
[(
x j+
7
16
y j
)2
+
207
256
y2j
]
−
3
∑
j=1
(
x
1/3
j − y1/3j
)2(
x
2/3
j + y
2/3
j
)
.
Obviously this implies (20) and thus verifies Assumption 2.2.
3 Feller Property
In Section 2, we established the existence and uniqueness of a solution in the strong
sense to system (1) and (4) under Assumptions 2.1 and 2.2. The solution (X ,Λ) is
a two-component ca`dla`g strong Markov process. In this section, we study the Feller
property for such processes. For any f ∈Cb(Rd×S), by the continuity of f and the
right continuity of the sample paths of (X ,Λ), we can use the bounded convergence
theorem to obtain limt↓0Ex,k[ f (X(t),Λ(t))] = f (x,k). Therefore the process (X ,Λ)
satisfies the Feller property if the semigroup Pt f (x,k) := Ex,k[ f (X(t),Λ(t))], f ∈
Bb(R
d × S) maps Cb(Rd × S) into itself. Obviously, to establish the Feller prop-
erty, we only need the distributional properties of the process (X ,Λ). Thus in lieu
of the strong formulation used in Section 2, we will assume the following “weak
formulation” throughout the section.
Assumption 3.1 For any initial data (x,k) ∈Rd×S, the system of stochastic differ-
ential equations (1) and (4) has a non-exploding weak solution (X (x,k),Λ (x,k)) and
the solution is unique in the sense of probability law.
Assumption 3.2 There exist a positive constant δ0 and an increasing and concave
function ρ : [0,∞) 7→ [0,∞) satisfying (19) such that for all R > 0, there exists a
constant κR > 0 such that
∑
l∈S\{k}
|qkl(x)− qkl(z)| ≤ κRρ(F(|x− z|)), for all k ∈ S and |x| ∨ |z| ≤ R (44)
where F(r) := r1+r for r ≥ 0, and either (i) or (ii) below holds:
(i) d = 1. Then (15) and (17) hold.
(ii) d ≥ 2. Then∫
U
[|c(x,k,u)− c(z,k,u)|2∧ (4|x− z| · |c(x,k,u)− c(z,k,u)|)]ν(du)
+ 2
〈
x− z,b(x,k)− b(z,k)〉+ |σ(x,k)−σ(z,k)|2 ≤ 2κR|x− z|ρ(|x− z|),
(45)
for all k ∈ S, x,z ∈Rd with |x| ∨ |z| ≤ R and |x− z| ≤ δ0.
Theorem 3.3 Under Assumptions 3.1 and 3.2, the process (X ,Λ) possesses the
Feller property.
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Remark 3.4 Feller and strong Feller properties for regime-switching (jump) dif-
fusions have been investigated in Shao (2015), Xi and Zhu (2017), Yin and Zhu
(2010), among others. A standard assumption in these references is that the coef-
ficients satisfy the Lipschitz condition. In contrast, Theorem 3.3 establishes Feller
property for system (1) and (4) under local non-Lipschitz conditions. When d = 1,
the result is even more remarkable. Indeed, Feller property is derived with only
very mild conditions on b(·,k), c(·,k,u), and Q(x), and with virtually no condition
imposed on σ(·,k).
We will use the coupling method to prove Theorem 3.3. To this end, let us first
construct a coupling operator A˜ for A : For f (x, i,z, j) ∈C2c (Rd×S×Rd×S), we
define
A˜ f (x, i,z, j) :=
[
Ω˜d+ Ω˜j+ Ω˜s
]
f (x, i,z, j), (46)
where Ω˜d, Ω˜j, and Ω˜s are defined as follows. For x,z ∈ Rd and i, j ∈ S, we set
a(x, i) = σ(x, i)σ(x, i)′ and
a(x, i,z, j) =
(
a(x, i) σ(x, i)σ(z, j)′
σ(z, j)σ(x, i)′ a(z, j)
)
, b(x, i,z, j) =
(
b(x, i)
b(z, j)
)
.
Then we define
Ω˜d f (x, i,z, j) :=
1
2
tr
(
a(x, i,z, j)D2 f (x, i,z, j)
)
+ 〈b(x, i,z, j),Df (x, i,z, j)〉, (47)
Ω˜j f (x, i,z, j) :=
∫
U
[
f (x+ c(x, i,u), i,z+ c(z, j,u), j)− f (x, i,z, j)
−〈Dx f (x, i,z, j),c(x, i,u)〉− 〈Dz f (x, i,z, j),c(z, j,u)〉
]
ν(du),
(48)
whereDf (x, i,z, j) = (Dx f (x, i,z, j),Dz f (x, i,z, j))
′ is the gradient andD2 f (x, i,z, j)
the Hessian matrix of f with respect to the x,z variables, and
Ω˜s f (x, i,z, j) := ∑
l∈S
[qil(x)− q jl(z)]+( f (x, l,z, j)− f (x, i,z, j))
+∑
l∈S
[q jl(z)− qil(x)]+( f (x, i,z, l)− f (x, i,z, j))
+∑
l∈S
[qil(x)∧q jl(z)]( f (x, l,z, l)− f (x, i,z, j)).
(49)
For convenience of later presentation, for any function f : Rd ×Rd 7→ R, let f˜ :
Rd×S×Rd×S 7→ R be defined by f˜ (x, i,z, j) := f (x,z). Now we denote
L˜k f (x,z) = (Ω˜
(k)
d + Ω˜
(k)
j ) f (x,z) := (Ω˜d+ Ω˜j) f˜ (x,k,z,k),∀ f ∈C2c (Rd×Rd)
for each k ∈ S. We proceed to establish the following lemma.
Lemma 3.5 Suppose Assumption 3.2 holds. Consider the functions
18 Fubao Xi, George Yin, and Chao Zhu
g(x,k,z, l) := 1{k 6=l}, and f (x,k,z, l) := F(|x− z|)+ 1{k 6=l}, (50)
for (x,k,z, l) ∈ Rd×S×Rd×S. Then we have
A˜ g(x,k,z, l) ≤ κRρ(F(|x− y|)), for all k, l ∈ S and x,z ∈ Rd with |x| ∨ |z| ≤ R,
(51)
and
A˜ f (x,k,z,k) ≤ 2κRρ(F(|x− z|)), (52)
for all k ∈ S and x,z ∈ Rd with |x| ∨ |z| ≤ R and 0< |x− z| ≤ δ0; in which κR is the
same positive constant as in Assumption 3.2.
Proof. Consider the function g(x,k,z, l) := 1{k 6=l}. It follows directly from the defi-
nition that A˜ g(x,k,z, l) = Ω˜sg(x,k,z, l) ≤ 0 when k 6= l. When k= l, we have from
(44) that
A˜ g(x,k,z, l) = Ω˜sg(x,k,z,k)
= ∑
i∈S
[qki(x)− qki(z)]+(1{i6=k}− 1{k 6=k})
+∑
i∈S
[qki(z)− qki(x)]+(1{i6=k}− 1{k 6=k})+ 0
≤ ∑
i∈S,i6=k
|qki(x)− qki(z)| ≤ κRρ(F(|x− y|)). (53)
Hence (51) holds for all k, l ∈ S and x,z ∈ Rd with |x| ∨ |z| ≤ R. On the other hand,
when d ≥ 2, (45) and Lemma 4.5 of Xi and Zhu (2018a) reveals that
L˜kF(|x− z|) = (Ω˜ (k)d + Ω˜
(k)
j )F(|x− z|)≤ κRρ(F(|x− z|))
and hence
A˜ f (x,k,z,k) = L˜kF(|x− z|)+ Ω˜sg(x,k,z,k) ≤ 2κRρ(F(|x− z|)), (54)
for all k ∈ S, x,z ∈ Rd with |x| ∨ |z| ≤ R and 0< |x− z| ≤ δ0, where L˜k is the basic
coupling operator for Lk of (6).
We next show that (52) holds when d = 1. Indeed, taking advantage of the fact
that d = 1, we see that
Ω˜
(k)
d F(|x− z|)
= F ′(|x− z|)sgn(x− z)(b(x,k)− b(z,k))+F ′′(|x− z|)(σ(x,k)−σ(z,k))2.
But since F ′(r) = 1
(1+r)2
and F ′′(r) =− 2
(1+r)3
< 0 for r ≥ 0, we have from (15) that
Ω˜
(k)
d F(|x− z|)≤
1
(1+ |x− z|)2 sgn(x− z)(b(x,k)− b(z,k))
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≤ κRρ(|x− z|)
(1+ |x− z|)2 ≤ κRρ(F(|x− z|)), (55)
for all x,z∈Rwith |x|∨|z| ≤R and 0< |x−z| ≤ δ0, where we used the first equation
in (19) to derive the last inequality.
On the other hand, since the function F is concave on [0,∞), we have F(r)−
F(r0)≤ F ′(r0)(r−r0) for all r,r0 ∈ [0,∞). Applying this inequality with r0 = |x−z|
and r = |x− z+ c(x,k,u)− c(z,k,u)| yields
F(|x− z+ c(x,k,u)− c(z,k,u)|)−F(|x− z|)
≤ F ′(|x− z|)(|x− z+ c(x,k,u)− c(z,k,u)|− |x− z|).
Furthermore, since by (17), the function x 7→ x+ c(x,k,u) is increasing, it follows
that for x> z
F(|x− z+ c(x,k,u)− c(z,k,u)|)−F(|x− z|)
≤ F ′(|x− z|)(x− z+ c(x,k,u)− c(z,k,u)− (x− z))
= F ′(|x− z|)(c(x,k,u)− c(z,k,u)).
As a result, we can compute
Ω˜
(k)
j F(|x− z|)
=
∫
U
[F(|x− z+ c(x,k,u)− c(z,k,u)|)−F(|x− z|)
−F ′(|x− z|)sgn(x− z)(c(x,k,u)− c(z,k,u))]ν(du)
≤
∫
U
[F ′(|x− z|)(c(x,k,u)− c(z,k,u))−F ′(|x− z|)(c(x,k,u)− c(z,k,u))]ν(du)
= 0,
for all x> z. By symmetry, we also have Ω˜
(k)
j F(|x− z|)≤ 0 for x< z. These obser-
vations, together with (53) and (55), imply that
A˜ f (x,k,z,k) = (Ω˜
(k)
d + Ω˜
(k)
j )F(|x− z|)+ Ω˜sg(x,k,z,k) ≤ 2κRρ(F(|x− z|)),
for all k ∈ S, x,z ∈R with |x|∨|z| ≤ R and 0< |x−z| ≤ δ0 This completes the proof.

Proof (Proof of Theorem 3.3). It is straightforward to verify that the function f
of (50) defines a bounded metric on Rd ×S. Let (X˜(·),Λ˜ (·), Z˜(·), Ξ˜ (·)) denote the
coupling process corresponding to the coupling operator A˜ with initial condition
(x,k,z,k), in which δ0 > |x− z|> 0. Define ζ := inf{t ≥ 0 : Λ˜(t) 6= Ξ˜(t)}. Note that
P{ζ > 0} = 1. Suppose |x− z| > 1
n0
for some n0 ∈ N. For n ≥ n0 and R> |x| ∨ |z|,
define
Tn := inf
{
t ≥ 0 : |X˜(t)− Z˜(t)|< 1
n
}
,
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τR := inf{t ≥ 0 : |X˜(t)| ∨ |Z˜(t)| ∨ Λ˜(t)∨ Ξ˜(t)> R},
and
Sδ0 := inf{t ≥ 0 : |X˜(t)− Z˜(t)|> δ0}.
We have τR → ∞ and Tn → T a.s. as R→ ∞ and n→ ∞, respectively, in which T
denotes the first time when X˜(t) and Z˜(t) coalesce. To simplify notation, denote
∆˜(s) := X˜(s)− Z˜(s). By Itoˆ’s formula and (54), we have
E[F(|∆˜ (t ∧Tn∧Sδ0 ∧ τR∧ζ )|)]
≤ E[ f (X˜(t ∧Tn∧Sδ0 ∧ τR∧ζ ),Λ˜ (t ∧Tn∧Sδ0 ∧ τR∧ζ ),
Z˜(t ∧Tn∧Sδ0 ∧ τR∧ζ ), Ξ˜ (t ∧Tn∧Sδ0 ∧ τR∧ζ )
)]
= F(|x− z|)+E
[∫ t∧Tn∧Sδ0∧τR∧ζ
0
A˜ f (X˜(s),∆(s), Z˜(s), Ξ˜ (s))ds
]
≤ F(|x− z|)+ 2κRE
[∫ t∧Tn∧Sδ0∧τR∧ζ
0
ρ(F(|∆˜ (s)|))ds
]
.
Now passing to the limit as n → ∞, it follows from the bounded and monotone
convergence theorems that
E[F(|∆˜ (t ∧T ∧Sδ0 ∧ τR∧ζ )|)]
≤ F(|x− z|)+ 2κRE
[∫ t∧T∧Sδ0∧τR∧ζ
0
ρ(F(|∆˜ (s)|))ds
]
≤ F(|x− z|)+ 2κRE
[∫ t
0
ρ(F(|∆˜ (s∧T ∧Sδ0 ∧ τR∧ζ )|))ds
]
≤ F(|x− z|)+ 2κR
∫ t
0
ρ
(
E[F(|∆˜(s∧T ∧Sδ0 ∧ τR∧ζ )|)]
)
ds,
where we used the concavity of ρ and Jensen’s inequality to obtain the last inequal-
ity. Then using Bihari’s inequality, we have
E[F(|∆˜ (t ∧T ∧Sδ0 ∧ τR∧ζ )|)]≤ G−1(G◦F(|x− z|)+ 2κRt),
where the function G(r) :=
∫ r
1
ds
ρ(s) is strictly increasing and satisfies G(r)→−∞ as
r ↓ 0. In addition, since the function F is strictly increasing, we have
F(δ0)P{Sδ0 < t ∧T ∧ τR∧ζ} ≤ E[F(|∆˜ (t ∧T ∧Sδ0 ∧ τR∧ζ )|)1{Sδ0<t∧T∧τR∧ζ}]
≤ E[F(|∆˜ (t ∧T ∧Sδ0 ∧ τR∧ζ )|)]
≤ G−1(G◦F(|x− z|)+ 2κRt).
This implies that
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P{Sδ0 < t ∧T ∧ τR∧ζ} ≤
G−1(G◦F(|x− z|)+ 2κRt)
F(δ0)
=
1+ δ0
δ0
G−1(G◦F(|x− z|)+ 2κRt).
For any t ≥ 0 and ε > 0, since limR→∞ τR = ∞ a.s., we can choose R > 0 suffi-
ciently large so that
P(t ∧ζ > τR)≤ P(t > τR)< ε. (56)
Then it follows that
E[F(|∆˜(t ∧ζ )|)]
= E[F(|∆˜(t ∧ζ ∧ τR)|)1{t∧ζ≤τR}]+E[F(|∆˜(t ∧ζ )|)1{t∧ζ>τR}]
≤ E[F(|∆˜(t ∧ζ ∧T ∧ τR)|)]+ ε
= E[F(|∆˜(t ∧ζ ∧T ∧ τR)|)1{Sδ0<t∧T∧τR∧ζ}]
+E[F(|∆˜ (t ∧ζ ∧T ∧ τR)|)1{Sδ0≥t∧T∧τR∧ζ}]+ ε
≤ P{Sδ0 < t ∧T ∧ τR∧ζ}+E[F(|∆˜(t ∧T ∧ τR∧Sδ0 ∧ζ )|)]+ ε
≤ 1+ 2δ0
δ0
G−1(G◦F(|x− z|)+ 2κRt)+ ε. (57)
Passing to the limit, we obtain
lim
x−z→0
E[F(|∆˜ (t ∧ζ )|)]≤ 0+ ε = ε. (58)
Since ε > 0 is arbitrary, it follows that limx−z→0E[F(|X˜(t ∧ζ )− Z˜(t ∧ζ )|)] = 0.
Choose R> 0 as in (56). Then we use (51) and (57) to compute
P{ζ ≤ t}= P{ζ ≤ t,τR < t}+P{ζ ≤ t,τR ≥ t}
≤ P{τR < t}+E
[
1{Λ˜(t∧ζ∧τR) 6=Ξ˜(t∧ζ∧τR)}
]
< ε +E[g(X˜(t ∧ζ ∧ τR),Λ˜ (t ∧ζ ∧ τR), Z˜(t ∧ζ ∧ τR), Ξ˜(t ∧ζ ∧ τR))]
= ε +E
[∫ t∧ζ∧τR
0
A˜ g(X˜(s),Λ˜ (s), Z˜(s), Ξ˜ (s))ds
]
≤ ε +E
[∫ t∧ζ∧τR
0
κRρ(F(|∆˜ (s)|))ds
]
≤ ε +E
[∫ t∧τR
0
κRρ(F(|∆˜ (s∧ζ )|))ds
]
≤ ε +E
[∫ t
0
κRρ(F(|∆˜(s∧ζ )|))ds
]
≤ ε +κR
∫ t
0
ρ(E[F(|∆˜(s∧ζ )|)])ds
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≤ ε +κR
∫ t
0
ρ
(
1+ 2δ0
δ0
G−1(G◦F(|x− z|)+ 2κRs)+ ε
)
ds
≤ ε +κRtρ
(
1+ 2δ0
δ0
G−1(G◦F(|x− z|)+ 2κRt)+ ε
)
.
Passing to the limit as x− z→ 0, we obtain
limsup
x−z→0
P{ζ ≤ t} ≤ ε +κRtρ(ε). (59)
Finally, we combine (58) and (59) to obtain
E[ f (X˜(t),Λ˜ (t), Z˜(t), Ξ˜(t))]
= E
[
F(|X˜(t)− Z˜(t)|)+ 1{Λ˜(t) 6=Ξ˜ (t)}
]
= E
[
F(|X˜(t)− Z˜(t)|)1{ζ>t}+F(|X˜(t)− Z˜(t)|)1{ζ≤t}+ 1{Λ˜(t) 6=Ξ˜(t)}
]
≤ E[F(|X˜(t ∧ζ )− Z˜(t ∧ζ )|)]+ 2P{ζ ≤ t}
→ ε + 2(ε +κRtρ(ε)), as |x− z| → 0.
Since ε > 0 is arbitrary and limr↓0 ρ(r) = 0, it follows that
lim
x−z→0
E[ f (X˜(t),Λ˜(t), Z˜(t), Ξ˜(t))] = 0.
Recall that f is a bounded metric on Rd×S. Hence it follows that
Wf (P(t,x,k, ·),P(t,z,k, ·)) ≤ E[ f (X˜(t),Λ˜(t), Z˜(t), Ξ˜(t))]→ 0 as x→ z,
where for two probability measures µ and ν on Rd × S, the Wasserstein distance
Wf (µ ,ν) is defined as
Wf (µ ,ν) := inf
{
∑
i, j∈S
∫
f (x, i,y, j)pi(dx, i,dy, j),pi ∈ C (µ ,ν)
}
,
here C (µ ,ν) is the collection of coupling measures for µ and ν . Therefore the
desired Feller property follows from Theorem 5.6 of Chen (2004). 
4 Strong Feller Property
Assumption 4.1 For each k ∈ S and x∈Rd , the stochastic differential equation (27)
has a non-exploding weak solution X (k) with initial condition x and the solution is
unique in the sense of probability law.
Assumption 4.2 The process X (k) is strong Feller.
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Assumption 4.3 Assume that
H := sup{qk(x) : x ∈ Rd ,k ∈ S}< ∞, (60)
and that there exists a positive constant κ such that
0≤ qkl(x)≤ κ l3−l for all x ∈Rd and k 6= l ∈ S. (61)
Let us briefly comment on the above assumptions. The existence and uniqueness
of weak solution to (27) is related to the study of martingale problem for Le´vy type
operators; see, for example, Komatsu (1973) and Stroock (1975). Condition (60) in
Assumption 4.2 is stronger than (10) in Assumption 2.1. We need such a uniform
bound in (60) so that we can establish the series representation for the resolvent of
the regime-switching jump diffusion (X ,Λ) in Lemma 4.7, which, in turn, helps to
establish the strong Feller property for (X ,Λ). In general one can obtain the strong
Feller property for X (k) under suitable non-degenerate conditions (Kunita (2013))
and certain regularity conditions such as (local) Lipschitz conditions of the coeffi-
cients. The following non-Lipschitz sufficient condition for strong Feller property
was established in Xi and Zhu (2018a).
Lemma 4.4 Suppose that Assumptions 4.1 holds. In addition, for any given k ∈ S,
suppose that for each R> 0, there exist positive constants λR and κR such that for
all x,z ∈Rd with |x| ∨ |z| ≤ R, we have〈
ξ ,a(x,k)ξ
〉≥ λR|ξ |2, ∀ξ ∈ R,
and∫
U
[|c(x,k,u)− c(z,k,u)|2∧ (4|x− z| · |c(x,k,u)− c(z,k,u)|)]ν(du)
+ 2
〈
x− z,b(x,k)− b(z,k)〉+ |σλR(x,k)−σλR(z,k)|2 ≤ 2κR|x− z|ϑ(|x− z|)
whenever |x− z| ≤ δ0, where δ0 is a positive constant, ϑ is a nonnegative function
defined on [0,δ0] satisfying limr→0 ϑ(r) = 0, and σλR(x,k) is the unique symmet-
ric nonnegative definite matrix-valued function such that σλR(x,k)
2 = a(x,k)−λRI.
Then the process X (k) of (27) is strong Feller continuous.
Next for each (x,k) ∈ Rd × S, as in (Øksendal, 2003, Section 8.2), we kill the
process X (k) at rate (−qkk):
Ek[ f (X˜
(k)
x (t))] = Ek
[
f (X
(k)
x (t))exp
{∫ t
0
qkk(X
(k)
x (s))ds
}]
= E(x,k)[t < τ; f (X (k)(t))], f ∈Bb(Rd),
(62)
to get a subprocess X˜ (k), where τ := inf{t ≥ 0 :Λ(t) 6=Λ(0)}. Equivalently, X˜ (k) can
be defined as X˜ (k)(t) =X (k)(t) if t < τ and X˜ (k)(t)= ∂ if t ≥ τ , where ∂ is a cemetery
point or a coffin state added to Rd as in (Øksendal, 2003, p. 145). Note that in the
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above, to get the killed process X˜ (k) from the original process X (k), the killing rate
is just the jumping rate of Λ from state k. Namely, the killing time is just the first
switching time τ . To proceed, we denote the transition probability families of the
process X (k) and the killed process X˜ (k) by {P(k)(t,x,A) : t ≥ 0,x ∈Rd ,A∈B(Rd)}
and {P˜(k)(t,x,A) : t ≥ 0,x ∈Rd ,A ∈B(Rd)}, respectively.
Lemma 4.5 Under Assumptions 4.1, 4.2, and 4.3, for each k ∈ S, the killed process
X˜ (k) has strong Feller property.
Proof. Let {P(k)t } and {P˜(k)t } denote the transition semigroups of X (k) and X˜ (k), re-
spectively. To prove the strong Feller property X˜ (k), we need only prove that for any
given boundedmeasurable function f onRd , P˜
(k)
t f (z) is continuouswith respect to z
for all t > 0. To this end, for fixed t > 0 and 0< s< t, set gs(z) := P˜
(k)
t−s f (z). Clearly,
the function gs(·) is bounded and measurable, see the Corollary to Theorem 1.1 in
Chung and Zhao (1995). By the strong Feller property of X (k), P
(k)
s gs ∈Cb(Rd).
To proceed, by the Markov property, we have that
P˜
(k)
t f (x) = E
(x)
k
[
f (X (k)(t))exp
{∫ t
0
qkk(X
(k)(u))du
}]
= E
(x)
k
[
exp
{∫ s
0
qkk(X
(k)(u))du
}
×E(X(k)(s))k
[
f (X (k)(t− s))exp
{∫ t−s
0
qkk(X
(k)(u))du
}]]
.
(63)
Meanwhile, we also have that
P
(k)
s gs(x) = P
(k)
s P˜
(k)
t−s f (x) = E
(x)
k
[
P˜
(k)
t−s f (X
(k)(s))
]
= E
(x)
k
[
E
(X(k)(s))
k
[
f (X (k)(t− s))exp
{∫ t−s
0
qkk(X
(k)(u))du
}]]
.
(64)
Recall from Assumption 4.2 that +∞ > H ≥ − inf{qkk(x) : (x,k) ∈ R2d × S} and
qkk(x)≤ 0, and so
0≤ 1− exp
{∫ s
0
qkk(X
(k)(u))du
}
≤ (1− e−Hs). (65)
Thus, it follows from (63), (64) and (65) that
|P(k)s gs(x)− P˜(k)t f (x)| ≤
(
1− e−Hs)‖ f‖→ 0 uniformly as s→ 0, (66)
where ‖ · ‖ denotes the uniform (or supremum) norm. Combining this with the fact
that P
(k)
s gs ∈Cb(Rd) implies that P˜(k)t f ∈ Cb(Rd), and so the desired strong Feller
property follows. 
The following lemma was proved in Xi and Zhu (2018b).
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Lemma 4.6 Let Ξ be a right continuous strong Markov process and q : Rd 7→ R a
nonnegative bounded measurable function. Denote by Ξ˜ the subprocess of Ξ killed
at rate q with lifetime ζ :
E[ f (Ξ˜ (z)(t))] := E
[
t < ζ ; f (Ξ (z)(t))
]
= E
[
f (Ξ (z)(t))exp
{
−
∫ t
0
q(Ξ (z)(s))ds
}]
.
(67)
Then for any constant α > 0 and nonnegative function φ on Rd , we have
E[e−αζ φ(Ξ˜ (z)(ζ−))] = GΞ˜α (qφ)(z), (68)
where {GΞ˜α ,α > 0} denotes the resolvent for the killed process Ξ˜ .
For each k ∈ S, let {G˜(k)α ,α > 0} be the resolvent for the generator Lk + qkk.
Denote by {Gα ,α > 0} the resolvent for the generator A defined in (5). Let
G˜α =

G˜
(1)
α 0 0 . . .
0 G˜
(2)
α 0 . . .
0 0 G˜
(3)
α . . .
...
...
...
. . .
 and Q0(x) = Q(x)−

q11(x) 0 0 . . .
0 q22(x) 0 . . .
0 0 q33(x) . . .
...
...
...
. . .
 .
Lemma 4.7 Suppose that Assumptions 4.1, 4.2, and 4.3 hold. Then there exists a
constant α1 > 0 such that for any α ≥ α1 and any f (·,k) ∈Bb(Rd) with k ∈ S,
Gα f = G˜α f +
∞
∑
m=1
G˜α
(
Q0G˜α
)m
f . (69)
Proof. Let f (z,k) ≥ 0 on R2d×S. Applying the strong Markov property at the first
switching time τ and recalling the construction of (Z,Λ), we obtain
Gα f (z,k) = Ez,k
[∫ ∞
0
e−αt f (Z(t),Λ(t))dt
]
= Ez,k
[∫ τ
0
e−αt f (Z(t),k)dt
]
+Ez,k
[∫ ∞
τ
e−αt f (Z(t),Λ(t))dt
]
= G˜
(k)
α f (z,k)+Ez,k
[
e−ατGα f (Z(τ),Λ(τ))
]
= G˜
(k)
α f (z,k)+ ∑
l∈S\{k}
Ez,k
[
e−ατ
(
− qkl
qkk
)
(Z(τ−))Gα f (Z(τ−), l)
]
= G˜
(k)
α f (z,k)+ ∑
l∈S\{k}
G˜
(k)
α (qklGα f (·, l))(z),
where the last equality follows from (68) in Lemma 4.6. Hence we have
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Gα f (z,k) = G˜
(k)
α f (·,k)(z)+ G˜(k)α
(
∑
l∈S\{k}
qklGα f (·, l)
)
(z). (70)
Repeating the above argument, the second term on the right-hand side of (70) equals
G˜
(k)
α
(
∑
l∈S\{k}
qklG˜
(l)
α f (·, l)
)
(z)+ G˜
(k)
α
(
∑
l∈S\{k}
qklG˜
(l)
α
(
∑
l1∈S\{l}
qll1Gα f (·, l1)
))
(z).
Hence, we further obtain that for any fixed k ∈ S and any integer m≥ 1,
Gα f (z,k) =
m
∑
i=0
ψ
(k)
i (z)+R
(k)
m (z), (71)
where
ψ
(k)
0 = G˜
(k)
α f (·,k),
ψ
(k)
1 = G˜
(k)
α
(
∑
l∈S\{k}
qklG˜
(l)
α f (·, l)
)
= G˜
(k)
α
(
∑
l∈S\{k}
qklψ
(l)
0
)
,
ψ
(k)
i = G˜
(k)
α
(
∑
l∈S\{k}
qklψ
(l)
i−1
)
for i≥ 1,
and
R
(k)
m = G˜
(k)
α
(
∑
l1∈S\{k}
qk,l1G˜
(l1)
α
(
∑
l2∈S\{l1}
ql1,l2G˜
(l2)
α
(
. . .
(
∑
lm−1∈S\{lm−2}
qlm−2,lm−1
G˜
(lm−1)
α
(
∑
lm∈S\{lm−1}
qlm−1,lmGα f (·, lm)
)))))
.
We have
‖ψ(k)0 ‖=
∥∥∥∥E·,k[∫ τ
0
e−αt f (Z(t),k)dt
]∥∥∥∥≤ ‖ f‖α . (72)
Note that the same calculation reveals that (72) in fact holds for all l ∈ S, ‖ψ(l)0 ‖ ≤
‖ f‖
α . Thanks to Assumption 4.3, qkl(z)≤ κ l3l for all l 6= k and x ∈ Rd . Consequently,
we can compute
‖ψ(k)1 ‖ ≤ ∑
l∈S\{k}
‖G˜(k)α (qklψ(l)0 )‖ ≤ ∑
l∈S\{k}
κ l
3l
· ‖ψ
(l)
0 ‖
α
≤ ∑
l∈S\{k}
κ l
3l
· ‖ f‖
α2
=
3κ
4α
· ‖ f‖
α
.
(73)
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As before, we observe that (73) actually holds for all l ∈ S. Similarly, we can use
induction to show that
‖ψ(k)i ‖ ≤
(
3κ
4α
)i
· ‖ f‖
α
, for i≥ 2, (74)
and
‖R(k)m ‖ ≤
(
3κ
4α
)m+1
· ‖ f‖
α
. (75)
Now let α1 :=
3κ+1
4 andα ≥α1. Thenwe have for each k∈S,Gα f (·,k) =∑∞i=0 ψ
(k)
i ,
which clearly implies (69). The lemma is proved. 
Lemma 4.7 establishes an explicit relationship of the resolvents for (Z,Λ) and
the killed processes Z˜(k), k ∈ S. This, together with the strong Feller property for
the killed processes Z˜(k), k ∈ S (Lemma 4.5), enables us to derive the strong Feller
property for (Z,Λ) in the following theorem.
Theorem 4.8 Suppose that Assumptions 3.1, 4.1, 4.2, and 4.3 hold. Then the pro-
cess (X ,Λ) has the strong Feller property.
Proof. The proof is almost identical to that of Theorem 5.4 in Xi and Zhu (2018b)
and for brevity, we shall only give a sketch here. Denote the transition probabil-
ity family of Markov process (X ,Λ) by {P(t,(x,k),A) : t ≥ 0,(x,k) ∈ Rd ×S,A ∈
B(Rd×S)}. Then it follows from Lemma 4.7 that
P(t,(x,k),A×{l}) = δkl P˜(k)(t,x,A)
+
+∞
∑
m=1
∫
· · ·
∫
0<t1<···<tm<t
∑
l1∈S\{l0},l2∈S\{l1},...,lm∈S\{lm−1},
l0=k, lm=l
∫
Rd
· · ·
∫
Rd
P˜(l0)(t1,x,dx1)
× ql0l1(x1)P˜(l1)(t2− t1,x1,dx2) · · ·qlm−1lm(xm)P˜(lm)(t− tm,xm,A)dt1dt2 . . .dtm,
(76)
where δkl is the Kronecker symbol in k, l, which equals 1 if k = l and 0 if k 6= l.
By Lemma 4.5, we know that for every k ∈ S, X˜ (k) has the strong Feller property.
Therefore, in view of Proposition 6.1.1 in Meyn and Tweedie (1993), we derive that
P˜(k)(t,x,A) and every term in the series on the right-hand side of (76) are lower
semicontinuous with respect to x whenever A is an open set in B(Rd). Note that
S is a countably infinite set and has discrete metric. Therefore it follows that the
left-hand side of (76) is lower semicontinuous with respect to (x,k) for every l ∈ S
whenever A is an open set in B(Rd). Consequently, (X ,Λ) has the strong Feller
property (see Proposition 6.1.1 in Meyn and Tweedie (1993) again). The theorem is
proved. 
Remark 4.9 Shao (2015) proves that for a state-independent regime-switching dif-
fusion processes, the strong Feller property for each subdiffusion implies the strong
Feller property for regime-switching diffusion processes. This work further proves
this implication for state-dependent regime-switching jump diffusion processes.
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Remark 4.10 The strong Feller property for regime-switching jump diffusions was
also studied in Xi and Zhu (2017), where it is assumed that ν(U) < ∞ is a finite
measure, i.e., the jump part is modeled by a compound Poisson process. In addition,
a finite-range condition for the switching component is placed in that paper and is
key to the analyses there. Here these two restrictions are removed.
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