We undertake a rigorous experimental analysis of the optimization behavior of the two most studied single ant ACO systems on several pseudo-boolean functions. By tracking the behavior of the underlying random processes rather than just regarding the resulting optimization time, we gain additional insight into these systems. A main finding is that in those cases where the single ant ACO system performs well, it basically simulates the much simpler (1+1) evolutionary algorithm.
Introduction
In 1991, Dorigo, Maniezzo and Colorni [4] introduced the concept of Ant Colony Optimization (ACO). Since then ACO algorithms have been applied successfully to many kinds of combinatorial problems, e. g., the famous Travelling Salesman Problem. See the book by Dorigo and Stützle [5] and the references therein.
In the last few years, theoretical research has been started to gain an understanding of why these methods are so successful. Since the probability space describing a run of a typical ACO system is extremely complicated, theoretical works concentrated on the runtime behavior of two ACO systems involving a single ant only, namely 1-Ant and the Max-Min Ant System (MMAS).
The algorithm 1-Ant was proposed by Neumann and Witt [11] . It is an adaption of the more general Graph-Based Ant System introduced by Gutjahr [7] to allow optimizing (non-graph based) pseudo-boolean functions. Gutjahr and Sebastiani [8] gave the first rigorous runtime analysis of the MMAS and showed that on certain needle-in-a-haystack functions their ACO system beats the classical (1+1) evolutionary algorithm ((1+1) EA) (for both algorithms a version was used that does not accept new solutions of equal fitness). Neumann and Witt [11] conducted the runtime analysis of 1-Ant on the pseudo-boolean function OneMax (counting the number of ones in an n-bit string). While obviously a highly simplified problem, the analysis was far from simple. The main outcome of the analysis is that the optimization time depends crucially on the major parameter, the so-called evaporation factor ρ. Here, crucially means that there is a relatively sharp distinction between quite efficient optimization and exponential run-time behavior. Additionally, it was observed that for ρ very close to one, 1-Ant exactly simulates the (1+1) EA, which was rigorously analyzed in [6] . In [2] the pheromone model used in [11] was replaced by a simpler, but equivalent model, in which the pheromone values equal the probabilities of ants walking along a particular edge in the construction graph. In [3] an analysis of 1-Ant was carried out for the functions LeadingOnes and BinaryValue. As in the OneMax case, a phase transition from exponential to polynomial runtime with a threshold evaporation value could be observed.
Figure 1: Bit-strings are represented by ant walks on the simplified chain graph.
The algorithm MMAS by Stützle and Hoos [12] was studied by Gutjahr and Sebastiani [8] and Neumann, Sudholt and Witt [9] . Roughly speaking, these works show that several variants of the MMAS less critically depend on the choice of the parameter ρ in the sense that there is no sharp phase transition between polynomial and exponential runtime as observed with 1-Ant. More recently, the benefits and shortcomings of hybridizations of the MMAS with local search strategies have been investigated [10] .
Some of the run-time analyses sketched above could be read as that single ant ACO system are competitive approaches to optimize pseudo-boolean functions. To further study this aspect, we conduct a rigorous experimental analysis of these two single ant ACO systems on several pseudo-boolean fitness functions (OneMax, LeadingOnes, and linear functions with random weights). To gain an understanding how these algorithms work, we track a number of theory-guided indicators (other than the resulting optimization time) during the runs of 1-Ant [11] and the MMAS [12] . For both algorithms we use the pheromone system described in [2] which is equivalent to the one used in [8] , [11] , and [3] .
Our main finding is that whenever one of the two ACO systems for a certain choice of ρ has an at least roughly reasonable run-time, then its optimization behavior is very similar to that of the (1+1) EA. This shows that the pessimistic assumptions repeatedly used in the proofs of the results mentioned above are real, and in consequence, indicates that the upper bounds on the optimization time proven there probably cannot be improved. Our analysis of the optimization behavior fits well to the fact that we rarely observe that one of the two single ant ACO systems finds the optimum significantly faster than the (1+1) EA [1].
2 Single Ant ACO and the (1+1) EA Given a fitness function f : {0, 1} n → R on the bit-strings of length n, a single ant ACO algorithm successively generates candidate solutions S (t) ∈ {0, 1} n according to the pheromone values p (t) ∈ [0, 1] n . We understand this sampling process as a random walk of a single ant on the directed construction graph depicted in Figure 1 . At each vertex v i−1 the ant chooses one of the two outgoing edges e i or e i with probability equal to the pheromone value p 
AntWalk(p)
1 for i ∈ {1, . . . , n} do choose S i ∈ {0, 1} with Pr(S i = 1) = p i 2 return S Initially, all pheromone values are 1/2. Hence, the first ant performs a true random walk. Later, updates to the pheromone values are triggered by certain ant walks. In this case, a certain amount of pheromone evaporates from all edges and then the pheromone values of the edges the ant traverses are reinforced. The amount of both, evaporation and reinforcement, is governed by the algorithm's main parameter, the evaporation factor ρ ∈ [0, 1].
In this theoretical investigation, we run both algorithms for a number of t max ∈ N generations and then return the best solution found so far. In practice, other stopping criteria might be more appropriate.
1-Ant and the MMAS both simulate one of two well-known randomized search heuristics if the evaporation factor is zero or one. For ρ = 0, they simply perform random search, and for ρ = 1, they precisely simulate the (1+1) EA with mutation probability 1/n.
The Experimental Setup
The classical mean to measure the performance of a randomized search heuristic is the optimization time T , which is the number of fitness evaluations needed to find the optimal solution. For efficiency reasons, we introduce an artificial upper bound of t max = 1000000, i. e., T = min{t ∈ N | f (S (t) ) is optimal or t = t max }. To analyze the optimization behavior, we monitor a number of theory-guided indicators measuring the algorithm's progress at every single step t ∈ N of the run. In particular, we investigate the fitness of the current solution f (S (t) ), its expectation µ
, the fitness of the best solutions so far f
i ∈ {1/n, 1 − 1/n}}| of pheromone values attaining one of the boundary values 1/n and 1 − 1/n, and the probability
max ) of accepting the current solution.
We also investigate the average values P , ν, and mm of P (t) , ν (t) , and mm (t) over the interval [0.25 T, 0.75 T ]. This interval was chosen to eliminate possible side-effects at the beginning and the end of a run.
We study the progress behavior of the two ant optimization algorithms 1-Ant and the MMAS on different pseudo-boolean fitness functions f : {0, 1} n → R. We regard random linear functions f (S) = n i=1 w i S i , where the weights w 1 , . . . , w n are chosen independently and uniformly at random in (0, 1], and then normalized to add up to n. Clearly, the normalization does not change the behavior of any of the algorithms, but eases comparing the results for different functions. Furthermore, we regard the two classical pseudo-boolean test functions OneMax(S) = n i=1 S i and LeadingOnes(S) = n k=1 k i=1 S i . Clearly, S * = (1, . . . , 1) is the unique maximum of all these functions having fitness f (S * ) = n. In the experiments, we use a problem size of n = 1000 for OneMax and random linear functions, and a problem size of n = 200 for LeadingOnes.
Also, note that for LeadingOnes, µ (t) and ν (t) as defined above are heavily influenced by the fact that with probability around 1/e, one of the leading one-bits (having pheromone value 1 − 1/n) will be set to zero. Since such a solution will not be accepted anyway, for LeadingOnes we modify the definitions of µ (t) and ν (t) to be the expectation and variance conditional on that none of these leading bits is zero. We omit the details on how to actually compute the progress indicators for these test functions. In all but one case, this can be done efficiently in linear time or via dynamic programming in quadratic time. For arbitrary linear function, however, P (t) cannot be computed efficiently. In consequence, we cannot provide P (t) and P for random linear functions. We perform case studies to analyze the time-dependent indicators f (S (t) ), f
, and mm (t) . That is, for all algorithms and test functions, we conduct twenty runs each for at least twenty different ρ-values, graphically depict the indicators and single out typical runs for representative values of ρ. In all cases, we see that the indicators for random linear functions and OneMax behave highly similar. For this reason, in the following two sections we present and discuss plots for OneMax only, since here we also have the indicator P (t) . To measure the average indicators ν, P , and mm, we performed 20 runs for both algorithms on all fitness functions and several values of ρ. We then average the average indicators over all runs. Since the success of 1-Ant depends sharply on ρ, we happen to never average over successful and unsuccessful runs simultaneously. For unsuccessful runs we also record the final values of f max and P . For reasons of space, we can only present a tiny fraction of the data collected. Much additional material can be accessed in [1].
Experimental Results for 1-Ant
In this section, we present our experimental work concerning the single ant ACO system 1-Ant. In [11] it was shown that the expected optimization time of 1-Ant on OneMax is polynomial if ρ = 1 − 1/n with fixed > 0 and in [2] that for ρ = o(1/ log n) it becomes super-polynomial. On the function LeadingOnes the expected optimization time was shown [3] to be quadratic for constant ρ, polynomial for ρ = Ω(1/ log n), and again super-polynomial for ρ = o(1/ log n). Note that ρ = 2nρ/(1 −ρ + 2nρ) for the evaporation factorρ in [8] , [11] and [3] .
Since we argue that for efficient runs of 1-Ant the optimization behavior strongly resembles that of the (1+1) EA, let us first present a typical run for the (1+1) EA. Note that 1-Ant for ρ = 1 exactly simulates the (1+1) EA, so we can reuse our test environment here. Figure 2 shows such a typical run as a chart of the indicators f
, and mm (t) . As it is easy to see, the (1+1) EA improves the fitness relatively fast. This is natural, since the probability P (t) of finding an acceptable solution remains very large during the whole run. For the same reason, f For ρ = 0.4, we easily identify a behavior highly similar to that of the (1+1) EA. In a very short initial phase of approximately 130 iterations, almost all pheromone values are pushed to their extreme values and the variance drops from its initial value of n/4 to a value close to one. Note that f max remains close to n/2 in this initial phase. In consequence, this means that half of the pheromone values attain the maximum value and half the minimum. By symmetry, they are randomly chosen as is the initial solution in the (1+1) EA. From this point on, the optimization behavior of the 1-Ant closely resembles the one of the (1+1) EA. This is easily seen from the curves and the average values P , mm and ν. In the chart it seems that P (t) oscillates heavily, but as the average P indicates, these downward dents are only short-term occurrences. They stem mainly from the fact that after an improvement in the fitness, the pheromone values affected take a few iterations until they hit the extreme values again. The chart for ρ = 0.2 still shows many signs of an (1+1) EA-like behavior. However, we also see first short phases of stagnation. At t = 467, a solution of value 663 is found (+11 to the previous best). Due to the slower pheromone update with ρ = 0.2, this increases the expected value of the next solution only from 642 to 646, and spoils the probability of finding an acceptable solution down to a mere 0.4%. In consequence, it takes the 1-Ant a long 450 iterations to find an as good solution again (at time t = 917).
For ρ = 0.1, the phenomenon just described becomes much more dominant. We now have several long phases in which no solution is accepted. Finally, for ρ = 0.05 this pattern is so strong that no solution is found within one million iterations. With P around 2 · 10 −5 , it is very hard to find an acceptable solution. Recall that P (t) = 2 · 10 −5 means that an expected number of 50.000 iterations are necessary to generate a solution that is accepted.
What we just extracted from the charts in Figure 3 is also visible from Table 1 . For both, random linear functions and OneMax, we observe the expected behavior. For ρ ≥ 0.2, we have a (1+1) EA-like optimization behavior. All but very few pheromone values are at their extreme values. Those who are not, still are very close to the extreme values, as can be deduced from the variance. For ρ ≤ 0.1, finding acceptable solutions becomes increasingly hard. P values of 10 −3 or less indicate that fewer than every thousandth solution generated is actually accepted.
From ρ ≤ 0.06 on (ρ ≤ 0.08 for linear functions), as few solutions are accepted that (a) one million runs never sufficed to find the optimum, (b) the variance is close to the maximum value of 250 (approx. 330 for random linear functions), indicating that most pheromone values are close to their initial values. To add a number, averaging over 20 runs with ρ = 0.05 we found that less than 49 (of the one million generated) solutions are accepted.
We see very similar results if we use LeadingOnes as fitness function. For reasons of space, we only present the data in table form (Table 2) . Again, we see that for ρ ≥ 0.2, most pheromone values are at their extreme values and the optimization time is not much different from the case ρ = 1, which again is the (1+1) EA. The phase transition happens for slightly smaller ρ values. Up to ρ = 0.08, we see still reasonable optimization times. From then on, however, the optimization time increases again drastically and P falls to ridiculously small values. For ρ ≤ 0.045, no run is successful, and final P (t) values in the 10
to 10 −6 range show that some 100.000 iterations are necessary to find an acceptable solution (which not necessarily leads to an increased fitness). Table 1 : Results for 1-Ant optimizing the fitness functions OneMax and random linear functions. All numbers are the averages over 20 runs. For ρ = 0.05 and ρ = 0.01, where no run is successful, we also list the average optimum and acceptance probability at t max = 1000000. Table 2 : Indicators for the behavior of 1-Ant optimizing LeadingOnes for different values of ρ. For ρ = 1.0, 0.5, and 0.1 all runs find the optimum in at most 10 6 steps, for ρ = 0.01, 0.005, and 0.001 none. We omit ρ = 0.05 to avoid the bias caused by T not reaching 10 6 in all of the runs.
Experimental Results for the MMAS
We now analyze the optimization behavior observed for the MMAS. In [8] and [9] , expected optimization times of O(ρ −1 n log(n)) and O(n 2 + ρ −1 n log n) were proven for a variant MMAS on the two pseudo-boolean functions OneMax and LeadingOnes. This indicates that for the MMAS the optimization time does not display such a delicate dependence on ρ as previously seen for 1-Ant. Our experimental results verify this observation, but again show that the MMAS strongly imitates the optimization behavior of the (1+1) EA, in particular for the more efficient runs with larger ρ.
Our experimental results on the optimization behavior of the MMAS for linear functions is summarized in Figure 4 and Table 3 . For random linear functions and OneMax, all runs, even those for relatively small ρ values like 0.005, show an optimization behavior strongly resembling that of the (1+1) EA. The average number mm of pheromone values having one of the two extremal values is above 970. In other words, in average at least 97% of the bits of the newly generated solution are determined in the same way as by the (1+1) EA. The remaining pheromone values are also close to their extreme values, as witnessed by an average variance ν of less than 3. Not surprisingly, the optimization times are similar to the (1+1) EA-case with a considerable slow-down for small ρ values.
In Figure 4 , we depict four typical runs for OneMax. We immediately notice that the four graphs are much more similar than those for 1-Ant in Figure 3 , even though a wider range of ρ-values is covered.
For ρ = 0.4, 0.25 and 0.1 we observe an extremely short initial phase during which the pheromone values (t) , which is close to n = 1000 all the time, and ν, which is too small to be distinguished from the t-axis. P (t) differs from the (1+1) EA setting for several short periods of time. Whenever a newly generated solution different from the previous best is accepted, it takes a while for the pheromone values to move towards the extreme values. This results in the short downward dents visible in the plots. During these times, P (t) is smaller than in the (1+1) EA setting, but these dents end quickly and the MMAS returns to the (1+1) EA-like behavior.
The chart for ρ = 0.01 differs from the other three in the respect that only after t = 2141 iterations 95% of the pheromone values reach the extreme values. Also, P (t) stays below 1/e most of the time. Still, the value of mm ≈ 982 combined with a variance of ν ≈ 2 indicate that during the central part of the run most pheromone values are either at their extreme values or at least very close to them.
Further experiments for smaller values of ρ show that the effects observed for ρ = 0.01 amplify. The variance ν stays almost constant (ν ≈ 3.8 for ρ = 0.001) indicating that most values of p (t) are close to the extreme values. The behavior of the MMAS remains highly (1+1) EA-like, only the performance drops due to the additional time needed for the pheromone values to reach the extreme values again after an update.
For reasons of space, we are not able to discuss typical runs for the test function LeadingOnes. However, the data displayed in Table 3 suffices to see that the optimization behavior of the MMAS for LeadingOnes is very similar to that of the (1+1) EA, both in terms of run-times and, more declaratively, in that we have many pheromone values at or close to the extreme values of 1/n and 1 − 1/n, as witnessed by mm and ν. This fact was already observed in [9] and used to prove a lower bound on the optimization time of the MMAS. Finally, also for non-leading bits there is a strong drift of the pheromone values towards 1/n and 1−1/n. This observation strengthens the resemblance between the MMAS and the (1+1) EA even more.
