Subspace-based holistic registration is introduced as an alternative to landmark-based face registration, which has a poor performance on low-resolution images, as obtained in camera surveillance applications. The proposed registration method finds the alignment by maximizing the similarity score between a probe and a gallery image. We use a novel probabilistic framework for both user-independent as well as user-specific face registration. The similarity is calculated using the probability that the face image is correctly aligned in a face subspace, but additionally we take the probability into account that the face is misaligned based on the residual error in the dimensions perpendicular to the face subspace. We perform extensive experiments on the FRGCv2 database to evaluate the impact that the face registration methods have on face recognition. Subspace-based holistic registration on lowresolution images can improve face recognition in comparison with landmark-based registration on high-resolution images. The performance of the tested face recognition methods after subspace-based holistic registration on a low-resolution version of the FRGC database is similar to that after manual registration.
Introduction
Face recognition in the context of camera surveillance is still a challenging problem. For reliable face recognition, it is crucial that an acquired facial image is registered to a reference coordinate system. Most conventional registration methods are based on landmarks. To locate these landmarks accurately, high-resolution images are needed. For those methods, it is problematic to register low resolution facial images as obtained in video surveillance. In the Face Recognition Vendor Test [1] , low-resolution face images are defined to contain an interocular distance of 75 pixels, we used even lower resolutions with interocular distances of 50 pixels and lower. High-resolution face images have an interocular distance of more than 100 pixels. Face registration on low-resolution images is in these cases often omitted and the region found by the face detection is directly used for face recognition [2, 3] . In our opinion, accurate face registration can contribute to better recognition performance on low-resolution images. Therefore, we developed a Subspace-based Holistic Registration (SHR) method, which uses the entire face region to correct for translation, rotation, and scale transformation of the face, which enables us to accurately register low-resolution facial images. The face registration is performed after a frontal face detector, which detects a face at a certain scale and rotation variations, limiting the search for the final registration parameters.
As already pointed out above, registration methods can be divided into two categories: landmark-based registration, using landmarks to register the face image, and holistic registration, using the entire image for registration. Of the latter only a few methods have been reported.
In the first category, the object detection method of Viola and Jones [4] , originally proposed for face detection, is a popular approach to locating landmarks [5] [6] [7] . The advantages of this method are that it is fast and robust in comparison with other landmark methods. Many papers report good results especially in uncontrolled scenarios. However, occasionally landmarks are not found by this method. In [8] , a probabilistic approach using Principal Component Analysis (PCA) is used to locate the landmarks.
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Subspace methods for facial feature detection are also used in [9] [10] [11] . Some landmarking techniques are not only based on texture, but also use geometric relations between landmarks, for instance [12] [13] [14] [15] . These methods usually require more landmarks and high-resolution facial images. A well-known example of such a method is Elastic Bunch Graphs [12] . Elastic Bunch Graphs are used to determine the relation between different landmarks. The relation between the landmarks and the scores of Gabor Jets are combined to register and recognize the face. Active Shape Models [16] and Active Appearance Models [17] can also be used to perform a fine registration of a face, by using both texture and the relation between the landmarks. Both methods, however, need a good initialization to find an accurate registration, which can be provided by, for instance, the Viola and Jones landmark finding method.
In the second category of registration, there are correlation-based registration methods that are invariant to translation. The MACE filter originally described in [18] and used in face recognition in [19, 20] , is invariant for translations. In [21] , a face registration method using super resolution is described that performs correlation to compare the original image with a reconstructed image obtained using super resolution, correcting for translation and scale variations. The method described in [22, 23] is a correlationbased method that finds a rigid transformation to align the facial images, which is done using robust correlation to a user template.
Another way of evaluating the registration quality is by using the similarity score determined by a face recognition algorithm. In [24] , the manually labelled eye coordinates are used as a starting point from which the eye coordinates are varied to obtain different registrations. The registration that resulted in the best similarity score is selected. This experiment was performed using several different face recognition algorithms. In [25] , we performed a similar experiment and in addition showed that small changes in the registration parameters can have a huge effect on the similarity scores of face recognition algorithms. In [26, 27] , we proposed a matching scorebased face registration approach, which searches for the optimal alignment by maximizing the similarity score of several holistic face recognition algorithms, for example, PCA Mahalanobis distance. In [28] , the PCA Mahalanobis distance is used to find the registration parameters for lowresolution images using a different search strategy as in [27] , where the focus of the paper is face hallucination. In [29] , this face registration method is extended especially for the purpose of face hallucination. We performed no experiment using face hallucination, because our focus is on face registration and its effect on the recognition. In this paper, we extended the work in [26, 27] , by developing Subspace-based Holistic Registration (SHR) method. The novelty of this method is that we use a probabilistic framework designed to evaluate the registration of faces, instead of maximizing the score of a face recognition method, which might not be suited for comparing unregistered face images.
Face Registration Method

Subspace-Based Holistic Registration.
Face registration is performed to correct for variations that occur when the face region is selected from an image. We assume that the face detection obtains frontal faces from a camera, and that we have to correct for in-plane rotations of these faces. The exact positions of the camera and the face are usually unknown, making a correction for scale and translation necessary as well. A Procrustes transformation denoted by T θ corrects for these variations, allowing us to scale by a factor s, rotate with an angle α, and translate over a vector u an image. The optimal face registration is assumed to be found if there is a maximum similarity between the transformed input image (probe image), and the gallery images. In SHR, we try to find the best registration parameters θ = {u, α, s}, by maximizing a similarity function S(T θ H, K | Ω). Here H denotes the probe image, which is transformed by T θ , K denotes a registered reference object (gallery image) and Ω denotes a model of the reference object (faces). The equation for finding the best registration parameters θ is
An important issue is how to measure the similarity between probe and gallery image. In our previous work, we used similarity scores from well-known face recognition algorithms for this purpose. However, these scores are usually optimal for face recognition, measuring the similarity between faces of different individuals in a face space. In this paper, we argue that the correct quantifier for the face registration should also include the probability that the face might be misaligned, measuring also the error outside face space. We thus use the probability that the aligned image T θ H belongs to the object class Ω of the gallery image K. Let V be an operator that vectorizes the features in H and K using a set of predefined locations {p n } N n=1 in the images. We adopt a Gaussian model of which VK is the mean and Σ Ω the covariance matrix
Our goal is to optimize S(T θ H, K | Ω) as function of the registration parameters θ. For notational compactness, we define x = VT θ H and x = VK and
The training samples x to determine both the mean x and covariance matrix Σ Ω are correctly aligned images. Notice that K needs to be a registered image in order to find the registration parameters θ for H. The exact estimation of the covariance matrix Σ Ω is not possible with a limited number of training samples. As a consequence, the estimate of Σ Ω is often singular, so that Σ
−1
Ω cannot be computed, and even if Σ −1 Ω can be calculated, the results will be inaccurate. Furthermore, the computational costs of evaluating (3) are large, due to the high dimensionality of Σ Ω and x. For these reasons, we use Principal Component Analysis (PCA) to reduce the dimensionality. We obtain a subspace by solving the eigenvalue problem:
where Λ are the eigenvalues and Φ are the eigenvectors of the covariance matrix Σ Ω . We can obtain a reduced feature vector y = Φ T x, where
, which reduces the feature vector from N to M dimensions, has an orthogonal complement
, which contains the variations that are not modelled by PCA. Using only similarities in the principal subspace, as in our previous work [27] , results in the Mahalanobis distance. However, if we optimize the alignment only for the principal subspace F, we might walk further away in the orthogonal complement F, ignoring details not included in our model but which indeed might be important for the registration. To overcome this problem, we use a distance measure, proposed in [8] .
where λ i are the eigenvalues in F and
λ i which is the average eigenvalue in F. This distance measure consist of two parts, the first
is called "distance-in-feature-space" (DIFS) and the second 2 (x)/ρ is called "distance-from-feature-space" (DFFS). In our experiments, we compare the results of using only DIFS for face registration, which is used in [27, 28] , and using both DIFS and DFFS (see Section 4.1). We show that using both distances result in a better performance than using DIFS.
In Figure 1 , we give a schematic representation of the components needed for SHR and the interaction between them. We use an iterative search method to find the optimal similarity between probe image and gallery images. The initial registration parameters are given by a face detection algorithm, for instance the method of Viola and Jones [4] .
The alignment registers the probe image based on the specified parameters. We will discuss the components in Figure 1 in the following sections: evaluation (Section 2.2), the alignment (Section 2.3), and the search methods (Section 2.4).
Evaluation.
Two important issues in the evaluation function are the model and the features. The model can be either user independent as explained in the previous section or user specific. This we will discuss in the first paragraph below. As features, we propose edge images, instead of grey level images, which reduce the number of local minima in the evaluation. This will be explained in the second paragraph.
Evaluation to a User Specific Face Model.
Instead of registration to a mean face model, which may differ substantially from individual faces, registration to a userspecific model, if available may improve registration results. For user-specific face registration, we need a user template to register a probe image. For face identification, user-specific registration has the drawback that we have to register the probe to every user template in the database.
For user-specific registration, we define the similarity
where Ω c models registered facial images of user c. The user-specific model consists of a user template K c and the covariance matrix Σ Ωc . For the covariance matrix Σ Ωc , we use a within-class covariance matrix that models the variations among face images of the same person for all users, because we often do not have enough images to estimate a user-specific covariance matrix. The similarity function for the user-specific model is
Using Edge Images to Avoid Local Minima.
Using grey level images for registration often leads to local minima in the search space. Better registration results can be obtained by using edge images, which is for instance shown in [30] for Active Appearance Models. In image registration, regions containing large variations (structure) contribute more to registration than homogeneous regions. By applying edge filters, the regions that contain structure will be highlighted, and the homogeneous regions will be suppressed. In our case, the use of edge filters results in a search space with fewer local minima. In Figure 2 , a 2D search space is shown where we varied the scale and translation in y-direction of a grey level image and an edge image. The edge image (right) shows a single clear minimum, while the grey level image has a global minimum at the same place, but also a large local minimum in the right corner. In order to calculate the edges in the image, we take the derivatives in the x and y directions in the images. Because images usually contain noise, we use the Gaussian kernels G x and G y : T r a n s la t io n y Scale The derivatives H x and H y of the images are calculated by convolution. We refer to these as "edge images". If we use both edge images in the feature vector instead of the grey level image, this doubles the length of the feature vector, resulting in increased computation time. An alternative is to combine the two edge images as follows into a "magnitude image":
The default features used in this paper are the "edge images", and a comparison between the features is performed in Section 4.1.
Alignment.
We use a Procrustes transformation to align the probe image H to the gallery images, which is common practice in face recognition, preserving the distance ratios. Given the pixel location p = (x, y) T , we can define a transformation U θ p on the pixel location as follows:
R(α) is the rotation matrix. The transformation of the image is defined as
This allows us to obtain an aligned image T θ H(p) by backward mapping and interpolation. Most landmark-based methods also perform this transformation based on the found landmarks in order to obtain a registered face image [13] .
Search Methods.
In (1), we have to maximize the similarity score to find the best alignment parameters θ. Ideally, an iterative search method should be able to find the optimal solution using a small number of evaluations, making it possible to register the probe image almost real time. The search method also has to be robust against local minima. Confirmed by our observations, we assume reasonably smooth search landscapes. We applied two different search methods the first is the downhill simplex method [31] that we also used in [26, 27] , and the second is a gradientbased method.
Downhill Simplex Search Method.
This method is able to maximize a similarity function using around 100 evaluations. A good initialization of the downhill simplex method is necessary to be robust against local minima. This was also observed in [27] , where we used several initializations to reduce outliers. To initialize the downhill simplex method, we need to create a simplex Θ ∈ R N×(N+1) (geometric shape in N dimensions, consisting of N + 1 points). To obtain the four registration parameters, this means that we have to select five starting points. The first starting point is given by the initial parameter vector θ 0 . The other starting points are given by
where Δ is the maximum expected offset for a single registration parameter in positive or negative direction, where we use the offset which gives the best similarity score. The downhill simplex methods is however able to find optimal registration EURASIP Journal on Advances in Signal Processing 5 parameters that lay outside the maximum expected offsets. This search method maximizes the similarity function by replacing those registration parameters in the simplex that gives the worst similarity score by a better set using some simple heuristics.
Gradient-Based Search Method.
In (1), we find the best alignment parameters θ by maximizing the similarity score. We start with the initial registration parameters θ 0 ; improving these parameters means that we have to determine an offset to the optimal alignment called δ [32, 33] . We achieve this by expanding the image using a first-order Taylor expansion:
In this case, M θ is the Jacobian matrix of H with respect to the parameters θ, given in [32] for a transformation with translation, rotation, and scale. By setting the derivative of (2) with respect to δ to zero, we can determine the offset from the original parameters:
In the appendix, it is shown how this equation is solved and how updated parameters θ k+1 = θ k + δ k are obtained analytically. This procedure is repeated until convergence has been reached.
Experiments
In this section, we describe experiments to evaluate the performance of SHR. The main purpose of SHR is to improve the face recognition performance, particularly at low-resolutions. The goal of the experiments, therefore, is to demonstrate and quantify the improvement of face recognition performance if SHR is used for face registration. We will present results of the following comparisons:
(i) Comparison with earlier versions of SHR [27] . These experiments are included to illustrate the positive effect of the new evaluation criteria given in (6) [34] , on which we perform the one-to-one controlled versus controlled experiments. We train both face registration (landmark methods and SHR) and face recognition methods on the training set defined in the FRGCv2. We calculated all the similarity scores, which resulted in the Receiver Operating Characteristic (ROC) of the entire set and the ROC of the three masks defined by the FRGCv2 database. Mask I compares the images that are recorded within a semester, for Mask II this is within a year, while Mask III compares images that are recorded between semesters. To compare the different settings of SHR, we use a random subset to reduce computational costs of the face recognition. We still register every gallery and probe image but instead of computing all the scores, we calculate for every probe image one genuine and one impostor score from a randomly chosen image in the gallery. The same random images are used for all the experiments. We show in Table 1 , that the recognition results of the random subset are comparable to the results on the entire set.
Face Detection.
Face registration depends on the input of a Face Detection method. We used the OpenCV implementation [35, 36] of the Viola and Jones algorithm [4] to find the faces. We used the pretrained model called "haarcascade frontalface default.xml". In order to avoid misdetections, we included some simple heuristics based on the manually labelled landmarks to determine if the face regions were correctly found. All landmarks have to be inside the face region and the width and height of this region is less than four times the distance between the eyes. Facial images in which the face is not correctly found are removed from all experiments.
Low
Resolution. SHR is developed for low-resolution images. Because there are no large low-resolution face databases, we used the FRGCv2 database and created lowresolution facial images by low-pass filtering and subsequent downsampling. Using low-resolution facial images makes the comparison of the performance of our face recognition methods with the state of the art difficult, because these are primarily focussed on high-resolution facial images. Also, landmark-based registration methods work poorly on these resolutions. For this reason, we performed the landmark finding on high-resolutions images, thus given them an advantage over SHR.
Face Recognition.
We measured the performance of face registration by its effect on face recognition. In [37] , a similar comparison is performed on the FRGC database, where the baseline PCA and PCA-LDA face recognition methods are used. We decided to use not only holistic but also feature-based methods, in order to demonstrate that different face recognition methods benefit from improved registration. We used our own implementation of the following face recognition methods:
(i) PCA Mahalanobis distance (baseline) [38] , (ii) PCA Mahalanobis Cosine distance [38] , (iii) Adaboost with Local Binary Patterns (LBP) [39] , (iv) PCA LDA likelihood ratio [40] . In Table 1 , we show the face recognition results with an interocular distance (distance between centers of the eyes) of 50 pixels using registration with manually labelled landmarks, showing the capacity of the face recognition methods if the registration is almost perfect. This is confirmed by [37] , where their registration method is not able to perform better than manually registered images. From the results in Table 1 , we observe that of the selected face classifiers, the PCA-LDA likelihood ratio performs best, closely followed by Adaboost with LBP. SHR is developed for low-resolution images using an interocular distance of 50 pixels instead of the available 350 pixels, this makes comparison with other results published on these databases difficult. In Figure 3 , we attempt to show the relation between resolution and verification rate. Below approximately 50 pixel interocular distance, we expect that the verification rate decreases rapidly. At least part of this decrease is caused by failing registration at low-resolutions, which we address in this paper. The area of interest for camera surveillance is the shadowed area in Figure 3 and the stars mark the published results. In [1] , an experiment is performed on a low-resolution database called HCInt portion of the FRVT 2002 (not available to us), which uses an interocular distance of 75 pixels. The best verification rate reported on the HCInt portion are ± 95% at FAR = 0.1% for gallery normalized experiments. Our best face recognition method gave a verification rate of 91% at FAR = 0.1% for an interocular distance of 50 pixels with a one-to-one experiment, which is more difficult than a gallery normalized experiment. This matches the expectations we have of good results that can be obtained using face recognition on facial images with an interocular distance of 50 pixels. In [41] , a verification rate of ± 67% at FAR = 0.1% was reported for the PCA Mahalanobis distance classifier on the high-resolution experiments. For the same classifier, we obtained a verification rate of 50.3% at FAR = 0.1% for an interocular distance of 50 pixels. This once again illustrates the drop in verification rates for lowresolutions.
Landmark Methods for Comparison.
We compared SHR to two landmark registration methods. The first method is the Viola and Jones detector [4] trained to find facial landmarks. The second method is called MLLL (Most Likely Landmark Locator) [10] , which finds the landmarks by maximizing the likelihood ratio using PCA and LDA. This algorithm is run in combination with BILBO, which is a subspace-based method to correct for outliers. We have trained both methods on the FRGCv2 database and evaluated them using high-resolution images. Both the ViolaJones and MLLL + BILBO find four landmarks (eyes, nose, and mouth). Based on the found landmarks, we calculate the Procrustes transformation to align the images.
Experimental Settings.
In this section, we introduce the default experimental settings, unless other setting are explicitly mentioned, these settings are used in the experiments. We use the user-independent registration, with edge images as features and the downhill simplex search method to find the registration parameters. The number of subspace components is set to 300, which is a good compromise between speed and accuracy. For the edge images, we use kernels of 17 × 17 pixels with σ = 2, which, according to our observations, gives good results on several databases. The maximum expected offsets for scale, rotation and translation needed to create the initial simplex are respectively 0.2, 5 degrees and 5 pixels. The downhill simplex method can also find the optimal registration parameters outside the maximum expected offsets. The gradient-based search method is not limited in the registration parameter search either. In the case of user-independent registration, both gallery image and probe image are registered to the same user independent registration template (depicted in Figure 4 ). The registration template is the mean face obtained from the training set. For user-specific registration, we register to a single gallery image. Our subspace model is based on registered facial images, therefore, we need a correctly registered template. Furthermore, face recognition methods assume that both gallery and probe images are correctly registered, making proper registration of the gallery image important for userspecific registration. To obtain a registered gallery image, we perform the user-independent registration with the mean face as registration template (see Figure 5) . Although in our experiments we use a single image as registration template, it is also possible to use multiple images to build a user-specific template. In this case, registration among gallery images can also be applied to improve the accuracy of the alignment of the gallery images.
Results
Comparison with Earlier
Work. In Sections 2.1 and 2.2.2, we introduce a new evaluation criterion instead of the PCA Mahalanobis distance [27, 28] and new edge features for registration. In this section, we compare the effects of these changes separately. Figure 6 shows the effects which the new evaluation criteria (Bayesian Framework) and the new features have on the face recognition results, which are depicted using a ROC. After performing the registration with the different settings, we used the PCA-LDA likelihood ratio method for the recognition. In Figure 6 , the ROC of the Bayesian Framework (grey values) shows that for FAR > 50% the verification rate decreases quickly, and for FAR < 50% the distance to the Bayesian Framework (edge images) remains constant. This behaviour is caused by incorrect registration, due to local minima in the search space, an example was shown in Figure 2 . Comparing the performance of the Bayesian Framework (edge images) to the Bayesian Framework (magnitude images), we observe that edge images are slightly better. For this reason, we use the edge images in the remaining part of the paper. In Figure 6 , we also show that the verification rate of the PCA Mahalanobis (edge images) distance drops rapidly to 98% when FAR decreases from 100%. This is caused by failures to find a correct registration. Figure 6 shows that the Bayesian Framework (edge images) containing the Distance From Features Space has made SHR more robust against these failures, resulting in a higher overall recognition performance.
Subspace-Based Holistic Registration versus LandmarkBased Face Registration.
In this experiment, we registered every face image using two landmark-based face registration methods, SHR (user-independent face model) and the manually labelled landmark given by FRGCv2 database. For each face recognition method, we had to train the recognition methods on face images, which were registered by the specific registration method. This made the recognition method more robust against the specific variations. For SHR, we used the manual registration of the training set to train the face recognition methods. The results of our face recognition experiments using PCA-LDA likelihood ratio face recognition method are shown in Figure 7 . Note that these results are obtained for verification at 50 pixels interocular distance. Our focus is on the registration, which means that the relative results to manual registration are important. Other papers on face registration like [10, 37] do not achieve better recognition results than manual registration on the FRGC. In Figure 7 , we observe that the performance of SHR is better than manual registration at FAR ≤ 0.1%. SHR also outperformed the automatic landmark-based registration algorithms, which used highresolution images to obtain a registration. In Figure 7 , the best landmark-based registration method is MLLL + BILBO, which performed better than the Viola-Jones landmark method. In the case of the Viola-Jones landmark method, we removed 997 of the 15982 images from the query set of [4, Experiment 2.1], because 3 or less landmarks where found in these images which often resulted in poor alignments. We also experimented with the Viola-Jones method at an interocular distance of 50 pixels. In this case it failed to find the 4 landmarks for 10734 of the 15982 face images. In Table 2 , we present the verification rates of all registration methods and the gain or loss in the recognition results by using automatic face registration methods instead of the manual face registration. Again all face recognition results were obtained at 50 pixels interocular distance. We observe that SHR improved the performance of all the face recognition methods in comparison with automatic landmark registration, which indicates that it is not dependent on the choice of the face recognition method. Some face recognition methods seem to be more robust against registration variations, for example Adaboost, but still more accurate registration improves the final recognition performance. In Table 2 , the performance of the userindependent SHR is for most recognition methods similar or better than manual registration. To understand why SHR sometimes performs better than manually registered images, we first determined the difference in found registration parameters between manual and automatic registration, which is shown in Figure 8 . We observe that the results of MLLL + BILBO, which find landmarks very accurately, are closer to manual landmarks in scale and y-translation. Both SHR and MLLL + BILBO have similar results in rotation and x-translation, but SHR finds different scale and ytranslations. In Figure 9 , a few examples of facial images with large differences in scale and y-translation between registration with manual landmark (third column) and SHR user independent (fourth column) are shown, together with the input for the registration determined by the face detection of the probe image (first column) and gallery image (second column). The white marks on the face are the manually labelled landmark locations. We pictured half of the registered probe image (left) and the other half registered gallery image (right) to show the alignment between the images. In the first row of Figure 9 , we show a probe image with the head tilted up and a gallery image without tilt, because of the tilt of the head the relative positions of the landmarks change. We observe that the eyes, nose, and mouth in the probe, and gallery image are on almost the same line using manual registration, but there is a big difference in scale. On the other hand, SHR aligned both images on the same scale, this places the nose of the probe image higher but gives a better match with the mouth. In the second and third row, a slightly different definition of the landmark location is used (especially the nose), resulting in misalignments for manual registration, where the two halves in the third column do not overlap in the nose and mouth regions because of scaling differences. Another difficulty in the third images are the landmark locations of closed eyes, which is done correctly in this case, positioning the eyes somewhat above the closed eyebrows, but this is often not the case. In the last column of Figure 9 , we observe that expressions can also change the ratio between landmark especially in the mouth area. The nose in the probe image is located higher than the nose in the gallery image using manual registration. ROC FRGCv2 random subset user independent versus user specific Figure 10 : Comparison of user-independent and user-specific face registration. User specific-registration obtains better results than user-independent registration and manual registration.
User Independent versus User Specific.
In this section, we compare user-specific registration to the userindependent registration. In Figures 4 and 5 , we show the two scenarios to obtain the user-independent and userspecific templates. In Figure 10 , we show ROCs of the userindependent and user-specific face registration using the edge images. We observe that the performance consistently improves by using user-specific registration. Figure 10 also shows that user-specific registration performs slightly better than manual registration, which indicates that SHR gives more stable registration than the landmarks located by humans.
Comparing Search Algorithms.
The two search methods, described in Section 2.4, were compared using a similar experiment as performed in the previous section. In all other experiments, the downhill simplex search method is used. It costs our matlab implementation on AMD opteron 275 around the 2.7 seconds to perform a registration for a single image, while the obtained matlab implementation of MLLL + BILBO [10] takes around 7 seconds for a single image. The Viola and Jones landmark implementation in C++ performs almost real-time registration. Note that we spent not much effort in optimizing our code, because our main focus is on improving the accuracy. However, we can imagine that computation time in practical scenarios can be an issue. For this reason, we show a tradeoff between computation time measured in the number of iteration and accuracy measured in the verification rate, see Figure 11 . Although the average search time of the gradient-based method is larger, Figure 11 shows that it is able to find a good solution within a smaller number of iterations. This makes the difference between both search method in computation and accuracy very small.
Lower Resolutions.
In video surveillance, the resolution of the facial images is often below the interocular distance of 50 pixels used in previous section. To simulate this, we downsampled the images even more. In this section, we ran experiments using several lower resolutions to test the performance of SHR. After finding the alignment parameters for these resolutions, we use the alignment to register the facial images using an interocular distance of 50 pixels. This allows us to show the effects of low-resolution on the registration, while ignoring the effects of low-resolution on the face recognition.
In Figure 12 , we show the results on user-independent registration for all the face recognition methods. We expect that registration performance decreases for lower resolutions. The registration results start becoming worse at an interocular distance smaller than 25 pixels. Some methods like Adaboost are less sensitive for the registration errors caused by the lower resolutions than for instance PCA-LDA likelihood ratio.
Conclusion
We presented a novel subspace-base holistic registration (SHR) method, which is developed to perform registration on low-resolution face images. In contrast to most landmarkbased registration methods, which can only perform accurate registration on high resolutions. SHR is able to use a userindependent face model or a user-specific face model to register face images. For the user-specific registration, we defined two scenarios to register the gallery images. We show that by using edges as features for the registration, we obtain better results than using the grey levels of the image. The search for the best registration parameters is iterative, and we proposed two search methods, namely, the downhill simplex method and a gradient-based method. To evaluate the face registration, we measured the effects it has on the results of face recognition. We used the FRGCv2 database to perform our face registration experiments. We compared SHR with two landmark-based registration methods, working on high resolution facial images. Nevertheless, the recognition results of SHR were better than those of the landmark-based methods. Userindependent SHR gives a similar performance in face recognition results than registration with manually labelled landmarks. User-specific SHR performs better than the user-independent SHR and manual registration. One of the advantages over the landmark-based methods is that SHR is able to register low-resolution face images with an interocular distance as low as 25 pixels. The results at this resolution make SHR suitable for use in video surveillance.
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(A.5)
We have to substitute x by x k + M θk δ k , which results in
(A.6)
We take the derivative of the distance function with respect to δ k and set it equal to zero. This gives us the following equation where for clarity A = Φ T M θk . Note that Λ −1 is a diagonal matrix:
This give us the follow linearly solvable equation for δ k :
(A.8)
Using this function, we can determine the new registration parameters θ k+1 = θ k +δ k . We repeat this gradient-based search method multiple times to find the final registration parameters.
