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Abstract—Network slicing is a key technology in 5G communi-
cations system, which aims to dynamically and efficiently allocate
resources for diversified services with distinct requirements over
a common underlying physical infrastructure. Therein, demand-
aware resource allocation is of significant importance to network
slicing. In this paper, we consider a scenario that contains several
slices in radio access networks with base stations sharing the same
bandwidth. Deep reinforcement learning (DRL) is leveraged to
solve this problem by regarding the varying service demands and
the allocated bandwidth as the environment state and action,
respectively. In order to tackle the annoying randomness and
noise embedded in the received quality of experience (QoE)
satisfaction ratio and spectrum efficiency (SE), we propose gen-
erative adversarial network (GAN) based deep distributional Q
network (GAN-DDQN) to learn the distribution of action values.
Furthermore, we estimate the distributions by approximating a
full quantile function, so as to make the training error more
controllable. For the sake of protecting the stability of GAN-
DDQN’s training process from the widely-spanning utility values,
we also put forward a reward-clipping mechanism. Finally, we
verify the performance of the proposed GAN-DDQN algorithm
through extensive simulations.
Index Terms—network slicing, deep reinforcement learning,
distributional reinforcement learning, generative adversarial net-
work, 5G
I. INTRODUCTION
The emerging fifth-generation (5G) mobile systems, armed
with novel network architecture and emerging technologies,
are expected to offer support for a plethora of network services
with diverse performance requirements [1], [2]. Specifically,
it is envisioned that 5G systems cater to a wide range of
services differing in their requirements and types of devices,
and going beyond the traditional human-type communications
to include various kinds of machine-type communications
[3]. However, legacy mobile networks are mostly designed to
provide services for mobile broadband consumers, and merely
consist of a few adjustable parameters like priority and quality
of service (QoS) for the dedicated services. Therefore, mobile
operators find it difficult to get deeply into these emerging ver-
tical services with different service requirements for network
design and development. To address this challenging problem,
the concept of network slicing has been recently proposed,
where the physical and computational resources of the network
can be sliced to meet the diverse needs [1], [4], [5]. In
this way, heterogeneous requirements can be served by the
same infrastructure in a cost-effective manner, since different
network slice instances can be orchestrated and configured
according to the specific requirements of the slice tenants.
As a non-nascent concept, network slicing can be traced
back to the Infrastructure as a Service (IaaS) cloud comput-
ing model [6], whereby different tenants share computing,
networking and storage resources, to create different isolated
fully-functional virtual networks on a common infrastruc-
ture. In the context of 5G and beyond, network functions
virtualization (NFV) and software-defined networking (SDN)
technologies serve as a basis for the core network slicing by
allowing both physical and virtual resources to be used to
provision certain services, enabling 5G networks to deliver
different kinds of services to various customers [7], [8]. On the
other hand, the Next Generation Mobile Networks (NGMN)
alliance puts forward an evolved end-to-end network slicing
idea and the Third-Generation Partnership Project (3GPP)
also suggests that radio access network (RAN) should not be
excluded to “design specific functionality to support multiple
slices or even partition of resources for different network
slices” [9], [10].
However, in order to provide better-performing and cost-
efficient services, RAN slicing involves more challenging tech-
nical issues for the realtime resource management on existing
slices, since (a) for radio access networks, spectrum is a scarce
resource and it is essential to guarantee the spectrum efficiency
(SE) [7]; (b) the service level agreements (SLAs) with slice
tenants usually impose stringent requirements on quality of
experience (QoE) perceived by users; and (c) the actual de-
mand of each slice heavily depends on the request patterns of
mobile users [11]. Therefore, the classical dedicated resource
allocation fails to simultaneously address these problems [9].
Instead, it is necessary to intelligently allocate the spectrum
to slices according to the dynamics of service request from
mobile users coherently [12], so as to obtain satisfactory QoE
in each slice at the cost of acceptable SE. There have been
a number of research works towards this intelligent resource
management for network slicing [11], [13]–[16]. In particular,
[13] proposed an online genetic slicing strategy optimizer
for inter-slice resource management. However, [13] did not
consider the explicit relationship between the required resource
and SLA on a slice, as one slice might require more resources
given its more stringent SLA. [14] formulated the resource
sharing problem across slices as a bi-convex problem, and the
proposed decentralized method in [14] became intractable for
a large number of slices.
In order to address the demand-aware resource allocation
problem, one potential solution is reinforcement learning (RL).
RL is an important type of machine learning where an agent
learns how to perform optimal actions in an environment via
observing states and obtaining rewards. In RL, the action
value, Q(s, a), describes the expected return, or the discounted
sum of rewards when performing action a in state s. Usually,
the Q value can be estimated by classic value-based methods
such as SARSA [17] and Q-learning [18] based on Bellman
equation. [19] used deep neural networks to approximate Q
function, namely deep Q network (DQN), which demonstrated
to achieve human-level performance on simple computer
games and inspired a research wave of deep reinforcement
learning (DRL). Besides modeling the expected return, i.e.
Q(s, a), [20] showed that we can describe the distribution of
Q(s, a) by the distributional analogue of Bellman equation,
which could make a better estimation of action values in
the environment with inherent randomness. Specifically, [20]
proposed C51 algorithm to minimize the KullbackLeibler (KL)
divergence between the approximatedQ distribution and the Q
distribution calculated by the distributional Bellman optimality
operator. Inspired by the theory of quantile regression [22],
[21] proposed the quantile regression DQN (QR-DQN) and
thus successfully performed distributional reinforcement learn-
ing over the Wasserstein metric, leading to the state-of-the-art
performance. [23] extended QR-DQN from learning a discrete
set of quantiles to learning the full quantile function and put
forwards the implicit Q network (IQN). Given the success to
replace the value of Q(s, a) by a distribution in [20], [21],
[23] as well as the reputation of generative adversarial network
(GAN) to approximate one distribution [24], it naturally raises
a question whether GAN can be an alternative scheme to
approximate the distribution of the action values and improve
distributional RL.
In the communications and networking area, DRL has
triggered tremendous research attention to solve resource
allocation issues in some specific fields like power control
[25], green communications [26], cloud radio access networks
[27], mobile edge computing and caching [28]. Given the
challenging technical issues in the resource management on
existing slices, the previous work in [11] has leveraged DQN
to find the optimal resource allocation policy and investigated
its performance. However, the method proposed in [11] did not
take account of the impact of random noise in the received
SE and QoE calculation. In order to mitigate the potential
risk of estimating the action value due to the randomness of
the SE and QoE, we intend to introduce the distributional
RL to estimate the distribution of action values, so as to
avoid the overestimation or underestimation of the action
value in expectation-based RL algorithms (e.g., the classical
DQN). Meanwhile, inspired by the cutting-edge performance
of Wasserstein generative adversarial network with gradient
penalty (WGAN-GP) in the distribution approximation, we
resort to WGAN-GP to estimate the distribution of action
values. To this end, we propose a new algorithm based on
distributional RL and WGAN-GP, namely GAN-based deep
distributional Q network (GAN-DDQN), to realize dynamic
and efficient spectrum allocation per slice. The main contri-
butions of this paper are as follows:
• To find the optimal bandwidth allocation policy under
the uncertainty of slice service demands, we design the
GAN-DDQN algorithm, where the generator network
outputs a set of samples for each action that describe
the distribution of action values. Such a design in GAN-
DDQN could mitigate the effects of learning from a
nonstationary environment, and is significantly different
from [29] where the generator network directly outputs
action values.
• Inspired by IQN [23], we adopt the embedding method
to learn the full quantile function, so as to reduce the
impact of the number of quantiles on model performance.
In particular, we regard the quantiles sampled from a
base distribution (e.g. U [0, 1]) as a part of the generator
network’s input and embed the quantiles to estimate the
expectation of action values.
• We demonstrate that the widely-spanning utility values
could possibly degrade the stability of GAN-DDQN’s
training process, and correspondingly design a reward-
clipping mechanism to alleviate this negative impact.
Specifically, we clip the weighted sum of SE and QoE to a
constant according to several heuristics-guided adjustable
thresholds, and then regard the clipped constant as the
final reward used in RL.
• Finally, we perform extensive simulations to demonstrate
the superior efficiency of the proposed solutions over
the classical methods, like DQN, and provide insightful
numerical results for the implementation details.
The remainder of the paper is organized as follows: Section
II talks about some necessary mathematical background and
formulates the system model. Section III gives the details
of the GAN-DDQN, while Section IV presents the related
simulation results. Finally, Section V summarizes the paper
and gives future prospects.
II. PRELIMINARIES AND SYSTEM MODEL
A. Preliminaries
Table I lists the important notations used in this paper. An
agent tries to find the optimal behavior in a given setting
through interaction with the environment, which can be treated
as solving an RL problem. This interactive process can be
modeled as a Markov Decision Process (S,A, R, P, γ), where
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Fig. 1. An illustration of GAN-DDQN for resource management in network slicing.
S and A denote the state and action spaces, R(s, a) is the
reward function, P (·|s, a) is the transition probability, and
γ ∈ (0, 1] is a discount factor. A policy pi(·|s) maps a
state to a distribution over actions. In order to intuitively
compare actions in a given state, the action-value function is
defined as the expected sum of discounted reward in state s
and action a. Mathematically, the state-action value function
Qpi(s, a) = Epi,P [
∑∞
t=0 γ
tR (st, at) |s0 = s, a0 = a] where
E denotes the expectation, and can be characterized by the
Bellman equation
Qpi(s, a) = Epi,P [R(s, a) + γQ
pi (s′, a′)] (1)
where state s′ and action a′ can be derived from the transition
probability P (·|s, a) and a learned policy pi(·|s′), respectively.
The goal of RL is to find the optimal policy which yields the
maximumQ(s, a) for all s and a. Let pi∗ = argmaxpi Q
pi(s, a)
be the optimal policy and Q∗(s, a) denotes the corresponding
action-value function. Q∗(s, a) satisfies the following Bellman
optimality equation
Q∗ (s, a) = Epi∗,P
[
R(s, a) + γmax
a′∈A
Q∗ (s′, a′)
]
(2)
The above equations illustrate the temporal consistency of the
action-value function that allows for the design of learning
algorithms. Define the Bellman optimality operator T ∗ as
T ∗Q (s, a) := Epi,P
[
R(s, a) + γmax
a′∈A
Q (s′, a′)
]
(3)
When γ ∈ (0, 1), starting from any Q(0)(s, a), iteratively
applying the operator Q(t+1)(s, a) ← T ∗Q(t)(s, a) leads to
convergence Q(t)(s, a)→ Q∗(s, a) as t→∞ [31].
In high dimensional cases, it is critical to use function ap-
proximation as a compact representation of action values. Let
Qθ(s, a) denote a function with parameter θ that approximates
a table of action values with entry (s, a). The optimization aim
TABLE I
NOTATIONS USED IN THIS PAPER
Notation Definition
S State space
A Action space
R Reward function
P Transition probability
Q Action-value function
Z Random variable to statistically model the action value
T ∗ Bellman optimality operator
s or st State
a or at Action
r or rt Reward
γ Discount factor
pi Policy
J System Utility
α Weight of the SE
β Weight of the QoE
τ Quantile samples
λ Gradient penalty coefficient
G(a) Samples for action a output by the generator
is to find θ such that Qθ(s, a) ≈ Q
∗(s, a), and the optimal
solution can be found by iteratively leveraging the Bellman
optimality operator T ∗. In other words, the optimal parameter
θ can be approached by minimizing the squared temporal
difference (TD) error
ζ2 =
[
r + γmax
a′∈A
Qθ (s
′, a′)−Qθ (s, a)
]2
(4)
over samples (s, a, r, s′) randomly selected from a replay
buffer [30] that stores transitions recording the interaction
between an agent and the environment following a policy
driven by Qθ. In cases where Qθ(s, a) is linear, the iterative
process to approximate Q∗(s, a) can be shown to converge
[32]. However, in cases where Qθ(s, a) is nonlinear (e.g.,
neural network), Qθ(s, a) becomes more expressive at the cost
of no convergence guarantee. A number of DRL algorithms
are designed following the above formulation, such as DQN
[19].
1) Distributional Reinforcement Learning: The main idea
of distributional RL [20] is to work directly with the distribu-
tion of returns rather than their expectation Qpi, so as to in-
crease robustness to hyperparameter variation and environment
noise [33]. Let the random variable Zpi(s, a) be the return
obtained by following a policy pi to perform action a from
the state s. Notably, the value of Zpi(s, a) varies due to the
unexpected randomness in the environment. Then we have
Qpi(s, a) = E [Zpi(s, a)] (5)
and an analogous distributional Bellman equation, that is,
Zpi(s, a)
D
= R(s, a) + γZpi (s′, a′) (6)
where A
D
= B denotes that random variable A has the same
probability law as B. Therefore, a distributional Bellman
optimality operator T ∗ can be defined by
T ∗Z(x, a)
D
= R(s, a) + γZ
(
s′, argmax
a′∈A
E[Z (s′, a′)]
)
(7)
In traditional RL algorithms, we seek the optimalQ function
approximator by minimizing ζ2 in Eq. (4), which is an
operation on scale values. In distributional RL, our objective
is to minimize a distributional error:
sup
s,a
dist (T ∗Z(s, a), Z(s, a)) (8)
where dist(A,B) denotes the distance between random vari-
able A and B, which can be measured by many metrics,
such as KL divergence [20], p-Wasserstein [21], etc. In [20],
Bellemare et al. proved the distributional Bellman equation is
a contraction in the p-Wasserstein distance, while the Bellman
optimality operator T is not necessarily a contraction, which
provides a guideline for metric selection. C51 algorithm [20]
approximates the distribution over returns using a fixed set
of equidistant points and optimizes Eq. (8) by minimizing
KL divergence. Different from KL divergence based on the
probability density function, p-Wasserstein metric builds on
the cumulative distribution function. Assume that there are
two real-valued random variables U and V with respective cu-
mulative distribution functions FU and FV , the p-Wasserstein
between them is given by1
Wp(U, V ) =
(∫ 1
0
∣∣F−1U (ω)− F−1V (ω)∣∣p dω
)1/p
(9)
QR-DQN [21] utilizes the quantile regression, which takes
p-Wasserstein distance as the metric, thus narrows the gap
between theory and practice.
2) Generative Adversarial Network: The main focus of
GAN [24] is to learn the distribution of data from all domains,
mostly image, music, text, etc., so as to generate convincing
data. GAN composes of two neural networks (i.e., a generator
network and a discriminator network), which play a zero-sum
game against each other. The generator network G takes an
input from a random distribution and maps it to the space
of real data. The discriminator network D gets input data
from real data and the generator’s output, and then tries
to distinguish the real data from the generated data. The
two networks are trained by gradient descent algorithms in
alternating steps.
The classical GAN minimizes the Jensen-Shannon (JS) di-
vergence between the real and approximate distributions. How-
ever, [34] shows that JS metric is not continuous and does not
provide a usable gradient all the time. To overcome this short-
coming, [34] proposed WGAN to replace the JS metric by 1-
Wasserstein2 distance that provides sufficient gradients almost
everywhere. Given that the equation for 1-Wasserstein distance
is highly intractable, WGAN uses Kantorovich-Rubinstein du-
ality to simplify the calculation while introducing an essential
constraint for the discriminator to find an 1-Lipschitz function.
The way of WGAN to satisfy the constraint simply clips the
weights of the discriminator within a certain range controlled
by a hyperparameter. Furthermore, [35] proposed WGAN with
1In the next part, we further explain the advantage of the Wasserstein metric.
21-Wasserstein is the case of p = 1 in Eq. (9)
gradient penalty (WGAN-GP) algorithm and adopted gradient
penalty to enforce the 1-Lipschitz constraint instead of the
weight clipping. Its optimization objective is formulated as
follow:
min
G
max
D∈D
Ex∼pdata [D(x)]− Ez∼pz(z)[D(G(z))] + p(λ) (10)
where D denotes the set of 1-Lipschitz functions, x denotes
the samples from real data, z denotes the samples from a
random distribution, and p(λ) = λ2 (‖∇xˆD(xˆ)‖2 − 1)
2
, xˆ =
εx + (1 − ε)G(z), ε ∼ U(0, 1). Gradient penalty increases
the computational complexity but it does make WGAN-GP
perform much better than previous GANs.
B. System Model
Under the framework of hierarchical network slicing, we
consider a radio access network (RAN) scenario with multiple
base stations (BSs) , where there exists a list of available
slices 1, 2, · · · ,M sharing the aggregated bandwidth W and
having fluctuating traffic demands d = (d1, d2, · · · , dM ).
The objective of our work is to find an optimal bandwidth-
sharing solution w = (w1, w2, · · · , wM ) which maximizes the
expectation of the whole system utility, E[J(w,d)], where
J(w,d) is defined as the weighted sum of SE and QoE
satisfaction ratio. Mathematically,
J(w,d) = α · SE(w,d) + β ·QoE(w,d) (11)
where α and β are the coefficients that adjust the importance
of SE and QoE. Note that we have M slices, so let us
define β = [β1, β2, · · · , βM ], where each element refers to
the importance weight of the corresponding slice. Therefore,
this radio resources slicing problem is given below:
argmax
w
E[J(w,d)]
=argmax
w
E[α · SE(w,d) + β ·QoE(w,d)]
s.t. w = (w1, · · · , wM )
w1 + · · ·+ wM =W (12)
wi = k ·∆, ∀i ∈ [1, · · · ,M ]
d = (d1, · · · , dM )
di ∼ Certain Traffic Model, ∀i ∈ [1, · · · ,M ]
where k is an integer and ∆ is the minimum allocated
bandwidth per slice.
Notably, assume t is the temporal index, d(t) depends on
both d(t − 1) and w(t − 1), since the maximum sending
capacity of servers belonging to one service is tangled with the
provisioning capabilities for this service. For example, the TCP
sending window size is influenced by the estimated channel
throughput. Therefore, the traffic demand varies without know-
ing a prior transition probability, making Eq. (12) difficult to
yield a direct solution. However, RL promises to be applicable
to tackle with this kind of problem. Therefore, we refer to RL
to find the optimal policy for network slicing and build the
system model as illustrated in Fig. 1. In particular, consistent
with [11], we map the RAN scenario to the context of RL
by taking the number of arrived packets in each slice within a
specific time window as the state, and the allocated bandwidth
to each slice as the action.
III. GAN-BASED DEEP DISTRIBUTIONAL Q NETWORK
In this section, as shown in Fig. 1, we describe the pro-
posed GAN-DDQN algorithm to address the demand-aware
resource allocation problem in network slicing and analyse its
convergence.
A. GAN-DDQN Algorithm
Our previous work [11] has discussed how to apply RL
to resource slicing problem. However, its DQN algorithm is
based on the estimation of the expectation of action values,
which does not take account of the negative impact of random
noise in the received values of SE and QoE. In order to solve
this problem, we resort to the distributional RL that learns
optimal policy by estimating the distribution of action values
instead of their simple expectation. Furthermore, we introduce
WGAN-GP to estimate the distribution of action values by
minimizing the distance between the estimated action-value
distribution and the distribution calculated by the Bellman
optimality operator. We leverage WGAN-GP to produce the
respective quantile values of the action-value distribution from
a base distribution, e.g. τ ∼ U(0, 1). Specifically, the gen-
erator network G is responsible for producing the estimated
samples of Z(s, a), and the discriminator network D aims
to distinguish the samples of T ∗Z(s, a) from the samples of
Z(s, a). Through alternately updating the G network and the
D network, GAN is expected to approximate the action-value
distribution (i.e. Zpi
∗
(s, a)) under an optimal policy pi∗. As
pointed in [19], the performance of RL algorithms might not
be stable or even diverges when a nonlinear function approx-
imator is used. To cope with this issue, we take advantage of
the experience replay mechanism [30] and the target generator
network [19].
Without lose of generality, at episode t, the agent feeds the
current state st and the samples from a uniform distribution
(e.g U(0, 1)), namely τ , to the generatorG, where τ represents
the respective quantile values of the target distribution [23].
The generator G consists of three neural network, and its op-
eration process is: (a) The generator G first takes advantage of
two separate neural networks to extract information from input
state and quantile values, respectively; (b) Then the outputs
of the two separate neural networks are fed to another neural
network after Hadamard product between them; (c) Finally, the
generator G outputs N samples G(a)(st, τ) for every action
a from the current approximation Z(st, a). Afterwards, the
agent calculates Q(st, a) according to Eq. (5), and performs a
selected action at = argmaxaQ(st, a). As a result, the agent
receives a reward rt and the environment moves to the next
state st+1. The tuple (st, at, rt, st+1) is stored into the replay
buffer B. When the buffer B is full, the agent updates the G
and D networks using all the transition tuples in B every K
episodes.
As for the updating and training procedure, the agent first
randomly selects m transitions from the replay buffer as a
Algorithm 1 GAN-DDQN
1: Initialize a generator G and a discriminator D with
random weights θG and θD respectively, the number of
samples N , gradient penalty coefficient λ, batch size m,
discount factor γ.
2: Initialize a target generator Gˆ with weight θGˆ ← θG.
3: Initialize replay buffer B ← ∅.
4: Initialize an episode index t = 0.
5: repeat
6: At episode t, the agent observes the state st.
7: The agent samples τ ∼ U(0, 1).
8: The agent calculates action values Q(st, a) =
1
N
∑
G(a) (st, τ).
9: The agent performs the action at ← argmaxaQ(st, a).
10: The agent receives the system utility J and observes a
new state st+1.
11: The agent performs the reward-clipping with respect to
J and gets the reward rt.
12: The agent stores transition (st, at, rt, st+1) in B.
13: If B is full, the agent updates the weights of G network
and D network every K episodes.
14: # Train GAN
15: repeat
16: The agent samples a minibatch {s, a, r, s′}
m
i=1 from
B without replacement.
17: The agent samples a minibatch {τ}mi=1 ∼ U(0, 1).
18: The agent gets the next action
a∗i = argmaxa
1
N
∑
Gˆ(a) (s′i, τi), and sets yi = ri+
γGˆ(a
∗
i )(s′i, τi).
19: The agent samples a minibatch {ε}mi=1 ∼ U(0, 1),
and sets xˆi = εiyi + (1− εi)G
(ai)(si, τi)
20: The agent updates the weights θD by leveraging gra-
dient descent algorithm to 1m
∑m
i=1 Li, where Li =
D(G(ai)(si, τi))−D(yi) + λ (‖∇xˆiD(xˆi)‖2 − 1)
2
.
21: The agent updates the weights θG by
leveraging gradient descent algorithm to
− 1m
∑m
i=1D(G
(ai)(si, τi))
22: until All the transitions in B are used for training.
23: The agent clones the G network to the target network
Gˆ every C episodes by resetting θGˆ = θG
24: The episode index is updated by t← t+ 1
25: until A predefined stopping condition (e.g., the
1
m
∑m
i=1 Li, the episode length, etc.) is satisfied.
minibatch for training GAN-DDQN. Then, the agent executes
the Bellman optimality operator T on each transition of the se-
lected minibatch and obtains a set of samples that describe the
real distribution. For example, the corresponding real distribu-
tion samples for the ith transition is yi = ri + γGˆ
(a∗i )(s′i, τi)
where a∗i = argmaxa
1
N
∑
Gˆ(a) (s′i, τi) and Gˆ is the target
generator network. Finally, we use the following loss functions
to train the G and D networks, respectively:
LD = E
τ∼U(0,1)
(s,a)∼B
[D(G(a)(s, τ))] − E
(s,a,r,s′)∼B
[D(y)] + p(λ)
(13)
LG = − E
τ∼U(0,1)
(s,a)∼B
[D(G(a)(s, τ))] (14)
where p(λ) is as mentioned in Eq. (10). The training goal,
on the one hand, is to make the D network more accurate in
distinguishing the real data from the “fake” data produced by
the G network. On the other hand, training the G network is
to improve the generator’s ability to produce “fake” data that
fools the D network as much as possible. Note that in order
to further stabilize the training process, we update the target
network Gˆ every C episodes.
Step by step, we incorporate the aforementioned methods
and establish the GAN-DDQN as in Algorithm 1.
B. Convergence Analysis
It has been proven in [20] that the distributional RL can
converge when the metric for the divergence of distributions
is p-Wasserstein distance. On the other hand, the fundamental
guidance to distinguish the real and fake distributions in
WGAN-GP is 1-Wasserstein distance. Therefore, the conver-
gence of GAN-based distributional RL can be analysed from
the perspective of WGAN-GP’s convergence on unstable data
sampled from the dynamic RL interaction process. However,
as explored in [36], in many currently popular GAN architec-
tures, converging to the target distribution is not guaranteed,
and oscillatory behavior can be observed. This is a double
challenge to the GAN-based distributional RL setting, as we
must guarantee both the existence of a stationary distribution
and the convergence of the WGAN-GP to this stationary
distribution.
In an idealized setting for WGAN-GP, the generator should
be able to represent the target distribution and the discriminator
should be able to learn any 1-Lipschitz function in order
to produce the true Wasserstein distance. However, such an
ideal setting might fail in theory. In order to analyze the
convergence characteristic of WGAN-GP while avoiding di-
rectly dealing with sophisticated data and WGAN-GP model,
[36] introduces a simple but illustrative model, namely Dirac-
WGAN-GP. Specifically, Dirac-WGAN-GP consists of a linear
discriminator Dψ(x) = ψ · x and a generator with parameter
θ that indicates the position of the Dirac distribution (i.e. δθ)
output by the generator. Whilst the real data distribution pd is
given by a Dirac-distribution concentrated at ξ (i.e. δξ). [36]
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Fig. 2. An illustration of the performance comparison between different slicing schemes (GAN-DDQN, DQN, and hard slicing).
has proved that the Dirac-WGAN-GP cannot converge to the
optimal point. Nevertheless, it is worthy to further investigate
the training characteristic of Dirac-WGAN-GP when the real
data distribution (i.e. δξ) is varying during the training process,
like the typical situation in RL. Consistent with [36], we
carry out analysis based on Dirac-WGAN-GP and we have
the following Theorem 1
Theorem 1: When trained with gradient descent with a fixed
number of generator and discriminator updates and a fixed
learning rate h > 0, if the value of ξ varies dramatically,
Dirac-WGAN-GP needs more learning steps to converge from
the old optimal boundary to the new one after the variation
of ξ.
We leave the proof of Theorem 1 in Appendix. As for WGAN-
GP, we further have the following Corollary 1
Corollary 1: WGAN-GP could converge to the optimal bound-
ary more rapidly, if the real data change by a small amount.
Corollary 1 reveals that estimating the true action-value
distribution requires a large amount of training if we directly
use the system utility as the reward in RL. Therefore, we
put forward a new reward-clipping mechanism to prevent the
action values from changing dramatically. Specifically, assume
that the number of the thresholds for segmenting the system
utility is T , we set T + 1 constants whose values are much
smaller than the system utility. Then the system utility can be
clipped to these T +1 constants that are taken as the reward in
RL. For example, if T = 2 and the clipping constants are −η,
0, and η (η > 0), then the clipping strategy can be formulated
as in Eq. (15), where c1 and c2 (c1 > c2) are the manually set
thresholds.
r =


η, J(w,d) ≥ c1
0, c2 < J(w,d) < c1
−η, J(w,d) ≤ c2
(15)
However, as T becomes larger, the number of the manually
set parameters in the reward-clipping mechanism increases,
which makes the parameter setting process more sophisticated.
Therefore, we adopt the reward-clipping mechanism defined in
Eq. (15) as an experiment. Note that introducing the reward-
clipping mechanism to GAN-DDQN algorithm is effortless,
and we only need to apply the reward-clipping mechanism to
the system utility before storing the transition into the replay
buffer, which is described at line 11 in Algorithm 1.
IV. SIMULATION RESULTS AND NUMERICAL ANALYSIS
A. Simulation Environment Settings
In this part, we verify the performance of GAN-DDQN
in a RAN scenario where there are three types of services
(i.e., VoLTE, video, and URLLC) and three corresponding
slices in one single BS as in [11]. There exist 100 registered
subscribers randomly located within a 40 meter-radius circle
surrounding the BS. These subscribers generate service traffics
as summarized in Table II. VoIP and video services exactly
take the parameter settings of VoLTE and video streaming
models, while URLLC service takes the parameter settings
of FTP 2 model [37]. It can be observed from Table II,
URLLC has less frequent packets compared with the others,
while VoLTE requires the smallest bandwidth for its packets.
The total bandwidth to these three slices is 10 MHz, and
the minimal bandwidth allocation resolution is 1 MHz, which
means the number of valid agent actions is 36.
With the mapping as shown in Table III, RL algorithms can
be used to optimize the system utility (i.e., the weighted sum
of system SE and slice QoE). Specifically, we perform round-
robin scheduling within each slice at the granularity of 0.5
ms. In other words, we sequentially allocate the bandwidth of
each slice to the active users within each slice every 0.5 ms.
Besides, we adjust the bandwidth allocation to each slice per
second. Therefore, the agent updates its neural networks every
second.
We primarily consider the downlink case and adopt system
SE and QoE satisfaction ratio as the evaluation metrics. In
particular, the system SE is computed as the number of bits
transmitted per second per unit bandwidth, in which the rate
from the BS to mobile users is derived based on Shannon
capacity formula. Therefore, if part of the available bandwidth
has been allocated to one slice but the slice has no service
TABLE II
A BRIEF SUMMARY OF KEY SETTINGS FOR TRAFFIC GENERATION PER SLICE
VoLTE Video URLLC
Bandwidth 10 MHz
Scheduling Round robin per slot (0.5 ms)
Slice Band Adjustment
(Q-Value Update)
1 second (2000 scheduling slots)
Channel Rayleigh fading
User No. (100 in all) 46 46 8
Distribution of Inter-
Arrival Time per User
Uniform [Min = 0, Max =
160ms]
Truncated Pareto [Expo-
nential Para = 1.2, Mean
= 6 ms, Max = 12.5 ms]
Exponential [Mean = 180
ms]
Distribution of Packet
Size
Constant (40 Byte)
Truncated Pareto [Expo-
nential Para = 1.2, Mean
= 100 Byte, Max = 250
Byte]
Truncated Lognormal
[Mean = 2 MB, Standard
Deviation = 0.722 MB,
Maximum =5 MB]
SLA: Rate 51 kbps 5 Mbps 10 Mbps
SLA: Latency 10 ms 10 ms 5 ms
TABLE III
THE MAPPING FROM RESOURCE MANAGEMENT FOR NETWORK SLICING
TO RL ENVIRONMENT
RL Environment Radio Resource Slicing
State
The number of arrived packets in each slice
within a specific time window
Action Allocated bandwidth to each slice
Reward
Clipped weighted sum of SE and QoE in 3
sliced bands
activities at that slot, such part of bandwidth would have been
wasted, thus degrading the system SE. QoE satisfaction ratio
is obtained by dividing the number of completely transmitted
packets satisfying rate and latency requirement by the total
number of arrived packets.
B. Simulation Results
1) Performance Evaluation: In this part, we compare the
simulation results of the proposed GAN-DDQN algorithm
with other DQN-based allocation scheme and hard slicing
method. The DQN-based allocation scheme is proposed in
[11], which directly applies the original DQN algorithm [19] to
network slicing scenario. Hard slicing means that each service
is always allocated with 13 of the whole bandwidth, since
there exist 3 types of service in total. Again, round-robin is
conducted within each slice.
Fig. 2 depicts the variations of the system utility with respect
to the episode index. We consider three different vaules of
α and β, namely α = 0.1,β = [1, 1, 1]; α = 0.01,β =
[1, 1, 1]; α = 0.01,β = [1, 1, 10]. The setting of the clipping
parameters c1 and c2 is heuristic
3. For these three cases,
we respectively set c1 = 33, c2 = 28; c1 = 4, c2 = 2;
c1 = 9, c2 = 12 to clip the system utility according to
Eq. (15), where η is fixed to 1. The experimental evaluation
3We first directly regard the system utility as the reward in order to find
the range of the system utility, and then try different combinations of the two
parameters (i.e., c1 and c2) to find the suitable values that guarantee both
performance and stability.
of reward-clipping setting is investigated hereinafter. It can
be observed from Fig. 2 that the system utility obtained
by the GAN-DDQN algorithm is significantly higher than
that of the DQN algorithm and hard slicing in the cases of
α = 0.1,β = [1, 1, 1] and α = 0.01,β = [1, 1, 1]. This is due
to the fact that the proposed GAN-DDQN algorithm is built
on the distributional RL, which enhances its ability to learn
an optimal allocation policy from the dynamic and unstable
networking environment. Moreover, it is worth noting that the
achieved system utility of the DQN algorithm is not as good
as the system utility obtained by the hard slicing method when
α = 0.01,β = [1, 1, 1], and the three methods have extremely
similar performance when α = 0.01,β = [1, 1, 10]. These
could be explained when we have insight into the variations
of SE and QoE.
Fig. 3 presents the variations of the SE and QoE satisfaction
ratio with respect to the episode index in the different cases of
α = 0.1,β = [1, 1, 1] (Fig. 3(a)∼(d)); α = 0.01,β = [1, 1, 1]
(Fig. 3(e)∼(h)) and α = 0.01,β = [1, 1, 10] (Fig. 3(i)∼(l)).
It can be observed from Fig. 3 that the QoE satisfaction
ratios for both VoLTE and video services achieve 100% along
with the iterative training. However, GAN-DDQN and DQN
algorithms perform differently on the system SE and the
QoE of URLLC service. When α = 0.1,β = [1, 1, 1] and
α = 0.01,β = [1, 1, 1], which implies that SE has the same
or greater importance than QoE in the system utility function,
GAN-DDQN puts more focus on SE, resulting in the learnt
policy giving significantly higher SE but degrading the QoE
satisfaction ratio for URLLC slicing. The reason lies in that
URLLC service is rarely requested, and its QoE is difficult to
be satisfied given the large transmission volume and strictly
low latency requirement. Therefore, GAN-DDQN chooses to
sacrifice the QoE of URLLC service in exchange for a higher
SE. Secondly, when α = 0.01,β = [1, 1, 1], which implies that
SE is on a par with QoE satisfaction ratio, the DQN algorithm
dose not decide whether to improve SE or to guarantee the
QoE of URLLC service, resulting in non-convergence situation
and performing even worse than hard slicing. Thirdly, when
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Fig. 3. An illustration of the SE and QoE satisfaction ratio in the different cases of α = 0.1,β = [1, 1, 1] (shown in the top figures), α = 0.01,β = [1, 1, 1]
(shown in the middle figures) and α = 0.01,β = [1, 1, 10] (shown in the bottom figures).
α = 0.01,β = [1, 1, 10], which means the QoE of URLLC
service is emphasized, the GAN-DDQN algorithm adjusts its
policy to pay more attention to the QoE of URLLC service.
As a result, the QoE satisfactory ratio of URLLC service
gets a great boost, almost achieving 100% while SE decreases
significantly.
In a word, neither GAN-DDQN nor DQN can guarantee
that both SE and QoE achieve a high degree at the same time,
which is due to the reason that it is still a very challenging re-
search topic to design RL with multiple conflicting rewarding
metrics. In this paper, we simply choose the weighted sum
of two conflicting metrics (i.e., SE and QoE) as the reward
in RL. Despite the intuitiveness of this direct summation, our
simulation results have demonstrated that we cannot guarantee
to simultaneously obtain superior performance for both SE and
QoE. Therefore, we have left this inspiring and interesting
topic as our future works.
2) Optimal Policy: In Fig. 4, we show the leaning process
of the optimal policy coming from the GAN-DDQN algo-
rithm and the DQN algorithm when α = 0.1,β = [1, 1, 1].
It can be observed that the GAN-DDQN algorithm could
converge after 4000 episodes, while the DQN algorithm still
varies dramatically with no sign of convergence until after
about 9000 episodes. Therefore, it could safely come to the
conclusion that the GAN-DDQN algorithm would converge
more rapidly than the DQN algorithm in the dynamic and
unstable networking environment. On the other hand, both
GAN-DDQN and DQN provide sufficient bandwidth to meet
the requirements of video service, as it belongs to bandwidth-
consumption service and is requested frequently, which makes
video service dominant in improving SE. Since VoLTE service
is easy to be satisfied and does not require much bandwidth,
the two algorithms behave consistently on the learning strategy
that allocates small bandwidth to VoLTE service. Nevertheless,
the GAN-DDQN algorithm shifts 1 MHz from URLLC service
to video service compared to the DQN algorithm, which is
more conducive to improving SE and ultimately increasing
the system utility.
3) Effection of Reward-clipping Mechanism: Although we
have presented the reason for introducing reward-clipping
mechanism in Theorem 1, the impact of reward-clipping
mechanism needs to be investigated carefully. Fig. 5 shows the
variations of the system utility during the iterative learning of
GAN-DDQN with and without the reward clipping in the case
of α = 0.1,β = [1, 1, 1]. For no reward clipping, GAN-DDQN
directly takes the system utility as the reward. Note that the
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Fig. 4. An illustration of bandwidth allocation policy in the case of α =
0.1,β = [1, 1, 1].
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Fig. 5. Comparison of GAN-DDQN with and without reward clipping.
values of system utility, although fluctuating, are much larger
than the clipping constants manually set in the reward-clipping
mechanism. As a result, if the system utility is directly used as
the reward, the real action-value distribution calculated by the
Bellman optimality operator might have significant variations
when the agent receives a reward, which makes GAN-DDQN
difficult to converge. Therefore, the GAN-DDQN without
reward clipping requires more training steps to converge from
the old boundary to a new one. It can be observed from
Fig. 5 that the GAN-DDQN with reward clipping performs
significantly superior than the one without reward clipping.
The simulation results verify the effectiveness of GAN-DDQN
together with reward clipping.
V. CONCLUSION
In this paper, we have investigated the combination of deep
distributional RL and GAN, and proposed GAN-DDQN to
learn the solution for demand-aware resource management
in network slicing. In particular, we have applied GAN to
approximate the distribution of action values, so as to avoid
the negative impact of randomness or noise on the reward , and
grasp much more details therein than the conventional DQN.
We have also designed a new update procedure to combine
the advantages of both the training algorithm in WGAN-GP
and the settings of DQN. Furthermore, we have adopted the
reward-clipping scheme to enhance the training stability of
GAN-DDQN. Extensive simulations have demonstrated the
effectiveness of GAN-DDQN with superior performance over
the classical DQN algorithm. In the future, we will try to
further improve the GAN-DDQN mechanism under various
scenarios with multiple-metric constraints as well as non-
stationary traffic demands.
APPENDIX
THE PROOF OF THEOREM 1
Before the proof of Theorem 1, we give the following
lemmas:
Lemma 1: Because v(θ, ψ) = 0 if and only if (θ, ψ) = (ξ, 0),
the unique Nash-equilibrium point of the training objective in
Eq. (16) is given by θ = ξ, ψ = 0.
Lemma 2: The distance between the optimal boundaries of
Dirac-WGAN-GP on D1 and D2 is δ.
Proof : Dirac-WGAN-GP consists of a generator with
parameter θ and a linear discriminator Dψ(x) = ψ · x, where
the generator outputs a Dirac distribution centralized θ (i.e. δθ).
Whilst the real data distribution is given by a Dirac distribution
concentrated at ξ (i.e. δξ). Therefore, the training objective of
Dirac-WGAN-GP is given by
L(θ, ψ) = ψθ − ξψ (16)
and the gradient penalty proposed in [35] is given by
p(ψ) =
λ
2
Exˆ (‖∇xˆDψ(xˆ)‖ − 1)
2
=
λ
2
(|ψ| − 1)
2
(17)
Inspired by [36], we use gradient vector field to analyze
convergence, which is defined as follow
v(θ, ψ) :=
(
−∇θL(θ, ψ)
∇ψL(θ, ψ)
)
(18)
For Dirac-WGAN-GP, the corresponding gradient vector field
is given by
v(θ, ψ) =
(
−ψ
θ − ξ + sign(ψ)λ (|ψ| − 1)
)
(19)
where sign(·) denotes the signum function and we have
Lemma 1.
Assume that the iteration (θk, ψk) converges towards the
equilibrium point (ξ, 0) but (θk, ψk) 6= (ξ, 0) for all k ∈ N,
which implies that v(θk, ψk) ≈ 0 and thus we have
− ψk ≈ θk − ξ + sign(ψk)λ (|ψk| − 1) (20)
in other words,
θk ≈ −ψk + ξ − sign(ψk)λ(|ψk| − 1) (21)
Then, we can get the update amount of parameter θ after the
(k + 1)th training as follow
|θk+1 − θk|
≈ h |−ψk + ξ − sign (ψk)λ(|ψk| − 1)− θk|
≈ h |−(λ+ 1)ψk + (ξ − θk) + sign (ψk)λ|
(22)
Therefore, we have limk→∞ |θk+1 − θk| = hλ, which shows
that Dirac-WGAN-GP cannot converge to the equilibrium
point, and the value of generator’s parameter will finally
oscillate between ξ − hλ2 and ξ +
hλ
2 .
Assume that D1 and D2 are two different real data, which
are the Dirac distributions concentrated at ξ1 and ξ2, respec-
tively. Let δ = |ξ1 − ξ2|, which indicates the statistic distance
between D1 and D2. Note that usually hλ is two or three
orders of magnitude smaller than δ, which implies that the
optimal boundaries is rarely overlapped, thus further training is
required when the real data varies. With the constant learning
rate, it is easy to deduce from Lemma 2 that the larger the δ is,
the more training steps are required for the Dirac-WGAN-GP
to reach the new optimal boundary. Finally, based on Lemma
1 and 2, we obtain the proof of Theorem 1. 
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