Abstract. We verify the low Mach number limit of global smooth solutions to the compressible magnetohydrodynamic equations in a bounded smooth domain in R 2 with perfectly conducting boundary is verified for all time, provided that the initial data are well-prepared.
Introduction
Magnetohydrodynamics (MHD) studies the dynamics of compressible quasineutrally ionized fluids under the influence of electromagnetic fields, and has a very broad range of applications. In the present paper, we consider the flow in a perfectly conducting container which is assumed to be a bounded and connected domain Ω ⊂ R 2 with smooth boundary. We shall study the initial boundary value problem of the following resistive magnetohydrodynamic equations of a compressible viscous conducting fluid: Here ρ, u = (u 1 ,u 2 ), and H = (H 1 ,H 2 ) denote the density, the velocity, and the magnetic field of the fluid, respectively, and D(u) = (∇u + ∇u t )/2. The constants µ and λ are the shear and bulk viscosity coefficients of the fluid which satisfy µ > 0 and µ + λ ≥ 0; the constant η > 0 is the magnetic diffusivity acting as a magnetic diffusion coefficient of the magnetic field, and is the Mach number. The pressure P satisfies p(ρ) = aρ γ (1.4) in the case of isentropic flows, where a > 0 and γ > 1 are constants.
The initial data for the system (1.1)-(1.3) are prescribed as ρ(t = 0) = ρ 0 (x), u(t = 0) = u 0 (x), H(t = 0) = H 0 (x).
(1.5)
The velocity and the magnetic field are supposed to satisfy the non-slip boundary condition and the slip boundary condition on the boundary: where curlH = ∂ 1 H 2 − ∂ 2 H 1 and n is the normal vector on ∂Ω. The condition (1.7) implies that the container Ω is perfectly conducting ( [32] ). Recently, when the non-slip boundary condition (1.6) is replaced by the Navier slip boundary condition, Jiang and the authors proved in [9] the global existence and uniqueness of smooth solutions to the system (1.1)-(1.3), and verified the low mach number limit for all time if the initial data are well-prepared. The aim of the present paper is to extend the results in [9] to the case that the velocity is supplemented with the Dirichlet boundary condition (1.6) .
The MHD equations have been studied by many applied mathematicians because of its physical importance, complexity, rich phenomena, and mathematical challenges; see, for example, [5, 10, 11, 16, 17, 26, 29, 36, 39] and the references cited therein on the physical background, the well-posedness, and the vanishing viscosity limit. Recently, Jiang, Ju, Li, and Xin investigated the low Mach number limit of local smooth solutions to the full MHD equations with heat conductivity in [21, 22] in the whole space or a torus. The existence of global weak solutions to the MHD equations was established by [18, 37] , while the low Mach number limit was studied in [19, 20] . We remark that the low Mach number limit established in [19] - [22] for the MHD equations is for the whole space or a torus, and consequently no boundary terms are involved in uniform a priori estimates. In [19] , the authors also considered the limit for weak solutions in a bounded domain with some additional unusual geometry conditions.
As for the related compressible Navier-Stokes system (the system (1.1)-(1.3) with H ≡ 0), we also mention that the global smooth small solutions were obtained, for example, in [34] for the non-slip boundary condition and in [40] for the Navier slip boundary condition, while the existence of global large weak solutions was established in [13, 24, 25, 30] and others. The corresponding low mach number limit was investigated extensively in [2, 3, 4, 6, 7, 8, 12, 15, 23, 27, 28, 31, 33, 35] , and in the references cited therein.
In the following, we shall consider the flow with small density variation, i.e.,
Applying the usual vorticity identities together with the constraint divH = 0, we can rewrite the problem (1.1)-(1.6) in the form 10) and the initial and boundary condition are as follows:
(1.13)
Thus, the main results of the present paper read as follows.
Theorem 1.1. Let Ω ⊂ R 2 be a bounded domain with C 4 boundary ∂Ω. There exists a positive constant α such that if the initial data σ 0 , u 0 , and H 0 satisfy
(1.14)
with Ω σ 0 dx = 0 and 1 + σ 0 ≥ m for some constant m > 0, (1.15) and the compatibility conditions
hold, then for any ∈ (0, 1 ] where 0 < 1 < 1 is some constant, the initial boundary value problem (1.8)-(1.13) admits a unique solution (σ,u,H) in Ω ×R + , satisfying
where C is a positive constant independent of . 
(Ω)) as → 0, and there exists a function P (x,t) such that (v,B,P ) is the unique smooth solution of the following initial boundary value problem for the incompressible magnetohydrodynamic equations:
with initial and boundary conditions
In the next section we shall prove theorems 1.1 and 1.2. Roughly speaking, theorems 1.1 and 1.2 are proved based on the uniform estimates of solutions in Sobolev norms which do not depend on time t and the Mach number . As mentioned above, compared with the Cauchy or spatially periodic problem, the presence of boundary here gives rise to some difficulties involved with controlling the boundary terms, in particular for the low Mach number limit. Moreover the techniques used in [9] for slip boundary conditions are not adequate for this case. To overcome such difficulties, the crucial step is to get the H 2 -estimates of divu near the boundary, for which we shall adopt the local isothermal coordinates introduced in [38, 40] . This strategy has also been used in [3, 23] to study the low Mach limit of the compressible Navier-Stokes system with non-slip boundary condition. Compared with [3, 23] , we need new techniques to get the estimates of magnetic field near the boundary. One key observation is that ∆H = − − − → curlcurlH, with
Another is that the boundary condition (1.13) is in fact a "complementary boundary condition" in the sense of Agmon, Douglis, and Nirenberg, thus the classical theory for elliptic system is available for the magnetic field. Remark 1.3. When the domain Ω is three dimensional, the boundary condition (1.7) takes the form
For this case, we cannot apply directly the arguments in the present paper to get the uniform estimates of solutions, and we leave this problem for future work. On the other hand, in three dimensions when H satisfies the non-slip boundary condition, we can also obtain similar results as in theorems 1.1 and 1.2 by modifying the arguments in the present paper.
Before ending this section, we give the notations used throughout this paper. We use the letter C (or C δ ) to denote various positive constants independent of (or to emphasize the dependence on δ). For simplicity, we denote by H m and · H m the standard Sobolev space H m (Ω) and its norm, by L p and · L p the Lebesgue space L p (Ω) and its norm.
Proof of Theorem 1.1 and Theorem 1.2
To prove Theorem 1.1, we first establish the local existence for the problem (1.8)-(1.13) with an arbitrary but fixed . Assume that the assumptions in Theorem 1.1 are satisfied. Then modifying the arguments in [38] , one can show that there exists a T > 0 such that for T ≤ T the problem (1.8)-(1.13) admits a unique solution satisfying
In the proof, it is important to note that the boundary conditions (1.13) are "complementing" boundary conditions in the sense of Agmon-Douglis-Nirenberg [1] . This fact can be verified as in [1] . Therefore the regularity theory of elliptic systems can be used in the proof. We omit the details of the proof of the local existence here.
To extend the local solution globally in time, we shall establish a differential inequality which provides us the uniform estimates of solutions for both time and the Mach number. Suppose that (σ,u,H) is the local solution to the initial boundary value problem (1.8)-(1.13) in Ω × (0,T ), for 0 < T < ∞. Moreover, we assume that 1/c ≤ ρ = 1 + σ ≤ c for some constant c > 1.
First, we obtain from the continuity equation (1.8) and the boundary condition u = 0 that
Lemma 2.1. For the solution to (1.8)-(1.13), we have
where γ 0 and C are positive constants independent of .
Proof. Throughout this section we denote the inner product in L 2 (Ω) by
By taking (1.8),p (1)σ , we see that
Integrating by parts and using the boundary condition (1.12) , one gets
for some constant γ 0 > 0. Thus, we take (1.9),u to derive that
To deal with the magnetic field equations, we denote
Then, the equation (1.10) can be written as
Taking (2.2),H and using (1.13), we find that
Putting the above estimates together and keeping in mind that
3) for any vector F ∈ H 1 (Ω) with F · n = 0, we obtain the estimate (2.1).
The momentum equation (1.9) can be written as an inhomogeneous Stokes system with non-slip boundary condition:
Thus we utilize the standard estimates ( [14] ) of the steady Stokes problem to obtain the following lemma. Now, we have to derive the estimates of the first order temporal and spatial derivatives of (σ,u,H). 
Proof. First, differentiating (1.9) with respect to t and multiplying the resulting equations by u in L 2 , integrating by parts and using the boundary condition (1.12), we deduce that
We apply (1.8),p (1)σ t and (2.2),H t to infer that
respectively. Summing up the above estimates and using the boundary condition (1.12) again, we obtain the lemma.
Lemma 2.5. For the solution to (1.8)-(1.13), we have
(2.9)
Proof. First, we take ∇(1.8) to get that
We perform (2.10),∇σ to obtain that
11) for some 0 < δ < 1.
We differentiate (1.8) twice with respect to x to have
Taking (2.12),∇ 2 σ and using Sobolev's and Young's inequalities, one obtains
). (2.13) for some 0 < δ < 1. Combining (2.11) and (2.13) with (2.4), one gets the estimate (2.9).
Lemma 2.6. For the solution to (1.8)-(1.13), we have
where 0 < δ < 1, and γ 2 is a positive constant independent of .
Proof. Taking ∂ t (1.8),p (1)σ t , we get 1 2
for some 0 < δ < 1, while taking (1.9) t ,u t and using the boundary conditions (1.12), we find that
for some 0 < δ < 1. Differentiating (2.2) with respect to t, we obtain that
Taking (2.15),H t and using the boundary conditions (1.13), for some 0 < δ < 1, one has that
Hence, by choosing δ appropriately small, we obtain the estimate (2.14).
Putting the estimates (2.1), (2.5), (2.6), (2.7), (2.9), and (2.14) together in an appropriate way, we prove the following lemma. Lemma 2.7. There exists a constant C > 0 such that
where
It is clear that the crucial step is to estimate divu 2 H 2 . As in [38, 3, 23] , we shall obtain the interior and boundary estimates of divu 
for some 0 < δ < 1.
Proof. By taking (2.10),χ 2 0 p (1)∇σ + (1.9),−χ 2 0 u , we eliminate the singular terms to obtain that 1 2
Lemma 2.9. For the smooth solution (σ,u,H) to the system (1.8)-(1.13), we have
Proof. By taking (2.12),χ
for some 0 < δ < 1. We differentiate (1.9) with respect to x twice to have that
By taking (2.19),χ 2 0 ∇ 2 u and integrating by parts, one deduce that
We sum up (2.18) and (2.20) and eliminate the singular terms to obtain that
Now, we derive the boundary estimates by the method of local coordinates. We proceed essentially as in [23] , but we need to deal carefully with the terms involving the magnetic field. For completeness, we elaborate the local coordinates as follows. First, one constructs the local coordinates by the isothermal coordinates λ(ϕ) to derive an estimate near the boundary (see also [38] ), where
We cover the boundary ∂Ω by a finite number of bounded open sets
where λ k (ϕ) is the isothermal coordinate and n is the unit outer normal to ∂Ω. Without confusion, we will omit the superscript k in each W k for simplicity. The orthonormal system corresponding to the local coordinates can be constructed as
A straightforward calculation gives
for sufficiently small r and J ∈ C 2 . We set the unknowns in local coordinates R(t,y) := ρ(t,Λ(y)), U (t,y) := u(t,Λ(y)), V (t,y) := H(t,Λ(y)).
Because the main difficulty of the boundary estimates lies in the dealing with singularity terms, it is enough that we only rewrite the equations (1.8), (1.9) in [0,T ] ×Ω which include the singularity terms, whereΩ := Λ −1 (W ∩ Ω), as
with initial and boundary conditions (R,U,V )(t = 0,x) = (R 0 ,U 0 ,V 0 ), (2.26) 27) where a ij is the (i,j)-th entry of the matrix Jac(Λ −1 ) = ∂y ∂x . Clearly, a ij is a C 2 -function, and it is easy to see that
This localized system has the following properties (see also [38, 23] ).
Note that
We remark that the above inequalities apply to R and V , too. In view of the interpolation · 2
can be reduced to the estimate of
Lemma 2.11. (R,U ) satisfy the estimate
(2.30)
Proof. We apply D ξτ to (2.25) i with ξ, τ being the tangential directions to ∂Ω to get that
Then by multiplying the above identity by Jχ 2 D ξτ U i and integrating inΩ, one deduces that
where each term on the right-hand side can be estimated by Gagliardo-Nirenberg's and Young's inequalities as follows: Next we turn to the estimate of the derivatives in the normal direction. According to the idea in Valli's paper [38] , we will deal with the components of higher-order derivatives in the normal direction to ∂Ω. Taking a 2i as in (2.25), we get that
After a straightforward calculation, we see that
for τ,ξ = 1, which does not include the second-order normal derivative D 22 U . First, we take the first-order derivative of (2.33) with respect to y τ (τ = 1), then multiply by
therefore a global solution. Furthermore, we can employ the uniform estimate given in Lemma 2.16 and Arzelà-Ascoli's theorem to easily show the strong convergence of (σ,u,H) to the solution of the corresponding incompressible magnetohydrodynamic equations as → 0. This completes the proof of Theorem 1.1 and Theorem 1.2.
