Abstract. The new generation GISS climate model includes fully interactive chemistry related to ozone in historical and future simulations, and interactive methane in future simulations. Evaluation of ozone, its tropospheric precursors, and methane shows that the model captures much of the largescale spatial structure seen in recent observations. While the model is much improved compared with the previous chemistry-climate model, especially for ozone seasonality in the stratosphere, there is still slightly too rapid stratospheric circulation, too little stratosphere-to-troposphere ozone flux in the Southern Hemisphere and an Antarctic ozone hole that is too large and persists too long. Quantitative metrics of spatial and temporal correlations with satellite datasets as well as spatial autocorrelation to examine transport and mixing are presented to document improvements in model skill and provide a benchmark for future evaluations. The difference in radiative forcing (RF) calculated using modeled tropospheric ozone versus tropospheric ozone observed by TES is only 0.016 W m −2 . Historical 20th Century simulations show a steady increase in whole atmosphere ozone RF through 1970 after which there is a decrease through 2000 due to stratospheric ozone depletion. Ozone forcing increases throughout the 21st century under RCP8.5 owing to a projected recovery of stratospheric ozone depletion and increases in methane, but decreases under RCP4.5 and 2.6 due to reductions in emissions of other ozone precursors. RF from methane is 0.05 to 0.18 W m −2 higher in our model calculations than in the RCP RF estimates. The surface temperature response to ozone through 1970 follows the increase in forcing due to tropospheric ozone. After that time, surface temperatures decrease as ozone RF declines due to stratospheric depletion. The stratospheric ozone depletion also induces substantial changes in surface winds and the Southern Ocean circulation, which may play a role in a slightly stronger response per unit forcing during later decades. Tropical precipitation shifts south during boreal summer from 1850 to 1970, but then shifts northward from 1970 to 2000, following upper tropospheric temperature gradients more strongly than those at the surface.
Introduction
The new E2 version of the GISS climate model was run with fully interactive reactive chemical constituents in simulations for the Coupled Model Intercomparison Project 5th phase (CMIP5; Taylor et al., 2012) and the Atmospheric Chemistry and Climate Model Intercomparison Project (ACCMIP; Lamarque et al., 2013) . Here we describe the model and then evaluate both present-day simulations and ozone trends over recent decades against observations. We then describe the radiative forcing due to ozone for historical simulations and due to ozone and methane for future simulations. Finally, we evaluate the climate response to transient historical ozone changes in an ensemble of coupled ocean-atmosphere climate model simulations.
Published by Copernicus Publications on behalf of the European Geosciences Union. Here we document the behavior of chemically reactive compounds in the version of the model used in the historical and future simulations in support of CMIP5/ACCMIP. A slightly earlier version of the model, with minor differences in both the climate model and the chemistry model but driven by the same emissions, was used to generate ozone fields to provide to the CMIP5 activity for use by models without chemistry (Lamarque et al., 2010) . The average of the historical tropospheric ozone simulated in that version of the model and similar simulations performed by the National Center for Atmospheric Research was described in Cionni et al. (2011) .
Climate model
The new version of the GISS climate model used for CMIP5/ACCMIP simulations is called ModelE2. It is similar to modelE (Schmidt et al., 2006) , but has numerous improvements to the physics, including the ability to represent multiple downdrafts and updrafts in convective systems. As transient climate simulations with online, interactive chemistry were performed for both the historical 1850-2005 period and for future scenarios, these simulations were used for both CMIP5 and ACCMIP. All runs analyzed here were performed at 2 × 2.5 degrees horizontal resolution, with 40 vertical layers extending to 0.1 hPa. The atmosphere was coupled to a full dynamic ocean, either the Russell ocean (Russell et al., 1995) (GISS-E2-R; hereafter E2-R) or the Hybrid Coordinate Ocean Model (HYCOM) ocean (Sun and Bleck, 2006 ) (GISS-E2-H; hereafter E2-H). Results from the E2-H model are generally very similar to the E2-R model, with differences associated with variations in the base sea-surface temperatures and sea-ice. We arbitrarily focus on the latter in most cases for simplicity, highlighting E2-H only when results differ. To better understand the role of biases in the climate model's internally generated meteorology, we also performed a 2000-2010 simulation in which the meteorology was nudged towards the MERRA reanalysis (Rienecker et al., 2011) and ocean sea-surface temperatures and sea ice cover were prescribed according to observations (Rayner et al., 2003) . We refer to that simulation as E2-MERRA. Two versions of the interactive code are archived at CMIP5, denoted by the physics-version = 2 or 3. Physics-version = 2 had a tuned indirect aerosol effect following Hansen et al. (2005) , while physics-version = 3 has a parameterized aerosol cloud-albedo effect following Menon et al. (2010) . The simulations discussed here are from version 3 unless stated otherwise.
Chemistry
The chemical mechanism is fully embedded within modelE, so that chemical constituents are treated consistently with the physics of other parts of the model such as surface fluxes of fundamental physical quantities (e.g. heat) and with transport of momentum and other constituents such as water vapor. Tropospheric chemistry includes basic NO x -HO x -O x -CO-CH 4 chemistry as well as PANs and the hydrocarbons isoprene, alkyl nitrates, aldehydes, alkenes, and paraffins. The lumped hydrocarbon family scheme was derived from the Carbon Bond Mechanism-4 (CBM-4) (Gery et al., 1989) and from the more extensive Regional Atmospheric Chemistry Model (RACM) (Stockwell et al., 1997) , following (Houweling et al., 1998) . To represent stratospheric chemistry, the model includes chlorine-and bromine-containing compounds, and CFC and N 2 O source gases (as well as an "age-of-air" passive tracer). As we use only a single CFC tracer, the ratio of anthropogenic bromine to chlorine is held fixed at year 2000 values, with both released from CFC photolysis in an amount proportional to the total equivalent effective stratospheric chlorine loading in a given year. Aerosol species and chemistry are also included, and chemistry and aerosols are fully integrated, so that these components interact with each other and with the physics of the climate model. The model contains 51 species for gas-phase chemistry interacting via 156 reactions. We use a chemical time step of 1/2 h, including the calculation of photolysis rates using the Fast-J2 scheme (Bian and Prather, 2002) . We include transport and phase transformations of soluble species within convective plumes, scavenging within and below updrafts, rainout within both convective and large-scale clouds, washout below precipitating regions, evaporation of falling precipitation, and both detrainment and evaporation from convective plumes. A full description is given in Shindell et al. (2006b) and references therein.
The only substantial chemistry changes since (Shindell et al., 2006b ) are as follows: acetone chemistry has been added to the model (Houweling et al., 1998) , we have incorporated a newly identified reaction channel of OH + NO 2 to form HNO 3 whose branching ratio is pressure and temperature dependent (Butkovskaya et al., 2007) , polar stratospheric cloud (PSC) formation in the stratosphere is now dependent upon water vapor, temperature and HNO 3 (Hanson and Mauersberger, 1988) , the heterogeneous hydrolysis of N 2 O 5 on sulfate now follows Kane et al. (2001) and Hallquist et al. (2003) , and the model now includes terpene emissions and oxidation by OH, O 3 and NO 3 (Tsigaridis et al., 2005) .
Another development is that now light attenuation by modeled aerosol tracers affects the photolysis rates of gases, following Bian et al. (2003) . Modeled aerosol optical depths are passed to the photolysis code at every timestep, while the tabulated optical properties required for different aerosol types (extinction efficiency, single scattering albedo, scattering phase function expansion terms) are prescribed according to prior calculations to be consistent with what is used in the model's radiation code. Historical emissions are the harmonized set of anthropogenic and biomass burning emissions (NO x , CO, volatile organic compounds (VOCs) and aerosols) prepared in support of CMIP5 (Lamarque et al., 2010) . Future emission scenarios were created by four independent integrated assessment modeling (IAM) groups where the goal was to provide emissions that would lead to radiative forcing in 2100 relative to 1850 of a prescribed amount. The scenarios are denoted 'representative concentration pathways' (RCPs) and are named by their nominal 2100 forcing, namely RCP2.6, 4.5, 6.0 and 8.5 (van Vuuren et al., 2011) . The four pathways were then harmonized to match historical emission estimates and each other at the year 2000, with harmonization across the 4 RCPs maintained through 2005. All emissions are input at decadal resolution, with intermediate values linearly interpolated.
The long-lived gases methane (CH 4 ), nitrous oxide (N 2 O) and CFCs are not emitted directly in our model, but instead their concentrations are prescribed at the surface according to observations for the past and RCP projections for the future. The exception to this is that methane concentrations after 2005 are calculated internally driven directly by emissions and chemical and soil losses. All three of these longlived gases are chemically active in the model, so that their vertical structure is determined by the model's transport and chemistry, and they have important effects on ozone in both the troposphere and stratosphere. CFCs are a lumped family designed to represent the total anthropogenic halogen loading of the atmosphere.
The RCP projections for N 2 O and CFC concentrations are based on calculations with the reduced-complexity coupled carbon cycle climate model MAGICC 6.3 to estimate mixing ratios that would result from the IAM RCP emissions . For methane, we calculate concentrations based on the RCP methane emissions in order to assess the potential for climate driven changes in atmospheric sinks and natural emissions, and include those in radiative forcing, while all other groups' currently available CMIP5 simulations used the MAGICC-derived concentrations.
Natural emissions
Natural emissions are generated internally within the GISS model for several sources, and hence vary with climate. For gaseous species in E2-R simulations for the presentday (2000s), these are NO x from lightning (7.3 Tg N yr −1 ) and biogenic isoprene (602 Tg yr −1 ) (Shindell et al., 2006b) . Natural emissions of NO x from soils are prescribed at fixed values (2.7 Tg N yr −1 ), as are biogenic emissions of alkenes (16 Tg C yr −1 ), paraffins (14 Tg C yr −1 ), and terpenes (192 Tg yr −1 ).
Emissions from wetlands are a large source of methane, but are poorly constrained. Current methane concentrations and growth rates are well known, however. Hence we cali-brated the year 2005 (the end of our historical runs) methane emissions from wetlands so that methane's concentration and growth rate at that year would match the observations. Testing this, a nine year simulation with prescribed 2005 emissions and boundary conditions showed a growth rate of −8 to 8 Tg yr −1 , in reasonable agreement with recent observations showing a growth rate of ∼ −20 to 40 Tg yr −1 during 2000 (Dlugokencky et al., 2009 ) (corresponding to ∼ −5 to 10 ppb yr −1 increase). We then used this calibrated methane wetland source in all future projections. Note that while this calibrated methane wetland source balances our model, it only matches the true emissions if other emissions and loss rates are correct.
Present day model wetland emissions are 197 ± 4 Tg yr −1 in the first 5 yr of the 4 transient simulations. During that time period, the net growth rate of methane (averaged over 2006-2010) ranges from 2 to 35 Tg yr −1 depending upon the RCP scenario. These correspond to growth rates of about 0.5 to 8 ppb yr −1 , similar to those of the last decade. The differences across the scenarios result from the differing chemical lifetimes obtained when the four different sets of precursor emissions are used (anthropogenic emissions of ozone precursors were linearly interpolated between 2000 and 2010 during 2006-2010; see Sect. 5.3 for further discussion). Methane is primarily oxidized by OH, which is quite sensitive to the ratio of NO x to CO + VOC emissions. As these differ in the four scenarios, the methane growth rate is different in the four simulations. While it would have been possible to separately adjust the methane emissions to create a near-zero growth rate in all four cases, it would be physically inconsistent to have different base case (emissions with 2005 climate) methane wetland emissions in each simulation. As our model results are qualitatively consistent across scenarios, we do not believe any small bias in initial growth rates would have a large impact on the simulations. Other natural methane sources are fixed at values of 20 Tg yr −1 for termites and 27 Tg yr −1 for combined geological + ocean + lake sources. There are no changes in methane emissions due to thawing permafrost or increased release from hydrates over time. The methane soil sink is also constant at 30 Tg yr −1 .
Present-day composition
We evaluate several aspects of present-day composition in the model, focusing on quantities that are important for radiative forcing and for which observations are available for evaluation. We first discuss ozone, followed by factors that affect the ozone distribution including stratospheric circulation and tropospheric ozone precursors.
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Ozone
Evaluation of total column amounts
A wide variety of observations are available for evaluation of present-day ozone. We first compare the seasonality of zonal mean total column ozone with observations from the Total Ozone Mapping Spectrometer (TOMS) and the Ozone Monitoring Instrument (OMI) (McPeters et al., 2008) . The E2-R model captures the zonal mean observed total column ozone in the tropics very well, with biases less than 5 % throughout the year (Fig. 1) . At middle to high latitudes, the E2-R model shows cold-season positive biases of up to 17 %. As chemistry is slow at high latitudes during the dark winter months, this suggests that the equator-to-pole circulation is too fast in this model. In the Northern Hemisphere (NH), biases in the warm season are always less than 10 %. In the Southern Hemisphere (SH), negative biases are seen in the austral spring at middle to high latitudes, indicating that the Antarctic ozone hole extends slightly too far equatorward in September-October (as the model has a sizeable cold bias from ∼ 50-65 • S in the upper troposphere and lower stratosphere), and persists about 1 month too long in the polar region. The latter is consistent with a cold bias in the Antarctic lower stratospheric springtime temperatures in our model, as found in most other comparable models . Other than those limitations, the onset and recovery of Antarctic ozone depletion is generally captured well in terms of magnitude, location and timing (maximum biases are less than 20 %). The total column ozone results are substantially improved relative to the earlier version of the compositionclimate model, which had little seasonality at high latitudes and showed biases of up to 40 % for the Antarctic ozone hole and biases of 20-25 % for other middle to high latitudes (Shindell et al., 2006b) . The E2-MERRA run has biases similar in magnitude to those in E2-R, but there is too little seasonality at high Northern latitudes in that run, while the Antarctic shows substantial positive biases in austral summer but the ozone hole duration is now in good agreement with observations. While this analysis reveals a great deal about the seasonality of total column ozone, it tells us nothing about the longitudinal or vertical structure of ozone. We next examine the vertical structure, subsequently using that information to attempt to separate tropospheric and stratospheric ozone in order to better assess longitudinal variations.
Evaluation of vertical structure
As in prior evaluations of the GISS chemistry model, we have compared tropospheric ozone against a climatology of balloon sonde data where reliable, long-term climatologically representative measurements are available. While their geographical coverage is of course limited, the sondes provide extremely high quality measurements. This provides further insight into the ozone distribution alongside the broad geographical coverage of the satellites. In addition to a 16 site climatology (Logan, 1999) used in prior evaluations, we have added 10 stations from the Southern Hemisphere Additional Ozone Sondes (SHADOZ) network to the analysis (Thompson et al., 2007) . The former dataset is based on data taken primarily from the mid-1980s to the mid-1990s, while the SHADOZ data covers 1998-2009. We have therefore compared with E2-R simulations during both time periods. We also compare with measurements from the Tropospheric Emission Spectrometer (TES) instrument . A monthly mean TES ozone climatology from 2005-2009 is sampled at the same locations and altitudes as the sonde data. These results can be compared with both the 2000s E2-R simulation and the E2-MERRA run, which was only performed for the 2000s as it was mainly intended for comparison with satellite observations. Comparison of the model runs with sonde observations at several selected sites spanning the globe in latitude provides insight into the biases in the model (Fig. 2) . At the Arctic Resolute station, the E2-R model has an underestimate during winter at 125 hPa, but otherwise captures measured ozone values quite well in the upper levels. The E2-MERRA run strongly underestimates ozone, especially during boreal winter. The underestimates are much larger than the E2-R model's difference between the 80s/90s and 2000s, indicating that the E2-MERRA biases are not a result of the time difference relative to the sondes. This bias is consistent with the attenuated seasonality in Arctic total column ozone in the E2-MERRA run in comparison with satellite measurements (Fig. 1) . At 900 hPa, however, both models show strong seasonality that is not apparent in the sonde observations, causing large positive biases outside of boreal summer. The TES observations also show large seasonality at this level. As TES has fairly low sensitivity in the lower troposphere at high latitudes, retrievals there can be highly influenced by the a priori climatology. As this is smoothed data representative of large spatial scales, this seasonality could be a phenomenon that is present in the Arctic but not seen locally at Resolute, or a bias in the a priori as in the model/sonde comparison shown here. TES shows higher ozone than the sondes at 125 hPa, but this appears to be consistent with the modeled increase between the 80s/90s and 2000s at this location. It is also noteworthy that such differences between the 80s/90s and the 2000s exist only for this level (125 hPa).
The E2-MERRA run shows similar underestimates in the lower stratosphere at the mid-latitude Hohenpeissenberg station, while the E2-R model performs well. Both model versions show high biases in the lower troposphere, particularly at 900 hPa. These may be in part due to comparison of comparatively large area grid boxes with a mountain station. Similar to the models, TES shows much larger values at 900 hPa, supporting the areal-averaging hypothesis. Excessive transport of ozone from the stratosphere is likely not the cause, since if this were true, biases would be expected to increase with altitude. Simulations at the remote Hawaiian site of Hilo and at the tropical Natal station are generally fairly good throughout the tropospheric column in both model versions, consistent with the very small biases seen at low latitudes in total column ozone ( Fig. 1 ). TES and sonde data generally also match well at these locations, consistent with the 80s/90s and 2000s output being nearly identical in the E2-R simulations.
In the mid-latitude Southern Hemisphere at Lauder and at the Antarctic Syowa station, the E2-R model overestimates 125 hPa ozone during austral winter, while the E2-MERRA version underestimates. Again, these results are consistent with the biases in total column ozone for these Comparison of E2-R and E2-MERRA simulations with ozone sonde climatological station data (red, solid is mean and dashed is standard deviation) and with observations from the TES satellite instrument at the same locations. Sonde data from the first six stations shown is from ∼ 1985-1996, while from the last three stations is from the 2000s. TES data is from 2005-2009. regions ( Fig. 1) . Surprisingly, the situation is reversed at 200 hPa at Lauder. This suggests that the E2-R version has too little downward flux of ozone at this location. However, the E2-R model is fairly realistic at these locations for the mid-troposphere down to the surface. Comparisons with the tropical SHADOZ stations are typically quite good. The models capture the boreal fall biomass burning season peak at La Reunion and the double peak seasonality at Ha Noi at low levels, for example ( Fig. 2) . They generally capture the distribution throughout the vertical column quite well, with the exception of an underestimate in the E2-R simulation at Fiji from 200-300 hPa (as at Natal), where the E2-MERRA run performs well. There is little dif-ference at these locations between the 80s/90s and 2000s model output.
We performed statistical comparisons with the complete 26 station network. We focus on results using the E2-R model's 80s/90s output, as that is most appropriate for the non-SHADOZ sites and has little effect at the SHADOZ locations. We find that modelE2 is fairly similar to the prior modelE ( Table 1 ). The average absolute value difference with respect to sondes has considerably improved at 300 hPa, where the differences were particularly large in modelE, but it is basically the same at other levels. The average bias in the model is also greatly reduced at 300 hPa, but is increased at 125 hPa. Notably, the overall bias is now positive at all levels. Results from E2-H are very similar to those from E2-R (not shown). The E2-MERRA simulation shows moderately reduced differences in comparison with sondes at most levels, but is not dramatically different when compared with the equivalent E2-R 2000s simulation (E2-MERRA biases are also very similar to those in E2-R).
The TES instrument provides vertical information throughout the atmosphere. TES data generally compare reasonably well with sondes at most locations (Fig. 2) , but previous, more extensive comparisons show that in general, TES has positive biases throughout the troposphere typically in the range of about 3-10 ppb (Nassar et al., 2008) . We compare zonal means from TES with both model versions. We use monthly mean output from the model, since test comparisons using high temporal resolution data show little difference, consistent with earlier analyses (Aghedo et al., 2011a) .
As pointed out previously (Nassar et al., 2008) , TES has low sensitivity in the lower troposphere at high latitudes, as seen in our zonal mean analysis in which not enough data was present for comparison at those locations.
In comparison with annual mean values from TES, both models tend to have too much ozone in the upper troposphere everywhere north of about 50 • S (Fig. 3) . TES typically shows fairly good agreement with sondes at these levels, so the results suggest that there may be too much photochemical production in the model at higher tropospheric levels. This could result at least partially from excessive lightning NO x at upper levels and/or excessive vertical transport of pollutants from the surface. Our lightning NO x production of 7.3 Tg N yr −1 is at the higher end of the 2-8 Tg N yr −1 range found in most models, but well within published estimates spanning 1-20 Tg N yr −1 (Schumann and Huntrieser, 
2007
). Recent analysis suggests that lightning NO x production estimates may indeed be biased high (Beirle et al., 2010) . However, we note that the model shows no obvious bias in comparison with most sonde data in the upper troposphere. The models also show too little ozone below about 300 hPa in the tropics. However, TES appears to have a positive bias at low levels in the tropics in comparison with sondes ( Fig. 2 ), while the model performs well in this region with respect to sondes. The model also has less stratospheric ozone than TES in most areas, though the TES instruments sensitivity is lower at those altitudes. The comparison between the two model runs shows that when MERRA winds are imposed and observed SSTs used, biases are reduced at high Southern latitudes, but are increased at high Northern latitudes, while remaining similar at lower latitudes (Fig. 3) . These results are consistent with those seen in the sonde comparisons.
Evaluation of tropospheric and stratospheric columns
With some knowledge of the vertical structure of ozone, we now examine the column amounts in the troposphere and stratosphere separately. Given the much larger amount of ozone present in the stratosphere and the high gradient near the tropopause, the tropospheric ozone column estimates are quite sensitive to the location of the tropopause, with variations in the definition of the tropopause affecting the tropospheric column amount by ∼ 10 % (Wild, 2007) . We first compare the annual average E2-R and E2-MERRA tropospheric ozone columns using the model's internally calculated tropopause based on the World Meteorological Organization definition with the TES column calculated using the same definition applied to NCEP reanalyses (Fig. 4 ). The E2-MERRA run shows a broadly similar pattern to TES. In the E2-R run, however, the tropospheric column amounts are substantially larger in much of the Northern extratropics, especially at high latitudes, while they are substantially smaller over Southern high latitudes. Biases in the tropospheric column require careful interpretation. The large positive biases poleward of 60 • N, for example, result from zonal mean ozone biases of < 15 % (Fig. 3 ). The positive ozone bias, however, leads to additional heating of the upper troposphere, raising the tropopause and thus adding more ozone into the larger troposphere. Similar, but opposite sign, responses are at work at Southern high latitudes. As the models have identical chemistry, these biases must be related to circulation. Hence while it is certainly useful to evaluate the tropospheric column using a consistently defined tropopause based on the meteorology present in each individual case, it is then difficult to disentangle differences in the volume contained within the troposphere from differences in ozone itself. We thus utilize a fixed location of the troposphere from the NCEP analyses, in the remainder of our analyses in this section rather than the model's internally calculated location. In addition to the TES measurements, simultaneous observations of total column ozone from OMI and stratospheric ozone from the Microwave Limb Sounder (MLS) allow the tropospheric ozone column to be determined based on the residual of OMI minus MLS ozone (Ziemke et al., 2011) . The tropopause in the OMI/MLS analysis is defined using the NCEP reanalysis. OMI minus MLS shows substantially less tropospheric ozone than that seen in the models or TES using the same tropopause definition. Hence for ease of visual comparison we show the geographical distribution of tropospheric ozone columns from the models and TES using a tropopause one level below the NCEP tropopause along with OMI/MLS observations (which lack vertical information for sampling with other tropopause definitions). The tropospheric column values in the model agree reasonably well with TES, but the TES and modeled values are substantially larger than the OMI/MLS column values over most of the planet despite the higher tropopause in the latter ( Fig. 5 ). There is good agreement between the model and TES, even at high latitudes, when using a common tropopause location. This indicates that the model's internal tropopause is too high at Northern high latitudes and too low at Southern high latitudes compared with NCEP. The models (and TES) agree much more closely with OMI/MLS at high Southern latitudes when the NCEP tropopause, rather than one level below the NCEP tropopause, is used to determine the upper boundary of the troposphere, but then the agreement is worse elsewhere. This suggests a consistent difference between biases in the height of the model's tropopause (and thus ozone) relative to NCEP between Southern high latitudes and elsewhere. Both model versions capture many of the features seen in both satellite tropospheric column datasets, including the minima over high topography regions in the Himalayas, Rockies, Andes, Greenland and Antarctica, the maximum over the Atlantic off the west coast of tropical Africa, and the local minimum over tropical east Africa. Both models also show pollution outflow from Africa out across the Indian Ocean at around 30 • S, from North America across the Atlantic and from East Asia across the Pacific that matches the location and extent of that in the observations reasonably well. The Atlantic outflow appears to extend too far north, however, while the outflow from East Asia appears to be too strong, especially relative to TES. Local maxima over regions with both substantial precursor emissions and sunlight, including the eastern Mediterranean, Middle East and the northern part of South Asia, are also captured, as are high values over East Asia and the Eastern, and especially Southeastern, US. Ozone off the coasts of Southern Hemisphere Africa is larger in the E2-MERRA run than the E2-R run, with the former agreeing especially well with TES while both have larger values but similar patterns to OMI/MLS. At high Southern latitudes, both models are much closer to TES than to OMI/MLS, with the E2-MERRA run again showing especially good agreement. Low latitude tropospheric column values are generally well-simulated, consistent with the comparisons against sondes (Fig. 2) . The good agreement between the model and sondes at Hilo and the fact that the E2-MERRA run has too little ozone in comparison with both Arctic and Northern midlatitude sondes suggests that the apparent Northern middle and high latitude positive bias in tropospheric column ozone with respect to OMI/MLS data seen even in the E2-MERRA run may in fact be an artifact of vertical sampling (as discussed above).
The stratospheric ozone column's geographic distribution is generally well simulated in both the E2-R and E2-MERRA models. Both show a Northern extratropical wave 1 pattern (a planetary scale wave with 1 node in the zonal direction) with a local maximum over eastern Siberia, a wave 1 pattern in the Southern extratropics with a maximum at a similar longitude, and little longitudinal variation in the tropics (Fig. 5 ). The amplitude of the Northern extratropical wave 1 is captured quite well in the E2-MERRA run, but is underestimated in the E2-R simulation. Analysis of the TES stratospheric column using the NCEP tropopause, rather than one level below as in Fig. 5 , shows a very similar global mean column of 271 DU. Thus using either definition, TES has nearly 10 % more stratospheric ozone than MLS, which may account for
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the model having generally less ozone than TES in the stratosphere ( Fig. 3) .
We also analyze the seasonality of the tropospheric column. Using the NCEP tropopause in all analyses, the model captures the general seasonal pattern of mid-latitude maxima in the spring/summer in each hemisphere, a year-round local minimum in the tropics, and a winter maximum in the Antarctic (Fig. 6 ). The E2-R simulation tends to agree well with TES over most of the year, though there is a persistent negative bias in the Southern tropics and at Southern high latitudes. Note that TES appears somewhat low compared with sondes at Natal (5 • S) at 125 hPa (Fig. 2) , so that small biases may not be significant. The high latitude biases show marked seasonality, suggesting transport from the stratosphere may be slightly too strong in the Arctic during boreal fall (though generally good in the Northern Hemisphere) and may be too weak during austral winter in the Antarctic. In comparison with OMI/MLS, the modeled midlatitude maxima are too large and values are again too large during July-September at high Northern latitudes. The E2-MERRA run shows roughly the same global mean tropospheric ozone column as the E2-R run, with both models falling between the TES and OMI/MLS values.
The apparent high biases in E2-R at Northern midlatitudes with respect to OMI/MLS are somewhat reduced in E2-MERRA, while those at Southern mid-latitudes are increased (though Southern high latitudes seem slightly more realistic). The comparison suggests that downward flux of ozone from the stratosphere is larger in the MERRA run than in the free-running model in the Southern Hemisphere, but smaller in the Northern Hemisphere. The comparison against sondes at Hohenpeissenberg, however, suggests that the slower transport in E2-MERRA may in fact be too slow (Fig. 2) , and in fact the E2-R results agree much more closely with TES.
The model-sonde comparisons together with the tropospheric ozone column analysis thus indicates that the E2-R run has reasonable downward fluxes of stratospheric air in the Northern Hemisphere while the E2-MERRA run has too little. The situation is reversed in the Southern Hemisphere where the E2-MERRA run performs well while the E2-R model has too little downward flux.
Ozone metrics and budget
It is difficult to find simple quantitative metrics to summarize comparisons between models and observations since the fields exhibit spatial variations in the vertical and horizontal and temporal variability at various scales such as seasonal and interannual, all of which could be examined. In addition to the comparison with sondes shown previously (Table 1) , we have examined the absolute value of the percent difference in the zonal mean versus latitude analysis ( Fig. 1 ) for the different model configurations, averaging over various latitude bands. The global mean area-weighted differences are just over 4 % in all the E2 configurations ( Table 2) . The E2-R model outperforms the older E-R model (Shindell et al., 2006b) globally and in each latitude band. As noted previously, the older version had poor seasonality at high latitudes, and indeed improvements are larger in absolute terms in the extratropics, especially the Northern extratropics, for E2-R relative to E-R, than they are in the tropics. While the E2-MERRA simulation is similar to E2-R globally and in the Southern extratropics, it is worse in the tropics and better in the Northern extratropics. The E2-H model is quite similar to E2-R.
We have also explored the representation of the observed annual average horizontal spatial distribution in the model by calculating the linear Pearson correlation coefficient R 2 on the fields shown in Fig. 5 (Table 2) . Correlations are extremely high for the stratospheric columns, and also generally quite good for the troposphere, especially in comparison with TES. It appears that the use of observed SST/seaice and nudging towards reanalysis winds improves the distribution of ozone in the troposphere (much more so comparing with OMI/MLS). However, these correlations must be interpreted with some caution, as the R 2 between TES and OMI/MLS is only 0.61 for the troposphere (though it is 0.97 for the stratosphere). Our correlation with OMI/MLS in the troposphere (R = 0.85) compares well with other recent models that found correlations of 0.82 ± 0.07, while our bias of 2.6 DU is well within the reported range of −4.9 to 4.0 DU .
We also examine the degree of inhomogeneity in ozone, which provides a different measure of how well the models capture the observed spatial distribution. In the stratosphere, this is primarily a function of large scale dynamics. In the troposphere it is primarily indicative of how efficiently the models transport pollutants from source regions, though chemical processing timescales will also play a role . We use the spatial autocorrelation, in which each grid point value is related to the mean value on circles around this grid point. The circles for a given characteristic radius distance are established such that they are equal area circles on the sphere around all grid points. Autocorrelations are calculated after removing the mean and normalizing the field by its standard deviation to better discern spatial variations. Here we analyze the mean autocorrelation over a distance of 1-3000 km for each point, a length scale chosen to emphasize spatial correlations over relatively short distances that are especially characteristic of tropospheric distributions. Autocorrelation values in both the E2-R and E2-MERRA versions of the model agree well with both observational datasets for the stratosphere. In the troposphere, they agree well with TES, but are too high compared with OMI/MLS. Thus there is a possibility that horizontal mixing may be too rapid in the model, but it is difficult to know given the sensitivity of the comparison to the satellite dataset used for this evaluation.
Another common way to characterize tropospheric ozone is to examine its budget terms. The ozone budget for (Olsen et al., 2003) . Using the 150 ppb contour gives a value that is clearly on the low end of the observationally-constrained range. STE in E2-MERRA is 502 Tg yr −1 , again using the 150 hPa tropopause, slightly larger but also quite consistent with observation-based constraints. Downward flux in the NH is 53 % of the total in the E2-R model, slightly less than the 55-57 % inferred from satellite data (Gettelman et al., 1997b; Olsen et al., 2003) . The tropospheric ozone burden is 439 Tg using the nominal 150 hPa level, and 352 Tg using the 150 ppb chemical tropopause. Our burden is similar to that found in previous multi-model evaluations which used the chemical tropopause and found an ozone burden of 344 ± 39 Tg (Stevenson et al., 2006 ) and 337 ± 23 Tg ) (versus our 352 Tg), and similar to the 335 ± 10 Tg estimated from observations (Wild, 2007) . There are differences in the budget terms leading to that burden, however, which are 442 ± 309, 1003 ± 200 and 552 ± 168 Tg yr −1 for net chemical production, dry deposition and STE, respectively in Stevenson et al. (2006) (versus our 1085, 1378 and 292 Tg yr −1 ). As discussed above, however, observational constraints are only available for STE, and these are quite sensitive to the tropopause definition.
Tracers of stratospheric circulation
To better understand the biases in stratospheric ozone, which the above analysis suggests are largely transport related, we have evaluated circulation using an age-of-air tracer and nitrous oxide (N 2 O). A compact correlation exists between these two in the atmosphere, and hence analysis of this correlation provides a useful diagnostic of circulation in models. The N 2 O data is a monthly climatology derived from observations from the Atmospheric Chemistry Experiment (ACE) satellite instrument onboard SCISAT-1 during 2004-2009, while the age data comes from CO 2 and SF 6 data from balloon flights, all as described in Strahan et al. (2011) and Andrews et al. (2001) . The observed correlation between N 2 O and age is captured reasonably well in the model, but the maximum age values in E2-R are less than observations while the N 2 O range is in relatively good agreement (Fig. 7) . This suggests that the circulation is somewhat too fast, leading to too much photolytic destruction of N 2 O for a parcel of a given age. As described in Strahan et al. (2011) , analysis of tropical N 2 O diagnoses the effect of horizontal mixing, analysis of the horizontal mean age gradient evaluates the tropical ascent rate, and analysis of tropical mean age examines the influence of both ascent and mixing together. Thus for the E2-R simulation, the horizontal mixing appears to be reasonably good, while the tropical ascent is indeed too fast and hence tropical mean ages are too short (with values comparable to other models which showed too rapid circulation in Strahan et al., 2011) . Similar biases are apparent, although generally to a lesser extent, in the E2-MERRA simulation.
The stratospheric circulation being too fast in the E2-R model is consistent with the overestimates of total column ozone during the polar winter when transport dominates over chemistry (Fig. 1) , and in the annual average positive biases in zonal mean ozone at high latitudes from about 30-5 hPa in both hemispheres (Fig. 3 ). Biases in total column ozone in the E2-MERRA run are of comparable magnitude to those in the E2-R run, but different seasonality (Fig. 1) . Comparison with ozone sondes in the lower stratosphere showed substantial improvement in Southern Hemisphere mid-latitudes using MERRA and observed SSTs, but Northern middle and high latitudes were substantially worse. Thus although the E2-MERRA run's circulation seems to be quite similar (and marginally better) in the annual mean in comparison with the observed N 2 O-age correlation, it appears that the seasonality and differing hemispheric biases lead to comparable magnitudes of high latitude ozone biases. Note that this analysis is not purely an evaluation of the MERRA product, as while winds are relaxed towards MERRA they still reflect the influence of the model's internally derived circulation.
Ozone precursors
Ozone is not directly emitted, but is a secondary pollutant in the troposphere that is formed photochemically in the presence of nitrogen dioxide (NO 2 ) and carbon monoxide (CO) or hydrocarbons. Realistic reproduction of tropospheric ozone therefore requires realistic simulations of these precursors. Many hydrocarbons play a role, but global observations are not available for most of these other than methane. As surface methane is prescribed at observed amounts, comparison of methane with observations is not informative of model processes, and thus we concentrate our evaluation of precursors on NO 2 and CO.
Nitrogen dioxide
In addition to observing ozone, OMI also measures NO 2 (Celarier et al., 2008) . To facilitate comparisons with OMI Percentage differences between the models and OMI are shown in the right column for areas with at least 50 × 10 13 molecules cm −2 . Also shown is the column difference in the E2-MERRA run when sampled using the model's tropopause and one level below the tropopause (lower left).
tropospheric NO 2 , we saved the tropospheric NO 2 column at ∼ 13:30 local time during all our model runs. Those column values include all NO 2 from the surface up through the highest level with a mid-layer pressure greater than (or equal to) the pressure of the model's tropopause (meteorological). Hence the tropopause may be either in the layer above or in the upper half of the top layer included in our column in this case. The definition of the tropopause is important, as the OMI data processing to yield tropospheric columns has removed stratospheric NO 2 based on stratospheric values and the tropopause location in the TM4 model. This removal of stratospheric NO 2 is clearly imperfect as it leads to large negative values in the OMI data in many areas (hence the removal of the estimated stratospheric NO 2 has taken out more NO 2 than is present in the entire column measurement) (Fig. 8) . The model simulations show large biases in areas where there is substantial NO 2 in the vicinity of the tropopause, namely in mid-latitude bands in both hemispheres, but especially the Southern. That these are related to stratosphere-troposphere exchange is implied by the fact that the biases vary greatly between the E2-R and E2-MERRA simulations, which differ primarily in their circulation. They also differ in the strength of convection, which transports NO 2 from surface sources to the upper troposphere and increases production of lightning NO x , which is 9.6 Tg N yr −1 in E2-MERRA and 7.3 in E2-R. However, both these differences would tend to increase upper tropospheric NO x , while E2-MERRA has less NO x than E2-R, indicating that differences in STE are responsible (along with possible differences in the location of the tropopause in the two simulations). The importance of NO 2 near the tropopause is also highlighted by looking at the impact of sampling the model up to the tropopause versus up to one level below the tropopause (Fig. 8) . Removing the top level of the tropospheric column lowers the global mean by 23 % in the E2-MERRA run, a large portion of the 61 % overestimate relative to OMI seen in that simulation. Using an ozone concentration of 150 ppbv to define a 'chemical tropopause' also reduces the global mean column amount by 23 %. In either case, the remaining bias is on the order of 38 %. Much of this bias may be due to an underestimate of NO 2 by OMI, which finds tropospheric column values roughly 15-30 % below validation measurements (Celarier et al., 2008) . However, at least part of the positive NO 2 bias in the model seems real, and may account for some of the positive ozone bias seen in the upper troposphere in comparisons with TES.
While the model appears to overestimate NO 2 in remote areas, annual mean values reported by OMI in most remote locations are less than 50 × 10 13 molecules cm −2 . Values are as low as −25 × 10 13 molecules cm −2 , suggesting that in remote regions, where values are comparable in magnitude to the apparent biases, values are not terribly reliable. Hence we show differences relative to OMI only in areas where values are greater than 50 × 10 13 molecules cm −2 (Fig. 8 ). Over source regions, the model typically underestimates the NO 2 column, especially over north-west Europe and East Asia. The underestimate over NE China is particularly large, more than a factor of two in some locations, suggesting that surface emissions there are likely too low in the Lamarque et al. (2010) inventory. There is also an associated high bias over the Sea of Japan and the Pacific just east of Japan, suggesting that export of NO 2 from source regions may be too high in East Asia, as was also seen for ozone. More generally, positive NO 2 biases are typically correlated with positive ozone biases in outflow regions, presumably due to overestimated transport of both species, while biases in these two compounds are not well correlated in other areas. Evaluation of the autocorrelation of the tropospheric NO 2 field shows that in both models the values are too high, though they are somewhat closer to the observations in the E2-MERRA run ( Table 2 ). This indeed indicates that horizontal transport from source regions is too rapid in the model. 
Carbon monoxide
In addition to the ozone observations shown previously, the TES instrument also provides vertical information on CO in the troposphere. We show comparisons of zonal mean TES CO at several pressure levels (nominal levels of the broader TES averaging kernels) in Fig. 9 . For the annual average, the model does very well in capturing the near-surface (825 hPa) level zonal mean, though the E2-R model tends to slightly overpredict CO in the Southern Hemisphere while the E2-MERRA run underpredicts in the Northern Hemisphere. The model shows positive biases at higher levels, with high latitude biases appearing first (e.g. at 681 hPa) and biases at all latitudes in the middle and upper troposphere. Interestingly, biases are approximately the same magnitude at all latitudes in the upper troposphere, for example at 215 hPa (Fig. 9 ). This suggests that the progressively larger biases with altitude are likely the result of the ratio of production of CO from hydrocarbon oxidation relative to CO's own oxidation being too large, rather than from excessive vertical transport of surface sources. In the upper troposphere, production of CO is almost exactly split between production from methane and that from non-methane VOCs (the latter primarily from paraffins). Upper tropospheric biases are typically greatest in fall and least in spring in the Northern extratropics, while biases are largest during winter and fall and least in spring in the Southern Hemisphere. Upper tropospheric biases in the tropics are similar throughout the year. The positive biases in the upper troposphere, along with the positive biases in NO 2 , may contribute to the positive biases in upper tropospheric ozone seen in the model in comparison with TES ( Fig. 3) . Additional evaluation of a slightly earlier, but very similar, version of the GISS-E2 model was presented in Voulgarakis et al. (2011) which compared ozone/CO correlations against those seen by TES. That analysis demonstrated that the GISS-E2 model performed quite well in capturing the observed correlations, even in relatively remote areas where they were highly influenced by transport in addition to emissions.
An additional simulation that is otherwise identical to E2-MERRA except that it uses the GFED-3 biomass burning emission inventory (van der Werf et al., 2010) shows fairly similar results (Fig. 9 ). Near-surface (825 hPa) level CO is in better agreement with TES during boreal fall, but the Northern Hemisphere underestimates in the model are slightly larger in that run during other seasons. This suggests that biases in biomass burning emissions in the Lamarque et al. (2010) inventory are not likely to be a large contributor to the model biases with respect to TES observations.
While TES provides valuable information on the vertical structure of CO in the troposphere, observations from the Measurements of Pollution in the Troposphere (MOPITT) instrument provide better spatial coverage (Deeter, 2003) . We therefore evaluate the CO distribution by comparison with MOPITT data averaged over 2005-2009, focusing on April when Northern Hemisphere CO concentrations peak and October when biomass burning emissions of CO in the tropics are large. We focus on the MOPITT retrieval level centered around 500 hPa, representative of a broad area of the mid-troposphere. The model is sampled using the MO-PITT averaging kernel and a priori profiles. As in the comparisons with TES, the model shows too little seasonality in the Northern extratropics (Fig. 10) . In the Southern extratropics, the E2-R version again shows too little seasonality, but the E2-MERRA version looks quite realistic. The tropics show a transition from relatively little CO during April to large CO concentrations located over land areas in October. While South America stands out in the MOPITT observations, the model shows highest CO over the maritime continent. CO emissions during the 2000s are interpolated between the 2000 and 2010 datasets. As for the former is based on 1996-2004 emissions, it includes the effects of large fires over Indonesia during the extremely large 1997-8 El Nino event. The model also shows more CO over Africa north of the equator, while MOPITT shows larger abundances to the south, again suggesting regional differences in biomass burning emissions. Looking at the seasonality in the lower and upper troposphere shows that the models perform reasonably well in the lower troposphere, but substantially overestimate CO in the upper levels especially in local summer (Fig. 10) . These results are consistent with the increasing high bias with altitude in the models seen in the comparison with TES ( Fig. 9 ). Biases in the 300/800 hPa CO ratio are fairly similar throughout the year and in both hemispheres, supporting the hypothesis that these result from large-scale production of CO from hydrocarbon oxidation being too large relative to CO oxidation.
Statistical comparison of the model's mid-tropospheric CO with MOPITT shows that the models perform better in April than October, and that the two versions have nearly equal R 2 spatial correlations ( Table 2 ). The R 2 correlations reported here of 0.81 and 0.56 for April and October are substantially better than those reported in an earlier multimodel evaluation (Shindell et al., 2006a) that found values from 0.19 to 0.72 for April and from 0.05 to 0.31 for October using the 350 hPa level (which has similar, but slightly higher correlations to the 850 hPa level so is comparable to the 500 hPa level used here). This may reflect a more realistic set of emissions. Consistent with the seasonal differences in spatial correlations, analysis of the autocorrelation shows that while the models have distributions that are quite realistic during April, both models have CO distributions that are D. T. Shindell et al.: Interactive ozone and methane chemistry substantially too smooth during October. Autocorrelations in the E2-GFED3 simulations are nearly identical, suggesting that overly smooth October field is not due to the use of climatological biomass burning emissions. Hence horizontal mixing may be too rapid in the tropical mid-troposphere.
Hydroxyl (OH)
The abundance of hydroxyl radicals is the key indicator of the oxidizing capacity of the troposphere. As very few direct measurements of OH have been made, and global observations do not exist, rather than examining OH directly we evaluate it via the lifetime of methane. As methane concentrations are prescribed at observed values, and oxidation by OH is the only chemical loss for methane, its tropospheric chemical lifetime is a nearly direct proxy for OH abundance.
The present day GISS model value for the full residence time of methane is 9.0-9.4 yr (range of 2006 values in the four RCPs), while it is 9.6-10.0 yr for the tropospheric chemical lifetime (Voulgarakis et al. (2012) report a slightly higher value, 10.6 yr, for the period centered around 2000 from the portion of the simulations with fixed methane concentration and using a different tropopause definition). The atmospheric lifetime is in good agreement with constraints derived from observations, which yield a value of 9.1 ± 0.9 yr . Thus at the global scale, oxidation capacity seems realistic in the model. This suggests that the upper tropospheric CO biases reported above more likely reflect a problem in the lumped hydrocarbon chemistry than with modeled OH, though biases in the vertical profile of OH could also play a role. That is more difficult to evaluate, however.
Historical trends and variability
We performed multiple realizations of historical simulations starting in 1850 and going to 2005 driven by varying observed forcings including natural effects (volcanic aerosols, solar variability, orbital variation) and anthropogenic changes in emissions, land use and concentrations of well-mixed greenhouse gases. Each simulation was started from a different point in a long control run.
Long-term ozone changes
We compare long-term trends in column and stratospheric ozone with available data extending back several decades. TOMS instruments have been flown since 1979, while some limited earlier satellite data has been used to estimate total ozone columns even further back in the ERA reanalysis (a combination of model and observations). We compare the ozone column trends simulated in E2-R with both the longerterm estimate (using ERA-interim (Dee et al., 2011) for the recent period and ERA-40 (Uppala et al., 2005) for the earlier time) and the trends seen by TOMS (Fig. 11) . Ozone losses at Northern middle to high latitudes are quite similar in mag- nitude and seasonality to those seen in the TOMS record, though they are substantially less than those in the ERA estimate. At Southern middle to high latitudes, modeled depletion is again similar in magnitude to TOMS, but it extends too far equatorward and lasts too long into the austral summer. These biases in the simulated Southern Hemisphere trends are similar to those in the present-day climatology (Fig. 1 ). An analysis of 1980-2000 ozone trends in the CMIP5 models shows that the GISS-E2 models are among the best at matching the observed global trends, which are underpredicted in most models, but that the GISS models overestimate ozone decreases in some regions, particularly 35-60 • S .
We also compare modeled trends with observations of zonal mean stratosphere ozone changes (Randel and Wu, 1999) . Losses throughout most of the stratosphere are captured well in spatial pattern and magnitude (Fig. 11) , although Antarctic depletion is overestimated and extends too far from the pole (as in the column analysis, and consistent with the jet being located too far equatorward) and too far towards the surface. The overestimate of ozone losses around 200 hPa despite evidence of too little stratospheretroposphere ozone flux in the SH suggests that local chemistry is too vigorous, consistent with a cold bias in the E2-R model relative to ERA-interim that maximizes at 60 • S, 180 hPa. The secondary loss maxima in the upper stratosphere at high latitudes in both hemispheres are well captured. Though long-term measurements of tropospheric ozone are quite limited, several locations have surface observations extending back to the 1970s. We compare trends in the model with the small number of stations reporting surface ozone for at least 20 yr (Derwent et al., 2007; Oltmans et al., 2006) as in the analysis of Lamarque et al. (2010) (Table 3) . For the six sites in the NH, the model either captures the observed increase fairly well or underestimates. Underestimates are large at Arkona and Hohenpeissenberg. Note that Hohenpeissenberg and Zugspitze are within the same model grid box (at different altitudes), and the much lower trend at low elevation may reflect the stronger influence of surrounding areas at that level, or perhaps a trend in STE that does not extend far enough down in the model. At Samoa, the model shows an increasing trend in surface ozone while the observations show a decrease. At the South Pole, the model captures the observed decreasing surface ozone trend. These results are similar to the GISS results shown in Lamarque et al. (2010) , though trends are more positive at the two SH sites.
For comparison with other studies, we also analyzed the 1850 ozone budget. Again using the present-day 150 ppbv ozone contour to define the tropopause, the net chemical production is 428 Tg yr −1 , dry deposition is 788 Tg yr −1 , and STE is 360 Tg yr −1 . The chemistry and deposition terms are much lower than their present-day counterparts due to reduced precursor emissions, but the STE value is 68 Tg yr −1 larger owing to the greater amount of stratospheric ozone prior to depletion by halocarbons. The 1850 tropospheric ozone burden using the chemical tropopause is 251 Tg, 71 % of the present-day value, while using the nominal 150 hPa tropopause it is 357 Tg, 81 % of the present-day value. Preindustrial lightning NO x production is 7.1 Tg N yr −1 , only 0.2 Tg N yr −1 less than the present-day amount. The tropospheric burden below the chemical tropopause was found to be 239 ± 22 Tg in a recent multi-model analysis , similar to our 251 Tg. In that study, net chemical production and dry deposition were much lower in 1850, as in our results, while the change in STE ranged from minimal to ∼ 50 % greater during 1850, qualitatively consistent with our findings. 
Ozone variability
In addition to responding to composition changes, variability in ozone on decadal to interannual timescales has both an unforced component and a component driven by variations in solar and volcanic forcing. The response to volcanism is seen clearly in the ∼ 10-15 DU decrease in total column ozone following both the eruptions of El Chichon (1982) and Mt. Pinatubo (1991) (Fig. 12) . The response to solar forcing is most clearly isolated during the 1936-1960 period when there was little volcanism and only weak long-term trends. During this time, ozone variations are ∼ 3-5 DU. The magnitude of both the ozone response to solar and volcanic forcings are in reasonable agreement with observations (Chandra et al., 1999; Randel et al., 1995) .
The combined influence of volcanic aerosols, solar flux changes and ozone changes causes stratospheric temperature variations. The long, observed Microwave Sounding Unit (MSU) temperature timeseries in the lower stratosphere is captured very well in the GISS-E2 interactive chemistry D. T. Shindell et al.: Interactive ozone and methane chemistry simulations, both the multi-decadal trend due to ozonedepleting substances and shorter term variations (Fig. 12 ). Note the clear differences in temperature variability during the 1936-1960 period when only solar forcing was substantial in the interactive chemistry runs as compared with simulations using offline decadal mean ozone (physics-version = 1 in the CMIP5 archive). This shows that use of coupled ozone may be quite important in capturing realistic stratospheric temperature variability.
We examined variability by calculating standard deviations of monthly means during a decade using all five ensemble members (i.e. 50 yr per month) and using 1997-2005 observations (i.e. 9 years per month). Variability of polar stratospheric ozone depletion is generally captured reasonably well in the model. In the Arctic, variability is confined to high latitudes during winter through April, extending to mid-latitudes in May and June as polar loss is mixed to lower latitudes. The amount of depletion over the whole polar area varies in the springtime Arctic, with significant wave structure and much stronger amplitude in the E2-R model than in E2-H ( Fig. 13) , with the former model showing better agreement with observations. In the Southern Hemisphere, model variability is largest at the edge of the vortex during September and October (Fig. 13) , extending over the whole polar cap by November when the vortex breakup typically occurs. As discussed previously, this breakup of the vortex takes place too late in our model, so that the observed variability extends over the whole polar cap by October. This timing is captured well in the E2-MERRA simulation.
The large interannual variation in the extent of the Antarctic ozone hole is well captured, consistent with year-to-year variations in meteorology influencing whether temperatures are below PSC formation thresholds at the edges of the Antarctic polar vortex (as interior values are typically well below). The broader extent of variability in the equivalent season in the Arctic occurs because temperatures are typically near the PSC threshold values. It is interesting that atmosphere-ocean interactions appear to play such a large role in Arctic interannual variability in the stratosphere, as evidenced by the difference between the E2-R and E2-H simulations (Fig. 13 ). This suggests that ocean conditions are affecting planetary waves, which play a larger role in Arctic than Antarctic dynamical variability.
Radiative forcing
We performed several types of radiative forcing calculations. We calculated instantaneous forcing (iRF) at the tropopause in which no part of the climate system is allowed to respond to the forcing. These values are averaged over time during a simulation in which radiative transfer is calculated twice at each point in time with the only difference in the two calculations being the ozone field. Calculations of iRF were performed online during the transient climate change simula- tions, and were also performed in separate simulations using prescribed ozone changes and constant background atmospheric conditions.
We also calculated forcing allowing stratospheric temperatures, but nothing else, to adjust to the ozone changes, which we call RF following the standard definition (Forster et al., 2007) . These RF values were calculated in offline computations using the GISS radiative transfer code, prescribed tropospheric conditions (temperature, water vapor, surface conditions, long-lived greenhouse gases and aerosols), and various input ozone fields, with an assumption of fixed dynamical-heating in the stratosphere. Ozone forcing is the difference between the two radiative transfer calculations with only the ozone altered. Finally, we performed calculations of the effective radiative forcing (ERF) due to ozone which is defined here as the radiative flux perturbation when SSTs and sea ice are held fixed but all other adjustments are allowed in response to the imposed ozone changes. This forcing thus includes changes such as those in water vapor, lapse rate and cloud cover induced by the ozone changes. There is thus substantially more internal noise in these simulations, so that longer runs are required to isolate forcings. Hence these fixed-SST runs were performed for 40 yr (achieving a global mean 2-sigma uncertainty of 0.07 W m −2 , with a longer 70 yr run to diagnose the stratospheric forcing, for which the uncertainty was reduced to 0.06 W m −2 ). In contrast, uncertainties in iRF and RF calculations due to interannual meteorological variability are much less than 0.01 W m −2 .
Calculations of RF due to GISS model ozone changes were also performed using the NCAR radiative transfer model (RTM). Not only does this help test the sensitivity to the particular RTM, but those calculations used the preindustrial (1850) ozone 150 ppb contour to define tropospheric ozone, and hence they also test the sensitivity to the choice of troposphere/stratosphere ozone boundary. Calculations were performed with the CCSM4 RTM (see description and references in http://www.ccsm.ucar.edu/models/ccsm4.0/cam/) in an offline setting (Conley et al., 2012) analogous to the GISS RTM calculations, except that the location of the tropopause (where flux changes are reported) is based on the NCAR/NCEP reanalysis tropopause pressure while the GISS RTM used that model's meteorological tropopause.
Present-day influence of ozone: model versus TES
To characterize potential biases in our RF calculations, we compare the present-day tropospheric ozone radiative forcing with that calculated using the observed ozone climatology from TES. We calculate the RF using either TES or modeled ozone below the model's tropopause and evaluate the difference between these. Hence these calculations do not diagnose forcing relative to preindustrial or zero ozone, but rather the forcing bias due to model/TES ozone differences. We also calculate iRF using modeled and TES ozone below the tropopause to provide a basis for comparison with independent TES-based RF calculations, which are instantaneous. The global mean tropospheric ozone iRF using the model's ozone is extremely close to that using TES', with the model value lower by 0.022 W m −2 at the tropopause (0.024 W m −2 longwave (LW) and −0.003 W m −2 shortwave (SW)), with a similar value at the top-of-the-atmosphere (TOA) where the model value is lower by 0.028 W m −2 (0.019 W m −2 LW, 0.009 W m −2 SW). A similar calculation of model-TES differences using the TES instantaneous radiative kernels finds an even smaller value of 0.006 W m −2 for LW at the TOA (Bowman et al., 2012) . For comparison, the tropopause iRF due to all present-day tropospheric ozone (relative to zero) is 1.826 W m −2 , hence the global mean bias is ∼ 1 %. For RF, model-TES differences are even smaller, with a difference of −0.016 W m −2 at either the tropopause or TOA (Fig. 14) . This good global mean agreement clearly results from a cancellation of positive biases in the model in the NH (0.10 W m −2 RF) and negative biases in the SH (−0.13 W m −2 RF). These large-scale biases are consistent with the zonal mean tropospheric ozone differences shown in Fig. 3 , and they follow differences in the tropospheric column fairly closely (though with latitudinal dependence due to available sunlight). Modeled long-term surface ozone trends in the NH are generally about right or underestimate, as discussed in Sect. 4.1, suggesting that the positive bias there has a substantial systematic component rather than resulting purely from overestimated tropospheric ozone increases. Negative biases in the SH are likely related to both overestimated downward flux of stratospheric air there -.06 . 06 .18 .30 .42 .54 -.54 -.42 -.30 -.18 -0.016 Net at tropopause and potentially overestimated Antarctic ozone depletion (e.g. Fig. 11 ). Note that the total TOA LW iRF due to tropospheric ozone (relative to zero ozone) is 0.71 W m −2 , while the more climate-relevant net tropopause iRF in this case is 1.83 W m −2 . Such large discrepancies between TOA and tropopause fluxes are not seen when RF is used, however. This highlights how iRF can be a poor indicator of RF, and suggests that to obtain the net tropopause RF, TES estimates of TOA LW ozone iRF (e.g. Aghedo et al., 2011b; need to be adjusted down by ∼ 16 % ((tropopause net RF bias)/(TOA LW iRF bias) = 0.016/0.019).
As a percentage of the iRF due to all present-day tropospheric ozone (relative to zero), the NH biases are typically +5-15 %, tropical biases are less than 10 % everywhere except for the pronounced low bias over the central Pacific, and the biases over the Southern Ocean are typically 30-50 %. Though comparison with TES ozone indicates biases, the model does not always show such biases in comparison with sonde data. For example, the NH mid-latitude positive bias in the model is particularly large over the Western US. Yet in comparison with the sonde climatology from Boulder, CO, the model shows very little bias at most levels. In particular, biases in the middle and upper troposphere, where forcing efficiency is greatest, are 0 ppb at 200 hPa, +16 ppb at 300 hPa and +11 ppb at 500 hPa, suggesting that the model's ozone forcing at this location is unlikely to be greatly overestimated. Similarly at the Syowa station on the Antarctic coast, the model is quite low compared with TES at 300 hPa but is actually a bit too large compared with the sonde measurements. At 200 hPa the model appears to have a genuine low bias during austral spring and summer.
Historical ozone forcing
We have evaluated the radiative forcing due to preindustrial (1850) to present-day ozone changes in the E2-R model using both iRF and RF. Calculations of iRF were performed online during the E2-R transient simulations, providing a time-varying estimate of iRF due to ozone changes throughout the atmosphere. These calculations also include any changes in ozone forcing that occur due to differences in background conditions, such as temperature, cloud cover and water vapor concentration, however. A second set of iRF calculations was performed rerunning the transient simulations during the 1850s and from 1995-2004 and using either the whole atmosphere ozone change or only the ozone changes below the tropopause to diagnose the iRF due to tropospheric ozone, with the iRF due to stratospheric ozone calculated as the difference between the whole atmosphere and tropospheric ozone iRFs. A third set of iRF calculations used a more common setup in which ozone fields from the transient runs averaged over the 1850s and 1995-2004 were used as input to an atmosphere-only simulation with non-interactive chemistry in which the double call to the radiation code used the offline preindustrial and present-day ozone fields. In these prescribed ozone simulations, ozone either throughout the atmosphere or only below the tropopause was set to preindustrial values in an initial radiation call, while ozone and all other conditions were set to present-day for all other purposes (i.e. this removes any influence of changes in the background state of the atmosphere). All calculations use the meteorological tropopause. The transient and prescribed ozone iRF calculations thus differ in two main ways: the background state of the atmosphere varies with time in the former (e.g. temperature, pressure, other trace gases) while constant present-day conditions for all background variables are used in the latter (note that the tropopause itself moves in the transient case as the temperature profile changes, but it does not in the prescribed case) and the atmosphere is coupled to a dynamic ocean in the transient while prescribed ocean conditions are used in the offline calculations, which alters the base distribution of relevant fields such as clouds. To separate these, another calculation using offline archived ozone fields and also including background state changes (but still with prescribed ocean conditions) was performed which finds a whole atmosphere iRF of 0.29 W m −2 , consistent with the online transient results (Table 4 ). This indicates that changes in background state account for the differences in the iRF values, adding ∼ 0.05 W m −2 (23 %) relative to constant background conditions. While much of the change in the background state of the troposphere is not due to ozone, changes in ozone concentration in the vicinity of the tropopause can have a large impact on temperatures in the upper troposphere/lower stratosphere, so variations in the height of the tropopause may in fact be largely due to ozone trends. Thus it is unclear which type of ozone iRF calculation provides a more reasonable assessment of ozone's influence on Earth's energy balance.
The offline calculation of stratospherically-adjusted forcing using GISS ozone and the GISS RTM shows a tropospheric ozone RF of 0.26 W m −2 (Table 4 ), a value slightly lower than our prior estimates and most of those in the literature (Forster et al., 2007) . Stratospheric ozone RF is −0.09 W m −2 , well within the range of previous estimates. Calculations separating the tropospheric and stratospheric contributions using the NCAR RTM show stronger forcings in both regions, but the whole atmosphere ozone RF calculated by the two methods gives identical results of 0.17 W m −2 . Separation of ozone forcing by altitude region is thus less robust than the whole atmosphere forcing, and does not provide a good indication of the role of different drivers . Note that for consistency, the same tropopause is used at 1850 and 2000 in both methods so that the RF calculations are not biased by changes in the volume of the troposphere itself. For 1970 versus 1850, before substantial stratospheric ozone depletion, the tropospheric ozone RF calculated using the NCAR RTM is 0.23 W m −2 , while the GISS RTM whole atmosphere value is slightly lower at 0.20 W m −2 . Hence there is some sensitivity to the RTM and/or the definition of the tropopause, with differences on the order of 0.04 W m −2 or less.
While the RF calculation requires offline RTM simulations, temporal variations can be examined using the iRF, keeping in mind that the magnitude is not as good a predictor of climate response. The whole atmosphere ozone iRF shows a gradual increase from about 1860 to the early 20th century, with the most rapid growth from about 1950 to 1980 (Fig. 15 ). Net ozone iRF through 1970 was almost entirely due to change in LW forcing resulting from tropospheric ozone increases. Starting in the 1970s, a clear increase in SW forcing began while longwave forcing began to decline. These changes are coincident with large decreases in total column ozone due to stratospheric depletion. iRF remained fairly constant from 1980-2004, as increases in tropospheric ozone, the dominant contributor to the whole atmosphere ozone forcing, slowed due to the impact of pollution controls while the stratospheric ozone-induced trends in LW and SW radiation largely offset one another. Variability increased during this latter period, however, with strong interannual changes associated with volcanic eruptions that deplete stratospheric ozone in the presence of large chlorine and bromine abundances. While the model's total ozone column abundance appears to be high compared with the early data in the ERA reanalysis (Fig. 15 ), we note that those times have few observations and that present day ozone columns are lower than the present-day TES data (Fig. 5) . We utilize ERA ozone simply to show the long-term trends, and the comparison with the model shows that the model exhibits roughly the correct timing and magnitude of ozone depletion. This is true both with regards to the longer-term gradual reduction due to halocarbons over the past several decades and the short-term response to large volcanic eruptions (El Chichon in 1982 and Mt. Pinatubo in 1991) . The model does not show the large excursion around 2005, but this appears to be unforced variability.
For RF, values at the tropopause and at the TOA are generally about the same (within 0.01 W m −2 ) for cases where ozone changes are in the troposphere, although the SW and LW components can vary markedly. TOA and tropopause RF for whole atmosphere ozone differ, however, as stratospheric ozone changes can push RF at these two levels in opposite directions (implying non-zero heat flux across the tropopause). Similarly, the iRF for prescribed offline ozone is −0.31 W m −2 for the whole atmosphere, and 0.08 W m −2 for the troposphere, values quite different than the tropopause values shown in Table 4 . We utilize tropopause forcing as a better indicator of the forcing applied to the lower atmosphere where climate response takes place.
In 1970, the whole-atmosphere ozone RF is 0.20 W m −2 , 94 % of the iRF (both using the GISS RTM). We take this to be a representative RF/iRF ratio for ozone forcing driven primarily by tropospheric ozone changes. In 2005, this ratio decreases to 61 % as the RF drops to 0.17 W m −2 , consistent with our understanding that iRF provides a relatively poor indicator of the forcing due to stratospheric ozone changes. We estimate the tropospheric ozone RF using the change in the ozone burden throughout the troposphere (below the 150 ppb ozone contour) times the normalized radiative forcing (NRF) where the latter is defined as the RF per unit burden change (Fig. 15 ). We determine NRF based on the ozone change during 1901 to 1970, when the signal is large enough to be seen clearly but before stratospheric ozone changes became large, and find that the NRF is 0.0034 ± 0.0006 W m −2 per Tg (us- ing the RF 1970 /iRF 1970 to convert from iRF to RF). The estimated 2005 RF using this method is 0.34 W m −2 . This estimate is somewhat larger than the calculated tropospheric RF for 2000, but overall the estimate based on tropospheric burden*NRF appears to provide a reasonably good indication of tropospheric ozone RF. In contrast, the lack of an increase in iRF from 1970 to 2000 reflects the influence of stratospheric ozone losses, and the difference between the NRF-based estimate and the iRF is similar to the RF from stratospheric ozone. The change in the ozone forcing trend over the last 30 yr visible in the global mean is caused by a distinct spatial pattern of forcing. The evolution of zonal mean ozone RF over time shows that the rapid increase in ozone forcing after 1950 was mostly in the Northern Hemisphere during 1951-1975 ( Fig. 16 ). During the last 30 yr forcing increased substantially both at Northern middle latitudes and throughout the -30 -60 -90 1951-1975 1926-1950 1901-1925 1876-1900 -1 . tropics while decreasing very sharply at Southern high latitudes. Northern high latitude RF decreased slightly during the latter quarter of the 20th century as some Arctic stratospheric ozone loss began to occur, while the large decreases in RF at Southern high latitudes are due to Antarctic ozone depletion during this period.
Examining the full spatial structure of the preindustrial to present-day forcing, we see that ozone changes caused substantial positive RF throughout most of the NH, with especially large values in the clear sky subtropical regions and at NH mid-latitudes (Fig. 17) . In contrast, stratospheric ozone changes led to reductions in RF over Antarctica. Comparison of ERF and RF shows that the distribution of ERF is much more uneven. The LW ERF shows clear signs of shifts in circulation, with noticeable changes particularly in stormtrack regions related to cloud cover shifts. These are to some extent compensated for by changes in SW. The SW ERF also shows strong changes over the Southern Ocean, which are apparent in the stratospheric ozone ERF as well but not in the tropospheric ozone ERF. Hence these indicate a shift in the polar jet location in response to stratospheric ozone depletion, a well-documented phenomenon (e.g. Polvani et al., 2011) . While prior work indicated that ERF is a better predictor of temperature response than iRF or RF (Hansen et al., 2005) , clearly even with a fairly long simulation the inclusion of meteorological changes leads to a much noisier forcing field, and we note that the difference between ozone ERF and RF is not statistically significant at the 95 % confidence level.
Future ozone and methane forcing
Ozone forcing
Stratospheric ozone recovers from the late 20th century depletion in all four RCP scenarios (Fig. 18) as the effect of projected decreases in halogen-containing gases capable of -.9 -.7 -.5 -.3 .1 .3 .5 .7 .9 -.1 0.10 0.12 -2.7 -2.1 -1.5 -.9
.3 .9 1.5 2. reaching the stratosphere outweighs projected increases in N 2 O. In RCP2.6 and 4.5, values return to a level only slightly less than their 1950-1970 average by 2100. In the RCP6.0 and especially the RCP8.5 scenario, there is a super-recovery with projected future values larger than those seen in the 1950-1970 period. This can be attributed to the larger greenhouse gas loading in those scenarios, which leads to greater cooling of the stratosphere and hence reduces the rates of chemical reactions that destroy stratospheric ozone outside the polar regions (the extrapolar dominates the total stratospheric burden). Tropospheric ozone remains fairly constant for several decades under RCP4.5 and RCP6.0, decreasing thereafter, while it decreases throughout the 21st century under RCP2.6. In contrast, the tropospheric burden increases throughout the 21st century under RCP8.5. These trends reflect the varying projections in emissions of tropospheric precursors. The large increase in tropospheric ozone in the RCP8.5 scenario results from increases in methane, as all other ozone precursors emissions decrease in all the RCP scenarios. The decreases are largest in the RCP2.6 scenario, leading to the lowest tropospheric ozone burden in that scenario.
Tropospheric ozone RF, again using tropospheric burden × NRF, under the four RCPs shows a diverse range of trends (Fig. 18) . Forcing increase by about 0.15 W m −2 under RCP8.5, while decreasing by about 0.08 to 0.18 W m −2 in the other RCPs. The difference between the scenarios' ozone forcing trends are qualitatively similar to the results from the CAM model, though we find a larger decrease in tropospheric ozone forcing under RCP4.5 . Kawase et al. (2011) the 21st century as ozone levels return to near their preindustrial values (though there could be a small forcing due to the super-recovery under RCP8.5). The tropospheric ozone forcing trends found here are also fairly similar to those estimated using the reduced-form model MAGICC (Fig. 18) . Accounting for the offset in present-day tropospheric ozone forcing, the results are nearly identical for RCPs 2.6, 4.5 and 6.0. The increased forcing under RCP8.5 is substantially less (∼ 0.08 W m −2 ) in the MAGICC results, however.
High-latitude ozone recovery is fairly similar under all the scenarios (Fig. 19) . The Antarctic recovers to approximately its pre-1950 values late in the 21st century in RCPs 2.6, 4.5 and 6.0, with a super-recovery in RCP 8.5. In the Arctic, a super-recovery occurs in all scenarios to some extent, and recovery begins more rapidly than in the Antarctic, where there is little change prior to 2020. Increases in transport contribute to the super-recoveries in both polar regions. We note that the September-November ozone depletion within the Antarctic 60-90 • S band over 1980-2000 is 29 %, in good accord with observations that also show depletion of ∼ 30 % (Bodeker et al., 2005) . . 19 . High latitude stratospheric ozone burdens (Tg) during springtime.
Methane distribution
Since methane abundances in the future are calculated internally in our model, they are a function of changes in both anthropogenic and natural emissions and changes in oxidation rates. While anthropogenic emissions come from the RCPs, wetland emissions and oxidation rates are projected in the model simulations. This leads to a spatially and temporally varying distribution of methane in the model. We have compared the spatial distribution with satellite observations from SCIAMACHY (Schneising et al., 2011) . The satellite observations cover 2003-2005. As the model values during this period were prescribed, we performed a separate run with the same setup as used in the RCP simulations but for repeating 2005 anthropogenic emissions. We analyze the last 5 yr of a 20-yr run, allowing the methane distribution to fully adjust to the spatial pattern of sources and sinks. The model is sampled using the same a priori methane and averaging kernel as in the satellite retrieval (Schneising et al., 2009 (Schneising et al., , 2011 .
Comparison shows that the model captures many of the features of the observed distribution, but that tropical emissions appear to be too low (Fig. 20) . As the absolute amount in the model can be easily adjusted by altering the sources within their fairly large uncertainty ranges (Denman et al., 2007) , we offset the model to match the global mean in SCIAMACHY when plotting the difference. This . The top two panels show methane concentration averaged over the broad vertical weighting function of SCIAMACHY. In the difference map, the model has been offset by 1.8 % to make a global mean difference of zero in order to emphasize the spatial pattern.
small adjustment, less than 2 %, is smaller than the variation across the RCPs based on their present-day emissions of ozone precursors (see Sect. 5.3.3) . Though there is a general tendency for the model to have too much methane at middle to high Northern latitudes and too little in the Southern Hemisphere, most of the biases are fairly localized suggesting that emissions, rather than atmospheric oxidation, are the cause. Emissions seem especially low over the Amazon and central Africa; they also appear low over Southeast Asia, Southern China, India and Texas/Louisiana. The tropical biases likely reflect too little emission from tropical wetlands, while the biases in Asia may be due to underestimated emissions from rice cultivation and those in the US may reflect underestimated emissions from oil and gas-related activities. The low bias in the model over Antarctica is consistent with an overestimate of the downward flux from the stratosphere, which would mix air containing low methane values too low down in the atmosphere.
Methane emissions and oxidation
Wetland emissions projections are based on a model that calculates emission changes relative to present day based on anomalies in temperature and precipitation (Shindell et al., 2004) . Changes in land-use do not affect wetland area in these simulations. Wetland methane emissions increase in all the RCPs, but especially in RCP6.0 and RCP8.5 where they are roughly 40 Tg yr −1 greater by 2100 relative to 2005 (Fig. 21 ). For RCP8.5, this is a relatively small contribution to emission trends as anthropogenic methane emissions under this scenario rise by 549 Tg yr −1 over this same period. in the Arctic increase by 11, 14 and 23 Tg yr −1 going from the RCP4.5 to 6.0 to 8.5, with increases largely in Eurasia. In contrast, emissions from the tropics increase by 5 Tg yr −1 in the RCP4.5 scenario, by 20 Tg yr −1 in the RCP6.0 scenario, but by only 8 Tg yr −1 in the RCP8.5 scenario. Changes in the tropics from 0-15 • N are primarily due to changes in Africa, while the substantial changes between 20 and 30 • S are largely driven by wetlands in South America. This region, south of the Amazon, both warms and receives more precipitation in the future projections, leading to enhanced methane emissions, while the Amazon warms but dries and hence shows little change in wetland emissions. Rainfall in the RCP8.5 scenario shifts strongly to the southwest, however, so that it eliminates some of the increase in South American wetland methane emissions seen in the RCP6.0 projection despite the warmer climate. Note that the comparison with SCIAMACHY suggested that our emissions from tropical wetlands are underestimated (Fig. 20) , and hence the anomalies induced by climate change are likely to be similarly on the low side.
Methane's main sink, chemical oxidation, also changes with time in the RCP simulations. We examine changes using tropospheric chemical lifetimes and atmospheric residence times. Similar calculations in the literature are typically performed for steady-state conditions, but in our transient runs an adjustment to account for the methane growth rate is required (though this has only a modest effect on the results). Hence tropospheric chemical lifetime is defined as (tropospheric burden)/(tropospheric chemical loss -tropospheric growth rate × f ) where f is the fraction of the methane chemical sink in the troposphere: f = (tropospheric chemical loss)/(flux to stratosphere + tropospheric chemical loss). The atmospheric residence time is defined as (burden)/(chemical loss + soil sink -growth rate). Note that examination of global chemical lifetimes and tropospheric residence times shows very similar trends.
Trends in the methane residence time closely track trends in tropospheric chemical lifetime, indicating that these are not driven by variation in losses to the stratosphere (the loss to soils is fixed) (Fig. 22 ). The RCPs also have very similar wetland emissions out to about 2050, demonstrating that changes in natural sources are also not driving the trends in methane's lifetime. The trends in chemical lifetime follow OH, for which the mass-weighted tropospheric abundance decreases by 7, 2, 15 and 17 % in RCPs 2.6, 4.5, 6.0 and 8.5, respectively, in 2100 relative to 2000 (using 3 yr averages at each time). Physical climate changes affect methane oxidation primarily by altering reaction rates and water vapor abundance. Comparing the OH in a simulation with 2100 climate and present-day emissions against OH in a presentday simulation Voulgarakis et al. (2012) found a change in methane chemical lifetime of −0.22 yr per C warming. Based on this relationship, climate changes should have decreased the methane chemical lifetime by −0.2 to −0.8 yr across the RCPs, while in fact the lifetime increased by 0.7 to 1.7 yr (7-16 %) in the RCPs other than RCP6.0, under which it remained at its 2000 value. Hence the increases in methane lifetime must be driven by OH decreases resulting from changes in the emissions of ozone precursors, include methane itself, and overhead stratospheric ozone column (Voulgarakis et al., 2012) , which more than offset the effect of a warmer climate (except in the case of RCP6.0, where these effects are approximately in balance).
Various reduced-form relationships have been used for estimating the response of OH to emission changes. We have calculated changes in methane's tropospheric chemical lifetime based on the IPCC Third Assessment Report formulation (Prather et al., 2001) for comparison with the actual time-evolution of changes (Fig. 22) . While there is good agreement for the first 40 yr of the RCP2.6 scenario, the parameterization generally provides a relatively poor estimate of the actual methane lifetime change in the model. We have also calculated lifetime trends based on the assumption that OH is proportional to S N /(S C ) 3/2 where S N is the source of NO x and S C is the source of CO + VOCs + CH 4 , both in moles yr −1 (Wang and Jacob, 1998) . These also yield trends that do not resemble those in the full chemistry-climate simulations very closely. Finally, we show lifetime trends generated by the reduced-form MAGICC model based on the TAR emission sensitivities but also including an estimate of the OH response to temperature and water vapor . These estimates were used in creating the RCP methane concentration projections. The MAGICC lifetime trends generally have a shape closer to those in the full chemistry-climate model than the TAR formula based estimates, suggesting that the addition of responses to temperature and water vapor in MAGICC has improved the results. However, there are substantial differences relative to the full model. In particular, the lifetime in the RCP8.5 and 6.0 scenarios is significantly longer in the full model over nearly the entire 21st century. Trends in the RCP4.5 scenario are smoother in MAGICC, but generally in rough agreement with those in the model, while the GISS model's RCP2.6 simulation shows a sharp upward trend in the latter half of the century not seen in MAGICC.
Though there is some ambiguity in how the published relationships between OH and VOC emissions apply to different mixtures of VOCs, the VOC emissions have a fairly small influence on OH trends. It may be that the various parameterizations are too simplified to accurately capture the response to changes in emissions in the RCPs, which include quite large changes in both the magnitude and location of emissions. Additionally, factors other than emissions, such as changes in photolysis rates due to changing overlying ozone or changes in tropospheric temperature and water vapor, some or all of which are not included in the parameterizations may play important roles. This topic is further analyzed in the ACCMIP project (Voulgarakis et al., 2012) .
We note also that the nitrate model used in the E2-R simulations (Bauer et al., 2007) appears to overpredict nitrate aerosol concentrations, and biases in this model could also affect gaseous nitrogen species. We therefore performed a sensitivity study rerunning the RCP8.5 scenario for 40 yr while including a somewhat arbitrary removal of NH 3 transport within convective plumes which appears to remove the nitrate bias (which is primarily in the upper troposphere). The methane chemical lifetime was 5 % less in this version of the model, but the trends were very similar, with an increase of 1.37 yr in the sensitivity study versus 1.39 yr in the original simulation. Hence we do not believe this bias affects the methane projections.
Methane concentration and forcing
With fully interactive chemistry and wetland methane emissions responding to climate, we would expect the methane projected in our model to be different from the MAGICC estimates provided along with the RCPs, and indeed this is the case (Fig. 23) . Differences are especially pronounced in the RCP8.5 and 6.0 simulations. The GISS values do not di-verge substantially from the RCP concentrations for the 2.6, 4.5 and 6.0 cases until ∼ 2030-2040, but differences are substantial in the RCP8.5 case even in the 2020s.
The approximate contribution of increasing methane emissions from wetlands can be easily assessed by looking at the percentage increase in the total methane source due to the wetland emission growth, accounting for the feedback of methane on its own lifetime (Prather et al., 2001) . The rise in methane from wetlands from 2005 to 2100 increased the 2005 emissions by 1, 5, 8 and 8 percent in the RCP 2.6, 4.5, 6.0 and 8.5 scenarios, respectively. Accounting for the methane/OH feedback in the GISS model at 2100, δln[OH]/δln[CH 4 ] = −0.47 (Voulgarakis et al., 2012) , these would lead to increases in methane concentration of 16, 138, 234 and 225 ppb, respectively in the four scenarios. The actual changes were −373, 70, 409 and 2689 ppb, indicating that increases in wetland methane emissions were important in the RCP4.5 and 6.0 scenarios, but played only a minor role for RCP2.6 and 8.5. Differences between our calculated concentrations and those estimates in the RCPs were 130, 252, 518 and 691 ppb for the RCP 2.6, 4.5, 6.0 and 8.5 scenarios, respectively, indicating that similarly the growth in wetland methane emissions was not the main driver of differences relative to RCPs (though it was a fairly large component in the RCP4.5 case). Instead, the main driver of those differences was the trends in chemical lifetime in our model relative to those estimated in MAGICC.
The higher methane concentrations in our simulations lead to a correspondingly larger methane RF relative to the RCP concentrations ( Fig. 23) . Forcing is calculated for both sets of concentrations using the formula provided in the IPCC TAR (Ramaswamy et al., 2001) , which accounts for changes in N 2 O. Methane RF in our interactive chemistry-climate simulations is 0.05, 0.09, 0.18 and 0.16 W m −2 greater than that calculated using the RCP concentrations for the 2.6, 4.5, 6.0 and 8.5 RCPs, respectively. Hence the other CMIP5 models, which all use the RCP methane concentrations, may have a systematic low bias in their methane radiative forcing.
Climate response
We performed transient climate simulations for the historical period (1850 to 2005) driven only by ozone changes. We ran the same GISS-E2-R atmosphere-ocean model, but without interactive composition. Instead, aerosols and other conditions (e.g. well-mixed greenhouse gases, solar irradiance, etc.) were fixed at 1850 values and monthly mean ozone fields from the fully interactive model described previously were input to the model as the only time-varying forcing. An ensemble of five simulations was performed. Output from continuations of the control simulation from the same starting points was subtracted to remove any long-term climate drift due to the very slow response of the deep ocean. The global mean annual average temperature shows gradual warming through the 1980s, after which temperatures decrease substantially (Fig. 24) . This time evolution follows the RF (Fig. 15 ), while differing markedly from the iRF, reinforcing the notion that RF is the more useful metric for ozone changes (especially those in or near the stratosphere). The response to tropospheric ozone forcing from 1850 to 1970 is roughly proportional to the RF (following the model's transient climate sensitivity). The response to ozone during 1990 to 2010 is somewhat larger than would be expected given the small forcing decrease during that period (Fig. 15 ), though not markedly so. The model may be more sensitive to ozone forcing at higher altitudes. However, we note that the ozone forcing during this latter period changed more rapidly than during 1850 to 1970, and the model's net radiation at the TOA (or net heat at the surface) becomes more and more out of balance during 1990-2010 ( Fig. 24 ). Hence the transient response is likely greater than the eventual equilibrium response to the higher altitude ozone forcing.
Examining the spatial pattern of forcing and response, we find little close correlation. In the broadest sense, ozone RF from 1850 to 1970 is largely in the Northern Hemisphere middle to high latitudes, and the zonal mean response is greatest there (Fig. 25) . However, the response is also large over the Southern Ocean, where feedbacks appear to cause This negative forcing appears to be responsible for cooling over most of the Earth during this time in response to ozone forcing. Comparing the total 1850 to 2000 temperature response to ozone with various estimates of the forcing indicates that none of the metrics (iRF, RF or ERF) provides a good indication of the zonal mean responses, though ERF captures more of the meridional variations than the others, especially at SH middle to high and NH high latitudes. This suggests that at small spatial scales, regional patterns in climate sensitivity, e.g. those associated with changes in North Atlantic overturning, can dominate over regional patterns in forcing, especially for forcing by stratospheric ozone changes.
We have also compared the response with estimates of the zonal mean temperature responses averaged over broad latitude bands made using the Absolute Regional Temperature Potentials (ARTP) (Shindell, 2012) . We find that the tropical and NH mid-latitude responses are in good agreement with the ARTP-based estimates for 1850-1970. This holds using the mean ARTP response coefficients calculated for CO 2 and sulfate and especially using those calculated specifically for tropospheric ozone (the latter give estimates within 10 % of the actual response). The Arctic response is quite sensitive to the choice of coefficients, however, with the ARTP-based estimate being too large using the CO 2 and sulfate mean and too small using the ozone responses (though the latter have large uncertainties, Shindell and Faluvegi, 2009 ). The ARTPbased estimate of response in the SH extratropics is much lower than the actual response, however (calculated using the CO 2 and sulfate mean response coefficients as these were not calculated for ozone). The ARTP-based estimates do not correspond well with the actual response in any region for the 1970 to 2000 temperature changes, indicating that they are not suitable for estimating the effect of stratospheric ozone forcing. The results, however, suggest that the ARTP-based estimates for the response to worldwide tropospheric ozone forcing are robust in the tropics and NH mid-latitudes, consistent with the findings for aerosol forcing when evaluating the ARTP against other climate model results (Shindell, 2012) . Turning to precipitation, we see that for 1850 to 1970, the relatively larger warming of the NH suppressed the northward progression of the ITCZ during boreal summer (Fig. 26) . Similarly, South Asian monsoon rainfall was pushed south. This behavior is opposite to the general view of thermally-driven changes that draw the ITCZ into a warm- ing hemisphere (Chiang and Bitz, 2005; Kang et al., 2009) .
While that mechanism has been demonstrated in responses to surface climate changes (e.g. from GHGs or aerosols), it appears that ozone may induce a different type of response by locally heating the atmosphere aloft. Indeed, the zonal mean precipitation response, both during 1850 to 1970 and during 1970 to 2000 when the shift is reversed, appears to follow temperature responses to ozone at around 200 hPa more closely than it does the surface temperature response (Fig. 26 ). This is especially noticeable during 1970 to 2000, when the 200 hPa temperature change is almost exactly opposite the 1850 to 1970 change but the extrapolar surface temperature response is much weaker than the 1970 vs. 1850 change. Note that changes in zonal mean temperatures are qualitatively similar at 500 hPa, but not as pronounced as those at 200 hPa (especially for 2000 vs. 1970). 1910 1930 1950 1970 1990 2010 1850 1870 1890 1910 1930 1950 1970 1990 2010 Circulation also changes in response to ozone forcing. While temperature changes in the NH over land were generally as large or larger than those over the oceans, changes in the SH were typically greatest over the oceans. The close agreement between the meridional structure of ERF and surface temperature response in the SH indicates that much of the enhanced sensitivity of temperature over the Southern Ocean relative to areas to the north or south stems from atmospheric adjustments to ozone forcing, such as the response of water vapor, lapse rate or clouds. While those atmospheric effects dominate during 1850 to 1970, substantial shifts in ocean circulation also play a role after that time. Large trends in the ocean are especially apparent after 1970 in the Antarctic circumpolar circulation, which increases markedly, and in Southern Ocean overturning, which also increases ( Fig. 27) . At the same time, there is a significant slowdown in the Gulf Stream (∼ 2 Sv) and in North Atlantic Overturning (∼ 1 Sv), which may account for the large cooling seen in the North Atlantic (Fig. 25) . Antarctic sea-ice trends are qualitatively similar to those shown for the Antarctic circumpolar current, with fairly constant values from the 1850s through the 1970s, with a decline in area thereafter. The average SH area covered with sea-ice decreases by ∼ 6 % during the last 30 years of the simulation relative to the first 100 yr. Note that as the Antarctic circumpolar circulation is substantially stronger than observed in this model, the increase of about 2 % from 1980 to 2010 is more realistic than the absolute change. (1996-2005) and 1970 (1966-1975) in simulations driven by ozone forcing alone.
Atmos
The strong trends in the Southern Ocean appear to be driven by wind anomalies induced by stratospheric ozone depletion. Ozone losses lead to cooling at high latitudes, increasing the temperature gradient that drives the polar jet (e.g. Polvani et al., 2011; Shindell et al., 2001) . While the zonal wind anomalies caused by ozone depletion maximize in the stratosphere, they extend to the surface (Fig. 28) . As the near-surface zonal winds maximize around 50 • S, this enhancement represents both a strengthening and poleward shift of the winds, consistent with recent observations . These changes enhance the circumpolar current and in turn accelerate Southern Ocean overturning, a change that is also qualitatively consistent with observed trends in tracers of ocean circulation over the past few decades (Waugh et al., 2013) . These strong circulation responses may be the reason the tropospheric ozone ARTP values are not wellsuited to stratospheric ozone forcing. We hypothesize that the North Atlantic Overturning changes are a response to the Southern Ocean shifts via the broader thermohaline circulation rather than a response to local NH forcing.
While the enhancement of zonal winds by stratospheric ozone depletion has been well documented, the direct link from ozone to atmosphere to ocean response is more clearly illuminated here than in previous studies which have typically included either multiple forcings simultaneously or explored the response to ozone forcing alone in atmosphereonly models. The results imply that stratospheric ozone depletion could have an impact on long-term carbon storage given the prominent role of Southern Ocean overturning in transporting carbon to the deep ocean. The coupled ocean responses are likely also at least part of the reason for the appearance of a TOA energy imbalance in the model after 1970, as ocean responses can introduce significant time lags into the system, and may also be the cause of the apparent change in climate sensitivity between the pre-1970 tropospheric ozone forcing and the post-1970 stratospheric/tropospheric ozone forcing.
Discussion and conclusions
We find that the model captures many observed features of the distribution and trends for gaseous species important to climate change. The current GISS-E2 model exhibits substantial improvements relative to the GISS-E CMIP3 version. In particular, the seasonality of stratospheric ozone is much more realistic, although the stratospheric circulation is still too rapid. The largest biases in the troposphere in comparison with sondes at around 300 hPa have also been reduced by nearly half, though comparisons at other tropospheric levels show little change in model skill.
The availability of a large amount of new observations, especially near-global satellite datasets, allows evaluation of far more global fields than previously. We performed correlation, bias, and spatial autocorrelation analyses. In comparison with monthly, zonal mean total column ozone observations, the new model shows improvement in all regions. The largest remaining differences relative to observations occur in the NH extratropics, and a significant portion of those is due to circulation as nudging toward the MERRA reanalysis reduces them by about one-third (while having almost no effect on SH extratropical differences). The model captures the spatial distribution of annual average stratospheric ozone very well (R 2 from 0.89 to 0.95), with results in the troposphere showing less skill and a stronger dependence on the observational dataset used (R 2 = 0.70 vs. OMI/MLS, R 2 = 0.85 vs. TES). Comparisons against MO-PITT CO reveal a strong seasonality in model skill, with reduced agreement with the satellite data during the boreal fall biomass burning season (as in prior studies). Using spatial autocorrelation analysis, we find that the model realistically captures spatial inhomogeneity in the distribution of stratospheric ozone. In the troposphere, results are more mixed, as the modeled NO 2 distribution is too smooth, as is the boreal fall CO distribution, while the boreal spring CO is realistic and tropospheric ozone is realistic in comparison with TES but too well-mixed in comparison with OMI/MLS. We suggest that the spatial autocorrelation can provide a useful metric for evaluating models and especially atmospheric mixing, though it is of course also sensitive to the distribution of emissions and removal processes. Though substantial ozone biases remain in some areas, they tend to be in locations where ozone has less of an impact on RF, and so the difference in the global mean tropospheric ozone RF between calculations using the model's distribution and that observed by TES is only 0.016 W m −2 (though regional biases can be substantially larger).
Evaluating historical ozone forcing, we find that whole atmosphere ozone forcing is robust to various subjective choices, while separation of ozone forcing into tropospheric and stratospheric components is sensitive to the definition of the tropopause. We also find that when ozone changes are primarily in the troposphere, ERF and RF are quite similar. Examining the climate response in simulations driven only by imposed ozone changes, we find that the global mean surface temperature response to radiative forcing due primarily to increased tropospheric ozone from 1850 to ∼ 1970 closely tracks that forcing. In addition, regional responses across the tropics and NH mid-latitudes are consistent with estimates based on the pattern of RF using the ARTP metric, though temperature responses at high latitudes and at smaller spatial scales, and precipitation responses, are less tightly coupled to RF. Although the Antarctic ozone hole is too large and persists too long in our model, its depth and the timing of its onset are realistic. Stratospheric ozone depletion causes whole atmosphere ozone RF to decrease over the 1980 to 2000 period. The climate response to this forcing, however, does not follow the RF or ERF as closely at either global or regional scales. Stratospheric ozone depletion appears to cause substantial changes in circulation within the coupled atmosphere-ocean system, including an increase in the Antarctic circumpolar current and in Southern Ocean overturning. Such responses are not captured well by any metric of radiative forcing.
For future scenarios, ozone increases under RCP8.5 owing to growth in methane and stratospheric ozone recovery, while decreasing in the other RCPs due to reductions in ozone precursors (despite stratospheric ozone recovery occurring in those RCPs as well). The interactive composition-climate model provides more physically-based estimates of the timeevolution of ozone and methane forcing than the simple box model used in generating the RCP estimates. Those RCP forcing estimates underestimate the combined methane and ozone forcing by about 0.05, 0.1, 0.2 and 0.25 W m −2 under the RCP 2.6, 4.5, 6.0 and 8.5 scenarios, respectively. These values are roughly 4-6 % of the projected 2100 forcing under the RCPs, so the biases are not terribly large at the global scale.
The GISS model now includes fully interactive chemistry and aerosols in our climate simulations, and for the first time we have included interactive methane in our future projections. Additional processes that are not yet included, such as climate-sensitive fire occurrence affecting future emissions or the detrimental effects of ozone on carbon uptake and the effect of CO 2 fertilization on methane emissions, may have substantial impacts on climate-composition projections. For the latter, observations of the response to CO 2 increases from ∼ 25-100 % show that these lead to an increase in methane from wetlands of 13 % and methane from rice paddies of 43 % according to van Groenigen et al. (2011) . Hence inclusion of such processes could lead to substantial changes in the prognostic methane found here.
