Introduction
In the technique, the power is one of the most important energy parameters, which gives an idea of the intensity and stationarity of signal [1] . The article presents the results of a study of a sinusoidal signal power estimator properties. Three measurement cases were considered, when the estimator is determined on the basis of signal samples, quantised signal samples and quantised samples of a signal disturbed by Gaussian noise. It is shown that an appropriate choice of signal parameters may lead to bringing the errors of the estimator to zero. The studies led to the development of a model of an estimator error, which takes into account the influence of signal parameters and its processing parameters, the influence of a finite number of samples and the disturbance in the form of Gaussian noise.
Sinusoidal signal and its samples
Let x(t), tR be a sinusoidal signal with the amplitude AR + \{0}, the DC component A 0 R, the period TR + \{0} and the initial phase R. Then (1)
Let us assume that the signal x(t) is uniformly sampled with the number of samples MN\{0, 1}. Under the conditions of synchronous sampling, the signal samples assume the form
If signal x(t) is disturbed by the Gaussian noise n(t) with the standard deviation  n R + , then
will be the signal samples of the signal (4)      .
y t x t n t  
Let us denote by
an expressed in decibels the signal-to-noise ratio. Based on this, we obtain that 
where round(w) is a round-off function rounding off the number wR to the nearest integer [2] . Then
will be the quantised signal samples of signals x(t) and y(t).
Sinusoidal signal power estimation
The power of the signal x(t) is defined as follows [1] (10)
Let 2mM be the number of samples of signal x(t) such that mod(M, m)=0. Fixing the value of m means that a power estimator will be calculated on the basis of samples with indices kM/m, 0k<m. Therefore, let us consider the three measuring situations.
(a) Signal power estimation based on signal samples.
be a m-point estimator of power P x(t) calculated on the basis of samples x[i] of signal x(t). This means that the relative error of estimator (11) expressed in percent can be determined on the basis of the formula
Since for m>2 the components (17)
Thus, estimator (11) can be determined without error on the basis of at least three samples x[i] of signal x(t).
(b) Signal power estimation based on quantised signal samples. Let
be a m-point estimator of power P x(t) calculated on the basis of quantised samples x q [i] of signal x(t). This means that the relative error of estimator (19) expressed in percent can be determined on the basis of the formula 
Assuming A 0 =0 and =2r or =/2+2r, we obtain 
Assuming A 0 =0 and =/2+2r, we obtain
The case when m=6 is equivalent to a situation when m=3. 
This means that the relative error of estimator (32) expressed in percent can be determined on the basis of the formula
is an ordinary moment of the 2nd order of the random variable n q assuming the values of quantised Gaussian noise n(t), with
Determination of the mathematical model of error (33) can also be continued if m>3. Then we obtain the following error On the basis of the literature [2] , we can also define the following error of signal power estimator 
Conclusion
In this article, it has been shown that an appropriate selection of the sinusoidal signal parameters and its processing parameters may result in a decrease of or bringing to zero the errors of signal power estimator.
The most important result of the research is a mathematical model of power estimator error, which takes into account the influence of signal parameters, the influence of quantization, the influence of noise, and the influence of a finite number of signal samples. In the author's opinion, the developed model is best suited to describe the situation of measurement, in which the power of signal is estimated on the basis of a small number of quantized samples of signal which is disturbed by noise.
