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6I. INTRODUCTION
While Lorentz invariance is a cornerstone of the Stan-
dard Model of particle physics, violations of this symme-
try are allowed in a variety of models [1–3] at or around
the Planck scale,mP ∼ 10
19 GeV. At energies relevant to
modern experiments, then, Lorentz invariance violating
(LV) processes are expected to be suppressed at least by
∼ 1/mP . An experimental observation of such phenom-
ena would provide direct access to physics at the Planck
scale and a variety of precision tests have been performed
to overcome this suppression (c.f. [4] for a review). Neu-
trino oscillations can be used as a natural interferometer
to probe even weak departures from this symmetry and
have been studied with accelerator neutrinos [5–10], re-
actor neutrinos [11], and atmospheric neutrinos [12, 13].
Lorentz and charge-parity-time (CPT) symmetry vio-
lation can be described generically within the context of
the standard model extension (SME) [14], an observer-
independent effective field theory that incorporates all
possible spontaneous LV operators with the Standard
Model Lagrangian. In general the SME allows two classes
of effects for neutrino oscillations, sidereal violations, in
which the presence of a preferred spatial direction induces
oscillation effects that vary with the neutrino travel direc-
tion, and spectral anomalies, in which, for instance, the
oscillation amplitude has no dependence on or is propor-
tional to the energy of the neutrino [15–17]. For a terres-
trial fixed-baseline experiment, the rotation of the Earth
induces a change in the direction of the neutrino target-
detector vector relative to a fixed coordinate system such
that a LV signal of the former type would manifest itself
as a variation in the neutrino oscillation probability with
sidereal time.
This paper reports on a search for evidence of sidereal-
dependent νµ disappearance over an average baseline of
233.6 m using the T2K experiment. After introducing
Lorentz invariance violating oscillations within the SME
and describing the T2K experiment, the selection of an
analysis sample composed predominately of muon neu-
trinos inside the INGRID [18, 19] detector is presented.
Results of two complementary analyses of the data and
concluding remarks follow thereafter.
II. LV EFFECTS ON NEUTRINO
OSCILLATIONS AT SHORT DISTANCES
In this analysis, the LV is probed through νµ disap-
pearance channel. In the SME framework, the disap-
pearance probability of a νµ over short baselines is given
by [16]:
Pνµ→νµ =1−
∑
b,b6=µ
L2
(~c)2
∣∣Cµb
+ (As)µb sin(ω⊕T⊕) + (Ac)µb cos(ω⊕T⊕)
+ (Bs)µb sin(2ω⊕T⊕) + (Bc)µb cos(2ω⊕T⊕)
∣∣2,
(1)
where L is the distance travelled before detection. Equa-
tion (1) is valid as long as L ≪ Losc, where Losc is the
typical distance of standard νµ → νb oscillations [20].
Here T⊕ is the local sidereal time and ω⊕ =
2pi
23h56m4.0916s
is the Earth’s sidereal frequency. Under a three flavour
neutrino hypothesis, oscillations of νµ to νe and ντ can
occur. In general, the ten coefficients Cµb, (Ac)µb, (As)µb,
(Bc)µb, and (Bs)µb (b = e, τ) are functions of the neutrino
energy E, the neutrino beam direction at the time ori-
gin (see below), and of forty parameters within the SME
which carry explicit Lorentz and CPT violation infor-
mation: (aL)
α
µb and (cL)
αβ
µb (b = e, τ) [21]. The (aL)
α
µb
((cL)
αβ
µb ) are constant coefficients associated with CPT
odd (even) vector (tensor) fields. It should be noted that
the set of ten coefficients depend on the absolute direction
of the neutrino baseline [21]. In the analysis to follow,
a search for a sidereal variations is performed relative
to an inertial frame centered on the Sun assuming it to
be stationary during the data taking period. Other than
the choice of the origin of the time coordinate, this frame
is the same as in [22]. The time origin T = 0 is chosen
as 1 January 1970, 09:00:00 Coordinated Universal Time.
Data will be studied using the local sidereal phase (LSP),
which is defined as LSP = mod(T⊕ω⊕/2π).
III. EXPERIMENTAL SETUP
The T2K long-baseline neutrino experiment uses the
collision of 30 GeV protons from the Japan Proton Ac-
celerator Research Complex (J-PARC) with a graphite
target, and focuses charged mesons produced in the sub-
sequent interactions along the primary proton beam di-
rection using a series of magnetic horns. Downstream
of the production target is a 96 m long decay volume in
which these mesons decay to produce a beam of primarily
muon neutrinos (99.3% νµ + νµ along the beam axis).
The present study is based on data accumulated from
2010 to 2013, divided into four run periods, and corre-
sponds to 6.63× 1020 protons on target (POT) exposure
of the INGRID detector. During this time period, the
horn current was chosen to focus positively charged pions
and thereby enhance the neutrino, as opposed to antineu-
trino, composition of the beam. The neutrino beamline
is located at the coast of the Pacific ocean.
The impact of the (aL)
α
ab and (cL)
αβ
ab on Equation (1)
depends on the variation of the direction of the neu-
trino beam in the Sun-centered frame. Equivalently,
the neutrino beam is defined by the beam colatitude
χ = 53.55087◦ in the Earth-centered frame with the same
fixed axis than the Sun-centered frame. At the beamline
location, a local frame is defined where the z-axis corre-
sponds to the zenith. The beam direction in this local
frame is defined by the zenith angle θ = 93.637◦ and
at the azimuthal angle φ = 270.319◦. A more detailed
description of the T2K experiment, its beamline, and de-
tectors can be found in [18].
7The INGRID detector is located 280 m down-
stream of the graphite target and is composed of 14
120 cm×120 cm×109 cm modules assembled in a cross-
shaped structure. Each module holds 11 tracking seg-
ments built from pairs of orthogonally oriented scintilla-
tor planes interleaved with nine iron planes. It also holds
three veto planes located on the top, bottom and one
side of the module. The most upstream tracking plane
is used as a front veto plane. The scintillator planes are
built from 24 plastic scintillator bars connected to multi-
pixel photon counters (MPPCs) to detect scintillation
light. INGRID monitors the neutrino beam direction,
profile and intensity, selecting νµ and νµ interactions in
its modules. Situated on the beam center, its high event
rate makes it well suited to a search for a sidereal varia-
tion in these interactions.
Although the νµ → νµ oscillation probability in Equa-
tion (1) depends on the square of the neutrino flight
length, the precise distance from creation to detection for
each neutrino is unknown. Indeed, the neutrino’s parent
meson may decay anywhere along the 96 m long decay
volume which leads to a variety of path lengths to the de-
tector as shown in Figure 1. As a result the present anal-
ysis uses the mean of this distribution, Lave = 233.6 m,
as an effective distance travelled for all candidate events.
Similarly, the mean neutrino energy of the flux at the
INGRID detector, Eave = 2.7 GeV, is used.
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FIG. 1. Flight length to the INGRID detector for MC νµ pro-
duced in the T2K decay volume. The distribution is separated
based on the neutrino’s parent particle.
IV. νµ EVENT SELECTION AND SYSTEMATIC
UNCERTAINTIES
A. The INGRID νµ event selection
To prevent LV oscillation-induced νe and ντ from wash-
ing out an LV effect on the νµ data, it is essential to select
a sample with very high νµ purity. Since the ντ CC inter-
actions have a 3.5 GeV production threshold, their cross
section in the T2K energy range is very small. Their im-
pact on the analysis was evaluated to be negligible even
if they are produced as a LV signal. Consequently, no
attempts were made to further reject them in the signal
selection.
Charged-current neutrino νµ interactions within INGRID
are identified by a reconstructed track consistent with a
muon originating in the detector fiducial volume, and
coincident in time with the expected arrival of neutri-
nos in the beam originated from a given proton bunch.
In addition to a set of cuts to define a basic lepton-like
sample [23], a likelihood function, hereafter referred to
as muon confidence level or µCL, is used to further sep-
arate tracks produced by muons from showers produced
by electrons or hadrons. This function is based on four
discriminating variables: the number of active scintillator
bars transverse to the beam direction averaged over the
number of active planes, i.e. planes having at least one
hit belonging to the track; the primary track’s length;
the dispersion of the track’s energy deposition with dis-
tance; and the number of active scintillator bars close
to the primary interaction vertex. The first three vari-
ables focus on the tendency for showers to have a broader
transverse development and varying rate of energy de-
position, whereas muons at T2K energies are minimum
ionizing and are more longitudinally penetrating. The
fourth variable is based on a region defined by only the
two planes upstream and downstream of the event ver-
tex and is useful for discriminating against showers with
additional particles near the event vertex and proton-
induced activity. Since the total neutrino flux is con-
stant and the neutral current (NC) cross section is the
same for each neutrino flavor, the NC event rate within
INGRID is expected to be constant with sidereal time.
Accordingly, no additional cuts to remove NC events are
used. Figure 2 shows the µCL likelihood distribution for
reconstructed data and Monte Carlo (MC) νµ CC, νe
CC and NC interactions. A cut on µCL ≥ 0.54 has been
selected to ensure that the νe contamination of the fi-
nal sample is smaller than the statistical error on the
νµ component while maximizing the νµ statistics. After
applying all analysis cuts the νµ CC selection efficiency
is ǫµ = 44.0%. The corresponding νe efficiency, ǫe, has
been reduced to 13.3% by using µCL. There are 6.75×10
6
events remaining in the final sample, which provides an
average statistical error of 0.22% in each of the 32 analy-
sis bins (defined below). If an oscillation effect equivalent
to three times the statistical error on the νµ component
appears as νe in the final sample the resulting contami-
nation will be 0.2%. Assuming no oscillation due to LV
effect, the final sample has 3.4% NC events.
B. Timing corrections and systematic uncertainties
The operation of the T2K beam, and hence the target
exposure, is not constant in time and varies with the hour
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FIG. 2. Distribution of the µCL variable for νµ CC (blue),
νe CC (red), and NC events (green) from the MC are overlaid
with data (black). The data, νµ CC and νµ NC histograms are
first normalized by protons on target. Then, these three his-
tograms are scaled by one over the number of νµ CC events
in order to preserve their relative proportions. The νe CC
histogram is area normalized to compare with the νµ CC his-
togram. The pink arrow represents the lower cut value on the
µCL that defines the νµ event selection.
of the day and season of the year. Therefore, the effect of
time-dependent changes in the neutrino event rate must
be corrected since they can mimic an LV-oscillation sig-
nal or reduce the analysis sensitivity. Such effects can be
separated into two distinct classes depending on whether
they alter the neutrino beam itself or the INGRID de-
tector. The first class consists of three time-dependent
corrections considered for the neutrino beam:
• Beam center variations during each run: Since the
neutrino interaction rate itself is insufficient to es-
timate these variations, muons collected spill-by-
spill with a muon detector just downstream of the
decay volume [26] are used to estimate the beam
center position. For each of the four run periods
considered in this exposure, the beam center posi-
tion as a function of LSP is estimated after correct-
ing for tidal effects at the detector. These data are
then used to extrapolate the position of the neu-
trino beam center, which is aligned with the muon
direction, at INGRID. LSP-dependent corrections
to observed event rate at INGRID due to shifts in
the neutrino beam center are estimated using MC.
• Beam center variation between runs: Changes in
the average beam center position between run peri-
ods are evaluated using the INGRID neutrino data
and a correction is estimated and applied as in the
above.
• Beam intensity variation between runs: Varia-
tions in the beam intensity between runs and non-
uniform POT exposure as a function of LSP during
each run can mimic LV-like effects. To remove such
effects a correction is applied to bring the event rate
per POT in each LSP bin in line with the average
for the entire run. The correction is applied for each
event based on its run and sidereal phase. A fur-
ther correction is applied to make the average event
rate per POT of each run consistent with that of a
reference run chosen to be near the end of the data
taking period.
The second class of effects consists of three additional
corrections to account for changes in the response of IN-
GRID:
• Event pile-up variations: Typically only single in-
teractions in an INGRID module are reconstructed
and other interactions in the same data acquisi-
tion timing window (one for each neutrino bunch)
are lost (pile-up events). However, changes in the
beam intensity affect the probability of multiple in-
teractions within an INGRID reconstruction timing
window. Accordingly, events at INGRID are cor-
rected as a function of LSP to account for the vari-
ation in pile-up events with variations in the beam
intensity. The number of lost pile-up events varies
between 3% and 7% across the INGRID modules
and has a linear dependence on the number of pro-
tons in a beam bunch.
• Dark noise variations: Variations in the tempera-
ture and humidity at the experimental site affect
the MPPC dark rate, which in turn weakly af-
fects the neutrino detection efficiency. The max-
imal variations of the dark rate with the sidereal
time is 2%. A correction to account for this effi-
ciency variation has been applied assuming a linear
dependence on the dark rate.
• Variations in the photosensor gain: In addition to
dark rate variations, the MPPC gain is influenced
by environmental changes, and the scintillator gain
might decrease over time. Gain changes impact
both the reconstruction and the analysis selection
(through the energy dispersion variable in µCL) and
are corrected using a sample of beam-induced muon
interactions in the rock upstream of INGRID. The
effect of variations in the charge at the minimum
ionization peak of these muons is simulated in MC
and used to correct the neutrino event rate. The
size of the correction varies with LSP and does not
exceed 1%.
The validity of the above corrections has been tested
by separating the analysis data set into day and night
subsamples. Though time-dependent differences are ex-
pected in the split samples due to, for instance, cooler
temperatures at night or beamline maintenance during
the day, the data should be consistent with one another
when viewed in the LSP coordinate if the above correc-
tions have been applied consistently. Figure 3 shows the
day and night distributions as a function of LSP. The
two subsamples are in agreement. Data before and after
9all corrections also appear in the figure. Systematic er-
rors for each of the corrections have been evaluated and
are listed in Table I. The total systematic error is 0.08%,
which is small when compared to the statistical error of
the final sample, 0.22%.
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FIG. 3. Distribution of reconstructed µ-like events per POT
as a function of LSP. Data before (magenta) and after (black)
corrections are shown together with the corrected sample ad-
ditionally split into day (red) and night (blue) subsamples.
Agreement between the full, day, and night samples indicates
that corrections to the event rate have been applied consis-
tently (details in text.)
Source Systematic uncertainty (%)
Pile-up 0.01
MPPC dark noise 0.01
MPPC gain variation 0.06
Beam position 0.03
Beam intensity 0.05
Total systematic 0.08
TABLE I. Summary of systematic uncertainties induced from
correcting for time dependent variations in the neutrino event
rate. Entries in the table refer to the largest deviation in the
sample event rate under a 1σ variation of the error source.
The beam position variation between and within run periods
have been combined into a single entry in the table.
V. ANALYSIS METHODOLOGY AND RESULTS
The analysis of the final data sample is performed in
two stages. First, the compatibility of the data with a
null signal is studied using a fast Fourier transform (FFT)
method (Section VA). This method explicitly searches
for a sidereal modulation and ultimately provides an esti-
mate of the power of each Fourier mode from a potential
signal. Then, constraints on the parameters appearing
in Equation (1) are extracted using a likelihood method
(Section VB) that includes their correlations. Figure 4
shows examples of the expected LSP distribution for MC
generated under three signal assumptions.
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FIG. 4. Distribution of the νµ event rate as a
function of LSP for three different assumed signal
configurations: (Cµe, (Ac)µe, (As)µe, (Bc)µe, (Bs)µe) =
(0, 5 × 10−20, 0, 0, 0) GeV (red), (0, 0, 5 × 10−20, 0, 0) GeV
(green), (0, 0, 0, 5 × 10−20, 0) GeV (blue). The co-
efficients corresponding to νµ → ντ oscillation
(Cµτ , (Ac)µτ , (As)µτ , (Bc)µτ , (Bs)µτ ) have been set to
0.
A. The Fast Fourier transform result
Expanding Equation (1) indicates that LV oscillations
are described by four harmonic sidereal frequencies fi =
i · ω⊕, i ∈ [1, 4] and a constant term. The FFT [24, 25]
method is most efficient for N = 2L bins and the sensi-
tivity of the current analysis is found to be optimal when
L = 5. Data are therefore divided into 32 evenly spaced
LSP bins for input into the FFT and the magnitudes of
the four Fourier modes, |Fi|, are then estimated. Note
that the constant term is not considered in this study due
to large uncertainties in the beam flux normalization. A
3σ detection threshold has been determined as the power
in a Fourier mode for which 0.3% of MC experiments gen-
erated without LV effects shows higher power. For each
mode this threshold corresponds to |Fi| > 0.026. The
results of the fit to the data are shown in Table II to-
gether with a p-value estimating the likelihood that the
observed power was produced by a statistical fluctuation
of the null (no LV) hypothesis. All |Fi| are below the
3σ detection threshold and indicate no evidence for a LV
signal.
Constraints on the SME coefficients can be extracted
with the FFT method [7, 21] under the assumption that
the parameters above are uncorrelated. However, since
the data sets are reduced to the four amplitudes and the
relatively large number of parameters in the oscillation
function, correlations are expected. Figure 5 shows the
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TABLE II. Observed power in each Fourier mode from a fit
to the data using the FFT method. A positive observation at
3σ would correspond to an observed power greater than 0.026
in any ω⊕.
Fourier Mode Magnitude p-value
|F1| 0.011 0.35
|F2| 0.009 0.48
|F3| 0.006 0.69
|F4| 0.009 0.51
probability for data without LV to yield more power in
the Fourier modes than the average expected for a LV
signal as a function of the SME coefficients (aL)
X
µe and
(cL)
TX
µe . The parameters exhibit a high degree of anti-
correlation, indicating that in the event of a null observa-
tion as above, using the FFT method without consider-
ing these correlations may lead to an underestimation of
the parameter limits. As the parameters in Equation (1)
are functions of these coefficients, they might be also ex-
pected to exhibit correlations. Accordingly, a likelihood
method has been developed to fully incorporate these
correlations when making parameter estimations.
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
 eµ
Xa
0 5 10 15 20 25 30 35
21−10×
 
e
µTX c
0
2
4
6
8
10
12
14
16
18
20
21−10×
FIG. 5. Probability for the observed Fourier power in a null
observation to exceed the expected power from a LV signal as
a function of the (aL)
X
µe and (cL)
TX
µe coefficients.
B. Likelihood analysis
Due to the large number of SME parameters [21] rel-
ative to the number of observables, this analysis does
not estimates the (aL)
X
ab and (cL)
TX
ab parameters but the
Cµe, Cµτ , (Ac)µe, (Ac)µτ , (As)µe, (As)µτ , (Bc)µe, (Bc)µτ
and (Bs)µe, (Bs)µτ parameters from Equation (1) using
a likelihood method that fully incorporates their correla-
tions and the experimental uncertainties. However, since
the impact of systematic errors is negligible (c.f. Ta-
ble I), only the statistical uncertainty in each LSP bin
is considered here. Further, each parameter is assumed
to be real valued. Sensitivity studies without this as-
sumption showed no significant constraint on the com-
plex phases of these parameters with the present data.
Under these conditions, a simultaneous fit for ten real
parameters using the data and binning from the previ-
ous section has been performed. Since the parameters
are highly correlated, the contours and limits are not es-
timated assuming a profiling method, but instead using a
likelihood marginalization. In the profiling, the contours
on each parameter of interest are estimated by treating
the nine other parameters as nuisance parameters and
fitting them for each value of the parameter of interest.
For the chosen marginalization method, these nuisance
parameters are integrated over all their possible values
assuming their prior distribution before the fit, which
genuinely preserve their correlations. This analysis as-
sumes flat priors for all the parameters since no LV has
been discovered so far. The results of the fit are shown
in the Table III.
TABLE III. Best fit (BF) values with 68%, and 95% upper
limit values on the LV model parameters using the likelihood
method (in units of 10−20 GeV). In the last row, the expected
sensitivity is shown.
Cµe (Ac)µe (As)µe (Bc)µe (Bs)µe
Best fits -0.3 0.3 0.4 -1.2 2.0
68% C.L Limits 1.3 1.5 2.0 1.3 1.6
95% C.L Limits 3.0 3.2 3.8 2.6 3.1
95% C.L Sensitivity 2.5 2.7 4.3 3.5 3.5
Cµτ (Ac)µτ (As)µτ (Bc)µτ (Bs)µτ
Best fits -0.8 -0.4 -3.2 -0.4 1.1
68% C.L Limits 1.3 1.5 2.0 1.3 1.6
95% C.L Limits 3.0 3.2 3.8 2.6 3.1
95% C.L Sensitivity 2.5 2.7 4.3 3.5 3.5
As expected from the FFT method, no indications of
LV oscillations are found and 2σ upper limits are set
for each parameter. Those limits are compared with
the sensitivity obtained by determining the parameter
absolute values for which 5% of some MC experiments
generated without LV effects shows higher absolute val-
ues. The contour limits are constructed following a con-
stant ∆χ2 method and are shown in Figure 6 for the
(Ac)µe and (As)µe parameters that show important anti-
correlations. While correlated-parameter analyses have
been performed elsewhere [22], this is the first search
to do so using all ten parameters simultaneously. The
five harmonics in Equation (1) heavily correlate the ten
parameters as shown in Figure 6. Neglecting the corre-
lations between the parameters will lead an underesti-
mation of the parameter limits. Since these correlations
vary with the direction and position of each experiment,
any comparison or combination of the limits found by
different experiments requires to preserve these correla-
tions.
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FIG. 6. Ten-coefficient fit result in the (Ac)µe, (As)µe co-
efficient plane. The other parameters are marginalized over.
The best fit point is marked in black, with 68%, 90% and 95%
credible intervals shown in red, green and blue, respectively.
VI. CONCLUSIONS
The T2K experiment has performed a search for
Lorentz and CPT invariance violations using the IN-
GRID on-axis near detector. Two complementary
analysis methods have found no evidence of such sym-
metry violations for the energy, neutrino baseline, and
data set used. Not only are the data consistent with
an LSP-independent event rate based on a FFT anal-
ysis, but a likelihood analysis incorporating parameter
correlations has corroborated this finding and yielded
constraints on ten SME parameters.
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