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ABSTRACT.
A transient excitation method is described which allows the free 
field frequency and impulse responses of a microphone to be measured in 
a reverberant environment. The pressure transient generated by exciting 
a loudspeaker with a narrow voltage pulse is detected at a point in the 
loudspeaker’s far field by the ’test” microphone. A ’reference” 
microphone, whose response is assumed flat over the frequency range of 
interest, is then substituted in exactly the same position and its 
response to the transient measured. The outputs of the two microphones 
are accurately sampled and deconvolved using a discrete Fourier 
transform technique to give the magnitude and phase parts of the "test” 
microphone’s frequency response. Inverse transformation then gives the 
’test" microphone’s response to an impulse of acoustic pressure
propagating in the free field. Computed frequency and impulse responses 
are presented and the practical implementation and accuracy of the 
method discussed.
The use of the method is illustrated by measurements of the free 
field frequency and impulse responses of several different microphones, 
including a 1" instrumentation microphone; free field correction curves 
for this microphone are also presented. Three digital analysis
techniques are discussed and applied to some of the measured microphone 
responses where the discrete Hilbert transform is found to provide a 
method of calculating the phase part of the 1" microphone’s frequency 
response over its useful frequency range without the ambiguities due to 
microphone misalignment inherent in the pulse method.
The method is then used to measure the pressure which occurs at the 
centre of the flat end-face of a long cylinder when excited by a delta 
function of acoustic pressure from various incidence angles. A numerical 
time domain model is established which allows the impulse responses of
this configuration to be computed. The interference effects caused by
the proximity of two closely spaced instrumentation microphones in 
various orientations and configurations are also presented and 
discussed.
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CHAPTER 1
1 INTRODUCTION.
One of the main reasons for the advances made this century in experi-* 
mental acoustics has been the development of accurate, reliable electro­
acoustic transducers. These devices, of which microphones and loud­
speakers are the most common examples, convert acoustic energy into 
electrical energy and vice versa. Their increasing use has led
naturally to the development of measurement techniques by which they can 
be objectively evaluated. The following chapters will describe the use 
of a transient excitation method which allows the magnitude and phase 
parts of the free field frequency response of a microphone to be 
measured in an ordinary laboratory environment.
The development of electroacoustic transducers began in the last
century with the discovery of certain electromechanical effects. For 
example, the electromagnetic effects were discovered by H.C. Oersted in 
1820 and M. Faraday in 1831, magnetostriction was reported by J.P. Joule
in 1842 and the piezoelectric effect was discovered by the Curie
brothers in 1880. The potential application of these effects to the 
production and reception of sound was soon realised. However, their use 
as the transduction mechanism of practical sound sources and receivers 
was hindered by the lack of reliable and accurate electrical oscillators 
and amplifiers. It was the application of the electromagnetic effect by 
Alexander Graham Bell in his telephone system that signalled the 
beginning of the development of electroacoustic transducers as we know 
them today.
By the turn of the century, the potential of the telephone system had 
been recognised and great efforts were being made to improve it. WENTE
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(1917) invented the ’’Condenser Transmitter” as a means of calibrating 
the carbon microphones that were then being used in the telephone. The 
subsequent developments in the telephone system, as well as in radio, 
cinema, television and the record industry, has led not only to the 
design of better microphones and loudspeakers for domestic use, but also 
for those devices used in acoustic measurements (MEYER (1939), LINDSAY 
(1966), GROVES (1981), MILLER (1982)).
The design and performance of electroacoustic transducers have been 
improved by the use of both objective measurement methods and subjective 
assessments. The quantitative nature of objective measurements (for 
example, frequency response, harmonic distortion, directivity, sensi­
tivity) make this form of evaluation particularly desirable to designer 
and user alike. However, for sound reproduction applications, it is 
often only by marrying improvements in measured parameters with 
corresponding improvements in a qualitative assessment that a ’’better” 
device will be produced.
Measurement of the magnitude part of the frequency response by 
steady-state sine wave test signals is the most common method of 
objectively evaluating loudspeakers and microphones. Such measurements, 
usually made under free field conditions, for example, in an anechoic 
chamber, have been used since the beginning of the electronic era over 
fifty years ago. That this should be so was merely a practical 
implementation of the extensive use of sinusoids in the analysis of many 
acoustic phenomena, supported by the mathematical theories of Fourier 
and others.
The results of these measurements are usually presented graphically 
in the form of the magnitude response curve. Such curves are the 
natural consequence of sine wave excitation and, assuming linearity, 
offer considerable insight into many of the faults and properties of the
j unnr ibti i
device being tested. The magnitude response curve, because of such 
prolonged use, is today widely accepted and well understood.
The purpose of steady-state and other measurements is to establish 
the way in which the device being tested distorts the signals applied to 
it. This distortion can be classed as linear or non-linear (PREIS 
(1976)). Mathematically, a linear system can be defined as follows: if
the input X1 yields the output Y(X1) and the input X2 gives output 
Y(X2), then the system is linear if:
Y(aX1+bX2) = aY(X1)+bY(X2) ... 1.1
where a and b are arbitrary constants (KAILATH (1980)). (1.1) embodies
the essential property of a linear system: superposition must apply.
It is intuitively obvious, however, that a practical ’’linear1’ system 
will only behave linearly over a limited input signal magnitude range 
and it will always be possible to apply a sufficiently large signal such 
that the principle of superposition ceases to apply. In this case, the 
system will no longer behave linearly. However, it is generally 
possible to find a range of input signals over which the system operates 
in an approximately linear manner (PREIS (1977a)).
Provided the assumption of linearity is valid, the relationship 
between the input and output signals of the test device can be 
established in a particulary concise form. These relationships will be 
presented in the next chapter. If it is further assumed that the output 
of the system is independent of the time at which the input is applied, 
then the system is both linear and time-invariant. The two conditions 
of linearity and time-invariance allow the results of measurements to be 
used to predict the response of the device to input signals other than 
those used for testing the system.
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In practice, loudspeakers and microphones are designed so that they 
approximate very closely to linear operation over as wide an input range 
as possible. Using steady-state sine wave test signals, it is possible 
to measure the amount of non-linear distortion produced by the device 
for different input signal amplitudes. Thus, limits can be established 
on the range of approximately linear operation according to some 
limiting criterion.
As indicated previously, measurement of the magnitude response curve 
using steady-state sine wave methods in anechoic chambers is the most 
widely used and accepted means of identifying the signal processing 
properties of an electroacoustic device. However, the frequency 
response of a device is only completely defined, under specific 
conditions, by both the magnitude and phase parts. It is necessary to 
define both parts if the results are to be used to predict the response 
of the device to some arbitrary input. Both the magnitude and phase 
parts are theoretically available using steady-state techniques. 
However, until comparatively recently, it has been difficult to 
accurately measure the latter in practice and phase information has 
largely been ignored by many workers. Steady-state measurements can 
also be time consuming and require the use of expensive anechoic 
chambers in which it is often difficult to eliminate stray reflections 
from necessary equipment such as microphones, cables and stands. The 
requirement of free field measuring conditions also means that 
steady-state measurements cannot be made in situ. It was largely for 
these reasons that transient testing methods were developed.
In Chapter 2, a review of the three most common transient testing
methods is presented. The advantages and disadvantages of these methods 
are discussed and the use of each method to measure the frequency
response of a loudspeaker is described. Chapter 3 describes the devel­
opment of one of the transient techniques specifically for the measure­
ment of microphone responses. The theory of the method is given, 
followed by a description of the measurement procedure; the practical 
requirements of this procedure are described in detail. The chapter 
ends with a description of the basic digital analysis techniques applied 
to the measured responses in order to obtain the frequency and impulse 
response of a microphone.
Results are presented in Chapter M of measurements made of a 1"
instrumentation microphone, as well as several other types of micro­
phones. Some response analysis techniques are discussed in Chapter 5 to 
illustrate the range of (digital) techniques that are available when the 
complete device description is available. These techniques are applied
to the microphone responses presented in Chapter 4 where appropriate.
In Chapter 6, the microphone measurement technique is used to 
determine the pressure response at the centre of the end-face of a long 
cylinder and an empirical time domain model is developed. In Chapter 7, 
the method is also applied to the measurement of a closely spaced pair 
of instrumentation microphones at various incidence angles and configur­
ations. Finally, Chapter 8 contains a summary and discussion of the 
work presented in this thesis.
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CHAPTER 2
2 A REVIEW OF TRANSIENT METHODS IN ACOUSTICS.
2.1 INTRODUCTION
Transient testing methods can be broadly categorised under three 
headings: Impulse Response Methods, Tone Burst (or Gating) Methods, and
Time Delay Spectrometry. Other techniques, employing, for example, 
square waves or step functions, can be regarded as adaptations and 
combinations of these three methods and steady-state techniques.
Impulse Response and Tone Burst Methods have developed in parallel 
with steady-state sine wave measurements over the last half-century 
(SHORTER (1946), McLACHLAN (1960)); in contrast, Time Delay 
Spectrometry appeared less than twenty years ago (HEYSER (1967)). Each 
method was developed in an attempt to solve some of the limitations 
associated with sine wave measurements made in anechoic chambers. In 
principle, these transient methods allow a complete description of the 
response to be made. In the case of Tone Burst Methods and Time Delay 
Spectrometry, this is achieved by measurements of both the magnitude and 
phase parts of the frequency response, while Impulse Response Methods 
attempt a description in the time domain.
None of these transient methods requires measurements to be made in 
an anechoic chamber and consequently they offer a considerable saving in 
implementation costs compared with steady-state techniques, as well as 
allowing a large degree of freedom in the location of the measurement 
site. However, a non-anechoic ("reverberant") measuring environment 
does impose certain constraints on the measurement techniques and these 
will be considered first before describing each of the three transient
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methods. The measurement of a loudspeaker’s response will be used as an 
illustration of the practical implementation of each method.
2.2 REVERBERANT TEST ROOM CONSIDERATIONS.
2.2.1 Enclosed and Open-Air Conditions.
A loudspeaker placed in a reverberant room (that is, any non-anechoic 
room, though not necessarily a "Reverberation Chamber") and excited by 
some test signal will produce an acoustic output which will propagate 
into the room and be reflected from the room boundaries and objects 
within the room. A microphone used to measure the signal produced by 
the loudspeaker will not only respond to the sound propagating directly 
from the loudspeaker but also to the subsequent room reflections. Thus, 
the signal at the microphone before the first room reflection is 
determined solely by the loudspeaker; it is the true free field 
response, uninfluenced by the test room. If only the direct response of 
the loudspeaker is to be measured, some means must be found to exclude 
the reflected signals.
Perhaps the most obvious solution to this problem is to perform the 
measurments outdoors at a sufficient height above the ground and away 
from all buildings, walls, etc.. In this way, it is possible to make 
"truly" anechoic measurements, literally in the free field. However, 
such an approach is often impractical and the presence of wind, 
temperature gradients, humidity changes and possibly a high level of 
background noise can make this test environment unreliable, not repro­
ducible and hence inaccurate. It is therefore necessary to perform 
practical measurements indoors. An anechoic chamber attempts to 
overcome these difficulties; external noise is excluded by making the
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boundaries of the chamber very heavy, while the inside of the chamber is 
lined with absorbent wedges to eliminate internal reflections. The 
absorbent lining is only partially successful, however, and imposes a 
lower frequency limit on the free field measurements that can be made.
Transient methods exclude the room-induced reflected signals by 
utilising the time delay at the microphone between the arrival of the 
directly propagated signal and the first room reflection. This delay 
will be present provided the test room geometry is arranged correctly. 
If the time delay can be made sufficiently large for the direct response 
to decay to some specified level before the arrival of the reflected 
signals then the free field (anechoic) response of the loudspeaker will 
be measured.
2.2.2 Frequency Resolution.and Lower Frequency Limit.
The time delay, td , between the arrival of the direct signal and the 
first room reflection determines the frequency resolution, fr , of the 
measurements. In general, fP and t^ are related by:
*V = 1/td ••• 2.1
However, if the directly propagated signal is weighted by a shaped "time 
window”, fr will be increased. (2.1) is then the minimum frequency 
resolution that can be achieved.
Since it is meaningless to make measurements at frequencies below fr , 
the inherent lower frequency limit, fL , of the measurements is bounded 
by fP . Hence:
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fL > fr ... 2.2
The inequaltity is used in (2.2) as there may be further restictions on 
fL which do not allow valid measurements to made at frequencies 
approaching fr . In particular, if the response of a loudspeaker is to 
be measured, it is usual to place the microphone in the far field region 
of the loudspeaker. This means that the distance between the loud­
speaker and the microphone must be at least one wavelength to avoid the 
"hydrodynamic" near field, and must also be two or three times the 
largest linear dimension of the radiating surface to avoid the 
"geometric" near field. In practice, the latter condition is usually 
easily met and the lower frequency limit is then determined by the loud­
speaker to microphone separation distance. Alternatively, it may be 
necessary to place the microphone at a specified distance from the loud­
speaker to conform to common practice or some standard (for example, "1 
metre on axis") and this may impose further restrictions on fL .
In an anechoic chamber, the frequency resolution and hence the 
minimum lower frequency limit are determined by the depth of the
absorbent lining. At frequencies for which the lining depth becomes 
Less fchan. -w a quarter of a wavelength, the boundaries become re­
flective and the chamber ceases to be anechoic; the conditions outlined
above for a reverberant test room then become relevant. This
restriction means that the lower frequency limits in an anechoic chamber
and a reverberant room are, in general, of the same order.
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FIGURE 2.1: Two possible arrangements of a loudspeaker (L) and 
microphone (M) in a reverberant room.
2.2.3 Optimising the Frequency Resolution.
The location of the loudspeaker and microphone within the test room 
determines the time delay, t^, and hence the frequency resolution, fr . 
Thus, fr is solely determined by the test room geometry. Figure 2.1 
shows two possible arrangements of a loudspeaker and a microphone in a 
reverberant test room. In (a), the loudspeaker is mounted in a baffle 
which in this case is one complete room boundary surface, while in (b) 
the loudspeaker is suspended towards the centre of the room, away from 
the room boundaries. The direct pathlength, d, and the shortest re-
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fleeted pathlength, r, are shown in both cases. The edge of the baffle 
might become the source of the first reflection if the baffle in (a) did 
not extend over the whole surface of the room boundary. In the case of 
loudspeaker measurements, however, it is usual to assume an ’’infinite" 
baffle for which Figure 2.1(a) is a realistic arrangement.
The time delay, t^, in both arrangements is given by:
td = (r-d)/c
where c is the speed of sound. From (2.1):
fr = c/(r-d)
Also, to ensure hydrodynamic far field conditions, the lower frequency 
limit will in general be given by:
fL = c/d
For fixed values of r and d, the loci of points having equal reflected 
pathlengths, r, is an ellipsoid whose focal points are the loudspeaker 
and microphone. The optimum frequency resolution is then achieved by 
placing the largest possible ellipsoid within the test room. This 
procedure is decribed in detail by BEIRING and PEDERSEN (1981) for the 
arrangement shown in Figure 2.1(b). In practice, this optimisation can 
only be approximated since the acoustic centres of both transducers are 
difficult to define accurately and the boundary surfaces may be 
irregular (due to light fittings on the ceiling, for example). In 
general, the transducers should be aligned along the longest room 
dimension and separated by either the optimum calculated distance, or
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that specified by any standard being used. It is worth noting that 
while the optimisation of the two arrangements shown in Figure 2.1 is 
essentially the same, the baffled loudspeaker arrangement in (a) 
requires a considerably smaller test room for a given separation 
distance. While this will have no affect on the frequency resolution of 
the two arrangements, it will almost certainly influence the 
reverberation time of the test room, the significance of which will be 
discussed below.
2.2.4 Reverberation Time.
In the previous section, it was shown how the time delay between the 
arrival at the microphone of the direct and reflected signals determines 
the frequency resolution of the measurements. Assuming these reflec­
tions cannot be eliminated altogether, their amplitudes are unimportant. 
Indeed, it may be advantageous to enhance the earliest reflected signal 
to facilitate determining its exact location, perhaps on an oscilloscope 
screen. However, increasing the amplitude of the reflected signals will 
increase the reverberation time of the test room. This will have a 
direct effect on the rate at which successive test signals may be app­
lied since the response from one excitation must be allowed to decay 
before the next is applied.
In the following sections, the three most popular transient testing 
techniques will be described.
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2.3 IMPULSE RESPONSE METHOD.
Impulse response techniques, like steady-state sine wave methods, 
have their roots firmly embedded in the mathematical theories of Fourier 
and both attempt to completely define the response of a device over a 
given frequency range. However, the method by which this is achieved 
using impulse response measurements is radically different to sine wave 
techniques.
In the following section, the mathematical relationships between the 
input and output signals and the frequency response and impulse response 
of a linear, time-invariant device will be established and their 
significance to practical impulse response measurements will be 
discussed. The theory put forward here will also apply to the other 
transient methods which follow.
2.3*1 Frequency Response and Impulse Response.
A description of the signal processing properties of a linear, 
time-invariant system can be made in terms of its behaviour in the time 
domain, h(t), or the frequency domain, H(f), where t and f indicate time 
and frequency dependence respectively. The mathematical expressions 
relating these two equivalent descriptions are (PAPOULIS (1962) p.1):
H(f )exp[ j2trft]df 2.3a
h(t)exp[-j2rrft]dt 2.3b
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where . (2.3a) and (2.3b) are termed the Fourier integral, or
transform, of H(f) and h(t) respectively. Together they are often 
referred to as the Fourier transform pair; (2.3a) is the inverse trans- 
from and (2.3b) the forward transform.
The use of these relationships in the analysis of linear systems is 
fundamental; let the input signal x(t) to the system be:
x ( t )  = xDexp[ j2 t r f t ]
where x0 is an arbitrary constant. A complex input signal has been 
assumed although only real input signals will be generally of interest. 
Whenever a complex quantity such as x0exp[j2Trft] is used to represent a 
physical quantity, it is understood that either the real part or the 
imaginary part must be interpreted as the physical- quantity, or 
accompanied by a term x0exp[-j2trft]. The use of complex numbers in the 
analysis is justified by the greater ease of the manipulations.
The system’s output y(t) is:
y ( t )  = H(f)Xoexp[ j2iTft]  . . .  2 .4
where H(f) is the frequency response of the system at frequency f. In 
general, H(f) is complex and may be expressed as:
H(f) = lH(f)l exp[j*H(f)] 
respectively
where |H(f)| and X.H(f) are^the magnitude response and phase response of 
the system at frequency f.
(2.4) is the basis of steady-state sine wave measurements and states 
that if the system is linear and excited by a sinusoidal signal of freq­
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uency f, then the output will also be sinusoidal at the same frequency, 
but, in general, modified in both magnitude and phase as determined by 
H(f). Measurement of the magnitude and phase response of the output 
signal for all frequencies then allows the system's frequency response 
to be completely defined.
Since the system is linear, it is not necessary to apply each 
sinusoid individually. In general, if X(f) is the Fourier transform, 
(2.3b), of the input signal, x(t), then the output signal, y(t), is 
given by:
y(t) = X(f)H(f)exp[j2fTft]df ... 2.5
—  00
and noting that (2.5) and (2.3a) are of the same form gives:
Y(f) = X(f)H(f) ... 2.6
where Y(f) is the Fourier transform, (2.3a), of the output signal, y(t).
(2.6) shows the elegance of using a frequency domain representation 
to describe the system. The output spectrum, Y(f), can be completely 
determined by multiplication if both the input signal spectrum, X(f), 
and the system's frequency response, H(f), are known. It should be 
noted that Y(f), X(f) and H(f) are generally complex quantities and the 
application of (2.6) must be made using complex arithmetic. Clearly, 
measurement of only the magnitude part of the frequency response cannot, 
in general, provide a complete definition of H(f). In this case, the 
use of (2.6) to predict the behaviour of the system to some arbitrary 
input signal is necessarily limited.
If X(f) is made independent of frequency, that is:
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X(f) = constant
then, from (2.6), the output spectrum will be directly proportional to 
the system’s frequency response. Mathematically, the time function 
whose Fourier transform is constant for all frequencies is the ideal 
impulse or Dirac delta function 6(t), which is defined by (PAPOULIS 
(1962) p.5):
6(t)exp[-j2fTft ]dt = 1
Substituting X(f)=1 in (2.5) gives:
y(t) = H(f )exp[ j2Tfft]df
which from (2.3a) gives:
y(t) = h(t)
where h(t) is the Fourier transform of H(f).
Thus, h(t) is the output signal produced when the system is excited 
by a delta function. h(t) is termed the impulse response of the system 
and just as complete knowledge of H(f) allows prediction of the system’s 
output spectrum by (2.6), so defining h(t) for all time will allow 
prediction of the output signal, y(t), to some arbitrary input signal, 
x(t). This time domain relationship is given by the convolution 
integral (PAPOULIS (1962) p.83):
17
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FIGURE 2.2: Mathematical representation of a linear, time-invariant 
system (* denotes convolution).
yCt) =
r-OO
h(t-t’) x (t ’) dt ’ ... 2.7a
or alternatively:
y(t) = x(t-t’)h(t’)dt’
- oo
. . .  2.7b
(2.7a) and (2.7b) are equivalent, from which it may be inferred that 
the input of signal x(t) to a device with impulse response h(t) will 
yield the same output as a signal h(t) input to a device with impulse 
response x(t). Note that (2.6) and (2.7) are only valid for linear, 
time-invariant systems. The relationships expressed by (2.6) and (2.7) 
are summarised in Figure 2.2 where is used to represent the convol­
ution integrals of (2.7). Thus, the ouput of a linear, time-invariant 
system may be calculated in the frequency domain by multiplication of 
the input spectrum and the system’s frequency response, or in the time 
domain by the convolution of the input signal and the system’s impulse 
response. Multiplication in frequency transforms to convolution in time 
and, because of the similarity in the forms of the two Fourier transform 
relationships given in (2.3)f it is clear that the reverse is also true;
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multiplication in time transforms to convolution in frequency.
A delta function is an infinitely narrow pulse in time and by
definition contains an infinite range of frequencies. A device excited
by such a pulse will thus be excited at all frequencies simultaneously. 
It is this test signal which is approximated in impulse response 
measurements. So impulse response measurements offer the possibility of 
completely defining the response of a system with one measurement, an 
obvious improvement over sine wave techniques.
2.3.2 Impulse Response Measurements.
It is impossible to produce a delta function in practice, but such an 
"ideal” signal can be approximated over a given frequency range by a 
narrow, finite-width pulse as illustrated in Figure 2.3. The 
requirement made of the practical test pulse spectrum is that its freq­
uency response is constant over the range of frequencies to which the
device has a significant response. If this is so, the true impulse
response of the device over a given frequency range can be measured.
To illustrate how the impulse response of a device can be measured in 
practice consider the method developed by BERMAN and FINCHAM (1977) for 
measuring the response of loudspeakers. The experimental arrangement is 
shown in Figure 2.H. At the heart of the system is a digital computer 
which not only gathers the data but also synchronises the test 
procedure. The loudspeaker to be tested and the measuring microphone 
are suspended in the test room as described in section 2.2. A narrow 
voltage pulse produced by a pulse generator is amplified and applied to 
the terminals of the loudspeaker. The microphone detects the resultant 
acoustic disturbance and its response is amplified and digitised by an 
analogue to digital converter (ADC) before being stored in the
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FIGURE 2.3i Time and corresponding magnitude part of the frequency 
response of (a) a delta function and (b) a rectangular pulse.
computer's memory.
A typical microphone response might appear as shown in Figure 2.5. 
After an initial delay caused by the separation of the loudspeaker and 
microphone, the directly propagated signal arrives at the microphone. 
This is followed some time later by the arrival of the first room re­
flection. The input pulse can be applied repetitively and signal 
averaging employed to improve the signal to noise ratio of the final 
results. The repetion rate of the input pulses is determined by the 
reverberation time of the test room and should be such that the sound 
energy within the room caused by one pulse has decayed sufficiently 
before the next pulse is applied. Signal averaging is discussed in 
detail in Chapter 3»
UHAKifcK d
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FIGURE 2.4-5 Experimental arrangement for measuring the response of a 
loudspeaker (L) by the impulse response method.
The room reflections are of no interest in this application and 
provided the direct response has decayed sufficiently, they can be 
’'windowed” out using a gating technique to leave only the direct resp­
onse. The time origin can also be re-defined to remove the intial 
separation delay. The result of these processes applied to the signal 
in Figure 2.5 is shown in Figure 2.6. The free field frequency response 
can then be obtained by using a discrete version of the Fourier 
transform.
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FIGURE 2.5: Measured loudspeaker response showing the directly- 
propagated response followed by the first room reflections.
10
-10
Time mS
FIGURE 2.6: Gated loudspeaker response with initial separation delay- 
removed.
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2.3.3 Development of Impulse Response Techniques.
Although the theory behind impulse response measurements is 
essentially simple and straightforward, the practical limitations 
imposed by the standard of measuring equipment available has made the 
development of this measuring technique slow in comparison with other 
methods.
The first requirement for impulse testing is a suitable impulsive 
test signal. The spectrum of the signal at the test device should have 
a constant frequency response over the range of frequencies of interest. 
Examination of the magnitude response curve of the rectangular pulse 
illustrated in Figure 2.3b shows that such a pulse has an approximately 
flat magnitude response over a limited range of frequencies. This range 
can be extended by reducing the pulse width. For example, a rectangular 
pulse whose magnitude response at 20kHz has fallen by 3dB from its value 
at DC (0Hz) needs to be about 22j»s wide. Producing such a pulse is 
reasonably simple nowadays, but this has not always been the case. 
Also, it is usually necessary to amplify the pulse before applying it to 
the test device. This in turn puts substantial demands on the amplifier 
used and requires not only an extended linear frequency response but 
also a comparitively high power rating (BERMAN and FINCHAM (1977)). The 
lack of suitable amplifiers and pulse sources led to the use of other 
impulsive sources, especially in the field of architectural acoustics 
where sparks, guns, bursting balloons and small cannons have been used 
(CANN and LYON (1979)).
Perhaps the greatest single obstacle facing the early pioneers of 
impulse response testing was the interpretation of the results they 
obtained. SHORTER (19*16) described the problem thus:
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"The main disadvantage of the pulse method appears to be the 
difficulty in reducing the results. Although the frequency, 
relative magnitude and decay factors of the more prominent . 
vibrational modes present may be determined by inspection, 
complete analysis is tedious and, moreover, incomplete in 
practice, since with a linear amplitude scale, some of the 
smaller components may be overlooked.”
In short, without the accurate measurement facilities and 
computational power of modern digital computers, interpretation of the 
impulse response is extremely difficult and necessarily superficial. 
Thus, the complete device description offered by the theory was 
difficult to realise in practice. It is only since the emergence of the 
computer as a powerful signal processing tool that the full elegance of 
impulse testing has been able to be exploited, as illustrated by the 
loudspeaker measurement method developed by BERMAN and FINCHAM and 
decribed briefly above.
The development of fast, low-cost digital computers and the 
implementation of digital signal processing techniques, most notably the 
Fast Fourier Transform algorithm by COOLEY and TUKEY in 1965, provided
the measurement and analysis facilities required for useful
interpretation of the impulse response. The advantages of a 
computerised method can be summarised as follows:
a) Rather than momentarily displaying the complicated waveform of the
impulse response on an oscilloscope screen, it can be sampled using an
analogue to digtial converter and read into the memory of the computer. 
The experimental procedure can be made repetetive and the data
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acquisition may be synchronised allowing signal averaging techniques to 
be used to improve the signal to noise ratio of the final results. This 
goes some way to overcoming the inherent problem of supplying a test 
signal of sufficient energy over a broad frequency range. An 
alternative solution to the problem of averaging is to use a 
11 psuedo-random” noise excitation signal. In this case, the impulse 
response of the system can be found by cross-correlating the input and 
output signals (BORISH and ANGELL (1983)).
b) The computer can be used to generate the test pulse. This allows the 
possibility of ’’shaping” the test pulse to compensate for adverse 
effects from the various stages of the measurement chain, thus ensuring 
a flat magnitude response contained by the pulse when applied to the 
test device (FINCHAM (1983)).
c) Once the response has been read into the computer, it can be stored 
on a bulk storage device such as magnetic tape or disk memory. This 
allows comparison of "old” data with ’’new”, or the re-evaluation of 
"old" data using improved analysis techniques.
d) The problem of interpreting the impulse response can be partially
solved with the ever increasing computational powers of the computer.
Sophisticated windowing techniques (HARRIS (1978)) can be applied to
remove the room reflections and the gated direct response can be Fourier 
transformed to give the corresponding frequency resonse which allows the 
data to be presented in a more familiar and better understood format. 
Both the magnitude and phase parts of the frequency response can be 
presented in this way and the phase information can often give an added 
insight into certain problems. Different methods of presentation can be
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used, such as cumulative spectra (BERMAN and FINCHAM (1977)) and the 
computer’s graph plotting facilities can be employed.
e) Once the impulse response has been defined, the response of the 
device to an arbitrary input can be predicted by calculation alone using 
(2.6) and (2.7). The computer can be used to perform the necessary 
calculations very efficiently allowing the process of design and 
development to proceed as quickly as possible.
f) In recent years, some workers have used the computational power now 
available to produce ’’catalogues" of impulse and frequency response 
(PREIS (1977b), SCHAUMBERGER (1971b)). These are necessarily general
and "ideal" in content, but offer some useful aids to the direct visual
interpretation of the measured impulse response.
The use of computers for both the control and analysis of impulse 
response measurements has resulted in the technique being used in a wide 
range of applications. For example, measurement of the impulse response 
of a room has been used to investigate the effects of poor reverberation 
in certain frequency bands and other undesirable acoustic
characteristics within the room (CANN and LYON (1979)). The 
electro-mechanical transfer characteristics of a record-player cartridge 
have been measured using a "raised cosine pulse" cut re^ ettfclveVy in an 
ordinary record disk (MURAOKO et al. (197*0). The measurement of the
impulse response of human pinna (external ear) using small electret
microphones and a spark source have been used to investigate the ability 
to localise sound sources (HIRANAKA and YAMASAKI (1983)). A computer 
"model" of the impulse response of a record-player arm has been used to 
predict the effects of records warps and audio impulses (LIPSHITZ
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(1978)). Finally, the measurement of loudspeaker responses by BERMAN 
and FINCHAM (1977), as illustrated previously and also by SCHAUMBERGER 
(1971a).
2.3.^ Summary.
Impulse response measurements, because they completely define the 
response of the tested system, are being performed more and more in the 
field of acoustics and electrical engineering. The range of potential 
applications is large. However, impulse response measurements are only 
really practical using a computer and even in this case there are 
certain limitations inherent in the measuring method.
For example, a sufficiently large signal to noise ratio must always 
be achieved. Signal averaging goes some way to solving this problem. 
However, a low-noise test environment is essential if accurate measure­
ments are to be performed. This, in general, requires a dedicated test 
room though this does not need to be anechoic; indeed, in terms of the 
range of frequencies that can be accurately measured, an anechoic 
chamber offers no advantage over a reverberant room. An anechoic 
chamber is reverberant below some low frequency limit and using an 
impulsive test signal containing components below this limit will pro­
duce reflected components within the chamber. Of course, an anechoic 
chamber will possess a very low background noise level, thus reducing 
the amount of averaging that must be performed. Also, the short 
reverberation time (for low frequencies) would mean averaging could 
proceed at a particularly efficient rate. However, it is unlikely that 
installation costs could be justified on these advantages alone. Signal 
averaging is a very useful technique, but requires that the response and 
room geometry remains constant during the whole measurement period.
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Effects caused by, for example, the room temperature changing during the 
averaging process can make the averaged results meaningless. This topic 
will be discussed in greater detail in Chapter 3.
Analysis and interpretation of results is still difficult even using 
computers. Digital signal processing techniques must be implemented 
with great care if the analysis is to be valid. Also, the demands made 
on the computer are substantial and the advantages gained may not 
justify the time and expense incurred in developing a computerised 
method. In this case, the problem of interpretation may require that an 
alternative measuring method is employed.
2.4 TONE BURST (OR GATING) METHOD.
In many ways, tone burst methods can be regarded as a hybrid of 
impulse response methods and steady-state sine wave measurements in an 
attempt to gain some of the advantages of both - frequency response 
measurements made in a reverberant environment.
2.4.1 Tone Burst Test Signal.
A tone burst is produced by gating a sine wave with a window function 
over a given time period, as illustrated in Figure 2.7. The resultant 
test signal is defined by:
b(t) = s(t)w(t) 2.8
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FIGURE 2.7: Generation of a tone burst signal (c) by gating a sine wave 
(a) with a window function (b).
where b(t) is the tone burst signal, s(t) is the sine wave signal and 
w(t) represents the window function. The window function illustrated in 
Figure 2.7(b) is very general in shape, but is not untypical of those 
used in practice. The equivalent frequency representation of (2.8) is:
B(f) = S(f)*W(f)
where B(f), S(f) and W(f) are related to b(t), s(t) and w(t) 
respectively by the Fourier transform and * denotes convolution. The 
process of convolution is illustrated in Figure 2.8. The magnitude of 
the sine wave, (a), is represented on the frequency axis as a delta 
function at the driving frequency, f^ ,. A typical window function magni­
tude response is shown in (b) and the result of the convolution of these
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FIGURE 2.8: Magnitude spectra showing the generation of a tone burst (c) 
by convolving a sine wave (a) with a window function (b). A logarithmic 
magnitude scale has been used.
two functions is shown in (c). The effect is to weight the window spec­
trum by the magnitude of the sine wave and translate it so it is centred 
at f^.
Notice that the spectrum of the tone burst is not confined to the 
driving frequency f0 , but contains significant components both above and 
below this frequency. The spectrum can be altered by changing the shape 
and duration of the window function; the shorter the time window 
duration, the broader the spectrum becomes and vice versa. A device 
excited by a tone burst will thus be excited by a range of frequencies 
determined by the spectrum of the window function used. The response of
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a device to this stimulus is given in the time domain by:
y(t) = h(t)*b(t) ... 2.9
= h(t)*[s(t)w(t)]
where y(t) is the output signal, h(t) is the impulse response of the 
device and * denotes convolution. If Y(f) and H(f) are the output spec­
trum and frequency response respectively, then the frequency 
representation of (2.9) is:
Y(f) = H(f)B(f)
= H(f)CS(f)»W(f)]
Notice that convolution effects are present in both domain
representations of the tone burst signal.
Most of the energy contained by the tone burst is centred in the main 
lobe of the magnitude response around the driving frequency of the sine 
wave. Tone burst measurements are often performed with test signals 
containing a constant number of cycles. In this way, the relative
bandwidth of the tone burst spectrum is kept constant for all driving
frequencies. Furthermore, the number of cycles is often integer to
minimise the amplitude of the burst spectrum at frequencies far removed
from the driving frequency for a given window function.
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2.H.2 Loudspeaker Measurements.
The techniques involved in making basic tone burst measurements are 
quite simple. Suppose it is desired to measure the magnitude response 
of a loudspeaker. The experimental arrangement is shown in Figure 2.9. 
The loudspeaker and microphone are positioned in the test room as
Taefc. Room
Power
i AmpliPiar
FIGURE 2.9: Experimental arrangement for measuring the response of a
loudspeaker (L) by the tone burst method.
described in section 2.2. The tone burst signal is produced by gating 
the output of a sine wave generator with the desired window function and 
applying it to the terminals of the loudspeaker. The acoustic response 
of the loudspeaker will propagate into the test room and past the micro­
phone where it is detected, amplified and displayed on an oscilloscope.
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The tone burst may be applied repetitively to the loudspeaker to 
facilitate measurements made from the oscilloscope screen. In this 
case, the repetition rate is determined by the reverberation time of the 
test room, as with impulse response measurements. The frequency of the 
sine wave generator is then adjusted to a new frequency setting and the 
experiment repeated. This process is performed over the desired freq­
uency range. In some applications, a narrow bandpass filter placed 
after the microphone amplifier and tuned to the driving frequency may be 
used to reject// out-of-band components and improve the signal to noise 
ratio of the measured results.
The response of the previously quiescent loudspeaker to the tone 
burst may appear as shown in Figure 2.10. The loudspeaker cannot 
respond instantaneously to the tone burst stimulus and there follows an 
"attack" transient response. Provided the tone burst is of sufficient 
duration, this transient response will decay and a steady-state response 
will be reached. The device’s response in this region is identical to 
the steady-state response produced by sine wave methods. When the tone 
burst stops, the response of the loudspeaker decays as the loudspeaker 
returns to its quiescent state.
Assuming the tone burst lasts long enough and no room reflections are 
included, all three stages of the response may be analysed: the
steady-state amplitude may be gated out and measured to produce a magni­
tude response curve identical to one produced by sine wave excitations. 
The "attack" and "decay" transients are the result of exciting the 
device with the range of frequencies contained by the tone burts spec­
trum. Assuming a steady-state response is reached, the response of the 
device to frequency components other than the driving frequency must 
have decayed. Analysis of the "attack" and "decay" transient responses 
has been used by some workers to indicate how well a device is able to
33 CHAPTER 2
10
Finet 
Refleotion
-10
Attaok Decay
Q.
£
<
T ime
FIGURE 2.10: Typical loudspeaker response to a tone burst excitation 
showing the "attack”, "steady-state" and "decay" parts of the response 
followed by the room reflections.
respond to suddenly applied transient signals (SHORTER (19^6), 
C0RRINGT0N (1950), KAMINSKY (1965)). The similarity in form between the 
time history of a tone burst test signal and those of many musical 
instruments has led to tone burst measurements being a popular means of 
assessing loudspeakers.
If valid measurements are to be made from the direct response, 
certain requirements must be met by the measurement apparatus:
a) Response Duration.
From Figure 2.10 it can be seen that the direct response is followed 
by the arrival of the first room reflections. If the direct response is 
not to overlap these reflections, then the duration of the applied test 
signal must be limited. If this is not achieved, it becomes necessary
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to limit the analysis of the direct response to the ’’attack” and 
"steady-state" parts only (LINKWITZ (1980)).
b) Tone Burst Magnitude Response.
If a "true" magnitude response curve is to be produced, the amplitude 
of the driving sine wave must be kept constant over the frequency range 
of interest. This requires the power amplifier used to amplify the test 
signal to have a flat magnitude response over the desired range. If 
this is not the case, the amplitude of the driving sine wave can be 
adjusted to compensate for any deficiency.
c) Microphone and Amplifier.
As the measured response passes through the microphone and amplifier, 
it will be affected by the response of each. These effects can be 
minimised by ensuring the microphone and amplifier have flat magnitude 
responses over the desired frequency range.
2.11.3 Development of Tone Burst Techniques.
Unlike impulse response measurements, tone burst testing does not put 
such great demands on the measurement equipment and is therefore much 
easier to implement successfully. The production of rectangularly 
gated, accurate, reproducible tone bursts was reasonably straight­
forward, requiring only a sine wave generator and a fast switching 
device. Signal to noise ratio problems were not as restrictive as for 
impulse response measurements, since the energy supplied by the power 
amplifier was concentrated about the driving frequency and not evenly 
distributed over a broad range of frequencies. Interpretation of the 
results produced was also simplified because the results could be
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presented in the familiar magnitude response format. Phase measurements 
were rarely made using tone burst techniques despite the fact that, in 
principle, they could be made as easily as for steady-state sine wave 
tests (MOLLER and THOMSEN). Thus, a complete description of the 
response of the device was not achieved. However, the "attack" and 
"decay" transient responses produced by the tone burst test signal were 
regarded as extremely useful and resulted in the tone burst method 
becoming the more favoured transient technique.
One of the criticisms levelled against steady-state sine wave
measurements was that the test signal did not represent the essentially 
transient nature of "real" signals. For example, a note played on a 
piano will produce an acoustic signal whose envelope displays an initial 
"attack" portion and a final "decay" portion. The pitch of the signal 
will not only be determined by the natural frequency of the excited
string, but also by harmonics and resonances. It was felt that tone 
bursts could be used to simulate such signals and thus offer a way of 
objectively evaluating a device under conditions not entirely divorced 
from the "real" world (SHORTER (1946)).
The emphasis placed on the transient response sections is confirmed 
by the fact that many of the experiments using tone bursts were 
performed in anechoic chambers. In this case, there is no advantage in 
tone bursts compared to steady-state sine wave methods if only the 
magnitude response curve is produced. An exception is the tone burst
method proposed by TERRY and WATSON (1951) for the free field cali­
bration of microphones using the reciprocity technique in a reverberant 
room.
As tone burst techniques were developed, greater demands were made on 
the accuracy and resolution of the results produced and it became 
increasingly obvious that more attention needed to be paid to the
gp 
»
p
n
^
T
u
6
D
f
l
36 CHAPTER 2
Q.
£
<
T ime
0
<b>
-10
-20
-30
-40
-50
Frequency
FIGURE 2.11: Time history (a) and magnitude part (b) of the frequency 
response of a rectangularly gated tone burst of frequency f0and duration 
T seconds.
analysis of the test signal if these demands were to be met. PEDERSEN 
(1968) went some way to identifying the main problem - "spectral 
leakage" - though he offered no solution to it. This effect is 
discussed below.
A rectangularly gated tone burst of frequency f0 and burst length T 
seconds has a spectrum with maximum energy centered at fG with a 
half-width of 1/T Hz, but with significant components at both higher and 
lower frequencies, as shown in Figure 2.11. These additional frequency 
components are termed "spectral leakage". If it is desired to measure
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the magnitude response of the device in a reverberant room, it is 
obvious that the duration of the transient sections of the response 
should be minimised so that the "steady-state” portion is reached as 
quickly as possible and is also clearly defined for easier measurement. 
Similarly, if it is desired to evaluate the transient response sections, 
it is sensible to limit the range of frequency components contained by 
the burst to a reasonably narrow band centred at the driving frequency. 
In this way, the effects of resonances at frequencies far removed from 
the driving frequency will be excluded and only the localised transient 
effects will be observed. This simplifies the analysis of the response.
There are two ways in which the amount of spectral leakage can be 
reduced:
a) If it is only the "steady-state" portion of the response that is of 
interest, a narrow bandpass filter can be inserted after the microphone 
amplifier. If the filter centre frequency is tuned to the tone burst 
driving frequency, the leakage components outside the pass band will be 
attenuated.
b) The leakage components are solely determined by the shape and 
duration of the window function used; by a suitable choice of gating 
function, the effects of spectral leakage can be controlled. This tech­
nique is illustrated by LINKWITZ (1980), where a Hanning, or raised 
cosine, window function is used.
The process of limiting spectral leakage by altering the window 
function shape is called "apodization" (BUNTON and SMALL (1982)). A 
particularly thorough analysis of the more common gating functions is 
given by HARRIS (1978), and the implementation of even the most complex
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window functions is relatively straightforward using a computer. For 
this reason, computers have been used increasingly in recent years for 
tone burst testing (BUNTON and SMALL (1982), SUZUKI et al. (1978)). A 
computer can be used not only to generate the tone burst test signal but 
also to gather the resultant response, and the advantages of such a 
computerised method are similar to those outlined for impulse response 
measurements in section 2.3.
Much of the development of the tone burst method stems from its early 
application to the measurement of loudspeaker responses. For example, 
analysis of the "attack” and "decay" portions of the response of a loud­
speaker has been used to determine the degree of "transient distortion" 
imposed by the loudspeaker (SHORTER (19^6), PEDERSEN (1968)). Tone 
burst testing of crossover networks has also been performed to 
investigate effects at and near the crossover frequency (GREINER 
(1982)).
2.M.4 Summary
Tone burst methods have been used for over fifty years. Early 
development of the method progressed at a faster pace than for impulse 
response measurements because tone burst testing was easier to implement 
and the results produced were more amenable to direct interpretation. 
The spectrum of the test signal was regarded as a reasonable simulation 
of some "real" acoustic signals and results produced from loudspeaker 
testing were seen to correspond well with subjective listening 
impressions (SHORTER (19*16)). Nowadays, more emphasis is being placed 
on tone burst techniques to produce magnitude frequency response curves 
when measurement is confined to a reverberant room (MOLLER and THOMSEN). 
In this case, the problem of spectral leakage has become important and
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is partially solved by "shaping” the envelope of the tone burst.
The use of computers to control the experimental procedure is 
becoming increasingly popular and different methods of displaying the 
resultant responses are being used, such as cumulative spectra plots 
(SHORTER (19^6), BUNTON and SMALL (1982), SUZUKI et al. (1978)). The 
use of computers has largely eliminated the early advantages of tone 
burst testing over impulse response methods. However, in situations 
where a low-noise test environment cannot be achieved, or when computer 
facilities are not available, tone burst testing offers an inexpensive 
and simple method of performing transient measurements.
2.5 TIME DELAY SPECTROMETRY.
Time Delay Spectrometry (TDS) is a radically different transient 
testing method to impulse response and tone burst methods. The method 
was first presented by HEYSER (1967) and was developed to provide a sol­
ution to the problem of making anechoic measurements in a reverberant 
environment.
2.5.1 Time Delay Spectrometry Measurements.
In order to illustrate the TDS measurement method, suppose it is 
desired to measure the frequency response of a loudspeaker in a 
reverberant room. The loudspeaker to be tested and the measurement 
microphone are suspended in the test room as described in section 2.2. 
The loudspeaker is excited by a swept sine wave ("glide tone") whose 
instantaneous frequency varies linearly with time over the desired freq­
uency range. The acoustic response of the loudspeaker to this 
excitation will propagate into the test room, being reflected and
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absorbed by the room boundaries and any objects within the room. The 
response of the microphone will then be characterised by the 
superposition of a series of glide tones with different arrival times 
determined by the direct or reflected pathlengths taken. The microphone 
output signal is passed through a bandpass tracking filter whose 
instantaneous centre frequency is related to the instantaneous frequency 
of the glide tone by a constant, but adjustable, offset frequency. The 
signal perceived by the microphone is that emitted by the loudspeaker 
delayed by the propagation time caused by the separation of the source 
and receiver. If the offset frequency is adjusted to exactly compensate 
for the direct pathlength delay, the tracking filter will always be 
tuned to the frequency perceived by the microphone which has propagated 
directly from the loudspeaker. Reflections from objects and boundaries 
will arrive at the microphone at some time after the direct response. 
The bandwidth of the tracking filter is adjusted so that the filter is 
no longer tuned to the instantaneous frequency of the reflected sound 
waves when they arrive at the microphone. In this case, the reflected 
signals will be attenuated and a valid measurement of the free field 
response of the loudspeaker will be made. The glide tone may be applied 
repetitively with a period of repetition not less than the reverberation 
time of the test room.
Figure 2.12 shows the linear relationship between frequency and time 
for the test signal, received signal and filter bandwith. The applied 
glide tone sweeps from frequency ft to fa in T seconds. The sweep rate, 
S, in units of hertz per second, is given by:
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FIGURE 2.12: Linear relationship between time and frequency for TDS 
measurements.
S = (ft-f*)/T 
r F/T
where F=fj.-fs is the sweep width or frequency range. Clearly, the sweep 
rate is independent of the instantaneous time, t, and frequency, f. 
These latter two are related by:
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f = fj+St ... 2.17
Hence, the time function describing the TDS glide tone is g(t) given by:
g(t) = cos(^(t))
where:
yr(t) = 2tr f dt
= 21Y[ft t+St2/2]+^0
Notice that a positive sweep rate has been assumed in Figure 2.12. A 
negative sweep rate can be achieved by sweeping from a high to a low 
frequency.
The centre frequency of the tracking filter is offset by a constant 
amount from the driving glide tone. From Figure 2.12, it can be seen 
that by increasing this offset frequency, the direct response can be 
included in the filter bandwidth. By increasing the offset still 
further, it is possible to included at least the first order reflections 
whilst excluding the direct response. In this way, TDS can be used to 
examine the effects produced by, for example, room boundaries, objects, 
and absorbent coverings in a highly selective manner.
From the basic method outlined above, certain requirements on the 
test equipment used for TDS become obvious:
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a) In order to maintain the same spacial selectivity throughout the 
frequency range covered by the measurement, the bandpass tracking filter 
needs to be of the constant bandwidth type. In his introductory paper, 
HEYSER (1967) de-scribes the relationship between the spacial selectivity 
and filter bandwidth as the ’’space equivalent bandwidth”, AX. This is 
defined by:
AX = Be/S ... 2.19
where c is the speed of sound and B is the tracking filter bandwidth, 
assumed here to have a rectangular frequency response. A X  is the 
distance traversed by the glide tone whilst still within a given freq­
uency band, B, and is of considerable importance. To understand why, 
consider the loudspeaker measurement described above. The offset freq­
uency between the driving signal and the filter centre frequency is 
adjusted to exactly compensate for the propagation time across the 
direct pathlength d. Any reflected pathlength within the range (d-AX/2) 
to (d+AX/2) will then produce a signal at the microphone whose 
instantaneous frequency will fall within the bandwidth of the filter and 
will thus affect any measurements made. This may not be a problem for 
direct loudspeaker measurements since the difference between the direct 
pathlength and the shortest reflected pathlength can usually be made 
sufficiently great. However, if it is desired to measure the response 
of the reflecting surfaces, it may be difficult to find a unique path­
length which excludes other reflections and the direct response. Hence, 
the results of such measurements may become confused or even 
meaningless.
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b) The instantaneous frequency of the driving glide tone and the centre 
frequency of the tracking filter are offset by a constant amount 
throughout the frequency range covered. In order that this condition is 
met, both the driving signal and filter tracking signal are best derived 
from the same oscillator.
Both requirements are met by commercially available audio spectrum
analysers. The heart of this device is a narrow-band superheterodyne
receiver tuned through the audio range by an oscillator swept linearly
with time. The output is rectified and applied to the vertical axis of 
a self-contained oscilloscope with the horizontal axis swept linearly in 
time. The driving glide tone is derived from the filters sweep signal 
and a stable crystal oscillator (to provide an accuroJtc offset freq­
uency) . A typical experimental arrangement for TDS testing of a loud­
speaker in a reverberant room is shown in Figure 2.13 (from CROSS 
(1981)).
2.5.2 Sweep Rate and Filter Bandwidth.
There are a number of constraints imposed upon the sweep rate, S, and 
the bandwidth, B, of the tracking filter which lead to an optimum filter 
bandwidth for a given sweep rate. This relationship between B and S can 
be established as follows (see CROSS (198*0):
The response time T^ of a filter of bandwidth B is approximately 
given by:
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FIGURE 2.13s Experimental arrangement for TDS measurements.
T* = 1/B
Tr is the time taken by the filter to reach its maximum output value for 
a given input. The driving glide tone used in TDS will be within the 
frequency band defined by the filter bandwidth for a time TB given by:
Te = B/S
This is the effective time window imposed by the tracking filter. Thus, 
if the filter is to accurately measure the glide tone signal, it follows 
that:
40 ^rmri&K a
> Tr
That is:
Bz > S
Since it is desired to measure the frequency response of the loud­
speaker with as good a resolution (that is, as small a bandwidth) as 
possible, the optimum relationship between the sweep rate and the filter 
bandwidth is then:
Bz = S
In this case, the received signal is within the filter pass band for 
just long enough for the filter to attain the correct output level. 
Values of B for which B*>S may be used, of course, but no extra accuracy 
will be achieved. For values of B2<S (used, for example, to reject 
unwanted signals that arrive at the microphone at times close to the 
arrival of the desired signal), the filter will be unable to respond 
quickly enough to the received signal and filter "bias” errors will 
result.
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2.5.3 Development and Applications.
The early work by HEYSER provided a firm practical and mathematical 
foundation for the development of TDS. Although the loudspeaker
measurement described above allowed the magnitude frequency response 
curve to be produced, TDS also preserves phase information and details 
of how this can be measured are given by HEYSER (1969). In 1969» a Time 
Delay Spectrometer was patented which allowed both magnitude and phase 
measurements to be made and the application of the technique in such 
fields as circuit analysis and ultrasonics (CHIVERS and FILMORE (1983))t 
as well as audio acoustic measurements (PERMAN, WHITE), ensured the 
rapid acceptance and development of the method. CROSS (1984) has 
proposed a new TDS system using a logarithmically swept glide tone.
Some of the measurements to which TDS can be applied are detailed by 
CABLE and HILLIARD (1980) and are described briefly below.
a) Loudspeaker Responses.
The method for measuring the free field response of a loudspeaker in 
a reverberant room has been described above. An extension of this 
method which involves measuring the direct response of the loudspeaker 
set in various orientations allows the directional properties of the
loudspeaker to be evaluated.
b) Multisource Reflections and Interference.
Few sounds perceived when listening in a "real" environment can be 
regarded as coming from a single source; outdoors, sound will be re­
flected from the ground; indoors, reflections from objects and
boundaries will interfere with the direct source signal. Through
spatial selectivity, TDS allows rejection of these reflections, or
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conversely, the analysis of selected reflections to the exclusion of the 
direct sound.
The limitation on the spatial selectivity is determined by the space 
equivalent bandwidth. Sound sources possessing similar pathlengths will 
interfere at the microphone and affect the measured response. This 
interference may be of interest, however. For example, a loudspeaker 
enclosed in a cabinet may exhibit a response characterised by severe 
maxima and minima not present when the loudspeaker was unbaffled. The 
peaks and troughs can be measured and consequently improvements can be 
made.
Interference measurements are performed by adjusting the filter 
bandwidth (and hence the space equivalent bandwidth) so that certain 
early reflections are included in the measurement window. By careful 
choice of the bandwidth in this way, it is possible to examine the 
effects on the frequency response as more and more early reflections are 
included in the measurement.
c) Reverberant Sound.
The sweep rate for a particular TDS measurement is normally set such 
that the spacial selectivity rejects unwanted sound sources. However, 
if the sweep rate is slowed down (and hence the space equivalent 
bandwidth is increased), the effects of the reverberant room will appear 
in the measured response. In this way, the contribution of room modes 
to the total sound field can be examined (CABLE (1978)).
d) Room Signatures.
Many rooms and auditoria possesSareas where the effects of early and 
late reflections and absorption coincide to produce an undesirable 
listening environment. TDS, because of its selectivity, allows analysis
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of these areas to ascertain the cause of the problem.
The sound field at a particular point will be characterised by the 
arrival of the direct and reflected sound after differing delays. The 
"signature” of each of these (secondary) sources may be measured by 
adjusting the offset between the filter sweep and the glide tone. The 
results of such measurements are usually presented in the form of a 
"waterfall" or three dimensional isometric display (HEYSER (1967)).
e) Boundary Absorption and Reflection Properties.
The absorption coefficients of a sample are measured by first 
obtaining the on-axis loudspeaker response, then placing a sample of the 
material to be measured between the loudspeaker and microphone and 
measuring the new response. The logarithmic difference in the two 
measured responses is the absorption coefficient of the sample measured 
with a lower limiting frequency determined from the general criterion 
that the minimum dimension of the sample should not be less than one 
wavelength.
The reflection coefficient may be similarly measured by positioning 
the sample a suitable distance infront of the loudspeaker and placing 
the microphone between them, facing the sample. The reflection 
coefficient may be determined from the direct and reflected responses 
after the appropriate space-loss terms have been included.
f) Transmission Loss.
The transmission loss (TL) of a partition or window is a commonly 
required acoustic parameter. This is normally measured by steady-state 
techniques in a double-room transmission suite. A sample of the 
partition is used from which the TL of the whole partition can be 
estimated. Such an approach can result in a poor estimation of the TL
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of the real structure because of flanking transmission errors (that is, 
sound waves taking paths other than through the partition) and also due 
to differences in the resonances of the structure caused by the use of 
samples of different sizes and shape to the original.
TDS offers the possibility of performing TL measurements in situ. 
The loudspeaker and microphone are arranged on opposite sides of the 
partition. The bandwidth of the tracking filter is adjusted so that all 
transmission paths of interest are just included while longer 
pathlengths are rejected. A measurement is made. When account is taken 
of the direct response of the source, the TL of the partition can be
found. In this way, more or less flanking transmission paths can be
included and an assessment made of their contribution to the sound 
transmitted by the partition.
There is some doubt whether TDS methods are able to accurately 
measure the TL of structures possessing lightly damped resonances. In 
this case, the resonant frequencies are characterised by prolonged 
"ringing” in the time domain. If the ringing persists for a longer time
than the measurement time imposed by the filter bandwidth, then an
accurate measurement will not be made. This matter is discussed by FAHY 
(1981) and CABLE and HILLIARD (1981).
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2.5.4 Summary
TDS, like impulse response methods, allows the complete measurement 
of the response of a device. This response is presented in the familiar 
magnitude and phase curves and the storage facilities of modern spectrum 
analysers allows easy comparison of several responses. Further analysis 
can be achieved by transferring the data to a computer. Hence 
calculation of the impulse response, or group delay, etc. is possible, 
or the data may be presented in different formats.
The range of applications detailed above suggests that the
limitations of TDS are not very significant compared to the advantages 
gained by such a versatile method. However, the cost of implementing 
such a system, especially when only one type of measurement might need 
to be performed, may weigh heavily against the use of the method. In 
this case, it may be more economic to employ either impulse response or 
tone burst testing.
2.6 CONCLUSIONS.
The three measurement methods described represent the main transient
methods in use today. Other test signals such as step functions or
square waves can be regarded as adaptations or combinations of these
methods and steady-state techniques.
Each method allows measurements to be made in a reverberant room, 
which offers considerable economic savings on the traditional steady- 
state method in anechoic chambers. The reverberant room does impose 
restrictions on the resolution and frequency range of the final results. 
However, by carefully arranging the source and receiver, these 
limitations can be minimised.
Impulse response and TDS measurements provide the complete device
52 CHAPTEK d
response description and this allows the response to an arbitrary input 
signal to be determined by calculation alone. Tone burst methods 
generally only give a partial description of the response in the form of 
the magnitude response curve. However, tone burst testing has been used 
successfully to correlate subjective impressions with measured resp­
onses.
The development of transient testing methods was considerably 
enhanced by the use of digital computers and modern electronics, with 
the consequent improvement in both the measurement techniques and the 
analysis and interpretation of the results. The wide range of applica­
tions and the comparatively low implementation costs of transient 
methods make them very attractive not only in acoustics but in other 
fields as well.
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CHAPTER 3 
3 MICROPHONE RESPONSE MEASUREMENT.
3.1 INTRODUCTION.
This chapter describes the practical implementation of an impulse 
response method for measuring the response of microphones in an ordinary 
laboratory environment. The method is a development of that used by 
BERMAN and FINCHAM (1977), described briefly in Chapter 2, for measuring 
the response of loudspeakers.
The advantages of an impulse response testing method have also been 
detailed in the previous chapter and can be summarised as follows:
a) Measurement of the impulse response provides a complete description 
of the response of a device.
b) The impulse response can be used to predict the behaviour of the 
device to an arbitrary input (assuming a linear, time-invariant device).
c) The equipment required is relatively inexpensive compared with the 
cost of the anechoic conditions necessary for traditional steady-state 
methods.
d) A reverberant test environment allows a certain degree of freedom in 
the choice of the measuring location, though the need for an adequate 
signal to noise ratio will limit this choice in practice.
e) The use of a computer and digital signal processing techniques has 
largely eliminated the early problems of accurately measuring and 
interpreting results.
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The impulse response method of Berman and Fincham requires the device 
being tested (a loudspeaker, in their case) to be excited by a narrow 
pulse which approximates to a delta function excitation. The impulse 
response of the device is then found by direct measurement of its output 
signal. The production of a short duration electrical transient whose 
magnitude response is flat over a wide frequency range is reasonably 
straightforward and this method of loudspeaker testing has proved both 
accurate and reliable.
The application of this method to the direct measurement of the 
impulse response of microphones is more difficult, the main obstacle 
being the production of an acoustic transient which approximates to a 
delta function over the frequency range of the test microphone. This 
would require an acoustic source of exceptional quality. The following 
section shows how the impulse response of a microphone can be measured 
without using a delta function excitation.
3.2 THEORY.
3.2.1 Continuous Representation.
In Chapter 2, mathematical expressions were presented showing the 
relationship between the input and output signals of a linear, 
time-invariant device. These relationships may be expressed as 
functions of time, t, and frequency, f:
y(t) = x(t-tT) h (t1) dt' ... 3.1a
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Y(f) = X(f)H(f) ... 3.1b
The two domains are related by the Fourier transform pair:
H(f) = I h(t)exp(-j2frft)dt ... 3.2a
h(t) =
J-pO
H(f)exp(j2ffft)df ... 3.2b
-oo
Knowledge of either the impulse response, h(t), or the corresponding 
frequency response, H(f), is sufficient to completely define the 
response of the device. Once either is known, the other can be 
calculated and the response of the device to an arbitrary input can be 
predicted by calculation alone.
If the output, y(t), is known for some input, x(t), h(t) can be 
computed by a process of deconvolution. This calculation is more easily 
performed in the frequency domain. Here, H(f) can be computed from:
H(f) = Y(f)/X(f) ... 3.3
and h(t) can then be found by Fourier transformation using (3.2b). This 
deconvolution process is the basis of the microphone response measure­
ment method described in this thesis. A similar deconvolution technique 
is described by LOUDEN (1971) for measuring the transmission character­
istics of an arbitrary acoustic system. Also, STEPANISHEN and FISHER
(1981) verify that this type of deconvolution technique can be used to 
determine the transient acoustic fields of ultrasonic radiators. It is 
believed that the measurement of microphone responses by this method is 
a new application of impulse response testing. Early versions of this 
method have been presented at various conferences (DOWNES and ELLIOTT
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(1982) and (1983)) and a shortened outline of the current method is 
presented in DOWNES and ELLIOTT (1984).
Calculating the impulse response of a device in this way does not 
require a delta function excitation signal. Provided x(t) contains 
sufficient energy at all frequencies of interest, the detailed nature of 
its frequency content will be matched by corresponding variations in the 
spectrum of y(t) and these will be eliminated by division in (3.3). 
Thus, the requirements made of the pulse source are less demanding than 
those necessary for direct impulse response measurement and this method 
allows an ordinary high frequency loudspeaker to be used as the sound 
source.
The additional flexibility of this method is made at the expense of 
increased measurement time (both input and output signals must be 
measured) and more processing of the resultant responses.
3.2.2 Discrete Representation.
So that the calculations required by this method can be performed 
efficiently using a digital computer, it is necessary to represent the 
continuous signals of (3.1) and (3.2) by finite-length sequences which 
are sampled in both time and frequency. Examination of the Fourier 
series representation of a periodic signal (for example, PAPOULIS (1962) 
p.42, LYNN (1982) p.19, RANDALL (1977) p.10) indicates that periodicity 
in one domain results in sampling in the other and vice versa. Thus, a 
periodic, sampled sequence will have a Fourier series representation 
that is also periodic and sampled.
Let T be the time interval between successive samples and let x(n) be 
the sampled sequence obtained by substituting t=nT (n integer) in the 
continuous signal x(t). Let x(t) be periodic with period NT seconds, as
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FIGURE 3.1: Time (a) and frequency (b) representations of a periodic, 
sampled sequence.
illustrated in Figure 3.1(a). X(k) is the spectrum of the sequence 
x(n), sampled at frequencies for which f=k/NT (k integer). X(k) and 
x(n) are related by the Discrete Fourier Series (DFS) pair (OPPENHEIM 
and SCHAFER (1975) p.89):
N-l
X(k) = £x(n)exp(-j2rrkn/N)
riso
N-l
x(n) = ^£x(k)exp( j2rrkn/N) 
k=o
... 3.^a
... 3.4b
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It is unlikely that the signals encountered in practice will be 
periodic. However, if x(n) is of finite duration, say NT seconds, such 
that x(n)=0 for n<0 (that is, x(n) is causal) and x(n)=0 for n>N-1, x(n) 
may be regarded as one period of a periodic sequence of period NT 
seconds and the DFS pair, (3.^), may still be used for further analysis. 
In this case, the relationships of (3.*0 have the following 
interpretation (OPPENHEIM and SCHAFER (1975) p.100):
N-l
X(k) = 2]x(n)exp(-j2TTkn/N) ;0<n<N-1 
n=o
= 0 jotherwise
x(n) = •^•^X(k)exp(j2trkn/N) ;0<k<N-1 
k=o
= 0 jotherwise
3.5a
3.5b
Since the relationships expressed by (3.5) are applied to the analysis 
of non-periodic sequences, they are termed the Discrete Fourier Trans­
form pair (DFT).
The input and output relationships of (3.1) can be expressed in terms 
of discrete sequences by the discrete convolution formula:
06
y(n) = ^ x(n-m)h(m) ... 3.6a
a — oo
and:
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Y(k ) = X (k )H (k ) ... 3.6b
Thus, (3.3) becomes:
H(k) = Y ( k ) / x ( k ) ... 3.7
In (3.5) and (3.6), the sequences can, in general, be complex. 
Usually, however, x(n) will represent the real time signals produced by 
the measurement apparatus. This imposes the condition that X(k) is 
conjugate symmetric. That is, the real part (and magnitude) of X(k) is 
even and the imaginary part (and phase) is odd (RABINER and GOLD (1975) 
p.58). In the discussion above, the finite-length sequence x(n) was 
also described as causal and the use of the DFT pair, which imposes 
periodicity over all time, would appear to be invalid in this case. 
Causality plays a particulary important role in convolution (and decon­
volution) where the ("circular”) convolution of two periodic sequences 
will not, in general, give the same result as the ("linear") convolution 
of two isolated periods from the same sequences. In order that the 
linear convolution (3.6a) and deconvolution of finite-length causal 
sequences can be computed using the circular DFT relationships and 
(3.6b) and (3.7), causality is imposed by ensuring the second half of 
the sequences x(n), y(n) and h(n) are equal to zero (RABINER and GOLD 
(1975) p.61).
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3.3 MICROPHONE MEASUREMENT METHOD.
In the previous section, it was shown how the frequency response, 
H(f), of a device can be calculated from the ratio of its output 
spectrum, Y(f), and input spectrum, X(f). X(f) and Y(f) are the Fourier 
transforms of the input and output signals, x(t) and y(t), respectively.
If H(f) is the frequency response of a "test” microphone, then y(t) 
represents the electrical output signal produced when the microphone is 
excited by the acoustic input signal, x(t). In order that H(f) (and 
hence h(t), the microphone’s impulse response) can be calculated, it is 
necessary to measure both y(t) and x(t). In this method, a short trans­
ient of pressure, generated by pulse-exciting a loudspeaker some 
distance away, is used as the acoustic excitation of the test microphone 
and its response to this excitation, y(t), is measured. The input 
signal to the test microphone, x(t), is measured with a ’’reference” 
microphone substituted in exactly the same position whose frequency 
response is assumed flat over the frequency range of interest.
The experimental arrangement for measuring the response of the test 
and reference microphone responses is shown in Figure 3.2. At the heart 
of the system is a computer (Data General Nova H) which not only gathers 
the experimental data but also synchronises the test procedure. The 
loudspeaker (L) and microphone (M) are suspended in the test room as 
described in Chapter 2, section 2.2. With the test room initially 
quiescent, the computer, via a. digital to analogue converter (DAC), 
triggers a pulse generator to produce a narrow rectangular voltage pulse 
which is amplified by a power amplifier before being applied to the 
terminals of a loudspeaker. The acoustic response of the loudspeaker 
propagates into the test room and past the microphone (either the test 
or reference) some distance away. The electrical response of the micro-
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FIGURE 3*2: Experimental arrangement for measuring the response of a 
microphone (M) by an impulse response method.
phone is amplified and low-pass filtered to prevent "aliasing’’ (as 
discussed below), before1 it is sampled by an analogue to digital 
converter (ADC) and read into the memory of the computer.
Signal averaging is employed to improve the signal to noise ratio of 
the measured responses. The loudspeaker is repeatedly excited by the 
test pulse and each microphone response is added to a cumulative total 
response stored in the computer. The repetition rate is determined by 
the reverberation time of the room and should be such that the response 
from one pulse has decayed sufficiently before the loudspeaker is next 
excited. For the results presented here, 64 averages are generally 
used, taking approximately one minute to acquire.
The following sections describe the practical implementation of the
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measurement method outlined above, as well as the basic analysis tech­
niques used to calculate the test microphone’s frequency, and impulse
responses.
3.4 PRACTICAL CONSIDERATIONS.
3.4.1 Test Room Arrangement.
The requirements made of the reverberant test room have already been 
described in Chapter 2. Figure 3.3 is a photograph of the test room 
used for the measurements presented in this thesis. Although the 
physical dimensions of the room are quite large, the inclusion of
benches and other experimental apparatus limits the useful room
dimensions for impulse response testing to 4.5 x 3.3 x 2.7 metres, the 
height of the room being the smallest dimension.
The loudspeaker is mounted at the end of a rigid pole 1.6 metres
long. The pole is firmly attached to the centre of one wall of the
room. The loudspeaker end of the pole is supported by a wire from the 
ceiling.
Several ways of mounting the loudspeaker were tried before the
arrangement described above was adopted. Initially, the loudspeaker was 
held in position by laboratory stands and clamps. This arrangement 
supported the loudspeaker very firmly, but substantial early reflections 
from various parts of the support occurred during the direct response 
and therefore could not be be removed in any subsequent analysis. 
Moreover, using this arrangement, it was impossible to replace the loud­
speaker and support in exactly the same position and so a consistent,
repeatable sound source could not be achieved.
To overcome these difficulties, the loudspeaker was suspended by
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FIGURE 3.4-1 Photographs of (a) the Audax Super Tweeter loudspeaker and 
(b) the 1/4-" reference microphone, each mounted at the end of its 
support pole.
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wires from the ceiling and held in position by stay wires from the wall 
behind. This arrangement removed the source of the early reflections in 
the previous arrangement and provided a far more consistent sound 
source. The final arrangement of mounting the loudspeaker on the end of 
a pole was adopted to improve the positional stability still further. 
Since the pole projects directly backwards behind the loudspeaker, it 
offers only a very small reflective surface at the loudspeaker end (see 
Figure 3.4(a)).
The test room did not have a suitable surface in which the loud­
speaker could be mounted directly (’’flush”), as suggested by Figure 
2.1(a) in Chapter 2.
The reverberation time of the test room was measured and found to be 
below 0.8 seconds over the audio frequency range; the repetition rate 
of the experimental procedure was set at approximately 1 second. If a 
smaller test room were used, it is likely that a shorter reverberation 
time would be found and hence the repetition rate could be increased. 
However, the signal averaging procedures require a substantial amount of 
processing to be performed on each reponse which will inevitably limit 
the rate at which successive responses can be acquired and 
simultaneously processed.
Since it is the response of the microphone that is of primary 
interest, it is important that reflections from the apparatus supporting 
the microphone are made as small as possible. Ideally, all surfaces 
that produce early reflected signals at the microphone should be 
eliminated since these signals cannot be removed in subsequent analysis 
and are unlikely to be consistent in both the reference and test micro­
phone responses. The arrangement used in this case is shown in Figure 
3 -M(b). The microphone and its 1/2" diameter pre-amplifier project out 
of the end of a hollow tube 4- feet long. The internal diameter of
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the tube provides a good sliding fit for the microphone pre-amplifier 
casing and the last 2" of the tube are tapered to provide a smooth 
transition from the tube to the pre-amplifier. The microphone cable 
runs along the inside of the tube. The whole arrangement is mounted in 
the room along the axis of the loudspeaker, the microphone end of the 
pole being suspended by a wire from the ceiling while the other end is 
held firmly by a heavy floor stand. The stand allows the position of 
the pole to be adjusted.
The loudspeaker and microphone are generally held 1 metre apart, an 
arrangement which provides a delay of approximately 5mS between the 
arrival at the microphone of the direct response and the first room 
reflections (from the ceiling and floor, in this case). Thus, the 
potential minimum frequency resolution is about 200Hz.
3.4.2 Pulse Generator, Amplifier and Loudspeaker.
The pulse generator, power amplifier and loudspeaker together 
comprise the sound source section of the experimental apparatus. The 
detailed nature of the signals produced at the output of each of these 
elements is not critical provided the spectrum of the acoustic transient 
at the microphone is repeatable and extends over the entire frequency 
range reproduced by the test microphone.
The circuit diagram of the pulse generator is shown in Figure 3.5. 
It was constructed by Mr. E. Worpe of the Electronic Workshops and is a 
development of a simpler design produced by the Author. The device 
consists of two cascaded mono-stable multivibrators; the first is 
triggered by a positive voltage transition on the input terminal, which 
in turn triggers the second mono-stable to produce a 3.5 volt rec­
tangular pulse at the output terminal. Potentiometers allow the pulse
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FIGURE 3-5: Circuit diagram of the pulse generator.
width and delay between the initial trigger and the output pulse to be 
adjusted in the ranges 5 to 150yxS and 50 to 5000^ iS respectively.
The demands made on the power amplifier used to amplify the pulse 
from the pulse generator are substantial if the loudspeaker is to be 
excited by a pulse containing sufficient energy over a broad range of 
frequencies. The amplifier used is a 200 watt H&H Power Amplifier type 
TPA100D. The loudspeaker used is an Audax Super Tweeter type TW8B which 
has a useful frequency range from 600Hz to 50kHz. This range of freq­
uencies is excited by a repeatable rectangular pulse of approximately 
7p.S duration (which has its first spectral zero at about 140kHz), 
amplified to an amplitude of 30 volts by the power amplifier. Five 
other loudspeakers were tested before the Audax Super Tweeter was
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selected. These were: an Audax Dome Tweeter and Dome Midrange Tweeter
(combined unit type HD20x13D25HR/34H), a Goodmans Axent 100 High Freq­
uency Loudspeaker, a Radio Spares Dome Tweeter and a Motorola Piezo 
Ceramic Speaker type B. None of these was found to have as wide a freq­
uency range as the Audax Super Tweeter without exhibiting deep minima in 
their responses.
3.^.3 Microphone, Pre-Amplifier and Amplifier.
The acoustic transient produced by the loudspeaker is measured by a 
reference microphone whose response is amplified before being sampled 
and read into the computer. The detailed nature of the microphone’s 
pre-amplifier and amplifier responses are again not critical, provided 
they are used for both the test and reference microphone measurements 
and they are able to respond to the whole frequency range of interest. 
If their combined response remains constant for both the test and refer­
ence microphone measurements, it will be eliminated in the final decon­
volved response of the test microphone. For most of the measurements 
presented in this thesis, the same pre-amplifier and amplifier were used 
for both the reference and test microphone measurements. They were a 
Bruel and Kjaer type 2619 Pre-Amplifier and a Bruel and Kjaer type 2608 
Measurement Amplifier. An occasional stability problem was encountered 
using the type 2608 amplifier. The problem appears to lie in the 
internal filter sections of the amplifier and causes distortion of the 
microphone responses. This distortion is erratic and is usually 
rejected by the signal averaging software (see below). However, a 
considerable amount of time was taken in identifying this intermittent 
source of inconsistent results.
The reference microphone must be able to accurately measure the
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acoustic input signal from the loudspeaker. This is achieved if the 
reference microphone has a flat frequency response over at least the 
test microphone's frequency range. A Bruel and Kjaer 1/4" type 4135 
Free Field Condenser Microphone (Serial No. 1048020) is used which has 
a magnitude response specified flat within +/-1dB up to 50kHz (BRUEL and 
KJAER (1982) and the individual calibration chart supplied with the 
microphone). Although it is assumed that the phase response of the ref­
erence microphone is flat, in practice the microphone used does have 
some phase response as a function of frequency (BRUEL and KJAER (1982) 
pp.71-72). However, if this is expressed as a group delay, it is found 
that this group delay varies by less than one sample point over the 
frequency range of interest.
3.4.4 Linearity.
The theory of impulse response testing (and the other measurement 
methods mentioned in Chapter 2) assumes the device being tested and its 
associated amplifiers and filters are each operating linearly and 
together comprise a linear measuring system.
Linear operation of the sound source is not necessary. The only 
requirements made of this part of the measuring system is that the 
acoustic transient produced remains constant for both the reference and 
test microphone measurements and contains the entire frequency range of 
interest. However, linear operation of this section is desirable since 
the response is more likely to be constant and damage to the loudspeaker 
can be avoided. The H&H Amplifier was found to operate linearly only at 
gain settings which produced an acoustic transient of insufficient 
amplitude for reliable microphone measurements to be made. However, the 
transient produced by a given gain setting, even when operating
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non-linearly, was found to be repeatable and so this part of the experi­
mental arrangement was always operated at the same gain setting.
The peak pressure produced by the loudspeaker at a point 1 metre 
infront and on axis is approximatley 7.3Pa (111dB (Peak) SPL) which is
smaller than the pressure required to cause distortion in most micro­
phones and pre-amplifiers. Even with the amplitude of the input signal 
fixed, the microphone amplifier is inevitably operated over a wide range 
of gain settings to accommodate the different sensitivities of the test 
and reference microphones. Linear operation of the microphone amplifier 
was established by measuring the response of the reference microphone to 
the loudspeaker transient at several different microphone amplifier gain 
settings. The spectra _ of the measured responses were computed and are 
presented as magnitude and phase curves in Figure 3.6. The magnitude 
curves have been normalised to remove amplifier gain adjustments and are 
within 0.2dB of each other from 600Hz to 45kHz. The phase curves are 
also virtually identical, apart from a linear phase component which will 
be discussed below.
3.4.5 Data Sampling and Aliasing.
The continous waveform produced by the microphone amplifier is 
sampled at equal time intervals by an analogue to digital converter
(ADC). The device used, an Analog Devices type 802, will sample input
voltages in the range +/-10 volts and is operated at a sampling freq­
uency (fs ) of 150kHz; that is, the input waveform is sampled at 
intervals of approximately 6.7^ iS. In order to ensure that both the 
direct response and the first room reflection are captured, 2048 
consecutive samples are stored by the computer. In this way, approx­
imately 13.7mS of data is stored, beginning when the pulse generator is
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FIGURE 3.6: Magnitude and phase curves showing the loudspeaker’s 
response measured by the reference microphone at several microphone 
amplifier gain settings.
triggered by the computer.
In section 3.2.2, it was noted that sampling a time history causes 
the spectrum of the underlying continuous waveform to be repeated 
periodically at frequency intervals equal to the sampling frequency, %, 
as illustrated in Figure 3.1. Thus, the periodicity of the frequency 
response is an effect caused by sampling and is not, in general, a 
property of the original continuous signal. From Figure 3.1, it is 
clear that no ambiquity is caused by this enforced periodicity provided
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the frequency range of the continuous signal is such that no overlap 
occurs between adjacent periods of the sampled spectrum. If an overlap 
("aliasing") does occur, each period of the sampled spectrum will no
longer be identical to the continous signal spectrum (LYNN (1982) 
p.160). Under certain circumstances, it is possible to numerically 
remove the effects of aliasing (MARKS (1982)), but it is usually more 
convenient to ensure that this effect is avoided altogether. In 
practice, aliasing can be avoided by using a sufficiently high sampling 
frequency. However, an inevitable upper limit on the sampling frequency 
of the ADC usually requires that the spectrum of the continuous signal 
is band-limited before it is sampled.
If it is recalled that the frequency response of a real time signal 
is conjugate symmetric it will be clear that the magnitude response in 
the frequency range fg/2 to fg is a mirror image of that in the range 0 
to fg/2. f$/2 is termed the "Nyquist rate". Thus, a continuous signal
can only be sampled without aliasing if the sampling frequency is at 
least twice the highest frequency component present in the signal. If 
it is not possible to increase the sampling frequency to accommodate all 
the high frequency components, a low-pass "anti-aliasing" filter can be 
inserted before the ADC. Such filter are designed to have a relatively
flat pass-band magnitude response and a rapid pass- to stop-band
transition. The anti-aliasing filter used in this case is a Kemo 
Variable Elliptic Filter type VBF/22 which has a programmable cut-off 
frequency in the range 0.1Hz to 100kHz. The pass-band ripple is stated 
as +/-0.2dB with an attenuation rate of 135dB/octave (KEMO (1983)).
In order to ensure sufficient attenuation of components at or above 
the Nyquist rate (75kHz in this case), the cutoff frequency of the
filter is set at 50kHz. Thus, the theoretical upper frequency limit of 
75kHz, determined by a sampling frequency of 150kHz, is reduced in
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practice by the finite fall-off rate of the anti-aliasing filter. The 
upper frequency limit will also be influenced by the useful frequency 
range of the loudspeaker, which is again approximately 50kHz in this 
case.
The band-limited signal from the filter is sampled by the ADC and a 
signed integer in the range +/-16383 is used to represent the value of 
the sampled input voltage. The input signal is thus sampled with an 
accuracy of approximately +/-0.3 millivolts. The ADC presents these 
sampled values to the computer as a 14-bit two's complement binary 
number. In order to represent the continuous signal with infinite 
precision would, in general, require an infinite number of bits. The 
use of a finite number of bits means that the sampled sequence from the 
ADC represents the original signal only approximately. The error intro­
duced can be modelled as an additive noise signal, the exact nature of 
which depends on the signal being sampled and the method by which it is 
approximated.
It is unreasonable to assume that the quantisation error will be 
known exactly. However, under certain circumstances, assumptions may be 
made about the statistical properties of the additive noise and these 
may be used to analyse the influence of the quantisation errors on the 
sampled sequences. Typically, it is assumed that the signal being 
sampled is such that it traverses a large number of quantisation levels 
from sample to sample. In this way, the quantisation noise can be 
regarded as random and uncorrelated with the signal (OPPENHEIM and 
SCHAFER (1975)).
The dynamic range of the ADC is determined by the valid number of 
bits used to represent the input data. Each bit contributes approx­
imately 6dB to the dynamic range, giving a maximum dynamic range of 
about 84dB for the 14-bit ADC used in this case. In general, this
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maximum value will not be achieved since the amplitude of the input 
signal must always be less than the theoretical maximum in order to 
avoid peak clipping.
3.4.6 Signal Averaging.
The response sampled by the ADC and stored in the computer is 
inevitably degraded to a greater or lesser extent by the presence of un­
wanted signal components. For example, the background acoustic noise 
from the test room, thermal noise from the electrical equipment and 
quantisation effects from the ADC. In general, the measured response 
can be regarded as the sum of the useful "signal” (in this case, the 
response of the microphone) and unwanted "noise". The RMS values of 
these two components expressed as a quotient is commonly termed the 
Signal to Noise Ratio (SNR). An adequate SNR is necessary if the signal 
is to be accurately defined.
One method by which the SNR can be improved is by filtering the 
response before measurement. By a suitable choice of filter, both 
broad- and narrow-band noise components can be reduced without seriously 
affecting the signal. In this respect, the use of an anti-aliasing 
filter not only prevents aliasing but also limits the bandwidth of any 
broadband noise present.
Signal averaging is a technique which can improve the SNR when the 
signal is repetitive and the noise parts of each repetition are wholly 
or partially uncorrelated (LYNN (1982) p.222, WHITE and WHITE (1976), 
BRAUN (1975)). The SNR is improved because, as each response is added 
to the cumulative total, the signal parts will be additive whereas the 
noise parts will tend to cancel. The improvement in the SNR will depend 
on the degree of correlation between each signal repetition and how un­
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correlated the noise parts are.
Let the measured response, x(t), be:
x(t) = s(t)+n(t)
where s(t) is the signal part and n(t) the noise part. Assume n(t) is 
stationary and random with zero mean level and variance cra (cr is the 
standard deviation). Let the SNR=r/a“, where r is the RMS value of s(t). 
If N responses are added together, s(t) and hence r will increase by a
factor N. The variance of the summed noise parts is equal to the sum of
the variances of each part. So the variance of the resultant noise part 
is also increased by a factor N and the standard deviation is then crJW . 
Hence, the SNR is improved by a factor JW . This corresponds to an 
increase of 3dB in the SNR for each doubling of the number of responses 
averaged.
In practice, the improvements made to the SNR will be less than those 
predicted by theory, as illustrated in Figure 3.7. Here, the magnitude 
part of the frequency response of the acoustic excitation signal is 
shown, as well as the relative level of the background noise. Two noise
curves are shown and they were measured by repeating the experimental
procedure with the pulse generator disconnected. The upper noise curve 
is the noise level associated with one sampled sequence, while the lower 
curve is the result of averaging 64 such sequences. It can be seen that 
for 64 averages, a SNR of better than 60dB is maintained in the 
frequency range from 1 to 40kHz. 64 averages should give a theoretical 
improvement in the SNR of 18dB. That is, 64=26 and 6x3dB=18dB. 
However, the average improvement is nearer 15dB in this case. The main 
reason for this is that the noise will rarely be entirely uncorrelated 
and some additive effects will be observed. This is particularly true
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FIGURE 3»7: Magnitude and phase curves showing the loudspeaker’s 
response and two background noise responses. The dashed noise curve is 
from 1 sampled sequence, while the other is the result of averaging 64. 
such sequences.
of low frequency noise, for example, "mains hum". Similarly, if the 
signals are not totally correlated, there will be some cancellation. 
This latter effect has more serious consequences than simply reducing 
the potential improvement in the SNR; if the degree of correlation is 
poor, then the result of averaging may not be representative of the 
individual parts. Small changes in the detailed structure of each
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signal are, of course, inevitable, especially with an acoustic measuring 
chain such as that described here. However, the final averaged response 
will also be affected by poor synchronisation in the sampling process.
Poor synchronisation can be caused in several ways. For the results 
presented here, two problems were observed: firstly, the ADC was being
triggered to begin sampling at different instances in the measurement 
cycle and secondly, the acoustic pathlength between the louspeaker and 
microphone was varying over a small range, mainly due to small 
temperature changes in the test room. These are known as ’’triggering 
errors” and "jitter” respectively. The effects of these two are 
essentially the same; both introduce a variable delay between succesive 
signals.
Consider the signal x(t) given by:
M -l
x(t) = (1/M ) ••• 3-8
m-o
That is, x(t) is the result of averaging M responses, s(t-Tm ), each of 
which has a delay, Tm , associated with it. Fourier transforming (3.8) 
gives:
X(f) = J (1/M)2_iS(t-Tm )exp[-j2Tift:!dt
-o#' m-o
= (1/M)S(f)^]exp[-j2nfTm ] 
rr\=o
The exact relationship between the averaged spectrum, X(f), and the 
original spectrum, S(f), depends on the distribution of the delays » Tm- 
If Tm is constant for all m and equal to T (say), then:
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X(f) = S(f )exp[-j2rrfT]
In this case, | x ( f ) |  =|S(f)| and^X(f) differs from ^S(f) by a linear 
phase component (-j2TTfT).
If I'm is random but evenly distributed in the interval 0 to T then:
X(f) = (1/M)S(f )exp [-jH fT ]stn [fffTM /(M -l)]^s lri[lT fT^ (M -0]|
For M=6M and T=0.67jaS (10% of the sampling interval), the error in the 
magnitude response at 75kHz is approximately O.OUdB. In practice it is 
usually possible to specify an even smaller range of acceptable delays.
Figure 3.8 shows a simple illustration of these effects. Here, the 
effects in the frequency domain of averaging two time domain sequences 
is shown. The sequences are offset from each other by one sample point, 
but are otherwise the same. Delays that are not an integer number of 
sample point are u&usally encountered in practice. The solid curves 
represent the spectrum of the original waveform.
Generalising these results to the addition of several delayed 
signals, the effects on the phase response could tend to cancel each 
other if the distribution of the delays had zero mean value. However, 
even in this case, the magnitude response effects will be cumulative and 
triggering errors and jitter must be avoided if a valid averaged 
response is to be measured.
The computer is used to synchronise the production of the test pulse 
to the data acquisition. This task is performed by the subroutine 
"GETP” (see Appendix). The computer instructs the DAC to output a 
trigger pulse to the pulse generator, waits for confimation that this 
has been done, then begins reading values from the ADC. Both the output 
from the DAC and the sampling at the ADC are timed by the same external
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FIGURE 3.8: Illustration of the effect in the frequency domain of a unit 
sample delay in the averaging process. The solid curve is the true 
spectrum, while the dashed curve is the spectrum of the signal plus the 
signal delayed by one sample.
150kHz "clock". Triggering errors were encountered in two forms. The 
first and most obvious was a large, but intermittent, delay of approx­
imately 15 sample points present in some responses. The source of this
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delay was found to be an ’’interrupt” generated by the computer’s 
real-time clock, occurring on some occasions while the computer was 
awaiting confimation from the DAC. This delay was eliminated by 
disabling all interrupts before sending the DAC trigger pulse.
When this large delay was removed, another triggering error was 
revealed. The confirmation signal from the DAC was found not to be
synchronised to the external clock or to any other reliable timing
point. This resulted in a delay of up to 2 sampling points in some
responses. This effect is a feature of the DAC and cannot be corrected
easily. However, the delay introduced is always an integer number of 
sample points and can be detected and removed by the signal averaging 
software, as will be discussed below.
Both these sources of triggering errors resulted in substantial 
delays, the averaged effects of which were easily seen when compared
with individual responses. In this respect, an oscilloscope monitoring
the waveform at the input to the ADC is particularly useful.
The programme used to acquire the microphone response data is called 
”DSA” and was written by the Author (see Appendix). The programme 
comprises several subroutines including one called ’’GATHER” which
performs the data acquisition and signal averaging. To overcome the 
triggering errors, GATHER examines each sampled response and accepts or 
rejects it for averaging on the basis of a number of parameters
specified by the user. The value and range of these paprameters are 
established by another subroutine called "INITIALISE”.
Having acquired a single response, GATHER finds the sample point 
of greatest magnitude. The particular form of the microphone reponses 
measured is such that this point is generally towards the beginning of 
the direct response. This point and its immediate neighbours are used 
to interpolate the position and value of the "true” peak, as illustrated
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FIGURE 3.9: Parameters used in the signal averaging process.
in Figure 3.9. If the measured peak value occurs at sample point n, 
then the "true” peak is determined from the intersection of the straight 
line passing through points n-1 and n and that passing through points 
n+1 and n+2. The position and value of the "true” peak are compared 
with values specified by the user and the response is rejected if either 
parameter falls outside a given range. Since the ’’true” peak position 
is determined to a fraction of a sample point, not only can triggering 
error delays be detected, but also the much smaller delays caused by 
jitter.
If the response is not rejected, a further test is made before the 
response is added to the cumulative total response. A checksum is 
calculated of a number of consecutive samples in the direct response. 
The value obtained is compared with that specified by the user and the 
response rejected if its value is outside a given range. In this way,
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responses are rejected that have been degraded by the inclusion of, for 
example, loud noises from the rooms surrounding the test laboratory. 
This scrutiny is repeated on subsequent responses until the required 
number of individual reasponse have been averaged.
3.^.7 Stability.
The use of signal averaging requires accurate synchronisation of each 
measured waveform with the initial pulse. All the elements in the 
measuring chain should be allowed to reach their normal operating 
temperature before measurements are begun. The apparatus was normally 
switched on at least 15 minutes before the first measurement. This 
includes the instrumentation microphones and pre-amplifiers which have 
internal heater circuits to discourage condensation. The loudspeaker 
should also be allowed to reach the ambient room temperature since its 
response may change with different coil temperatures.
The fact that two measurements must be made in order to calculate the 
test microphone^ impulse response requires the test room conditions to 
be constant during the whole measurement time. Temperature and humidity 
changes and air currents will cause variations in the propagation time 
between the loudspeaker and the microphone which can seriously affect 
the averaging process. This, in general, precludes measurements made 
outdoors. However, the effects of heaters, direct sunlight and open
windows on indoor measurements should not be ignored as they may be an
effective source of "jitter". For example, a temperature change of 1°C
causes the signal arrival time to change by approximately 5jaS in a total
propagation time of 3mS. With a sampling rate of 150kHz, the data 
points are separated by about 7pS. So, a relatively small temperature 
change can make the final averaged response meaningless. It is
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therefore important to ensure that the reference and test responses are 
measured within a short time of each other.
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FIGURE 3 .10: Comparison of the reference microphone frequency response 
over a period of one month.
The test room conditions will inevitably change from day to day. 
However, provided measurements are made under stable conditions, the
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effects of any long-term differences in the response of individual 
elements in the measurement chain will, for the most part, be cancelled 
in the deconvolution process. This is not true of the reference micro­
phone response, which must always accurately measure the input signal to 
the test microphone. In Figure 3.10, a comparison in frequency of four 
reference microphone responses is made. The responses were acquired 
over a period of one month. The room temperature varied from 19°C to 
21°C and the relative humidity from 4 4 % to 55%. The logarithmic magni­
tude response is plotted relative to an arbitrary reference level. The 
small linear phase differences are a result of slight variations in the 
exact location of each microphone with respect to the loudspeaker. They 
correspond to differences in arrival times of a fraction of a sample 
point.
3.4.8 Data Storage and Calibration.
Once the averaged response has been acquired, it is permanently 
stored on the computer’s disk memory. Storing the original waveforms 
before any analysis has been made allows a library of responses to be 
built up. Thus, comparison can be made of results taken over several 
months, old results can be re-evaluated using new techniques and one 
result can be evaluated in a variety of different ways. Unlike storing 
analogue waveforms (for example, on a magnetic tape recorder), the 
digital responses stored on disk memory are not degraded by repeated 
use.
The reference microphone response can be calibrated in Pascals using 
a pistonphone. This task is performed by the programme ”DSA” using the 
subroutine ’’CALIBRATE” (see Appendix). First, the reference microphone 
response is measured and stored on disk. The variable gain control on
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the microphone amplifier should not be changed and the settings of the 
input and output attenuators should be noted. The pistonphone is then 
placed over the microphone and the microphone amplifier attenuators
adjusted to produce a signal at the ADC in the range +/-10 volts.
CALIBRATE then samples the waveform produced by the microphone excited 
by the pistonphone. The pistonphone used is a Bruel & Kjaer type H220 
which produces a 31 Pa signal at a frequency of 250Hz. In practice, both 
the frequency and amplitude of this signal vary over a small range. To 
eliminate these variations, CALIBRATE averages the RMS amplitude of the 
fundamental frequency component of several periods of the pistonphone 
waveform. This averaged RMS value is then used to calibrate the micro­
phone response in units of Pascals.
3.5 RESPONSE ANALYSIS.
Once the reference and test microphone responses have been measured 
and stored using the programme DSA, they are analysed by another suite 
of programmes called ."DSP" (see Appendix). DSP allows two microphone 
responses to be held in memory simultaneously, where they can be 
manipulated either individually or together. The operations performed 
by DSP include: loading and storing data on disk, time "windowing”,
Fourier transformation, graph plotting and a range of mathematical 
operations including complex multiplication and division. The data 
required by DSP is not specific to microphone responses and other forms
of measured or simulated data can be analysed. A description of the
operations performed by DSP is given in the Appendix.
The remaining sections of this chapter will describe the operations 
required to produce the test microphone frequency and impulse response.
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FIGURE 3.11: (a) Loudspeaker response measured by the reference 
microphone showing the direct response and the first reflections. The 
shape and duration of the half-Hanning window function is also shown.
(b) Gated response with initial delay removed.
3.5.1 Windowing.
Figure 3.11(a) shows a typical reference microphone response. The 
direct response occurs after an initial delay caused by the separation 
of the loudspeaker and microphone. This is followed some time later by 
the first room reflection. It is the direct response that is of
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interest in this case. It is isolated from the room reflections by 
multiplying the measured response by a window function which smoothly 
truncates the tail of the direct response to zero just before the start 
of the first reflection. The gated direct response is shown in Figure 
3.11(b). The initial separation delay, which is partially included in 
Figure 3.11(a), has also been removed by redefining the time origin to 
the start of the direct response. This is done so that multiple 
rotations of the phase response are avoided.
A half-Hanning window function, w(t), is used which has the shape 
shown in Figure 3.11(a) and is defined by:
w(t) = 0.5+0.5cos((t-t1)tr/(ta-t1 )) .jt^tSt* ... 3.9
= 0 {otherwise
where t* and ta indicate the beginning and end of the direct response. 
These points are determined by direct inspection of the measured 
response by the user. They are entered as parameters in the programme 
"WINDOW", a subroutine of DSP (see Appendix).
It can be seen from Figure 3.11(a) that the shape of the half-Hanning 
window has only a small effect on the main part of the direct response 
while smoothly truncating the tail end to zero. This latter effect is 
important if small discontinuities at the end of the direct response are 
not to be introduced. For example, in many instances the measured 
response has a small DC-offset imposed upon it by the ADC. As the 
direct response decays, it tends to this offset value and not zero. The 
use of a window function that abruptly truncates the direct response, 
for example, a rectangular window, would leave a small step in the gated 
response. The effect of this step is to impose a ripple on the freq­
uency response of the direct response. FINCHAM (1983) suggests the
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DC-offset can be reduced by averaging responses produced by an 
alternately positive and negative test pulse. These pulses can be pro­
duced in two ways: the polarity of the pulse input to the power
amplifier can be alternated, or the polarity of the loudspeaker 
terminals can be reversed. In either case, the pulses produced must 
differ only in polarity. The H&H Amplifier used here did not amplify 
positive and negative pulses identically and it was felt that the 
advantages gained by alternating the loudspeaker polarity did not 
justify the additional complexity of the circuitry required to achieve 
it.
The response, r(t), produced by the application of the window 
function, w(t), to the original response, x(t), is given by:
r(t) = x(t)w(t)
which is the same form as (2.8) used to describe the time response of a 
tone burst. The equivalent frequency representation is given by the 
convolution integral:
R(f) = X(f-f1 )W(f Mdf ’
= X(f)*W(f)
where R(f), X(f) and W(f) are the Fourier transforms of r(t), x(t) and 
w(t) respectively and * denotes convolution. For the half-Hanning 
window defined by (3.9):
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W(f) = (1/2)exp[-jnfT][sin(TTfT)/T(f
- jcos (TTf T) (1 / (2TTf-1T/T )+1 / (2TTf+TT/T)) ]
where the values t^sO and tg=T were used. This function is shown in 
Figure 3.12, with T=5.43mS, a value that is typical of the duration of 
the windows applied in practice.
The use of a window function to time-limit a signal determines the 
resolution with which the frequency response is defined. The frequency 
resolution is inversely proportional to the duration of the window 
function. The value of the proportionality constant is determined by 
the shape of the window function and the criterion by which the width of 
the main lobe is measured. A commonly used criterion is the -3dB 
(half-power) bandwidth, which is approximately equal to the minimum 
separation of two equal-strength peaks such that, when added, the two 
peaks are just resolved. The-3dB bandwidth of a half-Hanning window of 
duration T seconds is approximately 1.2/T Hz. For T=5.43mS, this gives 
a-3dB bandwidth of about 221Hz. The resolving power of the typical 
window was determined empirically by inspecting the discrete spectrum of 
the sequence defined by:
w(n)[sin(2T1kn/N)+sin(2fTln/N)] ;0<n^N-1
where w(n) represents the window function and k and 1 are integers. The 
sequence generated is the sum of two sinusoids time-limited by the 
half-Hanning window function. The magnitude response is the sum of two 
window function spectrums centred at the frequencies of the individual 
sinusoids, determined by k and 1. Figure 3.13 shows the magnitude 
responses for three values of (1-k): (a) (l-k)=1 and the peaks are not
resolved, (b) (l-k)=3 and the peaks are just resolved, (c) (l-k)=5 and
gp 
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FIGURE 3«12: Fourier transform of the half-Hanning window function.
the peaks are fully resolved. The separation (l-k)=3 corresponds to a 
frequency of approximately 220Hz. This value is in good agreement with 
the-3dB bandwidth stated previously.
The bandwidth of the window function spectrum will impose a limit on 
the accuracy with which local magnitude maxima are represented. Maxima 
that have a broader bandwidth than the window spectrum will be 
accurately defined, while narrower peaks will be broadened to the width 
of the widow spectrum. Resonant peaks are characterised by "ringing" in
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FIGURE 3.13s Resolving power of the half-Hanning window function of 
5.4.mS duration, (a) Not resolved, (b) just resolved and (c) fully- 
resolved.
the time domain. If the duration of the ringing is such that it is 
substantially affected by the window function then the resonant peak 
will be broadened. Most of the microphone responses presented here have 
direct responses that are well contained within the first half of the 
window range and are thus only slightly affected by the window function. 
In this case, the main action of the window function is to smoothly 
truncate the direct response. In order to minimise the influence of the 
window function on the final results, the window should be applied over 
as broad a time range as possible.
The frequency resolution also determines the lower frequency limit of 
the measured response, since components below this frequency cannot be 
accurately defined. In practice, the high frequency loudspeaker used as 
the pulse source is unable to produce a significant response below about 
600Hz and this is the lower frequency limit observed in practice.
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3.5.2 Fast Fourier Transformation.
The spectrum of the gated direct response is calculated using the DFT 
relationship given by (3.5). This is performed by the subroutine "FFT1" 
(see Appendix). This programme implements an efficient algorithm for 
computing the DFT of a sequence known as the fast Fourier transform 
(FFT). The efficiency of the FFT is primarily achieved by reducing the 
number of multiplications that need to be performed. This is possible 
when the number of transformed data points is highly composite. The 
particular algorithm used requires the number of data points to be an 
integer power of 2. A further condition is imposed on the length of the 
data array by the definition of causality given in section 3.2.2 to 
prevent circular deconvolution. In this case, a causal sequence is one 
in which the second half of the data array is zero.
The typical duration of the gated direct response is approximately 
5.4mS. A sampling rate of 150kHz gives data points at intervals of 
approximately 6.7pS. The gated direct response is thus contained by a 
little over 800 data points. Causality requires at least an equal 
number of zero-valued data points to be appended and the next largest 
number that is an integer power of 2 is 2048. It is therefore necessary 
to perform a DFT of 2048 data points.
It is interesting to note the effect in the frequency domain of 
"padding” the time response with zeros. Clearly, the sampling rate has 
not been changed, so the frequency range represented is still DC to 
150kHz. However, the number of data points with which this range is 
represented is increased. In this case, the frequency increment is 
150000/2048 Hz, or approximately 73Hz.
No extra information is introduced by zero padding and the additional 
frequency points merely provide an interpolated representation of the
underlying spectrum contained by the direct response. It is desirable 
to transform the minimum number of data points possible since this will 
reduce the calculation time and any errors introduced by the arithmetic. 
However, the visual improvement afforded by the additional frequency 
points can be advantageous, especially when a logarithmic frequency 
scale is used.
The number of multiplications performed by a particular DFT algorithm 
is often used as a measure of its efficiency. In general, direct 
implementation of (3.5) requires of the order of Ns multiplications, 
while the radix-2 FFT algorithm only requires about Nlog^N (RANDALL 
(1977) p.187). For N=2048, the FFT represents an improvement by a 
factor of approximately 200 over the direct DFT. The saving in 
computation time is therefore considerable. Even so, at least 22500 
multiplications must be performed and care must be taken if truncation 
and rounding errors are to be minimised.
Figure 3.14 shows the relative noise level introduced by the FFT 
subroutine. The original spectrum, shown as the top curve, was reverse 
Fourier transformed to produce a time sequence and this was forward 
Fourier transformed back to the frequency domain. The difference 
between the original spectrum and the doubly transformed spectrum gives 
a measure of the noise introduced by performing two Fourier transforms. 
The reference level used for the logarithmic magnitude scale was the 
same for both curves. The noise level introduced by two FFT’s is thus 
approximately -106dB and does not degrade the signal to noise ratio 
associated with the measured response.
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FIGURE 3.14.: Relative noise level introduced by numerical errors in the 
FFT programme.
3.5.3 Deconvolution.
The measured responses of the test and reference microphones are 
individually windowed and Fourier transformed. The test microphoneTs 
frequency response, H(k), can then be determined by complex division of 
the two resulting spectrums:
where Y(k) and X(k) are the measured reference and test microphone 
spectrums respectively. In this case:
H(k) = Y(k)/X(k)
unrtrxtn
|H(k)| = |Y(k)|/|X(k)| ... 3.10a
XJUk) = jCY(k)-XX(k) ... 3.10a
From (3.10a) |H(k)| will be well defined over the range of freq­
uencies for which j x ( k ) |  is accurately known. The use of an 
anti-aliasing filter means that high frequency components near the
Nyquist rate are severely attenuated. In this case, the division of
(3.10a) can yield distorted values of |H(k)) at large k. A similar
effect is found at frequencies below the lower frequency limit of about 
600Hz set by the response of the loudspeaker.
Similarly, the calculated phase response, ^CHtk), will only be
accurately defined between these lower and upper frequency limits. In 
the discussion on windowing in section 3.5.1, it was noted that the
initial separation delay was removed by redefining the time origin to 
the start of the direct response. Small uncertainties in the
positioning of the test and reference microphones relative to the loud­
speaker and the accuracy with which the separation delay can be removed, 
inevitably give rise to some residual phase rotation in ^H(k)., This 
uncertainty is of the order of a small number of sample points (a few 
tens of microseconds).
These effects are of little consequence in the frequency domain pro­
vided any subsequent analysis of the calculated response is limited to 
the valid frequency range. However, they must be minimised if H(k) is 
to be used to calculate the test microphone1s impulse response sequence.
Figure 3.15(c) shows the impulse response sequence calculated
directly from the spectrum of a Bruel and Kjaer 1” microphone 
illustrated in (a) and (b). The influence of the substantial high freq­
uency components is particularly clear in (c) and causes the impulse
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FIGURE 3•15s (a,b) Distortion of deconvolved frequency response above 
and below the upper and lower frequency limits, (c) Impulse response 
calculated directly from (a) and (b). (d) Impulse response calculated 
after applying the "ideal” bandpass filter shown dashed in (a) and (b).
response to "ring11 in negative time. By applying a rectangular bandpass 
"filter" to the spectrum, as denoted by the dotted lines in Figure 
3.15(a,b), outside of which both the magnitude and phase are set to 
zero, the erroneous high and low frequency components are eliminated and 
the resulting impulse response is shown in (d). Neither (c) or (d) is 
the "true" impulse response sequence, but the visual appearance of (d) 
is certainly clearer.
The use of the rectangular bandpass filter results in the "ringing" 
at the start of the impulse response. Using other filter functions can 
reduce the distortion of the impulse response to some extent, but the 
limited frequency range over which H(k) is accurately defined means that 
the calculated impulse response should not be used for any subsequent 
analysis. This should be performed in the frequency domain. However, a 
substantial number of the frequency components will be accurately 
defined and the impulse response will possess many of the gross features 
of the underlying test microphone impulse response. The calculated 
impulse response can therefore still offer some additional insight which 
may assist the interpretation of the results obtained.
In practice, the erroneous frequency values above and below the upper 
and lower frequency limits are replaced by values which taper the 
response to' a specified value in a given frequency range. Typically, 
the low frequency behaviour is continued to DC while the high frequency 
components in the frequency range from 50 to 75kHz are linearly tapered 
to a suitably low level. Note that the bad data values are entirely 
ignored in this case. This adjustment of the frequency values in a 
crude way extrapolates the accurately defined frequency values into the 
ill-defined regions. It is this technique that will be used extensively 
in the following chapters.
CHAPTER 4
CHAPTER 4.
4 RESULTS OF MEASUREMENTS OF SINGLE MICROPHONES.
*1.1 INTRODUCTION.
In this chapter, results are presented of measurements, made using 
the pulse method presented above, of the responses of various 
instrumentation and other microphones. The interpretation of the
results is discussed and the results are compared with published data 
where appropriate.
4.2 BRUEL and KJAER 1" MEASUREMENT MICROPHONE.
In the following sections, a Bruel and Kjaer 1" type *41*15 Free Field 
Condenser Microphone will be referred to as a 1” microphone for brevity. 
Also, the microphone’s normal protection grid will be simply termed the 
"grid”.
*4.2.1 Free Field Frequency Response.
Figure 4.1 shows the free field frequency response of a 1" microphone 
measured by the pulse method. This microphone is 1" in diameter and is 
intended for general laboratory use. Its high sensitivity makes it a 
popular choice for low level sound measurements. The free field 
response of a microphone is defined to be the ratio of the microphone’s 
open-circuit voltage to the sound pressure which existed before the 
microphone was introduced into the sound field (USA STANDARD (1971)). 
In this method, the test microphone’s free field response can be
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FIGURE 1s Free • field frequency response of 1n microphone at 0° 
incidence.
approximated if the reference microphone is small and hence does not 
unduly distort the sound field established by the loudspeaker.
The microphone’s response was measured with and without its grid at 
0° incidence. That is, the microphone’s diaphragm was perpendicular to
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the direction of propagation of the incident sound waves. The magnitude 
in decibels and the phase are plotted against a linear frequency scale. 
The magnitude scale has been plotted in decibels using a reference level 
of 2.1 volts/Pascal. This reference level was established by 
calibrating the reference microphone’s response as described in Chapter 
3, section 3.U.8.
The effect of the grid on the free field response at 0° incidence is 
well known. It has the effect of boosting the higher audio frequencies 
to produce a flat free field magnitude response over as extended a range 
of frequencies as possible - to 20kHz in this case. This is clearly 
seen in the figure. The ’’bump” at 23kHz in the response measured with 
the protection grid is very repeatable using this microphone (Serial No. 
632526) but is not constant with other microphones of this type.
Figure 4.1 also gives a clear illustration of the lower frequency 
limit of the measurements made using this method. Below approximately 
600Hz both the magnitude and phase responses become erratic because the 
measured data are unreliable below this frequency. This is because the 
loudspeaker used as the sound source has a poor response in this region. 
Similar effects are found at frequencies above the upper frequency limit 
of approximately 50kHz, caused in this case by the attenuation 
introduced by the anti-aliasing filter.
Several values taken from the manufacturer’s specified free field 
magnitude response curve supplied with this microphone have been plotted 
in Figure 4.1 and are seen to be in good agreement with the measured 
response, though no data is available for frequencies above 20kHz.
The measured free field phase responses of the 1” microphone with and 
without its grid are also shown in Figure 4.1, as are phase values 
calculated from data specified by the manufacturer for this microphone 
without its grid. The measured phase curve (dashed) does not appear to
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be in good agreement with the specified data, obtained from the 
manufacturer’s phase response of the microphone with the published free 
field phase correction added (BRUEL and KJAER (1982) p.70 and p.72 
respectively). However, as described in Chapter 3, the measured phase 
response inevitably contains some residual phase rotation caused by 
slight inaccuracies in microphone positioning during measurement. In 
this case, the difference between the measured and specified phase 
curves will be a straight line (when plotted on a linear frequency 
scale) if the two curves differ only by a linear phase component. This
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FIGURE 4-*2: Difference between the measured and specified free field 
phase curves for the 1n microphone at 0® incidence.
is illustrated in Figure 4.2, where the difference in degrees between 
the measured phase curve and the specified phase curve has been plotted 
up to 20kHz. It can be seen that the measured and specifed phase curves 
are in good agreement (except for a linear phase component) up to about 
7kHz. The specified free field phase response for the 1,r microphone
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FIGURE 4«3j Free field frequency response of the 1n microphone at 9CP 
incidence.
with its grid is not available.
Figure *1.3 shows the frequency response of the same 1” microphone 
measured at 90° incidence with and without its protection grid. The 
magnitude responses are again plotted on a logarithmic scale using the
103 CHAPTER 4
reference level used in Figure 4.1. In this case, the grid has very 
little effect over most of the audio range. Comparison of these curves 
and those of Figure 4.1 suggests that the response at low frequency 
becomes independent of the-angle of incidence and also of whether or not 
the grid is present.
4.2.2 Free Field Impulse Responses.
Inverse Fourier transformation of the frequency responses shown in 
Figures 4.1 and 4.3 give the corresponding impulse responses shown in
Figure 4.4. Note that an expanded time scale has been used. and the
time origin has been displaced so that the measured impulse responses
can be seen more clearly. These responses were produced by first 
"adjusting” the frequency responses, as described in Chapter 3» section 
3.5.3; below 600Hz, the magnitude responses were extrapolated to a 
value of 2.Ivolts/Pascal and the phase responses were tapered to a value 
of 0 at DC. Above 50kHz, values were substituted so that the magnitude 
responses tapered to nothing at the Nyquist Rate. The phase responses 
above 50kHz were unaltered.
At 0° incidence (Figures 4.4(a,b)), the effects of the grid are again 
clearly seen. The extra boost to the high audio frequencies is caused 
by ’’ringing” of the impulse response. The period of the oscillations in 
Figure 4.4(a) is approximately 50ps. This represents a propagation time 
in free space of about 19mm, which is of the same order of magnitude as 
the diameter of the diaphragm. This suggests that it is the decay of 
the symmetric radial wave motion between the grid and the diaphragm 
which causes the ringing and hence boosts the frequency response.
Above about 18kHz, the grid is said to act as an acoustic screen and 
the response of the microphone falls off rapidly (BRUEL and KJAER
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(1959)). At 90° incidence (Figures 4.4(c,d)), the impulse responses are 
very similar to each other, but are broader than those at 0° incidence. 
This is a result of the finite time taken for the excitation pulse to 
propagate across the face of the diaphragm (approximately 0.07mS for a 
1” microphone). Diffraction effects from the edge of the diaphragm 
after the excitation pulse has passed cause these impulse responses to 
be non-symmetric. This is discussed in Chapter 6.
4.2.3 Electrostatic Actuator Response.
The pressure response of a microphone is defined to be the ratio of 
the open circuit voltage of the microphone and the sound pressure at the 
diaphragm when the sound pressure is uniformly applied over the surface 
of the diaphragm (USA STANDARD (1971)). Several methods are available 
for measuring this response either absolutely or as a relative 
calibration. The Electrostatic Actuator is the basis of one such method 
and offers a convenient and efficient means of approximating the
pressure response of a microphone over a wide range of frequencies.
Excitation of the microphone by the actuator does,' however, yield a 
response which differs from the true pressure response of the
microphone. At low frequencies the actuator does not allow the 
microphone’s pressure equalisation system to function, as it would 
during normal usage. The frequency below which this effect will become
significant is only a few tens of hertz (BRUEL and KJAER (1982) p.96),
which is well below this method’s inherent lower frequency limit. The 
low frequency error is thus of no concern in this application.
In general, the response produced by the actuator will also differ 
from the true pressure response because the diaphragm moves and thus 
experiences a pressure due to sound radiation. This difference is given
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by (DELANY (1968)):
(Zm+Zr)/Zm
where Zm is the mechanical impedance of the diaphragm and Zr is the 
radiation impedance. Zm is given by:
Z»* = (fP)/(J2WfV)
where Jf is the ratio of the specific heats of the gas in which the 
microphone is measured, P is the ambient pressure, f is frequency and V 
is the microphone’s equivalent volume. V is a complex quantity and is 
presented graphically as a function of frequency for the 1” microphone 
in BRUEL and KJAER (1982), page 75. From this data, it can be deduced 
that, at 2kHz for example, | v |  is about 112mm3 , and hence l Zm \ is 
approximately 100x106Nsrrf5 .
The maximum value of }zr \ is given by:
(pc)/A
where pc is the characteristic impedance of the medium (KINSLER et al.
(1982)) and A is the area of the diaphragm. Substitution of the
appropriate values gives the maximum value of |Zr| as about 1x10eNsrrf5 .
Thus, at 2kHz, the magnitude response measured by exciting the 
microphone using the actuator will differ from the true pressure
response by approximately 0.09dB. A similar analysis at 11kHz (the 
resonant frequency of the 1" microphone) gives an error of about 0.13UB.
In both cases, the error associated with the pressure response as
measured by the electrostatic actuator is small enough to be ignored.
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The actuator consists of a slotted metal plate placed parallel and 
close to the diaphragm of the microphone (whose grid has been removed). 
If a voltage is applied between the actuator grid and the microphone 
diaphragm, .an electrostatic force F is established that is proportional 
to the square of the applied voltage and inversely proportional to the 
square of the separation distance, d. Thus (DELANY (1968)):
F = SA(E+e(t))*/2d* ... 4.1
where 6e is the permittivity of air and A is the effective area of the 
diaphragm. E is a steady bias voltage (typically 800 volts) and e(t) is 
a time varying voltage which is usually sinusoidal. The electrostatic 
actuator then applies an apparent pressure, p=F/A, to the diaphragm.
Expanding (4.1) gives:
F = £0A(E'l+2Ee(t)+e(tY*' )/2dA ...4.2
The first term on the right-hand side represents a steady force which 
opposes the force established by the microphone’s polarising voltage. 
Thus, the actuator alters the response of the microphone. However, by 
the suitable choice of E and d, this steady force is arranged to be a 
small percentage of that associated with the polarising voltage and the 
small change in the response is usually disregarded. RASMUSSEN (1969) 
notes that the microphone’s polarising voltage can be increased slightly 
to counteract this effect if necessary.
The second term in (4.2) is the force directly proportional to the 
time varying voltage, . e(t). The third term indicates that the driving 
voltage and the resultant force are not linearly related. Provided 
e(t)«E, however, the level of the distortion introduced will be small.
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FIGURE 4-»5: Logarithmic difference in the magnitude parts of the signals 
(E+eCt))'*' and e(t).
For sinusoidal excitation, the amplitude of e(t) must be below 45 volts 
RMS for E=800 volts in order that the 2nd harmonic distortion is kept 
below 2% (DELANY (1968)).
In this application, the microphone’s pressure response was measured 
by applying a voltage pulse to the actuator grid which was placed close 
to the microphone’s diaphragm. The peak amplitude of the pulse was 30 
volts and the actuator grid was biased by a steady potential of 800.3 
volts, generated by the BRUEL and KJAER Microphone Calibration Apparatus 
type 4142 and measured by a digital volt meter at a test point within 
the apparatus (see BRUEL and KJAER (1967a) p.30). Since the force on 
the diaphragm is proportional to the square of the applied voltage, the 
measured response should be deconvolved with (E+e(t))* to compensate for 
any deficiencies in the spectrum it contains. Figure 4.5 shows the 
difference in the magnitude responses of the signal (E+e(t))2, and the 
signal e(t). Apart from the DC component, the difference in the 
spectrums is seen to be within +/-0.15dB over the frequency range of
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FIGURE Frequency response of 1n microphone measured using an
electrostatic actuator. The manufacturer’s specified response is also 
shown.
interest and the spectrum of the force can be taken to be that of e(t). 
The measured actuator response is deconvolved with a measurement of the 
system response with the microphone and actuator removed. Deconvolution 
with this response also compensates for the response of the 
anti-aliasing filter. The result of this process for the 1" microphone 
used previously is shown in Figure 4.6 along with several data points 
extracted from the manufacturer’s specified curve supplied with the 
microphone and from BRUEL and KJAER (9182) p.70. The magnitude parts 
are seen to be in good agreement over the frequency range for which the
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manufacturer’s data is specified. The phase parts are consistent below 
about 6kHz. Above this frequency, the phase parts diverge and differ by 
about 30° at 20kHz. This is possibly caused by the inclusion of the 
response of the actuator apparatus in the measured part. This response 
is not eliminated by deconvolution because of the way this response is 
measured.
4.2.4 Free Field Correction Curves.
The calculated frequency and impulse responses can be stored on the 
computer’s disk memory and used later for other measurements and 
calculations. One such use is the calculation of the microphone’s free 
field correction curves. These curves represent the logarithmic 
difference between the microphone’s pressure response and its free field 
response.
The correction curves depend mainly on the shape and orientation of 
the microphone and should thus be very nearly constant for a given 
microphone type. If this is the case, the free field correction curves 
offer a simple and efficient means of establishing the free field 
response of a microphone with reasonable accuracy from knowledge of its 
pressure response curve. The correction curves also depend on the 
acoustic properties of the diaphragm and on the exact location of any 
protection grid and microphone support used. KOIDAN and SIEGEL (1964) 
reported variations in the free field correction curves of several 
microphones of the same type and noted a correlation between these 
variations and differences in the stiffness of the diaphragms. However, 
provided the microphones are manufactured to sufficiently close 
tolerances, the use of "standard" correction curves will provide a 
reasonably accurate estimate of the microphone’s free field responses.
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Free field correction curves for the 1” microphone are shown in 
Figure 4.7 (with grid) and Figure 4.8 (without grid). The curves were 
produced by dividing the microphone’s free field response at 0° and 90° 
incidence by the pressure response, measured using the electrostatic 
actuator. In each of these figures, diagrams (a) and (b) show the 
calculated correction curves (magnitude and phase), while diagram (c) 
shows the manufacturer's specified curves (BRUEL and KJAER (1982) p.48). 
Note that a logarithmic frequency scale has been used for the measured 
correction curves to aid in the comparison of the figures. Again, the 
calculated curves are in very good agreement with the specified data. 
Producing the correction curves in this way has the advantage that the 
free field phase corrections are also available. However, it must be 
remembered that these curves contain a linear phase component associated 
with microphone positioning as discussed previously.
By measuring the correction curves at the necessary angles of 
incidence, it would, for example, be possible to calculate the ’’random 
incidence correction’’ curves very rapidly using the standard formula 
(BRUEL and KJAER (1982) p.47).
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FIGURE 4-»7: (a,b) Measured free field correction curves for 1n 
microphone with grid, (c) Manufacturer^ specified magnitude correction 
curves.
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FIGURE 4..8: (a,b) Measured free field correction curves for 1"
microphone without grid. (c) Manufacturer’s specified magnitude
correction curves.
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FIGURE 4-*9s Free field frequency responses of a phase matched pair of 
1/2n microphones at 0° incidence with their grids.
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4.3 OTHER MICROPHONES.
4.3.1 Bruel & Kjaer 1/2” Measurement Microphones.
Figure 4.9 shows the free field frequency responses of two B&K 1/2" 
type 4165 Free Field Microphones at 0° incidence with their normal 
protection grids. These microphones are intended for general laboratory 
use and low level sound measurements. They have a sensitivity that is 
similar to the 1" microphone discussed previously. However, their 
smaller dimensions cause less disturbance to the sound field.
The two microphone responses are described as a phase matched pair, a 
description clearly justified by the phase responses shown in Figure 
4.9. In view of the previous discussions on the problems associated 
with exact microphone positioning, the similarity of the phase curves is 
fortuitous, but does illustrate the relative accuracy that can be
achieved using this measuring method.
The impulse response of one of the 1/2" microphones is shown in 
Figure 4.10. As with the 1" microphone at 0° incidence with its grid 
(Figure 4.4(a)), the extended flat free field frequency response is
caused by "ringing" of the impulse response. However, the ringing in
this case does not decay as quickly as for the 1" microphone. This is 
because the increased sensitivity of the type 4165 microphone is 
achieved by reducing the tension of the diaphragm and it is the
diaphragm itself which causes the ringing in this case.
The impulse response of Figure 4.10 also shows some "pre-ringing". 
This is an artefact produced by the "adjusting" process used prior to 
reverse Fourier transformation of the frequency response.
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FIGURE 4-»10: Impulse response of 1/2° microphone with grid at 0° 
incidence.
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FIGURE 4.11: Dimensions and weight of BBC-Marconi type AXBT ribbon 
microphone.
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4.3*2 BBC-Marconi Ribbon Microphone.
Figure 4.11 gives the weight and dimensions of a BBC-Marconi type 
AXBT Ribbon Microphone (BBC (1955)). This pressure-gradient microphone 
is typical of those used 40 years ago in broadcast studios.
10
<  -10
Time mS
FIGURE 4*12: Measured ntime history1 of BBC-Marconi microphone.
Figure 4.12 shows the measured time history of this microphone when 
excited by an acoustic transient generated by the loudspeaker as 
described previously. The ’’ringing” of the direct response is of 
considerable duration. In this case, the application of the gating 
function to remove the room reflections will also eliminate some of the 
tail of the direct response. Further analysis under these circumstances 
to remove the spectrum of the acoustic excitation will not yield the 
free field frequency and impulse responses of this microphone. . However, 
the result of applying the half-Hanning window function over as broad a 
time range as possible and deconvolving this response with the reference
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microphone response produces the responses shown in Figure 4.13. The 
sharp peak in the magnitude response, (b), is at approximately 600Hz, 
the lower frequency limit, and the influence of the invalid data below 
this frequency can be seen, causing the sharp jump in the response. It 
is unlikely that this effect is a property of the microphone. The 
magnitude of the resonant peak was used to "adjust" the values of the 
frequency components below 600Hz. Inverse Fourier transformation then 
yields the time history (a). It can be seen that this response is not 
well contained within the 13.6mS shown here.
Even though the results of this analysis are strictly invalid, it 
does provide a useful illustration of the limitations imposed on the 
measuring method by the test room geometry. For accurate determination 
of the response of this microphone a much larger test room would be 
required. Thankfully, this microphone represents an exceptional case 
and all of the other microphones that have been measured using the 
method have possessed measured impulse responses that are well contained 
within the measuring window.
4.3.3 Sub-Miniature Microphones.
Two sub-miniature condenser microphones were measured using the 
method. Both were produced by Knowles Electronics Ltd. and were a type 
BT1759 and type CA2832. The dimensions and specified free field 
magnitude curves are shown in Figure 4.14.
Both microphones have an internal amplifier stage which gives a high 
sensitivity, making these microphones very suitable for a wide range of 
acoustic measurements where disturbance of the sound field must be 
minimised. The microphones are battery powered and require some 
additional external power supply circuitry. The microphones were thus
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FIGURE Impulse response (a) and frequency response (b,c) of
BBC-Marconi microphone.
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FIGURE 4*H! Dimensions and specified free field magnitude curves at 0° 
incidence of two sub-miniature condenser microphones.
mounted at the end .of a small circuit board (approximately 25 x 6mm). 
For the measurements presented here, this combined unit was attached to 
the end of the microphone support pole so that the acoustic aperture of 
the microphone was pointing towards the loudspeaker. The response of 
each microphone was measured and the resulting frequency responses are
shown in Figure 4.15. A logarithmic frequency scale has been used in
this case to ease comparison with the specified magnitude curves shown 
in Figure 4.14. It can be seen that the curves agree well for both
microphones and the additional useful data of the phase responses is
also available.
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FIGURE 4-•15 5 Measured frequency responses of two sub-miniature condenser 
microphones.
The ’’ragged" appearance of the measured curves is caused by early 
reflections from the microphone’s external circuit board and from the 
end of the support pole. Some attempt was made to eliminate these 
reflective sources. If the method were to be used to accurately measure 
the response of these microphones, a support pole would be required that 
matched more closely the shape and dimensions of the microphones.
CHAPTER 4
IJ.il CONCLUSIONS.
The method descibed in Chapter 3 has been used to measure the impulse 
and frequency responses of several types of microphone, the results of 
which have been presented in this chapter.
In most cases, the measured responses compared well with the 
manufacturers specified data. Discrepancies between the measured and 
specified phase curves were noted in some cases. These can be partially 
explained by the inevitable inclusion of some residual phase rotation in 
the measured responses, caused by small variations in the positioning of 
the microphones relative to the loudspeaker during measurement.
The results presented of the responses of instrumentation microphones 
are seen to have a particularly "clean” appearance. This feature is not 
exhibited by the other microphones that were presented; these show a 
"ripple" in the frequency response which, while not obscuring the 
general nature of the frequency response, does detract from the overall 
accuracy and presentation. The ripple is caused by early reflections 
from significant obstacles close to the microphones during measurement. 
These obstacles are usually the result of discontinuities in shape 
between the microphone and its support pole.
The pole used in this case was specifically designed for the 1/2" 
diameter pre-amplifier required for the instumentation microphones. 
Thus, for these microphones, there is a smooth transition from 
microphone to pre-amplifier to support pole. If the method is to be 
used to measure the response of a variety of microphones, then a 
specific support arrangement would be required for each if accurate 
results were to be obtained.
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CHAPTER 5.
5 ANALYSIS TECHNIQUES.
5.1 INTRODUCTION.
There are a number of digital analysis techniques that can be applied 
to the frequency and impulse responses calculated from the results 
produced by the microphone measurement method described in this thesis. 
These analysis techniques allow the measured responses to be presented 
in ways that are designed to highlight different aspects of the device's 
behaviour. In other applications, such techniques have enabled new 
aspects of the response to be presented which, although present in the 
individual time and frequency responses, were not apparent in these 
representations. In the following sections, three techniques are 
described which are representative of some of the more common methods 
which are in use. The relative advantages and disadvantages of each 
technique are discussed.
The responses of the 1/4” reference microphone and the Bruel and 
Kjaer 1” type 4145 Free Field Microphone will be used to illustrate the 
analysis techniques. Once again, the type 4145 microphone will be 
referred to simply as the 1” microphone.
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5.2 HILBERT TRANSFORM.
5.2.1 Theory.
Let h(t) be the impulse response of a system such that h(t)=0 for 
t<0. That is, h(t) is causal. Clearly, if u(t) is the unit step 
function defined by:
u(t) = 0 ;t<0
=1 ;t>0
then:
h(t) = h(t)u(t) ... 5.1
Taking the Fourier transform of (5.1) gives:
H(f) = H(f)«U(f) ... 5.2
where H(f) and U(f) are the Fourier transforms of h(t) and u(t) 
respectively and * denotes convolution. U(f) is defined (from PAPOULIS 
(1977)) by:
U ( f )  = 6 ( f ) / 2  -  j / 2 r r f  . . .  5 .3
Substituting (5.3) and H ( f ) = R ( f ) + j I ( f ) into (5.2) gives:
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R(f)+jl(f) = [R(f)+jI(f)]«[6(f)/2-j/2TTf]
Convolution is a linear process and the associative law holds. Equating 
real and imaginary parts yields:
R(f) = [R(f )*6(f )+I(f )*( 1/TTf) 3/2 
1(f) = [I(f)*6(f)-R(f)*(1/nf)]/2
Thus:
R(f) = CKf >«( l/TTf > 3 
1(f) = -ER(f)*(l/nf)3
since R(f)*6(f)=R(f).
The convolutions expressed by (5.4a) and (5.4b) are known as Hilbert 
transform (HT) relationships. It is clear that for a causal signal, the 
real and imaginary parts of its Fourier transform are not independent. 
Knowledge of one part allows the other to be calculated. Conversely, if 
the real and imaginary parts of a spectrum form a HT pair, then the 
equivalent time response is causal.
Similar relationships can be established for discrete systems with 
discrete frequency response H(k)=R(k)+jI(k) (GOLD et al. (1970), CIZEK 
(1970)):
... 5.4a 
... 5.4b
R(k) = [I(k)*F(k)]/N
I(k) = -[R(k)*F(k)]/N
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where:
F(k) = 0 k even
F(k) = cotCnk/N) ;k odd
The discrete Hilbert transform (DHT) can thus be easily implemented on a 
digital signal processing system. In this case, a sequence of N data 
points is defined as causal if it is zero in its second half. This
definition of casuality was established in Chapter 3 to resolve problems 
associated with enforced circular convolution.
Typically, the discrete convolution relationships of (5.4) are 
implemented using the DFT. The real or imaginary part is Fourier 
transformed and multiplied by the Fourier transform of the function 
F(k). The resulting sequence is then transformed back to the original 
domain (see Appendix).
5.2.2 Mimimum Phase Systems.
The application of these DHT relationships to the microphone
responses measured by the method presented here is limited. Since the
initial time responses are ensured to be causal by extending the time 
record with zeros to avoid circular convolution effects, the real and
imaginary parts of their spectrums must form a DHT pair. However, it is 
also possible, under certain conditions, to establish DHT relationships 
between the natural logarithm (Ln) of the magnitude response and the
phase response magnitude and phase responses
of the spectrum H(f), where:
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then the complex logarithm of H(f), Ln[H(f)], is defined to be
(OPPENHEIM et al. (1968)):
Ln[H(f) ] = Ln[M(f)]+j)J,(f)
where ^ (f) is continuous.
In this case, the DHT relationships of (4.6) will also relate
Ln[M(f)] and f) provided the inverse Fourier transform of Ln[H(f)] is 
causal. Systems for which Ln[M(f)] and \jj(f) form a Hilbert transform
pair are known as minimum phase systems. Note that M(f) cannot by zero
and y/(f) must be made a continuous function, not expressed as its
principle value modulo 21T.
The ability to calculate the phase response given the magnitude 
response is of course extremely desirable. For such a system, it would 
only be necessary to measure the magnitude part (or the phase part) in 
order to completely define the frequency response of the system.
For the same input to an arbitrary system, H(f), and a minimum phase 
system, Hm(f), such that |H(f)| =|Hm(f)|, the respective outputs, y(t) 
and g(t), are such that (PAPOULIS (1977)):
The impulse response of a minimum phase system has its energy 
contained in the shortest possible time, consistent with its magnitude 
response. That is, the phase response contains the minimum negative 
phase rotation for a given magnitude response. For a mimimum phase 
device with response Hm(f), the inverse DFT of O/H^f)) is also causal.
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The importance of this is that the response of a minimum phase device 
can be completely compensated by another realisable device with response 
(1/Hm(f)). However, for example, a pure delay is not minimum phase and 
cannot be compensated.
In view of the discussion in previous chapters on the inevitable 
inclusion of some residual phase rotation due to delays in the measured 
microphone responses, it is of considerable interest to determine if the 
microphone responses are minimum phase. If they are, then the measured 
phase and that calculated by the HT (the "Hilbert phase") will differ 
only by a linear phase component. In this case, the phase response of 
the microphone could be defined without this ambiquity due to 
positioning. Figure 5.1(a) shows a comparison of the measured phase 
response and the Hilbert phase response of the measured 0° free field 
response of the 1" microphone. Also shown is the difference between 
these curves. Clearly, the difference is not linear over the whole 
frequency range, implying that the 1" microphone is a non-minimum phase 
device above about 25kHz. It is striking how smooth the difference is, 
even at the glitch at about 23kHz. As expected, the imaginary parts of 
the measured responses and the imaginary parts calculated from the DHT 
of the measured real parts were found to be exactly the same, giving 
confidence in the results presented in Figure 5.1.
A comparison of the measured and Hilbert phase responses of the
pressure response of the 1" microphone, measured using an electrostatic
actuator, is shown in Figure 5.1(b) and shows that this response is
u>Kole
minimum phase over the^measured frequency range.
Figure 5.1(c) shows the measured and Hilbert 0° free field phase 
correction of the 1" microphone. The difference between these curves is 
again approximately linear up to about 25kHz. This implies that the HT 
can also be used to calculate the free field phase correction of this
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FIGURE 5«1s Comparison of measured and Hilbert phase curves of the 1n 
microphone, (a) Free field response at 0° incidence, (b) pressure 
response measured by an electrostatic actuator, (c) free field 
correction.
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microphone from its free field magnitude correction over its useful 
frequency range. Thus, the responses of the 1" microphone may be 
completely defined over its useful frequency range solely by measurement 
of the relevant magnitude parts of the responses.
5.2.3 Energy-Time Curves.
One further application of the HT relationships is in the calculation 
of the analytic signal, a(t), associated with an impulse response, h(t). 
This is defined by (HEYSER (1971)):
a(t) = h(t)+jg(t)
where g(t) is the HT of the true impulse response, h(t), which is here
regarded as the real part of the complex quantity a(t). From the
implementation of the DHT described in the Appendix, the analytic signal
is formed by setting the negative frequency components of h(t) to zero.
Heyser identified a(t) with the time history of energy in the system.
This gives rise to so called Energy-Time curves, where a(t) is plotted
against time (BIERING and PEDERSEN (1983)). This can be heuristically
h(fc)as
explained by considering^ continuous sine wave. The HT^Ij^is a cosine 
wave and thus J a(t)J would be constant. |a(t)| is commonly used as an 
envelope detector (DUGUNDJI (1959)).
Figure 5.2 shows four energy-time curves for the 1" microphone'at 0° 
and 90° with and without its grid. A logarithmic magnitude scale has 
been used since ja(t)| is always positive and a logarithmic scale can 
have the advantage of showing up low-level "echoes". None are seen 
here. The energy associated with the protection grid at 0° is clearly 
seen and the distinct peaks which occur before 0.25ms can be interpreted
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FIGURE 5.2: Energy-time curves for 1n microphone at 0° and 90° incidence 
with and without its grid.
as due to reflections caused by the grid, as suggested previously. At 
90°, the decay between 0.1 and 0.3ms is considerably slower that at 0°, 
which may be interpreted as being due to propagation across the 
diaphragm and diffraction effects.
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5.3 CUMULATIVE SPECTRAL PLOTS.
5.3.1 Introduction.
SHORTER (19^6) reported a method by which the decay of the response 
of a loudspeaker to various tone bursts at different frequencies could 
be displayed to identify the presence of resonances. By measuring the 
envelope of the loudspeaker response at successive times after the long 
tone burst excitation had ceased for various tone burst frequencies, a 
series of decay envelopes could be established. It is assumed that 
prior to the cessation of the tone burst, the loudspeaker has reached 
its steady-state response. SHORTER suggested a projected three 
dimensional presentation of this data with axes of frequency, time and 
magnitude. In this way, resonances (characterised by prolonged decay
times) would appear as ridges in successive magnitude response curves. 
He noted that many of these resonances could not be identified from
examination of the steady-state magnitude response curve. However, 
difficulties in implementing this technique meant the method was too 
impractical for most purposes and did not become popular.
HEYSER (1967) presented similar three dimensional projections of the 
response of a room at various stages in the decay of its reverberant
sound field. Using TDS techniques and adjusting the frequency offset of 
the tracking filter, the response of a room was determined at various 
times after the start of the TDS excitation signal. These resulted in 
oscilloscope displays he termed "Isometric Displays of Room Signatures".
In 1977, BERMAN and FINCHAM developed the idea of Shorter for use 
with the impulse response of a loudspeaker. The use of a computer and 
sophisticated graphics techniques overcame the difficulties previously 
encountered by Shorter and resulted in projected three dimensional
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displays termed "cumulative spectra".
5.3.2 Theory.
A system with impulse response h(t) and excited by a sinusoid (which
will here be represented as the real or imaginary part of the complex
quantity XoexpC j2Ttf©t]) that is abruptly terminated, will produce an 
output signal, y(t), given by the convolution integral:
y(t) = f u(t!-t)x0exp[ j2TTf0 (t-tl) ]h(t*)dtT ... 5.5
J —  CO
where u(t) is the unit step function defined in section 5.2.1.
Expanding (5.5) gives:
p* oO
y(t) = C u^-OhttMexpt-jaflfct1 ]dt1 ... 5.6
where C=x0exp[j2Ttfe t] which is constant for a given value of t.
The integral in (5.6) is the Fourier transform of the signal
u(t’-t)h(tl) with t constant. That is, the signal obtained by trun­
cating the impulse response at time t.
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5.3.3 Three Dimensional Displays.
The results of evaluating (5.6) for the impulse response of the 1" 
microphone at 0° incidence with . and without its protection grid are 
shown in Figures 5.3(a) and (b). Here, the magnitude responses over a 
limited frequency range (5 to 25kHz) have been plotted for values of the 
parameter t in (5.6) from 0 to 0.2ms. Curves parallel to the frequency 
axis represent the magnitudes of the spectra given by (5.6). Curves 
parallel to the time axis correspond to the magnitudes of the envelopes 
of the "decay” part of the response of the system to a rectangularly 
gated tone burst signal of a given frequency. For this reason, BUNTON 
and SMALL (1982) termed these curves "cumulative spectral decay plots". 
The magnitude response obtained for t=0 corresponds to the magnitude 
response obtained when all of the impulse response is included by the 
step function. Similarly, this curve is that obtained by measurement of 
the magnitude of the steady-state portion of the tone burst response for 
all frequencies of interest.
Similar style plots may be obtained using a sinusoid that is started 
abruptly. In this case, u(tf-t) is replaced by u(t-tf) in (5.5) and 
(5.6). The resulting curves are termed "cumulative spectral attack 
plots" and they indicate the nature of the build up of the impulse 
response.
From Figure 5.3» the influence of the protection grid at 0° incidence 
is again clear. The "ringing" of the impulse response shows as a broad, 
slowly decaying ridge parallel to the time axis with a centre frequency 
of approximately 18kHz. The plot of the microphone without the grid 
does not show this broad ridge and all frequencies appear to decay at 
about the same rate.
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FIGURE 5»3s Cumulative spectral decay plots of 1n microphone at 0° 
incidence (a) with and (b) without grid.
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5.3.4 Apodization and Two Dimensional Displays.
From Figure 5.3? it can be seen that the high frequency response 
initially increases at low time values. This is a result of truncating 
the main lobe of the impulse response by the step function edge. The 
truncated lobe is made narrower and consequently the magnitudes of the 
higher frequency components are boosted. This effect is analagous to 
spectral leakage found using rectangulary gated tone burts. In the 
discussion on this subject in Chapter 2 it was noted that spectal 
leakage effects could be reduced by gating the driving frequency by a 
smooth window function. In the same way, the edge of the step function 
can be made less abrupt using, for example, a half-Hanning function. 
This technique can result in more clearly defined cumulative spectral 
plots, the effects of excessive spectral leakage being greatly reduced. 
This technique was termed "apodization" by BUNTON and SMALL (1982). The 
use of an apodised step function in (5.6) is illustrated in Figure 5.4. 
Here the cumulative spectral decay plot of the 1" microphone shown in 
Figure 5.3(a) has been repeated, this time using a step function 
apodised by a half-Hanning window defined over a time range of 0.4ms, as 
illustrated in Figure 5.4(b). The spurious high frequency effects at 
low time have been eliminated and the general presentation of the plot 
is much improved.
Although the presentation of data using projected three dimensional 
displays does offer advantages in terms of highlighting resonant freq­
uencies, this form of presentation does present some difficulties both 
from the point of view of implementation and the subsequent analysis 
made from the plots. These curves require a large amount of data to be 
computed and plotted. This limitation is clealy seen in Figures 5.3 and
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5.4 where the total number of data points was limited to 500. In this 
situation, increased resolution in one axis must result in reduced 
information in the other. If all the information available between the 
time and frequency points presented in these figures were to be pre­
sented, nearly 8200 data points would be required. The computation of 
the data also takes a considerable amount of time and it is difficult to 
make accurate measurements from the resulting plots. These problems may 
be overcome to a large extent by dispensing with the three dimensional 
projection and displaying the magnitude curves of (5.6) on the 
traditional two dimensional magnitude frequency graph. This solution 
was adopted by Shorter to present the results he obtained and this is
0mS
O.lmS
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-40 D l
25201510
Frecjuenoy kHz
FIGURE 5.5* Two-dimensional representation of the cumulative spectral 
decay plot shown in Figure
shown in Figure 5.5, again for the 1" microphone at 0° incidence with 
its grid. In this case, the maximum resolution in frequency can be 
obtained and additional curves can be inserted if more time information
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is needed.
5.3.5 Summary.
Cumulative spectral decay plots allow resonances to be identified 
which may not be apparent from an examination of the magnitude and phase 
parts of the frequency response. The plots presented in Figures 5.3 and 
5.4, generated from the measured impulse responses of the 1” microphone, 
highlighted the resonance introduced by the microphone’s protection 
grid. In this case, however, this resonance is easily identified by 
direct examination of the impulse response and the cumulative spectral 
decay plots do not provide any added insight into the response of the 
microphone. This will generally be the case for any device possessing a 
single resonance.
In the case of a device with several resonsances, however, the 
impulse response will be considerably more complicated and it may not be 
possible to directly identify all of the resonant frequencies present. 
In this case, cumulative spectra techniques may provide the most consise 
means for further analysis.
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5.4 CEPSTRUM ANALYSIS.
5.4.1 Introduction.
The term "cepstrum" was introduced by BOGERT et al. in 1963 and was 
the name given to the sequence defined to be the power spectrum of the 
logarithm of the power spectrum of a signal. That is, if x(t) repre­
sents the signal whose spectrum is X(f), then the original definition of 
the cepstrum C(T) of x(t) is given by:
C(r) = | F{Ln[|X(f)|* ]}|* ... 5.7
where F{-} denotes forward Fourier transformation, and Ln[-3 indicates 
that the natural logarithm should be taken.
The term "cepstrum" is an anagram of "spectrum". This, and several 
other similarly inverted terms, were suggested by BOGERT et al. in an 
attempt to avoid confusion between the spectrum of the original waveform 
and that given by (5.7). The suggested paraphrased terms and their more 
familiar spectral counterparts are listed below:
Cepstrum : Spectrum 
Quefrency : Frequency 
Rahmonic : Harmonic 
Gamnitude : Magnitude 
Saphe : Phase 
Lifter : Filter 
Short-pass lifter : Low-pass filter 
Long-pass lifter : High-pass filter
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’’Cepstrum” and "quefrency" have since become well accepted signal 
analysis terms, though the popularity of the others is not so extensive. 
Quefrency is denoted by the variable X  in (5.7) and has the dimension of 
time.
Cepstrum analysis was originally applied to the detection of echoes 
in seismic data. Consider the simple case of a direct signal x(t) and a 
single echo. The resulting measured signal is given by:
x(t)+Ax(t-T) ... 5.8
where T is the delay and A is the relative amplitude associated with the 
echo. The spectrum of the composite signal of (5.8) is obtained by 
Fourier transformation:
X(f)+AX(f)exp[-j2tffT] ... 5.9
The power spectrum of (5.9) is:
|X(f)|* (1+A*+2Acos(2TTfT))
The effect of the echo is primarily to introduce a "ripple” into the 
power spectrum of the original signal. The "frequency" of the ripple is 
determined by the echo delay time T and the amplitude is governed by the 
relative amplitude of the echo.
Taking the logarithm of the power spectrum has no effect on the 
"frequency" of the ripple, but does reduce its relative amplitude; 
thus, the logarithm of the power spectrum is flatter than the original 
power spectrum. This results in the direct and echoed components each 
being represented in a more compact form in the resulting cepstrum.
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Since the "frequency” of the ripple is unaltered, the echo delay time T 
is also unchanged in the cepstrum and the direct and echoed signals are
separated by the same amount as they were in the original time history.
I
Thus, the cepstrum has the effect of compacting the individual com­
ponents whilst maintaining their relative separation.
5.4.2 Power Cepstrum and Complex Cepstrum.
Since its introduction in 1963, cepstrum analysis has been modified 
and applied to a wide range of signal types. Applications include 
echo detection and removal, speech analysis, image processing and decon­
volution. Comprehensive discussions of these applications and the 
definitions and properties associated with cepstrum analysis can be 
found in CHILDERS et al. (1977), KEMERAIT and CHILDERS (1972), BOLTON 
and GOLD (1984) and RANDALL and HEES (1981).
The diverse range of applications is the result of the use of the 
cepstrum in two forms, termed the "power cepstrum" and the "complex cep­
strum". Both forms employ the natural logarithm and Fourier transform, 
but differ in their complexity and the scope of their application.
The original cepstrum, defined by (5.7), was renamed the power cep­
strum when the complex cepstrum was introduced by OPPENHEIM et al. in 
1968. The complex cepstrum CcCO was defined as:
Cc(r) = F’1{Ln[X(f)]} ... 5.10
where F_1{—} denotes inverse Fourier transformation. Note that in this 
case the natural logarithm of the complex frequency response is 
required. The complex logarithm was used in section 5.2.2 in the 
discussion on minimum phase systems and was defined by OPPENHEIM et
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al. (1968) to be:
LnCX(f )]  = L n [ | x ( f ) |  ]+jX.X(f)
where |x(f)| and X.X(f) denote the magnitude and phase parts of the 
complex quantity X ( f ) .  It must be ensured that | x ( f ) [  >0 and ^ X ( f )  is 
continuous.
If X(f) is the frequency response of a real-valued signal, then X(f), 
and hence Ln[X(f)], will be conjugate symmetric. Thus, Cc(£) is 
real-valued; the term ’'complex” refers to the original spectrum, not 
the resulting cepstrum.
Another form of the power cepstrum, which will be denoted by Cp(ZD, 
is referred to by RANDALL and HEES (1981):
CP(£) = F'1{Ln[|X(f)|£ } ... 5.11
In this case, reverse Fourier transformation is employed and the power 
cepstrum of the resultant is not formed. The similarity noted by BOGERT 
et al. (1963) between the original form of the cepstrum (5.7) and the 
autocorrelation function Ac(ZD given by:
At (£ )  = F ^ X C f ) ! * }
is clearly seen by the adoption of (5.11).
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5.4.3 Applications.
Cepstrum analysis can be used both for detection and rejection 
purposes. The original use of the cepstrum in the detection of echoes 
was described above. If (5.7) is used for this purpose, then no further 
analysis is possible since taking the power cepstrum after Fourier 
transformation is not a reversible process. Using the power cepstrum 
defined by (5.11), however, allows the calculated cepstrum to be 
’’edited” (an echo might be removed from the cepstrum by ’’liftering", for 
example) and the procedure given in (5.11) can be reversed to yield the 
power spectrum with the effects of the echo removed. Similarly, the 
complex cepstrum, (5.10), embodies a completely reversible procedure and 
so editing is possible. In this case, the retention of phase inform­
ation means that the time domain behaviour can also be re-established.
Figure 5.6 shows the power cepstrum (5.7) and the complex cepstrum 
(5.10) of a simulated time history containing one echo that occurs 1mS 
after the direct signal and is half its ampllitude. The compact nature 
of the component parts of the power cepstrum can be seen and there is 
clearly no ambiguity in the echo delay time in this case. The power 
cepstrum is also symmetric about the quefrency origin. This results 
from the real-valued frequency domain that is transformed. For the 
example given here, the power cepstrum was calculated from a ’’two-sided” 
power spectrum. That is, the power spectrum was conjugate symmetric 
(with the imaginary part zero). This means that the resulting power 
cepstrum is real-valued, as well as being conjugate symmetric. RANDALL 
and HEES (1981) discuss the use of a ’’one-sided” power spectrum. This 
results in a complex power cepstrum, but with the real and imaginary 
parts forming a Hilbert transform pair (see section 5.2).
The complex cepstrum shown in Figure 5.6(c) was calculated by direct
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FIGURE 5*6: Illustration of echo detection by cepstrum analysis, (a) 
Original time history, (b) power cepstrum, (c) complex cepstrum.
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implementation of (5.10). Again, the echo delay time is well defined, 
but the direct component does not have the compact form exhibited by the 
power cepstrum. The ’’ringing” is associated with the presence of a 
linear component in the phase response of the original spectrum. 
CHILDERS et al. (1977) note that in extreme cases, the ringing .can be 
such that echoes are obscured altogether. Even when this is not the 
case, the presence of the ringing will make liftering (filtering) of 
echoes difficult, if not impossible. This problem can be solved by 
removing the linear component from the phase response before the complex 
cepstrum is calculated. If it is ultimately desired to return to the 
time domain, this linear phase component can be stored and re-applied 
during the reversal process with no loss of information.
An application of the echo-detection property of the cepstrum to the 
microphone responses presented in this thesis is illustrated in Figure 
5.7. It was thought that cepstrum analysis techniques might prove 
useful in two ways: first, the clearer definition of the room
reflection and second, the identification of very early reflections 
either from the edge of the loudspeaker or from the microphone support 
arrangement. From Figure 5.7 it is clear that neither form of the cep­
strum has yielded a clearer representation than that shown in the 
measured time history; there is no evidence of early reflections and 
only a very faint indication of the first room reflections. For these 
very well defined responses, cepstrum analysis has no advantage over the 
methods used above.
It was mentioned previously that cepstrum techniques have been used 
for deconvolution; the form that this process takes in the cepstrum is 
particularly simple. If h(t) is the impulse response of a system 
excited by a signal x(t), then the output, y(t), from the system will be 
given by the convolution of h(t) and x(t). In the frequency domain, the
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FIGURE 5-7: (a) Un-windowed reference microphone response with initial 
separation delay removed, (b) power cepstrum, (c) complex cepstrum.
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convolution becomes a multiplication. Thus:
Y(f) = H(f)X(f)
and so:
H(f) = Y(f)/X(f) ... 5.12
(5.12) is the basis of the deconvolution process presented in this
thesis.
Taking the complex logarithm of (5.12) gives:
Ln[H(f)] = Ln[Y(f)]-Ln[X(f)]
where the logarithm of the complex quantities is defined above. The
division has thus become a subraction, an operation that is preserved by
the linearity of the Fourier transform. So, the complex cepstrum of 
H(f) is given by:
F'1{Ln[H(f)]} = F'1{Ln[Y(f)]}-F'1{Ln[X(f)]}
Thus, in principle the complex cepstrum of the reference response can be 
subtracted from that of the test response to give the cepstrum of the 
response of the test microphone.
The advantages of such an approach for deconvolution are that the 
complex cepstrum is real-valued, thus reducing the amount and complexity 
of the arithmetic required. The same may be said of convolution, which 
becomes an addition in the complex cepstrum.
Unfortunately, the simplification of the convolution and deconvol-
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ution operations by the use of the complex cepstrum seems to be negated
to a large extent by the increased number of Fourier transformations
that must be performed. It is also noted by BOLTON and GOLD (1984) that 
poorly determined frequency components above the upper frequency limit, 
caused by the attenuation introduced by the anti-aliasing filter, will 
be relatively enhanced by the compression of the dynamic range 
introduced by taking logarithms. These enhanced, ill-defined components 
may produce unacceptably large effects in the cepstrum which mask some 
important quefrency components. So, it was not thought advantageous to 
use this technique for deconvolution.
5.4.4 Summary.
In this section, cepstrum analysis techniques have been discussed. 
Two forms of the cepstrum were presented: the power cepstrum and the
complex cepstrum. Some of the properties of each were discussed and 
their application to the detection of reflections in the measured micro­
phone responses was presented. Also, the technique of deconvolution by
subtraction of the complex cepstra was discussed. In neither appli­
cation was it found that cespstrum analysis techniques could offer any 
additional insight or facility for the further analysis of the measured 
microphone responses.
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5.5 CONCLUSIONS.
The three analysis techniques presented in this chapter were: the
Hilbert transform, Cumulative Spectral Displays and Cepstrum Analysis.
The Hilbert transform was shown to provide expressions relating the 
real and imaginary parts of the spectrum of a causal signal and, in the 
case of a minimum phase system, expressions relating the phase part and 
the logarithm of the magnitude part. This latter relationship was shown 
to be of use in calculating the phase response of the measured micro­
phone spectra, since the microphone was found to be minimum phase over a 
limited frequency range. For the 1” microphone used, this frequency 
range is also the range over which the microphone is specifically 
designed to be used. If this were found to be generally true of other 
microphones, the Hilbert transform would provide a means of defining the 
phase response of each device over its useful frequency range without 
the inclusion of linear phase components associated with positioning 
errors during the measurement procedure.
The production of Cumulative Spectral plots was described and 
resulted in three-dimensional projections indicating the nature of the 
build up or decay of the impulse response. This technique proved useful 
in identifying resonances, which appear as ridges in the cumulative 
spectral decay plots. Three problems were noted with this form of pre­
sentation: the three-dimensional presentation may require the amount of
information presented to be limited, it is difficult to obtain accurate
information from the plots and the calculated data can be distorted by
the inappropriate choice of generating function. The first two problems 
can be solved by the use of multiple curves on a two-dimensional pre­
sentation, while the third problem can be resolved by ’’apodization” of
the generating function.
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For the microphone responses presented here, however, the presence of 
resonances is easily detected by "ringing" of the impulse responses and 
the cumulative spectral plots do not show any additional information.
The two commonly used forms of cepstrum analysis were presented and 
the application of this technique to the detection of reflections in the 
microphone responses was discussed. Also, the simplified form that de- 
convolution takes in the complex cepstrum was noted. Neither appli­
cation was seen to warrant the use of cepstrum techniques in the further
analysis of the measured microphone responses.
There are, of course, other techniques that may be applied to the
measured microphone responses. These include:
a) Autocorrelation: this gives a measure of the correlation between a
signal and a displaced version of itself. The similarity between the 
autocorrelation function and the power cepstrum was noted in section
5.4.2.
b) Prony’s Method: this is a technique for fitting a number of complex
exponential functions to a time series. The technique is particularly 
suited to the analysis of the transient response of systems possessing a 
limited number of natural frequencies (see DAVIES (1983), for example). 
It is not felt that this technique is of general use in the analysis of 
the microphone responses since, in general, their frequency responses 
are not limited to a number of resonances but extend over a relatively 
broad frequency range. However, this method may be applicable when the 
measured microphone response is not well contained within the measuring 
window time range, as illustrated by the BBC-Marconi Ribbon Microphone 
in Chapter 4, section 4.3.2. In this case, Prony’s method might allow 
the duration of the microphone’s response to be established.
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CHAPTER 6.
6 THE PRESSURE AT THE CENTRE OF A CYLINDER.
6.1 INTRODUCTION.
In this section, the pressure response at the centre of the flat 
end-face of a long, rigid cylinder will be discussed. The influence of 
diffraction effects caused by the introduction of an obstacle into an 
otherwise free sound field is of considerable general interest in 
acoustics and the specific case of a cylinder is important because of 
its similarity in form to many microphones used for acoustic 
measurements. Also, the theoretical and experimental data available on 
this topic provides a means of assessing the validity and scope of the 
measurement method presented here. The measurement of this response 
using the method described previously will first be presented, then the 
results will be discussed in terms of a simple time domain model of 
diffraction.
6.2 EXPERIMENTAL ARRANGEMENT AND METHOD.
Figure 6.1 shows the experimental arrangement for measuring the 
pressure at the centre of end-face of a cylinder. A rigid, plastic 
cylinder, 31.5cms in diameter and 1.2 metres long, was suspended in the 
test room along the axis of the loudspeaker. The Bruel and Kjaer 1/M11 
type M135 Free Field Condenser Microphone (referred to below simply as 
the 1/M” microphone), used as the reference microphone in the 
measurement method, was mounted at the centre of a rigid, perspex 
end-cap. The protection grid of the 1 A 1' microphone was removed for
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FIGURE 6.1: Experimental arrangement for measuring the pressure at the 
centre of the flat end-face of a long cylinder.
this application and its diaphragm arranged to be flush with the smooth 
face of the end-cap.
It is worth noting that the 1/4" microphone without its grid is a 
very fragile instrument. A number of methods of mounting the
un-protected microphone in the centre of the end-cap were tried with 
varying degrees of success. Finally, a holder was fixed securely to the 
back of the end-cap to act as a guide for the alignment of the 
microphone and also to hold the microphone firmly in position during the 
measurements. The microphone end of the cylinder was suspended from the 
ceiling by wire. The other end was supported by a metal tube which 
passed through a hole at the centre of another end-cap and this tube was 
mounted on the microphone floor-stand. The microphone’s pre-amplifier 
cable passed out of the cylinder through the metal tube.
A number of individual measurements must be made and combined 
together to give an estimate of the pressure at the centre of the 
cylinder compared to that in the free field. Firstly, the response must 
be measured of the 1/4” microphone to the acoustic transient generated 
by the loudspeaker when the microphone is mounted at the centre of the
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end-face. The response of the loudspeaker is removed from this 
measurement by deconvolution with the response measured by the reference 
microphone. Secondly, it is necessary to remove the influence of the 
1/4” microphone’s pressure response; the type 4135 microphone is 
designed to have a flat free field magnitude response at 0° incidence, 
so its pressure response is not flat over the frequency range of 
interest, but falls off with increasing frequency. The pressure 
response of the 1/4" microphone was measured using an electrostatic 
actuator, as described for the 1” microphone in Chapter 4, section
4.2.3. In this case, the 1/4" microphone was mounted in a 1/2" diameter 
adaptor ring which allowed a 1/2" diameter actuator grid to be used. 
Deconvolution of the cylinder response with the 1/4" pressure response 
then gives the desired result.
The individual measurements described above are "windowed" to remove 
the room reflections, as described in Chapter 3» section 3.5.1. The 
length of the cylinder is such that any reflected signals at the 
microphone from the far end of the cylinder will arrive after the first 
room reflection and will not be included in the calculations of the 
pressure at the centre of the cylinder. In this way, only the effects 
of one end of the cylinder are measured and the cylinder can be regarded 
as being of "semi-infinite" extent.
6.3 MEASURED RESULTS.
Figure 6.2 shows the result of applying the measurement procedure 
described above in terms of the impulse response (a) and the frequency 
response (b,c). The loudspeaker was positioned in line with the central 
axis of the cylinder, 1 metre away, making the angle of incidence of the 
propagating wave to the face of the cylinder equal to 0°. Measurements
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FIGURE 6.2; Measured impulse response (a) and frequency response (b,c)
of the pressure at the centre of the flat end-face of a long cylinder at
0° incidence.
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FIGURE 6.3: Measured impulse response (a) and frequency response (b,c)
of the pressure at the centre of the flat end-face of a long cylinder at
30° incidence.
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were also made at incidence angles of 30° and 60° and these are shown in 
Figures 6.3 and 6.4 respectively.
The impulse response, (a), correspond to the pressure which would be 
present at the centre of the cylinder if it were excited by an impulse
of acoustic pressure propagating in the free field and impinging on the
cylinder from various angles. It is striking how the structure of the 
impulse response appears to be so much simpler than that of the 
corresponding frequency responses and an attempt to model this time 
domain behaviour will be described in the next section.
6.4 TIME DOMAIN DESCRIPTION.
The theoretical treatments of diffraction tend to use frequency 
domain methods and assume a virtual vibration of the surface of the 
obstacle which allows the boundary conditions at the surface to be 
satisfied. For example, MULLER et al. (1938) assume plane wave 
excitation incident on the smooth, rigid end-face and develop an 
approximate theoretical solution giving the ratio of the pressure at the 
centre of the cylinder to that in free space. The magnitude responses 
of Figures 6.2, 6.3 and 6.4 are in good agreement with those presented
by MULLER et al. at least up to 20kHz. The apparent underlying
simplicity of the measured impulse response, however, suggests a more 
straightforward approach to this problem in the time domain.
The impulse response shown in Figure 6.2(a) can be considered as 
follows. An impulse of pressure, whose wavefront is parallel to the 
end-face of the cylinder, will strike the end-face and be reflected back 
causing a pressure doubling at the surface because the surface is hard. 
This corresponds to the response at the time origin in Figure 6.2(a). 
At the edge of the end-face, a diffracted wave is established by the
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incident wave, which propapgates across the surface of the end-face. At 
0° incidence, the whole of the edge is excited simultaneously by the 
incident wave and the diffracted components thus arrive at the centre of 
the end-face at the same time. The delay between the direct and 
diffracted waves will be equal to the propagation time across the radius 
of the cylinder (approximately 0.46ms in this case). The diffracted 
wave from the cylinder edge thus corresponds to the delayed pulse seen 
in Figure 6.2(a). The amplitude of the diffracted wave is negative and
appears to be about half that of the direct response, as it must be to
give a response at low frequencies that is the same as that in free 
space (that is, the integral of the impulse response is unity).
In practice, the theoretical impulse response described above is 
convolved with the inevitable system response, which causes broadening 
and smearing of the measured responses, as well as a reduction in the 
amplitudes of the two components. These effects are caused by the
ill-defined frequency response above and below the upper and lower
frequency limits.
At other incidence angles, the whole of the edge of the cylinder will 
not be excited simultaneously and so the arrival of the diffrafctedl waves 
at the centre will be spread over a time period determined by the 
incidence angle.
A numerical model of the diffraction in the time domain has been 
developed, based on the reasoning outlined above. The geometry and 
algebra used in this model will be described in the following section.
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FIGURE 6.5: Geometric diagrams for predicting the pressure at the centre 
(0) of the flat end-face of a long cylinder whose centre line (CO) is 
orientated at an angle oc to the axis of the loudspeaker (L) • (b) Front 
view, (c) plan view of cylinder.
6.5 NUMERICAL TIME DOMAIN MODEL.
Figure 6.5 shows a geometrical representation of the end-face of the 
cylinder. The axis of the cylinder (CO) is orientated at an angle ot to 
the axis of the loudspeaker (L). The excitation pulse from the 
loudspeaker is assumed to be plane when it impinges on the end-face of 
the cylinder; the effects of spherical spreading will be discussed in a 
later section.
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The numerical model divides the edge of the end-face into a large 
number of segments, each producing a fraction of the total diffracted 
wave at the instant the excitation wave strikes it. The response at the 
centre of the cylinder is then the sum of the directly propagated wave 
and these diffracted components, which arrive at the centre at various 
times from the individual edge segments.
If the time origin of the calculated impulse responses is defined to 
be the instant the directly propagated wave reaches the centre of the 
end-face, then a point P on the edge of the end-face will be excited at 
a time tp before this. From Figure 6.5(b):
a = r cosp
where p is the angle the radius OP, length r, makes with the horizontal 
diameter AB. From Figure 6.5(c):
dp = a sinot
= r sine* cosp
The diffracted wave from the segment P propagates across the radius of 
the cylinder and arrives at the centre after a time T given by:
T =-tp+r/c
... 6.1
= (r/c)(1-sino6 cosp)
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The edge of the cylinder is divided into N segments uniformly 
distributed around the edge, each producing a pressure at the centre 
equal to Po/N, where PQ is the pressure produced by the source at the 
centre. For the nth segment round the edge, the delay between the 
direct and diffracted wave is thus:
Tn = (r/c) (1-sinoc cos(2im/N))
where p=2nn/N has been substituted into (6.1). This delay is calculated 
for each segment and approximated by the discrete time value ln/f*s» 
where fs is the assumed sampling frequency and ln can only take integer 
values such that the difference between Tn and ln/f is minimised.
Thus, the total impulse response sequence h(i) has the form:
N-l
h(i) = P0 [26(i)-( 1/N)^ ] ... 6.2
n*o
6.6 CALCULATED RESULTS.
Figure 6.6 shows the calculated impulse response, (a), and its 
corresponding frequency response, (b,c), for 0° incidence. Similarly, 
computed responses for incidence angles of 0.5°, 30° and 60° are shown 
in Figures 6.7, 6.8 and 6.9 respectively. A value of N=20M8 was used in 
the calculations and a negligible -effect was noted on the calculated 
responses by doubling this value.
It can be seen from Figure 6.7 that even for small misalignments of 
the cylinder and loudspeaker there is a considerable change in the 
predicted frequency response, with the change in level between the 
maximum and minimum response near HOkHz falling from about 10dB to
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FIGURE 6.6: Calculated impulse response (a) and frequency response (b,c)
of the pressure at the centre of the end-face of a cylinder using the
plane wave model at 0° incidence.
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FIGURE 6.7: Calculated impulse response (a) and frequency response (b,c)
of the pressure at the centre of the end-face of a cylinder using the
plane wave model at 0.5° incidence.
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FIGURE 6.8: Calculated impulse response (a) and frequency response (b,c)
of the pressure at the centre of the end-face of a cylinder using the
plane wave model at 30° incidence.
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FIGURE 6.9: Calculated impulse response (a) and frequency response (b,c)
of the pressure at the centre of the end-face of a cylinder using the
plane wave model at 60° incidence.
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approximately 6dB. This effect is observed in the measured response, 
Figure 6.2(b).
It can also be seen that the calculated diffracted components at 00 
incidence occurs at a slightly earlier time than that found in practice. 
This difference corresponds to a propagation distance of about 13mm. 
This discrepancy is too large to be accounted for by an error in the 
measured value of the cylinder radius, but can be adequately explained 
if the loudspeaker is (more realistically) assumed to be a point source 
and the excitation wave spherical. In this case, the plane wave model 
presented in the previous section will be modified in two ways: 
firstly, the difference in propagation time between the arrival at the 
centre of the direct and diffracted waves from each edge segment will be 
altered. In general, these times will be increased. Secondly, each 
individual segment will no longer produce a diffracted component that is 
simply an equal fraction %>/N of the incident wave pressure PQ . 
Instead, the nth segment will yield a pressure (PQ /N)/(D/dn), where dn 
is the distance from the loudspeaker to the nth segment and D is the 
distance to the centre of the cylinder (see Figure 6.5(a)).
It can be deduced from Figure 6.5(a) that:
dn = (D2+r^-2Dr si not cosp)
with p=2TTn/N as before. The time delay between the arrival of the 
directly propagated wave and the diffrated wave from the nth segment is 
then Tn given by:
CHAPTER 6
Tn = (d^+r-D)/c
Again, Tw is approximated for each segment by the nearest discrete time 
value and the calculated form of the impulse response of the pressure at 
the centre of the cylinders end-face taking into account spherical 
spreading is given by:
N-i
h(i) = P0 [26(i)-(D/N)^]6(i-ln)/dn] ... 6.3
rwc.
Figure 6.10 shows the impulse responses calculated using (6.3) at 
incidence angles of 0°, 30° and 60°. In this case, for 0° incidence,
the time delay between the direct and diffracted components is increased 
from that calculated assuming plane wave excitation; the delay is in
very good agreement with that found in practice (Figure 6.2(a)).
At the other incidence angles, the predicted time domain behaviour 
agrees less well with that found in practice, although the general form 
of the impulse responses is established. That is, the diffracted
components are spread out in time with the amplitude of the leading 
components being larger than the more delayed components. The delayed 
components are generated from the edge segments furthest away from the 
loudspeaker where the amplitude of the spherical excitation will have 
decreased more than at the leading edge segments. The overall magnitude 
of the measured diffracted components is greater than that predicted by 
the model and the reason for this is unknown.
The measured magnitude response also exhibit an overall fall off with 
increasing frequency not explained by either of the models. It is 
believed that this effect is at least partially caused by the
directivity of the loudspeaker. Figure 6.11 shows the difference 
between the on-axis magnitude response of the loudspeaker and that
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FIGURE 6.10: Calculated impulse responses of the pressure at the centre 
of the end-face of a long cylinder using the spherical wave model at (a) 
0°, (b) 30° and (c) 60° incidence.
measured I6cms off axis at a distance of 1 metre. It can be seen that
the directional properties of the loudspeaker cause the edge of the
cylinder to be excited by a signal whose spectrum differs by as much as
9dB from that impinging on the centre. The detailed nature of the
effect of this property of the sound source is difficult to predict; 
the points on the edge lying at the ends of the vertical diameter of the
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FIGURE 6.11s Logarithmic difference between the magnitude parts of the 
loudspeaker’s frequency response on axis and at a point I6cms off axis.
end-face will always be displaced from the central axis by a distance 
equal to the radius of the cylinder (approximately I6cms in this case). 
However, the points on the edge lying at the ends of the horizontal 
diameter are displaced off axis by only about 8cms at 60° incidence. 
However, the general effect of the loudspeaker directivity is likely to 
cause the measured cylinder responses to fall off with increasing 
frequency, as is observed.
6.7 CONCLUSIONS.
Measured results of the pressure at the centre of the flat end-face 
of a long cylinder at various incidence angles have been presented.
The measured results agreed well with published data. The apparent 
underlying simplicity of the measured impulse response suggested a 
numerical model of this arrangement in the time domain. Two models were 
developed, one assuming plane wave excitation, while the other included
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the effects of spherical spreading from a point source. It was seen 
that the latter model was able to predict the detailed nature of the 
measured impulse responses more closely. However, the plane wave model 
adequately established the form of the impulse responses and the 
additional information provided by the spherical model is not seen as 
being of great advantage.
The overall fall off with frequency of the measured magnitude 
responses is not explained by the two models and it is likely that this 
effect is partially due to the directional properties of the 
loudspeaker. This fall off is the limiting factor using this model. 
Although it is very apparent for the 31.5cms diameter cylinder used in 
this case, which subtends an angle of about 18° at the loudspeaker 1 
metre away, it is probably negligible when measuring the 1” microphone, 
for example, which subtends an angle of- only about 1.5° at the 
loudspeaker. The effects of the loudspeakerfs directivity could be 
reduced to some extent by using a smaller diameter cylinder. However, 
this would cause the time domain effects presented above to be 
compressed and the frequency domain effects to be expanded. In this 
case, the direct and diffracted components may become confused and the 
insight afforded by this presentation may be lost.
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CHAPTER 7.
7 TWO-MICROPHONE INTERFERENCE EFFECTS.
7.1 INTRODUCTION.
Results will be presented illustrating the effects of interference on 
the responses of two closely spaced instrumentation microphones arranged 
in various configurations and at several angles of incidence.
Pairs of microphones are commonly used for the measurement of 
acoustic intensity (see, for example, FAHY (1977) and CHUNG (1978)). 
The acoustic intensity I is given by:
I = (1/T)
T
p(t)v(t)dt
where p(t) is the acoustic pressure, v(t) is the acoustic particle 
velocity and the integral indicates that a time average over the period 
T should be taken. Using two closely spaced microphones, the pressure, 
p(t), at a point midway between the microphones can be approximated by:
p(t) (pt(t)+p*(t))/2
where pt(t) and p^(t) are the pressures measured by the two microphones.
The magnitude of the acoustic particle velocity in the direction of 
the axis joining the two microphones can be determined from the momentum 
equation:
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c>v . 1 dp
at " p a *
by the finite difference approximation:
- (Pi-Ps)/^
ox
to give:
(p1(t)-p^(t))dt
where f> is the density of the measurement medium and A r is the 
separation distance of the two microphones.
There are a number of errors associated with the two microphone 
method for measuring acoustic intensity, which are influenced by the 
following (see, for example, THOMPSEN and TREE (1981), also ELLIOTT 
(1981) and POPE and CHUNG (1982)):
a) Phase mismatch between the two microphone channels.
b) High frequency limit determined by the finite separation of the two
microphones.
c) Signal processing and other instrumentation errors.
d) Interference effects caused by diffration of the incident sound 
field.
The following sections will be concerned with the last source of
error only, which has been the subject of considerable interest recently 
(KRISHNAPPA (1981,1984)).
The two closely spaced microphones form a compact probe which is
usually held at the end of a reasonably long pole. The arrangement can
v(t) (1/pAr) J
then be used to "probe” the sound field for areas of high or low
intensity. Clearly, the intention with this type of investigation is to 
accurately measure the sound field that would exist if the probe were
not present. Such an ideal situation can be approximated provided the
disruption to the sound field caused by the introduction of the probe is 
minimised. The probe dimensions should be small. This, in general, 
demands that the microphones used should also be as small as possible. 
Typically, 1/2" diameter instrumentation microphones are chosen as a 
compromise between compactness and microphone sensitivity.
7.2 EXPERIMENTAL ARRANGEMENT AND METHOD.
There are three ways of arranging the two microphones used for
intensity measurements. These have been termed "Side-by-Side", 
"Back-to-Back", and "Face-to-Face". The back-to-back arrangement is not 
commonly used for intensity measurements because of the difficulty in 
reducing the separation distance, so only the side-by-side (SS) and 
face-to-face (FF) arrangements will be considered here. These two 
configuations are illustrated in Figure 7.1. In the SS arrangement, 
(a), the two microphones are held parallel to each other so that their 
diaphragms (or protection grids) lie in the same plane. For the 
particular case shown in Figure 7.1» the two microphones are touching 
and this is the arrangement that will be used for the results presented 
below. In some instances, however, it may be desirable or necessary to 
have the microphones held at a greater separation distance. In the FF 
arrangement (b), the two microphones are held facing each other and are 
separated by a solid cylindrical spacer (shown shaded in the figure).
Three orientations of these microphone arrangements will be 
considered. With respect to the loudspeaker axis within the test room,
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FIGURE 7.1: (a) Side—by—side and (b) face—to—Face microphone
arrangements commonly used for acoustic intensity measurements.
these configurations may be described as "Horizontal Side-by-Side", 
"Vertical Side-by-Side" and "Horizontal Face-to-Face”. The geometry and 
method of support for the two microphones in each of these configur­
ations will be described individually in the sections that follow.
Which ever configuration is being considered, the measurement 
apparatus and experimental method are the same. Each microphone has 
associated with it a measurement channel consisting of a pre-amplifier, 
amplifier, and anti-aliasing filter, as well as the microphone itself. 
Each measurement channel is connected to one of the two input ports on 
the ADC unit. The two channels will be labelled "A" and "B" for 
convenience.
The microphones used are a phase matched pair of Bruel and Kjaer 1/2” 
type 4165 Free Field Condenser Microphones, similar to those discussed 
in Chapter 4, section 4.3.1. This type of microphone is typical of that 
used for intensity measurements; the two microphones form part a Bruel 
and Kjaer Intensity Probe Apparatus, which will also supply the 
pre-amplifier and the microphone support arrangement used to produce the 
FF results. The pre-amplifiers were Bruel and Kjaer type 2633. The 
amplifier used for Channel A was a Bruel and Kjaer type 2608 measuring 
amplifier, while a type 2121 Frequency Analyser was used for Channel B.
The internal filters of the Frequency Analyser were not used and both 
amplifiers were switched to the "linear" settings. The output of each 
amplifier was passed through a Kemo Variable Elliptic Filter with a 
selected cut-off frequency of 50kHz, before being fed to the input of 
the ADC.
Although the ADC has two input ports, there is only one sampling 
device, so it is not possible to simultaneously sample the signals from 
both channels. Instead, sequences were sampled alternately from each 
channel until the required number had been acquired and averaged.
7.3 PRELIMINARY CONSIDERATIONS.
Before presenting the results of measurements made in the configur­
ations described above, the various forms of presentation will be 
described, as well as comparisons of the individual responses of the two 
1/2" microphones and the two measuring channels. A comparison will be 
made between the geometric separation distance (GSD) and the acoustic 
separation distance (ASD) between the two microphones. The GSD is 
simply the separation of the two microphones that would be expected from 
simple considerations of geometry. This distance is constant for all 
frequencies in a given configuration and orientation. The ASD is 
defined by (KRISHNAPPA (1981)):
d = c^ /2trf
where d is the ASD, c is the speed of sound and ?/} is the difference in 
the phase responses of the two microphones in radians at frequency f. 
In the absence of any of the sources of error mentioned previously, the 
GSD and ASD would be equal. Differences in the phase responses of the
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two measuring channels, caused by poor phase matching of the individual 
components and by interference effects at the two microphones, will 
cause the GSD and the ASD to differ, thus introducing an error into the 
value of the acoustic intensity measured by this method. Figure 7.2
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FIGURE 7.2: Free field frequency response of two 1/2" microphones. The 
difference between the two phase curves is also shown.
shows the individual free field frequency responses of the two 1/2" 
microphones at 0° incidence up to 20kHz. These curves were produced by 
measuring the individual response of each microphone using its 
associated measuring channel and deconvolving this with a reference 
microphone measurement, also made using the appropriate measuring
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FIGURE 7.3: Difference between the phase responses of the two 
measurement channels.
channel. The magnitude responses differ by +/-0.2dB in the frequency 
range from 600Hz to 20kHz.
The measured phase responses are not in as good agreement as those 
presented in Chapter 4, but the difference curve suggests that the two 
microphones are indeed "phase matched" apart from a linear phase 
component associated with the positioning of the two microphones during 
measurement. Figure 7.3 shows the difference between the phase parts of 
the two referencemicrophone measurements mentioned above and indicates 
that the two measurement channels are also well matched in phase.
Figure 7.2 and Figure 7.3 indicate that the measuring apparatus is 
well matched in phase. Thus, any deviations of the measured acoustic 
separation distance from the predicted geometric separation distance may 
be assumed to have arisen from interference effects produced by the 
microphone support arrangement and the close proximity of the two 
microphones to each other.
Another form of presentation that will be used is the impulse 
responses calculated by deconvolving the response of the 1/2" microphone
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when it is mounted near the other microphone with the individual free 
field response of that microphone at 0° incidence. In this way, it is 
hoped to highlight any interference effects in the time domain and it 
may be possible to identify the main source(s) of the interference. The 
hope is that it may ultimately be possible to remove these by 
re-arranging or re-designing the probe configuration.
FIGURE 7.4-! Plan view of the experimental arrangement for the horizontal 
side-by-side measurements.
7.4 RESULTS.
7.4.1 Horizontal Side-by-Side.
The two microphones were arranged in the test room as illustrated in 
Figure 7.4. Each microphone protruded from the end of long support 
tubes which were suspended along the axis of the loudspeaker, 1 metre 
away. The two poles were held firmly together by tape so that the
protection grids of the two microphones lay in the same plane. The GSD
in this case was 14.5mm. The tubes were suspended at one end from the
ceiling by wire, while the other end was supported by the microphone
floor stand. Measurements were made of the responses of the two micro­
phones at incidence angles of CP, 45°, 90° and 135°, the angle of
incidence being measured from the axis of the loudspeaker when viewed 
from above.
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This arrangement is not typical of a practical configuration used for 
intensity measurements in that the long support poles would be 
considerably shorter in practice. However, the long poles mean that 
there are no substantial reflecting surfaces near the two microphones. 
Hence, any interference effects that may be found must have arisen 
solely from the diffraction and reflections caused by the two microphone 
capsules. This situation may thus be considered to be the best that can 
be achieved; any extra holder will ineveitably degrade this 
performance.
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FIGURE 7.5? Acoustic separation distances for the horizontal 
side-by-side arrangement.
Figure 7.5 shows the ASD calculated from the differences in the phase 
responses of the two microphones when orientated at the four incidence 
angles mentioned above. At 0°, the two microphones should be equal 
distances from the source and GSD=0 would be expected in this case. It 
can be seen from the lower curve in Figure 7.5 that the calculated ASD
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indicates that the two microphones are slightly misaligned by approx­
imately 0.2mm. Since the alignment was made by eye, this high degree of 
accuracy must be regarded as fortuitous. The 0° incidence curve 
exhibits no substantial variations with frequency of the ASD. This is
to be expected from the symmetry of this configuration; the effects of
one microphone on the other should be matched by those produced by the 
other microphone on the first. The result of comparing these two 
effects should thus show no differences at all. Note that the 
difference curve is not suggesting that there are no interference 
effects produced by this configuration, only that the effects are the 
same at both microphones. Since there are essentially no differences in 
the signals present at each microphone position, this arrangement cannot 
be used for intensity measurements.
At 45°, there is clearly some deviation of the ASD from the GSD; the 
GSD is equal to about 10.2mm in this case. Similarly, at 90°, where the 
maximum GSD of 14.5mm would be expected, the ASD varies by about +/-1mm 
over the frequency range shown. The largest deviation from the GSD is
shown at 135°; the ASD at 4kHz is about 1.7mm greater than the
predicted GSD. At this incidence angle, the leading microphone will 
shield the other microphone from the direct signal propagated by the 
loudspeaker. KRISHNAPPA (1981) has used the ratio of the ASD to the GSD 
as a measure of the error introduced into intensity measurements. The 
maximum errors indicated from the figure are approximately 0.5dB, 0.4dB, 
and 0.7dB at incidence angles of 45°, 90°, and 135° respectively.
Figures 7.6 and 7.7 show the impulse responses produced as described 
above. For each incidence angle, the lower curve is associated with the 
microphone nearest the loudspeaker (except at 0°, of course). At 0° 
incidence, the two impulse responses show no evidence of early reflec­
tions and there appears to be no difference in the positions of the two
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FIGURE 7.6: Impulse responses at 0° and 4-5° for the horizontal 
side-by-side arrangement (arbitrary linear amplitude scale).
responses along the time axis. The deconvolution procedure has resulted 
in some broadening and "ringing” of the impulse responses. At 45°» 
there are small differences in the falling edges of the main impulses. 
There is also a clear time delay between the upper and lower curves.
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FIGURE 7.7: Impulse responses at 90d and 135° for the horizontal 
side-by-side arrangement (arbitrary linear amplitude scale).
This delay is approximately the expected delay associated with the GSD 
for this incidence angle. Therefore, the variations in the ASD 
discussed above must be associated with the differences in the tail of 
the two impulses responses.
i w -t v / r m r i c . n  f
In Figure 7.7, at 90° incidence the two impulse responses are 
noticeably broader than at 0° incidence. This has been attributed 
elsewhere to the finite propagation time of the incident pulse across 
the face of the diaphragm. Once again, the two responses are delayed 
relative to each other and the leading response (lower curve) shows a 
considerably extended tail portion. The differences in the two impulse 
responses may be attributed to constructive interference at the leading 
microphone, or destructive interference at the trailing microphone. In 
either case, clearly defined reflections would not be expected since the 
diffracted components will be produced from points all over the 
protection grids of the two microphones. Finally, at 135° incidence, 
there are clear differences in the two impulse responses, though the 
relative amplitudes are not significant in this case. The leading 
impulse responses appears to be considerably broader with a well defined 
tail portion.
7.4.2 Vertical Side-by-Side.
Figure 7.8 shows the plan view of the two microphones in the vertical 
side-by-side arrangement. The microphones were arranged to be touching, 
making their centres 14.5mm apart. The support poles were firmly held 
by a floor stand so that the microphones were positioned on the axis of 
the loudspeaker. The incidence angle is defined in Figure 7.8. This
definition means that at 0° incidence the two microphones are equal
distances from the loudspeaker, while at 90° the GSD has its maximum
value; this is in agreement with the defined incidence angle for the
horizontal side-by-side arrangement.
The ASD for this arrangement at incidence angles of 0°, 45°, 90° and 
135° are shown in Figure 7.9. The ASD at 0° is again approximately
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FIGURE 7.8: Plan view of experimental arrangement for vertical 
side-by-side measurements.
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FIGURE 7.9! Acoustic separation distances for the vertical side-by-side 
arrangement•
constant and equal to zero, indicating that the effects of any 
interference are equal for both microphones. This orienatation and con­
figuration cannot be used for intensity measurements, but does provide a 
convenient check on the accuracy of the microphone alignment. The 
symmetry of this configuration indicates that the ASD at H5° and 135° 
should be identical and this is clearly seen in the figure. However,
100 uHArrtK y
the degree of similarity in this case is quite striking. The GSD is 
about 10.2mm, and the deviation of the ASD from this value indicates an 
expected error of approximately -0.4dB at frequencies around 6kHz. A 
similar error is indicated by the ASD at 90°.
The ASD at 90° in this arrangement is the same as that at 90° for the
horizontal side-by-side configuration shown in Figure 7.5. Both
measurements of this orientation suggest that the error introduced at 
6kHz by diffraction from the microphone capsules is about -0.4dB. This 
arrangement has been investigated by KRISHNAPPA (1981, 1984), though a 
microphone separation distance of 16mm was used. Krishnappa studied the 
influence of a fairly substantial "holder" for supporting the microphone 
tubes. He notes that when the holder is a distance of 195mm away from 
the microphones, an error of less than 0.45dB can be expected. When the 
holder is at a greater distance than this, no significant change in the
associated error is found, suggesting that the error in this case is
produced solely by diffraction from the microphone capsules.
Figures 7.10 and 7.11 show the impulse responses calculated from the 
freqency responses of the two microphones in the vertical side-by-side 
configuration. The deconvolution procedure has again introduced some 
pre-ringing.
The responses at 45° and 135° are very similar, as would be expected 
from the ASD curves. In each case, the lower curve is for the leading 
microphone and the delay between the two microphones is clearly seen. 
This delay appears to be governed by the GSD of the two microphones, 
leaving the differences in the tail of the impulse responses to account 
for the variations in the ASD.
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FIGURE 7.10: Impulse responses at 0° and 45° for the vertical 
side-by-side arrangement (arbitrary linear amplitude scale).
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FIGURE 7.111 Impulse responses at 90° and 135° for the vertical 
side-by-side arrangement (arbitrary linear amplitude scale).
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FIGURE 7.12: (a) Bruel and Kjaer intensity probe, (b) Plan, view of 
experimental arrangement for horizontal face-to-face measurements.
7.4.3 Horizontal Face-to-Face.
A Bruel and Kjaer Intensity Probe was used for the measurements 
presented below. The probe is illustrated in Figure 7.12. The two 
microphone capsules are separated by a solid cylindrical spacer 11mm 
long. The sound field is communicated to the diaphragms of the micro­
phones through the circumference of the potection grid only. The probe 
was mounted at the end of a 35cms rod which was taped to a microphone 
support pole. This arrangement was less than ideal in that the 
transition from the rod to the support pole was quite abrupt. However, 
at 35cms away, the additional reflective surfaces were not expected to 
be significant, especially compared to the effects introduced by the 
intensity probe itself.
The ASD for this arrangement are shown in Figure 7.13. The maximum 
GSD of 11mm occurs at 0°. The GSD decrease with increasing incidence 
angle and the GSD at 135° is negative. At 0° and 45°, the ASD show a
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FIGURE 7,13: Acoustic separation distances for horizontal face-to-face 
arrangement.
much more rapid variation than was seen for the side-by-side 
arrangements, due to closer reflecting surfaces. The peak error for 
both angles is approximately 0.8dB at about 9kHz. The calculation of 
this error assumes a separation distance of 11mm; that is, the length 
of the spacer. The microphone diaphragms are separated by a slightly 
greater distance and this increased separation distance may provide a 
better basis from which to calculate the GSD at each incidence angle. 
If this were the case, the maximum error of 0.8dB would be decreased by 
a small amount. At 90°, the GSD is zero and the calculated ASD shows 
variations similar in range to those at 0° and 45°.
At 135°» the GSD is negative since the relative positions of the two 
microphones with respect to the loudspeaker have been reversed from 
those at incidence angles less than 90°. The maximum error in this case 
is again about 0.8dB, but the rapidity of the variations in the ASD have
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FIGURE 7.14-! Impulse responses at 0° and 45° for the horizontal
face-to-face arrangement (arbitrary linear amplitude scale).
been considerably reduced.
The impulse responses for this arrangement are shown in Figures I.'IU 
and 7.15. The most striking point about these impulse responses is the 
presence of well defined reflections. These are associated with the
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FIGURE 7.15s Impulse responses at 90° and 135° for the horizontal 
face-to-face arrangement (arbitrary linear amplitude scale).
probe tubing.
At 0°, the delay caused by the spacer can be seen. The small reflec­
tion at about 0.5mS in both impulse responses corresponds to a surface 
about 8cms away from the two capsules. Notice that this surface is
193 CHAPTER 7
further away from the leading microphone (lower curve). This suggests 
that the source of this reflection is the plate to which the support rod 
is attached (see Figure 7.12). The presence of the reflection will 
cause a ripple in.the frequency response with a "period" of about 2kHz. 
At 45°, the reflection from the plate is still present but the delay has 
been reduced. At this angle, the plate is closer to the loudspeaker and 
will be excited at a relatively earlier moment. The decrease in delay 
causes the "period" of the frequency ripple to increase and this is seen 
in Figure 7.13.
At 90°t several reflections can be seen and these can be identified 
with various parts of the probe. The reflection at about 0.25mS is from 
the plate. The source of the reflection at about 0.5mS is uncertain but 
is likely to be from the other edge of the plate and the junction of the 
probe and the support rod.
At 135°, the lower curve is now delayed relative to the upper curve. 
The plate reflection is even closer to the direct response, causing only 
a very slowly varying ripple in the frequency response.
The width and general shape of all the direct responses are approx­
imately the same, confirming that the responses of the two microphones 
are independent of the incident angle because of the influence of the 
spacer.
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7.4.4 Horizontal Side-by-Side with Holder.
Front view Side view
t
FIGURE 7.16: Front and side views of microphone holder.
To illustrate the influence of nearby reflective surfaces, the 
horizontal side-by-side measurements were repeated, but with the micro­
phones and pre-amplifiers supported by the holder shown in Figure 7.16.
The microphone capsules were I6cms infront of the back plate of the
holder, which was 7cms in diameter. The microphone pre-amplifiers 
fitted into two plastic tubes and the microphones were separated by 
I4.5cms. The whole arrangement was fitted to the end of a long micro­
phone pole and aligned along the axis of the loudspeaker.
Measurements were made at incidence angles of 0°, 45°, 90° and 135°,
and the calculated ASD are shown in Figure 7.17. Comparison of these
curves with those without the holder (Figure 7.5) shows clear 
differences caused by the holder. At 45° with the holder, there is a 
ripple whose "period" is about 1.2kHz. However, there is also an 
undulation of much longer "period" present in this curve which 
corresponds with that seen at 45° without the holder. This general 
principle of superposition of the interference effects associated solely 
with the closely spaced microphones and those caused by the nearby 
holder appears to hold true for the other incidence angles. At 0°, the
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FIGURE 7.17: Acoustic separation distances for the horizontal 
face-to-face arrangement with holder.
ASD is nearly constant, indicating that effects from the holder at each
microphone are approximately equal.
The impulse responses shown in Figure 7.18 and 7.19 confirm the 
superposition principle. That is, one effect from the microphones and 
another effect from the holder. The direct responses with and without
the holder at 0°, 45° and 90° are recognisably similar. However, the
holder introduces a reflection delayed by an amount consistent with the 
distance of the holder’s back plate from the microphones. At 135°, the 
holder forms a barrier which partially obscures the two microphones.
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FIGURE 7.18: Impulse responses at 0° and 45° for the horizontal 
face-to-face arrangement with holder (arbitrary linear amplitude scale).
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FIGURE 7.19s Impulse responses at 90° and 135° for the horizontal 
face-to-face arrangement with holder (arbitrary linear amplitude scale).
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7.5 CONCLUSIONS.
The interference effects associated with two closely spaced micro­
phones have been presented and discussed in this chapter.
Results suggest that there are two sources of interference: one from
the close proximity of the two microphones, the other associated with 
the microphone support arrangement. The results presented are in good 
agreement with other published data obtained under anechoic conditions.
Measurements were made by the impulse method in a reverberant room. 
Knowledge of the complete response allowed the measured responses to be 
presented in the time domain as well as in the frequency domain. The 
impulse response presentation was found to simplify the data, allowing 
direct, reflected or diffracted components to be identified.
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CHAPTER 8.
8 SUMMARY AND CONCLUSIONS.
The purpose of this thesis has been to describe the practical
implementation and application of a transient excitation method for
measuring the free field impulse and frequency response of microphones 
in a reverberant environment.
The following sections give a summary of the work presented and the 
conclusions that may be made about the method and the measurements to 
which it was applied.
8.1 SUMMARY.
The measuring method is an impulse response technique for measuring 
microphone responses and is similar to that developed by BERMAN and 
FINCHAM (1977) for measuring the impulse response of loudspeakers.
Transient testing methods in acoustics have been developed in an
attempt to overcome some of the difficulties associated with traditional 
steady-state sine wave measurements made in anechoic chambers. 
Steady-state measurements are tedious to perform and anechoic chambers 
are expensive to instal^. Moreover, such chambers provide a fixed 
measurement site where the desired free field conditions are inevitably 
degraded by equipment inside the chamber. Transient testing methods 
avoid these limitations by allowing measurements to be made in a 
reverberant environment. The reverberant effects of the test room are 
excluded by ensuring the measurements made are concluded before the 
arrival of the first reflection from the room boundaries.
The use of a reverberant test room imposes a limitation on the
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frequency resolution of the measurements performed, which also 
establishes a lower frequency limit below which accurate measurements 
cannot be made. However, this lower limit is of the same order as that 
found in anechoic chambers, and an anechoic chamber will not provide a 
better frequency resolution than that obtained in a reverberant room of 
a similar size using the pulse method.
The limitations imposed by a reverberant test room are discussed in 
Chapter 2, where the three most common transient testing methods are 
also presented. The three methods described are impulse response 
testing, tone burst testing and Time Delay Spectrometry. These methods 
and steady-state techniques assume the device being tested is operating 
linearly. In this case, the input and output signals of the device are 
related in a particularly concise form. The output of the device can be 
expressed in the time domain by the convolution of the input signal with 
the system's impulse response and in the frequency domain by the 
multiplication of the input spectrum and the s.ystem's frequency 
response.
It is shown in Chapter 3 that the frequency response of a microphone 
can be established by dividing the output spectrum from the microphone 
by the spectrum of the acoustic signal to the microphone. This process 
is equivalent to deconvolving the output and input signals in the time 
domain to yield the impulse response of the microphone. This 
deconvolution procedure is the basis of the microphone measurement 
method presented in this thesis.
The measurement method is described in Chapter 3 and can be 
summarised as follows. The microphone to be tested (the "test” 
microphone) is suspended in the test room and its response to a 
transient acoustic pressure is measured. The acoustic transient is 
generated by pulse-exciting a loudspeaker nearby. A "reference”
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microphone, whose frequency response is flat over the frequency range of 
interest, is substituted in the same position as the test microphone and 
its response to the acoustic transient is measured. A digital computer 
is used to sample and store the two microphone responses. Provided the 
response of each microphone to the directly propagated signal from the 
loudspeaker has decayed before the arrival of the first room reflection, 
the reflections can be removed using a gating technique. The gated 
direct responses are then individually transformed using the discrete 
Fourier transform and the resulting spectra are divided to give the 
frequency response of the test microphone. Inverse transformation then 
gives the impulse response of the test microphone.
Although the theory of this method is quite simple, there are a 
number of difficulties that were encountered during its practical 
implementation. These are described in detail in Chapter 3 and may be 
divided into two groups: those associated with the digital acquisition
of the microphone responses and those associated with the subsequent 
digital signal processing.
A number of different types of microphones were measured using the 
method and the results of these measurements are presented in Chapter *1. 
A 1” diameter instrumentation microphone is discussed in greatest detail 
and both the free field and pressure responses of this microphone are 
presented. From these two responses, the microphone’s free field 
correction curves at 0° and 90° incidence are established and these 
agree well with data specified by the manufacturer. The microphones 
measured gave results of varying quality and suggested limitations on 
the range of measurements that can be made with this method.
The microphone responses in Chapter M are presented as either impulse 
or frequency responses. In Chapter 5» however, these responses are 
analysed by three commonly used digital techniques: the Hilbert
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transform, cumulative spectral plots and cepstrum analysis. The Hilbert 
transform provides the relationship between the real and imaginary parts 
of the frequency response of a causal signal. Similar relationships may 
be applied to relate the natural logarithm of the magnitude part to the 
phase part. This latter relationship only applies to a certain class of 
system known as minimum phase systems. The free field response of the 
1" microphone discussed in Chapter 4 is not minimum phase over the 
entire frequency range. However, this microphone is approximately 
minimum phase over its useful frequency range.
Cumulative spectral plots have been developed as a means of 
identifying resonances that are not immediately apparent from a direct 
examination of the frequency response of a device. The plots have been 
shown to be of use in highlighting small resonances in the response of 
loudspeakers. This technique is applied to the response of the 1” 
microphone and the resonance caused by the microphone’s protection grid 
is clearly seen. However, this resonance is easily identified from 
examination of the impulse response and this method is not thought to be 
of use in the analysis of microphone responses.
Cepstrum analysis provides a means of identifying and removing echoes 
in measured data. Two forms of cepstrum analysis are discussed: power 
cepstrum and complex cepstrum. Examples are given illustrating both 
forms and the process of deconvolution by subtraction of complex cepstra 
is described. However, cepstrum analysis is not found to be of 
advantage in the further analysis of the microphone responses presented 
in Chapter 4.
In Chapter 6, the method is used to measure the pressure response at 
the centre of the hard, smooth end-face of a cylinder of "semi-infinite” 
length. This situation has been the subject of some interest for over 
fifty years where the approach has been to establish the response in the
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frequency domain by steady-state measurements made under anechoic 
conditions. The pulse method gave results that are in good agreement 
with other published data.
The impulse responses, however, appear to have a simpler form than 
the corresponding frequency responses and a simple numerical time domain 
model is proposed which allows the impulse responses at various angles 
of incidence to be predicted. Both plane and spherical wave models are 
discussed.
Finally, the responses of two closely spaced microphones at various 
incidence angles and configurations are presented in Chapter 7. Such 
configurations are being used increasingly for acoustic intensity 
measurements. The interference effects caused by the close proximity of 
the two microphones to each other and by the apparatus supporting the 
microphones is one source of error in this type of measurement. The 
results presented agree well with other published data measured in an 
anechoic chamber. The interference effects at one microphone can be 
divided into that produced by the presence of the other microphone and 
that produced by the reflections from the holder used to support the 
microphones.
8.2 CONCLUSIONS.
The implementation and application of the impulse response technique 
decribed in this thesis has been made using readily available equipment 
in an ordinary laboratory. The results show the method to be accurate, 
reliable and versatile. Although the method is essentially simple and 
straightforward, there are a number of points which deserve further 
comment.
The use of a reverberant test room is a considerable advantage over
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an anechoic chamber both in terms of cost of installation and in greater 
flexibility of the measuring site. However, an adequate signal to noise 
ratio must always be maintained and a quiet test room is essential in 
this respect. The measurements presented here were made in a laboratory 
shared by others and not specifically constructed for acoustic 
measurements. Clearly, these conditions could be improved by using a 
purpose-built room. Such a room would be less expensive than an 
anechoic chamber and could be relatively small, since, for microphone 
measurements, the loudspeaker could be mounted flush with one of the 
walls, or the ceiling or floor. Also, the ambient temperature and 
humidity could be better controlled, producing a more stable measuring 
environment. The dimensions of the test room determine the time delay 
between the directly propagated signal and the first room reflection. A 
delay of about 5mS was possible in the laboratory used here and this was 
found to be adequate for most of the measurements. However, a longer 
delay would allow a wider range of microphones to be measured and 
provide a better frequency resolution and lower frequency limit.
Substitution of the test microphone by the reference microphone must 
be performed with care if the reference microphone is to accurately 
measure the input signal to the test microphone. However, it is also 
important to minimise the effects of reflecting surfaces near the 
microphone since these will not be eliminated by deconvolution. A 
compromise must be made that gives a rigid, accurately aligned support 
that has no substantial surfaces close to the microphone. These 
conditions would be satisfied more easily by supporting the microphone 
at the end of a long, smooth pole held vertically rather than 
horizontally. Unfortunately, this arrangement suggests a tall rather 
than a long test room and may not be a practical proposition.
The microphones are excited by an acoustic transient generated by a
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loudspeaker. The transient must be consistent for both microphones, 
though the loudspeaker and amplifier used to generate the transient need 
not be operating linearly. The use of a pulse amplifier or a high power 
pulse generator would simplify the operation of this section of the 
experimental apparatus, as well as producing a potentially more 
consistent, reliable transient signal.
Linear operation of the measuring chain (that is, microphones, 
amplifier and anti-aliasing filter) is essential, though the amplifier 
and filter need not posses a "flat" response since their combined 
response will be common to both measurements and will be eliminated by 
deconvolution.
The responses of the test and reference microphones are sampled by 
the ADC and it is essential that aliasing effects are avoided if 
accurate results are to be produced. The ADC must provide a sufficient 
resolution if the effects of quantisation are to be reduced and undue 
distortion of the waveforms is to be avoided. The sampling rate can be 
adjusted to accommodate the frequency range of the microphone being 
tested. Reducing the sampling frequency will reduce the number of data 
points required to record a given response, which will increase the 
speed of the subsequent processing.
The final stored responses are the result of signal averaging, a 
process that gave considerable problems in practice. A quieter test 
room than that used here would reduce the number of sequences that 
needed to be averaged to give the desired signal to noise ratio, but it 
is likely that some averaging will still need to be performed. In this 
case, accurate synchronisation is essential if meaningless results are 
to be avoided. It is possible to examine each sampled sequence and 
accept or reject it on the basis of some pre-determined criterion. 
However, it is important not to assume too much about the detailed
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nature of the sequences. For example, simply matching one sequence to 
another will obviously give an accurately averaged result. However, if 
the "model" sequence is incorrect, then so will the final averaged 
result; and even if the "model" is accurate, then matching subsequent 
sequences using very close tolerances may not give the desired 
improvement in the signal to noise ratio since the degree of coherence 
between the noise parts might be too great.
Storing the measured response sequences in the computer means that 
the original data is always available for analysis in a variety of ways. 
A digital representation also means that the stored sequences are not 
degraded by repeated use.
Once the test and reference microphones have been sampled and stored, 
there are three stages in their basic analysis: windowing, Fourier
transformation and complex division. The application of these three 
steps will yield the frequency response of the test microphone.
Windowing the measured sequences is the process by which the direct 
response is isolated from the measured data. The window function should 
be such that it affects the direct response as little as possible whilst 
smoothly truncating it to zero before the first room reflection. These 
two requirements are in a sense contradictory and care must be taken to 
ensure that the best compromise is achieved. A rectangular window will 
leave the direct response unchanged, but will often introduce a "step" 
in the gated response due to the presence of a small DC offset in the 
measured sequence. The step can be eliminated by using a smoother 
function, but, in this case, the direct response will be distorted to 
some extent by the attenuation introduced by the window. Provided the 
direct response is well contained within the window duration, this 
distortion will be small.
The duration and shape of the window function also determines the
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frequency resolution of the gated response. The resolution should 
always be maximised by applying the window over as broad a time range as 
possible. In this respect, a larger test room will give a longer time 
delay between the direct response and the first reflection and thus 
allow the window duration to be increased. This will mean the direct 
response is better contained Within the window function, thus reducing 
any distortion that is introduced, and will also allow the direct 
response to be defined with a better frequency resolution.
The gated direct responses of the test and reference microphones are 
transformed to the frequency domain using the discrete Fourier 
transform. Even when an efficient algorithm such as the fast Fourier 
transform is used, it is important that the accuracy of the transformed 
data is not degraded by truncation and rounding effects introduced by 
the numerous arithmetic operations that must be performed. It must also 
be remembered that the discrete Fourier transform imposes a periodicity 
on the measured, finite-duration sequences. This requires that a 
sequence respresenting a causal signal must be padded with zeros such 
that it is identically zero in its second half. In this way, the DFT 
can be used to efficiently calculate the linear deconvolution required 
by the measuring method.
The deconvolution of the input and output signals of the test 
microphone is achieved in practice by complex division of the input and 
output spectra. This technique has been shown to yield accurate and 
reliable results between the defined lower and upper frequency limits. 
Outside these limits, however, a major problem exists when the magnitude 
of the reference microphone*s response becomes small. The resulting 
spectral values are ill-defined in these regions and cannot be used for 
further calculations. The frequency components above and below the 
frequency limits introduce quite significant effects into the calculated
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impulse responses and mean that the impulse responses should not be 
directly used for further calculations and analysis. However, the 
impulse response has been seen to provide a useful insight into the 
behaviour of the system being tested; for this reason, some means is 
needed of reducing the influence of the invalid frequency components. 
The method adopted here of substituting magnitude and phase values that 
in some way extrapolate the well-defined frequency components into the 
ill-defined regions was found to greatly improve the presentation of the 
impulse responses. However, this approach is in no way ideal and it is 
felt that this aspect of the basic signal processing is worthy of 
further investigation since it is a problem common to a wide range of 
sampled data systems.
The well-defined frequency components provide a complete description 
of the response in this region and can be used to predict the response 
of the microphone to an arbitrary input signal by calculation alone. 
This might be useful in the design of other associated equipment, or in 
determining how suitable the microphone is for a particular task. It is 
worth noting, however, that the predicted response will be formed on the 
basis of linearity, a condition which might not apply if the input 
signal was applied to the microphone in practice. Knowledge of what the 
microphone’s linear response should be would provide a means of 
detecting when non-linear operation had become significant.
The frequency response and its time domain equivalent, the impulse 
response, provide a complete description of the microphone’s response. 
These two representations have been shown to be sufficient in most cases 
in providing a detailed description of the behaviour of the tested 
microphones. Cepstrum analysis and cumulative spectral plots were not 
found to be of advantage for further analysis because of the relatively 
simple, well-defined nature of the microphone responses. This is in
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contrast to loudspeaker responses, which may possess several resonant 
frequencies as well as early reflections from baffles and enclosures; 
they may, in consequence, have considerably more complicated frequency 
and impulse responses.
The aim of any analysis technique is to allow the measured dbxla to be 
presented in a form that reduces its complexity and offers some 
additional insight into the behaviour of the device. In the case of the 
microphone, it appears that the traditional frequency response, 
supplemented by the impulse response, together provide a clear and 
comprehensive description of the device, even when the presentation of 
the impulse responses is degraded by the inclusion of ill-defined 
frequency components. This is not to imply that other forms of analysis 
need not be applied; indeed, any technique which might add to, or 
merely confirm, the understanding of the microphone’s behaviour should 
be used whenever such analysis techniques are available. It is 
important not to assume, as has perhaps been the case in the past, that 
the frequency response is the best form of data representation. 
Certainly it is the best understood and most widely accepted, but as has 
been seen in Chapters 6 and 7, the impulse response can be equally 
illuminating and may even provide the simpler form of display. With 
modern computing facilities, there is no need to limited by just one 
form of presentation and the most appropriate techniques should be used.
Of the analysis techniques discussed, the Hilbert transform offers 
the most useful facilities. It was found that the 1” instrumentation 
microphone was a minimum phase device over its useful frequency range. 
This means that the phase part of the frequency response can be 
unambiguously defined from the measured magnitude part. This technique 
would eliminate the residual phase rotation inherent in the measurement 
method. From the point of view of impulse response testing, the fact
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that a microphone is minimum phase does not simplify the measurement 
procedure, whereas for steady-state techniques it is only necessary to 
measure the magnitude part of the frequency response and from this 
calculate the phase part.
The versatility of a general-purpose computer provided the facilities 
for all the forms of presentation and analysis detailed in the previous 
chapters. The comparative ease with which an algorithm can be 
implemented and later modified are strong arguments against the use of a 
purpose-built, pre-programmed device, unless the range of measurements 
and subsequent analysis are clearly defined and accurately implemented. 
In view of the problems encountered in the basic measurement and 
processing of the microphone waveforms, the particular method of 
implementation of all algorithms should be scrutinised to ensure that 
the desired operation is being performed with a sufficient degree of 
accuracy.
Finally, this form of impulse response testing (that is, by 
substitution and deconvolution) has considerable advantages over the 
more direct approach taken, for example, by BERMAN and FINCHAM (1977). 
The demands made on the transient source are greatly reduced allowing 
readily available equipment to be used. Any deficiences in the spectrum 
of the excitation signal will be eliminated by deconvolution, provided 
they are consistent for both the reference and test measurements. 
Similarly, the microphone amplifier and anti-aliasing filter need only 
be operating linearly and consistently.
This method is not only applicable to microphone response 
measurements, but, as is illustrated in Chapters 6 and 7» it can be 
applied to a diverse range of acoustic measurements which may not be 
amenable to more traditional measurement techniques. Applications are 
not limited to the field of acoustics, of course, and the method would
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provide a simple and efficient means of measuring the response of, for 
example, electronic components and circuits.
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APPENDIX
A COMPUTER PROGRAMMES.
A .1 INTRODUCTION.
The purpose of this appendix is to describe the computer programmes 
developed by the Author for the measurement and processing of the 
microphone responses presented in this thesis. To present complete 
listings of the forty or so programmes would require too much space and
be largely un-informative. Instead, the purpose and operation of the 
major subroutines will be described and programme listings of only the 
more important of these will be included.
The programmes were written in FORTRAN IV for a 16-bit Data General 
Nova 4 mini-computer with a directly interfaced 2 channel Analogue to 
Digital (ADC) and Digital to Analogue (DAC) converter unit (Micro 
Consultants1 VHS Modular 15 System). The Nova 4 has 64k words of random 
access memory (RAM), of which a maximum of 32k words is available to any 
one user. The rather limited memory space means that not all the 
analysis software can be resident in RAM simultaneously. This has led 
to the use of an OVERLAY system, whereby a large number of subroutines 
share a comparatively small area of memory. The subroutines are stored 
in an overlay file on the computers disk memory and are only loaded 
into RAM when they are needed. The continual transfer of subroutines 
from disk to memory obviously slows down programme execution. However, 
this approach does mean that expansion of the facilities offered by the 
programmes is very straightforward and is not seriously limited by 
memory constraints.
There are two suites of programmes: the first, "DSA", is concerned
213 APPENDIX
with the aquisition of the digital signals, while the second, "DSP", 
performs the subsequent processing. Note, while DSA is specific to the 
Nova U with the Micro Consultants1 ADC/DAC unit, DSP is more general in 
application and can be used as a general purpose digital signal 
processing package.
A.2 DIGITAL SIGNAL ACQUISITION ("DSA”).
DSA is the main programme in this group, giving access to several 
subroutines which together allow signals to be sampled from either or 
both ADC channels and stored on the computer’s disk memory. Figure A.1 
shows the simple flow diagram of DSA. Storage space is provided for two 
102U-point real valued arrays. These arrays are first zeroed by DSA. 
The user then selects which option is required from a "menu" displayed 
on the terminal screen. These options will be described in the 
following sections.
A.2.1 "INITIALISE".
This subroutine displays the position and value of the "true" peak 
and also a checksum value (see Chapter 3, section 3.^.6), calculated 
from an integer data sequence sampled by either ADC port. This process 
is applied repetitively to a specified number of sampled sequences and 
the data for each is displayed. Maximum, minimum and average values of 
the three parameters are also displayed.
The data presented by INITIALISE allows the amplitude of the 
microphone response that is to be measured to be maximised at the ADC 
port, whilst avoiding any problems of peak clipping. The stability of 
the measured response can also be assessed. The data presented here is 
required by the subroutine "GATHER".
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DSA
Clean Storacj 
Arrays
SAVEINITIALISE
MAIN MENU
Select?
CALIBRATE
GATHER
STOP
FIGURE A.1: Flow diagram of data acquisition programme "DSA”.
A.2.2 "GATHER."
The following is a complete listing of the subroutine "GATHER", which 
performs the signal averaging of the sampled sequences from either or 
both ADC ports.
C GATHER 
C ======
C J.DOWNES - 28FEB84 : Modified 2MAR84
C Subroutine to gather data from either or both ADC channels.
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SUBROUTINE GATHER (T)
DIMENSION T(1024,0:1),RD(6,0:1),ID(4,0:1),K(2048) 
TYPE "GATHER:”
10 ACCEPT "CHANNEL NUMBER (2=B0TH)? ",NCH 
IF (NCH.LT.O .OR. NCH.GT.2) GOTO 10
11 ACCEPT "PERCENTAGE VARIATION? ",PV
IF (PV.LT.0.0 .OR. PV.GE.50.0) GOTO 11 
PV=PV/100.0 
DO 15 1=0,1 
DO 16 J=1,6 
RD(J,I)=0.0 
IF (J.LE.4) ID(J,I)=0 
16 CONTINUE
15 CONTINUE
DO 20 1=0,1
IF (I+NCH.EQ.1) GOTO 20 
WRITE (10,500) I
500 FORMAT (/,1X,"Channel",12,/,IX,9("="))
25 ACCEPT "RELATIVE PEAK POSITION? ",RD(1,I)
RD(2,I)=PV
IF (RD(1,I)-RD(2,I).LT.0.0 .OR.
A RD(1,I)+RD(2,I).GT.1.0) GOTO 25
ACCEPT "PEAK VALUE? ",RD(3,I) 
RD(4,I)=ABS(RD(3,I)*PV)
ACCEPT "CHECKSUM VALUE? ",RD(5,I)
RD(5»I)=ABS(RD(511))
RD(6,I)=RD(5,I)*PV
ACCEPT "CHECKSUM RANGE? ",ID(1,I)
ACCEPT "DC OFFSET RANGE? ",ID(4,I)
ACCEPT "START POINT re. PEAK? ",ID(3,I)
ACCEPT "0=MAX,1=MIN? ”,ID(2,I)
20 CONTINUE
DO 30 1=0,1 
DO 40 J=1,5,2 
L=J+1
RD(J,I)=RD(J,I)-RD(L,I) 
RD(L,I)=RD(J,I)+2.0*RD(L,I)
40 CONTINUE 
30 CONTINUE 
TYPE
ACCEPT "NUMBER OF AVERAGES? ",NAV 
ACCEPT "MAXIMUM ERROR COUNT? ",NER 
ACCEPT "0=0KAY? ",I 
IF (I.NE.O) GOTO 10 
TYPE
DO 170 1=1,1024
IF (NCH.NE.1) T(I,0)=0.0 
IF (NCH.NE.O) T(I,1)=0.0 
170 CONTINUE
DO 50 1=1,NAV 
WRITE (10,501) I
501 FORMAT (/,1X,"Averages:",14)
DO 60 J=0,1
IF (NCH+J.EQ.1) GOTO 60
TYPE
NE=0
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80
200
502
504 
120
110
505 
130
506 
140
510
300
507
150
60
50
160
NE=NE+1
CALL GETP(J,K,2048)
CALL AVVAL(K,2048,ID(4,J), KA)
DO 200 L=1,2048 
K(L)=K(L)-KA 
CONTINUE
CALL MAMI(K,2048,KH,KL)
KP=KH
IF (ID(2,J).NE.0) KP=KL
CALL FPEAK(K ,204 8,KP,ID(2,J),TPP,TPV)
K=INT(TPP)
CALL CHSUM(K,2048,KP,ID(1,J),CS)
WRITE (10,502) J
FORMAT (1X,"<13>Channel",I2," : ",Z)
A=TPP-KP
IF (A.GE.RD(1,J) .AND. A.LE.RD(2,J)) GOTO 110 
WRITE (10,504) TPP,NE
FORMAT (1X,"Bad Position:",F12.3,T50,14)
NA=0
IF (MOD(NE,NER).EQ.O) ACCEPT "0=KEEP GOING? ",NA
IF (NA.EQ.O) GOTO 80
RETURN
IF (TPV.GE.RD(3»J) .AND. TPV.LE.RD(4,J)) GOTO 130
WRITE (10,505) TPV,NE
FORMAT (1X,"Bad Value:",F12.3,T50,l4)
GOT 120
IF (CS.GE.RD(5,J) .AND. CS.LE.RD(6,J)) GOTO 140 
WRITE (10,506) CS,NE
FORMAT (1X,"Bad Checksum:",F12.3,T50,14)
GOTO 120 
L=KP+ID(3,J)
IF (L.GE.1 .AND. L.LE.1024) GOTO 300 
WRITE (10,510) L,NE
FORMAT OX,"Very Bad Position:",F.12.3,T50,14) 
GOTO 120
WRITE (10,507) NE 
FORMAT (1X,"Okay:",T50,I4)
DO 150 M=1,1024 
T(M,J)=T(M,J)+K(L)
L=L+1 
CONTINUE 
CONTINUE 
CONTINUE 
A=1638.4*NAV 
DO 160 1=1,1024
IF (NCH.NE.1) T(I,0)=T(I,0)/A 
IF (NCH.NE.O) T(I,1)=T(I,1)/A 
CONTINUE 
RETURN 
END
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First, either or both ADC ports are selected. If both ports are 
specified, data sequences are sampled alternately from each. Next, the 
percentage variation in the synchronisation parameters is specified. 
Typically, a value of +/-5%is used. The mean values of the "true" peak 
position, value and the checksum are then given for each channel. These 
values must be determined in advance from the data presented by 
INITIALISE. Finally, the number of averages required and the maximum 
number of consecutively rejected sequences are entered and the averaging 
process is started.
The assembly language subroutine "GETP" is the programme which 
triggers the pulse generator and stores the sampled sequences from 
either ADC port. The pulse generator is triggered by sending out a 5 
volt pulse, 1 clock period in duration, on DAC port 0. GETP then 
initialises which ever ADC port has been selected and begins storing 
2048 integer values from the ADC. All computer interrupts are disabled 
at the start of GETP and are re-enabled at the end. The actions of the 
DAC and ADC are synchronised by an external "clock", the frequency of 
which is selected manually by the user on a programmable oscillator; a 
value of 150kHz was used for the results presented in this thesis.
The FORTRAN subroutines "AVVAL", "MAMI", "FPEAK" and "CHSUM" 
calculate the "true" peak position, value and the checksum. These 
values are compared with those specified at the beginning of GATHER. If 
all the new values are within the specified acceptable range, the 
current sequence is added to the cumulative total. The next sequence is 
then sampled and the procedure repeated. If any of the parameters do 
not lie within the acceptable range, the current sequence is rejected 
and a new one sampled. If the number of consecutively rejected sequences 
exceeds the maximum number specified at the beginning of GATHER, the 
user has the option of aborting or continuing the averaging process.
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When the required number of sequences have been sampled and added to 
the cumulative total, the total is averaged and the values converted to 
represent the voltage applied to the ADC. Control then returns to the 
main menu of DSA.
A.2.3 "SAVE".
The averaged data sequences acquired by GATHER can be permanently 
stored on the computer’s disk memory.
A.2.4 "CALIBRATE".
In Chapter 3» section 3.4.8, it was noted that the reference 
microphone response can be calibrated in units of Pascals using a 
pistonphone. This task is simplified by the subroutine CALIBRATE:
C CALIBRATE 
C =========
C J.DOWNES - 30JAN84 : Modified 28FEB84
C Subroutine to calibrate the sensitivity of the reference 
C microphone using the pistonphone.
SUBROUTINE CALIBRATE
DIMENSION R(1024),K(1024),IS(11)
TYPE "CALIBRATE:"
10 ACCEPT "CHANNEL NUMBER? ",IC
IF (IC.LT.O .OR. IC.GT.1) GOTO 10
ACCEPT "CORRECTION IN dB’s? ",C0R
ACCEPT "GAIN SETTINGS FOR CALIBRATION? ",GC1,GC2
ACCEPT "GAIN SETTINGS FOR RUN? ",GR1,GR2
ACCEPT "0=0KAY? ",I
IF (I.NE.O) GOTO 10
TYPE
PAUSE "SET S/R TO 5kHz AND SWITCH ON PISTONPHONE" 
TYPE
CALL GET(IC,K,2048)
. TYPE
PAUSE "SWITCH OFF PISTONPHONE AND RESET S/R"
TYPE
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N=0
DO 20 1=1,2047
IF (.NOT.(K(I).GT.0 .AND. K(I+1).LE.0)) GOTO 20 
N=N+1 
IS(N)=I 
20 CONTINUE 
RMSrO.O 
N=N-1
DO 30 1 = 1,N 
J1=IS(I)
J2=IS(I+1 )-1 
J3=J2-J1+1 
A=0.0 
B=0.0
DO 40 J=J1,J2
C=6.283185307*J/J3 
A=A+K(J)*COS(C)
B=B+K(J)*SIN(C)
40 CONTINUE
RMS=RMS+SQRT(A*A+B*B)* 1.414213562/J3/1638.4 
30 CONTINUE 
RMS=RMS/N
S=2.0E-5*(10.0**(123.8+COR)/20.0))/RMS 
S=S*10.0**((GR1+GR2-GC1-GC2)/20.0 
WRITE (10,500) RMS,S 
500 FORMAT (IX,"Average RMS voltage=",F12.6,/,
A 1X,"Microphone Sensitivity=",E12.6," Pa/Volt”)
RETURN 
END
After the reference microphone response has been measured, the 
variable gain control on the microphone amplifier should not be adjusted 
and the settings of the input and output attenuators should be noted. 
The microphone is then inserted into the pistonphone and the microphone 
amplifier’s attenuators adjusted so that the signal amplitude at the ADC 
is maximised when the microphone is excited by the pistonphone.
First, CALIBRATE requires the ADC port number and the ambient 
pressure correction in dBs (see BRUEL and KJAER (1967)). Next, the 
input and output attenuator settings used for the calibration should be 
entered, followed by those settings that were used for the reference 
microphone measurement. Finally, the sampling frequency of the ADC 
clock should be set to 5kHz.
2048 samples are taken of the 250Hz signal produced by the
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pistonphone. This gives approximately 100 periods of the microphone’s 
response to the pistonphone excitation. The output of the pistonphone 
varies slightly both in frequency and in amplitude. To overcome this, 
the RMS amplitude of the fundamental frequency of each period of the 
sampled waveform is calculated using a simple Fourier expansion. These 
RMS values are averaged and the final result used to calibrate the 
reference microphone channel in units of Pascals per volt.
A.3 DIGITAL SIGNAL PROCESSING (’’DSP’’).
DSP is the main routine in a digital signal processing package 
providing access to 28 subroutines which are selected from a ’’menu’’ 
displayed on the terminal screen. The flow diagram of DSP is shown in 
Figure A.2.
As indicated in the introduction to this Appendix, memory constraints 
have led to the use of an OVERLAY system whereby only those subroutines 
that are in current use actually reside in memory, the others being held 
in a file on disk. This makes the expansion of the number of options 
offered by DSP very simple and straightforward.
The data that is to be processed by DSP is held in two 2048-point 
complex arrays, which will be termed the "TEST” and "REF" arrays for 
convenience. These arrays are held in a COMMON memory area and are thus 
readily available to all the subroutines without having to pass array 
address locations each time an array is referenced.
When DSP is first run and each time control returns to DSP from a 
selected option, information about the files currently being processed 
and the menu of options are displayed on the terminal screen. The file 
information displayed consists of the filename last used to SAVE or LOAD 
the current arrays (see below), whether the current array represents 
time or frequency domain information and whether the data is stored as
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DSP
HILBERTLOAD
DIVIDESAVE Main Menu
Select?
WINDOW PLOT
FFT
STOP
information
FIGURE A.2: Flow diagram of digital signal processing programme lrDSPn•
real and imaginary parts or as magnitude and phase parts. Also 
displayed is the current sampling rate assumed by the graph plotting 
subroutines. The following sections will describe some of the more 
important subroutines.
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A.3.1 "LOAD" and "SAVE".
The sequences sampled by the programme DSA can be loaded from disk 
storage. Variable length real or complex arrays can be loaded into 
either the TEST or REF data arrays. Similarly, the results of 
subsequent processing of the sequences can be stored back to disk. 
Again, various data formats are allowed. The filenames specified for 
loading or saving data sequences are those displayed by DSP before the 
main menu.
A.3.2 "WINDOW".
The sequences sampled by DSA usually include some room reflections 
which must be removed before any subsequenct processing is carried out 
(see Chapter 3» section 3.5.1). This is achieved by the subroutine 
"WINDOW", which allows a rectangular or half-Hanning window function to 
be applied between specified data points of either the TEST or REF 
arrays. The chosen array must represent time domain information. A 
complete listing of WINDOW is given below:
C WINDOW
C J.DOWNES - 09DEC83
C Subroutine to window time domain data.
SUBROUTINE WINDOW
COMPLEX ARR(0:20U7t0:1)
DIMENSION TEMP(0:A095,0:1)
COMMON /ARRAYS/ ARR,NAMES(0:9,0:1),NFLGS(0:1,0:1)
COMMON /VARBLS/ PI.TPI,SAMP,TINC,FINC 
EQUIVALENCE (ARR,TEMP)
TYPE "WINDOW:"
30 ACCEPT "0=TEST,1=REF? ",NFIL
IF (NFIL.LT.0 .OR. NFIL.GT.1) GOTO 30 
IF (NFLGS(0,NFIL).EQ.O) GOTO 10
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TYPE "***Cannot window in frequency domain***”
RETURN
10 ACCEPT "0=REAL/MAG,1=IMAG/PHASE,2=B0TH? ",IRIB 
IF (IRIB.LT.O .OR. IRIB.GT.2) GOTO 10 
20 ACCEPT "START AND END POINTS OF WINDOW? ", MIN,MAX
IF (MIN.LT.O .OR. MIN.GE.MAX .OR. MAX.GT.2047) GOTO 20 
60 ACCEPT "0=+ve,1=-ve WINDOW? ",J 
IF (J.LT.O .OR. J.GT.1) GOTO 60 
ISGN=1
IF (J.EQ.1) ISGN=-1 
70 ACCEPT "OrHANNING,IrRECTANGULAR? ",ITYPE 
IF (ITYPE.LT.O .OR. ITYPE.GT.1) GOTO 70 
ACCEPT "0=0KAY? ",I 
IF (I.NE.0) RETURN 
ANGLErPI/2.0/(MAX-MIN)
MAX=MAX*2 
MIN=MIN*2 
J1=MIN
DO 40 1=0,2047 
J2=J1+1 
11=1*2 
12=11+1 
WIND=0.0
IF (J1.GE.MAX) GOTO 50 
WIND=ISGN
IF (ITYPE.EQ.O) WIND=WIND*(COS(ANGLE*( (J1-MIN)/2))**2.0) 
50 IF (IRIB.NE.1) TEMP(I1,NFIL)=TEMP(J1,NFIL)*WIND 
IF (IRIB.NE.0) TEMP(I2,NFIL)=TEMP(J2,NFIL)*WIND 
IF (J1.LT.2046) J1=J1+2 
40 CONTINUE 
RETURN 
END
Either the TEST or REF array can be selected. The window function 
can be applied to the real (magnitude) and/or the imaginary (phase) 
parts and may be specified as positive or negative. Also, the type of 
function required and the range over which it is to be applied are 
specified. The time origin is automatically redefined to the start of 
the windowed data. This removes the initial separation delay.
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A.3.3 "FFT”.
There are two subroutines which together perform a discrete Fourier 
transform (DFT) on either or both data arrays. The first subroutine, 
FFTO, allows the selection of the required parameters and passes this 
information to the second subroutine, FFT1, which actually performs the 
DFT.
The parameters selected by FFTO are as follows: first, either or
both data arrays are specified. Second, FFTO will automatically ensure 
that a time domain array has an identically zero imaginary part, or that 
a frequency domain array is conjugate symmetric, before Fourier 
transformation. This latter facility of ensuring a purely real time 
sequence either before or after transformation is merely a convenience 
that was found extremely useful in practice. A complete listing of FFT1 
is given below:
C FFT1
C J.DOWNES - 23JUL84
C Subroutine to calculate the discrete Fourier transform 
C of data file stored in COMMON and indexed by NFIL.
C Forward transform is normalised.
SUBROUTINE FFT1(NFIL)
COMPLEX ARR(0:20M7,0:1),A(1:2048,0:1),T,U,W 
COMMON /ARRAYS/ ARR,NAMES(0:9,0:1),NFLGS(0:1,0:1) 
COMMON /VARBLS/ PI,TPI,SAMP,TINC,FINC 
LOGICAL ITEST 
EQUIVALENCE (ARR,A)
ISGN=NFLGS(0,NFIL)
NFLGS(0,NFIL)=MOD(ISGN+1 ,2)
FR=FLOAT(2»ISGN-1)
J = 1
DO 10 1=1,20U7
IF (I.GE.J) GOTO 20 
T=A(J.NFIL)
A( J ,NFIL)=A(I,NFIL)
A(I,NFIL)=T 
20 K=1024
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25 IF (K.GE.J) GOTO 26
J=J-K
K=K/2 
GOTO 25
26 JrJ+K 
10 CONTINUE
DO 30 L=1,11
WRITE (10,500) L 
500 FORMAT (1X,IM,Z)
LE=2**L 
LE1=LE/2 
AA=PI/LE1 
DO 31 J=1,LE1 
BB=AA*(J-1)
U=CMPLX(COS(BB),FR*SIN(BB))
DO 32 I=J,20M8,LE 
IP=I+LE1 
T=A(IP,NFIL)*U 
A(IP,NFIL)=A(I,NFIL)-T 
A(I,NFIL)=A(I,NFIL)+T 
32 CONTINUE
31 CONTINUE
30 CONTINUE 
TYPE
IF (ISGN.EQ.1) RETURN 
DO MO I=0,20M7 
MO ARR(I,NFIL)=ARR(I,NFIL)/(20M8.0,0.0)
RETURN 
END
This subroutine implements a decimation-in-time, 20M8-point Fast 
Fourier Transform (FFT) algorithm. It was adapted from a (corrected) 
version of the FORTRAN programme given by OPPENHEIM and SCHAFER (1975), 
page 331.
The first loop, "DO 10...”, performs the bit reversal operations, 
while the second loop, "DO 30...", performs the "butterfly" 
calculations. The final loop, "DO M0...", normalises the forward 
transform only.
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A.3.M "DIVIDE".
The basis of the microphone response measurement method described in 
this thesis is the deconvolution of the "test" microphone response with 
a "reference" microphone response. This task is more easily performed 
in the frequency domain by complex division of the respective spectra. 
This operation is performed by the subroutine DIVIDE. In this case, the 
TEST array is divided by the REF array on a point-by-point basis. The 
result of the complex division is placed in the TEST array.
A.3.5 "PLOT".
Probably the most convenient way of presenting the data represented 
by the two data arrays is by plotting time and frequency response 
curves. This task is performed by five subroutines, called 
PLOTO,1,2,3,M, on a Hewlett Packard type 7225A Plotter.
The five plot subroutines allow selected portions of the real 
(magnitude) or imaginary (phase) parts of either data array to be 
plotted on linear or logarithmic axes. A logarithmic magnitude scale 
may be specified relative to an arbitrary reference level. The curves 
may be presented in a variety of formats, colours and line-types to aid 
analysis.
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A.3.6 "HILBERT".
In Chapter 5, section 5.5.2, the applications of the discrete Hilbert 
transform (DHT) were discussed. The subroutine which implements the DHT 
is listed below:
C HILBERT
C J.DOWNES - 1FEB84
C Subroutine to calculate IMAG/PHASE from REAL/MAG 
C using discrete HILBERT transform.
SUBROUTINE HILBERT
DIMENSION A(0:4095,0:1)
COMPLEX ARR(0:2047,0:1)
COMMON /ARRAYS/ ARR,NAMES(0:9,0:1),NFLGS(0:1,0:1) 
COMMON /VARBLS/ PI,TPI,SAMP,TINC,FINC 
EQUIVALENCE (ARR,A)
TYPE "HILBERT TRANSFORM:"
ACCEPT "0=TEST,1=REF? ",NFIL 
IF (NFIL.LT.0 .OR. NFIL.GT.1) RETURN 
NDOM=NFLGS(0,NFIL) ;0=time,1=freq.
NMOD=NFLGS(1,NFIL) ;0=real/imag,1=mag/phase
IF (NMOD.EQ.O) GOTO 20 
DO 30 1=0,4094,2
IF (A(I,NFIL).LT.1.0E-10) A(I,NFIL)=1.0E-10 
A(I,NFIL)=ALOG(A(I,NFIL))
30 CONTINUE 
20 DO 40 1=0,1024
ARR(I,NFIL) = CMPLX(A(1*2,NFIL) , 0.0)
IF (NDOM.EQ.O .AND. I.NE.1024)
A ARR(I+1024,NFIL)=CMPLX(A(1*2+2048,NFIL),0.0)
IF (NDOM.EQ.1 .AND. I.NE.O)
B ARR(2048-I,NFIL)=CONJG(ARR(I,NFIL))
40 CONTINUE
CALL FFT1(NFIL)
DO 50 1=1,1023
ARR(I,NFIL)=ARR(I,NFIL)*(2.0,0.0)
ARR(204 8-1,NFIL)=(0.0,0.0)
50 CONTINUE
ARR(0,NFIL)=ARR(0,NFIL)*( 1.0,0.0)
ARR(1024,NFIL) = ARR(1024,NFIL)*( 1.0,0.0)
CALL FFT1(NFIL)
IF (NDOM.EQ.O) RETURN 
DO 60 1=0,4094,2 
J=I+1
IF (A(J,NFIL).LT.-PI) A(J,NFIL)=A(J,NFIL)+TPI 
IF (A(J,NFIL).GT.PI) A(J,NFIL)=A(J,NFIL)-TPI 
A(I,NFIL)=EXP(A(I,NFIL))
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60 CONTINUE 
RETURN 
END
In this implementation, data held in the real part of the array is 
used to calculate new data in the imaginary part. Either the TEST or 
REF array can be selected. If the selected array is representing 
magnitude and phase values, then the magnitude values are replaced by 
their natural logarithm values. The imaginary (phase) part of the array 
is set to zero and the array is ensured to be conjugate symmetric if it 
is representing a frequency domain sequence. The array is then Fourier 
transformed, multiplied by the required weighting function w(n) defined 
by:
w(n) = 1 ;n=0,N/2
= 2 ;0<n<N/2
= 0 ;N/2<n<N
and finally Fourier transformed again.
A.3.7 Other Options.
In this section, some of the other selectable options available in 
DSP will be briefly described:
a) "NEW": zeroes either or both data arrays, clears filenames and 
ensures a real and imaginary time domain representation.
b) "ADJUST": allows a selected portion of either data array to be 
adjusted by the formula:
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ARR(element)=ARR(element)*M/D+A-S
where M, D, A and S are specified real values. This subroutine allows 
simple "ideal" data arrays to be constructed for test purposes.
c) "CONVERT"; converts real and imaginary representation to magnitude 
and phase and vice versa.
d) "VIEVP1: displays values of a selected portion of both data arrays on 
terminal screen.
e) "INFORMATION"; displays maximum, minimum, sum and average values of 
a selected portion of the real (magnitude) and imaginary (phase) parts 
of both arrays.
f) "MULTIPLY","ADD","SUBRACT"; perform specfied complex arithmetic 
operations bewteen TEST and REF data arrays, placing the result in the 
TEST array (REF is subtracted from TEST).
g) "C/SPEC": calculates cumulative spectral decay or attack data from 
time sequence in REF array. Uses half-Hanning function over a specified 
range for step edge. The resulting spectrum is presented in the TEST 
array as magnitude and phase (see Chapter 5, section 5.5.3).
h) "C/CEP","P/CEP": calculates complex cepstrum and power cepstrum 
respectively form either data array. Specified array must represent the 
real and imaginary parts of frequency response (see Chapter 5, section 
5.5.4).
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