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Abstract
In this paper we improve two theorems for the small inductive dimension ind in the regular T1-spaces: an addition theorem
from [M.G. Charalambous, V.A. Chatyrko, Some estimates of the inductive dimensions of the union of two sets, Topology Appl.
146/147 (2005) 227–238] and a product theorem from [V.A. Chatyrko, K.L. Kozlov, On (transfinite) small inductive dimension of
products, Comment. Math. Univ. Carolin. 41 (3) (2000) 597–603].
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1. Introduction
All spaces considered are assumed to be regular T1. Let d be a dimension function which is monotone with respect
to closed subsets.
We will say that the finite sum theorem for d holds in a space X (in dimension k  0), in brief, FST(d) (respectively,
FST(d, k)), if d(A∪ B) = max{dA,dB} for every closed in X sets A and B (such that dA,dB  k).
For any space X let us define
FST(d,X) =
{∞, if FST(d) holds in the space X;
min{k  0: FST(d, k) does not hold in X}, otherwise.
It is evident that either 0 FST(d,X) dX − 1 or FST(d,X) = ∞.
Moreover, for every closed set A in X we have FST(d,A)  FST((d,X)), and if dA  FST(d,X) then FST(d)
holds in A.
Recall [8] that the large inductive dimension of a space X, IndX, is defined inductively by the following way.
(i) IndX = −1 if and only if X = ∅.
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open set U ⊂ X such that
A ⊂ U ⊂ V and Ind BdU  n− 1,
where BdC denotes the boundary of a set C.
(If X is normal then, equivalently, the set A can be separated from the complement of V by a partition C with
IndC  n− 1.)
One can get the definition of the small inductive dimension of a space X, indX, from the definition of IndX by
replacing the set A by a point.
Both dimensions are monotone with respect to closed subsets, and FST(ind,X) 1 (FST(Ind,X) 1) for every
compact space X.
Recall [2] that if a space X is the union of two closed subsets A,B then
indX max{indA, indB} + 1, (1)
and (see, for example, [4, Lokucievskij’s example 2.2.14 and Problem 4.1.B, respectively]) there exist compact
spaces X and metrizable spaces X for which the inequality transforms to the equality.
It is well known [4, Problem 2.2.A(b)] that
ind(X1 ∪X2) indX1 + indX2 + 1
for every hereditarily normal union X1 ∪X2.
It was proved in [1] that if X = X1 ∪X2 and IndX1 = m, IndX2 = n then indX mn+ 12m(m+1)+3(m+n+1),
if m n 0.
Moreover, if X is normal then indX  2(m + n + 1).
We improve here the last statements to the following effect.
Theorem 1.1. Let X = X1 ∪X2 be a space and IndX1 = m 0, IndX2 = n 0. Then
(i) indX  2(m + n + 1);
(ii) moreover, indX m + n + 1, if FST(ind) holds in the space X.
Recall [4, Problem 2.4.H] that if FST(ind) holds in spaces X and Y then
ind(X × Y) indX + indY (2)
and there are compact spaces K and L with indK = 1 and indL = 2 such that ind(K × L) 4 [4, p. 141].
It was proved in [2] that if X and Y are spaces (respectively compacta) with indX = m 0 and indY = n 0 then
ind(X × Y)
{m + n,
if m = 0 or n = 0 (respectively m = 0 or n = 0 or m,n 1),
2(m + n)− 1 (respectively 2(m + n) − 2), otherwise.
(3)
In particular, ind(K × L) = 4.
We present here the following improvement of (3) which contains also (2).
Theorem 1.2. Let X and Y be spaces with indX  m  0 and indY  n  0. Assume also that FST(ind,X),
FST(ind, Y ) k for some k = 0,1, . . . or ∞. Then
ind(X × Y)
{
m + n, if n = 0,or m = 0, or m,n k,
2(m + n) − k − 1, otherwise.
2. Addition theorem
Lemma 2.1. Let X be a space and Y a dense subset of X. Let also A, B be disjoint subsets of X; O1, O2 open subsets
of X and A ⊂ O1, B ⊂ O2, ClX O1 ∩ ClX O2 = ∅. Assume that CY be a partition between the sets ClX O1 ∩ Y and
ClX O2 ∩ Y in Y . Then there exists a partition C in the space X between A and B such that C ∩ Y = CY .
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Y ⊂ V1.
Put Y1 = U1 ∪ CY , Y2 = V1 ∪ CY and Xi = ClX Yi for each i = 1,2.
It is easy to see that
(i) Y1 and Y2 are closed subsets of Y and Y = Y1 ∪ Y2, CY = Y1 ∩ Y2;
(ii) X1 and X2 are closed subsets of X and
X = ClX Y = ClX(Y1 ∪ Y2) = ClX Y1 ∪ ClX Y2 = X1 ∪X2;
(iii) Xi ∩ Y = Yi for each i = 1,2.
Moreover, we have X1 ∩ B = ∅ (because Y1 ∩ (ClX O2 ∩ Y) = ∅, so Y1 ∩ O2 = ∅ and, consequently, ClX Y1 ∩
O2 = ∅). Analogously, we get X2 ∩ A = ∅.
Put U = X \ X2, V = X \ X1 and C = X1 ∩ X2. Observe that U and V are disjoint open subsets of the space X
and A ⊂ U , B ⊂ V , and C = X \ (U ∪ V ). In addition, we have
C ∩ Y = (X1 ∩ Y) ∩ (X2 ∩ Y) = Y1 ∩ Y2 = CY .
The lemma is proved. 
Remark 2.1. Let X be a space, x a point of X, B a closed subset of X and x /∈ B . Put U = X \ B. In the space X let
us consider open subsets O1,V ,W such that
x ∈ O1 ⊂ ClO1 ⊂ V ⊂ ClV ⊂ W ⊂ ClW ⊂ U.
Put O2 = X \ ClW. It is evident that B ⊂ O2 and ClO1 ∩ ClO2 = ∅.
Let Y be a subset of X. In Y let us consider an open subset P such that
ClO1 ∩ Y ⊂ P ⊂ V ∩ Y.
It is evident that ClY P ⊂ ClY (V ∩ Y) ⊂ ClV ∩ Y ⊂ W ∩ Y ⊂ Y \ ClO2.
So the set BdY P is a partition between the sets ClO1 ∩ Y , ClO2 ∩ Y in Y .
By trind, trInd we will denote the natural transfinite extensions of ind, Ind .
Lemma 2.2. Let X be a space and Y a dense subset of X with trIndY = α, where α is an ordinal number  0. Then
for each point x ∈ X and every closed set B ⊂ X such that x /∈ B there exists a partition C in X between the point x
and the set B such that trInd(C ∩ Y) < α.
In particular, if IndY = 0 then C ⊂ X \ Y.
Proof. Let us choose open subsets O1,O2 and V of the space X as in Remark 2.1. In the space Y by our assumption
there exists an open subset P such that
ClO1 ∩ Y ⊂ P ⊂ V ∩ Y and trInd BdY P < α.
Moreover, the set BdY P is a partition between the sets ClO1 ∩Y , ClO2 ∩Y in Y . By Lemma 2.1 there is a partition C
in X between the point x and the set B such that C ∩ Y = BdY P . The lemma is proved. 
Remark 2.2. Let us apply the previous lemma twice to the following case. Assume that a space X is the union of two
nonempty subset X1 and X2 with trIndXi = αi , where αi is an ordinal number  0, for each i.
Put Yi = ClX Xi , i = 1,2. Observe that X = Y1 ∪ Y2. By Lemma 2.2 for each point x ∈ Y1 and every closed set
B1 ⊂ Y1 such that x /∈ B1 there exists a partition C1 = (C1 ∩X1)∪ (C1 ∩X2) in Y1 between the point x and the set B1
such that
trInd(C1 ∩X1) < α1, trInd(C1 ∩X2) α2.
(The second inequality is valid because of the monotonicity of trInd with respect to closed subsets.)
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(C2 ∩X1)∪ (C2 ∩X2) in Y2 between the point x and the set B2 such that
trInd(C2 ∩X1) α1, trInd(C2 ∩ X2) < α2.
Proof of Theorem 1.1. (i) (respectively, (ii)) Let us apply induction on k = m+n, using the notations and statements
from Remark 2.2.
Assume that k = 0. So m = n = 0.
Let x ∈ Y1 and B1 be a closed subset of Y1 such that x /∈ B1. In Remark 2.2 it was stated the existence of a
partition C1 in Y1 between the point x and the set B1 such that C1 ⊂ X \X1 ⊂ X2. So we get
indC1  IndC1  IndX2 = 0.
Hence, indY1  1. Analogously, we have indY2  1.
By (1) (respectively, FST(ind)) we get
indX max{indY1, indY2} + 1 2 = 2(0 + 0 + 1)(
respectively, indX max{indY1, indY2} 1 = 0 + 0 + 1
)
.
The base of our induction is proved.
Assume that k  1.
Let x ∈ Y1 and B1 be a closed subset of Y1 such that x /∈ B . In Remark 2.2 it was stated the existence of a
partition C1 in Y1 between the point x and the set B1 such that C1 = (C1 ∩ X1)∪ (C1 ∩X2) and
Ind(C1 ∩X1) < m, Ind(C1 ∩X2) n.
If m = 0 then, evidently, C1 ⊂ X2 and
indC1  IndC1  IndX2 = nm + n 2(m + n).
If m> 0 then by the inductive assumption we get
indC1  2
(
(m − 1)+ n+ 1)= 2(m + n)
(respectively, indC1  (m − 1)+ m+ 1 = m + n).
So indY1  2(m + n) + 1 (indY1 m + n+ 1).
Analogously, we have indY2  2(m + n)+ 1 (respectively, indY2 m + n+ 1).
By (1) (respectively, FST(ind)) we get
indX max{indY1, indY2} + 1
(
2(m + n)+ 1)+ 1 = 2(m + n+ 1)(
respectively, indX max{indY1, indY2}m + n+ 1
)
.
The theorem is proved. 
The following question arises naturally.
Question 2.1. Does there exist a space X = A∪ B such that indX = 2 and IndA = IndB = 0?
Recall [1] that if a space X is the union of n + 1 (n 0) subspaces Xi , where for each i, Xi is either discrete or
dense and has ind = 0, then indX  n.
We still do not know the answer on the following problem.
Question 2.2. Does there exist a space X = A∪ B such that indX  2 and indA = indB = 0?
Remark 2.3. Let us recall [5] that an extension of the classical covering dimension dim from the normal spaces to the
completely regular spaces can be defined as follows. Assume that X is a completely regular space. Then
(i) dimX = −1 if and only if X = ∅.
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such that each point belongs to at most n + 1 of them.
Recall [4, The countable sum theorem for dim 3.1.7] that for any normal space X being the union of countably many
closed subsets Xi ,
dimX = max{dimXi}, (4)
and (see [7]) for each function f : {1,2,3} → {0,1,2, . . . ,∞} there exists a completely regular space X = A∪B such
that
dimA = f (1), dimB = f (2), dimX = f (3),
and the sets A,B are countable intersections of clopen sets (moreover, the space X is of type N ∪R, that is X is also
the union of two discrete subspaces X1, X2, one of which is open, dense and countable, X is 1st countable, separable,
locally compact, pseudocompact and all compact subspaces of X have dim = 0).
In particular, if f (1) = f (2) = 0 and f (3) = ∞ then
dimX = ∞ > 0 + 0 + 1 = dimA + dimB + 1.
Observe that if F ⊂ Z ⊂ Y , where Y is normal and F is closed in Y , then dimF  dimZ [5, Theorem 7.1.8].
This implies by a method assuming the use of (4) (cf. the corresponding result for classical covering dimension dim
in [12] or [8]) that dimX  dimA + dimB + 1 for any normal space X = A ∪ B . Indeed, it is enough to show that
dim ClA and dim ClB do not exceed dimA + dimB + 1. We will prove that only for dim ClA. Let dimA = p and
dimB = q . Consider a finite open cover U = {U1, . . . ,Uk} of the set ClA. Then there exists a (functionally) open
cover V = {V1, . . . , Vk} of A such that ClVi ⊂ Ui for each i  k and ordV  p [5, Theorem 7.1.6]. Further for each
i  k let V ′i be an open set of ClA such that V ′i ∩ A = Vi and V ′ = {V ′1, . . . , V ′k}. Since A is dense in ClA, it follows
that V ′i ⊂ ClVi ⊂ Ui for each i  k and ordV ′  p. Let F = ClA \
⋃k
i=1 V ′i ⊂ B ⊂ X. Observe that F is a closed
subset of X. Hence by the mentioned earlier subspace theorem for three sets we have dimF  dimB . Thus there is an
open family W = {W1, . . . ,Wk} of ClA such that F ⊂⋃ki=1 Wi , ordW  q and Wi ⊂ Ui for each i  k. It follows
that V ′ ∪W is an open refinement of U such that ord(V ′ ∪W) p + q + 1. Hence dimX  p + q + 1.
Let X be the union of two sets Xi, i = 1,2. Recall [4, Problem 2.2.C(c)] that
IndX  IndX1 + IndX2
if X is normal and each Xi is closed in X; and (see [4, The addition theorem for Ind 2.2.5])
IndX  IndX1 + IndX2 + 1
if X is either hereditarily normal or (see [11]) X is normal and FST(Ind) holds in X.
Assume that IndX1 = m 0 and IndX2 = n 0. Then (see [1]), if X is normal, IndX mn + 2(m + n+ 1).
Let now m = n = 0. Then IndX = 0 if each Xi is closed; (see [11]) IndX  1 if either each Xi is dense or, X is
normal and X1 is dense. Moreover, (see [9]) there exists a completely regular space X such that X1 is discrete and X2
is dense but IndX  2.
It is still unknown if there is a normal space X such that IndX = 2.
3. Product theorem
Lemma 3.1. Let X and Y be spaces and A,B closed subsets of X, Y , respectively. Assume that indA FST(ind,X)
and indB  FST(ind, Y ). Then ind(A × B) indA+ indB .
Proof. Observe that FST(ind) holds in the subspaces A, B . Hence by (2) we have ind(A × B) indA + indB. The
lemma is proved. 
The next statement is trivial.
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Proof of Theorem 1.2. Observe that the theorem is valid for k = 0 (by (3)) and k = ∞ (by (2)). Assume now that
k is an integer  1.
Note that the theorem holds if either m,n k (by Lemma 3.1) or m = 0, or n = 0 (by Lemma 3.2).
Let us prove the statement for the remained part of the set {m,n 0}.
Put s = m + n. It would be enough if we prove that
ind(X × Y) 2s − k − 1
for s  k + 1. Apply induction. Observe that for s = k + 1 the inequality evidently holds. Suppose that the inequality
is valid for all s: k + 1 s < r . Let now s = r and m,n 1. For each point p ∈ X × Y and every open nbdW of p
let us choose a rectangular open nbdU × V ⊂ W of this point such that
ind BdU m − 1 and ind BdV  n− 1.
Observe that Bd(U × V ) = (BdU × ClV )∪ (ClU × BdV ), and
(#) ind
(
Bd(U × V ))max{ind(BdU × ClV ), ind(ClU × BdV )}+ 1 (by (1)).
Moreover, we have
FST(ind,BdU), FST(ind,ClU), FST(ind,BdV ), FST(ind,ClV ) k
(by the theorem’s conditions FST(ind,X) k and FST(ind, Y ) k). This allows us to apply induction.
By inductive assumption,
max
{
ind(BdU × ClV ), ind(ClU × BdV )} 2(r − 1)− 1 − k = 2r − 3 − k.
So by (1) we get ind(Bd(U × V ))  2r − 3 − k + 1 = 2r − 2 − k. Hence the inequality ind(X × Y)  2r − 1 − k
holds.
The theorem is proved. 
It is easy to see that for the compact space L with indL = 2 which is the union of two closed subsets L1, L2
with indLi = 1 for each i = 1,2, from [4, Lokucievskij’s example 2.2.14] we have FST(ind,L) = 1. The following
problem arises naturally.
Question 3.1. Does there exist for each integer m> 1 a space X such that FST(ind,X) = m?
We do not also know the answers on the following questions.
Question 3.2. Does there exist two spaces (respectively compacta) X,Y such that indX = indY = 1 (respectively 2)
and ind(X × Y) = 3 (respectively 6)?
Remark 3.1. In Remark 2.3 we mentioned a completely regular space X with dimX = ∞ which is the union of two
discrete subsets Xi, i = 1,2. Observe that dimXi = 0 for each i = 1,2, and dim(X1 ×X2) = 0. Evidently, indX = 0
and IndX  1 but if IndX = ∞ we do not know. It is well known (see, for example, [10]) that there exist in CH
normal spaces U and V with dimU = IndV = 0 such that U ×V is normal and dim(U ×V ) = ∞. Let us consider a
point u ∈ U and a point v ∈ V . The subspace Z = ({u} × V )∪ (U × {v}) of U × V is normal and has dimZ = 0, the
sets {u} × V,U × {v} are closed in Z and their product is normal and has dim = ∞. All of this says that in general
if a space X is the union of two subsets X1 and X2 then the dimensions dimX and dim(X1 × X2) are independent
from each other. But if the space X is compact metrizable then we have always dimX  dim(X1 × X2) + 2 [3] and,
evidently, dim(X1 × X2) 2 · dimX.
Let X = X1 ∪ X2 be a regular T1-space.
It is evident that indXi  indX for each i = 1,2. By (3) we have
ind(X1 × X2)
{
0, if indX = 0,
4 · indX − 1, otherwise.
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4. Transfinite case
In the sequel, α = λ(α) + n(α) is the natural decomposition of the ordinal number α into the sum of the limit
ordinal number λ(α) and the non-negative integer n(α).
Let X be a space which is the union of two closed subsets Xi .
Recall [2] that if trindXi  αi for each i = 1,2, where α1, α2 are ordinal numbers  0, then
trindX 
{
max{α1, α2}, if λ(α1) = λ(α2),
max{α1, α2} + 1, if λ(α1) = λ(α2). (5)
In this section we will extend Theorem 1.1(i) to transfinites as follows.
Theorem 4.1. Let X be a space which is the union of two subsets Xi with trIndX1 = α  0 and trIndX2 = β  0.
Then
trindX 
(
λ(α)(+)λ(β))+ 2(n(α) + n(β)+ 1)= α(+)β + n(α) + n(β)+ 2,
where (+) is the natural sum of ordinal numbers (see [6]).
Moreover, if α  ω0 and β  ω0 then
trindX 
(
λ(α)(+)λ(β))+ 2(n(α) + n(β))+ 1 = α(+)β + n(α) + n(β)+ 1.
First, let us consider the next statement.
Lemma 4.1. Let X be a space which is the union of two subsets X1 and X2 with IndX1 = 0 and trIndX2 = α  0.
Then
trindX  λ(α) + 2n(α) + 2 = α + n(α) + 2.
Proof. Let us apply induction on α, using notations and statements from Remark 2.2. Observe that if α < ω then the
lemma is valid by Theorem 1.1.
Assume that α  ω.
Let x ∈ Y1 and B1 be a closed subset of Y1 such that x /∈ B1. In Remark 2.2 it was stated the existence of a
partition C1 in Y1 between the point x and the set B1 such that C1 ⊂ X \X1 ⊂ X2. So
trindC1  trIndC1  trIndX2 = α
and, hence, trindY1  α + 1.
Let x ∈ Y2 and B2 be a closed subset of Y2 such that x /∈ B . In Remark 2.2 it was stated the existence of a
partition C2 in Y2 between the point x and the set B2 such that C2 = (C2 ∩ X1)∪ (C2 ∩X2) and
Ind(C2 ∩X1) 0, trInd(C2 ∩X2) < α.
Suppose that n(α) = 0.
Then by inductive assumption we have trindC2 < λ(α) = α.
So trindY2  α. By (5) we get
trindX max{trindY1, trindY2} + 1 (α + 1)+ 1 = α + 2 = α + n(α) + 2.
So the lemma is valid for this case.
Suppose now n(α) 1.
Then by inductive assumption we have
trindC2  λ(α) + 2
(
n(α) − 1)+ 2 = λ(α) + 2n(α).
So trindY2  λ(α) + 2n(α) + 1. By (5) we get
trindX max{trindY1, trindY2} + 1
(
λ(α) + 2n(α) + 1)+ 1 = λ(α) + 2n(α) + 2.
So the lemma is proved. 
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Observe that if γ < ω then the theorem is valid by Theorem 1.1.
Assume that γ  ω.
Case 1. Suppose that n(γ ) = 0. Then α = λ(α) and β = λ(β).
If λ(α) < ω or λ(β) < ω then λ(α) = α = 0 or λ(β) = β = 0. So the theorem follows from Lemma 3.1.
Assume now that λ(α) ω and λ(β) ω. Let C1 and C2 be partitions in the sets Y1 = ClX X1 and Y2 = ClX X2,
respectively, described in Remark 2.2. Then by inductive assumption we have trindC1 < γ and trindC2 < γ . So
trindY1  γ and trindY2  γ. By (5) we get
trindX max{trindY1, trindY2} + 1 γ + 1 γ + 2.
Hence the theorem is valid for this case.
Case 2. Suppose that n(γ ) 1. Observe that λ(γ ) = λ(α)(+)λ(β) and n(γ ) = n(α) + n(β).
Subcase 2.1. Assume that either n(α) = 0 or n(β) = 0. Let, for example, n(α) = 0. Then by inductive assumption
we have trindC1 < γ and
trindC2 
(
λ(α)(+)λ(β))+ 2(n(β) − 1)+ 2
= (λ(α)(+)λ(β))+ 2n(β).
So trindY1  γ and trindY2  (λ(α)(+)λ(β)) + 2n(β)+ 1. By (5) we get
trindX max{trindY1, trindY2} + 1
(
λ(α)(+)λ(β))+ 2n(β)+ 2.
Hence the theorem is valid for this subcase.
Subcase 2.2. Assume that n(α) 1 and n(β) 1. By inductive assumption we have
trindC1 
(
λ(α)(+)λ(β))+ 2((n(α) − 1)+ n(β))+ 2
= (λ(α)(+)λ(β))+ 2(n(α) + n(β)), and
trindC2 
(
λ(α)(+)λ(β))+ 2(n(α) + (n(β)− 1))+ 2
= (λ(α)(+)λ(β))+ 2(n(α) + n(β)).
So
trindY1 
(
λ(α)(+)λ(β))+ 2(n(α) + n(β))+ 1, and
trindY2 
(
λ(α)(+)λ(β))+ 2(n(α) + n(β))+ 1.
By (5) we get
trindX max{trindY1, trindY2} + 1
(
λ(α)(+)λ(β))+ 2(n(α) + n(β))+ 2.
Observe that the precising inequality for the case α  ω0 and β  ω0 one can get by replacing in the corresponding
places of the above proof “2” by “1”.
The theorem is proved. 
The following remark is due to M.G. Charalambous.
Remark 4.1. Let us define a function s(α,β), as follows:
s(−1, α) = s(α,−1) = α and
for α,β  0, s(α,β) = sup
γ<α,δ<β
{
s(γ,β) + 1, s(α, δ) + 1}+ 1.
Then for the space X from Theorem 4.1 one can prove by a similar way as above that trindX  s(α,β). Observe that
s(α,β)
{
α(+)β + n(α) + n(β)+ 1, if α  ω0 and β  ω0;
α(+)β + n(α) + n(β)+ 2, otherwise.
2210 V.A. Chatyrko, Y. Hattori / Topology and its Applications 155 (2008) 2202–2210Recall [2] that if X and Y are spaces with trindX  α and trindY  β then
trind(X × Y)
{
α(+)β, if n(α) = 0 or n(β) = 0,
α(+)β + n(α) + n(β)− 1, otherwise.
The next question arises.
Question 4.1. Let X be a regular T1-space which is the union of two subspaces X1,X2. Does there exist an upper
estimate of trindX via trind(X1 ×X2)?
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