We study the combination of two efficient rare event Monte Carlo simulation techniques for the estimation of the connectivity probability of a given set of nodes in a graph when links can fail: approximate zero-variance importance sampling and a conditional Monte Carlo method which conditions on the event that a prespecified set of disjoint minpaths linking the set of nodes fails. Those two methods have been applied separately. Here we show how their combination can be defined and implemented, we derive asymptotic robustness properties of the resulting estimator when reliabilities of individual links go arbitrarily close to one, and we illustrate numerically the efficiency gain that can be obtained.
The number of terms to be considered for computing this probability has 2 ℓ elements, that is, its size increases exponentially with the number of links. Actually, the K -connectivity problem is know to be NP-hard in general (Ball 1986) . As a consequence Monte Carlo simulation becomes a relevant tool when looking at large graphs.
Standard Monte Carlo consists in generating n independent copies of X (that is of the random graph), say X (1) , . . . , X (n) , and to take as an (unbiased) approximation of q(G ) the average value n j=1 f (X ( j) )/n. From the law of large numbers, this approximation converges almost surely to q(G ) as n → ¥. One can compute a confidence interval with confidence 1 − a, centered at the approximation, of half-width c a s / √ n, where c a is the 1 − a/2 quantile of the standard normal distribution (with mean 0 and variance 1) and s is the standard deviation of f (X ). From the Central Limit Theorem, this confidence interval is approximately valid when nq(G ) is large enough (Asmussen and Glynn 2007) .
The standard Monte Carlo is based on the direct use of f (X), which is a Bernoulli random variable, and therefore s 2 = q(G )(1 − q(G )). Then one can note that the relative half-width of the confidence interval, given by this half-width divided by the expected value we are computing, i.e., n −1/2 c a s /q(G ), is c a 1 − q(G )/ nq(G ) → ¥ as q(G ) → 0. In other words, the rarer the event, the larger the sample size required to get a confidence interval with a fixed relative accuracy.
This highlights the need for designing more subtle simulation techniques dealing with rare events. For more about rare event simulation, the reader can look at Rubino and Tuffin (2009) In that case, the sample size needed to get a specified relative accuracy is bounded whatever the rarity of the event. An even better property is the so-called vanishing relative error (VRE) , meaning that RE[Y ] → 0 when e → 0 (L' Ecuyer et al. 2010a) .
A well-known variance reduction technique is importance sampling (IS) (Asmussen and Glynn 2007) . It consists in changing the probability law P (and expectation E) driving the system to a new one P (and associated expectation E), but simulating a new random variable f (X)L(X) instead of f (X) to keep an unbiased estimator, with
By an appropriate change of probability law, the variance Var[f (X)L(X)] can be significantly reduced with respect to Var[f (X )].
The rest of the paper is organized as follows. Section 2 details the simulation method studied in this paper. It combines conditional Monte Carlo and importance sampling. Section 3 analyzes its robustness properties as the reliability of individual links goes to 1. Section 4 illustrates the gain that can be obtained on benchmark examples, compared with standard Monte Carlo, and also compared with conditional Monte Carlo or importance sampling alone.
DESCRIPTION OF THE METHOD
The method we are going to describe and study is based on the use of minpaths. A minpath is a minimal set of links whose correct operation ensures that the global system is operational, i.e, that all terminals in K are connected. In the general K -terminal network reliability case, a minpath will topologically correspond to a K -tree (a tree included in the given graph, whose terminal set is K ). In the case of source-to-terminal network reliability, that is, when |K | = 2, a minpath topologically corresponds to an elementary path between the terminals. Although the numerical ilustrations will be given in the case of the source-to-terminal network reliability, the general description given below corresponds to the general case.
Given the graph G and the terminal set K , select a set of h disjoint minpaths P = {P 1 , . . . , P h } connecting each the set K . For the selection of the set P, different methods for finding trees in graphs can be used. For the source-to-terminal case, see Remark 1 below or . Define by p j (1 ≤ j ≤ h) the probability that all links of minpath P j work. Due the to the independence of failures, p j = i∈P j (1 − q i ). Let also m j be the number of links in P j .
Remark now that obtaining a configuration where the set K of nodes is not connected requires that at least one link on each minpath P j is failed. Let C be the event "every minpath in P has at least one link that does not work." This event has probability p = h j=1 (1 − p j ). Instead of generating independent copies of the configuration X of the graph under its original distribution, we will generate them conditional on C, and then multiply the estimator by p = P[C] to recover an unbiased estimator. Let Y denote the Bernoulli random variable f (X) conditional on C.
We have
We can estimate q(G ) by the average of n independent copies of pY , This kind of conditional Monte Carlo procedure is known to always reduce the variance with respect to the standard estimator (Asmussen and Glynn 2007) .
It remains to see how we can efficiently generate X conditional on C. Suppose that the links on each minpath are ordered (in any way), and let i j,1 , . . . , i j,m j be the ordered list of links on minpath P j . Define the random variable W j as the index of the first failed link in this list, for each P j . The idea is to first sample these W j directly, and then sample the other links. Note that P[W j = w] is simply the probability that links numbered 1 to w − 1 on P j are working and link w is not, conditionally on the fact that at least one link in the minpath is failed. We then have, ∀w ∈ {1, . . . , m j } ),
All other links
, that belong to none of the paths P j ) can then be sampled from their a priori original Bernoulli distribution, with a probability q i to be failed, since no additional information is available from the event C. This gives a (conditional) configuration from which one can check if the nodes in K are connected or not (i.e., compute Y ).
This describes the conditional Monte Carlo procedure, which we will now combine with IS. To do that, instead of sampling the links with the probabilities just described, we will use modified probabilities prescribed by an IS procedure that mimics the zero-variance change of measure. A general description of zero-variance IS estimators can be found in L' Ecuyer and Tuffin (2008) , and a specific description for the static reliability problem (but not using the conditional expectation that minpaths are failed) in L' Ecuyer et al. (2010b) .
Recall that minpaths in P are indexed (ordered) from 1 to h. Each minpath P j also has its links ordered from 1 to m j . Finally, the rest of the links are also indexed in some order. Define G j;w 1 ,...,w j as the graph such for each minpath P k (1 ≤ k ≤ j) the first failed link is the w k -th, that is, all links 1 to w k−1 on every minpath P k are considered as working while the w k th is failed, the status of all other links of G being still considered random. The principle of our IS procedure is the following:
• First sample the first broken link on each minpath P j knowing the status of the first broken link of minpaths P 1 , . . . , P j−1 according to
• Second, the link states not sampled yet are determined successively with the following IS rule, according to the predefined order of links (but where link states already sampled on minpaths are considered fixed). Define G i,0,hist (respectively G i,1,hist ) as the graph for which all the states of each minpath P j up to W j have been sampled as described just above, as well as all links k ∈ ∪ h j=1 {i j,1 , . . . , i j,W j } such that k < i, and link i is selected as failed (respectively as working). Here "hist" stands for "history" (to simplify the notation). Link i is sampled as failed with probability
The corresponding likelihood ratio is given by
Define
Theorem 1. The estimator Y ′ of E[Y ] is unbiased and has variance Var[Y
′ ] = 0.
Proof.
We are going to show that Y ′ always produces the value E[Y ] = q(G ). As a consequence, we will have
) is the estimator obtained by applying the IS scheme (2) to sample successively the states of the links of the graph
But by induction (starting from
..,w j ), using also that, by conditioning over the value of W j ,
we get Y ′ (w 1 , . . . , w j−1 ) = q(G j−1;w 1 ,...,w j−1 ) ∀ j, and therefore Y ′ = q(G ).
Unfortunately, this estimator cannot be implemented exactly, because it requires the knowledge of q(G j;w 1 ,...,w j−1 ,w ), q(G i,0,hist ) and q (G i,1,hist ). If those values were known, there would be no need to use simulation, because q(G ) could be computed immediately. Instead, we propose here to use an approximationq(·) of q(·), and to plug this approximation in expressions (1) and (2) in place of q(·). Our approximation follows the same principle as in L'Ecuyer et al. (2010b): we define it as the maximal probability of a mincut of the graph, and refer to it as a mincut-maxprob approximation. Recall that a cut (or K -cut) in the graph G is a set of links such that if we remove them from G , the nodes in K are not in the same connected component of the resulting graph, and that a mincut (minimal cut) is a cut that contains no other cut than itself. The probability of a cut is defined as the probability that all links of the cut fail. This approximation of q(·) has the advantage of being relatively easy to compute, in polynomial time, using for instance the basic Ford-Fulkerson algorithm (Sedgewick and Schidlowsky 2003) . Remark 1. In , we have shown that for the conditional Monte Carlo approach, in the sourceto-terminal homogeneous case (that is when all links have the same reliability), there always exists a construction of the set of minpaths (actually in this case paths) P yielding an "efficient" estimator, but that this is not possible in general in the heterogeneous case. The idea is to also use here the Ford-Fulkerson algorithm which runs in polynomial time in terms of the number of nodes and links. We prove in the next section that thanks to the IS change of measure, when sampling the first failed link on a minpath, robustness properties can be obtained in general (when reliabilities of individual links go to one).
ROBUSTNESS ANALYSIS
The goal being to design a method that provides accurate results in the case of rare events, we are interested in how our algorithms behave in asymptotic regimes where the links have failure probabilities that converge to 0. To define such a regime, we introduce a rarity parameter e ≪ 1, as done for example in L'Ecuyer et al. (2010a), Nakayama (1996) , Shahabuddin (1994) , and we assume that for each link i, there are positive constants a i and b i (independent of e) such that
Thus we are investigating situations where the failure probabilities q i of the individual links are very close to 0. Under this assumption, it is easy to verify (because the configuration space is finite and the probability of any configuration is a polynomial in e) that the system unreliability (which depends on e) is
for some constant c > 0 (see Colbourn (1987) , for instance) and q(G ) → 0 as e → 0. The BRE and VRE properties can then be reformulated in terms of the relative error as e → 0 instead of as q(G ) → 0. We have the following robustness property for our combined scheme.
) as e → 0 whatever the graph G ′ , then our method yields BRE.
Proof.
The proof is similar to that in L' Ecuyer et al. (2010b) , except that we need to separate the following two steps: (i) sampling the first failed link on each minpath and (ii) sampling the state of the remaining links one after the other. Let a j;w 1 ,...,w j be the constant independent of e (and strictly larger than 0) such that q(G j;w 1 ,...,w j ) = a j;w 1 ,...,w j q(G j;w 1 ,...,w j ) + o(q(G j;w 1 ,...,w j )). 
We then have from (3),
Due to the finite number of terms in the sum (in the expectation formula), we have
meaning that BRE property is verified.
Corollary 2.
With the mincut-maxprob approximation,q(G ′ ) = Q(q(G ′ )) as e → 0 whatever be the graph G ′ . As a consequence, we always get the BRE property with our method.
Proof. This corollary is a direct consequence of Proposition 1. The fact thatq( Ecuyer et al. (2010b) . It basically comes from the fact that if q(G ′ ) = Q(e c ′ ) for some c ′ > 0, the mincut-maxprob approximation is also Q(e c ′ ) otherwise, there would be a contradiction with its definition).
There are situations where not only the BRE property but also the VRE property is verified using the mincutmaxprob approximation. The next proposition provides sufficient (but unnecessary) conditions for that. Define S 1 = {x ∈ {0, 1} ℓ : f (x) = 1 and P[X = x] = Q(1)} and S 0 = {x ∈ {0, 1} ℓ : f (x) = 1 and P[X = x] = o(1)}, the sets of configurations under which the system fails and which are no longer rare and still rare, respectively, under IS.
Proposition 2. Suppose that the assumptions of Proposition 1 hold and that for each configuration of S 1 , we have: (i)
When sampling the first failed link W j on minpath P j , for every j and every w such that 
Then, the VRE property is verified.
Proof.
The second moment is decomposed in two terms using the sets of configurations S 1 and S 0 :
As in the proof of Proposition 1, there exists a constant d > 0, independent of e, such that
2 ), and, because S 0 is finite,
with this last sum being o(1), as a finite sum of terms that are all o(1). Consequently,
For the first term on the right side of (7), on S 1 it has been proved in L' Ecuyer et al. (2010b) that d 2 = 1 in the proof of Proposition 1, under our assumption (ii). For x ∈ S 1 , it is easy to check that the corresponding value w of W j is necessarily such that (G j;w 1 ,. ..,w j−1 ,k ))} be the set of indices for which [W j = k] is not rare under IS. We then have from the first bullet
This gives d 1 = 1 in the proof of Proposition 1 and
Combining the results for the two terms, we have that
Remark 2. Sufficient conditions for getting the BRE property for the above conditional Monte Carlo method were derived in Cancela, Rubino, and Tuffin (2005) . When additionally using zero-variance approximation, we obtain the stronger property that BRE is always verified, and even VRE can be obtained in some cases.
NUMERICAL ILLUSTRATIONS
Example 1. Consider the small example of Figure 1 , where we want to compute the probability that the gray nodes A and D are disconnected. The links are assumed homogeneous, with unreliabilities q i = e for i = 1, . . . , 5. We consider P = {{1, 4}, {2, 5}}. Here p = (1 − (1 − e) 2 ) 2 = (2e − e 2 ) 2 . For this small model, one can easily list the 32 possible configurations, identify those that lead to disconnected nodes A and D (there are 16), compute their original probabilities and their probabilities under IS, compute their contribution to the second moment of random variable Y , and then compute the exact unreliability and exact variances. The exact value is q(G ) = 2e 2 + 2e 3 − 5e 4 + 2e 5 . For the conditional Monte Carlo (CMC) method, s 2 = 4e 4 − 8e 5 − 10e 6 + 42e 7 − 46e 8 + 22e 9 − 4e 10 , while for the combination method, s 2 = 4e 5 − 15e 6 + 20e 7 − 9e 8 − 3e 9 + 4e 10 − e 11 . We see that VRE is verified for the Combination method, whereas only BRE is verified for CMC. One can check from L' Ecuyer et al. (2010b) that the Combination method and ZVA give exactly the same IS probability whatever the configuration. As a consequence, the variance is also exactly the same.
Example 2. We now consider an example with the topology depicted in Figure 2 , where the source s and the terminal node t are connected through h disjoint paths P 1 · · · , P h , having no node in common excepted s and t. In such a model, it is immediate that p = P(C) = q, since, if every path in P = {P 1 · · · , P h } has at least one link down, there is no way to joint t from s, and reciprocally, if s and t are unconnected, then necessarily at least one link in any of the h paths has a failed link. This means that using the CMC method, by definition, the sum of the probabilities of the failing configurations under the CMC sampling procedure is 1 (remember that we are conditioning with respect to the event C), and then, the variance of the CMC estimator is
In this type of topology, the combination method will sample exactly as the CMC one, leading to a zero-variance estimator as well.
s t q 1 = e q 2 = e q 3 = e q 4 = e q 5 = e q 6 = e q 7 = e q 8 = e q 9 = e q 10 = e q 11 = e q 12 = e q 13 = e q 14 = e q 15 = e Figure 2 : Graph topology made of three direct and independent paths
Let us now illustrate numerically the power of the method on three examples. The first two, the Arpanet and the dodecahedron topologies, are benchmark topologies used in the literature (Cancela, El Khadiri, and Rubino 2009) . The third one is a topology made of direct paths with few arcs connecting the paths. In the tables, the methods are abbreviated by CMC for the conditional Monte Carlo method based on minpaths but without IS, ZVA for the zero-variance IS approximation of L 'Ecuyer et al. (2010b) where no conditional expectation is used, i.e., the method for which (2) is used successively for all links, and "Combination" when both methods are combined as described earlier. This will help weighting the relative importance of IS and conditioning. In all illustrations, we consider the homogeneous case, where all links have the same unreliability e, and we want to compute the probability that nodes s and t are disconnected. In the general non-homogeneous case, ZVA and "Combination" are known to yield at least BRE, which is not the case for CMC; we focus on the homogeneous case to illustrate the potential gain in the less advantageous situation.
Example 3. The first topology, presented in Figure 3 , is the topology of a version of the Arpanet ("Advanced Research Projects Agency Network"), the first packet-based network in the USA, at the beginning of its life-time. Links are ordered as displayed in Figure 3 . We compare in Table 1 cases where only zero-variance approximation is used and only conditional Monte Carlo based on the selected paths is used, this for various values of e. We consider two disjoint paths, the first one made of links {1, 3, 6, 9, 11, 12}, and the second one made of links {2, 20, 19, 21, 22, 23, 24, 25, 26} . The results shown are based on a sample size of n = 10 4 . The first column of the table indicates the methods employed. The second one shows the values of e considered. The third one gives the estimates of the network unreliability computed by the different methods. The fourth column gives a 95% confidence interval, and the fifth and sixth ones give the standard deviation and the relative error for a single random variate. The results show a large degree of agreement in the estimations computed by all the methods. The CMC method results are consistent with a BRE situation, as the relative error first grows but then gets stable when e approaches zero. Both the ZVA and the combined methods have higher relative error than CMC for the less reliable network (e = 10 −1 ), but improve substantially for smaller values of this parameter. Their behavior is also consistent with a BRE situation. The combined method has the best results, attaining a relative error almost half of the ZVA one.
Example 4. We now look at another classical topopology, made of 20 nodes and 30 links, the dodecahedron topology as shown in Figure 4 . Links are ordered arbitrarily, according to their numbering in the figure. The set P is made of three paths, {3, 9, 18, 25, 26, 30}, {1, 5, 12, 19, 20, 28} and {2, 7, 15, 23, 22, 29} . The empirical results appear in Table 2 .
The results for ZVA algorithm are taken from L' Ecuyer et al. (2010b) . The confidence intervals show again good agreement between the different estimations. As in the previous case, CMC provides a relative error which first grows and then seems to approach an upper bound, as could be expected in a BRE situation. On the other hand, the ZVA and the combined method yield similar results, both with much smaller relative errors than CMC. The relative errors moreover diminish substantially when e gets smaller, as would be expected in a VRE situation. 10.7 ZVA 10 −1 2.896 × 10 −3 (2.8276 × 10 −3 , 2.9645 × 10 −3 ) 3.491 × 10 −3 1.2 ZVA 10 −2 2.0678 × 10 −6 (2.0611 × 10 −6 , 2.0744 × 10 −6 ) 3.425 × 10 −7 0.17 ZVA 10 −3 2.0076 × 10 −9 (2.0053 × 10 −9 , 2.0099 × 10 −9 ) 1.145 × 10 −10 0.057 ZVA 10 −4 2.0007 × 10 −12 (2.0000 × 10 −12 , 2.0014 × 10 −12 ) 3.464 × 10 −14 0.017 Combination 10 −1 2.901 × 10 −3 (2.839 × 10 −3 , 2.963 × 10 −3 ) 3.147 × 10 −3 1.08 Combination 10 −2 2.063 × 10 −6 (2.054 × 10 −6 , 2.072 × 10 −6 ) 4.607 × 10 −7 0.223 Combination 10 −3 2.008 × 10 −9 (2.0053 × 10 −9 , 2.0111 × 10 −9 ) 1.486 × 10 −10 0.0740 Combination 10 Figure 2 where we add an arc from the third node on the highest path (between links 2 and 3) to the node just below it, and another one connecting the node between links 8 and 9 and the node just below it. We will refer to this topology as the "almost direct" one. Table 3 displays the results. BRE is actually verified in each case, but the smallest variance is obtained for the combined method. The improvement in the relative error is already significant for the less reliable case (e = 10 −2 ), and attains an order of magnitude in the most reliable case considered (e = 10 −4 ).
We have compared the accuracy of estimators for fixed values of sample sizes. On the other hand, computational times are also different due for instance to the time required to find mincuts with maximal probability at each step of the sampling process. Table 4 displays the relative time for the ZVA and combination techniques, compared with CMC, for all the above examples. We see that the additional CPU time is non-negligible when using importance sampling, but the BRE property is ensured, and even VRE can be obtained in some cases. 0.185 Table 4 : Empirical relative CPU times for ZVA and the combined methods with respect to CMC, when n = 10 4 and for various values of e. 
