Creating labeled training data for relation extraction is expensive. In this paper, we study relation extraction in a special weakly-supervised setting when we have only a few seed instances of the target relation type we want to extract but we also have a large amount of labeled instances of other relation types. Observing that different relation types can share certain common structures, we propose to use a multi-task learning method coupled with human guidance to address this weakly-supervised relation extraction problem. The proposed framework models the commonality among different relation types through a shared weight vector, enables knowledge learned from the auxiliary relation types to be transferred to the target relation type, and allows easy control of the tradeoff between precision and recall. Empirical evaluation on the ACE 2004 data set shows that the proposed method substantially improves over two baseline methods.
Introduction
Relation extraction is the task of detecting and characterizing semantic relations between entities from free text. Recent work on relation extraction has shown that supervised machine learning coupled with intelligent feature engineering or kernel design provides state-of-the-art solutions to the problem (Culotta and Sorensen, 2004; Zhou et al., 2005; Bunescu and Mooney, 2005; Qian et al., 2008) . However, supervised learning heavily relies on a sufficient amount of labeled data for training, which is not always available in practice due to the labor-intensive nature of human annotation. This problem is especially serious for relation extraction because the types of relations to be extracted are highly dependent on the application domain. For example, when working in the financial domain we may be interested in the employment relation, but when moving to the terrorism domain we now may be interested in the ethnic and ideology affiliation relation, and thus have to create training data for the new relation type.
However, is the old training data really useless? Inspired by recent work on transfer learning and domain adaptation, in this paper, we study how we can leverage labeled data of some old relation types to help the extraction of a new relation type in a weakly-supervised setting, where only a few seed instances of the new relation type are available. While transfer learning was proposed more than a decade ago (Thrun, 1996; Caruana, 1997) , its application in natural language processing is still a relatively new territory (Blitzer et al., 2006; Daume III, 2007; Jiang and Zhai, 2007a; Arnold et al., 2008; Dredze and Crammer, 2008) , and its application in relation extraction is still unexplored.
Our idea of performing transfer learning is motivated by the observation that different relation types share certain common syntactic structures, which can possibly be transferred from the old types to the new type. We therefore propose to use a general multi-task learning framework in which classification models for a number of related tasks are forced to share a common model component and trained together. By treating classification of different relation types as related tasks, the learning framework can naturally model the common syntactic structures among different relation types in a principled manner. It also allows us to introduce human guidance in separating the common model component from the type-specific components. The framework naturally transfers the knowledge learned from the old relation types to the new relation type and helps improve the recall of the relation extractor. We also exploit ad-ditional human knowledge about the entity type constraints on the relation arguments, which can usually be derived from the definition of a relation type. Imposing these constraints further improves the precision of the final relation extractor. Empirical evaluation on the ACE 2004 data set shows that our proposed method largely outperforms two baseline methods, improving the average F1 measure from 0.1532 to 0.4132 when only 10 seed instances of the new relation type are used.
Related work
Recent work on relation extraction has been dominated by feature-based and kernel-based supervised learning methods. Zhou et al. (2005) and Zhao and Grishman (2005) studied various features and feature combinations for relation extraction. We systematically explored the feature space for relation extraction (Jiang and Zhai, 2007b) . Kernel methods allow a large set of features to be used without being explicitly extracted. A number of relation extraction kernels have been proposed, including dependency tree kernels (Culotta and Sorensen, 2004) , shortest dependency path kernels (Bunescu and Mooney, 2005) and more recently convolution tree kernels (Zhang et al., 2006; Qian et al., 2008) . However, in both feature-based and kernel-based studies, availability of sufficient labeled training data is always assumed. Chen et al. (2006) explored semi-supervised learning for relation extraction using label propagation, which makes use of unlabeled data. proposed a hierarchical learning strategy to address the data sparseness problem in relation extraction. They also considered the commonality among different relation types, but compared with our work, they had a different problem setting and a different way of modeling the commonality. Banko and Etzioni (2008) studied open domain relation extraction, for which they manually identified several common relation patterns. In contrast, our method obtains common patterns through statistical learning. Xu et al. (2008) studied the problem of adapting a rule-based relation extraction system to new domains, but the types of relations to be extracted remain the same.
Transfer learning aims at transferring knowledge learned from one or a number of old tasks to a new task. Domain adaptation is a special case of transfer learning where the learning task remains the same but the distribution of data changes. There has been an increasing amount of work on transfer learning and domain adaptation in natural language processing recently. Blitzer et al. (2006) proposed a structural correspondence learning method for domain adaptation and applied it to part-of-speech tagging. Daume III (2007) proposed a simple feature augmentation method to achieve domain adaptation. Arnold et al. (2008) used a hierarchical prior structure to help transfer learning and domain adaptation for named entity recognition. Dredze and Crammer (2008) proposed an online method for multi-domain learning and adaptation.
Multi-task learning is another learning paradigm in which multiple related tasks are learned simultaneously in order to achieve better performance for each individual task (Caruana, 1997; Evgeniou and Pontil, 2004) . Although it was not originally proposed to transfer knowledge to a particular new task, it can be naturally used to achieve this goal because it models the commonality among tasks, which is the knowledge that should be transferred to a new task. In our work, transfer learning is done through a multi-task learning framework similar to Evgeniou and Pontil (2004) .
Task definition
Our study is conducted using data from the Automatic Content Extraction (ACE) program 1 . We focus on extracting binary relation instances between two relation arguments occurring in the same sentence. Some example relation instances and their corresponding relation types as defined by ACE can be found in Table 1 .
We consider the following weakly-supervised problem setting. We are interested in extracting instances of a target relation type T , but this relation type is only specified by a small set of seed instances. We may possibly have some additional knowledge about the target type not in the form of labeled instances. For example, we may be given the entity type restrictions on the two relation arguments. In addition to such limited information about the target relation type, we also have a large amount of labeled instances for K auxiliary relation types A 1 , . . . , A K . Our goal is to learn a relation extractor for T , leveraging all the data and information we have. Before introducing our transfer learning solution, let us first briefly explain our basic classification approach and the features we use, as well as two baseline solutions.
Feature configuration
We treat relation extraction as a classification problem. Each pair of entities within a single sentence is considered a candidate relation instance, and the task becomes predicting whether or not each candidate is a true instance of T . We use feature-based logistic regression classifiers. Following our previous work (Jiang and Zhai, 2007b) , we extract features from a sequence representation and a parse tree representation of each relation instance. Each node in the sequence or the parse tree is augmented by an argument tag that indicates whether the node subsumes arg-1, arg-2, both or neither. Nodes that represent the arguments are also labeled with the entity type, subtype and mention type as defined by ACE. Based on the findings of Qian et al. (2008) , we trim the parse tree of a relation instance so that it contains only the most essential components. We extract unigram features (consisting of a single node) and bigram features (consisting of two connected nodes) from the graphic representations. An example of the graphic representation of a relation instance is shown in Figure 1 and some features extracted from this instance are shown in Table 2 . This feature configuration gives state-of-the-art performance (F1 = 0.7223) on the ACE 2004 data set in a standard setting with sufficient data for training.
Baseline solutions
We consider two baseline solutions to the weaklysupervised relation extraction problem. In the first
Figure 1: The combined sequence and parse tree representation of the relation instance "leader of a minority government." The non-essential nodes for "a" and for "minority" are removed based on the algorithm from Qian et al. (2008) .
arg-2 is an ORG entity. of 0 government 2 arg-2 is "government" and follows the word "of."
There is a noun phrase containing both arguments, with arg-2 contained in a prepositional phrase inside the noun phrase. baseline, we use only the few seed instances of the target relation type together with labeled negative relation instances (i.e. pairs of entities within the same sentence but having no relation) to train a binary classifier. In the second baseline, we take the union of the positive instances of both the target relation type and the auxiliary relation types as our positive training set, and together with the negative instances we train a binary classifier. Note that the second baseline method essentially learns a classifier for any relation type. Another existing solution to weakly-supervised learning problems is semi-supervised learning, e.g. bootstrapping. However, because our proposed transfer learning method can be combined with semi-supervised learning, here we do not include semi-supervised learning as a baseline.
A multi-task transfer learning solution
We now present a multi-task transfer learning solution to the weakly-supervised relation extraction problem, which makes use of the labeled data from the auxiliary relation types.
Syntactic similarity between relation types
To see why the auxiliary relation types may help the identification of the target relation type, let us first look at how different relation types may be related and even similar to each other. Based on our inspection of a sample of the ACE data, we find that instances of different relation types can share certain common syntactic structures. For example, the syntactic pattern "arg-1 of arg-2" strongly indicates that there exists some relation between the two arguments, although the nature of the relation may be well dependent on the semantic meanings of the two arguments. More examples are shown in Table 1 . This observation suggests that some of the syntactic patterns learned from the auxiliary relation types may be transferable to the target relation type, making it easier to learn the target relation type and thus alleviating the insufficient training data problem with the target type. How can we incorporate this desired knowledge transfer process into our learning method? While one can make explicit use of these general syntactic patterns in a rule-based relation extraction system, here we restrict our attention to feature-based linear classifiers. We note that in feature-based linear classifiers, a useful syntactic pattern is translated into large weights for features related to the syntactic pattern. For example, if "arg-1 of arg-2" is a useful pattern, in the learned linear classifier we should have relatively large weights for features such as "the word of occurs before arg-2" or "a preposition occurs before arg-2," or even more complex features such as "there is a prepositional phrase containing arg-2 attached to arg-1." It is the weights of these generally useful features that are transferable from the auxiliary relation types to the target relation type.
Statistical learning model
As we have discussed, we want to force the linear classifiers for different relation types to share their model weights for those features that are related to the common syntactic patterns. Formally, we consider the following statistical learning model.
Let ω k denote the weight vector of the linear classifier that separates positive instances of auxiliary type A k from negative instances, and let ω T denote a similar weight vector for the target type T . If different relation types are totally unrelated, these weight vectors should also be independent of each other. But because we observe similar syntactic structures across different relation types, we now assume that these weight vectors are related through a common component ν:
If we assume that only weights of certain general features can be shared between different relation types, we can force certain dimensions of ν to be 0. We express this constraint by introducing a matrix F and setting F ν = 0. Here F is a square matrix with all entries set to 0 except that F i,i = 1 if we want to force ν i = 0. Now we can learn these weight vectors in a multi-task learning framework. Let x represent the feature vector of a candidate relation instance, and y ∈ {+1, −1} represent a class label. Let
denote the set of labeled instances for the target type T . (Note that the number of positive instances in D T is very small.) And let
denote the labeled instances for the auxiliary type A k .
We learn the optimal weight vectors {μ k } K k=1 , µ T andν by optimizing the following objective function:
The objective function follows standard empirical risk minimization with regularization. Here  L(D, ω) is the aggregated loss of labeling x with y for all (x, y) in D, using weight vector ω. In logistic regression models, the loss function is the negative log likelihood, that is,
λ T µ , λ k µ and λ ν are regularization parameters. By adjusting their values, we can control the degree of weight sharing among the relation types. The larger the ratio λ T µ /λ ν (or λ k µ /λ ν ) is, the more we believe that the model for T (or A k ) should conform to the common model, and the smaller the type-specific weight vector µ T (or µ k ) will be.
The model presented above is based on our previous work (Jiang and Zhai, 2007c) , which bears the same spirit of some other recent work on multitask learning (Ando and Evgeniou and Pontil, 2004; Daume III, 2007) . It is general for any transfer learning problem with auxiliary labeled data from similar tasks. Here we are mostly interested in the model's applicability and effectiveness on the relation extraction problem.
Feature separation
Recall that we impose a constraint F ν = 0 when optimizing the objective function. This constraint gives us the freedom to force only the weights of a subset of the features to be shared among different relation types. A remaining question is how to set this matrix F , that is, how to determine the set of general features to use. We propose two ways of setting this matrix F .
Automatically setting F
One way is to fix the number of non-zero entries in ν to be a pre-defined number H of general features, and allow F to change during the optimization process. This can be done by repeating the following two steps until F converges:
1. Fix F , and optimize the objective function as in Equation (1).
2. Fix µ T + ν and µ k + ν , and search for µ T , {µ k } and ν that minimizes λ T µ µ T 2 + K k=1 λ k µ µ k 2 + λ ν ν 2 , subject to the constraint that at most H entries of ν are nonzero.
Human guidance
Another way to select the general features is to follow some guidance from human knowledge. Recall that in Section 4.1 we find that the commonality among different relation types usually lies in the syntactic structures between the two arguments. This observation gives some intuition about how to separate general features from typespecific features. In particular, here we consider two hypotheses regarding the generality of different kinds of features.
Argument word features: We hypothesize that the head words of the relation arguments are more likely to be strong indicators of specific relation types rather than any relation type. For example, if an argument has the head word "sister," it strongly indicates a family relation. We refer to the set of features that contain any head word of an argument as "arg-word" features.
Entity type features: We hypothesize that the entity types and subtypes of the relation arguments are also more likely to be associated with specific relation types. For example, arguments that are location entities may be strongly correlated with physical proximity relations. We refer to the set of features that contain the entity type or subtype of an argument as "arg-NE" features.
We hypothesize that the arg-word and arg-NE features are type-specific and therefore should be excluded from the set of general features. We can force the weights of these hypothesized typespecific features to be 0 in the shared weight vector ν, i.e. we can set the matrix F to achieve this feature separation.
Combined method
We can also combine the automatic way of setting F with human guidance. Specifically, we still follow the first automatic procedure to choose general features, but we then filter out any hypothesized type-specific feature from the set of general features chosen by the automatic procedure.
Imposing entity type constraints
Finally, we consider how we can exploit additional human knowledge about the target relation type T to further improve the classifier. We note that usually when a relation type is defined, we often have strong preferences or even hard constraints on the types of entities that can possibly be the two relation arguments. These type constraints can help us remove some false positive instances. We therefore manually identify the entity type constraints for each target relation type based on the definition of the relation type given in the ACE annotation guidelines, and impose these type constraints as a final refinement step on top of the predicted positive instances.
Experiments

Data set and experiment setup
We used the ACE 2004 data set to evaluate our proposed methods. There are seven relation types defined in ACE 2004. After data cleaning, we obtained 4290 positive instances among 48614 candidate relation instances. We took each relation type as the target type and used the remaining types as auxiliary types. This gave us seven sets of experiments. In each set of experiments for a single target relation type, we randomly divided all the data into five subsets, and used each subset for testing while using the other four subsets for training, i.e. each experiment was repeated five times with different training and test sets. Each time, we removed most of the positive instances of the target type from the training set except only a small number S of seed instances. This gave us the weakly-supervised setting. We kept all the positive instances of the target type in the test set. In order to concentrate on the classification accuracy for the target relation type, we removed the positive instances of the auxiliary relation types from the test set, although in practice we need to extract these auxiliary relation instances using learned classifiers for these relation types.
Comparison of different methods
We first show the comparison of our proposed multi-task transfer learning methods with the two baseline methods described in Section 3.2. The performance on each target relation type and the average performance across seven types are shown in Table 3 . BL refers to the first baseline and BL-A refers to the second baseline which uses auxil- iary relation instances. The four TL methods are all based on the multi-task transfer learning framework. TL-auto sets F automatically within the optimization problem itself. TL-guide chooses all features except arg-word and arg-NE features as general features and sets F accordingly. TL-comb combines TL-auto and TL-guide, as described in Section 4.3. Finally, TL-NE builds on top of TLcomb and uses the entity type constraints to refine the predictions. In this set of experiments, the number of seed instances for each target relation type was set to 10. The parameters were set to their optimal values (λ T µ = 10 4 , λ k µ = 10 4 , λ ν = 1, and H = 500).
As we can see from the table, first of all, BL generally has high precision but very low recall. BL-A performs better than BL in terms of F1 because it gives better recall. However, BL-A still cannot achieve as high recall as the TL methods. This is probably because the model learned by BL-A still focuses more on type-specific features for each relation type rather than on the commonly useful general features, and therefore does not help much in classifying the target relation type.
The four TL methods all outperform the two baseline methods. TL-comb performs better than both TL-auto and TL-guide, which shows that while we can either choose general features automatically by the learning algorithm or manually with human knowledge, it is more effective to combine human knowledge with the multi-task learning framework. Not surprisingly, TL-NE improves the precision over TL-comb without hurting the recall much. Ideally, TL-NE should not decrease recall if the type constraints are strictly observed in the data. We find that it is not always the case with the ACE data, leading to the small decrease of recall from TL-comb to TL-NE.
The effect of λ T µ
Let us now take a look at the effect of using different λ T µ . As we can see from Table 4, higher recall. These results make sense because the larger λ T µ is, the more we penalize large weights of µ T . As a result, the model for the target type is forced to conform to the shared model ν and prevented from overfitting the few seed target instances. λ T µ is therefore a useful parameter to help us control the tradeoff between precision and recall for the target type.
While varying λ k µ also gives similar effect for type A k , we found that setting λ k µ to smaller values would not help T because in this case the auxiliary relation instances would be used more for training the type-specific component µ k rather than the common component ν.
Sensitivity of H
Another parameter in the multi-task transfer learning framework is the number of general features H, i.e. the number of non-zero entries in the shared weight vector ν. To see how the performance may vary as H changes, we plot the performance of TL-comb and TL-auto in terms of the average F1 across the seven target relation types, with H ranging from 100 to 50000. As we can see in Figure 2 , the performance is relatively stable, and always above BL-A. This suggests that the performance of TL-comb and TL-auto is not very sensitive to the value of H.
Hypothesized type-specific features
In Section 4.3, we showed two sets of hypothesized type-specific features, namely, arg-word features and arg-NE features. We also experimented with each set separately to see whether both sets are useful. The comparison is shown in Table 5 . As we can see, using either set of typespecific features in either TL-guide or TL-comb can improve the performance over BL-A, but the arg-NE features are probably more type-specific than arg-word features because they give better performance. Using the union of the two sets is still the best for TL-comb.
Changing the number of seed instances
Finally, we compare TL-NE with BL and BL-A when the number of seed instances increases. We set S from 5 up to 1000. When S is large, the problem becomes more like traditional supervised learning, and our setting of λ T µ = 10 4 is no longer optimal because we are now not afraid of overfitting the large set of seed target instances. Therefore we also included another TL-NE experiment with λ T µ set to 10 2 . The comparison of the performance is shown in Figure 3 . We see that as S increases, both BL and BL-A catch up, and BL overtakes BL-A when S is sufficiently large because BL uses positive training examples only from the target type. Overall, TL-NE still outperforms the two baselines in most of the cases over the wide range of values of S, but the optimal value for λ T µ decreases as S increases, as we have suspected. The results show that if λ T µ is set appropriately, our multi-task transfer learning method is robust and advantageous over the baselines under both the weakly-supervised setting and the traditional supervised setting.
Conclusions and future work
In this paper, we applied multi-task transfer learning to solve a weakly-supervised relation extraction problem, leveraging both labeled instances of auxiliary relation types and human knowledge including hypotheses on feature generality and entity type constraints. In the multi-task learning framework that we introduced, different relation types are treated as different but related tasks that are learned together, with the common structures among the relation types modeled by a shared weight vector. The shared weight vector corresponds to the general features across different relation types. We proposed to choose the general features either automatically inside the learning algorithm or guided by human knowledge. We also leveraged additional human knowledge about the target relation type in the form of entity type constraints. Experiment results on the ACE 2004 data show that the multi-task transfer learning method achieves the best performance when we combine human guidance with automatic general feature selection, followed by imposing the entity type constraints. The final method substantially outperforms two baseline methods, improving the average F1 measure from 0.1532 to 0.4132 when only 10 seed target instances are used.
Our work is the first to explore transfer learning for relation extraction, and we have achieved very promising results. Because of the practical importance of transfer learning and adaptation for relation extraction due to lack of training data in new domains, we hope our study and findings will lead to further investigation into this problem. There are still many issues that remain unsolved. For example, we have not looked at the degrees of relatedness between different pairs of relation types. Presumably, when adapting to a specific target relation type, we want to choose the most similar auxiliary relation types to use. Our current study is based on ACE relation types. It would also be interesting to study similar problems in other domains, for example, the protein-protein interaction extraction problem in biomedical text mining.
