Subspace-based algorithms for operational modal analysis have been extensively studied in the past decades. In the postprocessing of subspace-based algorithms, the stabilization diagram is often used to determine modal parameters. In this paper, an improved stabilization diagram is proposed for stochastic subspace identification. Specifically, first, a model order selection method based on singular entropy theory is proposed. The singular entropy increment is calculated from nonzero singular values of the output covariance matrix. The corresponding model order can be selected when the variation of singular entropy increment approaches to zero. Then, the stabilization diagram with confidence intervals which is established using the uncertainty of modal parameter is presented. Finally, a simulation example of a four-story structure and a full-scale cable-stayed footbridge application is employed to illustrate the improved stabilization diagram method. The study demonstrates that the model order can be reasonably determined by the proposed method. The stabilization diagram with confidence intervals can effectively remove the spurious modes.
Introduction
In recent years, the operational modal analysis (OMA) of large-scale civil structures is a continuing research topic. Compared to conventional input-output modal analysis, OMA has several advantages. First, ambient excitations are freely accessible, meaning that special excitation devices are not necessary. Then, the operational service is not interrupted during the ambient vibration test. In fact, ambient excitation is the only practical way to excite large-scale civil structures [1] . An extensive review of OMA and its application in civil engineering has been summarized by Rainieri and Fabbrocino [2] . The experimentally determined modal parameters, including natural frequency, damping ratios, and mode shapes, often can be used to update preliminary finite element models [3] [4] [5] [6] , detect structural damages [7, 8] , and assess health condition of structures [9, 10] . Furthermore, it is reported that robust OMA methods can monitor the dynamic properties of both civil [11, 12] and geotechnical structures [13] before and after earthquake, thus providing strategies for rapid postearthquake emergency management. Not only is the operational safety assured, but also the cost for maintenance and management is reduced by vibration-based (modal-based) structural damage identification and assessment techniques. Therefore, accurately identifying modal parameters of civil structures from output-only response is meaningful.
Stochastic subspace identification (SSI) is a robust and efficient modal identification algorithm in time domain among many system identification techniques. At present, two implementations of SSI can be found: data driven SSI (SSI-data) and covariance driven SSI (SSI-cov). The main difference is that SSI-data directly deals with raw output data while SSI-cov works on the output correlations. Similar results can be obtained from SSI-data and SSI-cov, but SSIcov provides an easy way to estimate the uncertainties of modal parameters. Successful applications of SSI in system identification of civil structures can be found in existing literatures (see, for instance, [14] [15] [16] [17] [18] ). Although the robustness and effectiveness of SSI for OMA have been extensively demonstrated, it is still worth improving the accuracy of the extracted modal parameters and reducing the computational cost of the algorithm. Rainieri et al. [19] proposed a procedure for accurate damping estimation under operational 2 Shock and Vibration conditions by SSI. Their study gave a contribution towards standardization of testing and data processing procedures to make the error bounds of modal damping ratio estimates as low as possible. Reynders et al. [20] introduced modal transfer norm in stabilization diagram so that the physical and mathematical modes can be removed. Döhler et al. [21] proposed a memory efficient algorithm for uncertainty quantification of modal parameters estimated from multisetup SSI. As for the computational time, Rainieri [22] investigated the effects of analysis parameters on the computational time and the accuracy of modal parameter estimates, providing some useful hints for reduction of computational time and control of accuracy of estimates.
In OMA, there are mainly three steps in the SSI algorithm: (1) data preprocessing; (2) system identification; and (3) postprocessing. The postprocessing step is also called modal analysis, which is to select modal parameters from stabilization diagram (SD). At present, SD has become a standard tool in the SSI algorithm. Existing literature on SD for postprocessing of subspace identification covers mainly two subjects: the elimination of spurious modes in SD (see, for instance, [20, 23] ) and the discussion of fully automated modal analysis (see, for instance, [24] [25] [26] ). However, the model order selection and the spurious modes elimination using error bounds of modal parameter estimates are less well investigated. Some relevant studies in the literature are summarized as follows. The theory of SSI algorithm (see, for instance, [18] ) showed that the model order is equal to the number of nonzero singular values of block Toeplitz matrix. However, the singular values are all different from zero due to the presence of noises. Peeters and De Roeck [15] introduced SD for determining model order, while model order is usually overspecified by simply choosing a large number. Rainieri and Fabbrocino [27] investigated the influence of model order and number of block rows on the accuracy of modal parameters. Their study demonstrated that more accurate modal parameter estimates can be obtained by appropriate selection of model order and number of block rows. Different form the above mentioned methods, this paper focuses on model order selection and spurious modes elimination by presenting an improved SD method. The proposed model order selection method mainly based on singular entropy theory and the spurious modes in SD can be removed by introducing confidence intervals of modal parameter estimates.
The context of this paper is organized as follows. In Section 2.1, the theory formulation of SSI-cov is briefly introduced. The model order selection method based on singular entropy theory and SD with confidence intervals is described in Sections 2.2 and 2.3, respectively. To illustrate the improved SD method, a simulation example of a four-story structure is given in Section 3. The improved SD is applied to the OMA of a full-scale footbridge in Section 4, before finishing with some concluding remarks in Section 5.
Theory Formulations

SSI-cov Algorithm.
The stochastic state-space model can be described by
where is the state vector; is output vector; and are the state matrix and output matrix, respectively; and V stand for the modelling errors and test inaccuracies. Their covariance matrices are defined as
where E denotes mathematical expectation and is the Kronecker operator. The main idea of SSI-cov is to identify system matrices, including state matrix and output matrix . The modal parameters can be extracted by eigenvalue decomposition of . To realize the idea, the algorithm starts from computing the output covariance defined by
where is the data samples. With (3), the output covariance matrix 1| (also named Toeplitz Matrix) can be obtained from
The Toeplitz matrix 1| has dimensions × , where is the number of outputs. In (4) , is an unbiased estimate of the true correlation matrix at time lag based on finite number of data samples. The value of is usually determined so that ≥ , where is the model order [27] . This means that the time lag parameter can be determined when model order is selected.
According to the property of the stochastic state-space model, the Toeplitz matrix can be decomposed into the product of observability matrix and controllability matrix Γ :
Meanwhile, the singular value decomposition of 1| yields
Shock and Vibration 3 where and are the orthogonal matrices and is the diagonal matrix with singular values. The system matrices ( , ) can be solved by simultaneously solving (5) and (6) .
To obtain the modal parameters, the eigenvalue decomposition is applied to the state matrix :
In (7), Λ = diag( ), = 1, 2, . . . , , are eigenvalues of ;
is the eigenvalue of discrete time system; Ψ is the eigenvector of .
The natural frequency , damping ratio , and mode shape are obtained from
where is the eigenvalue in continuous time system, obtaining from
Since SSI-cov is a well-known algorithm, the detailed theory is not introduced in this paper. The readers could refer to [14] .
Model Order Selection.
One parameter which needs to be determined in SSI-cov algorithm is the model order . Since the modal parameters existed in the form of conjunction pairs, the model order should be an even number. Theoretically, the model order equals to the number of nonzero singular values of Toeplitz matrix. However, the singular values converge to zero little by little in practice due to the influence of noise. It is very difficult to determine by observing the singular values-model order plot. Thus, the SD method is introduced. By selecting a comparatively large number max for model order, the modal parameters are solved from 2 : 2 : max . Those calculated modal parameters satisfying stable criterion are called stable points and shown in frequencymodel order plot. The commonly used stable criterions are
where MAC is the modal assurance criterion of mode shapes. Although the stabilization diagram has been well recognized, it is still worthy finding a better way to determine max instead of setting an arbitrary large number. For one thing, extra computation complexities are introduced if the model order is too large. For another, spurious modes including physical modes and mathematical modes appear when model order is unreasonably selected.
This paper proposes a model order selection method based on singular entropy theory. The concept of entropy was first proposed by a German physicist Crawhuse in 1865. Entropy is an index to quantify the uncertainty of a system under a specific state. Suppose a system has states, the probability of each state is ( = 1, 2, . . . , ), and then the entropy of this system is defined as
Follow the same rule; the singular entropy can be introduced. Zhang [28] first introduced singular entropy into the field of modal analysis for model order selection. However, the singular entropy is calculated from principal angles in Zhang's method, which is only suitable for data-driven SSI. When applying SVD to the Toeplitz matrix, a sequence of eigenvalues of Toeplitz matrix are obtained. Under the condition of noiseless or high signal noise ratio, the eigenvalues matrix Λ of output covariance matrix should contain zero values, described by
where 1 ≥ 2 ≥ ⋅ ⋅ ⋅ ≥ > 0. Theoretically, the model order equals . While in practice, the output covariance calculated from output measurements is influenced by noise. The eigenvalues of output covariance matrix converge to zeros with the increase of model order. Thus, Λ is described as (12) and (13), it is obvious that the number of nonzero eigenvalues shows the level of output measurements influenced by noise. The less number of nonzero eigenvalues in Λ, the output measurements are less influenced by noise, meaning that a higher signal noise ratio is expected. The eigenvalue matrix Λ reflects the information of output measurements. Therefore, the singular entropy can be similarly defined as
where is the order of singular entropy and Δ is the increment of the singular entropy at order , obtained from
Equation (15) has the same form with (11) . Considering the property of eigenvalues, the singular entropy increment Δ has high value at lower model orders, and it approaches to a fixed value from a specific model order. Under this specific model order, the effective information of output covariance matrix can be extracted. The first order variation of Δ can be used to determine the specific model order. The model order corresponding to the variation of Δ which approaches to 0 can be selected as the model order as shown in the simulation example and real word application.
SD with Confidence Intervals.
Although the original intention of introducing SD is to solve the problem of spurious mode, while in practice, spurious mode is still a main issue in postprocessing of modal analysis. This issue becomes even worse when the model order is unreasonably chosen (too big). In addition, the ambient vibration test of civil engineering structures is often divided into several setups, meaning that several SDs need to be analyzed. This could be a time-consuming process, and sometimes the spurious mode is mistaken for system mode. If an index can be introduced in SD, so that the credibility of modal parameters at each model order is directly shown; then the spurious mode issue can be greatly restrained. This paper introduces the uncertainty of modal parameters as the index to distinguishing system mode from spurious mode. The confidence interval can be constructed from the uncertainty of modal parameters. Usually, the system modes have lower uncertainties (small confidence intervals), while the spurious modes have higher uncertainties (large confidence intervals). Through setting a threshold to uncertainty of modal parameters, the spurious modes can be automatically removed from SD.
The reasons that lead to the uncertainty of experimentally identified modal parameters include the following: A the noises during vibration test; B the finite data samples; C the inaccuracies in modelling and computation. The uncertainty of modal parameters extracted from SSI-cov can be quantified by sensitive analysis of system matrices. From (3), it is known that the output covariance converges to its true value when data samples go to infinite. While in a real test, the length of data samples is finite. Then, the calculated output covariance is only an estimatêof its true value, expressed bŷ=
Since the system matrices ( , ) are obtained by decomposing output covariance matrix, the extracted system matrices are also only an estimate (̂,̂) of their true values. Then, it follows that
where cov( , , ) is the uncertainty of modal parameters;
, ,
is the sensitivity of modal parameters to the first perturbation of system matrices; Σ (̂,̂) is the covariance of the system matrices. In [22] , the detailed mathematical formulation of uncertainty quantification is provided.
Simulation Example
To test the effectiveness of the proposed model order selection method and illustrate the practicability of SD with confidence intervals, a simulation of a four-story structure is studied in this section. The four-story structure ( Figure 1 ) has mass matrix , stiffness matrix , and damping matrix V as follows: 
The theoretical solution of the modal parameters is as follows: 
The simulation process mainly includes three steps: exert excitations modelled by white noise; record the accelerations of the frame structure; extract modal parameters by SSIcov algorithm. At the third step, the proposed model order selection method and SD with confidence intervals can be verified.
Verification of Model Order Selection Method.
To determine the model order, the singular value decomposition is applied to the output covariance matrix obtained from output vector of the simulation. The singular value versus model order plot is shown in Figure 2 . By observing Figure 2 , one can see that 4 pairs of nonzero singular values exist, meaning that the true model order of the frame structure is 8. In real engineering application, the change of singular values with model orders is not so obvious. This brings difficulties for model order selection. According to (15) , the singular entropy increment Δ at each model order can be calculated. The first-order variation of Δ can be easily obtained. Figure 3 shows the change of Δ and its first-order variation with model order. Starting from model order 10, both singular entropy increment and its variation converge to zero. Thus, the model order is selected as 10, which is very close to its true value. The simulation demonstrates that based on singular entropy theory the model order can be reasonably selected.
Verification of SD with Confidence Intervals.
To illustrate the effectiveness of SD with confidence intervals in dealing with spurious modes, the model order is selected as 20 so that mathematical modes show up. Computing the uncertainties of modal parameters at each model order and the frequency with confidence intervals ( ± ) versus model order plot is shown in Figure 4 (a). In Figure 4 (a), the circles stand for the stable points and the error bar is the confidence intervals. The simulated four-story structure theoretically has four modes, while one expects five obvious stable poles in Figure 4(a) . This means that when model order is set too big, some stable points representing spurious mode are gradually forming new stable poles. The users need to distinguish which pole is system mode. By setting a threshold for frequency uncertainty, making that the SD presents stable points with frequency uncertainty smaller than 0.1, a much clear SD can be obtained. In Figure 4(b) , the stable pole around 13 Hz is automatically removed; only four system modes can be found. This kind of "clear" SD will remarkably reduce GUI time, providing more robust results. 
Ambient Vibration Test.
To evaluate the dynamic property and also gather useful data for serviceability assessment of the footbridge, an ambient vibration test campaign was carried out. The ambient vibration test makes use of the operational response to freely accessible ambient loads (wind, traffic, pedestrian, microtremors, etc.). The lower modes of large civil structure can be fully excited under ambient loads. During an ambient vibration test, the structure under test remains in operation. Thus, ambient vibration test has become very popular for OMA of civil structures. The test campaign for Ligong footbridge was based on 5 wireless acceleration sensors, two of which are fixed as reference sensors and the left are roving sensors. In total, the biaxial acceleration responses of 53 test points on the bridge deck divided into 17 setups were recorded. Thus, each setup has data of four reference channels and six roving channels. The sampling frequency was 200 Hz, and the sampling time for each setup was around 15 minutes. Figure 6 shows the measurement grid of the footbridge deck.
Operational Modal Analysis.
Before operational modal analysis of the footbridge is performed, the following preprocessing operations of the output responses are accomplished:
(1) The constant offset is removed. 
Model Order Selection by Singular Entropy.
To determine model order, the singular values of output covariance matrix are shown in Figure 7 . Duo to the influence of noise, the singular values do not have a big "jump" at specific model order from nonzero value to zero as shown in the simulation example. The singular values in Figure 7 gradually converge to zero with the increase of model order. Thus, it is difficult to determine model order by observing a singular value versus model order plot. Figure 8 shows the singular entropy increment and its variation change with model order. Starting from model order equal to 50 (approximately), the variation of singular entropy increment stably approaches to 0. According to the method proposed in this paper, the model order should be selected as 50. Compared to the simulation example, the singular values and singular entropy increment change with model order show no big jump but only converge to zero with the increase of model order. However, the variation of 
SD with Confidence
Intervals. Set the model order as 50 and then compute the modal parameters and corresponding uncertainties at each order. Figure 9 (a) is the SD with frequency confidence intervals obtained from setup 1. In Figure 9 (a), excepting four obvious stable poles, it can be seen that some stable points scatter over the plot and the stable poles gradually formed. One needs to check whether these stable poles stand for system mode. By setting threshold for frequency uncertainty, a much clear SD is obtained, as shown in Figure 9 (b). The spurious modes issue has been greatly restrained in SD with confidence intervals. In total, 4 lower modes, including 3 vertical bending modes and 1 torsion mode, are extracted from operational modal analysis. Table 1 shows the analytically and experimentally determined modal parameters. The analytical results are obtained from finite element analysis (FEA, see Figure 10 ). The results from and Peak-Picking are also listed for comparison. As it can be seen from Table 1 , the frequencies from FEA are usually a little bigger than that from the experiment, while a good agreement is achieved between PP and SS-cov. This is because the FE model is established from design documents, while the physical structure may be damaged. Therefore, the FE model needs further updating and calibration. As for the damping ratios, the experimental results show no good harmony and distribution. This is because the damping mechanism of large civil structures is complicated; thus the error bounds for damping ratio estimates could be large (see, for instance, [19] ). Figure 11 shows the corresponding mode shapes of the four extracted modes. The comparatively high modal phase collinearity (MPC) in Table 1 shows that the mode shapes are well identified from SSI-cov.
Conclusions
The stabilization diagram has become a standard tool in many time-domain modal identification algorithms. In this paper, an improved stabilization diagram for subspace-based algorithms has been proposed to make it better applied in stochastic subspace identification. Based on singular entropy theory, a model order selection method has been proposed. Besides, stabilization diagram with confidence intervals constructed from quantified uncertainties of modal parameters has been presented. The improved stabilization diagram has been illustrated by both the simulation example of a four-story structure and the application of Ligong footbridge. Conclusions can be made as follows:
(1) The model order selection method is based on the calculation of singular entropy increment and its first-order variation. Start from model order ; the variation of singular entropy increment approaches to zero; then can be determined as model order. The proposed method is easy to be implemented, avoiding the computation complexities and spurious modes introduced by unreasonable selected model order. As can be seen from the proposed method, the model order selection essentially relies on the singular value decomposition of the block Toeplitz matrix. By introducing the variation of singular entropy increment, the noise effects that make singular values all different from 0 have been eliminated.
(2) Stabilization diagram with confidence intervals is an effective tool to distinguish system modes and spurious modes. By setting a threshold for the confidence intervals of stable points, the spurious modes can be automatically removed, making a much clear stabilization diagram. This kind of clear stabilization diagram can reduce the time spent on postprocessing of modal analysis and provide more accurate results.
It is worth mentioning that the improved stabilization diagram method is generally applicable and not dependent on the structure type.
