In the Disk Multicover problem the input consists of a set P of n points in the plane, where each point p ∈ P has a covering requirement k(p), and a set B of m base stations, where each base station b ∈ B has a weight w(b). If a base station b ∈ B is assigned a radius r(b), it covers all points in the disk of radius r(b) centered at b. The weight of a radii assignment r : B → R is defined as b∈B w(b)r(b) α , for some constant α. A feasible solution is an assignment such that each point p is covered by at least k(p) disks, and the goal is to find a minimum weight feasible solution. The Polygon Disk Multicover problem is a closely related problem, in which the set P is a polygon (possibly with holes), and the goal is to find a minimum weight radius assignment that covers each point in P at least K times. We present a 3 α k max -approximation algorithm for Disk Multicover, where k max is the maximum covering requirement of a point, and a (3 α K + ε)-approximation algorithm for Polygon Disk Multicover.
Introduction
In the Disk Multicover problem we are given a set P of n points in the plane with a covering requirement function on the points k : P → N, and a set B of m base stations with a weight function on the base stations w : B → R. A solution is an assignment of radii to base-stations, namely a function r : B → R + . Given a solution r, a point p is said to be covered by a base station b, if the distance between p and b is at most r(b). In other words, p is covered by b if b ∈ disk[b, r(b)], where disk[b, ρ] is the disk containing the points that are within distance ρ from base station b, namely disk[b, ρ] = {p : b, p 2 ≤ ρ}. A point p is said to be ℓ-covered by r, if p is covered by at least ℓ base-stations. A feasible solution is an assignment r that k(p)-covers each point p ∈ P . We assume throughout the paper that |B| ≥ k max , where k max def = max p k(p), since otherwise no feasible solution exists. The weight of a disk centered at b with radius r(b) is w(b)r(b) α , where α ≥ 1 is a constant, and the weight of an assignment r is w(r) = b∈B w(b)r(b) α . The goal in the Disk Multicover problem is to find a feasible assignment of minimum weight.
The special case in which k(p) = K, for every p ∈ P , is called Disk Multicover with uniform requirements. The case where K = 1 is called Disk Cover. An instance in which w(b) = 1, for every b ∈ B, is called unweighted.
In the Polygon Disk Multicover problem we are given a polygon P , possibly with holes, with n vertices, and an integer K (instead of a discrete set of points and a requirement function), and the goal is to find a minimum weight assignment that K-covers all points in the polygon P .
Disk covering problems naturally arise in the design phase of cellular and wireless networks, where m potential locations for base-stations are identified. A base station at a potential location b may cover a disk centered at b at any radius, where the energy consumption of this disk is proportional to its area or to r(b) α , for some α ≥ 1. The weight w(b) of the location b is power parameter associated with b. Multicovering is used in cases where the network needs to be faulttolerant. Each client (point) is associated with a covering requirement according to its importance or service level.
Related Work
Lev-Tov and Peleg [9] considered (unweighted) Disk Cover with α = 1, namely where the cost of the solution is the sum of radii. They obtained a polynomial-time algorithm for the case where all points and base stations are located on a line, and a PTAS for the general case. Bilò et al. [5] showed that Disk Cover is NP-hard for α ≥ 2. This result was extended to α > 1 by Alt et al. [2] . This implies that Disk Multicover is also NP-hard. 1 A 9-approximation algorithm for Disk Cover with α = 2 appears in [8] . The approximation ratio of this algorithm is 3 α in general.
Chekuri at al. [6] considered the set multi-cover problem in geometric settings. In this problem the input is a set of points P and a collection of geometric shapes (or sets) F, and the goal is to find a minimum cardinality subset of F such that each point p ∈ P is covered by at least k(p) sets. They presented an O(log opt)-approximation algorithm for set systems of bounded VC-dimension and an O(1)-approximation algorithm for covering points by half-spaces in three dimensions.
Abu-Affash et at. [1] studied unweighted Disk Multicover with uniform requirements and α = 2. They presented an approximation algorithm whose approximation garuantee is 23.02 + 63.91(K − 1). They also presented an approximation algorithm for Polygon Disk Multicover that is based on a reduction to Disk Multicover. This reduction increases the approximation ratio by a factor of 25 9 . Hence, using their algorithm for Disk Multicover they obtained an approximation ratio of 63.94+177.64(K −1). In the unit requirements case they used the algorithm from [8] and obtained a 25-approximation algorithm.
Our Results
We present a 3 α k max -approximation algorithm for Disk Multicover. Our algorithm extends the algorithm for Disk Cover from [8] , and its analysis is based on the local ratio technique [4, 3] . Note that this already leads to a 25K-approximation algorithm for unweighted Polygon Disk Multicover with α = 2 by using our algorithm as a subroutine of the algorithm from [1] . However, we obtain a better approximation ratio by using a different reduction to multicovering of points with a given set of disks that increases the approximation ratio by a factor of (1 + ε). More specifically, we show that one may compute a set of points and a set of disks whose optimal cover is at most (1 + ε) times larger than the optimum of the given Polygon Disk Multicover instance. Using this reduction we obtain a (3 α K + ε)-approximation algorithm for Polygon Disk Multicover with α ≥ 1, for every ε > 0. This algorithm assumes integer (or rational) coordinates and weights, and its running time is polynomial in the number of bits in the input. The same approach can be used for covering the boundary of a given polygon.
Preliminaries
Definitions. Observe that given a Disk Cover instance, the set of radii can be discretized, since there are at most n interesting radii per base-station, one per point in P . Therefore, at most nm disks should be considered. We denote the set of these disks by D. Given a disk D ∈ D, we denote the center of D by b(D) and its radius by r(D).
Given a set of disks S ⊆ D, we define w(S) def = D∈S w(D). Given a set of S of disks and a point p,
for every point p ∈ P , and (ii) D ′ does not contain disks centered at the same location.
Local-Ratio Technique. The local-ratio technique is based on the Local-Ratio Lemma, which applies to minimization problems of the following type. (See [3] for the maximization version.) The input is a non-negative weight vector w ∈ R n and a set F of feasibility constraints. The problem is to find a solution vector x ∈ {0, 1} n that minimizes the inner product w·x subject to the constraints F. (The proof of the Lemma is given for completeness.)
Lemma 1 (Local-Ratio [4] ). Let F be a set of constraints and let w, w 1 , and w 2 be weight vectors such that w = w 1 + w 2 . Let γ be a number. Then, if x is γ-approximate both with respect to (F, w 1 ) and with respect to (F, w 2 ), then x is also γ-approximate with respect to (F, w).
Proof. Let x * denote an optimal solution with respect to w, and let x i denote an optimal solution with respect to w i , i ∈ {1, 2}. Then
and we are done.
We use of the Local-Ratio Lemma in the following manner. Given a Disk Cover instance with non-negative input weight function w, we find a non-negative weight function w 1 ≤ w such that every k max -independent set is γ-approximate with respect to w 1 . Then, we solve the problem with respect to w − w 1 . Since our algorithm computes a k max -independent γ-approximate set with respect to w − w 1 , this set is also γ-approximate with respect to w.
Multicovering Points with Disks
In this section we present an 3 α k max -approximation algorithm for the Disk Multicover problem.
Algorithm DiskMC works as follows. The first step is to compute a feasible solution D 0 ⊆ D. The set D 0 may contain several disks centered at the same base station, but it is feasible in the sense that any point p in P is covered by at least k(p) disks that are centered at different locations. Then, a k max -independent set I ⊆ D 0 is computed. Note that I may be infeasible. Finally, a cover C is computed by increasing the radii of the disks in I by a factor of 3. Let D i 0 be the set D 0 at the end of the ith iteration of the first while loop (Lines 2-8), and let t be the number of iterations of this loop. Similarly, let P i and w i denote the set P and the weight vector w at the end of the ith iteration.
Lemma 2. Algorithm DiskMC computes feasible solutions.
Proof. First, observe that D t 0 k(p)-covers, every point p ∈ P , due to the termination condition of the first while loop. To show that C is a feasible solution, consider a point p ∈ P . If |I(p)| ≥ k(p), then we are done. Otherwise, there exists at least one disk D ∈ D t 0 \ I such that p ∈ D. Moreover, there must exist a point p ′ = p due to which D was not added to I, namely a point
We use the local ratio technique [4, 3] to prove that I is k max -approximate. (This can be shown for any k max -independent set I.) Lemma 3. The set I that is computed by Algorithm DiskMC is k max -approximate.
Proof. We prove that I is k max -approximate by (backward) induction on the number of iterations of the first while loop. At the induction base, w t (I) = 0, since I ⊆ D t 0 . For the induction step, consider the ith iteration of the first while loop, and assume that I is k max -approximate with respect to w i . We show that I is k max -approximate with respect to w i 1 = w i−1 − w i , and it follows by the Local Ratio Lemma that I is k max -approximate with respect to w. Since I is k max -independent, we have that
On the other hand, any feasible solution S must cover any point p ∈ P i−1 at least once. Moreover, even if D i−1 0 ⊆ S, S must cover any point p ∈ P i−1 with at least one disk that does not belong to D i−1 0 , otherwise p would have been removed from P prior to the ith iteration. Hence, w i 1 (S) ≥ ε · P i−1 . The lemma follows.
Since C is feasible due to Lemma 2 and w(C) = 3 α · w(I) we obtain the following result. Theorem 1. Algorithm DiskMC is a 3 α k max -approximation algorithm for Disk Multicover.
Multicovering Polygons with Disks
In this section we present our algorithm for Polygon Disk Multicover. The algorithm is based on a reduction to Disk Multicover that incurs a factor of (1 + ε) in the approximation ratio.
Discretizing the Radii
Consider an instance of Polygon Disk Multicover and a feasible solution r. First, observe that one may assume that r(b) ≤ max p∈P b, p 2 , for every b. Otherwise we can decrease the radius of any base station b for which r(b) > max p∈P b, p 2 without affecting feasibility. We define a possibly larger upper bound ρ 1 (b) def = max p∈P b, p 1 , for every base station b. The advantage of ρ 1 is that its binary representation is polynomial in the input size. The next step is to look for lower bounds on the radii. Let u and v be two vertices on the boundary of the polygon P . The segment between u and v must be covered at least once by disks. Hence, the optimal disk cover of this segment is a lower bound on the optimum. Moreover, the optimum with respect to the weight function w ′ (b) = w min , for every b, where w min = min b w(b), is not larger than the optimum with respect to w. Now, assuming that we are allowed to move base stations and since α ≥ 1, the cheapest way to cover the segment is to place all base stations on the segment, such that all have radius of
where ρ def = 1 2m u, v ∞ . Given a parameter ε ∈ (0, 1), we define a radius assignment ρ 0 as follows: ρ 0 (b) = ερ · w min w(b) , for every b ∈ B. Notice that the binary representation of ρ 0 is polynomial in the input size.
Proof. Since α ≥ 1 we have that
and the lemma follows from (1).
We now define a set of disks D. The set of disks centered at b are
Observation 5. |D| is polynomial in the input size.
Proof. This is implied by |D(b)| ≤ log 1+ε
By limiting ourselves to D we increase the optimal solution by a small factor.
Proof. Consider an optimal solution r. 
Going from Polygon to Points
Consider the arrangement of D and the polygon P . The number of intersections in the arrangement of D and P is bounded by 2 n+|D| 2
. Due to Observation 5, it follows that the number of faces in the arrangement is polynomial. Let q f be any point that lies strictly in the face f , for every face f in the arrangement that is contained in P . Such a point q f is called the representative of f . Define Proof. Since Q ⊆ P , if S is a multicover of P , it must be also a multicover of Q. For the other direction, consider a face f and a disk D ∈ D. Either f ⊆ D or f ∩ D = ∅. Hence, a cover of q f by a disk D means that D also covers f . By Lemma 7 we have that by computing a set Q of representatives and a multicover of Q by disks from D, we may obtain an approximate solution. The set of faces in the arrangement can be computed using the sweep line method [11, 7] . More specifically, the algorithm from [10] with a few minor modifications gives us an O(N log N ) time algorithm that computes a set Q that contains a representative q f for every face f ⊆ P , where N is the number of intersections in the arrangement.
This leads to the following result: Proof. Due to Lemma 7 we can use Algorithm DiskMC to find an approximate multicover of the point set Q using the disk set D. Lemma 6 implies that the computed solution is (3 α K + ε)-approximate.
We note that a similar result can be obtained for the problem of multicovering the boundary of the polygon P . In this case we need to pick a representative for every edge in the arrangement that is contained in the boundary of the polygon.
