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MODULI SPACES OF MEROMORPHIC CONNECTIONS AND
QUIVER VARIETIES
KAZUKI HIROE AND DAISUKE YAMAKAWA
Abstract. We describe the moduli spaces of meromorphic connections on
trivial holomorphic vector bundles over the Riemann sphere with at most
one (unramified) irregular singularity and arbitrary number of simple poles
as Nakajima’s quiver varieties. This result enables us to solve partially the
additive irregular Deligne-Simpson problem.
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1. Introduction
This paper is devoted to study the relationship between two families of com-
plex symplectic manifolds: one is certain moduli spaces of systems of linear
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ordinary differential equations with rational coefficients (i.e., meromorphic con-
nections on trivial holomorphic vector bundles over the complex projective line
P
1), and the other is Nakajima’s quiver varieties [17] (with the real parameter
taken to be zero and no framing).
Take positive integers k1, k2, . . . , km, and for each i = 1, 2, . . . , m let Oi be a
coadjoint orbit of the complex Lie group Gki := GLn(C[zi]/(z
ki
i )), where zi is an
indeterminate. Define
M∗s =
{
(Ai) ∈
m∏
i=1
Oi
∣∣∣∣∣ (Ai) is “stable”,
m∑
i=1
πres(Ai) = 0
}
/GLn(C),
where πres : (LieGki)
∗ → gln(C)
∗ is the projection. We do not give here the
definition of “stability” (see Definition 3.15), which is some open condition to
make the quotient a geometrically nice space. Since the map (Ai) 7→
∑
i πres(Ai)
is a moment map for the diagonal action of GLn(C) on
∏
iOi, one can show that
M∗s is a (smooth) complex symplectic manifold.
To view it as a certain moduli space of meromorphic connections on the
trivial holomorphic vector bundle O⊕n
P1
, take distinct points t1, t2, . . . , tm ∈ P
1
and (for simplicity) a standard coordinate on P1 so that z(ti) 6= ∞. For
each i = 1, 2, . . . , m, identify each zi with a coordinate z − z(ti) and embeds
(LieGki)
∗ into gln(C[z
−1
i ])z
−1
i dzi using the residue and trace operations. Then
each (Ai) ∈
∏
iOi gives a meromorphic connection d−
∑
iAi on O
⊕n
P1
with poles
at ti’s; it is holomorphic at ∞ if and only if
∑
i πres(Ai) = 0.
The space M∗s cannot be thought of as a “moduli space of meromorphic con-
nections”; we are not taking into account meromorphic connections on non-
trivial holomorphic vector bundles. However, it inherits many interesting struc-
tures from the moduli space of meromorphic connections. A problem asking
when M∗s is non-empty is called the additive (irregular) Deligne-Simpson prob-
lem. It was solved by Crawley-Boevey [9] in the case where ki = 1 for all i
(namely, in the case of logarithmic connections) and by Boalch [6] in the case
where one of ki, say k1, is less than 4 and the others are equal to 1, and further-
more O1 contains a(n unramified) “normal form” (see e.g. [26, Definition 10] or
Remark 2.13). Their approach is to describe M∗s as a quiver variety; then the
problem is immediately solved since we have a criterion [7] for the non-emptiness
of quiver varieties. We briefly review their results below.
Let Q be a finite quiver (directed graph) with the set of vertices Qv. To
(v, ζ) ∈ ZQ
v
≥0 × C
Qv , one can associate a complex symplectic manifold MsQ(v, ζ),
called the quiver variety. This is some smooth open subset (the “stable” part) of
the holomorphic symplectic quotient T ∗RepQ(V )//ζGV at the level specified by
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ζ , where RepQ(V ) is the space of representations of Q over a collection of vector
spaces V = (Vi)i∈Qv with dimension v, and GV :=
∏
iGL(Vi) (see Section 3.1 for
the precise definition). They have rich geometric structures related to the gauge
theory, singularity theory and representation theory of (symmetric) Kac-Moody
algebras/quantum enveloping algebras of Drinfel’d-Jimbo (see [17–20, 22] and
references therein).
Crawley-Boevey [9] showed that if ki = 1 for all i, each M
∗
s is isomorphic
to a quiver variety. One can easily check that his isomorphism intertwines the
symplectic structures (see e.g. [24]). Furthermore, in this case the so-called
reflection functors [7, 21] Si : M
s
Q(v, ζ)
≃
−→MsQ(si(v), s
T
i (ζ)), i ∈ Q
v of the quiver
varieties (they satisfy the defining relation for the simple reflections si generating
the Weyl group associated to the quiver) are expressed in terms of an “additive”
analogue [10, 26] of Katz’s middle convolutions [1, 14] and the tensor operation
by rank one connections (see [5, 25]).
Also, Boalch [4, 6] showed that if k1 ≤ 3 and ki = 1 for i 6= 1, and if O1
contains a normal form, then M∗s is symplectomorphic to a quiver variety. In
the proof he first described M∗s as (the stable part of) a holomorphic symplec-
tic quotient of some larger symplectic manifold M˜∗, called the extended moduli
space. This space is, roughly speaking, a certain moduli space of meromorphic
connections equipped with a sort of framing at each pole, and was originally in-
troduced by himself [3] to construct intrinsically the “space of singularity data”
of Jimbo et al. [12], the phase space for the (lifted) isomonodromic deformation
of meromorphic connections. He showed that in the above case there is an equi-
variant symplectomorphism M˜∗ ≃ (T ∗GLn(C))
m−1 × T ∗RepQ(V ) for some Q
and V , and that it induces a symplectomorphism betweenM∗s and a quiver vari-
ety. He also constructed Weyl group symmetries of families of spacesM∗s whose
parameter behavior coincides with that of (v, ζ) under the reflection functors
through his isomorphism.
In [4, Appendix C] he further “claimed” that there is still an equivariant
symplectomorphism M˜∗ ≃ (T ∗GLn(C))
m−1 × T ∗RepQ(V ) for some Q and V
when one drops the assumption k1 ≤ 3, and explained how to construct Q and
V . However it seems that only the existence of an equivariant isomorphism (not
symplectomorphism) was shown there.
In this paper we justify his claim and show that M∗s is symplectomorphic to
a quiver variety if ki = 1 for i 6= 1 and O1 contains a normal form. Thanks
to [7], our result immediately gives, under the same assumption, an answer to
the additive irregular Deligne-Simpson problem, in terms of the root system
attached to the quiver.
4 KAZUKI HIROE AND DAISUKE YAMAKAWA
After we wrote the first version of this paper, the first named author [11]
used the methods developed here to solve the additive irregular Deligne-Simpson
problem for the case where each Oi contains a normal form (with ki arbitrary),
although in this case the space M∗s may not be a quiver variety (see [4, p. 3]).
The organization of this paper is as follows. In Section 2, we introduce Boalch’s
extended moduli spaces and review their basic properties. Section 3 is devoted
to prove our main result stated in Section 3.4. Also, we put an appendix (Sec-
tion 4) consisting of some basic facts on the classical formal reduction theory of
meromorphic connections and on coadjoint orbits of general linear groups, which
will be used in Sections 2 and 3.
2. Preliminary notions and facts
In this section we define the extended moduli spaces and show their basic
properties following Boalch [3]. Strictly speaking, our definition is a slight gen-
eralization of that in [3], where the irregular types (see below) are assumed to
have regular semisimple top coefficient. Although the generalization is straight-
forward and already known for specialists, we decided to add the contents of this
section to our paper for the reader’s convenience.
Throughout this section we fix a non-empty finite subsetD of P1. Let O ≡ OP1
(resp. Ω1 ≡ Ω1
P1
) be the sheaf of holomorphic functions (resp. one-forms) on P1
and Ω1(∗D) (resp. Ω1(logD)) the sheaf of meromorphic (resp. logarithmic) one-
forms on P1 with poles on D (and no pole elsewhere). For t ∈ P1, let (Ôt, m̂t)
be the formal completion of the local ring (Ot,mt) and Kt (resp. K̂t) the field of
fractions of Ot (resp. Ôt). For Ot-module M , we set M̂ = Ôt ⊗Ot M .
2.1. Extended moduli spaces. Let G be a (connected) complex reductive
group and g = LieG its Lie algebra. Fix a maximal torus t of g. An (unramified)
irregular type at t ∈ P1 is an element of
t(K̂t)/t(Ôt) = (t⊗C K̂t)/(t⊗C Ôt).
In terms of a local coordinate z vanishing at t, an irregular type may be regarded
as an element of
t((z))/t[[z]] ≃ z−1t[z−1].
Let E → P1 be a holomorphic principal G-bundle on P1. By a meromorphic
connection on E with poles on D we mean a g-valued meromorphic one-form A
on E with poles on E|D satisfying
Ada(R
∗
aA) = A (a ∈ G), A(X
∗) = −X (X ∈ g),
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where Ra is the canonical right action on E by a and X
∗ is the fundamental
vector field associated to X (i.e., X∗p = ∂t(p · e
tX)|t=0 for p ∈ E). Beware that
our sign convention for the second condition is different to the standard one.
Definition 2.1. Let E → P1 be a holomorphic principal G-bundle on P1, A a
meromorphic connection on E with poles on D and a = (at)t∈D ∈
∏
t∈D Et a
collection of points of the fibers Et, t ∈ D of E . The triple (E , A, a) is called a
compatibly framed meromorphic connection on (P1, D) if for each t ∈ D, there
exist a germ a˜t at t of local sections of E through at and an irregular type
Tt ∈ t(K̂t)/t(Ôt) such that
a˜∗t (A)− dTt ∈ g⊗C Ω
1(log t)t.(1)
It is known that the above Tt is unique (see Remark 2.10); so it is called the
irregular type of (E , A, a) at t.
Remark 2.2. (i) Any local coordinate z vanishing at t induces an identification
g⊗C Ω
1(log t)t ≃ z
−1g{z}dz.
Therefore in terms of the coordinate z, condition (1) means that z(a˜∗t (A)− dTt)
has no terms of negative degree.
(ii) If E = P1×G, then pulling back via the trivial section P1 → E , x 7→ (x, 1)
enables us to regard A as a g-valued one-form on P1 with poles on D and each
at as an element of G. In this case, (E , A, a) is compatibly framed if and only if
each at admits a lift a˜t ∈ G(Ot) such that
a˜−1t [A]− dTt ∈ g⊗C Ω
1(log t)t,
where a˜−1t [A] is the gauge transform of A (expressed as a˜
−1
t Aa˜t − a˜
−1
t da˜t in any
representation).
Definition 2.3. Two compatibly framed meromorphic connections (E , A, a) and
(E ′, A′, a′) on (P1, D) are said to be isomorphic if there exists an isomorphism
ϕ : E ≃ E ′ such that ϕ∗A′ = A and ϕ(at) = a
′
t for each t ∈ D.
If (E , A, a) and (E ′, A′, a′) are isomorphic, then they have common irregular
type at each t ∈ D.
Let T = (Tt)t∈D be a collection of irregular types Tt ∈ t(K̂t)/t(Ôt).
Definition 2.4. The extended moduli space M˜∗(T) is the set of isomorphism
classes of compatibly framed meromorphic connections (E , A, a) with irregular
type Tt at each t ∈ D such that E ≃ P
1 ×G.
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2.2. Extended orbits. The extended moduli space M˜∗(T) is known to be
expressed as a (holomorphic) symplectic quotient of the product of some complex
symplectic manifolds, called “extended orbits”.
Fix an irregular type T ∈ t(K̂t)/t(Ôt) at some t ∈ P
1. Let k > 1 be the pole
order of dT when T 6= 0, and k := 1 when T = 0. Set
Gk = G(Ôt/m̂
k
t ) = G(Ot/m
k
t ), gk = LieGk = g(Ôt/m̂
k
t ),
and let G(Ôt)k be the kernel of the group homomorphism G(Ôt)→ Gk induced
from the truncation Ôt → Ôt/m̂
k
t ; so Gk = G(Ôt)/G(Ôt)k. Also set
Bk = G(Ôt)1/G(Ôt)k, bk = LieBk.
The natural semidirect product decomposition Gk = Bk ⋊G induces direct sum
decompositions gk = bk ⊕ g and g
∗
k = b
∗
k ⊕ g
∗. We denote by πirr : g
∗
k → b
∗
k and
πres : g
∗
k → g
∗ the projections. The pairing
g(K̂t)⊗C
(
g⊗C Ω
1(∗t)∧t
)
→ C; X ⊗ A 7→ (X,A) := res
t
trXA(2)
induces embeddings
g∗k →֒
(
g⊗C Ω
1(∗t)∧t
)
/
(
g⊗C Ω̂
1
t
)
= g⊗C (Ω
1(∗t)∧t /Ω̂
1
t ),
b∗k →֒
(
g⊗C Ω
1(∗t)∧t
)
/
(
g⊗C Ω
1(log t)∧t
)
= g⊗C (Ω
1(∗t)∧t /Ω
1(log t)∧t ),
by which we may regard dT as an element of b∗k. Note that in terms of a local
coordinate z vanishing at t, the above embeddings are respectively expressed as
g∗k →֒ g[z
−1]dz/z, b∗k →֒ g[z
−1]dz/z2.
Definition 2.5. Let OB be the Bk-coadjoint orbit through dT . Define
O˜ = { (a, A) ∈ G× g∗k | πirr(AdaA) ∈ OB },
which we call the extended orbit associated to T .
The following proposition gives a structure of complex symplectic manifold on
the extended orbit O˜.
Proposition 2.6 (cf. [3, Lemmas 2.2 and 2.4]). There are canonical bijections:
O˜ ≃ T ∗Gk ×OB//Bk ≃ T
∗G× OB,
where in the middle term Bk acts by the coadjoint action on OB and by the
standard action on T ∗Gk coming from the left multiplication. Furthermore, the
last bijection is a symplectomorphism.
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Proof. A moment map for the Bk-action on T
∗Gk ×OB is given by
µ : T ∗Gk × OB → b
∗
k; (g, A,B) 7→ −πirr(Ad
∗
g A) +B,
where T ∗Gk ≃ Gk × g
∗
k via the left trivialization. Define
χ : µ−1(0)→ G× g∗k; (g, A,B) 7→ (g(t), A).(3)
It is straightforward to check that χ induces a bijection T ∗Gk × OB//Bk
≃
−→ O˜.
A bijection O˜
≃
−→ T ∗G×OB and its inverse are respectively given by
(a, A) 7→ (a, πres(A), πirr(AdaA)), (a, R,B) 7→ (a,Ad
−1
a (B) +R).
Through this bijection, the following map gives a section of χ:
T ∗G× OB → T
∗Gk × OB; (a, R,B) 7→ (a,Ad
−1
a (B) +R,B),
which is easily seen to be symplectic. 
It is easy to see that the G-action on O˜ defined by f · (a, A) = (af−1,Adf A)
is Hamiltonian with moment map
µG : O˜ → g
∗; µG(a, A) = πres(A) ∈ g
∗.
Proposition 2.7 (cf. [3, Proposition 2.1]). Let T = (Tt)t∈D be a collection of
irregular types Tt ∈ t(K̂t)/t(Ôt). For t ∈ D let O˜t be the extended orbit associated
to Tt and set O˜ =
∏
t∈D O˜t. Then there exists a canonical bijection between the
extended moduli space M˜∗(T) and the symplectic quotient O˜//G of O˜ by the
action of G.
Proof. Suppose that an element of M˜∗(T) is given. Take a representative
(E , A, a) of it so that E = P1 × G. Then pulling back via the trivial section
P1 → E , x 7→ (x, 1), we may regard A as a g-valued one-form on P1 with poles
on D. By the definition, for each t ∈ D, the compatible framing at is an element
of G and admits a lift a˜t ∈ G(Ot) such that
a˜−1t [A]− dTt ∈ g⊗C Ω
1(log t)t.
Let At be the element of(
g⊗C Ω
1(∗t)t
)
/
(
g⊗C Ω
1
t
)
= g⊗C (Ω
1(∗t)t/Ω
1
t ) = g⊗C (Ω
1(∗t)∧t /Ω̂
1
t )
represented by the germ of A at t. The above condition for a˜t now implies that
the pair (a−1t , At) is contained in O˜t; thus we obtain an element of O˜ =
∏
t∈D O˜t.
The condition that A is holomorphic away from D is expressed as∑
t∈D
res
t
At = 0,
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which is exactly the moment map condition
∑
t∈D µG(a
−1
t , At) = 0. Changing
the choice of representative (E , A, a) corresponds to the simultaneous action of G
on O˜; so we may define a map M˜∗(T)→ O˜//G. The bijectivity of it immediately
follows from the standard fact that taking principal part at each pole gives a
bijection
Γ(P1,Ω1(∗D)) ≃
{
(αt)t∈D ∈
∏
t∈D
(Ω1(∗t)t/Ω
1
t )
∣∣∣∣∣∑
t∈D
res
t
αt = 0
}
.

In what follows, we identify the extended moduli space M˜∗(T) with the sym-
plectic quotient O˜//G via the bijection given above.
2.3. Extended orbits and Gk-coadjoint orbits. In this subsection we will
give some relationship between extended orbits and Gk-coadjoint orbits.
Fix an irregular type T ∈ t(K̂t)/t(Ôt) at some t ∈ P
1 and let k be as in
Section 2.2. Set H = { h ∈ G | Adh T = T } and let h be its Lie algebra. The
pairing (2) induces a non-degenerate pairing
h⊗C
(
h⊗C (Ω
1(log t)∧t /Ω̂
1
t )
)
→ C.
In what follows, we identify h∗ with h⊗C (Ω
1(log t)∧t /Ω̂
1
t ) using this pairing.
Let H act on the extended orbit O˜ associated to T by h · (a, A) = (ha,A).
This is well-defined because if Ad∗b πirr(aAa
−1) = dT for some b ∈ Bk, then
hbh−1 ∈ Bk and
Ad∗hbh−1 πirr(AdhaA) = Adh(dT ) = dT.
For g ∈ G(K̂t) and A ∈ g⊗C Ω
1(∗t)∧t , let g[A] = gAg
−1 + dg · g−1.
Proposition 2.8. Let A ∈ g⊗C Ω
1(∗t)∧t and suppose A− dT ∈ g⊗C Ω
1(log t)∧t .
Then there exists b̂ ∈ G(Ôt)1 such that
b̂[A]− dT ∈ h⊗C Ω
1(log t)∧t .
Furthermore, rest(̂b[A]) ∈ h does not depend on b̂.
To prove this we need some basic fact on the classical formal reduction theory
of meromorphic connections, which will be shown in Section 4.1 (Corollary 4.3),
and the following lemma:
Lemma 2.9. Assume k > 1 and let T ′ ∈ t(K̂t)/t(Ôt) be an irregular type at t
of pole order at most k − 1. Suppose that g ∈ Gk and L, L
′ ∈ h∗ satisfy
Ad∗g(dT + L) = dT
′ + L′ ∈ g∗k.
Then the value g(t) ∈ G of g at t satisfies Adg(t) T = T
′, Adg(t) L = L
′.
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Proof. Replacing g, T ′, L′ with g(t)−1g, Ad−1g(t) T
′, Ad−1g(t) L
′, respectively, we may
assume g(t) = 1. Also, taking a faithful representation of G if necessary, we may
assume G = GL(n,C). Fix a local coordinate z vanishing at t and write
g =
k−1∑
i=0
giz
i, T =
k−1∑
i=1
Tiz
−i, T ′ =
k−1∑
i=1
T ′iz
−i.
Set
hi =
k−1⋂
j=i+1
Ker adTj , (i = 0, 1, . . . , k − 2), hk−1 = g,
h′i = Im
(
adTi+1 |hi+1
)
(i = 0, 1, . . . , k − 2).
The assumption is expressed as
k−1−i∑
j=0
(j + i)(gjTj+i − T
′
j+igj) = 0 (i = 1, . . . , k − 1),(4)
g0 res
t
(L)− res
t
(L′)g0 =
k−1∑
j=1
j(gjTj − T
′
jgj).(5)
Note that g0 = g(t) = 1. Therefore equality (4) for i = k−1 implies Tk−1 = T
′
k−1.
If k > 2, equality (4) for i = k − 2 reads
(k − 2)(Tk−2 − T
′
k−2) + (k − 1)[g1, Tk−1] = 0.
Observe that the first term on the left hand side lies in Ker adTk−1 = hk−2, while
the second term is contained in Im adTk−1 = h
′
k−2. Since we have a decomposition
g = hk−2 ⊕ h
′
k−2,
we see that the both terms are zero; hence Tk−2 = T
′
k−2 and g1 ∈ hk−2. If k > 3,
look at (4) for i = k− 3 and use the decomposition g = hk−3⊕ h
′
k−3⊕ h
′
k−2; then
we obtain Tk−3 = T
′
k−3, g1 ∈ hk−3 and g2 ∈ hk−2. Iterating this argument, we
finally obtain
T = T ′, gi ∈ hi (i = 1, 2, . . . , k − 2).
Now look at (5); the left hand side is contained in h = h0 and each [gj , Tj] on
the right hand side is contained in h′j−1. Using the decomposition
g = h0 ⊕
k−2⊕
i=0
h′i,
we obtain gi ∈ hi−1 (i = 1, . . . , k − 2) and L = L
′. 
Remark 2.10. The above in particular shows that the irregular type of any
compatibly framed meromorphic connection is unique at each pole.
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Proof of Proposition 2.8. Take a local coordinate z vanishing at t. Then Corol-
lary 4.3 provides a desired b̂. The rest assertion follows from Lemma 2.9. 
Corollary 2.11. For any (a, A) ∈ O˜, there exists a unique L ∈ h∗ such that
Ad∗ba(A) = dT + L ∈ g
∗
k
for some b ∈ Bk.
We define a map µH : O˜ → h
∗ by µH(a, A) = −L, where L ∈ h
∗ is given above.
Proposition 2.12 (cf. [3, Lemma 2.3]). (i) The map µH is a moment map for
the H-action on O˜.
(ii) For L ∈ h∗, the symplectic quotient O˜//O(−L)H of O˜ along the coadjoint
orbit O(−L) through −L by the H-action is naturally isomorphic to the Gk-
coadjoint orbit O through dT + L.
Proof. (i) Define an injective map ι : Gk × h
∗ → µ−1(0) ⊂ T ∗Gk ×OB by
ι(g, R) = (g,Ad∗g−1(dT +R), dT ).
Then Corollary 2.11 implies that the composite χ ◦ ι : Gk × h
∗ → O˜, where χ is
defined in (3), is surjective. Let pr : µ−1(0)→ T ∗Gk be the first projection. Since
the OB-component of ι is constant, the pull-back of the symplectic structure on
T ∗Gk along pr ◦ι coincides with the pull-back of the symplectic structure on O˜
along χ ◦ ι. Let H act on T ∗Gk by the standard action coming from the left
multiplication, on OB by conjugation and on Gk × h
∗ by h · (g, R) = (hg,R).
Then µ−1(0) is H-invariant and χ, ι, pr are all H-equivariant. A moment map
on T ∗Gk is given by
ν : T ∗Gk → h
∗; (g, A) 7→ −δ(πres(Ad
∗
g A)),
where δ : g∗ → h∗ is the projection. The statement now follows from the fact
that the pull-back of ν along pr ◦ι is the pull-back of µH along χ ◦ ι.
(ii) We have a Gk-action on O˜ given by g · (a, A) = (ag(t)
−1,Ad∗g(A)). This
action clearly commutes with the H-action and the second projection (a, A) 7→
A ∈ g∗k gives a moment map. Therefore it is sufficient to check that each fiber
of the projection
µ−1H (−L)→ O; (a, A) 7→ A
is exactly a single orbit of the stabilizer StabH(L) ⊂ H of L. So assume
(a, A), (a′, A) ∈ µ−1H (−L). Then there exist b, b
′ ∈ Bk such that
Ad∗ba(A) = Ad
∗
b′a′(A) = dT + L ∈ g
∗
k.
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Letting g = b′a′a−1b−1 ∈ Gk, we then obtain
Ad∗g(dT + L) = dT + L ∈ g
∗
k.
Lemma 2.9 shows a′a−1 = g(t) ∈ StabH(L). 
Remark 2.13. The above dT +L for each L ∈ h is what we call a normal form
in Introduction.
Corollary 2.14. Let T, O˜ be as in Proposition 2.7. Set
Ht = { h ∈ G | Adh Tt = Tt }, ht = LieHt (t ∈ D)
and H =
∏
t∈D Ht. Take arbitrary L = (Lt)t∈D ∈
⊕
t∈D h
∗
t and for t ∈ D, let Ot
be the Gkt-coadjoint orbit through dTt + Lt ∈ g
∗
kt
(where kt is the pole order of
dTt when Tt 6= 0 and kt = 1 otherwise). Then there exists a canonical bijection
M˜∗(T)//O(−L)H ≃ O//G
between the symplectic quotient of M˜∗(T) along the H-coadjoint orbit O(−L)
through −L by the H-action and that of the product O :=
∏
t∈D Ot by the G-
action.
Note that the above O//G may be singular. The following immediately follows
from the arguments in the proof of Proposition 2.7 and the above corollary:
Corollary 2.15 (cf. [3, Proposition 2.1]). Let T, L, O be as above. LetM∗(T,L)
be the set of isomorphism classes of meromorphic connections A ∈ g⊗C Ω
1(∗D)
on the trivial principal G-bundle P1 × G such that for each t ∈ D there exists
g ∈ G(Ot) satisfying
g[A]− dTt − Lt ∈ g⊗C Ω
1
t .
Then there exists a canonical bijection between M∗(T,L) and the symplectic
quotient O//G.
3. Structure of (extended) moduli spaces
Throughout this section we assume G = GL(n,C).
3.1. Quivers and quiver varieties. Recall that a (finite) quiver is a quadruple
Q = (Qv,Qa, s, t) consisting of two finite sets Qv,Qa (the vertices and arrows) and
two maps s, t : Qa → Qv (the source and target maps). A representation (over
C) of Q is a pair (V, ρ) consisting of a collection V = (Vi)i∈Qv of C-vector spaces
and a collection ρ = (ρα)α∈Qa of linear maps ρα : Vs(α) → Vt(α). A morphism
ϕ : (V, ρ) → (V ′, ρ′) between two representations is a collection ϕ = (ϕi)i∈Qv
of linear maps ϕi : Vi → V
′
i such that ϕt(α) ◦ ρα = ρα ◦ ϕs(α) for all α ∈ Q
a.
Representations of Q form an abelian category.
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Let V = (Vi)i∈Qv be a non-zero collection of finite-dimensional C-vector spaces.
We define
RepQ(V ) =
⊕
α∈Qa
Hom(Vs(α), Vt(α)),
which is the space of representations (V, ρ) with fixed V . The group GV :=∏
i∈Qv GL(Vi) acts on it as
g = (gi)i∈Qv : ρ 7→ ρ
′, ρ′α = gt(α) ◦ ρα ◦ g
−1
s(α).
Let Qa = {α | α ∈ Qa } be a copy of Qa and define s, t : Qa → Qv by s(α) = t(α),
t(α) = s(α). Set Q = (Qv,Qa, s, t), which is the quiver obtained from Q by
reversing the orientation of each arrow. Then the representation space
RepQ(V ) =
⊕
α∈Qa
Hom(Vs(α), Vt(α)) =
⊕
α∈Qa
Hom(Vt(α), Vs(α))
is dual to the vector space RepQ(V ) via the trace pairing, and the representation
space of the double
Q̂ = (Qv, Q̂a, s, t), Q̂a := Qa ⊔ Qa
of Q may be identified with the cotangent bundle of RepQ(V ):
Rep
Q̂
(V ) = RepQ(V )⊕ RepQ(V ) ≃ RepQ(V )⊕ RepQ(V )
∗ ≃ T ∗RepQ(V ).
The group GV naturally acts on it and preserves the canonical symplectic form
ω =
∑
α∈Qa
tr dΞα ∧ dΞα,
where Ξα : RepQ̂(V ) → Hom(Vs(α), Vt(α)), Ξ 7→ Ξα denotes the projection. Ex-
tend the map Qa → Qa, α 7→ α to an involution of Q̂a and define ǫ : Q̂a → {±1}
by ǫ(Qa) = 1 and ǫ(Qa) = −1. Then ω is also expressed as
ω =
1
2
∑
α∈Q̂a
ǫ(α) tr dΞα ∧ dΞα.
Let gV =
⊕
i∈Qv gl(Vi) be the Lie algebra of GV . A moment map on RepQ̂(V )
for the GV -action is given by
µ = (µi)i∈Qv : RepQ̂(V )→ gV , µi(Ξ) :=
∑
α∈Q̂a;t(α)=i
ǫ(α)ΞαΞα,
where we identify g∗V with gV using the trace.
Definition 3.1. For Ξ ∈ Rep
Q̂
(V ), a collection W = (Wi)i∈Qv of subspaces
Wi ⊂ Vi is called a Ξ-invariant subspace if Ξα(Ws(α)) ⊂Wt(α) for all α ∈ Q̂
a.
A point Ξ ∈ Rep
Q̂
(V ) is stable if the representation (V,Ξ) of Q̂ is irreducible,
i.e., there exist no Ξ-invariant subspaces except the trivial ones 0, V .
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See [15] for the fact that the above stability is one of Mumford’s stability
conditions [16]; therefore the stable points form a GV -invariant Zariski open
subset of Rep
Q̂
(V ) on which the quotient group GV /C
× acts freely and properly
(note that the subgroup C× ⊂ GV acts trivially on RepQ̂(V )).
Definition 3.2. For ζ = (ζi)i∈Qv ∈ C
Qv , set ζV = (ζi1Vi)i∈Qv ∈ g
GV
V and define
MsQ(V, ζ) = {Ξ ∈ µ
−1(ζV ) | Ξ is stable }/GV ,
which we call the quiver variety.
By the definition MsQ(V, ζ) is a complex symplectic manifold (if non-empty).
We also denote it by MsQ(v, ζ), where v = (vi)i∈Qv ∈ Z
Qv
≥0, vi := dim Vi is the
dimension vector of V .
Remark 3.3. (i) If µ−1(ζV ) is non-empty, then ζ must satisfy
ζ · v :=
∑
i∈Qv
ζivi = 0.
Indeed, for Ξ ∈ µ−1(ζV ), we have
ζ · v =
∑
i∈Qv
trµi(Ξ) =
∑
α∈Q̂a
ǫ(α) tr ΞαΞα =
∑
α∈Q̂a
ǫ(α) tr ΞαΞα
= −
∑
α∈Q̂a
ǫ(α) tr ΞαΞα,
and hence ζ · v = 0.
(ii) If MsQ(v, ζ) is non-empty, then the dimension formula for symplectic quo-
tients shows
dimMsQ(v, ζ) = 2∆(v), ∆(v) :=
∑
α∈Qa
vs(α)vt(α) −
∑
i∈Qv
v2i + 1.
3.2. Triangular decomposition of Bk-coadjoint orbits. Fix a non-zero ir-
regular type T ∈ t(K̂t)/t(Ôt) at some t ∈ P
1 and let k > 1 be the pole order of
dT . In this subsection we give a “triangular decomposition” of the Bk-coadjoint
orbit OB through dT , which enables us to describe OB as the representation
space of the double of some quiver.
Take a local coordinate z vanishing at t and write
T (z) =
k−1∑
i=1
Tiz
−i, dT =
k−1∑
i=1
(dT )iz
−i−1dz, (dT )i = −iTi ∈ t.
For i = 0, 1, . . . , k − 2, let Ji be the set of simultaneous eigenspaces of (Ti+1,
Ti+2, . . . , Tk−1) and C
n =
⊕
p∈Ji
V
(i)
p the associated decomposition. For each i
14 KAZUKI HIROE AND DAISUKE YAMAKAWA
and j ≤ i, we have a natural surjection πi : Jj → Ji such that V
(j)
p ⊂ V
(i)
pii(p)
for
p ∈ Jj.
Fix a total ordering on Ji for each i such that
i < k − 2, p, q ∈ Ji, πi+1(p) < πi+1(q) =⇒ p < q.
Each decomposition Cn =
⊕
p∈Ji
V
(i)
p induces a block decomposition of Matn(C).
Let p+i (resp. p
−
i ) ⊂ Matn(C) be the subset of block upper (resp. lower) triangular
matrices; explicitly,
p+i =
⊕
p,q∈Ji
p≥q
Hom(V (i)p , V
(i)
q ), p
−
i =
⊕
p,q∈Ji
p≤q
Hom(V (i)p , V
(i)
q ).
We have a decomposition p±i = hi ⊕ u
±
i , where
hi =
⊕
p∈Ji
End(V (i)p ) =
k−1⋂
j=i+1
Ker adTj , u
±
i =
⊕
p,q∈Ji
p≷q
Hom(V (i)p , V
(i)
q ).
Note that the property of our total orderings implies
p±i+1 = p
±
i ⊕ (hi+1 ∩ u
∓
i ), u
±
i = u
±
i+1 ⊕ (hi+1 ∩ u
±
i ),
u±i ∩Ker adTi+1 ⊂ u
±
i+1.
For convenience we use the convention p±k−1 = hk−1 = g, u
±
k−1 = 0. The following
lemma immediately follows from the arguments in the proof of Lemma 2.9.
Lemma 3.4. An element b(z) =
∑k−1
i=0 biz
i of Bk stabilizes dT if and only if
bi ∈ hi for all i = 1, 2, . . . , k − 1.
Set
P± =
{
b(z) =
k−1∑
i=0
biz
i ∈ Bk
∣∣∣∣∣ bi ∈ p±i (i = 1, 2, . . . , k − 1)
}
.
These are Lie subgroups of Bk since pi ⊂ pi+1. Let P± be their Lie algebras.
The pairing on bk ⊗ b
∗
k enables us to identify the duals of P± with
P∗± :=
{
X(z) =
k−1∑
i=1
Xiz
−i−1dz ∈ b∗k
∣∣∣∣∣Xi ∈ p∓i (i = 1, 2, . . . , k − 1)
}
.
Similarly, set
U± =
{
b(z) =
k−1∑
i=0
biz
i ∈ Bk
∣∣∣∣∣ bi ∈ u±i (i = 1, 2, . . . , k − 1)
}
.
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Note that these are not Lie subgroups of Bk. Let U± = T1U± be the tangent
spaces at the identity, whose duals are identified with
U∗± :=
{
X(z) =
k−1∑
i=1
Xiz
−i−1dz ∈ b∗k
∣∣∣∣∣Xi ∈ u∓i (i = 1, 2, . . . , k − 1)
}
.
Lemma 3.5. For any b ∈ Bk, there uniquely exist b− ∈ U− and b+ ∈ P+ such
that b = b−b+.
Proof. Write
b =
k−1∑
i=0
biz
i, b± =
k−1∑
i=0
b±i z
i, b0 = b
±
0 = 1Cn .
In terms of the coefficients bi, b
±
i , the relation b = b−b+ is expressed as
b−i + b
+
i = bi −
i−1∑
j=1
b−j b
+
i−j (i = 1, 2, . . . , k − 1).
The above inductively defines b−i ∈ u
−
i , b
+
i ∈ p
+
i since g = u
−
i ⊕ p
+
i . 
For B ∈ OB, take b ∈ Bk such that B = Ad
∗
b(dT ) and decompose b = b−b+
as above. Note that b− does not depend on the choice of b as the stabilizer of
dT is contained in P+. Set B
′ = (b−1− B)|b∗k (which is the z
−1g[z−1]dz-part of the
product b−1− B) and
Q = b− − 1Cn ∈ U−, P = B
′|U∗− ∈ U
∗
−.
Theorem 3.6. The map
OB → U− × U
∗
−; B 7→ (Q,P )
is a symplectomorphism from OB onto the space U− × U
∗
− equipped with the
symplectic form resz=0 tr dQ ∧ dP .
To prove it we need two lemmas.
Lemma 3.7. For any (Q,P ) ∈ U−×U
∗
−, there exists a unique B
′ ∈ b∗k such that
B′|U∗− = P and B
′(1Cn +Q)− dT ∈ U
∗
−.
Proof. Write
Q =
k−1∑
i=1
Qiz
i, P =
k−1∑
i=1
Piz
−i−1dz, B′ =
k−1∑
i=1
B′iz
−i−1dz.
Conditions B′|U∗− = P and B
′(1Cn +Q)− dT ∈ U
∗
− are then expressed as
B′k−i|u+
k−i
= Pk−i, B
′
k−i|p−
k−i
= (dT )k−i−
i−1∑
j=1
B′k−jQi−j |p−
k−i
(i = 1, 2, . . . , k−1).
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Since g = u+k−i ⊕ p
−
k−i, the above inductively defines B
′
k−i. 
Lemma 3.8. The P+-orbit through dT coincides with the subset dT +U
∗
− ⊂ b
∗
k.
Proof. For B =
∑k−1
i=1 Biz
−i−1dz ∈ b∗k and b =
∑k−1
i=0 biz
i ∈ P+, the relation
B = Ad∗b(dT ) is equivalent to
Bk−i − (dT )k−i +
i−1∑
j=1
(Bk−jbi−j − bi−j(dT )k−j) = 0 (i = 1, 2, . . . , k − 1).
In terms of Xi := Bi − (dT )i (i = 1, 2, . . . , k − 1), the above is expressed as
Xk−i =
i−1∑
j=1
([bi−j , (dT )k−j]−Xk−jbi−j) (i = 1, 2, . . . , k − 1).(6)
Now assume (6). Then Xk−1 = 0 ∈ u
+
k−1, and furthermore we have
[p+i−j , (dT )k−j] ⊂ [p
+
k−1−j, (dT )k−j] ⊂ u
+
k−j−1 ⊂ u
+
k−i,
u+k−j · p
+
i−j ⊂ u
+
k−j · p
+
k−j ⊂ u
+
k−j ⊂ u
+
k−i
(7)
for j < i < k. Therefore (6) inductively shows Xk−i ∈ u
+
k−i for all i. Hence
B − dT ∈ U∗−.
Conversely, assume B − dT ∈ U∗−. To find b ∈ P+ satisfying (6), we first
project (6) to u+k−i ⊖ u
+
k−i+1 = hk−i+1 ∩ u
+
k−i for i ≥ 2. By (7), we then obtain
Xk−i|u+
k−i
⊖u+
k−i+1
=
i−1∑
j=1
([bi−j , (dT )k−j]−Xk−jbi−j)|u+
k−i
⊖u+
k−i+1
= [b1, (dT )k−i+1]|u+
k−i
⊖u+
k−i+1
(i = 2, . . . , k − 1).
Note that [b1, (dT )k−i+1]|u+
k−i
⊖u+
k−i+1
depends only on the u+k−i⊖u
+
k−i+1-component
of b1 since
p+1 ⊖ u
+
k−i ⊂ Ker adTk−i+1, [u
+
k−i+1, (dT )k−i+1] ⊂ u
+
k−i+1.
By u+k−i ∩ Ker adTk−i+1 ⊂ u
+
k−i+1, we have u
+
k−i ⊖ u
+
k−i+1 ⊂ Im adTk−i+1 . Hence
there exists a unique b1 ∈ u1 such that b1|u+
k−i
⊖u+
k−i+1
satisfies the above equality
for i = 2, . . . , k − 1.
Next, we project (6) to u+k−i+1 ⊖ u
+
k−i+2 for i ≥ 3. By (7), we then obtain
Xk−i|u+
k−i+1⊖u
+
k−i+2
=
i−1∑
j=1
([bi−j , (dT )k−j]−Xk−jbi−j)|u+
k−i+1⊖u
+
k−i+2
= ([b1, (dT )k−i+1]−Xk−i+1b1 + [b2, (dT )k−i+2])|u+
k−i+1⊖u
+
k−i+2
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for i = 3, . . . , k − 1. Note that [b2, (dT )k−i+2]|u+
k−i+1⊖u
+
k−i+2
depends only on the
u+k−i+1 ⊖ u
+
k−i+2-component of b2 since
p+2 ⊖ u
+
k−i+1 ⊂ Ker adTk−i+2, [u
+
k−i+2, (dT )k−i+2] ⊂ u
+
k−i+2.
We have u+k−i+1⊖u
+
k−i+2 ⊂ Im adTk−i+2. Hence there exists a unique b2 ∈ u
+
2 such
that b2|u+
k−i+1⊖u
+
k−i+2
satisfies the above equality for i = 3, . . . , k − 1.
Repeating this argument, we see that (6) uniquely determines bi ∈ u
∗
i , i =
1, 2, . . . , k− 2, which shows the existence (and uniqueness) of b ∈ U+ ⊂ P+. 
Proof of Theorem 3.6. Lemmas 3.7 and 3.8 imply that the map B 7→ (Q,P ) is
bijective (note that B is uniquely determined from Q and B′). We show that
it is also symplectic. Let B = Ad∗b(dT ) ∈ OB. Decompose b = b−b+ as in
Lemma 3.5 and let B+ = Ad
∗
b+
(dT ). For i = 1, 2, let vi ∈ TBOB and (ξi, ηi)
the corresponding tangent vector at (Q,P ) ∈ U− × U
∗
−. Take Xi ∈ bk such that
[Xi, B] = vi. By differentiating b = b−b+, we find ξ
′
i ∈ P+ such that
Xi = (ξi + b−ξ
′
i)b
−1
− .
Now we calculate the symplectic form evaluated at v1, v2:
ωB(v1, v2) = res
z=0
tr(B[X1, X2])
= res
z=0
tr(B[(ξ1 + b−ξ
′
1)b
−1
− , (ξ2 + b−ξ
′
2)b
−1
− ])
= res
z=0
tr(B[ξ1b
−1
− , ξ2b
−1
− ]) + res
z=0
tr(B[b−ξ
′
1b
−1
− , b−ξ
′
2b
−1
− ])
+ res
z=0
tr(B[ξ1b
−1
− , b−ξ
′
2b
−1
− ]) + res
z=0
tr(B[b−ξ
′
1b
−1
− , ξ2b
−1
− ]).
(8)
Lemma 3.8 implies B+− dT ∈ U
∗
−; thus the second term in the most right hand
side of (8) is simplified as follows:
res
z=0
tr(B[b−ξ
′
1b
−1
− , b−ξ
′
2b
−1
− ]) = res
z=0
tr(B+[ξ
′
1, ξ
′
2]) = res
z=0
tr(dT [ξ′1, ξ
′
2]).
Since the coefficient of [dT, ξ′1] in z
−i−1dz (i ≥ 1) is contained in
k−i−1∑
j=1
[(dT )i+j, p
+
j ] ⊂
k−i−1∑
j=1
[(dT )i+j, p
+
i+j−1] =
k−i−1∑
j=1
[(dT )i+j, u
+
i+j−1]
⊂
k−i−1∑
j=1
u+i+j−1 ⊂ u
+
i ,
we find [dT, ξ′1] ∈ U
∗
− and thus
res
z=0
tr(dT [ξ′1, ξ
′
2]) = res
z=0
tr([dT, ξ′1]ξ
′
2]) = 0.
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Next, look at the third term in the most right hand side of (8):
res
z=0
tr(B[ξ1b
−1
− , b−ξ
′
2b
−1
− ]) = res
z=0
tr(B+[b
−1
− ξ1, ξ
′
2])
= res
z=0
tr([ξ′2, B+]b
−1
− ξ1).
Differentiating the relation P = b−1− B|U∗− yields
[ξ′i, B+]b
−1
− |U∗− = ηi + b
−1
− Bξib
−1
− |U∗−.
Hence the third term is expressed as
res
z=0
tr([ξ′2, B+]b
−1
− ξ1) = res
z=0
tr(η2ξ1) + res
z=0
tr(Bξ2b
−1
− ξ1b
−1
− ).
Similarly, the fourth term is
res
z=0
tr(B[b−ξ
′
1b
−1
− , ξ2b
−1
− ]) = − res
z=0
tr(η1ξ2)− res
z=0
tr(Bξ1b
−1
− ξ2b
−1
− ).
Thus we obtain
ωB(v1, v2) = res
z=0
tr(B[ξ1b
−1
− , ξ2b
−1
− ]) + res
z=0
tr(η2ξ1) + res
z=0
tr(Bξ2b
−1
− ξ1b
−1
− )
− res
z=0
tr(η1ξ2)− res
z=0
tr(Bξ1b
−1
− ξ2b
−1
− )
= res
z=0
tr(ξ1η2 − ξ2η1),
which shows ω = resz=0 tr dQ ∧ dP . 
3.3. Quiver description of Bk-coadjoint orbits. Using Theorem 3.6, we will
describe OB as the representation space of the double of the following quiver Q.
Let Qv be the set of simultaneous eigenspaces for coefficients (T1, T2, . . . , Tk−1) of
T and V = (Vp)p∈Qv the collection of the corresponding simultaneous eigenspaces:
Qv = J0, Vp = V
(0)
p (p ∈ Q
v).
We have a natural surjection πi : Q
v → Ji for i = 0, 1, . . . , k − 2. For each
p, q ∈ Qv with p < q, draw mp,q arrows from p to q, where
mp,q := max{ i | πi(p) < πi(q) } ∈ {0, 1, . . . , k − 2}.
Note that if we write
T (z) =
⊕
p∈Qv
(
tp(z) 1Vp
)
, tp(z) ∈ z
−1
C[z−1],
then mp,q = deg1/z(tp(z)− tq(z))− 1 (each tp is called an eigenvalue of T ).
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Let Q be the resulting quiver and label the arrows from p to q as αqp;i, i =
1, 2, . . . , mp,q. Then GV = H and
U− =
k−1⊕
i=1
u−i z
i =
k−1⊕
i=1
⊕
p,q∈Ji
p<q
Hom(V (i)p , V
(i)
q )z
i
=
k−1⊕
i=1
⊕
p,q∈J0
pii(p)<pii(q)
Hom(Vp, Vq)z
i ≃ RepQ(V ),
(9)
where the last isomorphism sends the factor Hom(Vp, Vq)z
i to the set of linear
maps associated to the arrow αqp;i. Therefore Theorem 3.6 implies the following:
Corollary 3.9. The map given in (9) induces a GV -equivariant symplectic iso-
morphism between the Bk-coadjoint orbit OB and RepQ̂(V ).
Example 3.10. Here we show some examples of the quiver Q defined above.
For simplicity assume that t is the standard maximal torus.
i) When k ≤ 3, many examples of Q are given in [4]. In this case the degree
in 1/z of the difference tp(z) − tq(z) of each two distinct eigenvalues of T is at
most 2. Hence the underlying graph of Q is always simply-laced.
ii) When k = 4, vertices of Q may be joined by double arrows. In the simplest
case where n = 2 and T (z) =
∑3
i=1 Tiz
−i, T3 =
(
a 0
0 b
)
, a 6= b, the quiver Q is
given as follows.
 '!&"%#$  '!&"%#$// //
iii) Finally we show an example for the case k = 5, where vertices of Q may be
joined by triple arrows. Consider an irregular type T =
∑4
i=1 Tiz
−i with n = 4
of the form
T4 = diag (a
(4)
1 , a
(4)
2 , a
(4)
2 , a
(4)
2 ), T3 = diag (∗, a
(3)
1 , a
(3)
2 , a
(3)
2 ),
T2 = diag (∗, ∗, a
(2)
1 , a
(2)
2 ), T1 = diag (∗, ∗, ∗, ∗),
where a
(i)
1 6= a
(i)
2 . The associated quiver Q is then given as follows.
8?9>:=;< 8?9>:=;<
8?9>:=;<
8?9>:=;<
//
////
FF✌✌✌✌✌✌✌✌✌✌✌✌✌✌✌✌✌
FF✌✌✌✌✌✌✌✌✌✌✌✌✌✌✌✌✌
FF✌✌✌✌✌✌✌✌✌✌✌✌✌✌✌✌✌
88qqqqqqqq
88qqqqqqqq
88qqqqqqqq &&▼
▼▼
▼▼
▼▼
▼
&&▼
▼▼
▼▼
▼▼
▼
OO OO XX✶✶✶✶✶✶✶✶✶✶✶✶✶✶✶✶✶
20 KAZUKI HIROE AND DAISUKE YAMAKAWA
The rest of this subsection is devoted to prove the following lemma, which will
be used in the next subsection.
Lemma 3.11. Let B =
∑k−1
i=1 Biz
−i−1dz ∈ OB and Ξ ∈ RepQ̂(V ) the corre-
sponding element under the above isomorphism.
(i) For any Ξ-invariant subspace W = (Wp)p∈J0 of V , the direct sum S :=⊕
pWp ⊂ C
n is invariant under all Bi.
(ii) Any subspace S ⊂ Cn invariant under all Bi is homogeneous with respect to
the decomposition Cn =
⊕
p∈J0
Vp and the collection W = (Wp)p∈J0, Wp := S∩Vp
is a Ξ-invariant subspace of V .
The proof of it needs two sublemmas.
Lemma 3.12. Let B =
∑k−1
j=1 Bjz
−j−1dz ∈ OB and assume that for some i =
1, 2 . . . , k,
Bk−j ∈ hk−j (j ≤ i).
Then Bk−j = (dT )k−j for j ≤ i.
Proof. Take b =
∑k−1
j=0 bjz
j ∈ Bk so that B = Ad
∗
b(dT ). Then
Bk−j − (dT )k−j =
j−1∑
l=1
bl(dT )k−j+l −
j−1∑
l=1
Bk−j+lbl.
First, the equality for j = 2 reads Bk−2 − (dT )k−2 = [b1, (dT )k−1]. Since the
left hand side is contained in hk−2 while the right hand side is in Im ad(dT )k−1 =
g ⊖ hk−2, we see that both sides must be zero. Hence Bk−2 = (dT )k−2 and
b1 ∈ hk−2. If i = 2 we are done; so assume i > 2 and look at the equality for
j = 3:
Bk−3 − (dT )k−3 = [b1, (dT )k−2] + [b2, (dT )k−1].
Since Bk−3 − (dT )k−3 ∈ hk−3, [b1, (dT )k−2] ∈ hk−2 ⊖ hk−3 and [b2, (dT )k−1] ∈
g ⊖ hk−2, we see that all the terms must be zero and hence Bk−3 = (dT )k−3,
b1 ∈ hk−3, b2 ∈ hk−2. Repeating this argument, we finally obtain Bk−i = (dT )k−i
(and bl ∈ hk−i+l−1 for l < i). 
Lemma 3.13. Let B =
∑k−1
j=1 Bjz
−j−1dz ∈ OB. Then there exists a unique tuple
(b(1), b(2), . . . , b(k−2)) of elements of Bk satisfying the following conditions:
(i) Each b(i) has the form
b(i)(z) = exp(zk−1X
(i)
k−1) exp(z
k−2X
(i)
k−2) · · · exp(zX
(i)
1 ), X
(i)
j ∈ hk−i ⊖ hk−i−1.
(ii) Define B(i) =
∑k−1
j=1 B
(i)
j z
−j−1dz ∈ OB, i = 0, 1, . . . , k − 2 inductively by
B(0) = B, B(i) = Ad∗b(i)(B
(i−1)).
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Then B
(i)
j ∈ hk−i−1 for all i, j and B
(i)
k−j = (dT )k−j for j ≤ i+ 1.
Proof. By [2, Proposition 9.3.2] (see Proposition 4.1), we see that there exists a
unique b(1) ∈ Bk of the form
b(1)(z) = exp(zk−1X
(1)
k−1) exp(z
k−2X
(1)
k−2) · · · exp(zX
(1)
1 ), X
(1)
j ∈ g⊖ hk−2
such that B
(1)
k−1 = Bk−1 = (dT )k−1 and B
(1)
j ∈ hk−2 for all j. Since B
(1) ∈ OB,
the previous lemma shows B
(1)
k−2 = (dT )k−2.
Now assume i > 1 and the unique existence of b(l), l = 1, 2, . . . , i − 1 of
the required form satisfying that B
(l)
j ∈ hk−i−1 for all l < i and j, and that
B
(l)
k−j = (dT )k−j for j ≤ l + 1 ≤ i. Then set
B′ = B(i−1) −
i−1∑
j=1
B
(i−1)
k−j z
j−k−1dz = B(i−1) −
i−1∑
j=1
(dT )k−jz
j−k−1dz ∈ b∗k,
which is expressed as B′ =
∑k−i
j=1B
′
jz
−j−1dz with B′k−i = (dT )k−i and B
′
j ∈ hk−i
for all j. Therefore [2, Proposition 9.3.2] with G = Hk−i := exp(hk−i) shows
that there exists a unique b(i) ∈ Bk of the required form such that
Ad∗b(i)(B
′) =
k−i∑
j=1
B′′j z
−j−1dz, B′′k−i = (dT )k−i, B
′′
j ∈ hk−i−1.
Since B(i) = Ad∗b(i)(B
′) +
∑i−1
j=1(dT )k−jz
j−k−1dz and hence B
(i)
j ∈ hk−i−1 for all
j, the previous lemma shows B
(i)
k−i−1 = (dT )k−i−1. The proof is completed. 
Proof of Lemma 3.11. We first show that any subspace S ⊂ Cn invariant under
all Bl is homogeneous with respect to the decomposition C
n =
⊕
p∈J0
Vp. Let
b(i), X
(i)
l , B
(i) =
∑k−1
l=1 B
(i)
l z
−l−1dz be as in the previous lemma. We claim that S
is invariant under B
(i)
l for all i, l, which implies the desired homogeneity of S, and
prove it by the induction on i. The case i = 0 is clear; so assume i > 0 and that
S is invariant under B
(l)
j for all l < i and j. Define B
(i,j) =
∑k−1
l=1 B
(i,j)
l z
−l−1dz ∈
OB, j = 0, 1, . . . , k − 1 inductively by
B(i,0) = B(i−1), B(i,j) = Ad∗
exp(zjX
(i)
j )
(B(i,j−1)).
Note that each X
(i)
j commutes with B
(i−1)
k−l = (dT )k−l, l < i as it is contained in
hk−i. Hence
B
(i,j)
k−l = B
(i,j−1)
k−l (l < i+ j), B
(i,j)
k−j−i = B
(i,j−1)
k−j−i + [X
(i)
j , B
(i,j−1)
k−i ],
which in particular implies
B
(i)
k−l =
B
(i−1)
k−l (l ≤ i),
B
(i,l−i)
k−l (l > i).
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We show that S is invariant under B
(i,j)
l for all l by induction on j. The case
j = 0 is clear. Assume j > 0 and that S is invariant under B
(i,j′)
l for all j
′ < j and
l. Then S is invariant under B
(i,j)
k−l for l < i + j. Also, because [X
(i)
j , B
(i,j−1)
k−i ] =
[X
(i)
j , (dT )k−i] ∈ hk−i⊖hk−i−1, the above expression forB
(i,j)
k−j−i = B
(i)
k−j−i ∈ hk−i−1
implies
B
(i,j)
k−j−i = B
(i,j−1)
k−j−i |hk−i−1, [X
(i)
j , (dT )k−i] = −B
(i,j−1)
k−j−i |hk−i⊖hk−i−1.
Since S is invariant under (dT )k−l = B
(i−1)
k−l for l ≤ i and ad(dT )k−i acts as a
nonzero scalar on each direct summand Hom(V
(k−i−1)
p , V
(k−i−1)
q ) of hk−i⊖hk−i−1,
we see from the above equalities that S is invariant under both B
(i,j)
k−j−i and X
(i)
j ,
and hence under B
(i,j)
l for all l.
Now we have a one-to-one correspondence between the collectionsW = (Wp)p∈J0
of subspaces Wp ⊂ Vp and the subspaces S ⊂ C
n homogeneous with respect to
the decomposition Cn =
⊕
p∈J0
Vp:
W 7→ S :=
⊕
p∈J0
Wp, S 7→ W = (Wp)p∈J0, Wp := S ∩ Vp.
We next show that under this correspondence, W is Ξ-invariant if and only if S
is invariant under all Bi. For given W , take a subspace W
′
p ⊂ Vp complimentary
to Wp for each p ∈ J0 and set S
′ =
⊕
pW
′
p. Define a one-parameter subgroup
τ : C× → H by
τ(u) =
[
u1S 0
0 1S′
]
: Cn = S ⊕ S ′ → S ⊕ S ′.
If we express each Ξα (α ∈ Q̂
a) as
Ξα =
[
Ξ11α Ξ
12
α
Ξ21α Ξ
22
α
]
: Vs(α) =Ws(α) ⊕W
′
s(α) →Wt(α) ⊕W
′
t(α) = Vt(α),
then the action by τ(u) transforms it to[
Ξ11α uΞ
12
α
u−1Ξ21α Ξ
22
α
]
.
Hence the limit limu→0 τ(u) · Ξ exists if and only if Ξ
21
α = 0 for all α, i.e., W is
Ξ-invariant. Similarly, if we express each Bi as
Bi =
[
B11i B
12
i
B21i B
22
i
]
: Cn = S ⊕ S ′ → S ⊕ S ′ = Cn,
then the limit limu→0 τ(u)Bτ(u)
−1 exists in OB (note that OB ⊂ b
∗
k is closed as
Bk is a unipotent algebraic group; see [23, Theorem 2]) if and only if B
21
i = 0
for all i, i.e., S is invariant under all Bi.
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Since the map OB ≃ RepQ̂(V ), B 7→ Ξ is an H-equivariant homeomorphism,
the existence of limu→0 τ(u) · Ξ is equivalent to that of limu→0 τ(u)Bτ(u)
−1; we
are done. 
3.4. Moduli spaces and quivers. As in Corollary 2.14, let T = (Tt)t∈D be a
collection of irregular types and set
Ht = { h ∈ G | hTth
−1 = Tt }, ht = LieHt (t ∈ D), H =
∏
t∈D
Ht.
Assume that Dirr := { t ∈ D | Tt 6= 0 } is non-empty as the empty case is not
interesting. For each t ∈ Dirr, let Qt, Vt be the quiver and collection of vector
spaces associated to Tt (so GVt = Ht). Take a base point ∞ ∈ Dirr and set
D0 = D \ {∞}.
Corollary 3.14. The extended moduli space M˜∗(T) is H-equivariantly symplec-
tomorphic to the product ∏
t∈D0
T ∗G×
∏
t∈Dirr
Rep
Q̂t
(Vt).
Here H∞ acts on each copy of T
∗G as the standard action coming from the right
multiplication and on Rep
Q̂∞
(V∞) in the obvious way, while for t ∈ D0, the group
Ht acts on the t-th copy of T
∗G as the action coming from the left multiplication
and on Rep
Q̂t
(Vt) (if t ∈ Dirr) in the obvious way.
Proof. Recall that if M is a complex symplectic manifold on which G acts in
a Hamiltonian fashion with a moment map µ : M → g, then the symplectic
quotient of the product T ∗G×M by the diagonal action of G (where the G-action
on T ∗G comes from the right multiplication) is canonically symplectomorphic to
M :
(T ∗G×M)//G ≃M ; [a, R, x] 7→ a · x.
Under this map, the G-action on M corresponds to the one on (T ∗G ×M)//G
defined by f · [a, R, x] = [fa, R, x].
Let k be the pole order of dT∞ and OB the Bk-coadjoint orbit through dT∞.
For t ∈ D, let O˜t be the extended orbit associated to Tt. Propositions 2.6 and
2.7 together with the above fact imply
M˜∗(T) ≃
(∏
t∈D
O˜t
)
//G ≃ OB ×
∏
t∈D0
O˜t.
Corollary 3.9 now shows the assertion. 
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In the rest of this section we assume Dirr = {∞}. In this case, the space
M˜∗(T) is H-equivariantly symplectomorphic to the product∏
t∈D0
T ∗G× Rep
Q̂∞
(V∞).
Hence the symplectic quotient M∗(T,L) of M˜∗(T) (see Corollary 2.15) by the
H-action along the coadjoint orbit through each −L = (−Lt)t∈D ∈
⊕
t∈D h
∗
t is
isomorphic to (∏
t∈D0
O(Lt)× RepQ̂∞(V∞)
)
//O(−L∞)H∞,
where O(±Lt) is theHt-coadjoint orbit through±Lt for t ∈ D (note thatHt = G
for t ∈ D0). By the shifting trick, we thus obtain
M∗(T,L) ≃
(
O(L∞)×
∏
t∈D0
O(Lt)× RepQ̂∞(V∞)
)
//H∞.
Denoting by Vp, p ∈ Q
v
∞ the simultaneous eigenspaces for the coefficients of
T∞(z), we can express O(L∞) as the product
∏
pOp(L∞), where Op(L∞) is
the GL(Vp)-coadjoint orbit through L∞|Vp. Now recall that coadjoint orbits of
general linear groups admit a sort of quiver description; see Section 4.2. This
fact leads to the definition of the following quiver Q.
For each t ∈ D0, fix a marking (λt,1, λt,2, . . . , λt,dt) of O(Lt), i.e., a tuple
satisfying
dt∏
i=1
(πres(Lt)− λt,i1Cn) = 0
(see Definition 4.4). Also for each p ∈ Qv∞, fix a marking (λp,1, λp,2, . . . , λp,dp) of
Op(L∞) ⊂ gl(Vp)
∗. Set
Qv = Qv∞ ⊔
⊔
t∈D0
{ [t, l] | l = 1, 2, . . . , dt − 1 } ⊔
⊔
p∈Qv∞
{ [p, l] | l = 1, 2, . . . , dp − 1 },
and draw one arrow from
– each [t, l] (l ≥ 2) to [t, l − 1],
– each [p, l] (l ≥ 2) to [p, l − 1],
– each [t, 1] to each p ∈ Qv∞,
– each [p, 1] to p.
Denote the set of these arrows by Qa0, and define
Qa = Qa∞ ⊔ Q
a
0.
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Define a collection ζ = (ζi)i∈Qv of complex numbers by
ζp = −λp,1 −
∑
t∈D0
λt,1 (p ∈ Q
v
∞),
ζ[t,l] = λt,l − λt,l+1, ζ[p,l] = λp,l − λp,l+1,
and a collection V = (Vi)i∈Qv of vector spaces as follows. For p ∈ Q
v
∞, let Vp be
the one used above. For t ∈ D0 and l = 1, 2, . . . , dt − 1, set
V[t,l] = Im
(
l∏
i=1
(πres(Lt)− λt,i1Cn)
)
,
and also, for p ∈ Qv∞ and l = 1, 2, . . . , dp − 1, set
V[p,l] = Im
(
l∏
i=1
(
πres(L∞)|Vp − λp,i1Vp
))
.
Applying Lemma 4.5 to O(Lt), Op(L∞), we then obtain an open embedding
ϕ : M∗(T,L) →֒ Rep
Q̂
(V )//ζVGV .
We will show that ϕ maps the subset M∗s(T,L) of M
∗(T,L) consisting of all
stable points in the following sense onto the quiver variety MsQ(V, ζ).
Definition 3.15. A meromorphic connection A ∈ g ⊗C Ω
1(∗D) on the trivial
vector bundle O⊕n is stable if it has no non-zero proper subspace S ⊂ Cn such
that A(S ⊗C O) ⊂ S ⊗C Ω
1(∗D).
Theorem 3.16. There exists a symplectomorphism M∗s(T,L) ≃M
s
Q(V, ζ).
Proof. For t ∈ D0 and p ∈ Q
v
∞, let αp,t be the arrow from [t, 1] to p. Then the
image of ϕ is exactly the set of GV -orbits [Ξ] in µ
−1(ζV ) such that
– Ker Ξα = 0 and ImΞα = Vs(α) for any α ∈ Q
a
0 \ {αp,t | p ∈ Q
v
∞, t ∈ D0 },
–
⋂
p∈Qv∞
Ker Ξαp,t = 0 and
∑
p∈Qv∞
ImΞαp,t = C
n for all t ∈ D0.
We will check that the map ϕ gives a symplectomorphism between the stable
parts. Let A be a meromorphic connection representing a point in M∗(T,L)
and [Ξ] = ϕ([A]). Take a standard coordinate z on the affine line P1 \ {∞}.
Then A is expressed as
A =
(
k−2∑
i=0
Aiz
i +
∑
t∈D0
Rt
z − z(t)
)
dz, Ai, Rt ∈ g.
Set B =
∑k−2
i=0 Aiz
idz ∈ b∗k. By the definition of ϕ, we may assume that B is
contained in the Bk-coadjoint orbit through dT∞ and each Rt is expressed as
Rt =
(
Ξαp,tΞαq,t
)
p,q
+ λt,11Cn .
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Now suppose that A is stable and letW = (Wi)i∈Qv be a Ξ-invariant subspace.
Then the above expression of Rt and Lemma 3.11 show that the direct sum
S :=
⊕
p∈Qv∞
Wp is invariant under all Ai and Rt. Therefore the stability of A
implies that S = 0 or S = Cn. If S = 0, the injectivity conditions for Ξα, α ∈ Q
a
0
immediately show that Wi = 0 for all i ∈ Q
v, and if S = Cn, the surjectivity
conditions for Ξα, α ∈ Q
a
0 show that Wi = Vi for all i ∈ Q
v. Hence Ξ is stable.
Conversely, suppose that Ξ is stable and let S ⊂ Cn be a subspace invariant un-
der all Ai and Rt. Note that it is then also invariant under res∞(A). Lemma 3.11
shows S =
∑
p∈Qv∞
(S ∩ Vp) and that the collection (Wp)p∈Qv∞ , Wp := S ∩ Vp is
invariant under (Ξα)α∈Qa∞ . Applying Lemma 4.5 to all Rt and the block com-
ponents res∞(A)|gl(Vp), we thus obtain a Ξ-invariant subspace W = (Wi)i∈Qv
containing (Wp)p∈Qv∞ as a subcollection. The stability of Ξ then implies W = 0
or W = V , and hence S = 0 or S = Cn. 
The above theorem enables us to apply Crawley-Boevey’s criterion [7] for
the non-emptiness of quiver varieties to the additive irregular Deligne-Simpson
problem and obtain the following result, generalizing [6, 9] (see [13] for the basic
terminology on the root systems attached to quivers):
Corollary 3.17. The space M∗s(T,L) ≃ M
s
Q(v, ζ) is non-empty if and only if
the following conditions hold:
(i) v ∈ ZQ
v
≥0 is a positive root,
(ii) ζ · v = 0,
(iii) any non-trivial decomposition v = w1 +w2 + · · ·+wl of v by positive
roots wj with ζ ·wj = 0 satisfies the inequality
∆(v) >
l∑
j=1
∆(wj).
4. Appendix
4.1. Formal reduction theory. In this subsection, we recall some basic facts
due to Babbitt-Varadarajan [2] on the formal reduction theory of meromorphic
connections. Let G be a complex reductive group and g its Lie algebra.
Proposition 4.1 ([2, Proposition 9.3.2]). Let A =
∑
i≥0Aiz
i−k dz ∈ g((z))dz
with k > 1, A0 6= 0. Suppose that A0 is semisimple. Then there exists a unique
ĝ ∈ G(C[[z]]) of the form
ĝ(z) =
∞∏
i=1
exp(ziXi) = lim
j→∞
(
exp(zjXj) exp(z
j−1Xj−1) · · · exp(zX1)
)
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with Xi ∈ Im adA0 (i ∈ Z>0), such that
A′ =
∑
i≥0
A′iz
i−kdz := ĝ[A]
satisfies
A′0 = A0, [A0, A
′] = 0.
If there exists p ∈ Z>0 such that [A0, Ai] = 0 for i ≤ p, then A
′
i = Ai for i ≤ p.
Proposition 4.2. Let A =
∑
i≥0Aiz
i−k dz ∈ g((z))dz with k > 1, A0 6= 0.
Suppose that Ai, i ≤ k − 2 are contained in some torus t ⊂ g. Set
Hi =
k−i−2⋂
j=0
{ h ∈ G | AdhAj = Aj } (i = 0, 1, . . . , k − 2), Hk−1 = G,
and let hi be the Lie algebra of Hi for i ≤ k − 1. Then there exists a unique
(k − 1)-tuple (ĝ(1), ĝ(2), . . . , ĝ(k−1)) with
ĝ(l)(z) =
∞∏
i=1
exp(ziX
(l)
i ) ∈ Hk−l(C[[z]]), X
(l)
i ∈ Im
(
adAl−1 |hk−l
)
such that
A(l) =
∑
i≥0
A
(l)
i z
i−kdz := ĝ(l) · · · ĝ(1)[A]
satisfies
A
(l)
i = Ai (i = 0, 1, . . . , k − 2), A
(l) ∈ hk−l−1((z))dz
for each l ≥ 1.
Proof. Proposition 4.1 shows that there uniquely exists
ĝ(1)(z) =
∏
i>0
exp(ziX
(1)
i ) ∈ G(C[[z]]), X
(1)
i ∈ Im adA0
such that A(1) =
∑
i≥0A
(1)
i z
i−kdz := ĝ(1)[A] satisfies
A
(1)
i = Ai (i ≤ k − 2), A
(1) ∈ hk−2((z))dz.
If k = 2, we are done. Otherwise, we apply Proposition 4.1 to A(1) −A0z
−kdz ∈
hk−2((z))dz with G replaced by Hk−2, and uniquely find
ĝ(2)(z) =
∏
i>0
exp(ziX
(2)
i ) ∈ Hk−2(C[[z]]), X
(2)
i ∈ Im
(
adA1 |hk−2
)
such that
A(2) =
∑
i≥0
A
(2)
i z
i−kdz := ĝ(2)[A(1)] = ĝ(2)[A(1) −A0z
−kdz] + A0z
−kdz
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satisfies
A
(2)
i = Ai (i ≤ k − 2), A
(2) ∈ hk−3((z))dz.
Repeating this argument yields the assertion. 
Corollary 4.3. Under the assumption and notation of Proposition 4.2, there
exists ĝ ∈ G(C[[z]]) with ĝ(0) = 1 such that
A′ =
∑
i≥0
A′iz
i−kdz := ĝ[A]
satisfies
A′i = Ai (i = 0, 1, . . . , k − 2), A
′ ∈ h0((z))dz.
4.2. Coadjoint orbits of general linear groups and quivers of type A.
In this subsection, we assume G = GL(n,C) and recall some relation between
G-coadjoint orbits and quivers of type A.
Let O ⊂ g∗ be a G-coadjoint orbit. We identify g∗ with g via the trace pairing.
Definition 4.4. A marking of O is an ordered tuple (λ1, λ2, . . . , λd) of complex
numbers such that
d∏
i=1
(A− λi1Cn) = 0
for some (and hence all) A ∈ O.
Fix a marking (λ1, λ2, . . . , λd) of O and define a quiver Q with vertices Q
v =
{ 0, 1, . . . , d − 1 } by drawing one arrow from each l ∈ Qv (l ≥ 1) to l − 1. Fix
L ∈ O and define a collection of vector spaces V = (Vl)l∈Qv by
V0 = C
n, Vl = Im
(
l∏
i=1
(L− λi1Cn)
)
(l ≥ 1).
For Ξ ∈ Rep
Q̂
(V ), we denote its components by Ξl,l−1 ∈ Hom(Vl−1, Vl), Ξl−1,l ∈
Hom(Vl, Vl−1), l = 1, 2, . . . , d − 1. Note that in this case the moment map
µ = (µl) : RepQ̂(V )→ gV is expressed as
µl(Ξ) =

Ξ0,1Ξ1,0 (l = 0),
Ξl,l+1Ξl+1,l − Ξl,l−1Ξl−1,l (1 ≤ l < d− 1),
−Ξd−1,d−2Ξd−2,d−1 (l = d− 1).
The following lemma is essentially due to Crawley-Boevey [8, 9]:
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Lemma 4.5. Let Z be the subvariety of Rep
Q̂
(V ) defined by
Z =
Ξ ∈ RepQ̂(V )
∣∣∣∣∣∣∣∣
µl(Ξ) = (λl − λl+1)1Vl (l ≥ 1),
Ξl−1,l is injective for l ≥ 1,
Ξl,l−1 is surjective for l ≥ 1
 .
Then it is smooth, the group
∏d−1
l=1 GL(Vl) acts freely there, and the shift of the
moment map µ0 by λ11Cn induces a G-equivariant symplectomorphism
Z/
d−1∏
l=1
GL(Vl)→ O; [Ξ] 7→ Ξ0,1Ξ1,0 + λ11Cn.
Furthermore, for any Ξ ∈ Z and any subspace S of Cn invariant under Ξ0,1Ξ1,0+
λ11Cn, there exists a Ξ-invariant subspace W = (Wl)l∈Qv of V such that W = 0
(resp. W = V ) if and only if S = 0 (resp. S = Cn).
Proof. It is straightforward to check that the action of
∏d−1
l=1 GL(Vl) on Z is free
and hence Z is smooth (by a basic property of the moment map). Also, it is
known [8, Appendix] that the map µ0+ λ11Cn induces an isomorphism from the
categorical quotient of the affine algebraic variety
Z := {Ξ ∈ Rep
Q̂
(V ) | µl(Ξ) = (λl − λl+1)1Cn (l ≥ 1) }
by the action of
∏d−1
l=1 GL(Vl) to the closure of O. The arguments in the proof
of [9, Theorem 1] then shows that it induces a G-equivariant isomorphism from
Z/
∏d−1
l=1 GL(Vl) to O, which is Poisson (and hence symplectic) because it comes
from a moment map. The proof of the rest assertion is also included in [loc. cit.]:
Let Ξ ∈ Z and X = Ξ0,1Ξ1,0 + λ11Cn ∈ O. If S ⊂ C
n is X-invariant, define
W0 = S, Wl = Ξl,l−1Ξl−1,l−2 · · ·Ξ1,0(S) (l ≥ 1).
Then W = (Wl)l∈Qv satisfies the desired condition. 
References
[1] D. Arinkin, Rigid irregular connections on P1, Compos. Math. 146 (2010), no. 5,
1323–1338.
[2] D. G. Babbitt and V. S. Varadarajan, Formal reduction theory of meromorphic
differential equations: a group theoretic view, Pacific J. Math. 109 (1983), no. 1,
1–80.
[3] P. Boalch, Symplectic manifolds and isomonodromic deformations, Adv. Math.
163 (2001), no. 2, 137–205.
[4] , Irregular connections and Kac-Moody root systems, (2008).
[5] , Quivers and difference Painleve´ equations, Groups and symmetries, CRM
Proc. Lecture Notes, vol. 47, Amer. Math. Soc., Providence, RI, 2009, pp. 25–51.
30 KAZUKI HIROE AND DAISUKE YAMAKAWA
[6] , Simply-laced isomonodromy systems, Publ. Math. Inst. Hautes E´tudes
Sci. 116 (2012), no. 1, 1–68.
[7] W. Crawley-Boevey, Geometry of the moment map for representations of quivers,
Compositio Math. 126 (2001), no. 3, 257–293.
[8] , Normality of Marsden-Weinstein reductions for representations of quiv-
ers, Math. Ann. 325 (2003), no. 1, 55–79.
[9] , On matrices in prescribed conjugacy classes with no common invariant
subspace and sum zero, Duke Math. J. 118 (2003), no. 2, 339–352.
[10] M. Dettweiler and S. Reiter, An algorithm of Katz and its application to the in-
verse Galois problem, J. Symbolic Comput. 30 (2000), no. 6, 761–798, Algorithmic
methods in Galois theory.
[11] K. Hiroe, Linear differential equations on the Riemann sphere and the represen-
tations of quivers, preprint, arXiv:1307.7438.
[12] M. Jimbo, T. Miwa, and K. Ueno, Monodromy preserving deformation of linear
ordinary differential equations with rational coefficients. I. General theory and
τ -function, Phys. D 2 (1981), no. 2, 306–352.
[13] V. G. Kac, Root systems, representations of quivers and invariant theory, In-
variant theory (Montecatini, 1982), Lecture Notes in Math., vol. 996, Springer,
Berlin, 1983, pp. 74–108.
[14] N. M. Katz, Rigid local systems, Annals of Mathematics Studies, vol. 139, Prince-
ton University Press, Princeton, NJ, 1996.
[15] A. D. King, Moduli of representations of finite-dimensional algebras, Quart. J.
Math. Oxford Ser. (2) 45 (1994), no. 180, 515–530.
[16] D. Mumford, J. Fogarty, and F. Kirwan, Geometric invariant theory, third ed.,
Ergebnisse der Mathematik und ihrer Grenzgebiete (2) [Results in Mathematics
and Related Areas (2)], vol. 34, Springer-Verlag, Berlin, 1994.
[17] H. Nakajima, Instantons on ALE spaces, quiver varieties, and Kac-Moody alge-
bras, Duke Math. J. 76 (1994), no. 2, 365–416.
[18] , Quiver varieties and Kac-Moody algebras, Duke Math. J. 91 (1998), no. 3,
515–560.
[19] , Quiver varieties and finite-dimensional representations of quantum affine
algebras, J. Amer. Math. Soc. 14 (2001), no. 1, 145–238.
[20] , Quiver varieties and tensor products, Invent. Math. 146 (2001), no. 2,
399–449.
[21] , Reflection functors for quiver varieties and Weyl group actions, Math.
Ann. 327 (2003), no. 4, 671–721.
[22] , Quiver varieties and t-analogs of q-characters of quantum affine algebras,
Ann. of Math. (2) 160 (2004), no. 3, 1057–1097.
[23] M. Rosenlicht, On quotient varieties and the affine embedding of certain homoge-
neous spaces, Trans. Amer. Math. Soc. 101 (1961), 211–223.
MODULI SPACES OF MEROMORPHIC CONNECTIONS AND QUIVER VARIETIES 31
[24] D. Yamakawa, Geometry of multiplicative preprojective algebra, Int. Math. Res.
Pap. IMRP (2008), Art. ID rpn008, 77pp.
[25] , Quiver varieties with multiplicities, Weyl groups of non-symmetric Kac-
Moody algebras, and Painleve´ equations, SIGMA Symmetry Integrability Geom.
Methods Appl. 6 (2010), Paper 087, 43.
[26] , Middle convolution and Harnad duality, Math. Ann. 349 (2011), no. 1,
215–262.
Department of Mathematics, Josai University, 1-1 Keyakidai, Sakado City,
Saitama 350-0295, Japan
E-mail address : kazuki@josai.ac.jp
Department of Mathematics, Tokyo Institute of Technology, 2-12-1 Ookayama,
Meguro-ku, Tokyo 152-8551, Japan
E-mail address : yamakawa@math.titech.ac.jp
