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Diese Arbeit ist eine Weiterftihrung der Artikel [24], in denen der Versuch 
unternommen wird, die S&e von Jackson [5] und Miintz [7] in CIO, 1] zu kom- 
binieren. In der vorliegenden Arbeit konnen nun wesentliche Voraussetzungen 
iiber die Exponentenfolge {pi}, die in [4] noch nijtig waren, fallengelassen werden. 
In zahlreichen Beispielen werden die interessanten Falle diskutiert, unter anderem 
such der Fall konvergenter Exponentenfolge 
limp, =p* < co fiir i-t co. 
Neu hinzugekommen ist such eine ausftihrliche Diskussion dieser Jackson- 
Miintz S&e in der L,-Norm fur 1 < p < co. 
In diesem Zusammenhang ist die Arbeit von Newman [8] zu erwahnen, der 
in der Lz-Norm fiir ganzzahlige Exponenten pi , 0 = pO , pi+l - pi > 1, optimale 
Ergebnisse erzielt. Interessant ist such eine neuere Arbeit von Newman, Passow 
und Raymon [9], in der ebenfalls Linearkombinationen 
2 aixpi, pO = 0, pi reel1 und positiv, 
zur Approximation herangezogen werden. Doch werden hier als Definitions- 
und Approximationsbereich nicht Intervalle, sondem reelle Teilmengen S = 
(0, &&,EN betrachtet, wobei die Folge {x,} der Bedingung lim xm = 0 ftir m -+ co 
und weiteren starken Voraussetzungen geniigen mu& 
Die Beweismethoden der beiden zuletzt genannten Arbeiten sind von Grund 
auf verschieden von denen der vorhegenden und such der frtiheren Arbeiten 
1241. 
I 
Fiirf~ C[u, b] (p = co), bzw. fiirfg &,(a, b), 1 < p < co, definieren wir 
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Im folgenden sei stets p = co oder p E R, 1 < p < co, fest vorgegeben; 
ebenso eine Exponentenfolge {pi}, pi E R, mit pi > -l/p fur i = 1, 2,... 
und pi # pj fur i # j. Fur p = cc sei p,, = 0 ein zusatzliches Element der 
Folge {pi}. Fur f E C[O, l] (p = cc), bzw. fur fe L,(O, l), 1 <p < co, 
definieren wir die beste Approximation in [0, l] in der L,-Norm beziiglich 
(p,> durch 
Fiirf(x) = XQ schreiben wir ktirzer 
A;;’ = E;p)(xQ ; p,), 4 > --I/P, s E h: (2) 
Das Ziel dieser Arbeit ist es, zu vorgegebener Funktionfund vorgegebener 
Exponentenfolge (pi} Abschatzungen fiir die beste Approximation E,‘“‘(f; pi) 
anzugeben. Die hier verwendete Methode ist sehr einfach, liefert aber gute 
Ergebnisse. Sie beruht im wesentlichen auf folgendem Satz. 
SATZ 1. Sei f~ C[O, l] fiir p = co, bzw. f~ L,(O, l), 1 < p < co. Sei 
P,(x) = cy=0 ainxi ein Polynom. Dann istfiir jedes s E N 
E?(fsi) < llf- Pn IID:o.I + i I agn IA?. (3) 
g=o 
Sei k E No eine nichtnegative ganze Zahl. An der Stelle x = 0 miige f alle 
rechtsseitigen Ableitungen f ‘g)(+O) bis zur k-ten Ordnung besitzen. Definieren 
wir 
a,, = I 
I agn - f’“‘(+O)/q! I 
I a,, I 
dann gilt fiir jedes s E N 
fur q = O,..., k 
fur q = k-+1,..., n, (4) 
E?‘(f;Pi) G Ilf - Pn l/p;o,1 + i agnA6:) + 2 A$’ I f’g”(+O)l/q! . (5) 
g=o g=o 
Beweis. Fiir q = 0, l,..., n sei 
das Polynom bester Approximation der Funktion XQ in [0, 11, d.h. 
A(‘) = II x* - Qs,(x>ll,;o.~ . QS 
Dann hat such P,(x) = C,“=, ailzQsi(x) die Gestalt (6). Einfache Anwendung 
der Dreiecksungleichung zeigt, daB bereits /j f - P, &,;o,l den Ungleichungen 
(3) bzw. (5) geniigt; und daher such EJp’(f; pi). 
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In Satz 1 ist es wesentlich, daD s und IZ von einander unabhangig sind. 
Urn aus (3) oder (5) gute Abschatzungen fur E,‘“‘(f; pi) zu gewinnen, benotigen 
wir scharfe Abschdtzungen fiir A br’ (Lemma I) und geeignete Polynome P, 
(Lemmata 2 und 5), die die Funktion f gentigend gut approximieren und 
mbglichst kleine Koeffizienten 1 aen 1 bzw. a,, besitzen. Zu vorgegebenem 
s E N ist dann II = n(s) E N so zu wdhlen, da13 die rechten Seiten von (3) 
bzw. (5) mbglichst klein werden. Diese Methode ist sehr einfach. Trotzdem 
erhalten wir in vielen Fallen nahezu optimale Ergebnisse. Im Vergleich zu 
[24] ist diese Beweismethode etwas abgeandert worden. 
LEMMA 1. Fiir q > -l/p, qER, ist 
A::’ = (3 + 1)~‘~ %-j q’ t --.p;‘l , 2 
A;;’ < 21/p(p~)-1/p fi lq-Ppil 
i=l q + Pi - f + 2lP 
(7) 
(8) 
(9) 
f?.ir geniigend kleines E > 0 und alle p E R, 1 < p < co, p # 2. 
Beweis. Fur p = 2 vergleiche man [l, Kapitel I, Sektion 141; der Fall 
p = cc wird in [4, Lemma 21 bewiesen. 
Sei 1 < p < co. Fiir geniigend kleines E > 0 und beliebige ai E R ist 
1 
X-lf~c12 dx 
0 
Durch geeignete Wahl der ai erhalten wir hieraus die Ungleichung (9), wenn 
wir das Lemma 2 des Artikels [4] berticksichtigen. 
II 
Als erstes behandeln wir nun den Fall der Supremumsnorm (p = co). 
Urn geeignete Polynome P, fur die AbschHtzung (5) des Satzes 1 zu 
bekommen, betrachten wir den Satz 4 des Artikels [4], hier formuliert ftir 
A= 1. 
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LEMMA 2 [4, Satz 41. Es sei f in [0, l] k-ma1 stetig dlrerenzierbar, 
k > 0. Zu jedem n > 2k existiert dann ein Polynom 
P,(x) = f ainxi, 
i=O 
so daJ fiir alle x E [0, I] gilt 
1 f(‘)(x) - P:)(x)/ < Qz-%(f(“); l/n>, r = O,..., k; 
j a,, I < D,ng-Wf’“‘; l/n)/q!, fur q = k+l,..., n. 
Die Konstanten Clcl. und Dk sind unabhiingig von f und n; w(f (k); a) ist der 
Stetigkeitsmodul der k-ten Ableitung f tk). 
Die Polynome P, des Lemma 2 haben somit die beiden Eigenschaften: 
iif- pn I/o0;0.~ < CkOn-kdf'k'; 1/n>, (10) 
agn < CknQ-"w(f'"'; l/n)/q!, (11) 
wobei 5 g12 gemal (4) definiert ist; C, = max{D, , C,, ,..., &k}. 
Wir betrachten nun monoton wachsende Folgen (pi} mit p. = 0 und 
limp, = co fur i + co. Die Satze von Ch. Mtintz legen es uns nahe, zur 
Beschreibung der GrBBenordnung der besten Approximation E,‘“‘(f; pi) 
folgende Funktion einzufiihren: 
~4s) = exp i UP, . 
( 1 61 
(12) 
Ihre grol3e Bedeutung wird in den folgenden Beispielen klar. Fur die Folge 
pi = i, i = 0, l,..., ist 
+Xs) < s < y(s). 
Aus Lemma 1 (8) folgt nun sofort 
LEMMA 3. Fiir q E R, q > 0, sei r E No bestimmt durch 
Pr G 4 < Pr+1 . 
Dann gilt fur die beste Approximation der Funktion x*: 
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Beweis. Fur q > ps ist (13) trivial. Fur q < ps ist nach (8) 
woraus unmittelbar (13) folgt. 
Es ist nicht moglich, eine gemeinsame Abschatzformel der besten 
Approximation Eirn)(f; pi) fi.ir alle Folgen {pi} anzugeben. Insbesondere 
mtissen die Fille lim pi = co und limp, = p* < 00 fiir i + co getrennt 
behandelt werden. Die zusatzlichen Voraussetzungen fur die Folge {pi} sind 
so schwach, dal3 in den folgenden Beispielen die interessantesten Falle sicher 
enthalten sind. 
1. BEISPIEL. In dem Artikel [4] machte ich ftir die Exponentenfolge {pi} 
die folgende Voraussetzung. Es sei 0 = p,, < p1 < -.., und es mogen 
Konstante 0 < A -=c o, 0 -C B < co und 0 < 6 < 8 < cc existieren, so 
da13 fiir alle s = 1, 2,... gilt 
= ~4s) G B(P,)“. 
Dann gilt 
SATZ 2. Sei f in [0, l] k-ma1 stetig dtyerenzierbar, k >, 0. Dann existiert 
eine positive Zahl Kk , nur abhtingig volt k und der Forge {pi}, so daj fiir jedes s 
mitp, > 2k+ 1 
E;Yf; pi) < K,(P;‘“)” 4’“‘; P,““) + Q l$,,, c, I ~‘*‘(W(P,~~)~~ (14) 
-9 I 
falls s” < +, und 
E:“‘(f; PJ d &(P,“‘~)” 4f’“‘; P,“‘) + ,=l$cDi, cp I f’“‘(O)l(~,~~)~, (1% 
falls 8 > &, erfiillt ist. Fiir k = 0 entflillt in (14) und (15) der zweite Summa& 
die Gr6Jen c, sind dejiniert durch 
c, = (B/A)2n q2Q8/q!, q = l,..., k, 4 I {Pi>* 
Den Beweis und die zahlreichen Anwendungen hiervon bringe ich hier nicht, 
sondern verweise auf die obenerwahnte Arbeit [4]. 
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2. BEISPIEL. Voraussetzung fur die Folge {pi}: Es sei 0 = p,, < p1 < .... 
Es midge in X > 0, X E R, existieren, so da13 fur i > i, stets 
pi > ih (16) 
erftillt ist. (Der Einfachheit halber betrachte ich hier nur den Fall i0 = 1). 
Fur q E R, q > 0, sei r E N, bestimmt durch pr ,( q < pr+I . Dann ist 
dr> < J&P, KA = (e/h)ll”; (17) 
und nach Lemma 3 ist 
A;;’ < Kpq2*in{ y(s)}-““. (18) 
Wir erhalten nun dem Satz 2 entsprechend 
SATZ 3. Es sei f in [0, l] k-ma1 stetig dtrerenzierbar, k > 0. Die Forge 
{Pi} erfiille (16). Dann existiert eine positive Zahl K, nur abhiingig von k und 
der Folge {pi}, und eine natiirliche Zahl s0 , so da#fiir alle s > s,, gilt: Fiir h >, 2 
Eim’(f;pi) d KT(~)-~~ ~(f’~‘; y(s)-“) + i dg 
Gf=l,Pc(Pil 
fiir 0 < h < 2 
I f’“‘(W &-“” ; (19) 
EIP”‘(f;pJ < Kv(s)-“” ~(f’~‘; ~(s)-~) i- i d, 
a=1,4ecP,, 
I f’“Wl T(s)-““. (20) 
Fiir k = 0 entfiillt in (19) und (20) der zweite Summand. Die GrtijIen d, sind 
dejniert durch 
d, = K,24q2*/“/q! , q = l,..., k, 4 #{Pi>. 
Beweis. Der Einfachheit halber sei i0 = 1. Wir wenden Satz 1 (5) an. 
Als Polynome P, wlihlen wir hierbei die des Lemma 2. Unter Verwendung 
von (lo), (11) und (18) erhalten wir dann aus (5) 
E(“)(f;p,) < C,@%(f(“); l/n) 1 + i eQK~q-*+2*lnn*~(s)-2* 8 
1 q=1 I 
+ i d, I f’*‘(O)1 y(s)-““. (21) 
*=Lef(P#l 
Es sei h 2 2. Zu vorgegebenem s E N, s > s,, , bestimmen wir n E N durch 
n = n(s) = [v(s)2/(2eKA3]. (24 
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Hierbei sei [z] die grbDte ganze Zahl kleiner oder gleich z. s, bestimmt sich 
aus Lemma 2 durch n(s,,) > 2k + 1. Wir setzen nun (22) in (21) ein und 
erhalten sofort (19). 1st aber 0 < h < 2, so wahlen wir 
n = n(s) = [~(s)y2eK~2)-"/2]. (23) 
Aus (21) folgt dann unmittelbar (20) womit Satz 3 vollstandig bewiesen ist. 
In den Arbeiten [3] und [4] habe ich einige wesentliche Beispiele fiir den 
Satz 2 angegeben. Interessant sind aber such Falle, wo die Folge {pi} die 
Voraussetzung des Satzes 2 nicht erftillt. Betrachten wir etwa folgenden Fall. 
2.1. BEISPIEL. Sei pi = (i + 1) log(i + l), i = 0, I,.... Fur i >, i,, = 5 
ist dann pi > 2i und damit h >, 2. AuDerdem ist 
v,(s) = exp i l/(i + 1) log(i + 1) 
( 1 
3 logs. 
i=l 
Nach Satz 3 ist dann fur f~ C”[O, 1 ] 
E’s”‘(f, pi) < K(log S)-2k 0J(f’k’; (log s)-2) 
+ i d, 1 fc”(O)l(log s)-2q. (24) 
a=l,GqPJ 
3. BEISPIEL. Die Exponentenfolge {pi} sol1 nun wesentlich langsamer 
anwachsen. Als Paradebeispiel betrachten wir hier den Fall 
pi = is, i = 0, 1, 2 ,..., O<B<l. (25) 
Es ist fur q > s6 
II i”,~~exP(-~~ie)$exp(- (1 :19)q~1+@). (26) 
Es ist fiir 2 < q < 9 
Unter Beachtung von (8) wenden wir nun ftir die Polynome P,, des Lemma 2 
den Satz 1 an und bekommen mit Hilfe von (lo), (1 l), (26) und (27) 
EIp”)(f; P) < Ckw-kw(f(k); l/n){1 + ,JYn} + JYL , (28) 
94 
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c, positiv und unabhangig von s und n; z,’ = 0 fiir k = 0, k = 1. AuDerdem 
ist 
nq 
+ 1 --i e4 exp 
P<Q<& 4. i 
- -i--$ [qslma - q’:“]) exp (- 
Zu jedem s E N, s 3 s,, , wahlen wir nun n = n(s) = [s(~+O)‘~]. s0 E N ist 
bestimmt durch n(s,,) 3 2k + 1. 
Setzen wir dieses n = n(s) in die letzte Ungleichung ein, so sind die beiden 
letzten Summen gleichm%g beschrankt beziiglich s und n(s). Daher ist 
such ,JY, gleichmll3ig beschrankt. Hieraus ergibt sich 
SATZ 4. Es sei f E C”[O, 11, k > 0. Es sei pi = P, i = 0, 1, 2 ,.., und 
0 < /3 < 1. Dann existiert eine positive Zahl K, nur abhiingig von k und p, so 
da,0 ffir ale s >, s0 gilt 
E(")(f, iB) < &-(1+8)k/2,(f (k); s-(1+6)/2) + 2; . 
s (29) 
4. BEISPIEL. In den bisherigen Beispielen streben die Folgenglieder pi 
mit wachsendem i monoton gegen Unendlich. Es ist vollkommen unbekannt, 
wie sich die beste Approximation EJ”‘(y,pJ fur grol3e s verhalt, wenn die 
Exponenten pi beschrankt sind. Es sei nun 
0 = po < p1 < p2 < .*., 
sowie 
limp, = p* < cc fur i-t co. (30) 
Es existiert eine reelle Zahl c, 0 ==c c < 1, unabhangig von q und i, so dal3 
fur alle i E N und q E N, q $ {pi} gilt 
I 4 - pi l/(4 + pi) G (4 - c)l(q + 4 G e-zC/Q. (31) 
Zum Beispiel ist (31) fur c = min{p, , l/p*} erfiillt. Hieraus folgt nach 
Lemma 1 (8) fur die beste Approximation 
A:;) < e-2cs’@, q E N, q $ {pi}, s E N. (32) 
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Unter Verwendung von (10) und (11) des Lemma 2 ergibt Satz 1 (5) 
Ej;“)(f;p,) < C,n-“w(f’k’; l/n) 1 + i 
I 
nu~-2w?,q! ’ 
q=1 i 
k 
+ *=1 lip ,) I f’“‘m e-2sc’u/q! . (33) 
3 z 
Damit die Summe in der geschweiften Klammer von (33) fur alle s 
gleichm%g beschrankt ist, wahlen wir zu vorgegebenem s ein 
n = n(s) = [(csy2]. 
Aus (33) erhalten wir dann den folgenden 
SATZ 5. Es sei f E Ck[O, 11, k > 0. Fiir die monoton wachsende Folge 
{pi} gelte p0 = 0 und limp, = p* < 00 fiir i -+ co. Dann existiert eine 
positive Zahl K, nur abhtingig von k und {pi>, so daJ fiir ale s > s,, (s,, E N 
bestimmt durch n(sJ > 2k) gilt 
Eb”)(f;p,) < KS-~/~+(~); s-l12) + c / f(q)(O)/ e-2Sc/q/q! . (34) 
u=l,ue(Pi) 
Bemerkung. In den Arbeiten [3] und [4] konnte ich an einigen Beispielen 
zeigen, daB die Abschatzungen (14), (15), (19) und (20) der S&e 2 und 3 in 
dieser Allgemeinheit nicht verbessert werden konnen. Fiir die S&e 4 und 5 
fehlen diese speziellen Beispiele. Daher ist die Frage noch vijllig offen, ob 
(29) und (34) das asymptotische Verhalten der besten Approximation optimal 
wiedergeben, oder ob noch wesentlich gtinstigere Ergebnisse erzielt werden 
kbnnen. 
5. BEISPIEL. Das Ergebnis von Ch. Mtintz ist such dann noch richtig, 
wenn p0 = 0, pi > 0 fiir alle i E N, pi # pj fur i # j, sowie 
lim pt = 0, i+cc ilpi = c0 (35) 
erftillt ist. Auch fur diesen amiisanten Fall ist unser Beweisprinzip des Satzes 1 
anwendbar. Wir fiihren die Funktion 
@(s) = i Pi 9 s E N, (36) 
i=l 
640/711-7 
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ein. Der Einfachheit halber sei zusiitzlich pi < 1, i E N. Nach Lemma 1 (8) 
ist dann fur jedes q E N 
42 G its i=l < fi exp(-2pJq) = exp(--2@(s)/q). (37) 
Nach Satz 1 (5) und (lo), (11) und (37) folgt dann 
ELyf; pi) e Ck~-k~(f(k); l/n) 1 + *tl $ ew--2@@M 
i 
+ gel$,,, I .fYW exp(-2@(s)/q)lq! . 
9 1 
Fur vorgegebenes s > so bestimmen wir IZ = n(s) = [(@(~))l/~l und erhalten 
den 
SATZ 6. Es sei f E Ck[O, 11. Unter obigen Voraussetzungen existiert eine 
positive Konstante K, nur abhtingig von k und {pi}, so daJ ,fiir alle s 3 s, 
(s,, E N bestimmt durch n(s,,) > 2k) gilt 
Ej”)(f; pi) < K@(s))-‘iI2 w(f’k’; Q(s)-‘/“) 
+ 1 I f(QWl exp(-2@(sMlq! . 
n=1 
(38) 
5.1. BEISPIEL. 1st etwa p0 = 0 und pi = l/i, i E N, so ist 
log s < G(s) = i l/i < 1 + logs 
i=l 
und daher nach Satz 6 
Ej;“)(f; l/i) < K(l0g S)-k/2 o(f’“‘; (log S)-li2) 
+ 5 lf’Q’(O)l s-2/*/q! . 
0=2 
III 
Nach dieser ausftihrlichen Diskussion der Jackson-Mu&z Satze in der 
Supremumsnorm werden wir nun analoge Ergebnisse fur die &-Norm, 
1 < p < co, herleiten. Fur p = 2 und ganzzahlige Exponenten pr vergleiche 
man die Arbeit von Newman [8]. 
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Urn Satz 1 erfolgreich anwenden zu kbnnen, mtissen wir mehr tiber die 
Koethzienten 1 a,,, 1 und a,, der Approximationspolynome P, wissen. Hier 
helfen uns die beiden folgenden Lemmata. 
LEMMA 4. EsseiFEC[-1, l].SeikEN,,undO <a < l.Fiirallen >n,, 
miige ein Polynom P,(x) = xF=‘=, a& existieren, so da! fur alle x E [- 1, l] 
j F(x) - P,(x)1 < Mn-“-” (40) 
erfulit ist (A4 sei positive Konstante). Dann ist 
I a,, - F(q)(O)/q! 1 < Mqn*-k-a/q!, q = O,..., k; (41) 
I ak+l.n 1 < Mk+l 1% nl(k + 111 fiir or=l; (42) 
I ak+l,n I G ~~+lnl-a/(k + l)! fiir O<c~<l; (43) 
1 aQn 1 < M’nq-k-“/q! fur q = k+2,..., n. WI 
Die positiven Gr6Jen il4, ,..., Me+, , A$+, , M’ sind unabhtingig von n, M’ ist 
unabhiingig von q. 
Beweis. Nach Bernstein ist F in (-1, 1) k-ma1 stetig ditferenzierbar. 
Es sei mj = n2j. Dann ist in [- 1, l] 
F(x) - P,(x) = 2 (Pmj+lW - P&)> 
j=O 
und fur q = l,..., k in jedem Interval1 [a, b] C (- 1, 1) 
F’*‘(x) - P!‘(x) = 2 (P$j+,(x) - P$x)) 
j=O 
(45) 
(46) 
absolut und gleichm5Big konvergent. 
Aus (40) folgt ftir - 1 < x < 1 
I Pm,+l(x) - P,,(x)1 d 2M(m&k-” 
und daraus nach [lo, 4.8.811 
1 P$i+,(O) - P$(O)I < M2Q+1(m,)Q--k--a, q = O,..., k. 
Ftir q = O,..., k folgt aus (46) und (47) 
I a,, - F’*‘(O)/q! 1 < A42Q+lnq-k-a 2 (2”~“-3j/q! , 
j-0 
(47) 
womit (41) bewiesen ist. 
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Es sei nun q 2 k + 1. Wir bezeichnen nj = n,2j und bestimmen r E N, 
durch n T+l > IT > n, . Dann ist 
folgt hieraus nach (47) 
i 
T-1 
j p~)(O)I < 21+k+a&fnri--I;-Q ] + c (2-Q+"W)j + Kn,Q. 
j=O i 
Hieraus schlieDen wir unmittelbar auf die Abschltzungen (42)-(44); bei 
(42) miissen wir beriicksichtigen, darj r < (log n)/log 2 gilt. 
LEMMA 5. Es sei 1 <p < co und PER, y > 0. Sei FE&-~, 1). 
Fiir y > l/p sei sogar F E C[ - 1, 11. Fiir jedes n >, n, midge ein Poiynom 
n-1 
P,(x) = C ainxi 
i=O 
existieren, so da8 
II F - P, /lp;-l,l < Mn-7 (48) 
erfiillt ist; M sei positive Konstante. Dann existiert eine positive Zahl R, 
unabhtingig von n und q, so daJ folgende Ungleichungen gelten: 
Sei 0 < y < 1 /p. Dann ist ,fik q = 0, 1,. .., n - 1 
1 arm 1 < R2qnq+1JP-Y/q!. (49) 
Sei y = l/p. Dann ist fiir q = 0, I,..., n - I 
I aqn / < R24nq(log n)/q !. (50) 
Sei y > l/p; sei k E No und /3 E R, 0 < p < 1, dejiniert durch 
k+P=y- l/p. (51) 
Fiir q = O,..., k existiert dann F(Q)(O) und es gilt 
- 
aqlL = I aqn - F(@(O)/q! I < M2’JnQ+lI”-Y /4!; (52) 
fiir 0 < p < 1 
a ktl.n = I aktl.n 1 < M2k+W+l+llp+‘/(k + l)!; (53) 
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fur /I = 1 
ak+l,n = / akfl,n j < M2”+l(log n)/(k + 1) !; 
fiir 0 < /3 < 1 und q = k + 2,..., n - 1 
G,, = [ a,, 1 ,< M2%*+l/g-v/q!. 
Beweis. Es sei 
99 
(54) 
(55) 
G(t) = sin tF(cos t), T,(t) = sin t P,(cos t); 
und somit 
/I G - T, /Ip;-vi.v < 2llPMn~‘. (56) 
T, ist ein trigonometrisches Polynom von hijchstens n-tern Grad. Sei nun 
0 < y < l/p. Dann sei nj = n,,2j und r E iV, so, dab 
n, < n < n,+, . (57) 
Aus (56) folgt fur alle m’ > m >, n, 
[I T,, - T, llp;--?i,n < 21+1/pMm-y. (58) 
Nach [lo, 4.9.21 und (7) ist fur jedes trigonometrische Polynom Qm von 
hijchstens m-ten Grades 
II Qm L G 4m1’p II Qm IL.,, , 
wobei A, nur vonp abhangt; 0 < A, < co. Wegen 
(59) 
T-1 
II Tn llm G II Tn - Tn, Ilm + c II Tn,,, - Tn< Ilm + II Tn, l/m 
i=O 
folgt unter Verwendung von (57)-(59) 
jj T, (Im < 8A,Mn11p-y 1 + i (2y--l’p)j + II T,,, (Ia . 
1 I j=l 
(60) 
Hieraus erhalten wir 
II Tn Ilm < M+-“3 0 -=z y -c UP, 
II T, llm < Ml@ + 1) < M2 log n, Y = VP. 
Fi.ir x E (- 1, 1) ist daher 
I P&)l < (1 - x2)F1” II Tvz Ilm , 
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und somit fur alle x E [- 1, l] 
I P,(x/2)I .< li?nl~~-~ bzw. j P,(x/2)/ ,( R log n. 
Auf P,(x/2) wenden wir [lo, 4.8.811 und (49) an und erhalten unmittelbar 
die Abschatzungen (49) und (50). 
Sei nun y > l/p. Nach Voraussetzung ist F E C[- 1, l] und daher G E C,, . 
Des weiteren ist lim T,(t) = G(t), n + co, gleichmlit3ig fiir alle t E R. Denn 
seien beliebige natiirliche Zahlen m’ > m 3 n, vorgegeben und sei mf = m2i, 
j = 0, I,.... Wir bestimmen r E N,, durch 
Dann ist 
m, < m’ < m,,, . (61) 
T-l 
II Tin, - Tm llcc < II Tm, - TmIII, + c II Tmj+I - Tm, I/m . (62) 
j=O 
Aus (62) erhalten wir unter Verwendung von (58), (59) und (61) 
II Tm, - T, /lm < M3m-Yf11” 9 (63) 
wobei M3 = 22+21pA9M/(1 - 2-Y+1/9 ist. 
Aus (63) folgt einerseits die gleichmahige Konvergenz von lim T,(t) = G(t) 
fur n -+ co, andererseits i t fiir m’ --f co, n = m 
II G - 7-n llm < M3n-“+l/“. (64) 
Dann ist aber fur alle x E [- 1, 1 ] 
1 F(x/2) - P,(x/2)] < M*n-“+l/p. (65) 
Auf F(x/2) und P,(x/2) wenden wir nun Lemma 4 an und erhalten dadurch 
sofort (52~(55). 
Fiir die spdteren Anwendungen ist es recht vorteilhaft, wenn wir Satz 1 
in folgende Gestalt tiberffihren. 
SATZ 7. Es sei 1 < p < 00 und y E R, y > 0. Zu f E L,(O, 1) m6ge eine 
Funktion FE L,(- 1, 1) existieren mit F(x) = f(x) ftir ale x E [0, 11. Fiir 
y > l/p sei sogar f E CIO, I] und FE C[- 1, 11. Des weiteren midge s fiir jedes 
n > no ein Polynom 
P,(x) = i U&X 
i-0 
geben, so a@ 
II F - P, lle;--l,l G Mv (66) 
JACKSON-M~~NTZ SATZE IN DER &-NORM 101 
erfiillt ist; A4 sei positive Konstante. Dann erfiillt EJP’(f; pi) eine der folgenden 
Ungleichungen (fiir jedes E > 0): Im Falle 0 < y ( 1 It, 
im Falle y = l/p 
Im Falle y > l/p seien k E N, und /3 E R, 0 < /3 < 1, durch (51) dejiniert. 
Fiir 0 < /3 < 1 ist dann 
Fiir /l = 1 miissen wir (wegen (54)) in der ersten Summe fiir q = 1 den Faktor 
nl+lJP durch nl+l/p log n ersetzen. C(E) ist positiv und unabhiingig von s und n. 
Fiir p = 2 diirfen wir (wegen (8)) such E = 0 wiihlen. AuJerdem ist 
K,(E) = &(O) = 1 undfiirp # 2, E > 0, K,(E) = 2llP(p~)-llp zu setzen. 
Beweis. Beriicksichtigen wir, da13 
llf - p, llD;o.l G II F - Pm l19~--1.1 < Mn-’ 
ist, so erhalten wir samtliche Aussagen des Satzes 7, wenn wir in die 
Ungleichungen (3) und (5) des Satzes 1 die Ergebnisse der Lemmata 1 und 5 
einsetzen. 
Bemerking. Wie in Satz 1 sind such in Satz 7 die Zahlen n > no und 
s E N frei und unabhangig von einander wahlbar. Urn aus (67), (68) oder (69) 
fiir eine vorgegebene Folge {pi} eine gute Abschatzung fur die beste Approxi- 
mation Ej’“)(f; pi) zu bekommen, miissen wir zu jedem s E N, s > so, eine 
Zahl n = n(s) E N moglichst gtinstig bestimmen. Dasselbe Verfahren 
wendeten wir bereits im Falle p = co an. Ich habe die Voraussetzungen des 
Satzes 7 bewul3t in der obigen Form gewbhlt. Wir bekommen dadurch einen 
direkten Einblick, der in den folgenden Beispielen noch prazisiert wird, wie 
die Approximationsgtite beziiglich algebraischer Polynome 
und i cixai 
i=l 
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zusammenhangt. Es ist aber nicht schwer, mit Hilfe bekannter S&e vom 
Jackson-Typ in der &-Norm zu vorgegebener Funktion f Funktionen F 
und Polynome P, zu finden, die die Voraussetzungen des Satzes 7 erfiillen. 
In Beispiel6.1 werde ich dies vorfiihren. 
Zum Abschlug diskutieren wir einige Beispiele, ohne aber eine ahnliche 
Vollstandigkeit anzustreben wie zuvor im Falle der Supremumsnorm. 
Natiirlich kann man fur jede Exponentenfolge {pi}, pi > -l/p, pi f pj fur 
i # j, die Abschatzungen des Satzes 7 verwenden, urn obere Schranken der 
besten Approximation &!‘“)(f; pi) zu gewinnen. 
6. BEISPIEL. Wie im 2. Beispiel sei 
0 < pl < p2 < "* < pi < pi+1 < "'; 
und es midge in h E R, h > 0, existieren, so daB fur i 3 i. stetspi >, ih erfiillt 
ist. (Der Einfachheit halber sei hier i,, = 1.) Fur q E N0 sei pr+l das kleinste 
Folgenelement gr8Ber als q. Fur jedes 6 E R, 0 < 6 < 1, und jedes i 3 r + 1 
ist dann 
Pi - 4 
q + Pi + 2s 
G exp (--2h + W(Pi + @I. 
Sei wieder fur jedes s E N die Funktion v(s) definiert durch 
ds> = exp i l/pi . i 1 i=l 
Setzen wir noch ~(0) = 1, so ist fur alle q E No , r = r(q) E No , 
fi lpi-q4 
a’=1 4 + Pi + 26 
< ~(r)z~g+*)(~~(~))-2(w”,, (71) 
R = exp (-g=, l/(~~)~). Aus (17) und (71) folgt die Existenz einer positiven 
Zahl K, unabhangig von s und q, so daB fur alle q E N 
fJ q + ; 1;; qp d (Kq1’“~(S)-1)2g-E+2’p, 
sowie fur q = 0 
fi pi _ r+ qp G wds>-1)-~+2’~ 
(7 ) 
(73) 
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gilt. In die Ungleichungen (67)-(69) setzen wir nun (72) und (73) ein und 
wahlen zu jedem s 3 s,, 
n = n(s) = [r/(s)” c], c = (4eK2)-d/2, 
wobei d = 2, falls A > 2, und d = h, falls 0 < h < 2. S, ist bestimmt durch 
n(s,,) > n, . Auf diese Weise erhalten wir 
SATZ 8. Es seien stimtliche Voraussetzungen des Satzes 7 erfiillt, ins- 
besondere (66). Es sei d = min{h, 2). Zu jedem E > 0 existiert dann eine 
positive Zahl C(E), unabhiingig von s, so da&l Ei’“‘(f;pJ den folgenden 
Ungleichungen geniigt: Im FaIle 0 < y < I/p 
E’p)(f. p.) < C(E) q~(s)-“~+~ ; .3 ‘8 (74) 
im Falle y = l/p 
El”‘(f; pi) < C(E) log v(s) ~(s)-?‘~+~ ; 
imFalle y > I/p undo < p < I 
(75) 
Ej”‘(f;p,) < C(E) p)(~)-?~+~  K,(E) . o-a~~p,~ c, I f’“W d~)-~~+~-“~ ; (76) 
I 2 
im Falle y > l/p und p = 1 ist auf der rechten Seite von (76) der Ausdruck 
~(s)-+‘~+~ durch log y(s) ~(s)-y~+~ zu ersetzen. Die GrGJen c,, sind positiv und 
unabhiingig von s. Filr p = 2 diirfen wir E = 0 setzen. 
6.1. BEISPIEL. Esseil <p<coundy~R,O<y~l.Esseif~L,(O,l) 
und FE L,(- 1, l), wobei F(x) = f(x) fur 0 < x < 1 und F(x) = f(-x) 
oder F(x) = -f(-x) fur - 1 < x < 0. Es sei auberdem 
W,(F; h) = ,@-rh (/y, j F(x + t) - F(x)lp dx)l” < Ah’, h 2 0, A > 0. 
(77) 
Dann ist nach bekannten Ergebnissen 
&(F)~, = igf (s’l 1 F(x) - i aixi 1’ dx)“’ < CAn-Y. (78) 
Fur y > l/p sei zusatzlich FE C[- 1, I] und F(0) = f(0) = 0. 
6.1.1. Wir betrachten die Exponentenfolgepi = ih, i = 1, 2,... und h > 0. 
Dann ist v(s) >, sl/” und nach Satz 8, (74)-(76), fur a = min(l,2/X) 
EBp)(f; ix> < C(E) s-~~+~, Y + UP, (79) 
Er)(f; ix) < C(E) logs SP’~++‘, y = l/p. (80) 
Fur p = 2 konnen wir in (79) und (80) E = 0 setzen. 
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61.2. Sei pi = (i + 1) log(i + l), i = 1, 2 ,.,.. (Siehe 2.1. Beispiel!) Fur 
i > 5 ist dannp, 3 2i und damit h >, 2. AuBerdem ist 
Nach Satz 8 ist somit 
Ei”‘(f; pi) ,< C(c)(log s)-2+C, s 3 2, Y z UP. (811 
Fur y = l/p ist die rechte Seite von (81) mit log log s zu multiplizieren. Fur 
p = 2 diirfen wir wieder E = 0 setzen. 
7. BEISPIEL. Wie im 4. Beispiel gelte nun 
0 < p1 < ps < . ..) sowie 
limp, = p* < co fiir i+ co. 
Fur hinreichend kleines E > 0 existiert dann eine reelle Zahl C, 0 < C < I, 
unabhiingig von q und i, so da0 fur alle i E N und q E N, q $ {p,> gilt 
I 4 - Pi l/(4 + Pi - E + 2/P) < (4 - z)/(q + 2) < f?--2z’p. (82) 
Fur q = 0 ist fur E < l/p 
PAPi - E + 2/P) < p*/cp* + l/p) = @, E > 0. (83) 
Fur c = min{i& z}, 0 < c < 1, folgt aus (82) und (83) fur jedes q E N, , 
q 4 {pi}, und jedes s E N, 0 < E < l/p 
fJ q + E 1 fi 2,p < e-2cs/(n+1). (84) 
Wir setzen nun fur E = l/p die Ungleichung (84) in die Formeln (67)-(69) 
des Satzes 7 ein und wahlen zu vorgegebenem s ein n = n(s) = [(cs/~)~‘~]. 
Dann sind die Summen in den geschweiften Klammer in (67)-(69), such 
ftir /3 = 1, gleichmaI3ig beschrankt beziiglich s und n(s), und wir erhalten das 
folgende Ergebnis. 
SATZ 9. Es seien siimtliche Voraussetzungen des Satzes 7 erfiillt, ins- 
besondere such (66). Dann existieren positive Zahlen c und K,(l/p) = 21/P, 
unabhiingig von s, so daJ 
E’P’(f; pi) < &yjz + 21jP i I f’“‘(+w - 
.3 
q! 
e zcs/(n+l) (85) 
n=wle(P,) 
Fiir 0 c y < l/p entjXt die zweite Summe der rechten Seite von (85). 
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8. BEISPIEL. Es sei p = 2. Fur die Exponentenfolge {pi> sei fiir alle i E N 
stets pi > - l/2 und pi # pi fiir i # j, sowie 
kz pi = -l/2, -f (pi + l/2) = 03. (86) 
i=l 
Es sei 
W) = i (Pi + l/2). 
1=1 
(87) 
Der Einfachheit halber sei pi < 0 fur alle i E N. Dann ist fur jedes q E No 
(88) 
In die Ungleichungen (67)--(69) setzen wir nun fur E = 0 und K,(O) = 1 
die Abschatzung (88) ein und wahlen zu jedem s > s,, die natiirliche Zahl 
n = n(s) = [(!@)/2)1/2]; n(so) > no . 
Somit erhalten wir 
SATZ 10. Es seien siimtliche Voraussetzungen des Satzes 7 erftillt, ins- 
besondere such (66). Dann existiert eine positive Zahl c, unabhiingig von s, 
so da&? fiir s 3 so 
I f'*'(+0)1 e-2!?w/(P+1/2,~ q, (89) 
Fiir 0 -=L y < 112 entfiilrt die zweite Summe der rechten Seite. 
8.1. BEISPIEL. Sei pi = -l/2 + l/i, i = 1, 2 ,.... Dann ist Y(s) > log s. 
Unter den Voraussetzungen von Satz 10 folgt hieraus ftir s > s, 
Eiyf;p,) < C(logs)+2 + i I f’“‘(+o)l - 
C?=Otrl${8i) 
q, s 2/(,2+1/a 9 (90) 
wobei die zweite Summe fur 0 -C y < l/2 wegfallt. 
SchluJbemerkung. Das Beispiel 1 dieser Arbeit wurde in [4] such auf den 
Fall tibertragen, daD wir nicht in [0, 11, sondem in einem Interval1 [a, b], 
0 < a < b, approximieren. Dies kbnnen wir natilrlich such fur alle anderen 
Beispiele durchfilhren. 
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