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SUMMARY
A typical approach to decrease computational costs and memory requirements of classical algebraic multi-
grid methods is to replace a conservative coarsening algorithm and short-distance interpolation on a fixed
number of fine levels by an aggressive coarsening with a long-distance interpolation. Although the quality
of the resulting algebraic multigrid grid preconditioner often deteriorates in terms of convergence rates and
iteration counts of the preconditioned iterative solver, the overall performance can improve substantially.
We investigate here, as an alternative, a possibility to replace the classical aggressive coarsening by aggre-
gation, which is motivated by the fact that the convergence of aggregation methods can be independent of
the problem size provided that the number of levels is fixed. The relative simplicity of aggregation can lead
to improved solution and setup costs. The numerical experiments show the relevance of the proposed com-
bination on both academic and benchmark problems in reservoir simulation from oil industry.
KEY WORDS: algebraic multigrid; aggregation; elliptic partial differential equations; reservoir simulation;
scalability experiments
1. INTRODUCTION
Algebraic multigrid (AMG) methods [1–4] are among the most efficient solution and precondi-
tioning algorithms for large and sparse systems of linear equations that arise in a wide range of
scientific and engineering applications governed by elliptic partial differential equations (PDEs).
Multigrid methods combine effects of smoothing and coarse-level correction. The smoothing oper-
ation employs relaxation schemes such as the Jacobi or Gauss–Seidel iterations and attempts to
suppress the oscillatory components of the error, while the coarse-level correction is designed to
eliminate the complementary smooth components of the error, which are not efficiently reduced
by smoothing. The latter consists of transferring the smoothed error on a coarser level with fewer
degrees of freedom (DOF), solving the associated residual equation, and interpolating the computed
correction back to update the current fine-level solution. If the coarse level problem is too large,
the same scheme can be applied recursively leading to a hierarchy of levels of decreasing size. In
contrast to geometric methods [2, 5], AMG constructs the multigrid hierarchy entirely by algebraic
means without an a priori connection to the underlying continuous problem. The AMG methods can
be consequently employed in a ‘black-box’ fashion and are applicable even for problems defined
on complicated geometric domains, where it might be difficult, if possible, to develop a suitable
geometric multigrid method.
Most of the current methods can be classified in terms of coarsening schemes as classical and
aggregation AMG. In the classical AMG [1–4], a certain subset of fine-level DOFs is identified as
coarse-level DOFs, and a linear interpolation operator is deduced from the matrix entries. In the
aggregation methods [6–10], the coarse-level DOFs are associated with contiguous disjoint groups
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of fine-level DOFs called aggregates. The interpolation is defined simply by an injection of the
values from the coarse-level to the fine-level DOFs in each aggregate. We recall the basic principles
of these methods in Section 2.
The AMG methods based on the classical approaches with conservative coarsening algorithms
and short-distance interpolation formulas usually exhibit very good performance in terms of the
convergence rates of preconditioned iterative methods reflected in low iteration counts to achieve
given stopping criteria. The price to pay is, however, characterized by relatively high computational
costs and memory requirements associated with the setup and solution phases of the preconditioner.
Alternatively, a more aggressive coarsening scheme with a long-distance interpolation [4] can be
constructed on a fixed number of fine levels followed by the conservative method on subsequent
coarse levels. Although the convergence rate of the preconditioned iterations may deteriorate, the
overall performance is usually improved.
The aggregation AMG methods use simple interpolation operators and often provide hierarchies
with low operator complexities depending on the aggregation algorithm. Nevertheless, they were
rarely used before in the multigrid setting because of the fact that the convergence rate of the
resulting V-cycle often depends on the problem size [4, 7, 11]; in particular, the convergence rate
deteriorates with the number of levels. The scalability of the aggregation methods can be recovered,
for example, by improving the interpolation operators [12–16] and hence effectively increasing the
overlap of aggregates or by using a certain polynomial acceleration of the coarse-level correction
[7, 9, 17–19] instead of the usual V-cycle.
The convergence of aggregation methods is, on the other hand, independent of the problem size
if the number of levels is kept fixed; see, for example, [6, 20]. Such a framework alone is of course
not practical because it may require to solve possibly large coarse systems to a high level of accu-
racy, for example, by a direct solver, which can be unfeasible in practice. In this paper, we consider
combining the aggregation and classical AMG approaches within one hierarchy as an alternative for
the classical aggressive coarsening (Section 3). In this way, we can achieve a considerable reduc-
tion of the operator complexity and reduce costs of the setup and solution phases of the resulting
preconditioner similarly to the classical aggressive methods.
Our work is motivated by the particular application of AMG in the context of solving linear
algebraic systems arising from multi-phase flow models in reservoir simulations, which are used
in the oil industry to model the flows of oil, gas, and water in an oil reservoir subject to produc-
tion and injection of fluids. Discretization and linearization of the model equations lead to a large
sequence of systems, which couple together the pressure and saturation or concentration unknowns
in the computational cells of the underlying domain discretization and which must be solved effi-
ciently [21–23]. A possible approach for preconditioning such systems is based on decoupling the
dependency of the pressure on the remaining unknowns.
A popular preconditioning method in this context is the constrained pressure reduction (CPR)
method [24, 25], which consists of two stages. In the first stage, the pressure subsystem is solved
approximately by a single or a few V-cycle iterations of an AMG method. In the second stage,
an approximate global preconditioner usually based on an incomplete factorization of the whole
Jacobian matrix is applied on the updated residual vector. The setup of the AMG method often
represents a performance bottleneck, and therefore, our goal is to reduce the costs of the AMG setup
in order to improve the overall performance of the CPR preconditioner. We illustrate our approach
on numerical examples involving both simple academic problems and problems arising in reservoir
simulations in Section 4.
2. ALGEBRAIC MULTIGRID
We briefly recall in this section the basic principles of the (algebraic) multigrid methods; see, for
example, [3–5] for more details. We consider a linear algebraic system Au D f , where A is a real
N  N symmetric and positive definite matrix and f and u are, respectively, the right-hand side
and the unknown solution vectors. A multigrid method attempts to construct the approximations of
the solution of the original problem on a hierarchy of levels associated with coarsened spaces in
order to accelerate the convergence of solutions on fine levels. The principal idea is that smooth
error components, which cannot be efficiently eliminated by a relaxation scheme, are removed by
the coarse-level correction, that is, by solving approximately the error-residual equation on a coarser
level with fewer unknowns and interpolating the computed correction back to the fine level in order
to obtain an improved approximation of the solution. Such a method can be used both as a standalone
solver or as a preconditioner for an iterative method such as CG or GMRES.
A multigrid hierarchy is defined by a sequence of grids `, level operators A`, inter-level transfer
operators P` (prolongators) and R` (restrictors), and the smoothing operators S`;pre and S`;post. In
the geometric multigrid, the grids can be constructed by coarsening the initial fine grid 1 WD ,
possibly by doubling the mesh size in all spatial directions or in a subset thereof. The operators A`
are then constructed by discretizing the given PDE on the resulting coarse grid, and the interpolation
operator P` is defined by the natural injection between the discrete functional spaces associated with
`C1 and `. Finally, the smoothing operators S`;pre and S`;post are constructed in order to obtain
an efficient cycle, that is, to suppress the error components, which are not efficiently removed by
the coarse-level correction, which may, however, be problem dependent (e.g., using line or plane
smoothers for problems with anisotropic coefficients). The traditional multigrid V-cycle can be then
defined as in Algorithm 1 (where L denotes the index of the coarsest level).
The smoothers in AMG are, on the other hand, typically fixed to a simple relaxation scheme such
as the point-wise Jacobi or Gauss–Seidel iteration and the sequence of ‘grids’ (where the grid ` can
be associated simply with the set of indexes ¹1; : : : ; N`º) and inter-level operators are constructed
from the given fine-level matrix A1 WD A. In order to obtain a good AMG preconditioner, the
coarsening and possibly the interpolation scheme are adapted so that the range of the interpolation
operators can accurately capture the error components, which are not efficiently eliminated by the
smoother. This is usually accomplished with a concept of connection strength that quantifies the
dependence of a given DOF on its neighbors and is widely used as a heuristic for constructing AMG
coarsening and interpolation schemes.
Computing the AMG hierarchy is carried out during the setup phase, which typically follows a
more or less fixed pattern illustrated in Algorithm 2. Certain components of the AMG setup are
often fixed; in particular, the restrictor is simply given by the transpose of the prolongator (R` D
P T
`
), and the coarse-level operators is given by the Galerkin product (triple matrix–matrix product)
A`C1 D R`A`P`. The initial two steps of the setup loop, where the coarse-level DOFs `C1 and
the interpolation operator P` are constructed, give rise to whole families of the AMG methods. We
cover the basic ones in the remainder of this section.
2.1. Coarsening and interpolation in algebraic multigrid
We briefly describe the classical and aggregation coarsening approaches (Figure 1) and some typical
interpolation methods. Throughout this section, we omit the level indexes for simplicity of notation;
we assume an N N symmetric positive definite matrix A is given on a fine level  D ¹1; : : : ; N º.
The exposition is fixed to systems arising from discretized scalar problems with the constant kernel.
The row sums of A are then mostly zero except those corresponding to Dirichlet boundary con-
ditions, that is, the constant vectors represent a ‘near’ nullspace of A. In a more general setting,
the prolongation operators are adjusted in order to preserve the near nullspace through the hierar-
chy, which can be carried out by a certain modification of the interpolation rules and possibly by
adaptively estimating the near nullspace basis vectors [26, 27].
2.1.1. Classical algebraic multigrid. The classical AMG in a sense mimics the geometric multi-
grid. The fine-level DOFs  D ¹1; : : : ; N º are split into two disjoint sets of fine points (F-points)
F and coarse points (C-points) C . The C-points are identified with the coarse-level DOFs, and the
interpolation is defined by an identity mapping to the C-points and for F-points by linear weighting
the values in the neighboring C-points. Assuming that the fine DOFs are ordered first on the fine
level, the prolongator has hence the block form
P D

W
I

; (1)
where W is a jF j  jC j matrix of weights.
The coarsening generally attempts to fulfill two contradictory objectives. In order to ensure that
a chosen interpolation scheme is well-defined and of a good quality, some close neighborhood of
each fine point must contain a sufficient amount of coarse points to interpolate from. Hence the set
of coarse points must be rich enough. On the other hand, the set of coarse points should be suffi-
ciently small in order to achieve a reasonable coarsening rate (the relative decrease of the number
of unknowns on the coarse level).
Figure 1. Coarsening and interpolation in the classical (left) and aggregation (right) algebraic multigrid on
a regular one-dimensional grid.
A usual process of constructing an AMG coarsening starts by determining strong dependencies
between the adjacent DOFs, that is, for each point i 2 , we construct a subset Si of Ni WD ¹j W
j ¤ i ^ aij ¤ 0º so that the value in point i is ‘strongly influenced’ by the values in adjacent points
Si . Traditional criteria are based on comparing magnitudes of the negative off-diagonal entries of A.
A point j is said to strongly influence the point i (or i to strongly depend on j ), that is, j 2 Si , if
 aij >  max
k2Ni
.aik/ (2)
for some threshold parameter  2 Œ0; 1 (usually  D 0:25). This choice is based on the heuristic that
states that the (algebraically) smooth errors vary slowly in the directions determined by negative off-
diagonal entries with large magnitudes. The remaining dependencies (including those corresponding
to positive off-diagonal entries) are considered weak.
The coarsening in classical AMG is created by using a certain independent set algorithm on the
graph determined by the structure of strong connections and the concrete criteria on the relations
between the C-points and F-points may depend on the choice of the interpolation rule. Most inter-
polation schemes are derived from the fact that algebraically smooth errors e have small residuals,
and hence, Ae  0. Hence, denoting Ci WD C \ Si the distance-one interpolation set associated
with a fine point i 2 F , we have
ai iei  
X
j2Ci
aij ej 
X
j2F \Si
aij ej 
X
j2Ni nSi
aij ej : (3)
In order to use this formula to define an interpolation scheme, we need to somehow get rid of the
last two terms on the right-hand side. Various treatments of these terms exist, which give rise to
different interpolation schemes. The simplest example of a distance-one interpolation is the direct
interpolation, where the weights wij in (1), are given by
wij D aij
ai i
P
k2Ni
aik
P
k2Ci
aik
; j 2 Ci :
The standard interpolation allows for more aggressive coarsening and constructs its interpolation
set Ci by augmenting the stencil in (3) with the equations associated with the strongly influenc-
ing F-points and using the direct interpolation on the resulting augmented equation. These two
schemes can be combined and in case of aggressive coarsening give rise to the so-called multi-pass
interpolation; see [4] for more details.
The direct and standard interpolations may not be accurate enough. The classical interpolation
[3] attempts to improve the direct interpolation by a more careful treatment of the contributions
from the strongly influencing F-points. However, the coarsening must achieve a certain additional
property that often leads to high complexities of resulting hierarchies. Two interpolation schemes
were proposed in [28], which can be considered as extensions of the classical interpolation formulas
for the distance-two standard interpolation.
The traditional sequential coarsening process [3] implements essentially a greedy coloring algo-
rithm. In the first pass, an initial splitting is created by, at each step, picking a ‘good’ C-point
candidate (where the measure of ‘goodness’ is given by the number of points influenced by the can-
didate) and marking all its neighbors as F-points. The process is repeated until all points are marked
and give rise to a coarsening suitable for the direct interpolation. A second pass can be added, which
forces additional constraints on the coarsening when the more demanding classical interpolation
is used.
Other coarsening schemes exist, where some of them are particularly useful for parallel imple-
mentations. Randomized parallel graph coloring algorithms [29, 30] can be adapted for the purpose
of the classical AMG coarsening [31, 32]. The advantage is that the algorithms are naturally parallel
and their results do not depend on the number of processors and the domain partitioning (assuming
that the randomization is independent of the number of processes as well). The aggressive coars-
ening, which we use for a comparison with our approach, can be considered as an analog to the
long-distance coloring. It leads to better coarsening rates but requires a more involved long-distance
interpolation scheme such as the multi-pass interpolation based on combining the direct and standard
interpolation schemes.
2.1.2. Aggregation algebraic multigrid. The aggregation methods partition the DOFs  into small
disjoint sets (aggregates) Gj . The aggregates are created by grouping together patches of adjacent
strongly connected points. The criterion used in the smoothed aggregation [14] defines two points i
and j 2 Ni to be strongly connected if
jaij j > pai iajj (4)
for some threshold parameter  2 Œ0; 1 (in [14], the choice  D 0:08  0:5`1, where ` > 1 is the
index of the level, is recommended).
Essentially, any graph coarsening or partitioning algorithm can be adapted for the purpose of the
aggregation AMG. The root point algorithm given in [14] generates aggregates in two passes. In the
first pass, the initial aggregation is created from unaggregated strongly connected patches of points,
while the second pass consists of appending the remaining unaggregated points to the adjacent
aggregates. We use a modification of this algorithm for aggregation as well (Section 3). Another
possibility is to use a variant of pairwise matching [7, 9, 10, 33] between the adjacent points.
In parallel implementations, the coarsening by aggregation is often realized simply in the way
that all processes aggregate independently their local DOFs as the aggregation AMG does not nec-
essarily require any special treatment of the coarsening close to the inter-process boundaries in
contrast to the classical AMG. The obvious disadvantage is that the operator size on the coarsest
level is bounded from below by the total number of processes (each containing at least one DOF). In
addition, the coarsening rate can be slow in particular on coarser levels when most of the strong con-
nections exist between the points accommodated on different process domains, which is the case in
particular when the standard (unweighted) parallel partitioning is used for problems with anisotropic
coefficients. For a description of some ‘coupled’ parallel aggregation algorithms, see, for example,
[34].
The coarse DOFs in aggregation AMG are identified with aggregates, that is, an aggregate Gj
corresponds to a DOF j of the coarse level and fine DOFs interpolate solely from their associated
aggregates (i.e., each from a single value). The prolongator has hence orthogonal columns and is
sparser in contrast to prolongators constructed by classical AMG approaches. For the problems
under consideration, the entries of the prolongator P D .pij / can be defined simply by taking
pij D
²
1 if i 2 Gj ,
0 otherwise.
The setup of the aggregation AMG is relatively fast and cheap compared with the classical AMG
in particular because of the simplicity of the construction of the prolongation (and consequently
of the restriction) operators. The convergence of the V-cycle (and also of the W-cycle) is however
strongly dependent on the problem size or, more precisely, on the number of levels in the hierarchy.
This dependency can be circumvented by limiting the number of levels, which is impractical because
of the possibly large size of the coarsest system. One can construct instead a fixed number of levels
using the aggregation and use the classical AMG as the solver on the coarsest level created by
aggregation. We investigate this alternative in the next section.
3. COMBINING AGGREGATION AND CLASSICAL ALGEBRAIC MULTIGRID
The classical AMG with a short-distance interpolation as a preconditioner (or stationary solver)
often provides very good V-cycle convergence rates for a wide range of problems. However, the
operator complexities can be relatively high leading to a worse performance of both the setup
and solution phases. The complexity can be substantially reduced by using the aggressive coars-
ening with the multi-pass interpolation on the first (say, one or two) fine levels followed by the
more conservative scheme to construct the remaining levels of the hierarchy. Although such a
modification may deteriorate the convergence of the preconditioned iterative method, a low oper-
ator complexity often compensates this drawback, and consequently, the combination of the two
approaches in one hierarchy can provide a significant improvement of the overall performance of the
linear solver.
The parallel implementation of the aggressive coarsening and multi-pass interpolation is, how-
ever, not trivial. On the other hand, the implementation of a parallel ‘decoupled’ aggregation
is quite simple, and the construction of the resulting interpolation operator is trivial. As an
alternative to the classical aggressive coarsening, we consider to replace it by the aggregation
AMG. The resulting ‘hybrid’ AMG method hence combines a fixed number of aggregation lev-
els with the rest of the hierarchy constructed by a classical AMG scheme with a short-range
interpolation.
We use a modified variant of the aggregation algorithm from [14] with a slightly different defini-
tion of the strength of connection. We consider essentially a combination of both criteria (4) and (2),
where for each pair of adjacent points i and j in the graph of A, we define the weight ij by
ij D aijpjai iajj j if aij < 0, ij D 0 otherwise
(by convention, we set ij D 1 if aij D 0) and say that i and j are strongly connected if
ij >  min¹max
k
ik; max
l
lj º (5)
for some given threshold  2 Œ0; 1 (we use  D 0:25 in our experiments). With this choice, we
ensure that the weights are symmetric, and in our experience, the criterion may capture better the
heterogeneity of the coefficients than the criteria based solely on (2) or (4). A similar variant was
also used recently in [35].
For each point i 2 , we denote by S .1/i the strongly connected patch associated with the
root point i , that is, S .1/i WD ¹iº [ ¹j 2 Ni W ij satisfy (5)º. The average coarsening rate of
the standard aggregation algorithm [14] is limited by the (average) sizes of the patches S .1/i . In
order to allow for more aggressive aggregation, we consider radius-r strong neighborhoods defined
recursively by
S
.r/
i D
[
j2S.r1/
i
S
.1/
j ; r > 1;
that is, the set S .r/i contains together with the root point i also the points contained in ‘strong paths’
starting in the point i of the distance at most r .
The aggregation procedure is described in Algorithm 3. It is very similar to the algorithm used in
the smoothed aggregation [14] except that in the first pass, we consider strong neighborhoods S .r/i .
The second pass, where the unaggregated points are appended to adjacent aggregates, is repeated
r-times in order to fill the ‘holes’ created during the first pass. There are more options how to break
ties in the second pass if there are more aggregates QGj strongly connected to the point i ; we can
append i to the aggregate that has either the maximum number of strong connections to i or contains
a point k maximizing the weight ik over all aggregated neighbors of i in S .1/i . Note that, in the
parallel implementation, certain points, which have no strong connections to any other point on the
domain associated with the local process but can have a strong connection to a point across the inter-
process boundary, can be left unaggregated. In such a case, the algorithm is followed by the third
phase where small aggregates are created from the remaining points.
In order to illustrate effects of using the ‘exact’ aggregation AMG and the variant combined
with the classical AMG on the convergence behavior of a preconditioned solver, we take the
two-dimensional Poisson equation on the unit square with a constant right-hand side and homo-
geneous Dirichlet boundary conditions discretized by the five-point finite difference stencil on a
uniform grid. We consider two-level and three-level ‘exact’ aggregation methods denoted AGG1
and AGG2 (where the exact coarse-level solver is imitated by an iterative method with a tight tol-
erance) and the same configurations with the coarse-level solver replaced by the classical AMG
(see the next section for the description of the parameters for the classical AMG) denoted by
AGG1 and AGG2. In order to illustrate the inefficiency of the ‘full’ aggregation method, we
also report the iteration counts for the method implemented with a V-cycle and W-cycle (AGGV
and AGGW).
In Table I, we report the number of iterations required to achieve the relative residual norm
tolerance 106 by the conjugate gradient method preconditioned by a given AMG scheme. The
sequential experiments were performed on a single node of the computer described in the next
section. We observe that the performance of both the exact and hybrid two-level and three-level
methods scale well with the problem size and with the hybrid methods we almost achieve the same
iteration numbers as with the exact counterparts; see [36, Corollary 5.11] for theoretical justifica-
tion. It is also clear that using the aggregation AMG with the V-cycle or W-cycle does not provide a
scalable preconditioner.
Table I. Dependence of iteration counts of different methods on the
problem size for the isotropic Poisson problem in two dimensions.
Problem size N
Method 642 1282 2562 5122 10242 20482 40962
AGG1 11 13 14 14 15 15 16
AGG1 12 15 16 18 20 22 24
AGG2 12 15 18 21 22 22 22
AGG2 12 15 19 22 24 27 30
AGGV 25 37 57 83 145 474 >1000
AGGW 21 27 36 46 64 84 123
The convergence of the full aggregation method can be improved by using a cycle with a cer-
tain polynomial acceleration such as overcorrection [17] (minimizing the A-norm of the error in the
direction of the smoothed correction) or K-cycle [19] (implementing one or two steps of the gener-
alized conjugate gradient method per level). Our intention here is not, however, to provide a scalable
(multi-level) aggregation method but to propose the aggregation as an alternative to classical aggres-
sive coarsening. In addition, our experience indicates that using the overcorrection in the hybrid
framework does not provide a substantial improvement of the convergence rate and sometimes can
even worsen the overall performance because it requires to compute an additional matrix vector and
dot product per multigrid level. For the same reasons, we also do not consider here the K-cycle,
which, in addition, may require more (two) per-level iterations in the coarse-level correction step.
It is also possible to improve the convergence rates of the aggregation methods by increasing the
overlap of the aggregates such as in the smoothed aggregation. Such an approach combined with
an aggressive aggregation algorithm can of course be used in our hybrid framework as well and
might provide more accurate interpolation operators than the (plain) aggregation. However, we do
not consider this option here and leave it for future investigation. Note that our hybrid framework
can be combined essentially with any reasonable aggregation algorithm and does not depend on that
presented in this section.
4. NUMERICAL EXPERIMENTS
We empirically compare the performance of the combination of the aggregation and classical AMG
schemes on two types of problems. We test the weak scalability on simple isotropic and anisotropic
Poisson problems in three dimensions and the strong scalability on sequences of linear systems
from two benchmark problems arising in reservoir simulations. The tests were run on the Pangea
computer (SGI ICE X) based on eight-code Intel Xeon E5-2670 processors (two per node) connected
by the InfiniBand network located at CSTJF of Total in Pau.
We implemented the aggregation algorithms in our AMG framework developed in C++ with
custom algebraic kernels supporting both MPI and OpenMP parallelism. Our aggregation algorithm
allows for coarsening across process domain boundaries but because we apply the aggregation only
on a fixed number (one or two) of fine levels, we consider only the ‘decoupled’ variant that creates
aggregates consisting only of the local DOFs. The advantage in contrast to classical approaches
is that this does not require any communication to build the transfer operators; a certain exchange
of information is needed only to compute the triple matrix–matrix product RAP . For the classical
AMG, we use the implementation in the BoomerAMG [37] package of the Hypre [38] library.
All tests were executed with one MPI process per socket (two per node), each MPI process using
eight OpenMP threads on the socket cores. We denote by #MPI the number of MPI processes used
for a given test (the real number of processes is then 8  #MPI).
Most of our tests use radius r D 1 in Algorithm 3, so the aggregation algorithm is more or less
equivalent to that presented in [14]. Further in the section, we perform some experiments with larger
aggregates as well. By AGGnRr , we denote AMG variants with n levels of aggregation with radius r
followed by the conservative classical AMG scheme. We compare our approach with AMG schemes
based on the classical aggressive coarsening denoted by AGGRESn, where, again, n denotes the
number of fine levels treated by the classical aggressive coarsening with the multi-pass interpolation.
The strength thresholds  both in (2) for the classical AMG and (5) for the aggregation algorithm
are set to 0.25. For all configurations, the conservative classical AMG method on coarse levels uses
the HMIS algorithm (defined in [32]) coarsening coupled with the ‘extended+i’ interpolation [28],
with the prolongators are truncated to (at most) five entries per row. We use the local symmetric
Gauss–Seidel relaxation as both the presmoother and postsmoother on all intermediate levels with
the direct solver used on the coarsest level of the size bounded from above by 16.
4.1. Weak scalability experiments
We evaluate the performance and weak scalability properties on the Poisson problem
r  .Kru/ D 1
in the three-dimensional unit cube with the homogeneous Dirichlet boundary conditions discretized
by the seven-point stencil on a uniform regular grid with 643 D 262144 grid points per MPI process.
We consider both isotropic (K D I ) and anisotropic problems where for the latter we set K D
diag.100; 1; 1/. The AMG methods are used as preconditioners for the conjugate gradient method.
The iterations are stopped when the relative residual norm decreases below the tolerance 106.
We run the considered AMG schemes (with n D 1 and n D 2 for both aggregation and aggressive
coarsening variants) on up to 93 D 729 MPI processes (5832 cores) and report the results in Tables II
and III and Figures 2 and 3, respectively, for the isotropic and anisotropic problems. For each test
problem, we report in the tables the setup (denoted by ‘Setup’) and solution (denoted by ‘Solve’)
Table II. Weak scalability experiments for the isotropic Poisson problem.
Method #MPI Setup Solve Total Cop L #iters
AGG1R1 1 4.588e-01 3.330e-01 7.918e-01 1.548 6 11
27 7.662e-01 5.636e-01 1.330e+00 1.577 8 14
125 8.941e-01 6.662e-01 1.560e+00 1.582 9 15
343 1.411e+00 7.856e-01 2.197e+00 1.585 9 16
729 1.736e+00 9.411e-01 2.677e+00 1.586 10 17
AGGRES1 1 6.303e-01 4.207e-01 1.051e+00 1.382 6 10
27 1.055e+00 7.331e-01 1.788e+00 1.377 7 13
125 1.371e+00 8.679e-01 2.239e+00 1.376 8 14
343 1.519e+00 9.962e-01 2.515e+00 1.378 9 14
729 2.112e+00 1.226e+00 3.338e+00 1.378 9 15
AGG2R1 1 2.886e-01 3.383e-01 6.269e-01 1.340 7 13
27 4.895e-01 5.450e-01 1.034e+00 1.355 8 16
125 8.441e-01 6.580e-01 1.502e+00 1.358 8 17
343 8.788e-01 7.300e-01 1.609e+00 1.359 9 18
729 1.431e+00 9.523e-01 2.383e+00 1.360 10 18
AGGRES2 1 5.059e-01 5.579e-01 1.064e+00 1.221 6 14
27 7.523e-01 1.012e+00 1.764e+00 1.223 7 19
125 1.102e+00 1.148e+00 2.250e+00 1.223 7 20
343 1.161e+00 1.433e+00 2.594e+00 1.223 8 21
729 1.544e+00 1.573e+00 3.117e+00 1.223 8 22
Table III. Weak scalability experiments for the anisotropic Poisson problem.
Method #MPI Setup Solve Total Cop L #iters
AGG1R1 1 3.773e-01 5.141e-01 8.914e-01 2.193 7 12
27 1.345e+00 8.994e-01 2.244e+00 2.196 9 14
125 1.842e+00 1.120e+00 2.962e+00 2.244 9 16
343 2.024e+00 1.268e+00 3.292e+00 2.258 10 16
729 2.625e+00 1.421e+00 4.046e+00 2.264 10 17
AGGRES1 1 4.760e-01 5.452e-01 1.021e+00 2.444 6 10
27 1.728e+00 1.166e+00 2.894e+00 2.322 8 15
125 2.113e+00 1.610e+00 3.723e+00 2.436 10 15
343 2.452e+00 1.523e+00 3.975e+00 2.490 10 16
729 3.403e+00 1.580e+00 4.983e+00 2.522 10 16
AGG2R1 1 3.133e-01 5.903e-01 9.036e-01 1.784 7 17
27 8.780e-01 1.179e+00 2.057e+00 1.836 8 23
125 1.154e+00 1.389e+00 2.543e+00 1.863 9 25
343 2.214e+00 1.551e+00 3.765e+00 1.873 9 26
729 1.922e+00 1.763e+00 3.685e+00 1.879 10 27
AGGRES2 1 3.525e-01 6.646e-01 1.017e+00 1.833 5 14
27 1.113e+00 1.333e+00 2.446e+00 1.748 7 20
125 1.448e+00 1.555e+00 3.003e+00 1.796 8 21
343 2.028e+00 1.899e+00 3.927e+00 1.854 8 22
729 2.973e+00 2.105e+00 5.078e+00 1.887 9 22
Figure 2. Weak scalability experiments for the isotropic Poisson problem: algebraic multigrid setup times
(left plot) and total solution time (right plot).
Figure 3. Weak scalability experiments for the anisotropic Poisson problem: algebraic multigrid setup times
(left plot) and total solution time (right plot).
times, where the solution time also includes the overhead because of CG method and the overall
time (denoted by ‘Total’). In addition, for each configuration, we report the operator complexity
Cop WD ŒPL`D1 #Nz.A`/=#Nz.A1/, where #Nz denotes the number of nonzero entries of a matrix,
the number of levels L in the hierarchy, and the number of iterations (‘#iters’) used to reduce the
relative residual norm below the given tolerance.
Using both the aggregation and aggressive coarsening on fine levels generally leads to reductions
of the operator complexities of the conservative coarsening scheme. The operator complexities cre-
ated by schemes AGG1R1 and AGG2R1 are close to those created by the corresponding AGGRES1
and AGGRES2 schemes, although for the isotropic problem, the complexities associated with
aggregation-based schemes are somewhat higher than their corresponding counterparts based on
aggressive coarsening. We observe a similar behavior of the solution phase in terms of the associated
iteration counts.
Nevertheless, the aggregation-based schemes can outperform the schemes based on classical
aggressive coarsening. The convergence behaviors of the corresponding schemes (one-level or two-
level) are very similar so replacing the aggressive coarsening by the aggregation does not need
to deteriorate the ‘quality’ of the preconditioner. Most of the performance gain is hence due to
the simplicity of the aggregation operators; both its construction and its application do require no
communication at all. Therefore, although the operator complexities of the aggregation schemes
are somewhat larger for the isotropic Poisson problem, there is still a visible performance gain in
comparison with the AGGRES1 and AGGRES2 schemes.
For illustration, we report in Tables IV and V the ‘per-level’ information about the hierarchies
associated with the considered methods for the largest problems reported in Tables II and III. For
each level, we show the number of rows (#Rows) and nonzeros (#Nz) of the matrix A` and the
minimum (smin), maximum (smax), and average (savg) stencil size (i.e., the number of entries per
row). (Note that the coarsest levels associated with AGG1R1 and AGG2R1 in Table V have more
DOFs than the prescribed maximum 16. All rows of the coarsest matrix have a strong row diagonal
dominance. Hence, no coarsening is carried out, and the systems are resolved simply by smoothing.)
We observe that although the operator complexities of the aggregation schemes can be as high
or even higher than that of the corresponding schemes using the classical aggressive coarsen-
ing, the resulting preconditioners still manage to obtain reasonable performance gains. The slower
decrease of the number of DOFs on aggregation levels is mainly due to the smaller stencils gener-
ated by aggregation on fine levels. This could be circumvented by using larger aggregates (e.g., by
increasing the radius in Algorithm 3).
It is also interesting to observe that, in the classical AMG, the number of nonzero entries
can occasionally increase on coarse levels depending on the size of the prolongator rows. Note
that this cannot happen on aggregation levels because the (plain) aggregation is guaranteed to
Table IV. Hierarchy information of methods applied to the isotropic Poisson
problem on 729 MPI processes.
Method Level #Rows #Nz smin smax savg
AGG1R1 1 191’102’976 1’335’730’176 4 7 7.0
2 23’231’772 287’949’978 5 20 12.4
3 6’444’957 377’017’449 14 97 58.5
4 945’523 105’480’473 22 185 111.6
5 89’186 11’499’766 22 203 128.9
6 8’754 1’079’708 18 208 123.3
7 973 96’843 15 217 99.5
8 173 13’331 26 167 77.1
9 33 987 13 33 29.9
10 3 9 3 3 3.0
AGGRES1 1 191’102’976 1’335’730’176 4 7 7.0
2 14’919’911 275’996’401 8 42 18.5
3 3’036’452 191’647’280 20 126 63.1
4 323’464 33’779’136 22 198 104.4
5 29’730 3’479’386 21 234 117.0
6 2’797 284’743 11 227 101.8
7 333 23’819 15 187 71.5
8 44 1’746 26 44 39.7
9 7 49 7 7 7.0
AGG2R1 1 191’102’976 1’335’730’176 4 7 7.0
2 23’231’772 287’949’978 5 20 12.4
3 6’045’372 95’304’780 5 27 15.8
4 1’200’439 78’627’843 21 105 65.5
5 149’344 16’743’720 28 178 112.1
6 13’446 1’595’178 19 191 118.6
7 1’439 142’819 14 189 99.2
8 182 11’646 16 136 64.0
9 23 503 16 23 21.9
10 2 4 2 2 2.0
AGGRES2 1 191’102’976 1’335’730’176 4 7 7.0
2 14’919’911 275’996’401 8 42 18.5
3 505’408 13’144’824 6 48 26.0
4 95’741 7’175’689 17 134 74.9
5 9’293 915’679 15 162 98.5
6 927 78’629 17 169 84.8
7 100 5’116 18 87 51.2
8 10 100 10 10 10.0
Table V. Hierarchy information of methods applied to the anisotropic Poisson
problem on 729 MPI processes.
Method Level #Rows #Nz smin smax savg
AGG1R1 1 191’102’976 1’335’730’176 4 7 7.0
2 65’691’648 458’721’792 4 7 7.0
3 32’514’048 483’720’192 6 15 14.9
4 15’096’050 230’760’782 6 19 15.3
5 6’235’899 364’876’769 14 105 58.5
6 1’193’641 134’568’815 25 179 112.7
7 121’332 14’660’566 24 192 120.8
8 12’912 1’211’004 20 156 93.8
9 1’480 89’468 9 103 60.5
10 126 1’698 2 28 13.5
AGGRES1 1 191’102’976 1’335’730’176 4 7 7.0
2 47’278’270 691’971’008 6 15 14.6
3 23’224’320 348’619’984 6 19 15.0
4 11’134’986 663’575’166 15 113 59.6
5 2’599’449 293’001’435 32 186 112.7
6 261’258 33’215’342 31 198 127.1
7 26’648 2’966’752 23 180 111.3
8 3’298 228’004 13 151 69.1
9 326 6’330 2 44 19.4
10 2 2 1 1 1.0
AGG2R1 1 191’102’976 1’335’730’176 4 7 7.0
2 65’691’648 458’721’792 4 7 7.0
3 23’887’872 166’385’664 4 7 7.0
4 11’612’160 170’627’328 6 15 14.7
5 5’579’438 275’592’862 16 101 49.4
6 961’931 93’306’855 26 153 97.0
7 92’607 9’160’225 24 159 98.9
8 12’964 916’080 17 142 70.7
9 949 10’781 1 28 11.4
AGGRES2 1 191’102’976 1’335’730’176 4 7 7.0
2 47’278’270 691’971’008 6 15 14.6
3 11’239’077 159’663’307 6 15 14.2
4 4’679’521 271’288’947 16 103 58.0
5 572’151 55’214’613 25 160 96.5
6 58’497 5’868’821 23 155 100.3
7 7’554 565’268 17 138 74.8
8 764 26’130 4 68 34.2
9 1 1 1 1 1.0
decrease this number at least by 2.jGi j  1/ per aggregate where jGi j denotes the number of points
in the aggregate Gi (because aggregating two adjacent points decreases the number of nonzeros at
least by 2).
4.2. Strong scalability experiments
We test the strong scalability of the AMG schemes on two model problems in reservoir simu-
lation. The problems represent coupled pressure-saturation PDE systems and are preconditioned
by a variant of the CPR preconditioner [24, 25]. The CPR preconditioner is a two-stage
preconditioner based on an explicit decoupling of the dependence of the pressure on the sat-
uration. In the first stage, the pressure subsystems are solved approximately by applying a
single V-cycle of the AMG preconditioner and, with the updated pressure solution component,
the pressure-saturation components are further improved by applying a global block incom-
plete factorization (ILU) preconditioner in the second stage. The FGMRES [40] method (with
the restart parameter set to 20) is used as the outer solver with the relative residual tolerance
set to 103 as such a relaxed tolerance is usually sufficient in the context of solving
linearized problems.
Table VI. Strong scalability results for the SPE10 problem.
AMG
Method #MPI Setup Solve Total LinSolver #iters Simulation
AGG1R2 1 5.429e+01 5.757e+01 1.119e+02 3.586e+02 715 7.358e+02
2 3.250e+01 2.609e+01 5.859e+01 1.856e+02 756 3.650e+02
4 1.822e+01 1.364e+01 3.186e+01 9.537e+01 704 1.857e+02
8 1.222e+01 7.310e+00 1.953e+01 5.127e+01 700 9.821e+01
16 8.040e+00 5.570e+00 1.361e+01 3.044e+01 742 5.464e+01
32 5.270e+00 2.910e+00 8.180e+00 1.701e+01 731 2.958e+01
64 4.500e+00 2.630e+00 7.130e+00 1.179e+01 768 1.868e+01
Cop  1:64, L D 8
AGGRES1 1 1.034e+02 4.114e+01 1.446e+02 3.544e+02 598 7.294e+02
2 5.771e+01 2.254e+01 8.025e+01 1.910e+02 634 3.707e+02
4 3.160e+01 1.219e+01 4.379e+01 9.924e+01 600 1.893e+02
8 1.937e+01 6.660e+00 2.603e+01 5.480e+01 617 1.003e+02
16 1.253e+01 5.040e+00 1.757e+01 3.257e+01 635 5.666e+01
32 8.070e+00 2.530e+00 1.060e+01 1.853e+01 630 3.088e+01
64 6.310e+00 2.240e+00 8.550e+00 1.289e+01 699 1.983e+01
Cop  1:63, L D 8
AGG2R2 1 4.706e+01 6.848e+01 1.155e+02 3.869e+02 800 7.636e+02
2 2.548e+01 3.145e+01 5.693e+01 2.008e+02 880 3.796e+02
4 1.462e+01 1.625e+01 3.087e+01 1.030e+02 822 1.930e+02
8 9.400e+00 8.790e+00 1.819e+01 5.385e+01 824 9.900e+01
16 6.310e+00 6.410e+00 1.272e+01 3.201e+01 876 5.615e+01
32 4.600e+00 3.430e+00 8.030e+00 1.723e+01 779 2.951e+01
64 3.940e+00 3.090e+00 7.030e+00 1.205e+01 856 1.890e+01
Cop  1:41, L D 7
AGGRES2 1 8.628e+01 4.193e+01 1.282e+02 3.565e+02 659 7.340e+02
2 4.543e+01 2.277e+01 6.820e+01 1.893e+02 698 3.744e+02
4 2.401e+01 1.266e+01 3.667e+01 9.955e+01 661 1.892e+02
8 1.353e+01 6.470e+00 2.000e+01 5.166e+01 679 9.717e+01
16 7.910e+00 5.260e+00 1.317e+01 2.945e+01 704 5.344e+01
32 4.810e+00 2.570e+00 7.380e+00 1.604e+01 690 2.839e+01
64 3.820e+00 2.300e+00 6.120e+00 1.084e+01 766 1.787e+01
Cop  1:37, L D 7
We consider two test problems: a highly heterogeneous and anisotropic SPE10 benchmark prob-
lem [39] and an anisotropic and less heterogeneous problem VISFIN3D. The pressure matrices
have for the two problems 1’094’421 and 33’945’600 rows and 7’478’141 and 23’679’800 nonzero
entries, respectively. (For a given problem, the matrices have the same size and structure of nonzero
entries for each time step and Newton iteration.) For the SPE10 problem, the simulation takes
16 time steps with the total number of 64 inner Newton iterations and, for the VISFIN3D prob-
lem, 10 time steps with 20 Newton iterations (giving hence, respectively, 64 and 20 linear systems
to solve for each problem). The simulations are performed by a prototype simulator developed
at CSTJF.
We consider the schemes AGGRES1 and AGGRES2 corresponding to the classical aggres-
sive coarsening with the multi-pass interpolation on the first one and two levels, respectively,
followed by the more conservative HMIS coarsening with a distance-two interpolation on the
coarse levels (same as for the weak scalability tests). We also consider the schemes AGG1R2
and AGG2R2 (for SPE10) and the schemes AGG1R1 and AGG2R1 (for the less heterogeneous
problem VISFIN3D).
The results are summarized in Tables VI and VII. For AMG, we report the times spent in the
setup and solution phases including the total time spent in the AMG component of the simulation.
We report also the time taken by the linear solver (denoted by ‘LinSolver’), which includes the
overhead from the FGMRES method and the setup and applications of the CPR preconditioner,
Table VII. Strong scalability results for the VISFIN3D problem.
Algebraic multigrid
Method #MPI Setup Solve Total LinSolver #iters Simulation
AGG1R1 8 6.897e+01 1.248e+02 1.938e+02 3.694e+02 493 8.052e+02
16 3.707e+01 6.506e+01 1.021e+02 1.924e+02 492 4.216e+02
32 2.297e+01 3.640e+01 5.937e+01 1.052e+02 501 2.360e+02
64 1.594e+01 2.256e+01 3.850e+01 6.678e+01 500 1.471e+02
128 1.277e+01 1.667e+01 2.944e+01 4.911e+01 516 1.042e+02
256 8.940e+00 1.103e+01 1.997e+01 3.220e+01 525 7.081e+01
512 7.190e+00 7.130e+00 1.432e+01 2.243e+01 535 5.155e+01
Cop  1:28, L D 7
AGGRES1 8 6.965e+02 1.302e+02 8.267e+02 9.898e+02 429 1.413e+03
16 3.748e+02 7.807e+01 4.529e+02 5.418e+02 470 7.725e+02
32 2.445e+02 4.698e+01 2.914e+02 3.377e+02 460 4.693e+02
64 1.663e+02 3.428e+01 2.006e+02 2.278e+02 464 3.089e+02
128 1.341e+02 3.051e+01 1.646e+02 1.832e+02 456 2.393e+02
256 7.994e+01 1.952e+01 9.946e+01 1.102e+02 450 1.491e+02
512 4.356e+01 1.293e+01 5.649e+01 6.303e+01 487 9.244e+01
Cop  1:47, L D 7
AGG2R1 8 6.040e+01 1.668e+02 2.272e+02 4.370e+02 660 8.567e+02
16 2.971e+01 8.688e+01 1.166e+02 2.241e+02 664 4.526e+02
32 1.773e+01 4.304e+01 6.077e+01 1.146e+02 615 2.445e+02
64 1.214e+01 2.895e+01 4.109e+01 7.549e+01 656 1.569e+02
128 1.215e+01 2.183e+01 3.398e+01 5.691e+01 648 1.125e+02
256 7.940e+00 1.457e+01 2.251e+01 3.654e+01 637 7.524e+01
512 7.120e+00 9.120e+00 1.624e+01 2.453e+01 601 5.356e+01
Cop  1:18, L D 6
AGGRES2 8 4.013e+02 1.355e+02 5.368e+02 7.111e+02 494 1.132e+03
16 2.062e+02 7.988e+01 2.861e+02 3.792e+02 519 6.103e+02
32 9.970e+01 4.440e+01 1.441e+02 1.911e+02 485 3.224e+02
64 6.203e+01 3.127e+01 9.330e+01 1.220e+02 493 2.031e+02
128 4.173e+01 2.968e+01 7.141e+01 9.190e+01 541 1.482e+02
256 2.544e+01 1.985e+01 4.529e+01 5.675e+01 519 9.577e+01
512 1.501e+01 1.319e+01 2.820e+01 3.477e+01 532 6.409e+01
Cop  1:23, L D 6
Figure 4. Strong scalability experiments for the SPE10 problem: algebraic multigrid setup and solution time
(left plot) and total simulation time (right plot).
the cumulative number of iterations performed by FGMRES for all linear systems (#iters), and the
total simulation time (‘Simulation’). In Figures 4 and 5, we plot the total time spent in the AMG
component (left plots) and the total simulation time (right plots).
Figure 5. Strong scalability experiments for the VISFIN3D problem: algebraic multigrid setup and solution
time (left plot) and total simulation time (right plot).
Figure 6. Parallel speed-up of the algebraic multigrid time for the SPE10 (left plot) and VISFIN3D (right
plot) problems.
The performance of both aggregation-based and classical schemes is similar in terms of reduc-
ing the complexity of the conservative classical AMG. In particular on smaller number of cores,
where the costs associated with coarse levels do not dominate the costs of the setup phase, the
improvements due to the simplicity of aggregation operators are apparent. The difference, however,
decreases with the increasing number of cores as the setup costs become more dominated by the
setup of the coarse levels.
In Figure 6, we show the parallel speed-up of the time spent in the AMG component (both the
setup and solution phases) of the simulation for all the considered AMG schemes with respect to
the reference time given by the best time obtained on the lowest number of cores.
5. CONCLUSIONS
We proposed to combine aggregation methods with the conservative classical AMG algorithms
approaches within a multigrid hierarchy in order to reduce the complexity and increase the per-
formance of the AMG preconditioners. This is comparable with the similar approach based
on a classical aggressive coarsening based on long-distance coloring and long-range multi-pass
interpolation.
The aggregation-based hybrid schemes, although sometimes leading to higher operator com-
plexities than the corresponding classical aggressive coarsening methods, can outperform the latter
mainly because of the simplicity of the aggregation operators. This observation is also justified by
our numerical experiments.
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