INTRODUCTION
In the general field of control systems, an important part is the study of descriptor linear system, which has attracted many researcher's interesting in the last several decades. Within the obtained results of linear systems, control system design usually means to design a certain type of controller such that the closed-loop system meets certain design criteria, and sometimes the controller itself satisfies certain requirements. Different design problems are often defined by various design criteria, for example, for descriptor linear systems, stabilization, eigenstructure assignment (ESA), regularization, normalization and impulse elimination.
A descriptor linear system is clled admissible if it is regular, stable and impulse-free. It is well known that stability is an important property of a system, and the solution to a descriptor linear system exists and is unique if it is regular [1] . Moreover, if the initial condition of a system is not consistent or a control is not sufficiently smooth, in the response of a descriptor linear system, a impulse may arise. In most cases, we do not expect these impulse terms, since they may give rise to saturation of control or even break down the system. Therefore the research of certain feedback controllers to eliminating the impulsive behavior of a descriptor linear system is important. Unfortunately, these three problem usually are studied separately, such as [2] - [11] considered the regularization problem of linear descriptor systems by various feedback respectively, and [12] - [16] studied the impulse elimination problem for linear descriptor systems, while [17] - [33] focused on the eigenstructure assignment (ESA) for the first, second or higher-order linear systems, respectively.
A linear descriptor system usually be represented by the following state-space model
where n x  R is the state vector and r u  R is the input vector, , E A and B are both coefficient matrices with appropriate dimensions. For descriptor linear system (1), the ESA problem also been studied in many results (see, [24] - [33] ). In [25] - [27] the ESA problem via state-proportional(P) feedback are discussed. In the condition of R-controllable, rankE finite poles are assigned. In [28] , the eigenstructure assignment problem via state-derivative(D) feedback for system (1) are discussed and a complete parametric approach was proposed. [29] and [30] proposed a parametric approach for ESA problem for system (1) via output feedback, [31] obtained a solution, in the condition of C-controllable, to the ESA problem via PD feedback and assigned n finite closed-loop poles. Unfortunately, the closed-loop regularity and impulse-freeness of the systems were not discussed in all the above papers. In [32] , ESA problem via P feedback was studied, rankE arbitrary finite closed-loop poles are assigned and the closed-loop system is regular. However, that result did not consider the D feedback and did not studied the closed-loop impulse-freeness. [33] discussed the admissible control via PD feedback, and the proposed approach assigns   rank E B arbitrary finite closedloop eigenvalues and guarantees the closed-loop regularity and impulse-freeness.
This work disposes of the admissible control problem of system (1) via D feedback. Without loss of the generality, we supposed that B are full column rank and the system coefficients satisfy the following assumptions. n finite closed-loop poles were assigned. On the other hand, in both the two situations, the closed-loop system is impulse-free and regular. the general solutions in two situations. An illustrative numerical example is given in Section 5.
II. PROBLEM FORMULATION
For descriptor system (1), consider the following statederivative feedback controller
is the reference input. When controller (2) is substituted into system (1), we obtain the closed-loop system as follows:
In this paper, we aim to find a feedback controller in the form of (2), such that the closed-loop system (3) has 0 n finite poles. Without loss of generality, we suppose the finite Jordan form of the closed-loop system as follows.
where
 C is non-singular, and they satisfy
where , 1,2, , ,
are self-conjugate complex numbers, which represent the finite poles of the closed-loop system. to ensure the admissibility of the close-loop system (3) , that is, the following three conditions are met simultaneously:
1. the close-loop Jordan form is as (4) , that is, equation (5) satifies;
2. system (3) is regular, that is, the det( (
  for some complex number s  C [34] ; 3. system (3) is impulse-free. are to be defined.
It is clear that we can get the feedback gain matrix K with the help of (6) if we obtained matrices V and , W Therefore, to find the solution of Problem 1, we first need to study the generalized Sylvester matrix equation (7).
III. THE SOLUTION TO EQUATION (7) Reference [35] studied the solution to equation
In this part, we apply these results to equation (7). Denoting
Under the Assumption 1, we can find two unimodular
n r n r Q s s
Then we get the following conclusion for the parametric solution to equation (7).
Lemma 1:
Under the Assumption 1, the general solutions to the equation (7) are given by
0 0 0, 0, 1, 2, , , 1, 2, , ,
where ( ),
P s ( )
Q s satisfy (8), and
is a set of arbitrary vectors.
which satisfies obviously
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which is called a left-coprime factorization.
Another result about the solution to matrix equation (7) can be stated as follows.
Lemma 2:
Under the Assumption 1, the parametric solutions to the equation (7) are given by
where matrix polynomials ( ) N s and ( ) D s satisfy (10), and
IV. SOLUTION TO PROBLEM 1
With the help of (9) or (11), we get the parametric forms of matrices . In order that K solved from (6) is a real matrix, we need the following requirement to the free parameters { } ij f .
Constraint 1:
In the following, we will study the solution to Problem 1 in two different situations.
A. Case of 0 n n 
In this case, V is the closed-loop eigenvector matrix. So it must satisfies the following basic requirement :
Considering of the singularity of matrix V , we can easily get the solution to the gain matrix K as follows:
which obviously is a complete parametric solution. According to (5), we have in view of (6), therefore, the following constraint is a necessary condition of the closedloop regularity. Furthermore, under Constraint 3, system (3) is a conventional linear system and impulse-free.
s E BK A V s E BK V E BK VJ E BK V sI J
According to above deduction, in the case of 0 , n n  we obtain the following conclusion. 
We have, combining (6) and (13),
Then we get the following parametric solutions to the gain matrix K , in view of Constraint 2',
In this case, we view 0 ( ) r n n W     R as a free parameter matrix existed in the solution to equation (6) , which represents the extra freedom degree in the design problem other than the parameters { }. 
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Defining J  the infinite closed-loop Jordan matrix, then we get [34] (
) .
Combining the above equation with (5), yields
Rewritten the above equation as
Furthermore, post-multiplying the above by
Thus, we obtain
.
When Constrain 2' is satisfied, we have 
,
On one hand, the closed-loop system is impulse-free if 0 rank( ) E BK n   (see [34] ). On the other hand, we have, in view of (6),
Therefore, the following constrain is a necessary condition for the closed-loop impulse-freeness. 2 When the above Constrains are satisfied, the solution to Problem 1 can be obtained by (14) .
V. NUMERICAL EXAMPLE
Consider a system in the form of (1) 
For this system, we have 
