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Introduction
This paper investigates the discrete series of linear connected semisimple noncompact groups G. These are irreducible unitary representations that occur as direct summands of L 2 (G). It was Bargmann [Bar] who discovered that such representations can actually exist. In classifying the irreducible unitary representations for G = SL(2, R), he found two countable families of discrete series, one in spaces of analytic functions on the unit disk and one in the space of complex conjugates.
Later Harish-Chandra ( [HC1] , [HC2] and [HC3] ) abstracted Bargmann's construction and generalized it somewhat. Let K be a maximal compact subgroup of G. The setting for Harish-Chandra's generalization is that G/K has a complex structure such that G acts holomorphically. For each irreducible finite-dimensional representation of K whose highest weight satisfies a certain negativity property, Harish-Chandra considered the space of scalar-valued square-integrable holomorphic functions on G that transform under a maximal torus of K by the given highest weight, with G acting by translation on the functions. Harish-Chandra found that this space gave a discrete series representation, and such representations have come to be known as holomorphic discrete series. Holomorphic discrete series are extraordinarily explicit, and one can read off with relative ease what elements are in the space and how the Lie algebra of G operates.
Harish-Chandra's early work on the Plancherel formula for semisimple groups suggested that other groups should have discrete series, not just those with G/K complex, and yet no such representations were discovered for a number of years. Then in 1960 Dixmier [Dix] was able to classify the irreducible unitary representations of G = SO(4, 1), as well as its double cover, and to prove that some of his representations were discrete series. Dixmier's student Takahashi [Tak] gave global realizations of these representations, ostensibly explicit, and for the first time one had nonholomorphic examples.
In 1966 Harish-Chandra [HC4] succeeded in parametrizing all the discrete series for all semisimple groups G for which the rank of G equals the rank of the maximal compact K, and he showed that there were no discrete series if the equal rank condition failed. His parametrization was in terms of features of the global characters of such representations and did not give a global realization of any kind, other than as an unspecified subspace of L 2 (G). Global realizations were the subject of the Langlands conjecture [Lan] , which ultimately was proved by Schmid ([S1] , [S2] and [S3] ). It was shown that the discrete series can be realized as spaces of L 2 cohomology sections over G/T , where T is a maximal torus of G. Although the result was a space that one could define, neither the methods of proof nor direct computations showed how to produce a single nonzero element in the representation space.
Thus, except for SO(4, 1) and some similar examples that were considered afterward, there was no intermediate ground between the very concrete holomorphic discrete series and the very abstract general discrete series. In fact, closer examination of Takahashi's construction shows that it is less explicit than one might at first suppose. It does allow for the computation of nonzero elements in discrete series, one representation at a time, but it does not really show what the whole space is like nor what the action of the Lie algebra of G is.
The point of this paper is to find some intermediate ground between the holomorphic discrete series and the general discrete series, with the hope that one can use the intermediate cases to get nontrivial insights into the internal structure of the representations in the general case.
Thus we seek a kind of discrete series, more complicated than the holomorphic type, for which a global realization is relatively concrete. We insist on being able to identify the elements in the space, and we want to understand the action of the Lie algebra of G rather explicitly.
By now there are several "constructions" of general discrete series. In addition to Schmid's, we mention the Hotta-Parthasarathy realization [H-R] using a Dirac operator, the Enright-Varadarajan realization [E-V] using an iterative cohomological construction, the Flensted-Jensen realization ([FJ1] and [FJ2] ) using a kind of spherical function for a dual group, and the Vogan-Zuckerman realization ( [Vog] and [Zuc] ) using cohomological induction.
Our approach to the problem is to find one of these general constructions that is relatively manageable in some situations. The general construction that we examine is the Vogan-Zuckerman realization using cohomological induction. This particular construction seems favorable since the homology or cohomology is to be computed on the level of a K module from an explicit complex and since Duflo and Vergne [D-V] have given information about how to compute the action by the Lie algebra of G. All the cases of holomorphic discrete series, and only those, turn out to be realizable in homology or cohomology of degree 0, and we propose cases where the realization is in degree 0 or 1 as the intermediate case.
Interestingly, Wolf [Wol] has classified those groups for which G/K has a reasonable quaternion structure, and it turns out that most of the situations where Vogan-Zuckerman representations are realized in degree 1 are of the kind on Wolf's list. The study of discrete series that arise from Wolf's situation is not new but has been considered by Enright, Parthasarathy, Wallach, and Wolf ([EW1] and [EW2] ), although these authors had completely different objectives.
To summarize our results, in Chapter 1, the Vogan-Zuckerman construction of discrete series by means of cohomological induction is described. Crucial items are the K modules (1.12) and the maps ∂ n and ∂ ♮ n (1.16) and (1.17b) acting on these modules. In Chapter 2, we consider the discrete series A q (λ) for any group G satisfying the conditions of Theorem 1.6(a). The first main result is Proposition 2.3, which states explicitly a basis vector for the multiplicity space of the minimal K type. Other results include Proposition 2.5, which gives a general form for any K type appearing in A q (λ). A consequence of the proof of Proposition 2.6 is the relation (2.6g), which gives a general form for any K type η that has C * 2 (C λ )| η nonzero ( C * 2 (C λ )| η defined in Definition 1.19). Theorem 2.7 is our main result. It shows that computation of the action of the Lie algebra of G on a homology basis for the minimal K type is a solvable problem. Finally, Proposition 2.8 proves that there are K types η for which C * 2 (C λ )| η is nonzero. This result is important when determining a homology basis.
1. Construction of discrete series by cohomological induction 1.1. Discrete series. For a unimodular group G, an irreducible unitary representation π is in the discrete series if it is a direct summand of the right regular representation on L 2 (G), or equivalently if some (or equivalently every) nonzero , p. 20] . Let G be a linear connected semisimple noncompact Lie group, and let K be a maximal compact subgroup. The discrete series representations for G were parametrized by Harish-Chandra [HC4] . A key result is that the discrete series representations exist for G if and only if a maximal torus T of K is maximally abelian in G. This is equivalent to saying rank G = rank K. For an exposition, see [K3, p. 454] , especially Theorem 9.20.
The Vogan-Zuckerman construction known as cohomological induction is a way of constructing discrete series. At this point we shall give a brief sketch of cohomological induction, omitting details of a number of definitions. In the course of our description, we shall note under what conditions the construction yields discrete series. We shall give a more detailed description of cohomological induction in the next section. Motivation for cohomological induction may be found in [K-V, Introduction], particularly sections 3 and 5, or [K1, Section 1(Setting)].
We begin with G and K as stated above. For T a torus subgroup of K (not necessarily maximally abelian), we let L = Z G (T ) be the centralizer of T in G. Eventually we shall assume that L ⊆ K, but we do not make this assumption yet. Let g 0 be the Lie algebra of G, g = (g 0 ) C , let k and l be the complexifications of the Lie algebras of K and L, respectively, and let q be a θ-stable parabolic subalgebra of g of the form q = l ⊕ u, where u is the nilpotent radical. Here and elsewhere, we shall use the notation m 0 , with subscript 0, to refer to a real Lie algebra, and we shall use the notation m without subscript to refer to a complexified Lie algebra, i.e., m = (m 0 )
C . Defineq = l ⊕ū, where bar denotes conjugation of g with respect to g 0 . Then g = u ⊕ l ⊕ū.
What follows mirrors closely the discussion in [K-V, pp. 26-27] 
where top = dim(u). Here and elsewhere we use the notation ⊗ with no subscript to mean ⊗ C , the tensor product over C.
We regard Z # as a (q, L ∩ K) module on whichū acts as 0. The next step is to apply an 'algebraic induction' functor to form a (g,
After this we apply the jth derived functor of the "Bernstein functor" Π g,K g,L∩K to obtain a (g, K) module:
As mentioned above, under certain conditions, namely for the particular value j = S = dim(u ∩ k) and for certain irreducible modules Z, the (g, K) module L j (Z) is a discrete series representation. We will state these conditions on Z presently, but first we finish discussing how discrete series are constructed using L j (Z). Under the assumption that the conditions for j and Z are satisfied, L j (Z) can be computed directly by means of a complex. See formula (1.12) of the next section for details. Although L j (Z) is a (g, K) module, the complex whose members come from (1.12) will provide us with a (k, K) module. This (k, K) module is the Sth homology of the complex, and we can reimpose the full g action on this (k, K) module by using a theorem of Proposition 3.80] in combination with another result Proposition 3.83] . To be consist with our numbering, we refer to these as Propositions 1.20 and 1.21, respectively. They may be found in Section 1.3 of this chapter.
At this point, we describe the the conditions on the irreducible (l, L ∩ K) module Z in order that L S (Z) be a discrete series. The first condition is that L be compact, so that L ⊆ K. Under this condition, let us fix a maximal torus B in L. B will be a maximal torus also in K, and we let b be the complexified Lie algebra. Form the roots ∆ = ∆(g, b), and choose a positive system ∆ + compatible with q. If Z is an irreducible (l, L) module with highest weight λ, then the infinitesimal character of L S (Z) is λ + δ(g), where δ(g) is one half the sum of the positive roots of g. The necessary condition for L S (Z) to be a discrete series is that λ + δ(g) be dominant and nonsingular for g. In other words,
In this case L S (Z) is the discrete series with Harish-Chandra parameter λ + δ(g), in the sense of [HC4] . It turns out that δ(g) = δ(l) + δ(u), and because L is compact for our cases of interest, then λ + δ(l) is the infinitesimal character of Z. We have arranged that ∆(u), the roots of u, are all positive, and we have seen that δ(u) ⊥ ∆(l). Because λ + δ(l) is strictly dominant with respect to the roots of l, we see that λ + δ(g) is automatically strictly dominant with respect to ∆ + (l). Therefore, the inequality (1.4a) can be rewritten as
We mentioned in the introduction that the value S = dim(u ∩ k) may be of interest in singling out special families of discrete series representations. We therefore state theorems that classify the groups G and parabolic subalgebras q corresponding to the cases S = 0 and S = 1. The proofs may be found in Gordon's dissertation [Gor] . Theorem 1.5. Let G be a noncompact simple group with rank G = rank K, and suppose that the θ stable parabolic subalgebra q = l ⊕ u of g has S = dim(u ∩ k) equal to 0. Then either q = g or else G/K is Hermitian symmetric with l = k and u = p + in a suitable good ordering on the roots. Theorem 1.6. Let G be a noncompact simple group with rank G = rank K, and suppose that the θ stable parabolic subalgebra q = l ⊕ u of g has S = dim(u ∩ k) equal to 1. Let β be the unique positive compact root in ∆(u). Then {β, −β} is a simple component in the root system of k, and the following is a classification of the possibilities for the Dynkin diagram of g and the roles of l and u: (a) ∆(u) contains exactly one simple root β 0 of g, β 0 is noncompact, all roots of l are compact, β is the largest root and contains β 0 in its simple-root expansion with coefficient 2, and β 0 is characterized as the unique simple root nonorthogonal to β; (b) ∆(u) contains exactly one simple root β 0 of g, β 0 is a node in a Dynkin diagram of type A n with n ≥ 2, β 0 is noncompact, exactly two other simple roots are noncompact and they are adjacent, and β is the sum of the simple roots from β 0 through the nearer noncompact simple root of l; (c) ∆(u) contains exactly one simple root β 0 of g, β 0 is a node in a Dynkin diagram of type A n with n ≥ 2, β 0 is noncompact, exactly one other simple root is noncompact and it is the other node, and β is the sum of all the simple roots; (d) ∆(u) contains exactly one simple root β 0 of g, β 0 is a node in a Dynkin diagram of type A n with n ≥ 2, β 0 is compact, the simple root adjacent to β 0 is the one and only noncompact simple root, and β equals β 0 ; (e) ∆(u) contains exactly one simple root β 0 of g, g 0 is sp(2, R) of type C 2 , β 0 is compact and short, the other simple root is noncompact and long, and β equals β 0 ; (f) ∆(u) contains exactly one simple root β 0 of g, g 0 is split G 2 , β 0 is long and noncompact, the other simple root is short and compact, β contains β 0 in its simple-root expansion with coefficient 2, and β is the largest short root; (g) ∆(u) contains exactly two simple roots β 1 and β 2 , the Dynkin diagram of g is of type A n with n ≥ 2, β 1 and β 2 are the nodes, β 1 and β 2 are noncompact, all other simple roots are compact, and β is the sum of all the simple roots; (h) ∆(u) contains exactly two simple roots β 1 and β 2 , β 1 is noncompact and β 2 is compact, the Dynkin diagram of g is of type A n , β 2 is a node, β 1 is adjacent to β 2 , the simple roots of l are all compact, and β is β 2 ; (i) ∆(u) contains exactly two simple roots β 1 and β 2 , g 0 is sp(2, R) of type C 2 , at least one of β 1 and β 2 is noncompact, and β is the unique positive compact root.
The situation described in Theorem 1.5 where S = 0 leads exactly to holomorphic discrete series, but, in reality, as vector-valued holomorphic functions on G/K. Alternatively, these representations are being presented on the level of (g, K) modules as generalized Verma modules, which are reasonably well understood. Our approach toward finding intermediate cases of discrete series using cohomological induction will be to look at situations where S = 1. The main case of Theorem 1.6 is (a), the other cases correspond to particular groups. Case (a) is closely related to the work of Wolf [Wol] on quaternion structure for G/K. See also [Sud] , [Bes] , [F1] , [F2] and [F3] . The term quaternionic discrete series will be used to refer to discrete series representations of a group G whose complexified Lie algebra g satisfies the conditions of case (a) in Theorem 1.6. Section 1.2 of this chapter gives a more detailed description of cohomological induction, providing definitions and giving concrete formulas for the complexes used in determining discrete series representations. Section 1.3 presents theorems that will be used in Chapter 2.
In order to define the term K type, we need some theory. The Peter-Weyl Theorem [K3, Theorem 1.12] states that L S (Z), when thought of as a K representation, will decompose as the direct sum of irreducible, finite-dimensional K representations. Each of these irreducible representations is parametrized, up to unitary equivalence, by its highest weight (Theorem of the Highest Weight, [K3, Theorem 4.28] ). The highest weights that appear with nonzero multiplicity in such a direct sum decomposition are called the K types of L S (Z).
1.2. Cohomological induction. We begin this section by defining some terms used in our discussion of cohomological induction. After these definitions are stated, we present a more thorough analysis of the objects and maps used in constructing discrete series representations by means of cohomological induction.
DEREK GORDON
Definition 1.7. We define the Hecke Algebra R(K) as the direct sum
whereK is the set of equivalence classes of irreducible representations of K, (π, V µ ) is an irreducible representation of K of highest weight µ and (π * , (V µ ) * ) is the contragredient representation. A more detailed definition is given in [K-V, (1.33)]. From this reference we see that both l = left regular representation and r = right regular representation are defined on R(K). We shall use the following fact repeatedly throughout this paper: For any pure tensor
This extends to linear combinations of pure tensors, as well as finite sums of the summands
Definition 1.8. We define the Hecke Algebra R(g, K) to be the tensor product
where U (k) is the universal enveloping algebra of k, contained in U (g), the universal enveloping algebra of g. Technically speaking, this tensor product is isomorphic to the actual Hecke Algebra R(g, K) [K-V, Corollary 1.71], but for our purposes the tensor product is sufficient. Note that R(K) is a right U (k) module via the action
where T ∈ R(K) and v ∈ U (k). The transpose map v → v t is an anti-automorphism of U (k) characterized by
for X ∈ k and u, v ∈ U (k). In (1.8a), r is right regular representation extended to U (k). Note also that U (g) is a left U (k) module in a natural way, namely by left multiplication. A thorough discussion of R(g, K) is given in [K-V, Chapter 1]. In the first section of that chapter is a discussion of the transpose map and the extension of r to the universal enveloping algebra.
is a map of pairs [K-V, (2.6)], i.e., a pair of maps
a Lie group homomorphism satisfying the compatibility conditions
For V an approximately unital (h, L) module, the functor P (·) is defined by
This is a (g, K) module. A special example of the P functor occurs when h = g.
which is proved in Proposition 2.69 of [K-V] . Another example of the P functor occurs when
with L acting by the tensor product of Ad and the action on V . This equality is proved in Proposition 2.57 of
The previous definition was given for a general map of pairs. In what follows, we specialize to the case of quaternionic discrete series, so that q is a parabolic subalgebra of g, L ⊆ K is compact, u is the nilradical, q = l ⊕ u, andq = l ⊕ū. Definition 1.10. The functor F(·), the forgetful functor, will arise in two ways in this paper. For the first case, suppose
In the second case, We now state precisely what complexes are used in determining L S (Z). For this discussion we will continue with the notation for groups and Lie algebras stated in Section 1.1 of this chapter. We will assume that appropriate choices have been made for S and Z so that L S (Z) is a discrete series representation (see Section 1.1). If we abbreviate ind
and a map ∂ n , which maps from n to n−1 , defined on a module (1.11a) as
. . , Y n ∈ u ⊕ū, and v ∈ V Z . The value n in (1.11a) ranges between 0 and N = dim(g/l). This complex is discussed thoroughly in [K-V, Chapter 2, Section 7]. Formulas (1.11a) and (1.11b) above are taken from formulas (2.128a) and (2.128b) of this reference and modified to fit our situation. Using this notation,
Although we could calculate the discrete series in this way, we choose to modify this construction somewhat and produce the discrete series in steps. More specifically, the construction above gives us a (g, K) module, which is what we desire ultimately. However, we proceed by first changing the complex (1.11a) to a (k, K) module and then reconstructing the full g action by means of Propositions 1.20 and 1.21. The reason for this change is that our new complex replaces R(g, K) with R(K), which is much easier to manipulate. To make the change, we use Corollary 3.26(c) of
, then (3.27) of the same reference tells us that the complex whose Sth homology is (Π
) is given by a complex whose modules are
and whose maps ∂ n are the same as that of (1.11b), except for notational changes. Note, however, that the domain of n decreases when considering the (k, K) modules (1.12) instead of the (g,
, with ∂ S and ∂ S+1 being maps on the modules (1.12).
A special kind of discrete series that we consider occurs when the (l, L) module Z mentioned before (1.1) is one-dimensional. Definition 1.13. Let B be a Cartan subgroup of G with h the complexified Lie algebra of B. Let λ be an analytically integral linear functional on h that is orthogonal to all the members of ∆(l), and let C λ be the corresponding (h, B) module. By [K-V, Theorem 4.52], there is an irreducible (l, L) module Z with highest weight λ. Since λ ⊥ ∆(l), Z is one-dimensional, i.e., Z = C λ . Thus Z becomes a onedimensional representation of L. We define a (g, K) module by
where, as before,
To make our calculations with ∂ n simpler, we work with the space of L invariants of
rather than with the space of L coinvariants of (1.14a), namely (1.12). We can lift ∂ n from (1.12) to (1.14a) where the formula for ∂ n is still the same, but we no longer expect ∂ 2 n = 0. If ξ denotes the representation of L on V Z , then L acts on (1.14a) by r ⊗ Ad ⊗ ξ and we can recover (1.12), apart from a canonical isomorphism, as the subspace (1.14b) of (1.14a). The advantage is that we are now working with a subset of vectors rather than equivalence classes of vectors. For a fuller discussion, see [K-V, p. 193] .
We simplify the process of determining elements in Ker ∂ n for the (k, K) modules
where µ is a K type in the discrete series L S (Z) and V µ ⊗ V µ * is the K isotypic component of R(K) of type µ. We do this by first considering a pure tensor
Here v ⊗ v * ∈ V µ ⊗ V µ * and z is a pure tensor in V Z . From (1.11b) and (1.8a) we have
(1.16)
Here, r(Y l ) and π * (Y l ) refer to the differentials of the representations r and π * , both of which are defined on the group K. Here and elsewhere, we omit writing π * and simply write the element of the Lie algebra acting on a vector. With (1.16) as motivation, we define the map ∂ ♮ n on the vector space
(1.17b)
This map descends to a map that we shall also denote by ∂ ♮ n on the space of L invariants
Because ∂ n and ∂ ♮ n both commute with the invariants functor, we see that producing an element of Ker ∂ n for (1.15a) amounts to first producing an element of Ker ∂ ♮ n for the space (1.17c) and then tensoring it with any element of V µ . Such is the procedure we follow when determining elements of Ker ∂ 1 in Chapter 2. Here and elsewhere, when n = 1 in ∂ n or ∂ ♮ n , we shall drop the subscript 1 and simply write ∂ or ∂ ♮ . As a final note about calculating L S (Z), in particular, the (k, K) module that comes from the complex with modules (1.14b), it is important to remember that, for Y l ∈ (u ⊕ū) ∩ k and T ∈ R(K),
We used this relation when computing the formula (1.16). It is also of particular importance when checking if a certain vector is in Ker ∂ S or if a certain vector is in Im ∂ S+1 .
To determine a homology basis for each K type that appears in A q (λ), we use the following definitions.
# being defined by (1.1), with φ extended in a natural way to a representation of Z # . Also, suppose (V µ , π) and (V µ * , π * ) are the representations mentioned in Definition 1.7. Then
is the space of L invariants
. This space is isomorphic to the vector space (1.17c), since V Z ∼ = U (u) ⊗ Z # , and is a functor from the category of finite dimensional (l, L) modules to the category of complex vector spaces. When we wish to focus on the map Ker ∂ ♮ n or the map Im ∂ ♮ n+1 restricted to the K type µ of a discrete series L S (Z), we shall use the notation Ker
for the representation r ⊗ Ad ⊗ φ, where r = right regular representation on R(K). This (k, K) module is isomorphic to the module (1.15a) for the same reason as in (1.19a). Also, it is a functor from the category of finite-dimensional (l, L) modules to the category of (k, K) modules. Following the example in (1.19a), when we wish to focus on the map Ker ∂ n restricted to the K type µ of a discrete series L S (Z), we shall use the notation Ker ∂ n ⊆ C n,K (Z)| µ .
Once we produce a homology basis, we may reconstruct the full g action. Note that reconstruction of the full g action is really a reconstruction of the p action,
) is a (k, K) module. The key tools in reconstruction of the p action are Propositions 1.20 and 1.21. Proposition 1.21 gives a p action on homology by first lifting to cycles, then applying a map α 1 , and finally descending again to homology. The definition of α 1 given in Proposition 1.20 is
where X ∈ g, T ∈ R(K), and w
Here, Z # is the irreducible l module defined in (1.1). If {X i } is an orthonormal basis of p, then by finite dimensional vector space theory,
The second of these equalities follows from [K-V, B. 18]. This reference produces an isomorphism between a tensor product of spaces over C and a tensor product of spaces over another space of C ∞ functions. Since Ad(·) −1 X, X i is a C ∞ function of K, we are able to pull it through the tensor product.
1.3. Useful theorems. In this section we present theorems that will be used in Chapter 2. We provide references after the statement of each theorem. Proposition 1.20 (Duflo-Vergne). Let (g, L) ֒→ (g, K) be an inclusion of pairs, and let V be in C(g, L). Regard n c as a trivial (g, L) module, and make FV into a (g, L) module so that its action is the same as in V. Let Φ 0 be the Mackey isomorphism relative to (l, L) and (k, K). Then the C(k, K) map α n that makes the diagram
commute is given by
commutes.
Statements and proofs of these propositions may be found in [K-V, Propositions 3.80 and 3.83]. For our purposes, the important portion of Proposition 1.20 is the map α n . In Proposition 1.21, we may ignore the term ( m c) * , since it is not relevant for our situation. Also, the functor Π K n is the nth derived functor of
g,L (see Definition 1.10), and the map µ is "multiplication by g", i.e., the g action. Proposition 1.22. In the case of A q (λ), suppose that the inequality
is satisfied. For υ ∈ h * , the space of linear functionals on the Cartan subalgebra h ∈ g, define P(υ) to be the multiplicity of υ as a weight in (S(u ∩ p)) l∩k∩n . Put Λ = λ+ 2δ(u∩p), and let W 1 be the subset of W (k, h), the Weyl group of K, defined by
The proof of this theorem may be found in [K-V, Theorem 8.29].
Cartan's Theorem. For each α ∈ ∆(g) a vector X α ∈ g α can be chosen such that for all α, β ∈ ∆(g)
where the constants N α,β satisfy
For any such choice
where β + nα (p ≤ n ≤ q) is the α-series containing β.
For a proof, see [Hel, Theorem 5.5, p. 176] . In this theorem, g α refers to the one-dimensional eigenspace of g with eigenvalue α (see [Hel, p. 165] or [K3, p. 66 
]).
Also, H α is the unique vector in the Cartan subalgebra h of g that satisfies the relation
where B is the Killing form.
g action for
In this chapter, we present some results that are true for a general quaternionic discrete series, defined in Chapter 1. We will consider only the A q (λ) discrete series (Definition 1.13) . In what follows, p refers to the subspace of g built from noncompact roots. Also, β refers to the highest weight of k (see Theorem 1.6(a)), and root vectors X α are constructed by means of Cartan's Theorem (Chapter 1, Section 1.3). The term α 0 refers to the largest noncompact root of g (not to be confused with the map α n in Propositions 1.20 and 1.21).
The first main result is a concrete realization of the multiplicity space of A q (λ) for the minimal K type λ + 2δ(u ∩ p), hereafter abbreviated by Λ, of A q (λ). In fact, we shall show that C * 2 (C λ )| Λ is 0, and as a result, the multiplicity space mentioned above will be Ker ∂ ♮ ⊆ C * 1 (C λ )| Λ . We precede this result with two lemmas; the first is used in the proof of the second, and the second will be used throughout this section.
Lemma 2.1. Suppose G 1 and G 2 are compact groups with π 1 , π 2 irreducible representations of G 1 and G 2 , respectively, on finite dimensional complex Hilbert spaces V 1 and V 2 . Then we may assume π 1 and π 2 are unitary, by [K3, Proposition 1.6] .
for g 1 ∈ G 1 and g 2 ∈ G 2 , then π 1 ⊗ π 2 is an irreducible representation. Conversely, if π is an irreducible representation of G 1 × G 2 , then π ∼ = π 1 ⊗ π 2 , where π 1 is irreducible for G 1 and π 2 is irreducible for G 2 .
Proof. To show the first statement, namely that π 1 ⊗ π 2 is an irreducible representation of G 1 × G 2 , note that it is sufficient to show that, if
is a linear operator commuting with all (π 1 ⊗ π 2 )(g 1 , g 2 ), then Φ is scalar. The reason for sufficiency is:
If Z is an invariant subspace, then Z ⊥ is invariant since π 1 ⊗ π 2 is unitary and it follows that V 1 ⊗ V 2 = Z ⊕ Z ⊥ . Let Φ be the identity on Z and 0 on Z ⊥ . One can check that Φ commutes with (π 1 ⊗ π 2 )(g 1 , g 2 ).
Let us therefore assume that Φ is a linear operator satisfying the above condition. We wish to show that Φ is scalar. Let us take a basis of operators on V 1 ⊗ V 2 of the form
, we get the following identities by considering g 2 = 1 in (π 1 ⊗ π 2 )(g 1 , g 2 ):
Because {B j } is a basis for End(V 2 ), the last equation tells us that
This equation says that for each j, Thus, we can write
We can repeat this argument with Φ and the linear operators Id ⊗ π 2 (g 2 ) (g 1 = 1 in π 1 ⊗ π 2 (g 1 , g 2 )) to conclude that B is also scalar. From this we see that Φ is scalar and therefore π 1 ⊗ π 2 is irreducible. Conversely, if π is irreducible for G 1 × G 2 , then the irreducible representations from the π 1 ⊗π 2 construction above already give enough for the expansion of matrix coefficients.
Lemma 2.2. Suppose K = SU (2) × L ss , with L ss being the semisimple part of the compact group L. Let Λ ′ be ∆ + (k) dominant and integral. If V Λ ′ is an irreducible representation of K with highest weight Λ ′ , then the decomposition of V Λ ′ into irreducible L representations is given by the formula
with M a nonnegative rational number such that 2M ∈ Z.
Proof. For our situation of quaternionic discrete series, L = S 1 × L ss , S 1 ⊂ SU (2) being the Cartan subgroup. From Lemma 2.1, it follows that an irreducible representation of K with highest weight Λ ′ is of the form V Λ1 ′ ⊗ W Λ2 ′ , where V Λ1 ′ is an irreducible representation of SU (2) with highest weight Λ 1 ′ , W Λ2 ′ is analogously defined for L ss , and
|β| 2 is a basis of weight vectors for V Λ1 ′ (weights given by the subscripts), then each v Λ1 ′ −kβ is a basis for the one-dimensional (therefore irreducible) representation Cv Λ1 ′ −kβ of S 1 ⊂ SU (2). Again by Lemma 2.1, the set
|β| 2 , then clearly
Rewriting Cv Λ1 ′ −kβ ⊗ W Λ2 ′ as V Λ ′ −kβ gives the statement of the lemma. Throughout the remainder of this chapter, we shall use the notation v to refer to vectors of V Λ ′ or its contragredient.
Using the notation V Λ ⊗(V Λ ) * as the K isotypic subspace of R(K) (see Definition 1.7), we have Proposition 2.3. A basis vector for the multiplicity space of A q (λ) for the minimal K type Λ is
where (v −Λ )
* is a fixed vector in (V Λ ) * with weight given by its subscript.
Proof. As mentioned in the discussion before the statement of the proposition, we show that C * 2 (C λ )| Λ is 0. Our first step in proving C * 2 (C λ )| Λ is 0 is to show that the weights of (V Λ ) * are
We can show (2.3b) by showing that the weights of V Λ are those listed in (2.3b) and by noting that the weights of the contragredient representation V * are exactly the negatives of the weights of a representation V (see [K2, p. 55] ). The weight Λ is a multiple of β, since the set of roots β ∪ {simple roots of l} form a basis (over R) for the space of all linear functionals of k, and Λ ⊥ ∆(l) (from Definition 1.13). Also, because λ is dominant and algebraically integral with respect to ∆ + (k), it is a nonnegative integer multiple of β. Let us therefore write Λ = M 0 β for some nonnegative integer M 0 . Humphreys shows [Hum, p. 125, Exercise 1] , that if α ∈ ∆(k) and 0 ≤ k ≤ 2 Λ, α α, α for some symmetric, positive definite, bilinear form ·, · on the Euclidean space of linear functionals of k, then
where m(α) refers to the multiplicity of the weight α in V Λ . Using α = β and making the substitution M 0 β for Λ, we see that
This shows that the weights (2.3b) are included in the set of weights of V Λ . To see that these are the only weights, we note that V Λ decomposes as the direct sum V Λ = V Λ−kβ with 0 ≤ k ≤ 2M 0 , by Lemma 2.2. Also, each weight Λ − kβ is orthogonal to ∆(l) and hence V Λ−kβ is a one-dimensional representation of L.
This statement proves that the only weights of V Λ are in fact those listed in (2.3b). From the remarks above, the weights of (V Λ ) * are also those listed in (2.3b). Let us fix nonzero vectors v Λ−kβ ∈ V Λ−kβ and define linear functionals (v −(Λ−kβ) ) * by (v −(Λ−kβ) ) * = (·, v Λ−kβ ). Consider now the space
where we have used the equality Λ + β = λ + 2δ(u). The space of L invariants of (2.3d) is C * 2 (C)| Λ . The possible weights of a pure tensor in (2.3d) are
where 0 ≤ k ≤ 2M 0 and each n α is a nonnegative integer. Since β, α > 0 for every α ∈ ∆(u), then the inner product
is always nonzero (k ≤ 2M 0 ). Hence, any sum of weights (2.3e) is nonzero, and consequently, there are no nonzero tensors of total weight 0 in (2.3d). We conclude that C * 2 (C λ )| Λ is 0. From this it follows that Ker ∂ ♮ ⊆ C * 1 (C λ )| Λ is actually an equality of sets. Notice that the possible weights of a pure tensor in
where k and n α are as in (2.3e). Again, using the fact that β, α > 0 for every α ∈ ∆(u), we see that a sum (2.3g) will be 0 if and only if k = 2M 0 , n α = 0 for each α ∈ ∆(u), and we choose −β from the set {±β}. It follows that the only possible nonzero elements in C *
where X −β ∈ 1 ((u ⊕ū) ∩ k) with weight −β. In order to complete our proof, we need only check that the tensor (2.3h) is indeed L invariant. From our discussion prior to (2.3d), we know that −Λ is an L highest and an L lowest weight in (V Λ ) * . Therefore, by the Theorem of the Highest Weight,
The same is true of the action of X ±ε on an element of C Λ+β . It follows that, for ε ∈ ∆(l),
From this calculation we conclude that the vector (2.3h) is L invariant and therefore forms a basis for C * 1 (C λ )| Λ , which in this case equals the multiplicity space of A q (λ) for the minimal K type Λ. This completes the proof.
From Proposition 2.3 and Definition 1.19, we may write a basis for Ker
For each k, v Λ−kβ is a fixed nonzero basis element of V Λ−kβ , and M 0 is the nonnegative integer satisfying Λ = M 0 β. The collection (2.4) is in fact a homology basis for the minimal K type, because we showed in the proof of Proposition 2.3 that the space C * 2 (C λ )| Λ is 0. Our ultimate goal in this chapter is an explicit formula for the p action on a basis vector in (2.4). To succeed, we must prove two results that are interesting in their own right. The first result gives a general form of any K type appearing with nonzero multiplicity in A q (λ), and the proof shows that there is only one nonidentity element in the set W 1 (defined in Proposition 1.22). The second result shows that C * 0 (C λ )| Λ+α0 and C * 2 (C λ )| Λ+α0 are 0 (recall α 0 is the largest noncompact root in ∆). The proof of the second result uses characters and it places a restriction on those K types µ in A q (λ) for which C * 0 (C λ )| µ and C * 2 (C λ )| µ may be nonzero.
Proposition 2.5. The only nonidentity element of W 1 is s β , which maps β to −β and leaves all other simple roots of k fixed. Consequently, the only ∆ + (k) linear functionals Λ ′ that appear with nonzero multiplicity in A q (λ) are of the form
where η is an element of S(u ∩ p)
l∩n . The multiplicity of Λ ′ is the multiplicity of η in S(u ∩ p) l∩n .
Proof. We know from the definition of W 1 and from the fact that ∆(u ∩ k) = β that the only choices for ∆ + (w) (defined in Proposition 1.22) are the empty set ∅ and the one element set {β}. For an element w in the Weyl group of K, (4.133) ] the length of w, denoted l(w), by l(w) = |∆ + (w)|. We can easily verify that l(w) = l(w −1 ). Knapp shows [K3, that l(w) is also the smallest number of factors needed to represent w ∈ W as w = s αi k · · · s αi 1 with α i k , · · · , α i1 in Π(k), a simple root system for k. Here, s α is the root reflection defined by
In this definition h 0 is a Cartan subalgebra of k 0 , (h 0 ) R = ih 0 , and (h 0 ) ′ R denotes the (real) dual space of (h 0 ) R . Also, ·, · in the definition of root reflection is some inner product defined on (h 0 ) ′ R . For a further discussion, see [K3, p. 69] . The definition of s β in the statement of the proposition follows from the definition of the root reflection and the fact that β is orthogonal to all simple roots of l with respect to the inner product mentioned in that definition.
Recall that the simple root system we choose for ∆(k) is given by the set {β} ∪ Π(l). From the statement above, the only choice of lengths for w ∈ W 1 is either 0 or 1. If l(w) = 0, then w is the identity. If l(w) = 1, then w = s α for α ∈ Π(k). Because s α (α) = −α [K3, Lemma 4.8] for each simple root α, then α = β is the only choice that gives ∆ + (s α −1 ) = {β}. Since s α −1 = s α for all roots α, we conclude that s β is the only nonidentity element in W 1 .
DEREK GORDON
To prove the second part of the proposition, we recall from Proposition 1.22 that the multiplicity of a K type Λ ′ in A q (λ) is given by
where P(υ) is the multiplicity of υ as a weight in (S(u ∩ p)) l∩n . Let us consider the summand with s = s β . We can rewrite this summand as
(2.5b)
Knapp shows [K3, Proposition 4 .33] that s β (δ(k)) = δ(k) − β. Therefore, from (2.5b), it follows that
Because Λ ′ and Λ are both ∆ + (k) dominant, one can easily verify that the inner product of (2.5c) with β is strictly negative. However, every weight that appears in S(u ∩ p) has nonnegative inner product with β. Since the weights of S(u ∩ p) l∩n are a subset of the weights of S(u ∩ p), we see that the only contribution to the sum
comes from s = 1, the identity. The second part of the proposition then follows immediately.
Proposition 2.6. C * 0 (C λ )| Λ+α0 and C * 2 (C λ )| Λ+α0 are 0. Proof. The first part of the proof will use a general K type and only at the end of the proof will we consider the K type Λ + α 0 . From Proposition 2.6, we know that a K type appearing in A q (λ) is of the form Λ + η, for η a weight in S(u ∩ p) l∩n . Consider the space
) is an L representation space and L is compact, the Peter-Weyl Theorem says that (2.6a) breaks up as a direct sum of finite dimensional irreducible L representations. The space C * 0 (C λ )| Λ+η is the subset of vectors in (2.6a) for which the action of L is the trivial action. In other words, we have nontrivial L invariance in (2.6a) if and only if the trivial representation of L appears with nonzero multiplicity in the decomposition of (2.6a) into irreducible L representations. Using Lemma 2.2 and the fact that the contragredient functor is additive [K-V, pp. 118 and 839] we see that
for some nonnegative integer N . Therefore, we can rewrite (2.6a) as
have reduced the problem to determining whether the trivial representation appears in
for 0 ≤ j ≤ N (upper bound mentioned earlier) and any nonnegative integer n. This question is answered by using a result that appears in [Che] (Corollary 1, p. 188). We state a slightly modified version here:
The number of times that a finite dimensional irreducible representation τ 1 of a compact Lie group G appears in a finite dimensional representation τ is equal to
where Θ τ (·) is the character function for the representation τ of G.
Chevalley [Che, p. 172] uses the term matrix representation τ (g) to mean a matrix realization of the endomorphism τ (g) with respect to a basis v 1 , . . . , v n of V , τ being a representation of G on the finite dimensional Hilbert space V . He then defines [Che, Definition 1, p. 186 ] the character Θ τ (g) of τ (g) to be the trace of the matrix τ (g) with respect to the basis v 1 , . . . , v n of V . It is well known that the trace of τ (g) is independent of the choice of basis (see Exercise 15, p. 106] ). Some useful facts about characters are:
for irreducible unitary τ 1 and its contragredient (τ 1 ) * .
Returning now to the question of whether the trivial representation is in (2.6c), we note that Corollary 1 in [Che] and facts (1) and (3) about characters imply that this question is equivalent to determining whether or not the integral
is nonzero. Using facts (2) and (3), we can rewrite (2.6e) as
Since V Λ+η−jβ is an irreducible representation of L, we can apply Corollary 1 again and conclude that the number of times that the trivial representation appears in (2.6c) is precisely number of times Λ + η − jβ can be written as γ + Λ + β, ( * ) where γ is an L highest weight in the decomposition of U n (u) into irreducible L representations. Notice that because β, α > 0 for every α ∈ ∆(u), γ is also ∆ + (k) dominant. We can rewrite the condition ( * ) as number of times η can be written as γ + (j + 1)β, (2.6g) with j and γ as above.
At this point, we specialize to the case where η = α 0 , the largest noncompact root. Because j ≥ 0, we see that the left-hand side of
which is condition (2.6g) for the case η = α 0 , will not have positive inner product with β. Therefore, no choice of a ∆ + (k) dominant γ will give equality in (2.6h). Notice that this conclusion is independent of the values j and n; indeed, we only used that j ≥ 0. Thus, we conclude that the trivial representation does not appear in
and so C * 0 (C λ )| Λ+α0 must be 0. An analogous proof shows that C * 2 (C λ )| Λ+α0 is 0.
Having proven Propositions 2.5 and 2.6, we are ready to determine the action of a root vector X ∈ p on a homology basis vector in (2.4).
be one of the basis vectors (2.4). If X is a root vector in p, then we can realize the action
as an explicit formula. In fact, the only nonvanishing K type in the decomposition of (2.7a) is Λ + α 0 .
Proof. Our goal is computing
). We can rewrite this expression as
and because X α (1 ⊗ 1) = 0 when α ∈ ∆(ū), we can rewrite (2.7b) as
Of primary interest is the summand in (2.7c) for which α = α 0 , the largest noncompact root of ∆(g). We claim that α 0 appears with multiplicity 1 in S(u ∩ p) l∩n . It certainly appears with multiplicity 1 in S 1 (u ∩ p) l∩n . Because every positive noncompact root of g is distinguished by the fact that it contains β 0 with coefficient 1 in its simple root expansion (recall β 0 is the unique simple root of ∆(g) nonorthogonal to β), we see that α 0 does not appear as a weight in S N (u ∩ p) for N ≥ 2; consequently, it does not appear as a weight in S N (u ∩ p) l∩n and our claim is proved. We know from Proposition 2.5 that the K type Λ + α 0 appears with multiplicity 1 in A q (λ). Considering the space
we next claim that the some nonzero multiple of the tensor (v −(Λ+α0) ) * ⊗ X −β ⊗ X α0 ⊗ 1 (2.7e) must appear as a summand of any nonzero vector in C * 1 (C λ )| Λ+α0 , which is the space of L invariants of (2.7d). In (2.7e), (v −(Λ+α0) ) * is some fixed nonzero vector in (V Λ+α0 ) * with weight −(Λ + α 0 ). Proposition 2.6 shows that C * 2 (C λ )| Λ+α0 = C * 0 (C λ )| Λ+α0 = 0. This fact shows that a vector in (2.7d) is L invariant if and only if it is in Ker ∂ ♮ . To prove the claim about vector (2.7e), we note that a nonzero vector in C *
In formula (2.7f), ω ranges over all the weights of (V Λ+α0 ) * . Also, if γ 1 , . . . , γ n is an ordering of the roots of u, then γ is the tuple (γ 1 , . . . , γ n ) and X γ u is the monomial X In the case ( * ), the monomial X γ u is forced to have weight α 0 − kβ. Because the weight of X γ u must be ∆ + (k) dominant, k must be 0. In the case ( * * ), the monomial X γ u is forced to have weight α 0 − (k + 2)β. Since no choice of k will make this weight be ∆ + (k) dominant, our claim is proved. Notice that the only tensor in (2.7f) with term (v −(Λ+α0) ) * is (2.7e). This fact follows from the observation that the only elements of U (u) with weight α 0 are multiples of X α0 . Since the multiplicity of Λ + α 0 is 1 in A q (λ), we know that the dimension of C * 1 (C λ )| Λ+α0 is 1 (Definition 1.19 and Proposition 2.6). We define Ker ∂ ♮ Λ+α0
to be the nonzero element of C * 1 (C λ )| Λ+α0 with summand (2.7e), i.e., the coefficient of the pure tensor (2.7e) is 1 in Ker ∂ ♮ Λ+α0
. Having made this definition, we are now ready to determine the value of (2.7a). The expression α 1 (X ⊗ v Λ−kβ ⊗ Ker ∂ ) is the expression gotten by replacing the term (Ad ⊗ π Λ )(·) −1 X ⊗ v Λ−kβ in (2.7c) with a dot (for an example with G = SP (1, 1), see [Gor] , formula (3.22a)). Let us consider the K type decomposition of X⊗v Λ−kβ . We claim that, in the K type decomposition of Ad| p ⊗π Λ , the only K type that appears in the discrete series A q (λ) is Λ + α 0 . To prove this claim, we note that the sum of two or more noncompact positive roots of g cannot be a noncompact positive root. This fact follows from the characterization of noncompact positive roots as being those roots whose weight expansions in terms of simple roots have β 0 appearing exactly once. Next, we observe that any K type appearing in Ad| p ⊗ π Λ is of the form Λ + (noncompact root) ( [K3, Exercise 13, p. 111] ). Also, Proposition 2.5 says that any K type appearing in A q (λ) is of the form Λ + η, for η an L highest weight of S(u∩p)
l∩n . Finally, we observe that β is larger than any noncompact root. These four statements combined prove the claim. Notice this most recent claim proves the statement that the only nonvanishing K type in the K type decomposition of (2.7a) is Λ + α 0 . Using this information, we can write the K type decomposition of X ⊗ v Λ−kβ as (2.7h) h 1 (vector 1 whose K type is Λ + α 0 ) + (vectors whose K types do not appear in discrete series), for some complex h 1 . The only K type of interest to us in the decomposition of α 1 (· ⊗ Ker ∂ + (vectors whose K types do not appear in the discrete series).
From formulas (2.7g), (2.7h), and (2.7j) it follows that
This completes the proof.
Remark. Formula (2.7c), which implicitly uses the fact that the (l, L) module 1 ((u ⊕ū) ∩ k) is a trivial module, shows that the coefficients c + ω,γ in the sum (2.7f) are 0.
At this point, we continue with a discussion about the space C * 2 (C λ )| Λ ′ , with Λ ′ a K type of nonzero multiplicity in A q (λ). Gordon shows [Gor, Propositions 3.6 and 4.8] that C * 2 (C λ )| Λ ′ is 0 for the case where G = SP (1, n). The advantage for those groups is that, when computing a basis for homology, one need only consider L invariance. We might ask whether this result is true for the general g. The answer unfortunately is no. We will show in the next proposition that, for any K type Λ ′ that is a multiple of the largest root β, the space C * 
