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QUADRATURE FORMULAS WITH VARIABLE NODES AND
JACKSON-NIKOLSKII INEQUALITIES FOR RATIONAL FUNCTIONS
PETR CHUNAEV AND VLADIMIR DANCHENKO
Abstract. We obtain new parametric quadrature formulas with variable nodes for inte-
grals of complex rational functions over circles, segments of the real axis and the real axis
itself. Basing on these formulas we derive (q, p)-inequalities of Jackson-Nikolskii type for
various classes of rational functions, complex polynomials and their logarithmic deriva-
tives (simple partial fractions). It is shown that our (∞, 2)- and (∞, 4)-inequalities are
sharp in a number of main theorems. Our inequalities extend and refine several results
obtained earlier by other authors.
1. Introduction
Sharp quadrature formulas for algebraic and trigonometric rational functions over cir-
cles and the real axis are well-known. Such formulas of interpolation type with fixed nodes
(mostly at the zeros of Chebyshev-Markov fractions of the first and second kind) are
constructed, for instance, in [12, 26, 28, 30–32]. Quadrature formulas contributed signifi-
cantly to rational interpolation and approximation theory, in particular, to the study of
approximating properties of special classes of rational fractions such as the (sine) cosine
Chebyshev-Markov fractions. Moreover, they were actively used in various extremal prob-
lems, for example, for obtaining Markov-Bernstein, Szego˝ and Nikolskii type inequalities
for rational functions on circles and the real axis (see the history of this question and the
references in [6], [16, Section 11] and [3, Sections 1-2]).
Sharp quadrature formulas of another type were obtained recently in [10] (and partly
earlier in [7]). The quadrature nodes in these papers are variable, depending on a certain
parameter. Under the corresponding change of this parameter, every node continuously
varies over the whole domain of integration. This, in particular, allows us to choose one
of the nodes at each prescribed point of the domain of integration. This property is used
in [10] in order to obtain the inequalities between various metrics (inequalities of Jackson-
Nikolskii type) for rational functions and polynomials. We now cite one of such results that
will be used below.
Let r > 0 and γr := {z : |z| = r}. Consider a finite set of pairwise distinct points on C
of the form Zη ∪ Z∗η , η ∈ N, where
(1.1) Zη := {ξ1, . . . , ξη}, Z∗η = {ξ∗1 , . . . , ξ∗η} = {r2/ξ1, . . . , r2/ξη}, ξ1 = 0, ξ∗1 =∞,
and the set Zη lies in the disc |z| < r (the set Z∗η is symmetric to Zη with respect to the
circle γr). Given z ∈ C, put
Bˆ(z) =
z
r
·
η∏
k=2
r
z − ξk
r2 − zξk
, µˆ(z) = z
Bˆ′(z)
Bˆ(z)
.
It is easily seen that
µˆ(ζ) =
η∑
k=1
r2 − |ξk|2
|ζ − ξk|2 = 1 +
η∑
k=2
r2 − |ξk|2
|ζ − ξk|2 , ζ ∈ γr.
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Let ζk = ζk(s, ϕ) be the roots of the equation
(1.2) Bˆs(ζ) = eiϕ
with respect to ζ for some fixed s ∈ N and ϕ ∈ R. We call these roots notches; they play
an important role in constructing quadrature formulas in [10]. It is not difficult to check
that for any s and ϕ there are sη different notches belonging to γr. Indeed, the Blaschke
product Bˆ contains multipliers of the form
vk(ζ) := r
ζ − ξk
r2 − ζξk
=
r
ζ
ζ − ξk
r2/ζ − ξk
=
r
ζ
ζ − ξk
ζ − ξk
=
r
ζ
ζ − ξk
ζ − ξk
= e−iϕ(ζ)e2it(ζ) = ei(2t(ζ)−ϕ(ζ)),
where ζ − ξk = r1(ζ)eit(ζ), ζ = reiϕ(ζ). Therefore, if the point ζ runs around the circle γr,
then arg vk(ζ) = 2t(ζ) − ϕ(ζ) has the increment 2pi. Note that the function arg vk(ζ) is
monotone as a function of ϕ. If the function arg vk(ζ) changed the direction at some point
ζ0, then the point vk(ζ) would change the direction (on the unit circle) and the derivative
v′k(ζ0) at ζ0 would vanish. But the derivative of the linear fractional transformation does not
vanish. Thus, the continuous branch of the function argBs(ζ) increases from 0 up to 2pisη
monotonically when ζ runs around the circle γr in the positive direction. Consequently,
Bs(ζ) runs around the unit circle continuously sη times and hence the equation (1.2) has
sη pairwise distinct roots.
The following statement holds.
Theorem A [10]. Let s ∈ N and let R be a rational function with poles on Zη∪Z∗η ; assume
also that the poles different from ξ1 = 0 and ξ
∗
1 = ∞ are of multiplicity at most s while
the points ξ1 and ξ
∗
1 can be poles of multiplicity at most s− 1. Then for all ϕ ∈ R and the
notches ζk = ζk(s, ϕ), satisfying the equation Bˆ
s(ζ) = eiϕ, it holds that
(1.3)
∫
|ζ|=r
R(ζ)|dζ| = 2pir
s
sη∑
k=1
R(ζk)
µˆ(ζk)
.
Moreover, for any m ∈ N and the notches ζk = ζk(2ms,ϕ), satisfying the equation
Bˆ2ms(ζ) = eiϕ, it holds that
(1.4) ‖R‖2mL2m(γr) =
∫
γr
|R(ζ)|2m|dζ| = pir
ms
2msη∑
k=1
|R(ζk)|2m
µˆ(ζk)
,
where it suffices to require that the sum of multiplicities of the poles ξ1 = 0 and ξ
∗
1 =∞ is
at most 2ms− 1.
A certain shortcoming of Theorem A is that it takes into account not the multiplicity
of each individual pole but the prescribed maximal multiplicity of the poles placed in 2η
“cells” of the set Zη∪Z∗η . This fact significantly restricts the possibility to use Theorem A in
applications. We will prove a modified version of Theorem A — Theorem 2.1. This theorem
already takes into account not the number of “cells” and their maximal multiplicity but
the multiplicity of each pole separately. Because of that sη, the number of summands in
the sum (1.3), can be exchanged for 1 + degR 6 sη.
From Theorem 2.1 we will obtain the refinement of (1.4) — the quadrature formula (2.2).
Due to the variable nodes, this formula will imply (q, p)-inequalities of Jackson-Nikolskii
type for rational functions on the circle γr. These inequalities refine the results obtained
earlier in [3] and [10]. What is more, our (∞, 2)-inequalities are sharp. As a particular case,
we get sharp (∞, 2)-inequalities for complex polynomials, which were established earlier
by various authors using other methods. We cite these results in the corresponding section.
We will also obtain analogues of modified Theorem A and its applications in the cases of
the real axis, the real semiaxis and the segment [−1, 1]. In particular, we will obtain sharp
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(∞, 2)- and (∞, 4)-inequalities for logarithmic derivatives of complex polynomials on the
real axis which refine several previous results.
2. Modified quadrature formulas
2.1. The case of the circle γr. Basing on Theorem A, we now prove the following main
result about the quadrature formula in the case of the circle γr.
Theorem 2.1. Let r > 0 and let R(z) be a rational function of degree n whose poles do
not belong to the circle γr. Set
R(z) := R(z) · R(r2/z).
We denote by zk, k = 1, . . . , ν, all pairwise distinct poles of the rational function R that
lie in the disc |z| < r and by nk their multiplicities. Set
(2.1) B(z) =
ν∏
k=1
(
r
z − zk
r2 − zzk
)nk
, µ(z) =
ν∑
k=1
nk(r
2 − |zk|2)
|z − zk|2 ,
ν∑
k=1
nk = n.
For m ∈ N and ϕ ∈ R let the notches ζk(m,ϕ), k = 1, . . . ,mn + 1, be the roots of the
equation ζBm(ζ) = reiϕ. Then∫
γr
R(ζ)|dζ| = 2pir
n+1∑
k=1
R(ζk)
µ(ζk) + 1
, ζk = ζk(1, ϕ);
(2.2) ‖R‖2mL2m(γr) :=
∫
γr
|R(ζ)|2m|dζ| = 2pir
mn+1∑
k=1
|R(ζk)|2m
mµ(ζk) + 1
, ζk = ζk(m,ϕ).
Proof. To apply the formula (1.3), we use the procedure of ε-separation of the poles of
the function R that goes as follows. Set Rε,0(z) := R(z/(1 + εz)). Suppose that R has κ
pairwise distinct poles tk of multiplicity mk,
∑κ
k=1mk = n = degR (possibly one of the
poles is at infinity). Then the new rational function Rε,0 has the poles vk = tk/(1− εtk) of
multiplicity mk. Therefore for a sufficiently small ε > 0 the function Rε,0(z) = P (z)/Q(z)
has no poles on γr and at infinity and furthermore degRε,0 = degR. Moreover, Rε,0(ζ)→
R(ζ) uniformly on γr as ε→ 0.
We now exchange the polynomial
Q(z) = C
κ∏
k=1
(z − vk)mk for the polynomial Qε(z) = C
κ∏
k=1
mk∏
j=1
(z − ξk,j)
with the simple zeros ξk,j /∈ γr (they are simple with respect to the whole double product)
such that |vk − ξk,j| 6 ε. In addition, we suppose that the set ∪k,jξk,j does not contain
either the point z = 0 or pairs of points symmetric with respect to the circle γr. Put
Rε,1 = P/Qε. Obviously, Rε,1(ζ)→ Rε,0(ζ)→ R(ζ) uniformly on γr as ε→ 0.
Thus the function Rε,1 has n simple poles that differ from z = 0 and z = ∞ and have
no pairs of poles symmetric with respect to γr. We now symmetrize the set of these poles
with respect to γr and add the points 0 and ∞ to the set obtained. Then we get the set
Zn+1(ε) ∪ Z∗n+1(ε) of the form (1.1) with some ξk = ξk(ε) and η = n+ 1.
The functions Rε,1 and Rε,2(z) := Rε,1(z) · Rε,1(r2/z) have simple poles belonging to
Zn+1(ε) ∪ Z∗n+1(ε) and, consequently, satisfy the assumptions of Theorem A with s = 1
and η = n+ 1. So the formula (1.3) holds for them:∫
γr
Rε,j(ζ)|dζ| = 2pir
n+1∑
k=1
Rε,j(ζk)
µε(ζk)
, µε(ζ) = 1 +
n+1∑
k=2
r2 − |ξk|2
|ζ − ξk|2 , ζ ∈ γr,
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where j = 1, 2 and the notches ζk = ζk(ϕ) satisfy the equation ζBε(ζ) = re
iϕ, where
Bε(z) =
n+1∏
k=2
r
z − ξk
r2 − zξk
, ξk = ξk(ε) ∈ Zn+1(ε).
This implies the required statements of Theorem 2.1 for m = 1 if we take into account
the uniform convergence Rε,1(ζ)→ R(ζ), Rε,2(ζ) = |Rε,1(ζ)|2 → |R(ζ)|2 = R(ζ), µε(ζ)→
µ(ζ), Bε(ζ)→ B(ζ) on γr as ε→ 0.
Finally, considering the rational function Rm(z) instead of R(z), we obtain (2.2) for any
m ∈ N. 
2.2. The case of the real axes R. We need the following theorem from [10] (see [10,
Theorem 4] and its proof). Let the set Fη contain 2η pairwise distinct points not belonging
to R and have the form
Fη = {z1, z2, . . . , zη} ∪ {z1, z2, . . . , zη}, zk ∈ C+, zk 6=∞.
Put
(2.3) Bˆ∗(x) =
η∏
k=1
x− zk
x− zk
, µˆ∗(x) =
1
2i
Bˆ′∗(x)
Bˆ∗(x)
=
η∑
k=1
Im zk
|x− zk|2
, x ∈ R.
As in the case of the circle, we use the notches, satisfying the equation (with respect to x)
Bˆs∗(x) = e
iϕ, s ∈ N, ϕ ∈ R,
in order to construct variable quadrature nodes on R. Since |Bˆs∗(x)| = 1 ⇔ x ∈ R and
arg Bˆ∗(x) is an increasing function on R, this equation has exactly sη distinct real roots
xk(ϕ) for each ϕ (one of the roots may be at infinity). For a fixed s, if the parameter ϕ
increases continuously from 0 up to 2pins, then each root xk(ϕ) runs around the circle
R ⊂ C continuously.
Theorem B [10]. Let R(z) be a proper rational fraction whose poles belong to Fη and are
of multiplicity at most s. Then for any ϕ ∈ (0, 2pi) and the notches xk(ϕ) ∈ R, satisfying
the equation Bˆs∗(x) = e
iϕ, we have
(2.4)
∫
R
R(x) dx =
pi
s
sη∑
k=1
R (xk(ϕ))
µˆ∗(xk(ϕ))
(if the integral converges). Moreover, for the notches xk(ϕ) ∈ R, satisfying the equation
Bˆ2sm∗ (x) = e
iϕ, we have
(2.5) ‖R‖2mL2m(R) =
pi
2sm
2smη∑
k=1
|R(xk(ϕ))|2m
µˆ∗(xk(ϕ))
, m ∈ N.
Theorem B and the method of ε-separation of the poles give
Theorem 2.2. Let R(z) be a proper rational fraction of degree n whose poles do not belong
to the real axis R. Set
R∗(z) := R(z) ·R(z).
We denote by zk, k = 1, . . . , ν, all pairwise distinct poles of the rational function R∗ which
lie in the half-plane C+ and by nk their multiplicities. Set
(2.6) B∗(x) =
ν∏
k=1
(
x− zk
x− zk
)nk
, µ∗(x) =
ν∑
k=1
nkIm zk
|x− zk|2 ,
ν∑
k=1
nk = n.
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Let m ∈ N, ϕ ∈ R and let the (real) notches xk = xk(m,ϕ), k = 1, . . . ,mn, be the roots
of the equation Bm∗ (z) = e
iϕ. Then (if the integrals converge) we have∫
R
Rm(x)dx =
pi
m
mn∑
k=1
Rm(xk)
µ∗(xk)
,
(2.7) ‖R‖2mL2m(R) :=
∫
R
|R(x)|2mdx = pi
m
mn∑
k=1
|R(xk)|2m
µ∗(xk)
,
In the case ϕ = 0 (mod 2pi) one of the notches is at infinity.
It is sufficient to prove the statement for m = 1 and then, considering Rm(z) instead of
R(z) and Bm∗ and mµ∗ instead of B∗ and µ∗, correspondingly, we get the general form. For
this we use the method of ε-separation of the poles analogous to the one used in Section 2.1
(the difference is that in the current situation the rational function R = P/Q has no poles
at z = 0 or z = ∞ (and therefore the change of variables is not necessary) and the
separation is carried out so that there are no pairs of poles symmetric with respect to the
real axis). Using the same notation and sequence of operations, we get the rational functions
Rε,1 = P/Qε and Rε,2(z) := Rε,1(z) ·Rε,1(z), whose poles are simple and belonging to the
set of the form Fn(ε). This set determines µε and Bε (as in (2.3)). Besides the uniform
convergence Rε,1(x) → R(x), Rε,2(x) → |R(x)|2, µε(ζ) → µ∗(ζ), Bε(ζ)→ B∗(ζ) on R, we
also have to take into account that the corresponding integrals converge to each other. It
remains to use the formula (2.4) with s = 1 and η = n.
2.3. The case of the real semiaxes R+. Let R(z) be a proper rational fraction of
degree n whose poles rke
iϕk are of multiplicity nk so that
∑ν
k=1 nk = n, ϕk ∈ (0, 2pi) (not
belonging to the real semiaxis R+). Put
RR+(z) := R0(z) · R0(z), R0(z) := R(z2).
Note that the poles of RR+ on the upper half-plane form the set
{zk} ∪ {−zk} := {
√
rke
iϕk/2} ∪ {−√rke−iϕk/2} ⊂ C+, k = 1, ν,
where the poles zk, −zk are of multiplicity nk,
∑ν
k=1 nk = n. As in (2.6), we introduce the
functions
B∗(x) =
ν∏
k=1
(
x− zk
x− zk
x+ zk
x+ zk
)nk
, µ∗(x) =
ν∑
k=1
(
nk
√
rk sinϕk/2
|x−√rkeiϕk/2|2
+
nk
√
rk sinϕk/2
|x+√rke−iϕk/2|2
)
.
Theorem 2.3. Let m ∈ N and let R(z) satisfy the above-mentioned assumptions. We
denote by xk = xk(m,ϕ), k = 1, . . . , 2mn, the (real) notches, being the roots of the equation
Bm∗ (x) = e
iϕ. Then
(2.8)∫
R+
R(x)√
x
dx = pi
2n∑
k=1
R(x2k)
µ∗(xk)
, ‖R‖2m
L2m(R+; 1√
x
)
:=
∫
R+
|R(x)|2m√
x
dx =
pi
m
2mn∑
k=1
|R(x2k)|2m
µ∗(xk)
.
In the case ϕ = 0 (mod 2pi) one of the notches is at infinity.
Proof. Let m = 1. We now substitute x = x˜2 in the integrals in (2.8). Then, if R0(x˜) =
R(x˜2), ∫
R+
R(x)√
x
dx =
∫
R
R0(x˜)dx˜,
∫
R+
|R(x)|2√
x
dx =
∫
R
|R0(x˜)|2dx˜.
Thus we get the required formulas (2.8) by applying Theorem 2.2 with the exchange of
R for R0 in the integrals over R. The general case m ∈ N follows if we exchange R for
Rm. 
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Remark 2.1. One can consider the weight
√
x instead of 1/
√
x. Indeed, in this case, for
example, for m = 1 by substituting x = x˜2 we get∫
R+
R(x)
√
xdx =
∫
R
R1(x˜)dx˜, R1(x˜) = x˜
2R0(x˜) = x˜
2R(x˜2).
Furthermore, as in Theorem 2.3, applying Theorem 2.2 to the function R1 (of degree 2n)
gives the following formulas (if the integrals converge):
∫
R+
R(x)
√
xdx = pi
2n∑
k=1
x2kR(x
2
k)
µ∗(xk)
,
∫
R+
|R(x)|2√xdx = pi
2n∑
k=1
x2k|R(x2k)|2
µ∗(xk)
,
where xk are the same notches as in (2.8) with m = 1.
2.4. The case of the interval [−1, 1]. In this section we prove an analogue of [10, The-
orem 3] with the same refinements as we mentioned in the cases of the circle and the real
axis. The proof is easily reduced to the case of the circle by the Zhukovsky substitution
and hence we only give brief arguments. Set
I := [−1, 1], ω(x) := 1√
1− x2 .
Theorem 2.4. Let R(z) be a rational function of degree n whose poles do not belong to
the segment I. Put
R(z) := R1(z) · R1(1/z), R1(z) := R(12 (z + 1/z)).
We denote by zk, k = 1, . . . , ν, all pairwise distinct poles of the function R, which lie in
the disc |z| < 1, and by nk their multiplicities. Set
B0(z) =
ν∏
k=1
(
z − zk
1− zzk
)nk
, µ0(z) =
ν∑
k=1
nk(1− |zk|2)
|z − zk|2 ,
ν∑
k=1
nk = 2n.
Then for any ϕ ∈ R we have
(2.9)
∫
I
R(x)ω(x) dx = pi
2n+1∑
k=1
R (xk(ϕ))
µ0(ζk(ϕ)) + 1
, xk =
1
2
(
ζk +
1
ζk
)
∈ [−1, 1],
where the notches ζk = ζk(ϕ) are the roots of the equation ζB0(ζ) = e
iϕ;
(2.10) ‖R‖2mL2m(I;ω) :=
∫
I
|R(x)|2mω(x) dx = pi
2nm+1∑
k=1
|R(xk(m,ϕ))|2m
mµ0(ζk(m,ϕ)) + 1
, m ∈ N,
where all xk = xk(m,ϕ) depend on the notches ζk(m,ϕ) as in (2.9) while ζk(m,ϕ) are the
roots of the equation ζBm0 (ζ) = e
iϕ.
Proof. We derive the formulas (2.9) and (2.10) in the same way as in Theorem 2.1 taking
into account that the substitution x = 12(ζ + 1/ζ) gives (see, for example, [10]):∫
I
R(x)ω(x) dx =
1
2
∫
γ1
R1(ζ)|dζ|, ‖R‖2mL2m(I;ω) =
1
2
‖R1‖2mL2m(γ1).

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3. Quadrature formulas and inequalities in the case of the circle γr
3.1. Pointwise estimates of Jackson-Nikolskii type for rational functions. The
following result is a corollary of the quadrature formula (2.2).
Theorem 3.1. Let m ∈ N and let R(z) be a rational function of degree n whose poles do
not belong to the circle γr. Then the following inequality holds:
(3.1)
|R(ζ)|2m
mµ(ζ) + 1
6
1
2pir
‖R‖2mL2m(γr) ∀ζ ∈ γr,
where µ is defined in (2.1). This inequality is sharp for m = 1: for any ζ0 ∈ γr there exists
a rational function R⋆ such that (3.1) becomes an equality if ζ = ζ0.
Proof. Each point ζk(m,ϕ) in the formula (2.2) runs around the circle γr continuously if
the parameter ϕ increases from 0 up to 2pi(mn + 1) continuously. Therefore for any given
ζ ∈ γr one can choose ϕ so that ζ1(m,ϕ) = ζ. So if we keep just the first summand in the
sum (2.2) that contains only positive terms, then we get (3.1). 
The following example shows the sharpness of (3.1) for m = 1.
Example 3.1. Let
R⋆(z) = R⋆(n,ϕ; z) =
zB(z)− reiϕ
z − ζ1 = C
∏n+1
k=2(z − ζk)∏
k(r
2 − zzk)nk
, ζk = ζk(1, ϕ),
where B is the Blaschke product from (2.1) and ϕ ∈ R. The function R⋆ is of degree n
and satisfies the assumptions of Theorem 2.1. Consequently, the equality (2.2) holds for
it. From the other side, for all the notches different from ζ1 we have R
⋆(ζk) = 0, where
k = 2, . . . , n + 1. By this reason the inequality (3.1) becomes an equality at the point
ζ = ζ1. What is more, the function |R⋆(ζ)|2/(µ(ζ) + 1) reaches its maximal value on γr at
this point. Hence if in addition ϕ is chosen so that µ(ζ1(1, ϕ)) = ‖µ‖L∞(γr), then
(3.2) ‖R⋆‖2L2(γr) = 2pir
‖R⋆‖2L∞(γr)
‖µ‖L∞(γr) + 1
.
Another example of an extremal rational function for (3.1) was constructed in [10,
Section 3.1.1].
Remark 3.1. Note that the estimate (3.1) refines a similar result from [10, Theorem 5],
where the weight µ (see (2.1)) contains the maximal multiplicity max{nk} instead of the
individual multiplicities nk.
Remark 3.2. For each ζ ∈ γr the inequality (3.1) obviously yields the following alternative
(cf. Theorem 4.3):
|R(ζ)| < mµ(ζ) + 1
2pir
or |R(ζ)|2m−1 6 ‖R‖2mL2m(γr).
In particular, for m = 1 we get
|R(ζ)| 6 max
{
µ(ζ) + 1
2pir
, ‖R‖2L2(γr)
}
.
3.2. (q, p)-inequalities of Jackson-Nikolskii type for rational functions. Another
corollary of Theorem 3.1 is
Theorem 3.2. Under the assumptions of Theorem 3.1, the following (q, p)-inequality of
Jackson-Nikolskii type holds:
(3.3) ‖R‖Lq(γr) 6
(
mp ‖µ‖L∞(γr) + 1
2pir
) 1
p
− 1
q
‖R‖Lp(γr), 0 < p < q 6∞,
8 PETR CHUNAEV AND VLADIMIR DANCHENKO
where mp ∈ N ∩ [p2 ; 1 + p2 ). Moreover, if all the poles of R do not belong to the annulus
Aδ :=
{
z : δr < |z| < δ−1r} , δ ∈ (0, 1),
then for 0 < p < q 6∞ we have
(3.4) ‖R‖Lq(γr) 6
(
1
2pir
) 1
p
− 1
q
(
mp n · 1 + δ
1− δ + 1
) 1
p
− 1
q
‖R‖Lp(γr).
The inequalities (3.3) and (3.4) are sharp for (q, p) = (∞, 2).
Proof. Choose ζ in (3.1) so that |R(ζ)| = ‖R‖L∞(γr). Then, exchanging µ(ζ) for ‖µ‖L∞(γr)
in (3.1), we get
‖R‖2mL∞(γr) 6 Cm‖R‖2mL2m(γr), Cm :=
m‖µ‖L∞(γr) + 1
2pir
.
Furthermore, we now use the well-known trick to obtain the (q, p)-inequality (see, e.g. [33,
Section 4.9.2] and [11, Section 4]). For 2(m − 1) < p 6 2m (m = mp ∈ N ∩ [12p; 12p + 1))
we have
‖R‖2mL2m(γr) =
∫
γr
|R|2m−p|R|p 6 ‖R‖2m−pL∞(γr)‖R‖
p
Lp(γr)
,
which, together with the latter estimate, implies that
‖R‖2mL∞(γr) 6 Cm‖R‖
2m−p
L∞(γr)
‖R‖pLp(γr) ⇒ ‖R‖L∞(γr) 6 C
1/p
m ‖R‖Lp(γr).
From this for any q > p we conclude that
‖R‖qLq(γr) =
∫
γr
|R|q−p|R|p 6 ‖R‖q−pL∞(γr)‖R‖
p
Lp(γr)
6
(
C1/pm ‖R‖Lp(γr)
)q−p
‖R‖pLp(γr) = C
(q−p)/p
m ‖R‖qLp(γr).
Raising each side to the power 1/q leads to the inequality (3.3). This inequality implies (3.4)
if we take into account the estimate for the weight (2.1):
µ(ζ) =
ν∑
k=1
nk(r
2 − |zk|2)
|ζ − zk|2 6
ν∑
k=1
nk
r2 − (δr)2
(r − δr)2 = n
1 + δ
1− δ , zk /∈ Aδ , |ζ| = r.
We now give an example to show the sharpness of (3.4) in the case (q, p) = (∞, 2). The
sharpness of (3.3) was discussed in the previous example, see (3.2).
Example 3.2. Let us prove the sharpness of (3.4) as follows. Let B have the single zero
z1 = δr of multiplicity n and let the quadrature nodes ζk correspond to ϕ = 0. Then one
of the nodes, say ζ1, equals r. Consequently,
B(z) =
(
z − δr
r − zδ
)n
, µ(ζ) = nr2
1− δ2
|ζ − δr|2 , R
⋆(z) =
zB(z)− r
z − r .
If ζ = r, m = 1 and R = R⋆, then the left hand side of (3.1) reaches its maximal value
and we get the equality (see the discussion in Example 3.1). Moreover, µ(ζ) + 1 reaches
its maximal value n · 1+δ1−δ + 1 at the same point and hence we get the equality in (3.4) for
(q, p) = (∞, 2).

Remark 3.3. The estimate (3.4) refines the following result from [10]:
‖R‖L∞(γr) 6
√
Ns
2pir
1 + δ
1− δ ‖R‖L2(γr), zk /∈ Aδ,
where s is the maximal multiplicity of the poles of R and N = 2η is the number of its
pairwise distinct poles (see the definitions in Theorem A). In addition, sN > n and we have
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the equality only in the case when all the poles are of the same multiplicity s. Later on,
the (q, p)-version of this inequality with the corresponding constant was obtained in [29].
In the recent paper [3, Theorem 2.4] other methods are used to establish inequalities of
the form (3.4) and the following constant is obtained before ‖R‖Lp(γr):
(3.5)
(
1
2pir
) 1
p
− 1
q
(mp n+ 1)
1
p
− 1
q
(
1 + δ
1− δ
) 1
p
− 1
q
, mp ∈ N ∩ [p2 ; 1 + p2).
As for sharpness, it is shown in [3] that there exists a constant c(p, q) > 0 such that for all
n > 2 and δ ∈ (0, 1) the following inequality holds:
sup
‖R‖Lq(γr)
‖R‖Lp(γr)
> c(p, q)
(
n
1− δ
) 1
p
− 1
q
,
where the sup is taking over all rational functions of degree n with poles outside the
annulus Aδ. What is more, there is an example in [3] showing the asymptotic sharpness of
the constant (3.5) when (q, p) = (∞, 2) and n→∞.
We see that the constant in (3.4) is better than in (3.5). Moreover, our example shows
that our inequality is sharp for (q, p) = (∞, 2).
3.3. Jackson-Nikolskii type inequalities for polynomials. The study of inequalities
between various metrics (inequalities of Jackson-Nikolskii type) for algebraic and trigono-
metric polynomials was initiated by Jackson [19] and Nikolskii [27]. Nowadays there are
many results on this topic (see the history of this question and numerous references in [2]
and [17]). In this section we obtain a number of known inequalities for polynomials as a
particular case of Theorem 3.3.
Consider a rational function Rn1,n2(z) =
∑n2
k=−n1
σkz
k (n1, n2 > 0, σk ∈ C). If n1 = 0,
then we get an algebraic polynomial Pn2 . Let l = n1 + n2 be the sum of multiplicities of
the poles of the function Rn1,n2 at the points z = 0 and z = ∞. As δ → 0, the inequality
(3.3) (and (3.4) or (3.5)) immediately yields the inequality
(3.6) ‖Rn1,n2‖Lq(γr) 6
(
mp l + 1
2pir
) 1
p
− 1
q
‖Rn1,n2‖Lp(γr), l = n1 + n2.
For (q, p) = (∞, 2) (m2 = 1) and n1 = 0 this inequality is sharp and the extremal poly-
nomial is Pn(z) = (z
n+1 − rn+1)/(z − r) (see, for example, [10, Inequality (29)]). The
estimate (3.6) refines [10, Inequality (29)] for mp > 2.
The problem of the sharp constant in inequalities of the form (3.6) for algebraic poly-
nomials, i.e. for n1 = 0, seems to be unsolved for all pairs (q, p) except (∞, 2). Progress
in this direction is recently made in [23] and [17], where the above-mentioned problem is
reduced to a certain extremal problem for entire functions on the real axis R.
It is easily seen that for r = 1 one can go from the rational functions Rn1,n2 to the
trigonometric polynomials with complex coefficients and back using the change of variables
z = eit. Let us consider several examples of using the inequality (3.6) in this context.
Let Tn1,n2(t) := Rn1,n2(e
it) be a trigonometric polynomial. Then (3.6) for r = 1 gives
the inequality
(3.7) ‖Tn1,n2‖Lq[0,2π] 6
(
mp l + 1
2pi
) 1
p
− 1
q
‖Tn1,n2‖Lp[0,2π], l = n1 + n2.
In particular, given a trigonometric polynomial with complex coefficients of the standard
form Tn := Tn,n, we have
(3.8) ‖Tn‖Lq[0,2π] 6 An
1
p
− 1
q ‖Tn‖Lp[0,2π], A :=
(
2mp + 1/n
2pi
) 1
p
− 1
q
.
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The inequality (3.8) is well-known; other methods to prove it can be found in the mono-
graphs [33, Section 4.9.2] and [11, Section 4, Theorem 2.6]. It is sharp for (q, p) = (∞, 2),
m2 = 1. Absolute upper estimates of A (independent of p, q and n) were considered in a
number of papers. The best estimate A 6 1.08 known to us was obtained in [17]. Other
inequalities of the form (3.8), including the ones with more precise constants for some
(q, p), were obtained by different methods, for example, in [15, Corollary 6.4], [14, Remark
6.3] and [25, Corollary 4].
There exist estimates of the constant in (3.8) with (q, p) = (∞, 1) (see the results and
references on this topic in [18]). The classical estimates belong to Stechkin and Taykov
who showed that the precise multiplier before n is of the form C/pi + o(1) with some
C ∈ (0.53; 0.59) as n → ∞. Gorbachev [18] obtained some refinements of these results.
It is interesting to note that [10, Section 3.1.2] contains the following inequality for real
non-negative trigonometric polynomials:
‖Tn‖L∞[0,2π] 6
n+ 1
2pi
‖Tn‖L1[0,2π].
One can use the estimate (3.7) even in the case of trigonometric polynomials of a special
form. For example,
(3.9) ‖Tn+1,n‖Lq [0,2π] 6
(
2mp n+mp + 1
2pi
) 1
p
− 1
q
‖Tn+1,n‖Lp[0,2π].
For (q, p) = (∞, 2), as shown in [10, Section 3.1.2], the inequality (3.9) is sharp and the
extremal polynomial is
T ⋆n+1,n(t) = 1 + 2
n∑
k=1
cos kt+ eit(n+1).
To finish, we want to mention that there are many papers where the inequalities of
Jackson-Nikolskii type for polynomials are extended to various classes of weights and
bounded domains. The overview of these results and the corresponding references can be
found, for example, in [2, 13, 14, 25]. We also cite some of these results in the forthcoming
sections of this paper.
4. Quadrature formulas and inequalities in the case of the real axis R
4.1. Pointwise inequalities of Jackson-Nikolskii type for rational functions. The
following result is a corollary of the quadrature formula (2.7).
Theorem 4.1. Let R(z) be a proper rational fraction of degree n whose poles do not belong
to the real axis R. Then the following inequality holds:
(4.1)
|R(x)|2m
µ∗(x)
6
m
pi
‖R‖2mL2m(R) ∀x ∈ R, m ∈ N,
where µ∗ is defined in (2.6). This inequality is sharp for m = 1 and m = 2: there exist a
rational function R⋆ and x = x0 such that (4.1) becomes an equality.
Proof. Each point xk(m,ϕ) in the formula (2.7) runs along R continuously if the parameter
ϕ changes continuously. Therefore, for any x ∈ R we can choose ϕ so that x1(m,ϕ) = x.
So if we keep just the first summand in the sum (2.7) that contains only positive terms,
then we get (4.1). 
The sharpness of (4.1) for m = 1 and m = 2 is confirmed by the following examples.
Example 4.1. Argument are analogous to those in Example 3.1. Let
R⋆(z) = R⋆(n,ϕ; z) =
B∗(x)− eiϕ
x− x1 = C
∏n
k=2(x− xk)∏ν
k=1(x− zk)nk
, xk = xk(1, ϕ), ϕ ∈ (0, 2pi),
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where B∗ is the Blaschke product from (2.6). The function R
⋆ is of degree n and satisfies the
assumptions of Theorem 2.2, hence the equality (2.7) with m = 1 holds for it. Furthermore,
by the same calculations as in Example 3.1, for some ϕ we get
‖R⋆‖2L2(R) = pi
‖R⋆‖2L∞(R)
‖µ∗‖L∞(R)
.
Example 4.2. Given some p > 1, consider the rational function
(4.2) ρ(z) = ρ(p; z) :=
1
z − y0i , y0 = y0(p) :=
(
pi22−p
(p− 1)B(p/2, p/2)
) 1
p−1
> 0,
where B is the Euler beta function and y0(p) → 1 as p → ∞. One can easily check (see,
for example, [4, Section 2]) that ‖ρ‖Lp(R) = 1. Taking into account the obvious equalities
ρ(0) = ‖ρ‖L∞(R) = 1/y0, µ∗(0) = ‖µ∗‖L∞(R) = 1/y0,
we rewrite the inequality (4.1) for ρ, x = 0 and p = 2m as follows:(
1
y0(2m)
)2m−1
6
m
pi
.
It becomes an equality in the cases m = 1 and m = 2 (as y0(2) = pi and y0(4) =
1
2
3
√
4pi).
4.2. (q, p)-inequalities of Jackson-Nikolskii type for rational functions. As a corol-
lary of Theorem 4.1 we obtain
Theorem 4.2. Under the assumptions of Theorem 4.1, the following (q, p)-inequality of
Jackson-Nikolskii type holds:
(4.3) ‖R‖Lq(R) 6
(mp
pi
‖µ∗‖L∞(R)
) 1
p
− 1
q ‖R‖Lp(R), q > p > 0,
where mp ∈ N ∩ [p2 ; 1 + p2 ). Moreover, if all the poles of R lie outside the stripe
Sδ := {z : |Im z| 6 δ} , δ > 0,
then
(4.4) ‖R‖Lq(R) 6
(mp n
piδ
) 1
p
− 1
q ‖R‖Lp(R), q > p > 0.
The inequalities (4.3) and (4.4) are sharp for (q, p) = (∞, 2) and (q, p) = (∞, 4).
Proof. We obtain the estimate (4.3) from (4.1) in the same way as we obtained the estimate
(3.3) from (3.1). To prove (4.4), we use (4.3) and the following estimate for the weight (2.6):
µ∗(x) =
ν∑
k=1
nk Im zk
(x− Re zk)2 + (Im zk)2 6
ν∑
k=1
nk
Im zk
6
n
δ
, zk /∈ Sδ, zk ∈ C+.
The statements about sharpness follow from Examples 4.1 and 4.2. 
4.3. Duality of the inequalities of Jackson-Nikolskii type for rational functions.
Another corollary of Theorem 4.1 is
Theorem 4.3. Under the assumptions of Theorem 4.1, the following alternative holds for
any d ∈ R:
(4.5) |R(x)|d < µ∗(x) or |R(x)|2m−d 6 m
pi
‖R‖2mL2m(R), m ∈ N.
In particular, for m = d = 1 we have
|R(x)| 6 max
{
µ∗(x),
1
pi
‖R‖2L2(R)
}
∀x ∈ R.
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Indeed, if the former inequality in (4.5) does not hold and µ∗(x) 6 |R(x)|d, then, sub-
stituting this estimate for µ∗ to the left hand side of the inequality (4.1), we get the latter
estimate in (4.5). Such alternatives enable us to obtain non-linear inequalities of Jackson-
Nikolskii type for special classes of rational functions. Below we derive such inequalities
for logarithmic derivatives of complex polynomials (i.e. for simple partial fractions).
4.4. Inequalities of Jackson-Nikolskii type for simple partial fractions. Recall
that in rational approximation theory a simple partial fraction (SPF ) of degree n is a
function of the form
ρn(z) :=
n∑
k=1
1
z − zk
, zk ∈ C.
Obviously, SPFs are the logarithmic derivatives of algebraic polynomials with the zeros zk.
Problems connected with various extremal properties of SPFs attract attention of many
authors (see the survey [9] and the references there and in the current section). One of
such problems is the inequalities between various metrics (i.e. the inequalities of Jackson-
Nikolskii type). They were first considered in [5]. Later on, various refinements and exten-
sions of the results from [5] were obtained in [8, 20–22] and other papers.
The purpose of this section is to further develop this topic applying the quadrature
formulas. The specificity of SPFs allows us to use the above-obtained inequalities for gen-
eral rational functions effectively in the case of SPFs. In particular, we will derive sharp
inequalities for SPFs on the real axis. Let us formulate the main result.
If all the poles zk of the function ρn lie on the upper (lower) half-plane C
+ (C−), then
we write ρn(z) = ρ
+
n (z) (ρn(z) = ρ
−
n (z)) to make things clear. Set
d(ρ±n ; p) := 2pi
‖ρ±n ‖p−1L∞(R)
‖ρ±n ‖pLp(R)
, p > 1.
Theorem 4.4. It holds that
(4.6) d(ρ±n ; p) 6 2mp, mp ∈ N ∩ [p2 , 1 + p2), p > 1;
(4.7) d(ρ±n ; p) >
1
n
cos pi(1− p2 ), 1 < p 6 2, d(ρ±n ; p) >
1
n
, p > 2.
The inequality (4.6) is sharp for p = 2 and p = 4.
It is worth mentioning that the power of n in the estimate (4.7) is exact; one can find
the corresponding examples in [8].
Proof. It is enough to prove the inequalities only for d(ρ+n ; p). Note that µ∗(x) =
Im ρ+n (x) 6 |ρ+n (x)| and choose x so that ρ+n (x) = ‖ρ+n ‖L∞(R). Then the estimate (4.6)
follows from the alternative (4.5) with d = 1 and 1 < p 6 2m (one has to use the same
trick as in Section 3.2):
‖ρ+n ‖2m−1L∞(R) 6
m
pi
‖ρ+n ‖2mL2m(R) 6
m
pi
‖ρ+n ‖2m−pL∞(R)‖ρ+n ‖pLp(R),
where it is better to take the minimal possible value of m = mp from (4.6). We are
now in the position to obtain the inequality (4.7). To begin with, take 1 < p 6 2. We
need [7, Inequality (18)]:
(4.8) ‖ρ+n ‖pLp(R) cos pi(1− p2) 6 2pi Im
(
e−iπ(1−
p
2 )
n∑
k=1
(ρ+n (zk))
p−1
)
, 1 < p < 3.
By the maximum modulus principle, the right hand side of the inequality (4.8) is bounded
from above by 2pin‖ρ+n ‖p−1L∞(R). This immediately implies the former inequality in (4.7) for
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1 < p 6 2. A similar inequality can be obtained with the help of (4.8) even for 2 6 p < 3
but the latter inequality in (4.7) is obviously more precise in this case.
Now suppose that p > 2. Using the identity (2.5) with xk = xk(ϕ) and some ϕ twice,
we get
‖ρ+n ‖2mL2m(R) =
pi
2m
2mn∑
k=1
|ρ+n (xk)|2m
Im ρ+n (xk)
6 ‖ρ+n ‖2m−2L∞(R)
pi
2m
2mn∑
k=1
|ρ+n (xk)|2
Im ρ+n (xk)
= ‖ρ+n ‖2m−2L∞(R)‖ρ+n ‖2L2(R).
This and the inequality ‖ρ+n ‖2L2(R) 6 2pin‖ρ+n ‖L∞(R) from [7, Formula (36)] yield
‖ρ+n ‖2mL2m(R) 6 2pin ‖ρ+n ‖2m−1L∞(R) ⇒ A := 2pin ‖ρ+n ‖2m−1L∞(R)‖ρ+n ‖−2mL2m(R) > 1.
Furthermore, if m ∈ N is such that 2m 6 p < 2(m+ 1), then
‖ρ+n ‖pLp(R) =
∫
R
|ρ+n |p−2m|ρ+n |2m 6 ‖ρ+n ‖p−2mL∞(R)
∫
R
|ρ+n |2m = ‖ρ+n ‖p−2mL∞(R)‖ρ+n ‖2mL2m(R),
hence
‖ρ+n ‖pLp(R) 6 A ‖ρ+n ‖pLp(R) 6 A ‖ρ+n ‖p−2mL∞(R)‖ρ+n ‖2mL2m(R) = 2pin ‖ρ+n ‖p−1L∞(R),
which is equivalent to the latter inequality in (4.7).
We now prove the sharpness of the estimate (4.6). For p = 2, 4 (i.e. for m2 = 1 and
m4 = 2) this estimate reads as d(ρ
+
n ; 2) 6 2 and d(ρ
+
n ; 4) 6 4, correspondingly. In both
cases it becomes an equality for the single-pole SPF ρ(p; z) from (4.2). This follows from
the obvious identities
‖ρ(p, ·)‖Lp(R) = 1, ‖ρ(2, ·)‖L∞(R) = 1/pi, ‖ρ(4, ·)‖L∞(R) = (2/pi)1/3.

Remark 4.1. Let us compare Theorem 4.4 with several previous results. It is convenient
here to introduce the quantity
D(ρ±n ; p) :=
(
1
2pi
d(ρ±n ; p)
)p′/p
=
‖ρ±n ‖L∞(R)
‖ρ±n ‖p′Lp(R)
,
1
p′
+
1
p
= 1,
so that the numerator and the denominator of D(ρ±n ; p) have the same dimension as the
SPF itself. In particular, under the transformation ρ˜±n (x) := aρ
±
n (ax), a > 0, preserving
the form of SPF, the norms that we estimate depend on a linearly:
‖ρ˜±n ‖p
′
Lp(R) = a‖ρ±n ‖p
′
Lp(R).
In [5, Corollary] for p > 1 the following estimate (being independent of n) is proved:
(4.9) D(ρ±n ; p) 6 σ(p) := p sin
−p′ pi
p
.
Note that limp→∞ σ(p) =∞ and limp→1+ σ(p) =∞, so the estimate loses meaning if p is
large enough or close to 1. Some majorant, being more precise than in (4.9), can be derived
from [4] but it also tends to infinity as p→ 1+ or p→∞. On the contrary, (4.6) and (4.7)
give
σ1(p) :=
(
1
2pin
) 1
p−1
6 D(ρ±n ; p) 6 σ2(p) :=
(
p+ 2
2pi
) 1
p−1
< 1.1, p > 2,
where limp→∞ σ1,2(p) = 1 for a fixed n, i.e. the inequalities coincide (they coincide even
if p → 1+ as then the minorant and the majorant tend to zero, see the former inequality
in (4.7)). In this sense the inequality (4.6) refines the estimate (4.9) and the one from [4]
significantly.
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Theorem 4.5. Without any assumptions on the poles, it holds that
(4.10) ‖ρn‖q
′
Lq(R) 6 2
q′−p′
(mp
pi
)p′q′( 1
p
− 1
q
)
(1+hp)
p′‖ρn‖p
′
Lp(R),
1
q
+
1
q′
= 1,
1
p
+
1
p′
= 1,
where 1 < p < q 6 ∞, mp ∈ N ∩ [p2 , 1 + p2 ), and hp is the norm of the Hilbert transform.
Recall that
hp =
{
tan π2p , 1 < p 6 2,
cot π2p 2 6 p <∞.
Proof. To get an intermediate estimate (see (4.11)), we repeat the arguments from [8, proof
of Theorem 2]. We suppose that α = ‖ρ+n ‖L∞(R) and introduce the new SPF ρˆ(x) =
α−1ρ+n
(
xα−1
)
with the sup-norm on R equal to 1. It can be easily checked (see [8]) that
‖ρˆ‖qLq(R) = α1−q‖ρ+n ‖qLq(R), ‖ρˆ‖pLp(R) = α1−p‖ρ+n ‖pLp(R).
Since ‖ρˆ‖L∞(R) = 1, we have ‖ρˆ‖qq 6 ‖ρˆ‖pp for q > p, i.e.
α1−q‖ρ+n ‖qLq(R) 6 α1−p‖ρ+n ‖
p
Lp(R), ‖ρ+n ‖
q
Lq(R) 6 α
q−p‖ρ+n ‖pLp(R).
Taking into account the estimate (4.6) for α, we conclude that
‖ρ+n ‖qLq(R) 6
(mp
pi
)(q−p)/(p−1)
‖ρ+n ‖p
′(q−p)
Lp(R) · ‖ρ+n ‖pLp(R) =
(mp
pi
)(q−p)/(p−1)
‖ρ+n ‖p
′(q−1)
Lp(R) .
The same estimate holds for ρ−n . Raising each side to the power 1/(q − 1) gives
(4.11) ‖ρ±n ‖q
′
Lq(R) 6
(mp
pi
)p′q′( 1
p
− 1
q
)
‖ρ±n ‖p
′
Lp(R).
Furthermore, it follows from [7, Inequality (21)] that
(4.12) ‖ρ±n ‖Lp(R) 6 12(1 + hp)‖ρn‖Lp(R), ρn = ρ+n + ρ−n .
From this, by the Minkowski and Jensen inequalities and (4.12), we obtain the required
result:
‖ρn‖q
′
Lq(R) 6
(‖ρ+n ‖Lq(R) + ‖ρ−n ‖Lq(R))q′
6 2 q
′−1
(
‖ρ+n ‖q
′
Lq(R) + ‖ρ−n ‖q
′
Lq(R)
)
6 2 q
′−1
(mp
pi
)p′q′( 1
p
− 1
q
) (
‖ρ+n ‖p
′
Lp(R) + ‖ρ−n ‖p
′
Lp(R)
)
6 2 q
′−p′
(mp
pi
)p′q′( 1
p
− 1
q
)
(1 + hp)
p′‖ρn‖p
′
Lp(R).

Note that the constant in (4.10) is more precise than the analogous one in [8, Theorem 2].
5. Quadrature formulas and inequalities in the case of the semiaxis R+
5.1. Inequalities of Jackson-Nikolskii type for rational functions. As in the cases
of the circle and the real axis, the quadrature formula (2.8) and the trick in Section 3.2
yield
Theorem 5.1. Let R(z) be a proper rational fraction of degree n whose poles do not belong
to the real semiaxis R+. Then it holds that
(5.1)
|R(x2)|2m
µ∗(x)
6
m
pi
‖R‖2m
L2m(R+; 1√
x
)
∀x ∈ R, m ∈ N;
‖R‖Lq(R+; 1√
x
) 6
(mp
pi
‖µ∗‖L∞(R+)
) 1
p
− 1
q ‖R‖Lp(R+; 1√
x
), mp ∈ N ∩ [p2 ; 1 + p2),
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where the (even) function µ∗ is defined in Theorem 2.3 and 0 < p < q 6∞.
Moreover, if all the poles of R lie in the exterior of the parabola
x =
1
4
y2
δ2
− δ2, δ > 0,
then for 0 < p < q 6∞,
‖R‖Lq(R+; 1√
x
) 6
(
2mp n
piδ
) 1
p
− 1
q
‖R‖Lp(R+; 1√
x
).
The latter statement follows from the fact that under the substitution z = z˜2 the exterior
of the stripe |Im z˜| > δ turns into the exterior of the above-mentioned parabola. Therefore
|Im √zk| > δ and ‖µ∗‖L∞(R+) 6 2n/δ in Theorem 2.3.
5.2. Inequalities of Jackson-Nikolskii type for simple partial fractions. Let all
the poles of the SPF ρn(x) =
∑n
k=1(x− zk)−1 lie in the acute beam angle 2α < pi with the
bisector on the negative semiaxes:
zk = rke
iϕk , ϕk ∈ (pi − α, pi + α), α ∈ (0, pi/2).
Theorem 5.2. Given m ∈ N, it holds that
(5.2) ‖ρn‖2m−1/2L∞(R+) 6
(
n∑
k=1
1
rk
)2m−1/2
6
2
√
n
cos2m α
m
pi
‖ρn‖2mL2m(R+; 1√
x
)
.
Proof. For x ∈ R+ we have
S :=
n∑
k=1
1
rk
> |ρn(x)| >
n∑
k=1
| cos arg(x− zk)|
|x− zk| >
n∑
k=1
cosα
|x− zk| .
This gives |ρn(0)| > S cosα for x = 0. Consequently, taking into account the inequalities
µ∗(0) 6 2
∑
k r
−1/2
k and (5.1), we obtain
cos2m α
2
S2m
(
n∑
k=1
1√
rk
)−1
6
|ρn(0)|2m
µ∗(0)
6
m
pi
‖ρn‖2mL2m(R+; 1√
x
)
.
Note that for each fixed S the minimum in the left hand side is reached when rk = n/S:
S2m
(
n∑
k=1
1√
rk
)−1
>
1√
n
S2m−1/2 >
1√
n
‖ρn‖2m−1/2L∞(R+),
which leads to (5.2) if we take into account the previous inequality. 
6. Quadrature formulas and inequalities in the case of the segment [−1, 1]
6.1. Inequalities of Jackson-Nikolskii type for rational functions. The following
result follows from the quadrature formula (2.10) via calculations analogous to those in
Section 3.2.
Theorem 6.1. Let R(z) be a rational function of degree n whose poles do not belong to
the segment I. Then
(6.1)
|R(x)|2m
mµ0(ζ) + 1
6
1
pi
‖R‖2mL2m(I;ω), x = 12 (ζ + 1/ζ) ∈ I ∀ζ ∈ γ1, m ∈ N;
(6.2) ‖R‖Lq(I;ω) 6
(
mp ‖µ0‖L∞(γ1) + 1
pi
) 1
p
− 1
q
‖R‖Lp(I;ω), mp ∈ N ∩ [p2 ; 1 + p2),
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where 0 < p < q 6∞. Moreover, if all the poles of R lie in the exterior of the ellipse
1
2
(
δ +
1
δ
)
cos t+
i
2
(
δ − 1
δ
)
sin t, δ > 1, t ∈ R,
then for 0 < p < q 6∞ we have
(6.3) ‖R‖Lq(I;ω) 6
(
1
pi
) 1
p
− 1
q
(
2mp n · δ + 1
δ − 1 + 1
) 1
p
− 1
q
‖R‖Lp(I;ω).
6.2. Inequalities of Jackson-Nikolskii type for polynomials. Now we use the para-
metric quadrature formulas to estimate the norms of complex polynomials on the seg-
ment I. If we put R = Pn in Theorem 2.4, where Pn is a polynomial of degree n with
complex coefficients, then the function R1(z) = Pn(
1
2(z+1/z)) of degree 2n has poles only
at z = 0 and z =∞, each one of multiplicity n. Consequently, the function R has only one
pole z = 0 of multiplicity 2n in the unit disc. By this reason it follows from the inequality
(6.2) and the identity |µ0(ζ)|γ1 ≡ 2n that
(6.4) ‖Pn‖Lq(I;ω) 6
(
2mp n+ 1
pi
) 1
p
− 1
q
‖Pn‖Lp(I;ω), p < q 6∞.
This estimate is sharp; for (q, p) = (∞, 2) it becomes an equality for the polynomials
(6.5) P ∗n(x) = P
∗
n(
1
2(z + 1/z)) = C
1
zn
z2n+1 − 1
z − 1 .
These polynomials exist and are actually the Jacobi polynomials P ∗n(x) = P
(1/2,−1/2)
n (x)
of degree n, which satisfy the equation
(1− x2)y′′(x)− (1 + 2x)y′(x) + n(n+ 1)y(x) = 0.
Indeed, it can be easily checked that the substitution Y (z)/(z− 1) = y(x) gives the simple
equation
Y ′′(z)z2 − n(n+ 1)Y (z) = 0
with the general solution Y (z) = c1z
n+1 + c2z
−n. For the polynomial solution P ∗n(x) =
Y (z)/(z − 1) the identity c1 = −c2 is necessary so that (6.5) holds. It is now sufficient
to put m = 1 and ϕ = 0 in (2.10) and take xk = xk(1, 0). The notches ζk(1, 0) are the
roots of the equation z2n+1 = 1 in this case. Therefore all the summands but one in (2.10)
vanish and hence the inequality (6.4) for (q, p) = (∞, 2) (m2 = 1) becomes an equality.
Furthermore,
|P ∗n(1)| = 2n+ 1 =
√
2n+ 1
pi
‖P ∗n‖L2(I;ω).
Inequalities of the form (6.4) with various constants are known, see, for example, [1,2,10,24].
The paper [2] contains, among other results, the inequality for (q, p) = (∞, 2) with the
same sharp constant as in (6.4).
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