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We shall consider the problems of classifying an observation from regression
model with stationary long-memory or short-memory disturbances into one of two
populations described by the mean functions of the model. We use the log-likeli-
hood ratio as a discrimant statistic which is optimal in the sense of its minimizing
the misclassification probabilities. Then we confirm the theoretical results by some
simple polynomial regression models.  1997 Academic Press
1. INTRODUCTION
There are a variety of problems related to regression analysis in time
series. One is that of discriminating between two regressions, the mean
function of time series. For instance, the detection of the signal or, equiv-
alently, the problem of discriminating between a pattern generated by
signal plus noise and a pattern generated by noise alone has been analyzed
extensively in the engineering literature. Also, in many applications, the
mean function is believed to be a smooth function of time. By the
Weierstrass approximation theorem, we know that any continuous func-
tion defined on a compact interval of the real line can be uniformly
approximated by a polynomial. Consequently, polynomials have been
heavily used to approximate the mean function. In this paper, we consider
the discriminant problems under the two hypotheses
?j : Xt= :
p
i=1
ti&1; ( j )i + :
k
i=p+1
Zi (t) ; ( j )i +=t
= :
k
i=1
Zi (t) ; ( j )i +=t , j=1, 2, (1.1)
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where Z1(t), ..., Zk(t) are nonstochastic regressors, ;( j )=(; ( j )1 , ..., ;
( j )
k )$ are
vectors of regression parameters, and [=t] is assumed to be a zero mean
Gaussian stationary process with spectral density f (*), * # [&?, ?].
Assume that the covariance matrix 7 of the disturbances [=t] is non-
singular. Then the two probability density functions corresponding to ?1
and ?2 are
pj (X)=
1
(2?)T2 |7| 12
exp {&12 (X&Z; ( j ))$ 7&1(X&Z;( j ))= , j=1, 2,
(1.2)
where
X1 Zr(1)
X=\ b + , Zr=\ b + , Z=(Z1 , ..., Zk).XT Zr(T )
Let the probability of misclassifying X from ?i into ?j be
P( j | i )=|
R j
pi (X) dX, (1.3)
where R1 and R2 are exclusive and exhaustive regions in RT. Then it is
known that the regions based on LR,
Rj=[X: (&1) j LR>0], j=1, 2, (1.4)
give the optimal classification that minimizes P(2 | 1)+P(1 | 2), where
LR=(;(2)&;(1))$ Z$7&1 (X& 12Z(;
(2)+;(1))). (1.5)
(See Anderson (1984).)
In most time series, the dependence between distant observations is quite
weak, and we usually use ARMA and other stationary short-memory pro-
cesses to describe their characteristics, and a series of works for the dis-
criminant analysis of such time series have been done. In the problems of
discriminating two Gaussian processes by linear filtering, Shumway and
Unger (1974) gave certain spectral approximations of KullbackLeibler
information and J-divergence. Zhang and Taniguchi (1994, 1995) used
some approximations of LR as classification statistics for the stationary
time series classification problems. Zhang (1994) discussed the higher-order
asymptotic theories of discriminant analysis for stationary ARMA pro-
cesses. Shumway (1982) gave an extensive review of various discriminant
problems in time series.
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However, time series classification problems are not restricted to the
physical sciences, but occur under many and varied circumstances in the
other fields. For instance, in many empirical time series, especially those of
economics and geophysics, the dependence between distant observations is
so strong that ARMA models are unable to express the spectral densities
of low frequencies adequately. For such long-memory (or strongly depend-
ent) processes, Adenstedt (1974) found that for a large class of spectral
densities, the variance of the best linear unbiased estimator for the mean is
seen to depend asymptotically only on the spectral density near the origin.
Giraitis and Surgailis (1990) gave a central limit theorem for quadratic
forms in strongly dependent linear variables and applied it to prove the
asymptotic normality of Whittle’s estimator of parameters of strongly
dependent linear sequences. Yajima (1988, 1991) considered estimation of a
regression model with long-memory stationary errors by least squares estimator
and best linear unbased estimator and gave their asymptotic properties.
In Section 2, we use LR as a discriminant statistic for classifying two
regression models (1.1) with stationary short-memory or long-memory dis-
turbances. We show that LR is a consistent classification statistic under
Grenander’s conditions on Zt for both cases. In Section 3, we confirm the
results of Section 2 by some simple polynomial regression models.
2. DISCRIMINANT PROPERTIES OF REGRESSION MODELS
In this section, we summarize the discrimant theory of regression model
(1.1) when we use LR defined in (1.5) as a classificiation criterion. Follow-
ing Grenander (1954), we first assume that the nonstochastic regressors
[Zr(t)] possess the following properties:
(G.1) /r(T )= :
T
t=1
|Zr(t)| 2  , as T  , for r=p+1, ..., k.
(G.2) lim
T  
/r(T+1)
/r(T)
=1, for r=p+1, ..., k.
(G.3) lim
T  
Tt=1 Zr(t+h) Zs(t)
[/r(T) /s(T )]12
=Rrs(h), (say),
exists for each r, s=1, ..., k, and all integers h0. Defining Zr(t)=0, t<0,
(for each r=1, ..., k), the above definition of Rrs(h) can now be extended to
all integer values of h, and we can write
R(h)=[Rrs(h)], h # T,
i.e., R(h) is a k_k matrix with entry Rrs(h) in the r th row and sth column.
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(G.4) The matrix R(0) is nonsingular.
It is not difficult to show that R$(h)=R(&h) (for each h), and that R(0)
is positive definite (see Grenander and Rosenblatt 1957). It then follows
that, there exists a Hermitian matrix function, M(*)=[Mrs(*)] such that
Rrs(h) admits a spectral representation of the form
Rrs(h)=|
?
&?
eih* dMrs(*),
where matrix form M(*) has positive semi-definite matrix increments. Let
gTjl (*)=
(Tt=1 Zj (t) e
&it*)(Tt=1 Zl (t) e
it*)
2?/r(T ) /s(T )
, MTjl (*)=|
*
&?
gTjl (|) d|,
(2.1)
DT=diag[/121 (T ), ..., /
12
k (T )], (2.2)
D T=diag \/
12
1 (T )
T d
, ...,
/12p (T )
Td
, /12p+1(T ), ..., /
12
k (T )+ . (2.3)
Then (G.3) implies that MT(*) converges weakly to M(*). That is, for any
continuous function ,(*) in [&?, ?],
lim
T   |
?
&?
,(*) dMT(*)=|
?
&?
,(*) dM(*). (2.4)
Theorem 2.1. Let [=t] be a stationary short-memory disturbance with a
positive and continuous spectral density f (*), * # [&?, ?]. Under Assump-
tions (G.1)(G.4), for classifying X into one of two hypotheses ?1 and ?2
defined by (1.1), the misclassificiation probabilities satisfy
lim
T  
PLR(2 | 1)= lim
T  
PLR(1 | 2)=0, for ; (1); (2). (2.5)
Proof. Since the mean and variance of LR are
Ej[LR]=
(&1) j
2
(;(2)&;(1))$ Z$7&1Z(;(2)&;(1))#(&1) j +, j=1, 2,
var j[LR]=(;(2)&;(1))$ Z$7&1Z(;(2)&;(1))#v2,
where Ej[ } ] and var j[ } ] stand for the expectation and variance under ?j .
Hence
LRtN((&1) j +, v2), j=1, 2,
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we have
PLR(2 | 1)=PLR(1 | 2)=8 \&+v+
=8 \&12 [(; (2)&;(1))$ Z$7&1Z(;(2)&;(1))]12+ .
From Grenander and Rosenblatt (1957), we have
lim
T  
D&1T Z$7
&1ZD&1T =
1
2? |
?
&?
f &1(*) dM(*)#0,
that is,
PLR(2 | 1)=PLR(1 | 2)t8(&12 [(;(2)&; (1))$ DT0DT(;(2)&;(1))]12).
By assumption (G.1),
lim
T  
PLR(2 | 1)= lim
T  
PLR(1 | 2)=0, for ;(1);(2).
From Theorem 2.1, we can see that our classification statistic LR defined
by (1.5) is a consistent classification for short-memory disturbances that
makes the misclassification probabilities to zeros asymptotically. Next, to
evaluate the goodness of LR, we consider the case where ;(2) is contiguous
to ;(1),
?1 : ;(1)=;;
(2.6)
?2 : ;(2)=;+D&1T H,
where H=(H1 , ..., Hk)$ is a constant vector. Then,
Theorem 2.2. Let [=t] be a stationary short-memory disturbance with a
positive and continuous spectral density f (*), * # [&?, ?]. Under Assump-
tions (G.1)(G.4) and contiguous assumption (2.6), the misclassification
probabilities of LR are evaluated as
lim
T  
PLR(2 | 1)= lim
T  
PLR(1 | 2)=8(&12 - H$0H), (2.7)
where
0=
1
2? |
?
&?
f &1(*) dM(*).
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Proof. From the proof of Theorem 2.1, we have
PLR(2 | 1)=PLR(1 | 2)t8(&12 [(; (2)&; (1))$ DT0DT (;(2)&;(1))]12),
hence, putting contiguous condition (2.6) into the above, we can get (2.7)
immediately.
Now, we consider the discrimant problem of (1.1) when [=t] is a long-
memory disturbance with spectral density
f (*)=f*(*)
1
|1&ei* | 2d
, 0<d<
1
2
, (2.8)
where f*(*) is a positive and continuous function on [&?, ?].
We introduce an important Lemma that plays the key role in the follow-
ing discussion. Then we show the discriminant properties of LR for the
long-memory case. To do this, we add the following assumptions:
(G.5) 0<Mii (0+)&Mii(0&)<1, for i=p+1, ..., k.
(G.6)
max1iT Z2r (t)
/12r (T )
=o(T &+), r=p+1, ..., k, for some +>1&2d.
The following Lemma follows from Yajima (1991).
Lemma 2.3. Let [=t] be a stationary long-memory disturbance with spec-
tral density f (*) defined by (2.8). Then under Assumptions (G.1)(G.6),
lim
T  
D &1T Z$7
&1ZD &1T =\W1O
O
W2+ , (2.9)
where W1 is a p_p matrix with (i, j ) th entry
wij1=
1(i&df) 1( j&d )[(2i&1)(2 j&1)]12
2?f*(0) 1(i&2d ) 1( j&2d )(i+j&1&2d )
,
and W2 is a (k&p)_(k&p) matrix with (i, j )th entry
wij2=
1
2? |
?
&?
f &1(*) dM(i+p)( j+p)(*),
respectively.
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Theorem 2.4. Let [=t] be a stationary long-memory disturbance with
spectral density f (*) defined by (2.8). Then under Assumptions (G.1)(G.6),
the misclassification probabilities satisfy
lim
T  
PLR(2 | 1)= lim
T  
PLR(1 | 2)=0, for ; (1); (2). (2.10)
Proof. From Lemma 2.3, we have
PLR(2 | 1)=PLR(1 | 2)
t8 \&12 {(;(2)&; (1))$ D T \
W1
O
O
W2+ D T(;(2)&;(1))=
12
+ ,
since
/12r (T )
T d
t
T r&(12)&d
(2r&1)12
 , as T  ,
for r=1, ..., p, and considering Assumption (G.1) for r>p, we have the
result.
From Theorem 2.4, we can also see that our classification statistic LR
defined by (1.5) is a consistent classification criterion for long-memory dis-
turbances that makes the misclassification probabilities to zeros asymptoti-
cally. Next, to evaluate the goodness of LR for long-memory disturbances,
we consider the case where ;(2) is contiguous to ;(1),
?1 : ;(1)=;;
(2.11)
?2 : ;(2)=;+D &1T H,
where H=(H1 , ..., Hk)$ is a constant vector. Then,
Theorem 2.5. Let [=t] be a stationary long-memory disturbance with
spectral density f (*) defined by (2.8). Then under Assumptions (G.1)(G.6)
and contiguous condition (2.11), the misclassification probabilities satisfy
lim
T  
PLR(2 | 1)= lim
T  
PLR(1 | 2)
=8 \&12 {H$ \
W1
O
O
W2+ H=
12
+ . (2.12)
Let us consider the discriminant problem of (1.1) when
Zr(t)=tr&1, (2.13)
for r=1, ..., k, i.e., the polynomial regression case of (1.1).
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Example 2.6. Let [=t] be a stationary short-memory disturbance with
continuous spectral density f (*). Then for the polynomial model (2.13) of
(1.1), M(*) has only a jump at *=0 of
M0={[(2r&1)(2s&1)]
12
(r+s&1) =r, s=1, ..., k .
(See Anderson (1971)). Thus under condition (2.6), the misclassification
probabilities of LR are evaluated as
lim
T  
PLR(2 | 1)= lim
T  
PLR(1 | 2)=8(&12 - H$00H), (2.14)
where
00={[(2r&1)(2s&1)]
12
2?f (0)(r+s&1) =r, s=1, ..., k .
Example 2.7. Let [=t] be a stationary long-memory disturbance with
spectral density f (*) defined by (2.8). Then for the polynomial model (2.13)
of (1.1), if contiguous condition (2.11) holds, the misclassification
probabilities of LR are evaluated as
lim
T  
PLR(2 | 1)= lim
T  
PLR(1 | 2)=8(&12- H$W0 H), (2.15)
where
W0={ 1 (r&d ) 1(s&d )[(2r&1)(2s&1)]
12
2?f*(0) 1(r&2d ) 1(s&2d )(r+s&1&2d )=r, s=1, ..., k .
3. SIMULATED EXAMPLES
To confirm the results of Section 2, let us make some simulations for the
discriminant problem of simple regression model
?j : Xt=; ( j )1 +;
( j )
2 t+=t , j=1, 2, (3.1)
when [=t] is a disturbance of form
(1) =t is an uncorrelated N(0, 1) random variable, and
(2) =t is an ARIMA(0, d, 1) random variable.
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Then, it is known that the spectral densities are
(1) f (*)=
1
2?
;
(2) f (*)=
1
2?
|1&ei* | &2d, 0<d<
1
2
,
respectively. Also the theoretical misclassification probabilties under con-
tiguous condition are
(1) lim
T  
PLR(2 | 1)= lim
T  
PLR(1 | 2)
=8 \&12 [H 21+- 3 H1H2+H 22]12+ ;
(2) lim
T  
PLR(2 | 1)= lim
T  
PLR(1 | 2)
=8 \&12 {
1 2(1&d )
(1&2d) 1 2(1&2d )
H 21
+
- 3 1(1&d ) 1(2&d )
(1&d ) 1(1&2d ) 1(2&2d )
H1H2
+
31 2(2&d )
(3&2d ) 1 2(2&2d )
H 22=
12
+ ,
respectively. Thus, we get the asymptotical theoretical detection proba-
bilities shown in Table I.
Let ;(1)=;, and
(1) ;(2)=;+D&1T H; (short-memory case)
(2) ;(2)=;+D &1T H. (long-memory case)
TABLE I
=t ARIMA(0, d, 0)
=t uncorrelated N(0, 1) d=0.1 d=0.2
H1=1.5 H2=1 0.8849 0.9192 0.9162
H1=1 H2=1.5 0.8849 0.8997 0.8962
H1=1 H2=1 0.8340 0.8599 0.8577
H1=1 H2=0.5 0.7673 0.8023 0.7967
H1=0.5 H2=1 0.7673 0.7642 0.7611
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Then under (3.1), we can get that
(1) LR=&
H1
- T
:
T
t=1
Xt&
- 6 H2
- T(T+1)(2T+1)
:
T
t=1
tXt
+\;1+;2 T+12 + - T H1+\
- 6
2 - 2T+1
;1
+
- 2T+1
- 6
;2+ - T(T+1) H2
+
H 21
2
+
- 6
2
- T+1
- 2T+1
H1 H2+
H 22
2
.
(2) LR=&Td&(12)H1 :
T
t=1
Xt&
- 6 Td&(12)H2
- (T+1)(2T+1)
:
T
t=1
tXt
+\;1+;2 T+12 + Td+(12)H1+\
- 6
2 - 2T+1
;1
+
- 2T+1
- 6
;2+ Td+(12) - (T+1) H2
+T2d
H 21
2
+
- 6
2
- T+1
- 2T+1
T2dH1H2+T2d
H 22
2
.
In both cases (1): short-memory situation and (2): long-memory situa-
tion, we use Monte Carlo data to calculate LR for T=1024, and iterate
this procedure 200 times for some appropriate ;, H and d. Then we have
the simulated detection probabilities table (Table II).
TABLE II
=t ARIMA(0, d, 0)
=t uncorrelated N(0, 1) d=0.1 d=0.2
;1=0.5 ;1=0.8 ;1=0.5 ;1=0.8 ;1=0.5 ;1=0.8
;2=0.8 ;2=0.5 ;2=0.8 ;2=0.5 ;2=0.8 ;2=0.5
H1=1.5 H2=1 0.895 0.880 0.965 0.935 0.925 0.910
H1=1 H2=1.5 0.875 0.880 0.900 0.885 0.915 0.920
H1=1 H2=1 0.850 0.825 0.930 0.915 0.870 0.865
H1=1 H2=0.5 0.730 0.725 0.650 0.920 0.865 0.790
H1=0.5 H2=1 0.805 0.745 0.900 0.855 0.805 0.700
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From the tables, we can see that the simulation study agrees with the
theoretical results of Section 2 approximately.
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