The Gaussian process modeling is a standard tool for building emulators for computer experiments, which is usually a deterministic function, for example, solution to a partial differential equations system. In this work, we investigate applying Gaussian process models to a deterministic function from prediction and uncertainty quantification perspectives. While the upper bounds and optimal convergence rates of prediction in Gaussian process modeling have been extensively studied in the literature, a thorough exploration of the convergence rate and theoretical study of uncertainty quantification is lacking. We prove that, if one uses maximum likelihood estimation to estimate the variance, under different choices of nugget parameters, the predictor is not optimal and/or the confidence interval is not reliable. In particular, lower bounds of the predictor under different choices of nugget parameters are obtained. The results suggest that, if one applies Gaussian process models to a deterministic function, the reliability of the confidence interval and the optimality of predictors cannot be achieved at the same time.
Introduction
In the real world, when the actual physical experimentation is difficult or impossible, computer experiments are often used to study a system of interest. For example, Mak et al. (2018) studies a complex simulation model for turbulent flows in swirl injectors. One widely used method in computer experiments is Gaussian process modeling. In Gaussian process modeling, the underlying function is assumed to be a realization of a Gaussian process. Based on the Gaussian assumption, the conditional distribution can be constructed at each untried point of a region, which provides a natural predictor via conditional expectation and a pointwise confidence interval. The confidence interval can be used for statistical uncertainty quantification, and to quantify the quality of predictions.
However, in practice, it is often observed that Gaussian process models have poor coverage of their confidence intervals (Gramacy and Lee, 2012; Joseph and Kang, 2011; Yamamoto, 2000) . This indicates that the confidence interval may be inadequate for quantifying the uncertainty of predictions. One possible reason is that the outputs of computer models usually come from deterministic functions, instead of Gaussian processes (Ba et al., 2012; Cressie, 1993; Dette and Pepelyshev, 2010; Higdon, 2002) . Therefore, a model misspecification issue occurs because the support of a Gaussian process is typically larger than the corresponding reproducing kernel Hilbert space (van der Vaart and van Zanten, 2008) . We also notice that although the underlying function is assumed to be fixed, maximum likelihood estimation is commonly used to estimate unknown parameters in the covariance function (Santner et al., 2003) . Based on our current understanding, there is no justification on applying maximum likelihood estimation to deterministic functions, particularly, whether using the confidence interval as a reliable uncertainty quantification method in this situation is not clear.
In this work, we investigate the prediction and confidence interval in Gaussian process models used to recover deterministic functions from a frequentist perspective. We consider two cases, according to the observations have noise or not. In both cases, we show that if an estimated variance obtained by maximum likelihood estimation is used to construct a confidence interval and predictor, the corresponding predictor is not optimal, or the confidence interval is not reliable. We also derive some lower bounds on the convergence rates of Gaussian process modeling. These results indicate that it may not be appropriate to apply the maximum likelihood estimation in Gaussian process modeling to deterministic functions, from both prediction and uncertainty quantification perspectives.
The rest of this paper is arranged as follows. In Section 2, we introduce Gaussian process models and the reproducing kernel Hilbert space, as well as the definition of reliability of a confidence interval. In Sections 3 and 4, we present the main results in this work, including the case where the observations have no noise as well as the case of the observations with noise, respectively. Conclusions and discussion are made in Section 5. The technical proofs are given in Appendix.
Preliminaries
In this section, we provide a brief introduction to Gaussian process models and the reproducing kernel Hilbert space, which are used in developing the main results. We also provide our definition of reliability of a confidence interval.
Gaussian process models
In this work, we consider using Gaussian process models on the deterministic function f , defined on a convex and compact set Ω ⊂ R d with a positive Lebesgue measure. Suppose we observe data (x k , y k ), k = 1, . . . , n, given by
where x k ∈ Ω and ǫ k ∼ N(0, σ 2 ǫ ) are i.i.d. normally distributed random errors with variance σ 2 ǫ 0. If the observations are not corrupted by noise, we have σ 2 ǫ = 0, otherwise σ 2 ǫ > 0. One popular method to recover the function f is stationary Gaussian process modeling. A stationary Gaussian process model is called simple kriging, in which it is assumed that f is a realization of a stationary Gaussian process Z, where Z has mean zero, variance σ 2 and correlation function Ψ. In this work, we assume Ψ is an isotropic Matérn correlation function (Stein, 1999) , given by
where φ,ν > 0, Kν is the modified Bessel function of the second kind, and · 2 denotes the Euclidean metric. In this work we assume φ is known and let φ = 1/(2 √ν ), because otherwise we can stretch the region Ω to adjust the scale parameter φ. After a proper reparametrization, we can rewrite (1) as
where ν > d/2 is the smoothness parameter. Conditional on Y = (y 1 , ..., y n ) T , Z(x) is normally distributed at an untried point x. The conditional expectation of Z(x) is given by E[Z(x)|y 1 , . . . , y n ] = r(x) T (K + µI n ) −1 Y, a.s.,
where r(x) = (Ψ(x − x 1 ), . . . , Ψ(x − x n )) T , K = (Ψ(x j − x k )) jk , I n is an identity matrix, and µ = σ 2 ǫ /σ 2 . The conditional expectation is a nature predictor of Z(x), and it can be shown that the conditional expectation (3) is the best linear unbiased predictor (Santner et al., 2003; Stein, 1999) . A predictor given by Gaussian process modeling is then the conditional expectation of Z(x). We use f n (x) := E[Z(x)|y 1 , . . . , y n ] = r(x) T (K + µI n ) −1 Y to denote a predictor of f (x).
In addition to prediction, uncertainty quantification plays an essential role in statistics. Gaussian process modeling enables statistical uncertainty quantification via confidence intervals. Conditional on Y , Z(x) is normally distributed and the variance is given by Var[Z(x)|Y ] = σ 2 (1 − r T (x)(K + µI) −1 r(x)), a.s., where K, r(x) and µ are as in (3). Let Φ denote the cumulative distribution function of normal distribution N(0, 1) and let q β = Φ −1 (1−β/2) denote the (1−β/2)th quantile, where β ∈ (0, 1). A level (1 − β)100% pointwise confidence interval can be constructed by
where c n (x, β) =q 1−β/2 Var[Z(x)|Y ] = q 1−β/2 σ 2 (1 − r(x) T (K + µI n ) −1 r(x)),
and r(x) and K are as in (3).
In practice, it is often assumed that there are some unknown parameters in the covariance function σ 2 Ψ(· − ·), and a widely used method in Gaussian process modeling to estimate the unknown parameters is maximum likelihood estimation (Santner et al., 2003) . For the ease of mathematical treatment, we assume that the only unknown parameter is σ 2 , i.e., Ψ is known. By direct calculation and reparametrization, it can be shown that, up to an additive constant, the log-likelihood function is
Following standard arguments, given µ, the maximizer of (6) with respect to σ 2 iŝ
In practice, µ is usually imposed as a constant (Dancik, 2007) , estimated if there are replicates on one input (Ankenman et al., 2010) , or estimated via maximum likelihood estimation (Wang and Haaland, 2018) . We mainly focus on the first two approaches. Here we useμ n to stress the difference, because it may not be the true value of µ. Following the terminology in Peng and Wu (2014) , we callμ n a nugget parameter. We usef n (x) to denote the predictor with estimated (and imposed) parameters on an untried point x, i.e.,
where r(x) and K are as in (3). By pluggingσ 2 as in (7) andμ n into (4) and (5), we obtain the estimated confidence interval
whereĉ
andf n (x) is as in (8). In (10),μ n is predetermined if σ 2 ǫ > 0, and is zero if σ 2 ǫ = 0.
Reliability of a confidence interval
Although the outputs of a computer model (e.g., solution to a PDE system) usually come from a deterministic function, Gaussian process model is often used to build a surrogate model. Therefore, a model misspecification occurs. If the confidence interval (9) is reliable, then the width of the confidence interval should be large enough to cover the bias with high probability. Before quantifying the reliability of a confidence interval, we need to define the term "reliability".
To start with, let I X g be a linear predictor for a function g ∈ G, where G is a Hilbert space equipped with norm · G . The predictor I X g depends on the input points X = {x 1 , ..., x n } ⊂ Ω. Let CI(·, β) = [I X g − a(·, β), I X g + a(·, β)] be a level (1 − β)100% confidence interval, where β ∈ (0, 1) and a(·, β) is a non-negative function. Note the confidence interval is centered at I X g. The ratio between the prediction error and the width of the confidence interval is (g − I X g)/|CI(·, β)|, where |CI(·, β)| = 2a(·, β) denotes the width of CI(·, β). We are interested in this ratio and use it to define the reliability of a confidence interval. We use the convention 0/0 = 0 when |CI(·, β)| = 0.
The motivation of the definition of "reliability of a confidence interval" comes from Gaussian process. Let Z be a Gaussian process defined on Ω with mean zero, variance σ 2 and correlation function Ψ. Let I
(1) (3). It can be seen that I
(1) X Z is a linear predictor. Let CI n (x, β) be the confidence interval as in (4). Furthermore, assume the observations are not corrupted by noise, which implies σ 2 ǫ = 0 and µ = 0. Consider the L p norm of (Z − I (1)
. We have the following proposition.
Proposition 2.1. Let Z, I
(1) X Z, CI n (·, β) be described above, and β ∈ (0, 1) be the confidence level. Then we have
for any 2 p < ∞, where C is a constant depending on p and β.
Analogous to (11), we replace Z, I
(1) X Z and CI n (·, β) by the deterministic function g, its linear predictor I X g and its confidence interval CI(·, β). This leads us to consider the quantity
. Note that the randomness in (g − I X g)/|CI(·, β)| does not come from the function g, because g is deterministic. Instead, the randomness of (g − I X g)/|CI(·, β)| comes from the noise and the input points X, because X may be randomly sampled. If the confidence interval CI(·, β) is reliable, E (g − I X g)/|CI(·, β)| p Lp(Ω) 1/p should be small, at least is less than a constant that does not depend on the sample size, as in Gaussian process case in Proposition 2.1. From a standard frequentist perspective, we consider the minimax settings, i.e., we consider the worst case.
According to the prior knowledge on function g, we consider two subcases. The first subcase is that g G is upper bounded by some known constant. Without loss of generality, assume this known constant is one. We say the confidence interval
where C is a constant depending on p and β but not depending on n. In other words, the confidence interval is weakly-reliable if it is reliable in a ball of G with certain radius. However, in practice we cannot always expect g G is bounded by a known constant. Since g is a deterministic function, we know g G is finite. If there exists an increasing function h(n) such that lim n→∞ h(n) = ∞, we know that g G h(n) as the sample size n goes to infinity. We say the confidence interval CI(·, β) is L p -strongly-reliable, if sup g∈G, g G h(n)
where C ′ is a constant depending on p and β but not depending on n. A confidence interval is strongly-reliable if it is eventually reliable in the entire space G as the sample size increases to infinity. In summary, we state our formal definition of the reliability of a confidence interval as follows.
Definition 2.1. Let β ∈ (0, 1) be fixed. Let I X g be a linear predictor of g ∈ G, where G is a Hilbert space equipped by norm · G , and X = {x 1 , ..., x n } ⊂ Ω are the input points. Let CI(·, β) be a level (1 − β)100% confidence interval centered at I X g, and |CI(·, β)| be the width of CI(·, β). For 2 p ∞, CI(·, β) is said to be L p -weakly-reliable if
and is said to be L p -strongly-reliable if there exists an increasing function h(n) and lim n→∞ h(n) = ∞ such that
where C and C ′ are constants not depending on n but possibly depending on p and β. The expectation is taken with respect to noise and X if X is randomly sampled.
Here we note that another definition of the reliability of a confidence interval is by using the average coverage probability (Nychka, 1988) . In Nychka (1988) , a confidence interval is considered to be reliable if the average coverage probability (ACP) 1 n n k=1 P(g(x k ) ∈ CI(x k , β)) is close to the nominal level 1 − β. In contrast with this definition, we consider the average error in the whole space Ω instead of the input points X. Furthermore, we also count in the width of the confidence interval. If a confidence interval is reliable, for point x ′ ∈ Ω such that g(x ′ ) / ∈ CI(x ′ , β), the difference between the error g(x ′ ) − I X g(x ′ ) and the width of confidence interval |CI(x ′ , β)| should not be too large, or the measure of such points is small such that E (g − I X g)/|CI(·, β)| p
According to Definition 2.1, much more confidence intervals are considered to be reliable than the reliable confidence intervals defined by ACP. This is because if a confidence interval CI(·, β) is reliable in the sense of Definition 2.1, then for any fixed constant c > 0, cCI(·, β) is also reliable. Therefore, our definition of the reliability is more like a necessary condition rather than a sufficient condition. One way to specify the constant in Definition 2.1 is by using the constant derived by Proposition 2.1. However, one can argue that this constant may be not appropriate because unlike the unbiased predictor I
(1) X Z as in Proposition 2.1, I X g is usually a biased predictor. Practitioners may also consider other constants. Since choosing the constant can be subjective, we do not further discuss it in this work.
Reproducing kernel Hilbert space and power function
In this subsection, we will review the reproducing kernel Hilbert space and power function, which are closely related to Gaussian process models. Under the settings of computer experiments, if µ = 0 in the Gaussian process models, the right hand side of (3) is called a kriging interpolant (Wang et al., 2019) , denoted by
where X = (x 1 , ..., x n ) T denotes the input points. In the area of scattered data approximation, the interpolation using operator I Ψ,X is also called the radial basis function approximation. A standard theory of radial basis function approximation works by employing the reproducing kernel Hilbert space. One way to define the reproducing kernel Hilbert space is via Fourier transform, defined by
The definition of the reproducing kernel Hilbert space can be generalized to Girosi et al. (1995) and Theorem 10.12 of Wendland (2004) .
Definition 2.2. Let Ψ be as in (2). Define the reproducing kernel Hilbert space N Ψ (R d ) generated by Ψ as
with the inner product
For a positive number ν > d/2, the Sobolev space on R d can be defined as
It can be shown that H ν (R d ) coincides with the reproducing kernel Hilbert space N Ψ (R d ) (Wendland (2004) , Corollary 10.13).
A reproducing kernel Hilbert space can also be defined on a suitable subset (for example, convex and compact) Ω ⊂ R d , denoted by N Ψ (Ω), with norm
where f E | Ω denotes the restriction of f E to Ω. A Sobolev space on Ω can be defined in a similar way.
If f ∈ N Ψ (Ω), then there is a simple error bound (Wendland (2004) , Theorem 11.4):
for each x ∈ Ω, where P Ψ,X (x) is a function independent of f . The square of P Ψ,X (x) is called the power function, given by
, where r(x) and K are as in (3). In addition, we define
In the rest of this work, we will use the following definitions. For two positive sequences a n and b n , we write a n ≍ b n if, for some C, C ′ > 0, C a n /b n C ′ . Similarly, we write a n b n if a n Cb n for some constant C > 0. For notational simplicity, we will use C, C ′ , C 1 , C 2 , ... and η 0 , η 1 , ... to denote the constants, of which the values can change from line to line.
When the observations have no noise
In this section, we consider the case that the observations have no noise. We call this case deterministic case. We also present a byproduct which also implies the unreliability of the confidence interval constructed by using Gaussian process modeling.
The unreliability of the confidence interval
Recall that in the deterministic case, ǫ k = 0, thus σ 2 ǫ = 0, µ = 0 andμ n = 0. The predictor f n (x) in (8) becomes a kriging interpolant (12), i.e.,
where r(x) and K are as in (3). Because Y = (y 1 , ..., y n ) T is not corrupted by noise, we have y k = f (x k ), for k = 1, ..., n. Note that in (15), the variance does not present and there is no estimated parameter since we assume Ψ is known.
As stated in Section 2.2, for β ∈ (0, 1), an imposed confidence interval with estimated parameter can be constructed by pluggingμ n = 0 in (9), which is given by
Since the underlying function f is deterministic, we can apply (13) to derive an upper bound. β) . Comparing this inequality with (13), and noting thatĉ n (x, β) ≍σP Ψ,X (x), if the confidence interval is reliable, it can be expected thatσ 2 should be close to f 2 N Ψ (Ω) . However, from the identity (Wendland, 2004) f
it can be seen thatσ 2 = I Ψ,X f 2
as n becomes larger. This indicates thatĉ n (x, β) is too small to be used in constructing a confidence interval. Following this intuition, we show that the confidence interval is not reliable, as stated in Theorem 3.1. Before we present Theorem 3.1, we need a condition on the input points.
Condition 1 can be easily fulfilled. For example, grid points satisfy Condition 1. In fact, any quasi-uniform input points satisfy Condition 1, as shown in the following proposition.
Proposition 3.1 (Proposition 14.1 of Wendland (2004)). Suppose input points X satisfies that there exists a constant C > 0 such that h X,Ω Cq n for all n, where q n := min 1≤j =k≤n
Then we have h X,Ω ≍ n −1/d . Such input points X is said quasi-uniform.
By the definition of fill distance, it can be seen that
where B(x k , h X,Ω ) denotes the Euclidean ball centered at x k with radius h X,Ω . Therefore, a comparison of volumes yields
Hence, for any input points X, h X,Ω n −1/d . By (13), (14) and Lemma C.2 in Appendix C, a set of input points with small fill distance is desired. Because quasi-uniform input points achieve the optimal rate of fill distance, they are widely used in computer experiments designs. Thus we believe Condition 1 is satisfied in many practical situations.
Under Condition 1, we have the following theorem.
Theorem 3.1. Suppose 2 < p ∞, β ∈ (0, 1) are fixed, and σ 2 ǫ = 0. For any fixed input points X = (x 1 , ..., x n ) T satisfying Condition 1, we have
For any h(n) satisfying lim n→∞ h(n) = ∞, we have
wheref n is as in (15) and c n (·, β) is as in (17). In (19) and (20), C, C ′ and α are positive constants depending on p and β.
Theorem 3.1 states that if one uses the estimated varianceσ 2 , which is derived by maximum likelihood estimation, to construct a pointwise confidence interval, the confidence interval can be unreliable. The unreliability is in the sense that the confidence interval is not L pweakly-reliable for 1 < p ∞, and is not L 2 -strongly-reliable. Therefore, it may not appropriate to quantify the uncertainties by using confidence intervals derived by Gaussian process modeling for a deterministic function if there is no noise.
A byproduct which also implies the unreliability of the confidence interval
In this subsection, we present some results about the unreliability of the confidence interval derived by Gaussian process modeling from Gaussian process perspective. Only in this subsection, the underlying truth is assumed to be a Gaussian process. We still assume that the observations are not corrupted by noise. Although the theoretical results in this subsection are not directly related to our settings in this work, they also imply the unreliability of the confidence interval, when the assumptions of Gaussian process modeling are violated.
Consider a Gaussian process Z 1 with mean zero, variance σ 2 and covariance function Ψ 1 , where
Instead of using the true correlation function Ψ 1 , we use the imposed correlation function Ψ as in (2) to make prediction of Z 1 (x) on an untried point x. Letf n (x) be the corresponding predictor using Ψ. Then
where r(x) and K are as in (3), and Y = (y 1 , ..., y n ) T . Obviouslyf n (x) is not the best linear unbiased predictor. It is known thatf n (x) is still an unbiased predictor and the mean squared prediction error E(Z 1 (x) −f n (x)) 2 converges to zero as the fill distance of X = {x 1 , ..., x n } goes to zero (Wang et al., 2019) . By using correlation function Ψ, we can still construct an imposed confidence interval CI n (x, β), where CI n (x, β) is as in (16). However, this confidence interval can be unreliable, as shown in the following theorem.
Theorem 3.2. Suppose Condition 1 holds for input points X = (x 1 , ..., x n ) T , and β ∈ (0, 1) is fixed. Then we have
wheref n (x) is as in (21) andĉ n (·, β) is as in (17).
Theorem 3.2 presents that a confidence interval constructed by using a less smooth correlation function is not reliable, although using a less smooth correlation function to make prediction is more robust (Wang et al., 2019) . We believe Theorem 3.2 can be generalized to any ν 0 ν and any d 1. Since the settings of Theorem 3.2 is different with our main settings in this work, we do not pursue more results under the settings of Theorem 3.2.
Another interpretation of Theorem 3.2 is as follows. Let F and F 1 denote the support of Z and Z 1 , respectively. It is known that N Ψ 1 (Ω) ⊂ F 1 , N Ψ (Ω) ⊂ F (van der Vaart and van Zanten, 2008), and P (Z 1 ∈ N Ψ (Ω)) = 1 (Santner et al., 2003) . Therefore, it can be viewed that F 1 is a subset of N Ψ (Ω), thus is a subset of F . Theorem 3.1 states that for the subset N Ψ (Ω) of F , the confidence interval CI n (x, β) in (16) is unreliable, while Theorem 3.2 states that for the subset F 1 of F , the confidence interval CI n (x, β) is unreliable. Therefore, it may cause problems of uncertainty quantification when applying Gaussian process models to a subset of the support of corresponding Gaussian processes. We note that although F 1 is a subset of N Ψ (Ω), these two theorems are different. Theorem 3.1 presents the unreliability under the worst case, while Theorem 3.2 presents the unreliability under the average case, equipped with a Gaussian measure.
When the observations have noise
In this section, we consider the case that the observations are corrupted by noise, where the observations come from a deterministic function f . We call it stochastic case, because multiple evaluations of the function on the same input point may have different outputs. The observations y k 's are given by
where x k ∈ Ω and ǫ k ∼ N(0, σ 2 ǫ ) are i.i.d. normally distributed random errors with variance σ 2 ǫ > 0. Using Gaussian process modeling described in Section 2.1, we usef n (x) defined bŷ
to predict f (x) on an untried point x, where r(x) and K are as in (3), and Y = (y 1 , ..., y n ) T . Let X = {x 1 , ..., x n } denote the input points. Through this section, we assume that the input points X are drawn uniformly from the input space Ω, andμ n ≍ n α . It is obvious that α should be less than one in order to make meaningful predictions. In particular, if α = 0, thenμ n is at a constant rate, which is widely used in the computer experiments (Dancik, 2007) . If the replicates on the same input are available, then Ankenman et al. (2010) usê µ n as the sample variance of these replicates, which also converges to a constant. It is wellknown that if α = d/(2ν + d),f n achieves optimal convergence rate n − ν 2ν+d under L 2 metric (Stone, 1982; van de Geer, 2000) . In the following theorem, we show that for other choices of α, the optimal convergence rate is not achieved. Recall that we use C, C ′ , C 1 , C 2 , ... and η, η 0 , η 1 , ... to denote the constants, of which the values can change from line to line, and x k 's are drawn uniformly from Ω.
Theorem 4.1. Supposeμ n ≍ n α . Letf n be given by (23). Under the stochastic case (σ ǫ > 0), the following statements are true.
. In (i) and (ii), the constants are depending on Ψ and Ω, and the expectation is taken with respect to ǫ.
Theorem 4.1 provides a non-asymptotic lower bound on the mean squared prediction error. In particular, it shows that if α = d/(2ν + d), the optimal convergence rate cannot be achieved with high probability. As a direct result of Theorem 4.1, we have the following corollary.
Corollary 4.1. Supposeμ n ≍ n α and α ∈ (−∞, d/(2ν + d)) ∪ (d/(2ν + d), 1). Letf n be given by (23) . Under the stochastic case (σ ǫ > 0), we have
Corollary 4.1 shows that under the uniformly distributed input points, the value of α other than d/(2ν + d) cannot be optimal. This is intuitively true because the nugget parameter µ n determines the trade-off between the bias and variance. It is well-known in the literature that by choosing α = d/(2ν + d), we can achieve the best trade-off between the variance and bias. To the best of our knowledge, it has not been presented in the literature that by choosing nugget parameters to be at other rate, the best trade-off between the variance and bias and the optimal rate cannot be achieved.
Now we consider the uncertainty quantification when using predictorf n . Recall that for β ∈ (0, 1), the confidence interval constructed by using Gaussian process modeling is given by
Intuitively, when α is large, the bias term dominates. Therefore, the confidence interval, which is a reflection of variance, is not large enough to capture the bias. As a consequence, the confidence interval CI n (x, β) is not reliable. On the other hand, a smaller nugget parameter lets the variance term dominate. Therefore, the variance term dominates the confidence interval and thus the confidence interval is reliable. The results related to the reliability of a confidence interval are presented in the following theorem. In Theorem 4.2, recall that x k 's are drawn uniformly from Ω.
Theorem 4.2. Supposeμ n ≍ n α . Fix β ∈ (0, 1). Under the stochastic case (σ ǫ > 0), the following statements are true.
In (25)-(28),f n is as in (23) andc n (·, β;μ n ) is as in (24). In all statements, the expectation is taken with respect to ǫ, and the constants are positive except for η 4 , and depending on Ψ, Ω, β and σ 2 ǫ .
As direct results of Theorem 4.2, we have the following corollary, which states the results related to the L 2 -reliability of the confidence interval.
Corollary 4.2. Supposeμ n ≍ n α . Fix β ∈ (0, 1). Under stochastic case (σ ǫ > 0), the following statements are true.
In all statements, the expectation is taken with respect to ǫ, and the constants are positive except for η 2 , and depending on Ψ, Ω, β and σ 2 ǫ .
Note that Theorem 4.2 and Corollary 4.2 do not make any theoretical assertion about L 2weak-reliability under the case 0 α d 2ν+d , and L 2 -strong-reliability under the case 0 α < d 2ν+d . As (26) indicates, we conjecture that the constructed confidence interval under stochastic case is L 2 -weakly-reliable if α = d 2ν+d , and is L 2 -strongly-reliable if 0 α < d 2ν+d . Combining Theorem 4.1 and Corollary 4.2, we can conclude that if one applies the prediction and uncertainty quantification procedure from Gaussian process modeling to a deterministic function with noise, the optimality of the predictor and the L 2 -strong-reliability of a confidence interval cannot be achieved at the same time.
As a byproduct of Theorem 4.1, we show that if the observations are not corrupted by noise, and a nugget parameter is used as a counteract of the potential numerical instability (Peng and Wu, 2014) , then with uniformly distributed input points, the error can be controlled.
Theorem 4.3. Suppose σ ǫ = 0,μ n ≍ n α with α < 1, and f ∈ N Ψ (Ω) with f N Ψ (Ω) = 1.
Then we have
Theorem 4.3 is a direct result of Lemma E.8 in Appendix E. Theorem 4.3 states thatf n defined in (23) converges to the true underlying function f , even if there is no noise. Note that in this theorem, it is allowed that the nugget parameter increases as the number of sample size increases.
Conclusions and Discussion
In this work, we consider the prediction and uncertainty quantification of Gaussian process models applied to deterministic functions from a frequentist perspective. We consider two cases, the deterministic case, in which the observations are not corrupted by noise, and the stochastic case, where the observations are corrupted by noise. In both cases, the variance is estimated by maximum likelihood estimation. In the deterministic case, we show that the confidence interval is not L p -weakly-reliable for p > 2, and is not L 2 -strongly-reliable. In the stochastic case, the nugget parameter is assumed to be at a certain rate. We show that the predictor derived by Gaussian process modeling is not optimal and/or the confidence interval is not L 2 -strongly-reliable. These results indicate that the predictor with optimal rate and L 2 -strong-reliability cannot be achieved at the same time if one applies Gaussian process models to deterministic functions. As a byproduct, we obtain several lower bounds on the mean squared prediction error depending on the different choices of nugget parameters.
We note that in the field of computer experiment, the underlying truth is usually assumed to be a realization of a Gaussian process. In the Gaussian process models, there are some parameters that are assumed to be unknown, and the maximum likelihood estimation, or Bayesian methods, is used to estimated the parameters, even if the underlying function is known to be deterministic. For example, see Xu et al. (2019) ; Da Veiga and Marrel (2012); Ba et al. (2012) ; Marrel et al. (2008) . In their simulation results, the prediction performance is usually good, even if the underlying function is deterministic and the parameters are estimated by the maximum likelihood method. This phenomena is partially justified by Stein (1993) , who shows for periodic functions, under some situations the Gaussian process models with maximum likelihood estimation work well in terms of prediction. We also note that if the underlying truth is indeed a Gaussian process, using a misspecified correlation function and maximum likelihood estimation may not have the desired prediction performance, as suggested in Bachoc et al. (2018) .
In addition to prediction, uncertainty quantification is also considered in computer experiments. Because Gaussian process models have a probabilistic structure, models based on Gaussian process modeling are usually validated via confidence intervals. In order to test the performance of these models, typically, several simulations are conducted. In some literature, the test functions are selected to be deterministic functions. But imposed pointwise confidence intervals are still constructed, and used to quantify the uncertainty, e.g., Ba et al. (2012) ; Holsclaw et al. (2013) . It has been observed that Gaussian process models often have poor coverage of their confidence intervals (Gramacy and Lee, 2012; Joseph and Kang, 2011; Yamamoto, 2000) . To the best of our knowledge, there is no theoretical result explaining this phenomenon, and no theoretical justification on using deterministic functions as test functions in simulations from a frequentist perspective. Our results provide some insights on this problem, and indicate that it may not appropriate to use a deterministic function as a test function to validate a method based on Gaussian process modeling. Furthermore, our results provide a better understanding on the model misspecification in Gaussian process modeling.
We note that if the confidence interval is not derived directly from Gaussian process modeling, several statistical inference methods have been studied. Most of them are from Bayesian perspective. For example, in Sniekers and van der Vaart (2015); Yoo et al. (2016) , credible intervals are constructed and analyzed for Gaussian process models (or Brownian motion). Additionally, Yang et al. (2017) ; Yano and Kato (2018) derive finite sample bounds on frequentist coverage errors of Bayesian credible intervals for Gaussian process models, or more generally, nonparameteric regression. Therefore, if the underlying function is known to be deterministic, using other inference methods may be more reliable.
There are several problems that are not considered in this work. First, in the stochastic case, we only consider uniformly random input points, where fixed designs are not considered. Second, the nugget parameter is predetermined with a certain rate. We could not confirm similar results if we use maximum likelihood estimation to estimate the nugget parameter, or select parameters using other criteria as in Kou (2003) . Also, we do not consider using maximum likelihood estimation to estimate the parameters of the correlation function Ψ. Therefore, a thorough investigation of applying maximum likelihood estimation to a deterministic function is needed in future works.
Appendix

A Notation
We use ·, · n to denote the empirical inner product, which is defined by
for two functions f and g, and g 2 n = g, g n be the empirical norm of function g. In particular, let
for a function f , where ǫ = (ǫ 1 , . . . , ǫ n ) T . Let a ∨ b = max{a, b} for two real numbers a, b. We use H(·, F , · ) and H B (·, F , · ) to denote the entropy number and the bracket entropy number of class F with the (empirical) norm · , respectively.
B Proof of Proposition 2.1
By (4) and (5), it can be seen that |CI n (x, β)| = 2q 1−β/2 Var[Z(x)|Y ] for an untried point x. By Fubini's theorem,
where the second equality can be derived by the calculation of pth moment of normal distribution. See Walck (1996) .
C Proof of Theorem 3.1
The proof of Theorem 3.1 relies on approximation numbers. The nth approximation number of the embedding id : H ν (Ω) → L p (Ω), denoted by a n , is defined by a n = inf{ id − L , L ∈ L(H ν (Ω), L p (Ω)), rank(L) < n},
where L is the family of all bounded linear mappings H ν → L p , · is the norm of mapping, and rank(L) is the dimension of the range of L. Lemma C.1 states a property of approximation numbers (Edmunds and Triebel, 2008) .
Lemma C.1. Suppose p 2. The approximation number a n defined in (C.1) satisfies that for all n ∈ N,
where c 1 and c 2 are two constants depending on Ω, ν and p.
Lemma C.2 is a direct result of Theorem 5.14 of Wu and Schaback (1993) , which provides an upper bound on P Ψ,X defined in (14).
Lemma C.2. Let Ω be compact and convex with a positive Lebesgue measure; Ψ(x) be a Matérn correlation function given by (2). Suppose Condition 1 holds. Then there exist constants c, h 0 depending only on Ω, and ν in (2), such that P Ψ,X ≤ cn − ν d + 1 2 provided that n − ν d + 1 2 ≤ h 0 . Now we are ready to prove Theorem 3.1.
By Lemma C.1, there exists a function φ n satisfying φ n H ν (Ω) = 1 such that
Lp(Ω) .
By Lemma C.2, (18), and Corollary 10.13 in Wendland (2004), we havê
for any x ∈ Ω. Let f in (19) equal to φ n . Therefore, we have
Because p > 2, we have α = 1/2 − 1/p > 0, which finishes the proof of (19).
The case p = 2 can be proved similarly. The only difference is that we let f = h(n)φ n such that h(n)φ n H ν (Ω) = h(n).
D Proof of Theorem 3.2
Before the proof, we need the following lemma, which states lower bounds of the expectation of the kriging prediction error, is a direct consequence of Theorem 1.2 of Papageorgiou and Wasilkowski (1990) .
Lemma D.1. Let λ k 's be eigenvalues of Ψ. Then the expectation of the integrated squared prediction error has the lower bound
for any x ∈ Ω.
We first consider Y T K −1 Y . By Driscoll (1973) , since P (Z 1 ∈ N Ψ (Ω)) = 1, we have sup tr(
By the Cauchy-Schwarz inequality and (D.1),
By Fubini's theorem and Lemma D.1, (D.4) leads to
and we obtain the desired result.
E Proof of Theorem 4.1
Recall that in the stochastic case, we assume x 1 , ..., x n are drawn uniformly from Ω. Before we show the proof of Theorem 4.1, we first present some lemmas we use in this section. Note that the proof of Lemma E.1 is based on Lemma 8.4 of van de Geer (2000) and thus omitted here.
Lemma E.1. Suppose ǫ 1 , ..., ǫ n are independent and identically normally distributed variables. Then for all t > C, with probability at least 1 − C 1 exp(−C 2 t 2 ),
Lemma E.2 (Theorem 10.2 in van de Geer (2014)).
. Then the following statements hold.
wheref n is defined as in (23).
Lemma E.3 (Theorem 2.1 in van de Geer (2014)).
where F is a class. Then for all t > 0, with probability at least 1 − exp(−t),
where C 1 is a constant, and
The following lemma is a Bernstein-type inequality for a single g. See, for example, Massart (2007) .
, which is the same as
. Lemma E.5. Assume for class G, sup g∈G g L∞(Ω) K < 1, H B (δ n /Vol(Ω), G, · L∞(Ω) ) nδ 2 n 1200Vol(Ω)K 2 , and nδ 2 n → ∞, where Vol(Ω) denotes the volume of Ω and 0 < δ n < 1. Then we have
and P sup
for some constants η 1 , η 2 > 0 and C i 's only depending on Ω.
Lemma E.6. For any µ ≍ n α with 0 α < 1, with probability at least 1 − C exp(−n η ),
where Y = (y 1 , ..., y n ) T with y k defined in (22), and K is as in (3).
in probability. Lemma E.8. Suppose f ∈ N Ψ (Ω) and 0 α < 1. With probability at least 1−C 1 exp(−C 2 n η 1 ), we have
where r(x) and K are as in (3),μ n ≍ n α , and f (X) = (f (x 1 ), ..., f (x n )) T .
Now we are ready to present the proof of Theorem 4.1. We first consider the case α > d 2ν+d . By the proof of Lemma E.6, it can be seen that
In the rest of proof we will writef n asf for simplification. Plugging (22) into the objective function of (E.2), we have
with probability at least 1 − C 1 exp(−C 2 t 2 ). By Lemma E.2 and the triangle inequality,
Therefore, (E.3) can be lower bounded by
By Lemma E.2 and the interpolation inequality, we have f N Ψ (Ω) C 4 , and f L∞(Ω) C 5 .
Let F = H ν (C 5 ), where H ν (C 5 ) denotes the ball in the Sobolev space H ν (Ω) with radius C 5 . Thus, the bracket entropy number can be bounded by (Adams and Fournier, 2003 )
By Lemma E.3, for all t > 0, with probability at least 1 − exp(−t),
+1)/4 > 0, for sufficient large n, we have the right-hand-side of (E.4) can be lower bounded by
where the last inequality is because of Jensen's inequality.
By (E.6), we have for sufficient large n,
which, together with (E.4) and Lemma E.1, implies
By (E.7) and (E.9), we have
By Lemma E.4, it can be shown that with probability at least 1 − exp(−C 18 n η ) such that
Combining (E.10) and (E.12) yields
which implies
Combining (E.11), (E.13) and (E.14), we have for sufficient large n f −f 2
where the last inequality is because (2η − 1) 2ν 2ν+d > α − 1. Let
where C 18 is a constant determined later. By (E.8) and the definition of · 2 N Ψ (Ω) , we have
By (E.16) and the extension theorem,
where C 19 > 1 is a constant. Therefore, combining (E.17) and (E.18) yields
Next, we calculate f −f 2 L 2 (R d ) and f 2 N Ψ (R d ) . By Fourier transform and (E.16) ,
Therefore,
Let h(|ω|) =μ n C 18 n (1 + |ω| 2 ) ν and C 18 = C 2 19 . Plugging (E.20) and (E.21) into (E.19), we have
Now we can build our function f . Let
where g 1 and δ n are chosen such that f 1 is continuous and
Then we normalize f such that f N Ψ (R d ) = 1. Therefore, by (E.22), direct calculation shows that
By (E.15) and (2η − 1) ν
Note that (2η − 1) 2ν 2ν+d > α − 1, which leads to a contradiction of Case 2 as n increases. Therefore, we finish the proof of the case α > d 2ν+d . Next, we prove the case α < d 2ν+d . First, we consider the case 0 α < d 2ν+d .
By Fubini's theorem,
We consider a discrete version of I. Let I n = tr(K 2 (K +μ n I n ) −2 ). Let p = ⌊(n/μ n ) d/(2ν) ⌋, where ⌊·⌋ is the floor function, and p 1 = min{p, C 1 n 1/2 }. Let Ψ 1 = 1 √ n (ϕ 1 (X), ..., ϕ p 1 (X)), and Ψ 2 = 1 √ n (ϕ p 1 +1 (X), ϕ p 1 +2 (X), ...), where ϕ k (X) = (ϕ k (x 1 ), ..., ϕ k (x n )) T for k = 1, 2, ..., and ϕ k 's are as in (K.1). Let Λ 1 = diag(nλ 1 , ..., nλ p ) and Λ 2 = diag(nλ p+1 , ...), where λ k 's are as in (K.1). Therefore,
Therefore, (E.24) implies
Similar to the proof of Lemma K.2, it can be shown that λ min (Ψ T 1 Ψ 1 ) η 1 with probability at least 1 − C 22 exp(−C 23 n η 2 ), where the constant in the expression of p 1 is chosen such that the condition of Lemma E.5 is satisfied. Combining this with Lemma K.1, we have I n C 24 p 1 .
Notice that for any u = (u 1 , ..., u n ) T ∈ R n ,
Plugging u = (K +μ n I n ) −1 r(x), we havê µ n r(x) T (K +μ n I n ) −2 r(x) 1 − r(x) T (K +μ n I n ) −1 r(x). (E.25)
By Lemma E.8, with probability at least 1 − C 25 exp(−C 26 n η 2 ), 1 − r(x) T (K +μ n I n ) −1 r(x)
/μ n }. It can be seen with probability at least 1 − C 25 exp(−C 26 n η 3 ), H is true. It can be also seen that h 1 2 n = 1 n tr(K 2 (K +μ n I n ) −2 ) for some h 1 (x) = r(x) T (K + µ n I n ) −2 r(x) ∈ H 1 .
By Lemma E.3, we have with another probability at least 1−exp(−n η 3 ) with
n , F ) can be calculate similarly as in (E.5). Therefore, we have
) with probability at least 1 − C 22 exp(−C 23 n η 2 ). Therefore, combining all probabilities together and by (E.26), with probability at least 1 − C 28 exp(−C 29 n η 4 ), we have h 2 L 2 (Ω) C 30 p 1 /n, which finishes the proof of the case α ∈ [0, d 2ν+d ). If α < 0, then from (E.23) it can be seen that the error is larger then choosing α = 0. Thus, we complete the proof.
F Proof of Theorem 4.2
Case 1: α > d 2ν+d . By (E.23) and Lemma E.6, we have
where r(x) and K are as in (3), and f (X) = (f (x 1 ), ..., f (x n )) T . The first inequality is true because of the Cauchy-Schwarz inequality and that f −f n is normal. The last inequality follows Lemma E.8. If α > d 2ν+d , then by the proof of Theorem 4.1, we have
n Ω (f (x) − r(x) T (K +μ n I n ) −1 f (X)) 2 n β with β > 0 for some f ∈ N Ψ (Ω), which finishes the proof of Case 1.
First, we prove (26). By the proof of Theorem 4.1, it can be shown that µ n E c n (·, β;μ n ) 2
.
Noting that f −f n is normal, we havê
1, which implies either f 1 2 L 2 (Ω) C 3 n − 2ν 2ν+d or the conditions of Lemma E.5 are satisfied. If the later happens, by Lemma E.5, it can be shown that
By noticing that n − 2ν 2ν+d n α n (α−1)(1− d 2ν ) , we finish the proof of the first part.
For the second part, by the minimax theory, there exists a function f such that
Case 3: α < 0.
By Lemma E.6, we have
The second inequality is true because of (E.25), and the third inequality is true because of Lemma E.8. Noteμ n log n → 0, which finishes the proof of the case α < 0.
G Proof of Lemma E.5
Take g ∈ G, and suppose that sδ n g L 2 (Ω) (s + 1)δ n , where s ∈ {2, 3, ...}. Let −K g L g g U K, and g U − g L L∞(Ω) δ n /Vol(Ω), for functions g L and g U . For 0 < C 1 4Vol(Ω) , by Cauchy-Schwarz inequality, we have
The inequality g 2 n / g 2 L 2 (Ω) < η 1 implies g L 2 n − g L 2 L 2 (Ω) /Vol(Ω) 2η 1 g 2 L 2 (Ω) /C − g L 2 2 /Vol(Ω) + 2Cδ 2 n /Vol(Ω) 2 2η 1 (s + 1) 2 δ 2 n /C − (s − 1) 2 δ 2 n /Vol(Ω) + 2Cδ 2 n /Vol(Ω) 2 2η 1 (s + 1) 2 δ 2 n /C − (s − 1) 2 δ 2 n /Vol(Ω) + 2Cδ 2 n /Vol(Ω) 2 .
By choosing appropriate C and η 1 (the choice only depends on Vol(Ω)), we obtain
Combining (G.1), (G.2) and (G.3) and Lemma E.4, we have
Since H B (δ n /Vol(Ω), G ′ , · L∞(Ω) ) nδ 2 n 1200Vol(Ω)K 2 , it can be seen that
for some constants C 1 and C 2 only related to Vol(Ω), which finishes the proof of the first part.
For C 0 1 4Vol(Ω) , it can be verified that
The inequality g 2 n / g 2 L 2 (Ω) > η 2 implies
By choosing appropriate C 0 and η 2 , we have
By combining (G.5), (G.6) and (G.7) and Lemma E.4, similar to (G.4), we obtain
Taking all g ∈ G leads to P inf
Since
for some constants C 3 and C 4 related to Vol(Ω), which finishes the proof of the second part.
H Proof of Lemma E.6
Notice that
which can be verified by taking minimization of the objective function inside the right-hand side of (H.1). Letû = K −1Ŷ . By pluggingû into the right-hand side of (H.1), we have
Therefore, by the representer theorem and (22), the right-hand side of (H.2) is the same as
Notice the objective function in (H.3) can be written as
, by Lemma E.2 and the proof of Lemma E.2, it can be shown that with probability at least 1 − C 1 exp(−C 2 n η ), (H.4) converges to σ 2 ǫ . If µ = O P (n d 2ν+d ), then for anyf , we have
Applying the results in the case of
with probability at least 1 − C 1 exp(−C 2 n η ). The lower bound can be obtained by
with probability at least 1 − C 3 exp(−C 4 n η 1 ), where the first inequality is because of the Cauchy-Schwarz inequality. The last inequality is true because f −f 2 n and µ n f 2
converge to zero (van de Geer, 2000; Gu, 2013) . This completes the proof.
I Proof of Lemma E.7
We only present the proof of the first inequality. The second inequality can be proved similarly. By direct calculation, it can be shown that
which is true since A, B and C are positive definite.
J Proof of Lemma E.8
Plugging u = (K +μ n I n ) −1 r(x) finishes the proof of the first part. Now we prove the second part of this lemma.
Consider function g(t) = Ψ(x, t). By the interpolation inequality, we have
By direct calculation, it can be seen that
Combining (J.1) and (J.2) leads to
Let f 1 (t) = r(x) T (K +μ n I n ) −1 r(t). It can be seen by the representer theorem that
, or the conditions of Lemma E.5 hold. If α 1 2 , then either g−f 1 2 2 C 3 n 2(α−1) for some constant C 3 , which implies the conditions of Lemma E.5 hold, or
Thus, combining these two cases, either the conditions of Lemma E.5 hold, or 1 − r(x)
. If the conditions of Lemma E.5 holds, then with probability at least 1 − C 7 exp(−C 8 n η 1 ),
which finishes the proof.
K Properties of eigenfunctions and egienvalues
We first introduce some lemmas used in this section. Lemma K.1 states the asymptotic rate of the eigenvalues of Ψ(·, ·). Lemma K.2 states asymptotic bounds of det(K + µI n ), where µ = O( √ n). The proof of Lemma K.2.
Since Ψ(·, ·) is a positive definite function, by Mercer's theorem, there exists a countable set of positive eigenvalues λ 1 λ 2 ... > 0 and an orthonormal basis for L 2 (Ω) {ϕ k } k∈N such that Ψ(x, y) = ∞ k=1 λ k ϕ k (x)ϕ k (y), (K.1)
where the summation is uniformly and absolutely convergent. We use a n b n to denote a n Cb n for some constant C > 0.
Lemma K.1. Let λ k be as in (K.1). Then, λ k ≍ k −2ν/d .
Proof. Let T be the embedding operator of N Ψ (Ω) into L 2 (Ω), and T * be the adjoint of T . By Proposition 10.28 in Wendland (2004) ,
By Corollary 10.13 of Wendland (2004) , H ν coincide with N Ψ (Ω). By Theorem 5.7 in Edmunds and Evans (2018) , T and T * have the same singular values. By Theorem 5.10 in Edmunds and Evans (2018) , for all k ∈ N, a k (T ) = µ k (T ), where a k (T ) denotes the approximation number for the embedding operator (as well as the integral operator), and µ k denotes the singular value of T . By Theorem in Section 3.3.4 in Edmunds and Triebel (2008) , the embedding operator T has approximation numbers satisfying
where C 3 and C 4 are two positive numbers. By Theorem 5.7 in Edmunds and Evans (2018) , T * T ϕ k = µ 2 k ϕ k , and T * T ϕ k = T * ϕ k = λ k ϕ k , we have λ k = µ 2 k . By (K.2), λ k ≍ k −2ν/d holds.
Lemma K.2. With probability at least 1 − ηe −n η 1 , det(K + µI n ) C p 1 1 µ n−p 1 n p 1 p 1 i=1 λ i , and det(K + µI n ) C p 2 (1 + µ −1 ) n µ n−p n p p i=1 λ i , (K.3)
for any µ = O( √ n), where p = ⌊(n/µ) d/(2ν) ⌋, p 1 = min{p, C 3 n 1/2 }, η, η 1 , C 1 , C 2 , C 3 are positive constants.
In order to prove Lemma K.2, we need the following two lemmas. Lemma K.3 is used to prove the lower bound on the determinant in Lemma K.2, and can be found in Marcus and Minc (1992) .
Lemma K.3 (Minkowski determinant inequality). Let A, B ∈ R n×n be two symmetric, positive definite matrices. Thus, (det(A + B)) 1/n (det(A)) 1/n + (det(B)) 1/n .
The following lemma is used to prove the upper bound on the determinant. Lemma K.4. Let A, B ∈ R n×n be two symmetric, positive definite matrices. Thus, det(I n + A + B) det(I n + A) det(I n + B).
Proof. Let α 1 α 2 ... α n > 0 and β 1 β 2 ... β n > 0 be eigenvalues of matrices A and B, respectively. Therefore, we have
where the last inequality is true because of Fiedler bound (Fiedler, 1971 ). Now we are ready to prove Lemma K.2.
Proof of Lemma K.2. We first prove the lower bound on the determinant. Let Ψ 1 = 1 √ n (ϕ 1 (X), ..., ϕ p 1 (X)), and Ψ 2 = 1 √ n (ϕ p 1 +1 (X), ϕ p 1 +2 (X), ...), where ϕ k (X) = (ϕ k (x 1 ), ..., ϕ k (x n )) T for k = 1, 2, ..., and ϕ k 's are as in (K.1). Let Λ 1 = diag(nλ 1 , ..., nλ p ) and Λ 2 = diag(nλ p 1 +1 , ...), where λ k 's are as in (K.1). Therefore, K = ∞ k=1 λ i ϕ k (X)ϕ k (X) T = Ψ 1 Λ 1 Ψ T 1 + Ψ 2 Λ 2 Ψ T 2 . Lemma K.3 implies that det(K + µI n ) det(Ψ 1 Λ 1 Ψ T 1 + µI n ) + det(Ψ 2 Λ 2 Ψ T 2 ), because both Ψ 1 Λ 1 Ψ T 1 + µI n and Ψ 2 Λ 2 Ψ T 2 are positive definite and symmetric. Therefore, elementary matrix manipulations show det(K + µI n ) det(Ψ 1 Λ 1 Ψ T 1 + µI n ) (K.4)
Because det(Ψ T 1 Ψ 1 ) λ min (Ψ T 1 Ψ 1 ) p 1 , it suffices to provide a lower bound of λ min (Ψ T 1 Ψ 1 ). Consider u T Ψ T 1 Ψ 1 u, where u = (u 1 , ..., u p ) T ∈ R p with u 2 = 1. Let Q = {g : g = p i=1 u i ϕ i }. Since ϕ i 's are orthonormal, g L 2 (Ω) = 1. For any g ∈ Q, by Lemma K. H ν (Ω) = C 4 p 1/2 1 . We shall use Lemma E.5 to link g n to g L 2 (Ω) . First we need to check the conditions of Lemma E.5 hold. Since g L 2 (Ω) = 1, it suffices to check the entropy condition. Let ρ = C where δ n = 1/ρ, K C 4 p 1/2 1 /ρ, and C 6 is some constant depending on C 1 -C 5 and Ω. By direct calculations, if p 1 C 7 √ n for some constant C 7 , (K.5) is satisfied.
By Lemma E.5,
with probability at least 1 − C 8 exp(−C 9 n η 1 ) for some constant η and η 1 . Notice that det(Ψ T 1 Ψ 1 ) λ min (Ψ T 1 Ψ 1 ) p = (min u u T Ψ T 1 Ψ 1 u) p . (K.7)
Combining (K.6) and (K.7), we obtain det(Ψ T 1 Ψ 1 ) η p (K.8) with probability at least 1 − C 8 exp(−C 9 n η 1 ). By combining (K.8) with (K.4), we prove the lower bound. Now we prove (K.3). Let C 0 denote the uniform bound of Ψ(·, ·). By Lemma K.4 and basic matrix calculation, it is true that
C p C p 0 µ n−p n p p i=1 λ i det(I n + µ −1 Ψ 2 Λ 2 Ψ T 2 ).
Note that det(I n + µ −1 m Ψ 2 Λ 2 Ψ T 2 ) 1 n tr(I n + µ −1 m Ψ 2 Λ 2 Ψ T 2 ) n (1 + C 0 /µ) n C n 1 (1 + 1/µ) n ,
where C 1 = max{C 0 , 1}. Therefore, we have det(K + µI n ) C p 3 (1 + µ −1 ) n µ n−p n p p i=1 λ i , which finishes the proof.
