Abstract-Upper and lower bounds on the capacity of Gaussian multicast relay channels are shown to be quasi-concave in the receiver signal-to-noise ratios and the transmit correlation coefficient. The bounds considered are the cut-set bound, decodeforward (DF) rates, and quantize-forward rates. The DF rates are shown to be quasi-concave in the relay position and this property is used to optimize the relay position for example networks.
I. INTRODUCTION
A multicast relay channel (MRC) is an information network with a source node, a relay node, and two or more destination nodes, and where one message originating at the source should be received reliably at the destinations. We consider additive white Gaussian noise (AWGN) MRCs and show that certain information rate expressions are quasi-concave in the receiver signal-to-noise ratios (SNRs), the transmit correlation coefficient, and the relay position. Quasi-concavity means that efficient algorithms can optimize signaling and the relay position. For example, suppose one wishes to place a relay to maximize the multicast rate [1] , [2] . We studied this problem for a decode-forward (DF) strategy in the low-SNR regime in [3] - [5] . This paper extends the results to other strategies such as quantize-forward (QF) and to general SNR regimes. This paper is organized as follows. Section II presents the MRC model and gives bounds on the MRC capacity. Sec. III shows that these bounds are quasi-concave in a correlation coefficient and the SNRs. Sec. IV shows that the best DF rate is quasi-concave in the relay position. Sec. V compares the performance of different DF strategies, and computes optimal relay positions. Sec. VI concludes the paper. Proofs appear in a longer version of the paper submitted to the arxiv.org e-print archive.
II. MRC MODEL AND INFORMATION RATES
An MRC has three types of nodes:
• a source node s that generates a message W and transmits the symbols X n s = X s,1 , X s,2 , . . . , X s,n ; W is usually taken to be uniformly distributed over a set {1, 2, . . . , M };
• a relay node r that receives and forwards symbols Y r,k and X r,k , respectively, for k = 1, 2, · · · , n;
• destination nodes j ∈ T = {1, 2, . . . , N } where node j receives Y n j = Y j,1 , Y j,2 , . . . , Y j,n and estimates W aŝ W j .
A memoryless MRC has a function h(·) and a noise random variable Z so that for every time instant the N + 1 channel
The noise Z is statistically independent of X s and X r , and the noise variables at different times are statistically independent.
An encoding strategy has
• an encoding function e s such that X n s = e s (W ); • relay functions e r,k with X r,k = e r,k (Y r,1 , .., Y r,k−1 ), where k = 1, . . . , n;
The error probability at destination j is P e,j = Pr Ŵ j = W . The multicast rate is R = (log 2 M )/n bits/use. The rate R is achievable if, for any > 0 and sufficiently large n, there is an encoding strategy with P e,j ≤ for all j ∈ T . The capacity C is the supremum of the achievable rates.
A. AWGN MRC
The (real) AWGN-MRC has real channel symbols and
where j ∈ T . The a s,r , a s,j , and a r,j are channel gains between the nodes (see Fig. 1 ). We later relate these gains to distances between the nodes. The Z r and Z j , j = 1, 2, . . . , N , are independent and identically distributed Gaussian random variables with zero mean and unit variance. We may alternatively write (1) and (2) in vector form as
where
T , and
We consider individual average block power constraints The SNR and the capacity of the link from node u (with transmit power P u ) to node v are the respective
The following bounds were given in [6] for the relay channel (N = 1). Their extensions to MRCs are straightforward.
• Cut-Set Bound:
r ] satisfies |ρ| ≤ 1. One can restrict attention to non-negative ρ.
• DF Rate:
One can again restrict attention to non-negative ρ.
• QF Rate: We choose X s and X r to be zero-mean Gaussian with variances P s and P r , respectively. We further choose the compression random variable as Y r = Y r +Z r where Z r is zero-mean Gaussian with variance N r . Optimizing N r gives
C SNR s,j + SNR r,j SNR s,r SNR s,j + SNR r,j + SNR s,r + 1 . and the functions f j (ρ, S) = SNR s,j + SNR r,j + 2ρ SNR s,j SNR r,j (11)
We establish the following result.
Theorem 1: R CS (ρ, S) is concave in ρ, concave in S, and quasi-concave in (ρ 2 , S) for 0 ≤ ρ 2 ≤ 1 and non-negative S.
B. DF Rate
Consider the functions
We establish the following result. Theorem 2: R DF (ρ, S) is concave in ρ, concave in S, and quasi-concave in (ρ 2 , S) for 0 ≤ ρ 2 ≤ 1 and non-negative S.
C. QF Rate
We establish the following result. Theorem 3: R QF (S) is quasi-concave in the non-negative SNRs if the SNR s,j , j = 1, 2, . . . , n, are held fixed.
IV. QUASI-CONCAVITY IN RELAY POSITION
Suppose the channel gain for the node pair (i, j) is
where ξ i,j is a "fading" gain, D i,j = i − j is the Euclidean distance between the positions i and j of nodes i and j, respectively, and α ≥ 2 is a path-loss exponent. We thus have
We establish quasi-concavity results in ρ 2 and r.
A. Cut-Set Bound
Consider the functions (11)-(13) but relabeled as f j (ρ, r), g j (ρ, r), and R CS (ρ, r) to emphasize the dependence on the considered parameters. We establish the following result.
Theorem 4: R CS (ρ, r) is quasi-concave in r for fixed ρ, 0 ≤ ρ ≤ 1.
B. DF Rate
We again consider the functions (14)-(15) but relabeled as g * j (ρ, r) and R DF (ρ, r). We further define
We establish the following result. Theorem 5: R DF (ρ, r) is quasi-concave in (ρ 2 , r) for 0 ≤ ρ 2 ≤ 1, and R DF (r) is quasi-concave in r. 
V. DF PERFORMANCE
This section presents numerical results for the DF strategy and compares them to our previous work [3] - [5] with a routing-based DF (RDF) strategy and a classic two-hop DF (2H) strategy. We consider 1-, 2-, and 3-dimensional MRCs with different numbers N of destination nodes. For simplicity, we consider the low-SNR or broadband regime where
We choose P s = P r = 1, α = 2, and ξ u,v = 1 for all node pairs (u, v). We study both coherent transmission where ρ is optimized and non-coherent transmission with ρ = 0.
A. One Dimension
Consider a relay channel (N = 1) where the source is at the origin (s = 0) and the destination is at point 1 (1 = 1). Fig. 2 shows the coherent and non-coherent cut-set bounds, and the rates achieved by DF and the RDF strategy in [3] . Observe that all curves are quasi-concave (but not concave) in r. Theorems 4 and 5 predict the quasi-concavity for the coherent DF rates, the non-coherent cut-set bound, and the non-coherent DF rates. The best relay positions for the DF and RDF strategies are different. At the optimal positions, we compute R DF ≈ 2.25 nats/sec and R RDF = 2 nats/sec, so the DF gain is ≈ 12%.
B. Two Dimensions
Consider N = 10 destinations positioned on a square in the two-dimensional Euclidean plane with the source node at the origin. Fig. 3 shows contour plots for R DF . The best relay position r * is shown by a circle and the corresponding rate is R DF ≈ 0.011 nats/sec. The contours form convex regions, as required by the quasi-concavity in r. The relay position maximizing R DF lies closer to the source than the relay position maximizing R 2H . The corresponding two-hop rate is R 2H ≈ 0.0095 nats/sec. The DF gain is thus ≈ 12%. 
VI. DISCUSSION
We considered real AWGN channels. For complex AWGN channels, quasi-concavity in r will likely not be valid because the phases of the channel gains a u,v will change with r, and this means that ρ must be adjusted differently for different destination nodes. We remark that this effect is "local" in the sense that for large carrier frequencies the phase variations are sensitive to changes in r. A pragmatic approach would then be to optimize r for non-coherent transmission (ρ = 0) even if beam-forming is permitted.
