The Discrete Fundamental Group of the Order Complex of $B_n$ by Barcelo, Hélène & Smith, Shelly
ar
X
iv
:0
71
1.
09
15
v1
  [
ma
th.
CO
]  
6 N
ov
 20
07
THE DISCRETE FUNDAMENTAL GROUP OF THE ORDER
COMPLEX OF Bn
HE´LE`NE BARCELO∗ AND SHELLY SMITH
Abstract. A few years ago Kramer and Laubenbacher introduced a discrete
notion of homotopy for simplicial complexes. In this paper, we compute the
discrete fundamental group of the order complex of the Boolean lattice. As
it turns out, it is equivalent to computing the discrete homotopy group of
the 1-skeleton of the permutahedron. To compute this group we introduce
combinatorial techniques that we believe will be helpful in computing discrete
fundamental groups of other polytopes. More precisely, we use the language
of words, over the alphabet of simple transpositions, to obtain conditions that
are necessary and sufficient to characterize the equivalence classes of cycles.
The proof requires only simple combinatorial arguments. As a corollary, we
also obtain a combinatorial proof of the fact that the first Betti number of the
complement of the 3-equal arrangement is equal to 2n−3(n2−5n+8)−1. This
formula was originally obtained by Bjo¨rner and Welker in 1995.
1. Introduction
In this paper we give an application of a discrete notion of homotopy theory (A-
theory hereafter) to subspace arrangements, which yields an unexpected connection
between word problems on the symmetric group and the computation of the first
Betti number of the k-equal arrangement in Rn. More importantly, in order to com-
pute those Betti numbers we were led to introduce new combinatorial techniques
for evaluating the rank of the discrete fundamental group of the 1-skeleton of the
permutahedron. It is those techniques that we believe will be useful for computing
the discrete fundamental group of the 1-skeleton of other polytopes.
Since the early 1980’s, subspace arrangements have been extensively studied
both by topologists and combinatorialists. One of the reasons for such activities is
the fact that certain complexity theory problems arising in computer science have
a reformulation in terms of subspace arrangements, thus yielding a beautiful inter-
action between combinatorics, topology, geometry, and complexity theory. Bjo¨rner
gives a nice account of this interaction in [6] and [7].
On the other hand, A-theory is a recently introduced notion of discrete homotopy
theory for graphs and simplicial complexes that was originally developed, in the mid
90’s, in the context of social and technological networks. See [3] for a survey of this
topic, and [4], [12], [13], [14], [15], for applications. More recently, Dochtermann
introduced a different notion of homotopy of graph maps. His notion is based on
the categorical product of graphs rather than on the cartesian product. For a nice
account of the relation between these two notions of homotopy see [10] and [11].
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In 2001, Babson [3] (and independently Bjo¨rner [5]) proved that the discrete
fundamental A-group, An−31 (∆(Bn)), of the order complex of the boolean lattice is
isomorphic to the fundamental group, pi1(Mn,3), of the complement, Mn,3, of the
real 3-equal arrangement. Namely,
An−31 (∆(Bn)) ≃ pi1(Mn,3),(1)
where Mn,3 = R
n − Vn,3 with
Vn,3 = {(x1, x2, . . . , xn) ∈ R
n|xi1 = xi2 = xi3 , for some 1 ≤ i1 < i2 < i3 ≤ n}.
In [9], Bjo¨rner and Welker showed that in fact the cohomology groups,Hi(Mn,k),
of the complement of the k-equal arrangements are free. Furthermore, they give
formulae for some of the non-vanishing rank of the cohomology groups. From these
formulae one can deduce that the first Betti number for the (real) complement of
the 3-equal arrangement is equal to
rank H1(Mn,3) = 2
n−3(n2 − 5n+ 8)− 1.
Their proof is quite intricate and relies on the Goresky-MacPherson and the Ziegler-
Zˇivaljevic´ formulae and on some combinatorial methods for computing the homo-
topy type of partially ordered sets. A different approach, based on non-pure shella-
bility of the lattice pin,k (the lattice of intersections of the subspaces associated with
the k-equal arrangement) can be found in [8].
Because of the above isomorphism (1), one realizes that computing the rank of
the abelianization of An−31 (∆(Bn)) will also yield the first Betti number of Mn,3.
We show here how to compute this rank using only combinatorial arguments on
Γ(Bn), the 1-skeleton of the permutahedron, a graph that A-theory associates with
∆(Bn). As it turns out, every discrete homotopy argument can be reformulated in
terms of word problems for the symmetric group Sn, making the arguments simple
and, we hope, shedding new light on the theory of subspace arrangements.
In Section 2, we review the fundamental notions of A-theory that are needed
throughout this article. In a nutshell, the discrete fundamental group, Aq1(∆) of
a simplicial complex ∆ is a certain quotient of its (classical) fundamental group,
pi1(∆). In order to compute the rank of this group a graph Γ∆ is constructed. Next,
viewing Γ∆ as a 1-dimensional simplicial complex, one attaches 2-cells to all of its 3
and 4-cycles, after which it suffices to compute the fundamental group of this 2-cell
complex. In practice, one is left to count the number of equivalence classes (under
an appropriate equivalence relation) of cycles of Γ∆ of length at least 5, which is
equal to rank Aq1(∆)
ab when the group is free.
In the case of the order complex of the boolean lattice, ∆(Bn), the associated
graph is Γ(Bn). The n! vertices of Γ(Bn) can be identified with the permutations
of the symmetric group Sn, and there is an edge between two permutations σ and
τ if there exists a simple transposition, si = (i i + 1), such that σ = τsi. Note,
we multiply permutations from right to left. Moreover, in order to compute the
rank of An−31 (∆(Bn))
ab it will suffice to find the number of equivalence classes of
6-cycles in Γ(Bn). Note that in Γ(Bn) every primitive 6-cycle (one that is not the
concatenation of two 4-cycles) can be associated with a pair of consecutive simple
transpositions si and si+1.While the permutahedron is a well studied polytope (see
for e.g. [18]), some of the properties needed to compute the above mentioned rank
come to light when we realize that Γ(Bn) can be obtained by taking the cartesian
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product of smaller graphs and then removing some of the edges. The crux of the
argument relies on the fact that the maximal chains of the direct product of two
graded posets L1, L2 can be expressed as a shuffle of maximal chains from L1
and L2. The various constructions involved are described in Sections 3 and 4. For
greater details the interested reader may wish to consult the second author’s Ph.D.
thesis [16].
Section 5 contains the main theorem of this paper. Namely, (and somewhat
informally) two 6-cycles, C1 and C2 of Γ(Bn) associated with the simple transpo-
sitions si and si+1 are in the same equivalence class if and only if there exists an
integer k ≥ 1 such that
C2 = C1τ1 . . . τk
where the τj are transpositions disjoint from si and si+1. From this result it is
relatively easy to compute the total number of equivalence classes of 6-cycles, that
is
rank An−31 (∆(Bn))
ab = rank H1(Mn,3) = 2
n−3(n2 − 5n+ 8)− 1.
In order to prove the main theorem we translate the notion of G-homotopic loops
in Γ(Bn) to an equivalent notion on a set of words (on the alphabet S of all simple
transpositions of Sn) that are naturally associated to the loops in Γ(Bn). Two words
are equivalent if one can be obtained from the other by a series of transformations
involving only operations of the form s2j = 1 and sksj = sjsk for |k − j| ≥ 2. This
translation facilitates the burden of the proof of the main result. In this paper, all
transpositions are simple, and thus we shall write transposition in lieu of simple
transposition.
2. Discrete Homotopy Theory for Graphs and Simplicial Complexes
In this section we briefly review some of the basic concepts of discrete homotopy
that will be needed throughout the rest of this paper. All details can be found in
[2] and [1].
Definition 2.1. Let Γ = (V,E) and Γ′ = (V ′, E′) be simple graphs, with no loops
or parallel edges.
(1) A graph map f : Γ → Γ′ is a set map V → V ′ that preserves adjacency,
that is, if vw ∈ E, then either f(v) is adjacent to f(w) in Γ′, denoted by
f(v) ∼Γ′ f(w), or f(v) = f(w).
(2) Let v ∈ V and v′ ∈ V ′ be distinguished vertices. A based graph map is a
graph map f : (Γ, v)→ (Γ′, v′) such that f(v) = v′.
We note that if Γ is connected, then the image of f is a connected subgraph of Γ′.
Definition 2.2. The cartesian product Γ✷Γ′ of two graphs, Γ and Γ′, is the graph
with vertex set V × V ′ and an edge between (v, v′) and (w,w′) if either
(1) v = w and v′ ∼Γ′ w
′, or
(2) v ∼Γ w and v
′ = w′.
Let In be the path on n + 1 vertices, with vertices labeled from 0 to n, and
let I be the infinite path with vertices labeled 0, 1, 2, . . . . Two based graph maps
f, g : Γ → Γ′ of simple graphs are G-homotopic (written f ≃G g) relative to v
′
0
and v′1, if there is an integer n and a graph map F : Γ✷In → Γ
′ such that
(1) F (v, 0) = f(v) and F (v, n) = g(v) for all v ∈ V
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(2) F (v0, j) = v
′
0 and F (v1, j) = v
′
1for 0 ≤ j ≤ n.
Given a simple graph Γ with distinguished vertex v0, let A
G
1 (Γ, v0) be the set
of all equivalence classes of based graph maps f : I → Γ such that f(0) = v0
and f(m) = v0 for all m ≥ Nf , where Nf is a positive integer that depends on
f. Concatenation of loops is well-defined on this set and it is easy to show that
AG1 (Γ, v0) is indeed a group. As in classical topology, if Γ is connected, the discrete
fundamental group AG1 (Γ, v0) is independent of the choice of base vertex. In this
case, we refer to AG1 (Γ) simply as the A1-group of Γ.
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Figure 1. A G-homotopy from f to g.
Figure 1 shows an example of two G-homotopic graph maps, f, g : I → Γ where
Γ is a cycle of length 4. Graph map f corresponds to going around the 4-cycle once,
while g is the constant map v0. The vertices of the graph (grid) I✷I2 are labeled
with the image of a G-homotopy from f to g. The G-homotopy F is itself a graph
map, and as such must preserve all adjacencies. Thus for each horizontal or vertical
edge (vi, vj) in the grid, we must have either (vi, vj) is an edge of Γ, or vi = vj .
Furthermore, it is straightforward to show that any based graph map from I to
the 4-cycle is G-homotopic to the constant map g, so the A1-group of the 4-cycle,
and similarly of the 3-cycle, is trivial. However, a graph map that maps onto a
cycle of length ≥ 5 is not G-homotopic to the constant map. In fact, it can be
shown that if Γ is a cycle of length at least 5, then AG1 (Γ) ≃ Z .
In [2], Barcelo et al. also show that AG1 (Γ, v) ≃ pi1(Γ, v)/N , where pi1(Γ, v) is the
classical fundamental group of Γ when viewed as a 1-dimensional simplicial complex
and N is the normal subgroup generated by 3-and 4-cycles. Thus, computing the
AG1 -group of a graph is equivalent to attaching 2-cells to the 3- and 4-cycles of
the graph and computing the classical fundamental group of the resulting 2-cell
complex.
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There is an equivalent definition of discrete homotopy for simplicial complexes
which includes a graded version of the discrete fundamental group, related to the
dimension of the intersection of simplices. Let ∆ be a simplicial complex of dimen-
sion d, let 0 ≤ q ≤ d be a fixed integer, and let σ0 ∈ ∆ be a maximal simplex
(with respect to inclusion) of dimension at least q. A q-chain in ∆ is a sequence of
simplices (not necessarily distinct),
σ, σ1, σ2, . . . , σn, τ,
such that any two consecutive simplices share a q-face. A q-loop in ∆ based at σ0 is
a q-chain beginning and ending at σ0. Two such loops are equivalent if they can be
deformed into each other without breaking any q-dimensional connections. More
precisely, the equivalence relation, ≃A, on the collection of q-loops in ∆, based at
σ0, is generated by the following two conditions.
(1) The q-loop
(σ) = (σ0, . . . , σi, σi+1, . . . , σn, σ0)
is equivalent to the q-loop
(σ′) = (σ0, . . . , σi, σi, σi+1, . . . , σn, σ0).
That is, we can “stretch” loops by repeating a simplex without changing
its equivalence class.
(2) Suppose that (σ) and (τ) have the same length. They are equivalent if
there is a diagram as in Figure 2. The diagram is to be interpreted as
follows. A horizontal or vertical edge between two simplices indicates that
they share a q-face. Each horizontal row in the diagram is a q-loop based
at σ0. Thus, (σ) is equivalent to (τ) if there is a sequence of q-loops based
at σ0 connecting them.
s0 s1 s2 sj sn-1 sn
s0 a1 a2 aj an-1 an
s0 b1 b2 bj bn-1 bn
s0 t 1 t 2 t j t n-1 t n
s0
s0
s0
s0
Figure 2. Equivalent q-loops.
This equivalence relation is called A-homotopy, and its ensuing set of equivalence
classes is denoted by Aq1(∆, σ0). Concatenation of q-loops yields a group structure
on Aq1(∆, σ0). In [2], it was shown that in fact A
q
1(∆, σ0)
∼= pi1(Γ
q
∆, v0)/N, where Γ
q
∆
is the graph whose vertices correspond to all maximal simplices of ∆ of dimension at
least q. Two vertices vσ and wτ in Γ
q
∆ are adjacent if and only if the corresponding
simplices σ and τ share (at least) a q-face, and v0 is the distinguished vertex of Γ
q
∆
corresponding to σ0. One sees that there is a close relation between the A
G
1 -groups
defined for graphs, and the Aq1-groups defined for simplicial complexes. Indeed the
relation is given by
Aq1(∆, σ0)
∼= AG1 (Γ
q
∆, v0),
thus G-homotopy and A-homotopy are equivalent concepts.
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3. The Product of Lattices
Recall that one of our goals is to use the techniques of A-theory to compute
the first Betti number of Mn,3, the complement of the 3-equal arrangement. As
mentioned in the introduction, in [3] it was shown that
An−31 (∆(Bn)) ≃ pi1(Mn,3),
where ∆(Bn) is the order complex of the boolean lattice, Bn−{0ˆ, 1ˆ}. Thus to find
rank H1(Mn,3) we will need to count the number of distinct equivalence classes of
cycles, [C], in the graph Γn−3∆(Bn). From here on, for any poset L of rank r, we will
only be interested in its top Aq1(∆(L)), which is A
r−3
1 (∆(L)), and thus we shall
write Γ(L) in lieu of Γq∆(L). The vertices of Γ(Bn) correspond to the maximal faces
of ∆(Bn), which are the maximal chains in Bn − {0ˆ, 1ˆ}, which further correspond
to the permutations of Sn. Two vertices in Γ(Bn) are adjacent if the two maximal
chains C1 and C2 differ in precisely one element, in which case we also say that the
chains are adjacent, C1 ∼ C2. Equivalently, the associated permutations differ by
multiplication on the right by a (simple) transposition si for some 1 ≤ i ≤ n− 1.
Figure 3. The 1-skeleton of the permutahedron P3.
We note that Γ(Bn) is the 1-skeleton of the permutahedron Pn−1 [18]; Figure 3
represents Γ(B4). Any path in Γ(Bn) corresponds to a product of transpositions,
si1 , . . . sip = w. We view w both as a word in the alphabet S, as well as an element
of the symmetric group Sn. Thus any cycle is a representation of the identity as a
product of transpositions. We can see that if we attach 2-cells to the 4-cycles in
Γ(B4), we are left with eight 6-cycles. In general, in order to compute the rank of
AG1 (Γ(Bn))
ab, we will need to count the distinct equivalence classes of cycles, with
primitive 6-cycles as representatives. Moreover, AG1 (Γ(B4))
ab is a free group (see
[3]) on seven generators, not eight, so unfortunately simply counting 6-cycles will
not suffice.
The breakthrough that allows us to understand the G-homotopy relation on
Γ(Bn) is the simple observation that Bn can be viewed as the direct product of
smaller boolean lattices; in fact, Bn ≃ B
n
1 . It is useful to express this isomorphism
as Bn ≃ Bn−1 × B1, because the graph Γ(B1) is a single vertex corresponding to
the empty chain. However, clearly Γ(Bn) 6≃ Γ(Bn−1)✷Γ(B1), since Γ(Bn) has n!
vertices, compared to (n−1)! vertices in Γ(Bn−1)✷Γ(B1). In general, Γ(L1×L2) 6≃
Γ(L1)✷Γ(L2) for nontrivial posets L1 and L2, nevertheless, there is a relationship
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between the graphs. We now introduce a method to obtain Γ(L1×L2) from Γ(L1)
and Γ(L2).
Each maximal chain in L1×L2, may be viewed as a combination of one maximal
chain from each of L1 and L2; however, those two chains can be combined in more
than one way (for more details on product of posets, see [17]). Thus, Γ(L1)✷Γ(L2)
is a subgraph of Γ(L1 × L2), but we must also find a way to reflect the various
combinations of chains that are possible.
To remedy this problem, we first introduce a new graph, the shuffle graph, with
vertices corresponding to each possible shuffle of a pair of maximal chains from
L1 and L2. Next, we construct the cartesian product of the shuffle graph with
Γ(L1)✷Γ(L2). This solves the problem of too few vertices, but replaces it with a new
obstacle of too many edges. Finally, we determine which edges are superfluous and
remove them so that the resulting graph is the desired Γ(L1×L2). In the following
section, we then apply this construction to Bn−1×B1 to create a representation of
the permutahedron, Γ(Bn), where we can better understand its structure.
Step 1 The shuffle graph, Γk,lshuffle.
To construct Γ(L1 × L2), we begin by considering the ways in which the edges
of chains from L1 and L2 may be combined to create a new chain. Let C1 and C2
be maximal chains in two graded posets L1 and L2 of rank k and l, respectively.
A shuffle of the edges of C1 and C2 creates a maximal chain C in L1 × L2. In C,
label each edge from C1 with the number of edges from C2 below it in the shuffle.
The ordered, weakly increasing collection of labels, κ = (a1, a2, . . . , ak), is the k-
sequence associated with that shuffle. Similarly, label each edge from C2 with the
number of edges from C1 below it in the shuffle and the ordered collection of labels
is an l-sequence, λ.
L1in L2in
L1 x L2in
0
1
1
2
C1
2
2C       
 
0x
3
y2
y0
y1
  
  
  
  
  


  
  
  


x
2x
1
(    ,    )
(    ,    )
(    ,    )
(    ,    )
(    ,    )
(    ,    )
y2
y2
y0
y1
y2
x3
x2
x1
x0
x0
x1
y1
x
  
  
  
  


  
  


 
Figure 4. The shuffle of C1 and C2 associated with the 3-sequence
(1, 2, 2) and 2-sequence (0, 1).
We now introduce the shuffle graph, Γk,lshuffle, from which we will construct
Γ(L1 × L2). The vertices of Γ
k,l
shuffle correspond to the
(
k+l
k
)
shuffles of chains of
L1 and L2 of length k and l respectively. Label each vertex with the pair (κ,
λ) that corresponds to each shuffle. A shuffle is uniquely determined by either
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L1 x L2in
C1C      
in 2Lin 1L
2
(    ,    )y0x0
y2x2(    ,    )
(    ,    )yx 2 1
1
(    ,    )y2x1
y0x(    ,    )
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  
  
  
  


  
  


  
  
 
 


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3x(    ,    )2y
1x(    ,    )1yx1
x2
x3
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Figure 5. Chains C1 and C2 combined using adjacent shuffles
with 3-sequences (1, 2, 2) and (1, 1, 2).
its k-sequence or l-sequence, but both will be useful later in the construction of
Γ(L1 × L2).
Definition 3.1. Two k-sequences, κ = (a1, . . . ak) and κ
′ = (a′1, . . . a
′
k) are adja-
cent, κ ∼ κ′, if and only if
(1) ai = a
′
i ± 1 for some 1 ≤ i ≤ k, and
(2) aj = a
′
j ∀j 6= i.
Two shuffles of Γk,lshuffle are said to be adjacent if their k-sequences are adjacent,
κ ∼ κ′.
We note that if two k-sequences are adjacent then the associated l-sequences are
also adjacent, so we only need to refer to one of the sequences when determining
if two shuffles are adjacent. A pair of chains in L1 × L2 resulting from the use of
adjacent shuffles differ by a diamond (formed where the order of the pair of edges
is reversed), as shown in Figure 5. Figure 6 shows Γ3,2shuffle with sequences for the
ten possible shuffles of C1 and C2 from Figure 5.
Step 2 The intermediate graph Γ˜(L1 × L2).
Let Γ˜(L1 ×L2) = Γ(L1)✷Γ(L2)✷Γ
k,l
shuffle. Label each vertex of Γ˜(L1×L2) with
the ordered triple (C1, C2, (κ, λ)), for all maximal chains Ci ∈ Li, i = 1, 2 and
for all possible shuffles (κ, λ). The set of vertices of Γ˜(L1 × L2) corresponds to all
possible shuffles of pairs of maximal chains from L1 and L2, thus there is a one-
to-one correspondence between the vertices of Γ˜(L1 × L2) and the maximal chains
of L1 × L2. From the definition of a cartesian product of graphs, two vertices
in Γ˜(L1 × L2), (C1, C2, (κ, λ)) and (C
′
1, C
′
2, (κ
′, λ′)), are adjacent if they satisfy
precisely one of the following conditions:
(1) C1 = C
′
1, C2 = C
′
2, and κ ∼ κ
′
(2) C1 = C
′
1, C2 ∼ C
′
2 in L2, and κ = κ
′
(3) C1 ∼ C
′
1 in L1, C2 = C
′
2, and κ = κ
′.
While Γ˜(L1 × L2) has the right number of vertices, it has too many edges. For
example, Figure 7 shows the possible result of shuffling C1 with adjacent chains
THE DISCRETE FUNDAMENTAL GROUP OF THE ORDER COMPLEX OF Bn 9
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Figure 6. Γ3,2shuffle labeled with 3-sequences and 2-sequences.
C2 and C
′
2. In one case, the shuffle results in a pair of adjacent chains in L1 × L2.
However, using another shuffle results in chains that differ at three ranks in L1×L2.
This difficulty is easily remedied in Step 3 by removing a well-defined set of edges,
determined by the rank where a pair of adjacent chains in one poset differs, along
with the k- and l-sequences of the shuffle used.
x1 y1(    ,    )
x1 y0(    ,    )
y22x(    ,    )
x0 y0(    ,    )
x1 y1(    ,    )
x1 y2(    ,    )
y2x3(    ,    )
1y1y
2y
0
x1 y0(    ,    )
x0 y0(    ,    )
y
y12x(    ,    )
x1 y1(    ,    )
0
y1x3(    ,    )
y2x3(    ,    )
y1x3(    ,    )
y12x(    ,    )
x1 y1(    ,    )
x
1x
x2
3x
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Figure 7. Combining C1 with C2 and C
′
2 using two different shuffles.
Step 3 Removing edges from Γ˜(L1 × L2).
Each edge in Γ˜(L1×L2) can be classified as Type 1, 2, or 3, according to which of
the above conditions is satisfied by (C1, C2, (κ, λ)) and (C
′
1, C
′
2, (κ
′, λ′)). The next
step in the process of constructing Γ(L1 × L2) is to examine each type of edge in
Γ˜(L1×L2), to determine which ones are between a pair of adjacent chains in L1×L2
and which are not. Once edges corresponding to pairs of non-adjacent chains have
been removed from the graph, the result will be the desired final graph Γ(L1×L2).
Type 1 edges. C1 = C
′
1, C2 = C
′
2, and κ ∼ κ
′. It is easy to see that none of
these edges need to be removed. See Figure 5 for an example of this type.
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Type 2 edges. C1 = C
′
1, C2 ∼ C
′
2 in L2, and κ = κ
′. The diagram of C2 and
C′2 contains a diamond in L2 at some rank i where the two chains differ. When we
shuffle C2 and C
′
2 with C1, this diamond may be stretched by the insertion of edges
from C1, depending on which shuffle is used. If i /∈ κ then the resulting chains are
adjacent; but if i ∈ κ then the resulting chains are not adjacent and the edge must
be removed. Figure 7 shows the result of combining C1 with both C2 and C
′
2 using
the shuffles associated with 3-sequences (0, 2, 2) and (0, 1, 1). Chains C2 and C
′
2
differ at rank 1, but (0, 2, 2) does not contain an element 1, so the shuffle does not
stretch the diamond and the resulting chains are adjacent in L1×L2. However, the
shuffle associated with (0, 1, 1) stretches the diamond by inserting two edges from
C1, so this Type 2 edge must be removed from Γ˜(L1 × L2).
Type 3 edges. C1 ∼ C
′
1 in L1, C2 = C
′
2, and κ = κ
′. As in the previous case,
we must first identify the rank i where C1 and C
′
1 differ. If i ∈ λ then the chains
are not adjacent in L1 × L2 and the edge is removed from Γ˜(L1 × L2).
This completes the determination of which edges to remove from Γ˜(L1 × L2),
resulting in the final graph Γ(L1 × L2).
4. The Boolean Lattice
Γ∼(Β4)
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Figure 8. The intermediate graph Γ˜(B4).
While in [2], it was shown that for any connected graphs Γ1 and Γ2, we have that
AG1 (Γ1✷Γ2)
∼= AG1 (Γ1)×A
G
1 (Γ2), it is not immediately clear from the construction of
Γ(L1×L2) if there is an easily defined relationship between the groups A
G
1 (Γ(L1)),
AG1 (Γ(L2)), and A
G
1 (Γ(L1 × L2)). However, applying the construction defined in
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the previous section to Bn leads to a better understanding of Γ(Bn) that allows us
to use combinatorial methods to compute the abelianization of its A1-group. We
now reconstruct Γ(Bn) and characterize all of its primitive 6-cycles.
In Figure 8, the vertices of Γ(B3) and Γ˜(B4) are labeled with permutations
written in one line notation. The graph Γ(B1) consists of a single vertex, thus
there are no Type 2 edges in Γ˜(Bn) and we can simply consider the 1-sequences
of Γ3,1shuffle. Labeling Γ(B1) with the element 4 enables us to see the relationship
between the 1-sequences labeling the shuffle graph and the position of 4 in the
resulting permutations in S4.
3s2s1s
4312
3412
4321
3421
3142
4132
1432
1342
4231
2431
4213
2413
Level 3
Level 4
Level 1
3241
1234
1243
1423
4123
2134
2143 2341
2314
31241324
3214
Level 2
Figure 9. The final graph Γ(B4).
The graph in Figure 9 is another representation of the permutahedron we saw
in Figure 3. The vertices are labeled with permutations of S4, written in one line
notation, and each edge corresponds to a (simple) transposition. Γ(B4) illustrates
the following (most of them well-known) properties of Γ(Bn). All properties easily
follow from the definition of the graph.
Properties of Γ(Bn)
(1) The graph Γ(Bn) is (n -1)-regular, with each vertex incident to precisely
one edge for each of the n− 1 transpositions si ∈ S, 1 ≤ i ≤ n− 1. Label
each edge with its associated transposition.
(2) Let level i be the set of all permutations σ ∈ Sn such that σ
−1(n) = i. The
graph has n levels, and each level was initially a copy of Γ(Bn−1) before we
removed edges from Γ˜(Bn).
(3) The graph Γ(Bn) is bipartite, with vertices partitioned into even and odd
permutations, and all cycles in the graph are of even length.
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(4) The sequence of transpositions labeling the edges of a cycle in Γ(Bn) form a
representation of the identity in Sn. Each 4-cycle in the graph corresponds
to (sksj)
2 for some 1 ≤ k, j ≤ n − 1, where |j − k| ≥ 2. Each primitive
6-cycle corresponds to (sjsj+1)
3 for some 1 ≤ j ≤ n− 2.
Due to the structure of Sn, all other cycles of length ≥ 8 can be expressed as
the concatenation of 4- and 6-cycles; we can therefore limit our investigation to
primitive 6-cycles. We want to count the G-homotopy equivalence classes of 6-
cycles in Bn, which yields the rank of A
G
1 (Γ(Bn))
ab. The following definition gives
us an additional description of edges and cycles in Γ(Bn) that will help us determine
equivalence classes of 6-cycles.
Definition 4.1.
(1) An edge in Γ(Bn) between σ and τ is horizontal if σ
−1(n) = τ−1(n), or
vertical if σ−1(n) = τ−1(n)± 1.
(2) All vertices in a horizontal 6-cycle are at the same level. A vertical 6-cycle
contains two vertices in each of three consecutive levels.
We note that all vertical edges between levels i and i+1 are labeled with si. We
identify each vertical 6-cycle with the middle of its three levels. For example, 1243-
2143-2413-4213-4123-1423 is a vertical 6-cycle at level 2 in Γ(B4), and its edges are
labeled with s1 and s2.
Let C be a cycle in Γ(Bn−1). There are n copies of C in Γ˜(Bn), one in each level
of the graph. Each copy of C in Γ˜(Bn) is a horizontal cycle that is connected to
the copies in neighboring levels by vertical edges, forming a net of vertical 4-cycles
connecting all of the copies. For example, we see in Figure 8 that the 6-cycles
forming levels 1 and 4 are connected by such a net. Removing vertical edges from
Γ˜(Bn) to form Γ(Bn) may remove edges from this net, however, it is easy to see
that the copies of C remain connected by a net of vertical 4- and 6-cycles, as seen
in Figure 9.
5. Equivalence Classes
In this section, we describe how to distinguish between different G-homotopy
equivalence classes in Γ(Bn) so that we may count them. Specifically, we consider
graph maps whose images in Γ(Bn) are primitive 6-cycles connected to the base
vertex by a path, and we determine when they are G-homotopic to one another.
We denote this relationship by C1 ≃G C2, referring to the 6-cycles in the images
rather than the graph maps themselves.
First, we show that if two 6-cycles are in the same equivalence class then they are
associated with the same pair of transpositions, si and si+1, for some i, 1 ≤ i ≤ n−1.
We then prove a stronger theorem: 6-cycles C1 and C2 are in the same equivalence
class if and only if they differ by a sequence of transpositions disjoint from si and
si+1. This theorem, when combined with our new understanding of the structure of
Γ(Bn), gives us the means to describe the equivalence classes, and to find a formula
for the rank of AG1 (Γ(Bn))
ab.
Let C1 and C2 be distinct primitive 6-cycles in Γ(Bn). Let σ0 be the base
permutation and let P1 and P2 be paths from σ0 to C1 and C2, respectively. Then
by definition C1 ≃G C2 if and only if there exists a G-homotopy grid such that the
first row is P1C1P
−1
1 and the last row is P2C2P
−1
2 .
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Figure 10. Two 6-cycles based at v0.
Suppose that C1 ≃G C2 and we have a G-homotopy grid from P1C1P
−1
1 to
P2C2P
−1
2 . We label each vertex in the grid with the corresponding permutation in
Sn. Recall that a G-homotopy is itself a graph map that preserves adjacency, thus
two vertices, σ1 and σ2, are adjacent in the grid if and only if σ1 = σ2, or σ2 = σ1si
for some si, 1 ≤ i ≤ n− 1. If σ2 = σ1si, then we label the edge with si; if σ1 = σ2
the edge remains unlabeled. Each row in the grid is a loop based at σ0, to which
we associate a word in Sn formed by the sequence of transpositions labeling the
edges from left to right in the row. Let
W1 = si1si2 . . . sim(sisi+1)
3sim . . . si2si1
and W2 = s
′
i1
s′i2 . . . s
′
in
(sjsj+1)
3s′in . . . s
′
i2
s′i1
be the words associated with P1C1P
−1
1 and P2C2P
−1
2 , respectively. We note that
each word is a non-reduced representation of the identity and σ0W1 and σ0W2 are
based words. Thus a G-homotopy between primitive 6-cycles C1 and C2 corresponds
to a sequence of operations that transform W1 into W2.
We now consider the possible changes that we may make from one row to the
next which preserve the G-homotopy relation, and describe each change in terms
of operations on the associated words. Two graph maps are G-homotopic if they
differ by 3- and 4-cycles, however, Γ(Bn) contains no 3-cycles. Furthermore, we
saw in Figure 1 that it is not possible to contract a 4-cycle in a single step, thus
the changes described below are the only permissible changes.
(T1) Repeating vertices. The G-homotopy relation is preserved by the repe-
tition of a vertex in the image of a row, and the corresponding word does
not change.
si sj ks
G−homotopy  grid
1σ 2σ 3σ 4σ 4σ
σ
1 2σ 3σ 3σ 4σ
si sj ks=w
si sj ks=w’
skji
sss
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Figure 11. Repeating a vertex.
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(T2) Traversing an edge in both directions. Traversing an edge once in
each direction also preserves the G-homotopy relation and is equivalent to
inserting s2i into the associated word. Similarly, we may reverse this by
removing such an edge, and deleting s2i from the word.
is sk
s js j skis
G−homotopy  grid
σσσ
1
2
3
v
v
v
2
1σ 2σ 4σ 2σ 3σ
The  image  in  Γ(B )n
s j
s jis sk=
2
w’
is sk=w
σ
v
v
v
v
3
4
1
32221σ
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
  
  


Figure 12. Traversing an edge in both directions.
(T3) Exchanging pairs of edges of a 4-cycle. Since 4-cycles areG-homotopic
to the identity, we can replace two consecutive edges of a 4-cycle with the
other two edges in the cycle. Recall that a 4-cycle is associated with sj and
sk, with |j − k| ≥ 2. We see that the effect of this change is to commute sj
and sk in the word. See Figure 13.
G−homotopy  grid
The  image  in  Γ(B )n
k
js
jsk
w’ =
1
2 4
1
4
2
33
v
v v
v
v
v
v
v
4σ 3σ1σ1σ
sj
sj
sk sk
skw =
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s
σσσ1 2 3 3σ
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Figure 13. Exchanging pairs of edges.
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A key feature of each of the changes described above is that they preserve the
parity of the number of transpositions si (for each 1 ≤ i ≤ n − 1) in the as-
sociated words. We also note that these changes do not include the use of the
relation (sjsj+1)
3 = 1 because that would involve exchanging consecutive edges of
a primitive 6-cycle with the remaining edges. This would obviously not preserve
G-homotopy because any cycle of length ≥ 5 is not contractible to a single vertex.
Note that the above two types of operations, (T2) and (T3) generate an equiv-
alence relation on the set σ0W of (based) loop-words, where
W = {W = sj1sj2 . . . sj2k , ∀k ≥ 1 | sji ∈ S, W = 1}.
Two based words σ0W and σ0W
′ are equivalent, σ0W ∼ σ0W
′, if one can be ob-
tained from the other by a sequence of (T2) and (T3) operations. Furthermore,
two 6-cycles based at σ0, C1 and C2, are G-homotopic if and only if their corre-
sponding words, σ0W1 and σ0W2 are equivalent. Therefore we can continue our
investigation of equivalence classes of 6-cycles using the language of graphs or words
interchangeably.
Proposition 5.1. Let C1 and C2 be two G-homotopic primitive 6-cycles in Γ(Bn).
If C1 ≃G C2, then C1 = C2 = (sisi+1)
3, for some i, 1 ≤ i ≤ n− 2.
Proof. For i = 1, 2, let Pi be a path from σ0 to Ci. By assumption P1C1P
−1
1 ≃G
P2C2P
−1
2 , and the corresponding words w1(sisi+1)
3w−11 , w2(sjsj+1)
3w−12 are equiv-
alent. This means that we must be able to transform the first word into the second
using only (T2) and (T3) operations. A simple parity argument (si appears an odd
number of times in w1(sisi+1)
3w−11 ) shows that this is possible only if i = j. 
Association with the same pair of transpositions is a necessary condition for
G-homotopy of 6-cycles, but it turns out not to be sufficient. For 1 ≤ i ≤ 6, let σi
and γi be the vertices of the cycles C1 and C2 respectively. Since Γ(Bn) is connected
there exists a path from C1 to C2. Let τi ∈ S and let τ1, τ2, . . . τk be a shortest path
from C1 to C2. Moreover, assume that γ1 = σ1τ1τ2 . . . τk, and that we go around
the cycles C1 and C2 in the si direction. That is, σ2 = σ1si, σ3 = σ1sisi+1 and so
on. Similarly γ2 = γ1si, γ3 = γ1sisi+1, etc. With this notation in mind we have
the following theorem.
Theorem 5.2. Let C1 and C2 be two distinct primitive 6-cycles in Γ(Bn). Then
C1 ≃G C2 iff there exists k ≥ 1, and transpositions τ1τ2...τk disjoint from si and
si+1, such that γi = σiτ1 . . . τk, for all i = 1, . . . 6.
Proof. The first part of the proof is constructive: assuming C2 = C1τ1 . . . τk, we
are able to construct a G-homotopy that connects C1 to C2 by a net of 4-cycles
of type (siτj)
2 or (si+1τj)
2. Note that if τj is not disjoint from si and si+1, we
do not get 4-cycles. Figure 14 is the image of one such G-homotopy from C1 to
C2 = C1τ1τ2τ3.
For the second part of the proof assume that C1 and C2 are G-homotopic prim-
itive 6-cycles, thus C1 = C2 = (sisi+1)
3, for some 1 ≤ i ≤ n − 1. Let P be a
shortest path from C1 to C2, with the vertices of both cycles as described above
the theorem. See Figure 15.
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σσσσ
σ
σ
+1
σ
σ
σ
6
Figure 14. A G-homotopy from C1 to C2.
While neither C1 nor C2 can be contracted, the loop C1PC
−1
2 P
−1 is contractible
to a single vertex. Let w = τ1τ2 . . . τk be the word corresponding to P , thus
W = (sisi+1)
3w(si+1si)
3w−1
corresponds to C1PC
−1
2 P
−1. Since as a permutation W = 1 we must be able
to reduce the word W to the empty word using only the relations s2j = 1 and
sjsk = sksj if |j − k| ≥ 2.
C2
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2σ3σ
6
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τ 2
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Figure 15. The loop C1PC
−1
2 P
−1 can be contracted to a single vertex.
Our goal is to show that w consists solely of transpositions disjoint from si and
si+1, and consequently that γi = σiτ1τ2 . . . τk, for all 1 ≤ i ≤ 6. This is proven by
first showing that we must be able to reduce W to the empty word without having
to insert sj , for any 1 ≤ j ≤ n − 1. Next, we consider the types of transpositions
that may occur in w, and show that it may only contain those that are disjoint
from si and si+1. This part of the proof requires checking many cases. Once we
have shown that w = τ1τ2 . . . τk, where each of the τj are disjoint from si and si+1,
then we can see that
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γ1 = σ1τ1τ2 . . . τk and
γ2 = γ1si
= σ1τ1τ2 . . . τksi
= σ1siτ1τ2 . . . τk
= σ2τ1τ2 . . . τk.
By a similar argument, γj = σjτ1τ2 . . . τk for 3 ≤ j ≤ 6.
Insertion of s2j is not needed.
Suppose we insert s2j , at some step in the process. By the end of the process,
each of these two sj will have been removed. If those two sj were removed together
as a single pair, then they did not assist us in removing other occurrences of sj , so
it was not necessary to insert them at all.
If the sj were removed separately, each paired with another occurrence of sj ,
then whatever commuting that was done to put them into position next to their
new partners could have been done in the opposite direction by the partner trans-
positions, which we could then remove. Thus we must be able to reduce W to the
empty word without inserting transpositions.
The word w does not contain si−1 or si+2.
Without loss of generality, suppose there is at least one si−1 in w. Since w is a
shortest path the only way to cancel that si−1 is by pairing it with the first si−1 in
w−1. But there is an odd number of transpositions si between the last occurrence of
si−1 in w and its first occurrence in w
−1; three from (si+1s1)
3 and an even number,
if any, from w and w−1. Thus, even if there were to be some cancelation there will
be at least one occurrence of si left between the si−1, preventing their pairing.
The word w does not contain si or si+1.
Assume now that there are some si or si+1 in w. Consider the subsequence of all
the transpositions si and si+1 in w. We show that if this subsequence is not empty
then P is not a shortest path.
First, we show that a subsequence cannot have consecutive occurrences of either
si or si+1. Next, we show that the subsequences must be of length shorter than
six. We then show that transforming W to the empty word is not possible if the
alternating subsequence is of odd length. Finally, we deal with the subsequences of
even length.
Subsequence of si, si+1 alternates. Suppose that the subsequence in w
consisting of all transpositions si and si+1 contains a consecutive pair of the same
transposition, say si. Since si commutes with all transpositions in w different than
si+1, we can commute those two si within w until they are adjacent at which point
they can be removed. But this yields a shorter word w, and thus a shorter path P.
Length of subsequence is less than six. Next we consider which lengths of
alternating subsequences of si and si+1 are possible in w. If we have an alternating
subsequence of length six or longer, then we can commute si and si+1 with the other
transpositions in w until we have the subword (sisi+1)
3. The new word corresponds
to a path from C1 to C2 that contains a 6-cycle. The same path without the 6-cycle
would be shorter.
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Odd subsequences. For subsequences of odd length, Figure 16 illustrates
the possible subsequences consisting of si and si+1 in W . This includes the six
transpositions from each of C1 and C2, as well as those from w and w
−1. In
each case, we see that we are not able to remove all transpositions in the entire
subsequence, contradicting the assumption that C1 and C2 are G-homotopic.
si+1sisi+1sisi+1si si
si+1sisi
si+1sisi+1 sisi+1
sisi+1si+1
si+1
si+1sisi+1sisi+1si
si+1sisi+1sisi+1si
si+1sisi+1sisi+1si
sisi+1sisi+1sisi+1
sisi+1sisi+1sisi+1
sisi+1sisi+1sisi+1
sisi+1sisi+1sisi+1
sisi+1sisi+1sisi+1
sisi+1sisi+1sisi+1 si+1sisi+1sisi+1si
si+1sisi+1sisi+1si sisi+1sisi+1si
si
si+1sisi
sisi+1sisi+1si
si+1sisi+1 sisi+1
sisi+1si+1
si+1
sisi+1( 3i+1si w w −1)3( )s
Figure 16. We cannot reduce W = (sisi+1)
3w(si+1si)
3w−1 to
the empty word when subsequences are of odd length.
Even subsequences. Assume that the alternating subsequence in P is of length
two or four. To illustrate this, consider the case where
w = τ1τ2siτ3si+1τ4.
We can commute these transpositions within w to obtain
w′ = sisi+1τ1τ2τ3τ4,
with the transpositions τj in the same relative order as they were in w. Note that
as permutations in Sn, w = w
′.
Recall that σj and γj , 1 ≤ j ≤ 6, are the permutations associated with the
vertices in C1 and C2, respectively, with σ1 the first vertex in P , and γ1 the last.
Our reordered word w′ also corresponds to a path from σ1 to γ1 in Γ(Bn), thus we
may write
γ1 = σ1sisi+1τ1τ2τ3τ4
= σ3τ1τ2τ3τ4.
and similarly we have
γ2 = σ4τ1τ2τ3τ4
γ3 = σ5τ1τ2τ3τ4
γ4 = σ6τ1τ2τ3τ4
γ5 = σ1τ1τ2τ3τ4
γ6 = σ2τ1τ2τ3τ4.
We see in Figure 17 that the word τ1τ2τ3τ4 corresponds to a shorter path from σ1
to C2. This new path now meets C2 at γ5, but it still satisfies the condition that
the first edge traversed in C2 is si, thus contradicting the assumption that P is
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a shortest path. A similar argument holds true for each of the remaining three
cases. 
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Figure 17. A shorter path without si and si+1.
The proof of Theorem 5.2 relies on the definition of a G-homotopy from C1 to
C2, and the limitations on the types of changes we are able to make to the words
associated with each row of the G-homotopy grid. We can combine this theorem
with the properties of Γ(Bn) to obtain the following corollaries about equivalence
classes of primitive 6-cycles.
Corollary 5.3. Horizontal and vertical 6-cycles are in different equivalence classes.
Proof. Suppose C1 is a horizontal 6-cycle at level i. As observed earlier, for all ver-
tices σ in C1, σ
−1(n) = i. Furthermore, if C2 = C1τ1 . . . τk, then (στ1 . . . τk)
−1(n) =
τk . . . τ1(i) and consequently C2 is also a horizontal 6-cycle. Similarly, if C1 is a
vertical 6-cycle, then C2 is a vertical 6-cycle. Therefore we may count horizontal
and vertical equivalence classes separately. 
Corollary 5.4. Vertical 6-cycles at different levels of Γ(Bn) are in different equiv-
alence classes.
Proof. This is a direct consequence of Proposition 5.1 and the observation we made
in Section 4 that a vertical 6-cycle at level i, 2 ≤ i ≤ n − 1 is associated with
transpositions si−1 and si. 
Corollary 5.5. For all 2 ≤ i ≤ n− 1, the number of vertical equivalence classes at
level i in Γ(Bn) is given by
(n− 1)!
2(i− 2)!(n− i− 1)!
=
(
n− 1
i
)(
i
2
)
.
Proof. There are (n− 1)! vertices in each level of Γ(Bn), and each vertical 6-cycle
at level i contains 2 vertices in that level, thus there are (n−1)!2 vertical 6-cycles at
level i. The number of 6-cycles in each vertical equivalence class at level i is equal
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to the order of the subgroup of Sn generated by transpositions disjoint from si−1
and si, which is (i− 2)!(n− i− 1)!, thus the number of equivalence classes at level
i is (n−1)!2(i−2)!(n−i−1)! . 
Consequently, the total number of vertical equivalence classes is
n−1∑
i=2
(
n− 1
i
)(
i
2
)
=
n−1∑
i=2
(n− 1)!
2(i− 2)!(n− i − 1)!
=
n−3∑
i=0
(n− 1)!
2(i)!(n− i− 3)!
=
(
n−3∑
i=0
(
n− 3
i
))
(n− 1)(n− 2)
2
= 2n−3
(
n− 1
2
)
.
Corollary 5.6. The number of horizontal equivalence classes in AG1 (Γ(Bn))
ab is
equal to the rank of AG1 (Γ(Bn−1))
ab.
Proof. We count the horizontal equivalence classes in level n, which remains a copy
of Γ(Bn−1) even after we removed edges from Γ˜(Bn) in the construction of Γ(Bn).
Let C be a horizontal 6-cycle in the graph that is not at level n. Recall that there
is a copy, C′, of C at level n of Γ(Bn), and there is a net of vertical 4- and 6-cycles
connecting C to C′. While C may not be in the same equivalence class as C′, its
equivalence class can be expressed in terms of those of C′ and the vertical 6-cycles
in the net. 
We are now able to see why AG1 (Γ(B4))
ab has seven generators rather than eight.
In Γ(B4), the horizontal 6-cycle at level 4 and the six vertical 6-cycles are each in
distinct equivalence classes; the remaining 6-cycle equivalence class at level 1 is
clearly expressible in terms of the previous classes.
Theorem 5.7. For all n ≥ 1,
rank AG1 (Γ(Bn))
ab = 2n−3(n2 − 5n+ 8)− 1.
Proof. From Theorem 5.2 and all of its corollaries we have that there are
∑n
k=1 2
k−3
(
k−1
2
)
equivalence classes of 6-cycles in Γ(Bn). Any other cycle in Γ(Bn) of length ≥ 8
can be expressed as the concatenation of 4-cycles and 6-cycles, so those 6-cycles
classes generate the free group An−31 (∆(Bn))
ab.
Let f(n) =
∑n
k=1 2
k−3
(
k−1
2
)
= rank AG1 (Γ(Bn))
ab. Then
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∑
n≥0
f(n)xn =
∑
n≥0
n∑
k=0
2n−k−3
(
n− k − 1
2
)
xn
=
∑
k≥0
2−2xk+1
∑
n
2n−k−1
(
n− k − 1
2
)
xn−k−1
=
∑
k≥0
1
4
xk+1
∑
r
(
r
2
)
(2x)r
=
∑
k≥0
1
4
xk+1
(2x)2
(1 − 2x)3
=
x3
(1− 2x)3
∑
k≥0
xk
=
x3
(1− 2x)3(1− x)
.
Using partial fraction decomposition, we see that
f(n) = 2n−3(n2 − 5n+ 8)− 1.

In 2001, Babson observed that attaching 2-cells to the 4-cycles in Γ(Bn) results
in a topological space that is homotopy equivalent to the complement (in Rn) of
the 3-equal hyperplane arrangement. But this result holds true for all k-equal
arrangements, k ≥ 3 (see [3]). That is
An−k1 (∆(Bn)) ≃ pi1(Mn,k).
So, if we want to compute the first Betti number, H1(Mn,k) of the comple-
ment (in Rn) of the k-equal arrangement, it will suffice to compute the rank
An−k1 (∆(Bn))
ab, which means counting the number of equivalence classes of 6-
cycles in Γn−k∆(Bn). The vertices of this graph correspond to the maximal chains of
∆(Bn) and there is an edge between two such maximal chains if they share (when
viewed as simplices of ∆(Bn)) at least an (n− k)-face. Thus Γ
n−3
∆(Bn)
(= Γ(Bn)) is a
subgraph of Γn−k∆(Bn) for all k ≥ 4, with both graphs having the same set of vertices.
In fact,
Γn−3∆(Bn) ⊂ Γ
n−4
∆(Bn)
⊂ Γn−5∆(Bn) ⊂ · · · ,
and the only difference between any two of these graphs is that Γn−k∆(Bn) has more
edges than Γn−j∆(Bn) for all k > j. Already when k = 4 it is easy to see that the graph
Γn−4∆(Bn) no longer has primitive 6-cycles. Indeed, if σ is a permutation of a 6-cycle,
and m is the corresponding maximal chain of Bn, then the maximal chain m
′ corre-
sponding to the permutation σsisi+1si differs from m in exactly two levels. Hence,
the permutations σ and σsisi+1si are adjacent in Γ
n−4
∆(Bn)
as their corresponding
simplices share an (n− 4)-face. Thus, in Γn−4∆(Bn) all 6-cycles are concatenation of at
least two 4-cycles, which means that every cycle is contractible and An−41 (∆(Bn))
is the trivial group. Moreover, given the fact that Γn−k∆(Bn) contains Γ
n−4
∆(Bn)
for all
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k ≥ 4 none of these graphs have primitive cycles of length ≥ 4, and we have the
following theorem.
Theorem 5.8. For all k ≥ 4, An−k1 (∆(Bn)) = 1.
Thus, we can conclude that for all k ≥ 4, the first Betti number, H1(Mn,k), of
the complement of the k-equal arrangement is zero, a fact that can also be recovered
from Theorem 1.1(b) of [9].
Conclusion. As we mentioned in the introduction, once all is said and done
we believe that the crux of the paper lies in the combinatorial techniques that
were introduced. In particular, realizing that the Γ-graph of the order complex
of a product of two posets is obtained by taking the box product of three graphs,
one of them being the new shuffle graph, and removing some (easily identifiable)
edges, should prove useful in computing the discrete fundamental group of other
posets. Moreover, the translation of the grid-homotopy equivalence relations in
the language of equivalence of words (over the symmetric group), is also promising.
Indeed, all Coxeter arrangements will have such algebraic structure that could prove
fundamental in computing the Aq1-group of the appropriate complexes.
The authors would like to thanks the referees for their helpful comments and
advice.
References
[1] E. Babson, H. Barcelo, M. de Longueville, R. Laubenbacher. Homotopy Theory for Graphs,
To appear in J. of Algebraic Combinatorics, 12 pp. 2005.
[2] H. Barcelo, X. Kramer, R. Laubenbacher, and C. Weaver, Foundations of a Connectivity
Theory for Simplicial Complexes, Adv. Appl. Math., 26 (2001), 97-128.
[3] H. Barcelo and R. Laubenbacher, Perspectives on A-Homotopy and its Applications, Discrete
Mathematics, 298: 39–61, 2005.
[4] H. Barcelo and R. Laubenbacher, Graph Theoretic Tools for Dynamic Network Analysis,
preprints, 2005.
[5] A. Bjo¨rner, personal communication.
[6] A. Bjo¨rner, Subspace arrangements, Proceedings of 1st European Congress of Mathematics,
Vol. I (Paris, 1992) (Basel) (Prog. Math., ed.), vol.119, Birkha¨user, 1994, 321–370.
[7] A. Bjo¨rner and L. Lova´sz, Linear Decision Trees, Subspace Arrangements and Mo¨bius Func-
tions, J. Amer. Math. Soc., 7 (1994), 677-706.
[8] A. Bjo¨rner and M. Wachs, Shellable nonpure complexes and posets I, Trans. AMer. MAth.
Soc. 348, 1299–1327, 1996.
[9] A. Bjo¨rner and V. Welker, The Homology of “k-Equal” Manifolds and Related Partition
Lattices, Adv. Math., 110 (1995), 277-313.
[10] A. Dochtermann Hom complexes and homotopy theory in the category of graphs,
arXiv:math/0605275v2 [math.CO]
[11] A. Dochtermann Homotopy groups of Hom complexes of graphs, arXiv:0705.2620v1
[math.CO]
[12] L. Hanish, C. Martin, R. Fabes, H. Barcelo, W. Griffin, The Breadth of Peer Relationship
Among Externalizing Preschoolers: An Illustration of the Q-Connectivity Method, preprint,
2006.
[13] X. Kramer and R. Laubenbacher, Combinatorial Homotopy of Simplicial Complexes and
Complex Information Networks, Applications of Computational Algebraic Geometry (D. Cox
and B. Sturmfels, eds.), Proc. Sympos. in Appl. Math., American Mathematical Society, vol.
53, Providence, RI, 1998.
[14] G. Malle, A Homotopy Theory for Graphs, Glasnik Matematicki, 18 (1983), 3-25.
[15] S. Maurer, Matroid Basis Graphs. I, J. Combin. Theory (B), 14 (1973), 216-240.
[16] S. Smith, A Discrete Homotopy Theory for Graphs, with Applications to Order Complexes
of Lattices, Ph.D. thesis, Arizona State University, http://faculty.gvsu.edu/smithshe, 2004.
THE DISCRETE FUNDAMENTAL GROUP OF THE ORDER COMPLEX OF Bn 23
[17] R. Stanley, Enumerative Combinatorics, Volume 1, Cambridge University Press, New York,
1986.
[18] G. Ziegler, Lectures on Polytopes, Springer-Verlag, New York, 1995.
Department of Mathematics & Statistics, Arizona State University, Tempe, Arizona
85287-1804
E-mail address: barcelo@asu.edu
Department of Mathematics, Grand Valley State University, Grand rapids, Michigan
49401-9403
E-mail address: smithshe@gvsu.edu
