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ABSTRACT 
Models of drill bit penetration rate (ROP) provide a means by which bit response may be 
investigated and optimised as a means of reducing drilling costs. Previous models have 
lacked field applicability because they have been based on bit runs on specific conditions 
and are not general enough. Also, in the past, there has been little adherence to the 
method of handling logging data properly to develop models for dynamic drilling 
processes. 
This thesis, based on sound mechanical and mathematical principles, proposes a new 
method for ROP modelling using routinely available mud and electric logging data from 
a range of drilling conditions. The data used in this study are provided by BP Exploration 
from the North Sea, including both PDC and rock bits in a range of formations. 
Previous work in ROP modelling is reviewed, which sets the scene for the new method. 
Thereafter, the major impediments to ROP modelling are illustrated with reference to 
real data. A quantitative approach to data screening is introduced and accordingly a 
series of variables, which have been commonly suspected of causing errors in ROP 
measurements and thus precluding effective modelling, are investigated. By means of 
statistical methods in conjunction with mechanical analysis, this thesis clarifies a number 
of common suspicions about data measurements, thereby justifying the use of currently 
available logging data for ROP modelling. Systematic approaches for handling the 
logging data for model calculation have been developed in this study. The validity of 
these approaches has been proved under a range of drilling conditions. The variation of 
the effects of drilling parameters on ROP in different drilling conditions have been 
investigated. The refinement and automation of the methods developed in this thesis for 
increased use and user- friendliness are discussed. 
CHMITER I 
INTRODUCTION 
1.1 Introduction to Rotary Drilling 
To help understand ROP modelling, the following sections are produced to give some 
introduction to the rotary drilling and the drill bits. 
1.1.1 Illustration of Rotary Drilling Rig 
Rotary drilling was applied for the first time in oil exploration in America in 1895, it is 
now the predominate method of drilling (Chilingarian, 1983, Wardlaw, 197 1). 
The rotary drilling process involves several different systems which are inter-related. 
Basically, there is a rotary system, circulation system and hosting system. The following 
descriptions give an introduction to the major systems of a rotary drill rig. 
Rotary System: There is a rotating machine on the surface, through which drillpipe is 
run. The drilling bit is screwed (or made up) to the end of the drillpipe and lowered into 
the hole. As the hole gets deeper more sections of drillpipe are added to the drillstring on 
surface. When the rotating machine is engaged it rotates the pipe and the bit, which cuts 
away the rock at the bottom of the hole. 
Circulating System: The rock cuttings must be removed to allow drilling to proceed. 
This is done by pumping drilling fluid down the drillstring, through the bit and up the 
annulus (space between drillpipe and hole) The cuttings are then separated from the 
mud, which is then recycled. 
Hoisting System: To lift and lower the drillstring a hosting system is required. A 
powerful winch (drawworks) and a pulley system attached to the derrick is used. 
Fig. 1.1 illustrates the drilling rig components and Fig. 1.2 shows two of the major types of 
the drill bits: one rock bit and one PDC bit (Polycrystalline Diamond Compact). 
1.1.2 The Development of Rotary Drilling 
Table 1.1 is produced to review the developments that have occurred in rotary drilling 
since 1895. From this table, it can be seen that rotary drilling began with the conception 
period, continued through the development and scientific periods, and is currently in the 
on-going automation period. 
The main achievements during the conception period include the introduction of rotary 
bits and the practice of casing and cementing. Rotary drilling principles were refined 
throughout this period. Following the conception period, equipment such as rigs, bits, 
calibrated weight-on-bit (WOB) indicators and wireline logging tools were introduced or 
improved during the development period. From the end of the 1940s to the end of the 
1960s, attention was concentrated on optimising drilling by means of quantitative data 
analysis. Humble's intensive study of the relationship between nozzle fluid velocity and 
rate of penetration (ROP), published at the end of 1940s (Nolley et al 1948), has been 
widely recognised as the starting point of the scientific period (Wardlaw, 197 1, 
Bourgoyne, et al 1986). 
The automation period is characterized by the application of computerized drilling 
control in drilling engineering. Based on drilling models derived from historical data, 
computerized drilling control is an approach to managing and improving the drilling 
process in a more automated way (Young, 1969). Such control requires real time 
monitoring of the drilling process and post well analysis. This technique was introduced 
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a. Rock Bit (ATMT 22 G, product of Hughes Tool Company) 
b. RDC Bit (product of Diamant Boart Stratabit) 
Fig. 1.2: Illustration of Rock bit and PDC bit 
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into drilling operations at the end of the 1960s when rotary drilling entered the 
automation period. Table 1.2 summarises the progress from the conception period up to 
the present time by contrasting some specific aspects of rotary drilling. It can be seen 
that in contrast, the optimising bit performance lags behind other aspects. Procedures for 
optimising bit performance have seen little improvement over the last 100 years although 
the industry has been working at it for decades. Some significant progress, mainly in 
hardware, such as the equipment for Logging While Drilling, have been made. However, 
there are no satisfactory systematic methods of analysing bit run data. Analysing data 
effectively lacks coverage in the literature and practice and the optimisation of bit 
performance is not objective and drilling decisions cannot be made accurately. 
1.1.3 Introduction to Bit Types 
There are three major bit types available, the drag bit, roller cone bit and diamond bit. 
Each major bit type is composed of a number of sub-types. For instance, the roller cone 
bits include milled roller cone and insert roller cone bits; diamond bits include natural 
diamond bits, PDC bits and TSP (Thermally Stable Polycrystalline) bits. 
Drag bits were the first bits used in rotary drilling but are no longer in common use. A 
drag bit consists of rigid steel blades shaped like a fish-tail which rotates as a single unit. 
These simple designs were used up to 1900 to successfully drill through soft 
formations. 
The introduction of hardfacing and the design of fluid passageways greatly improved its 
performance. Due to the dragging / scraping action of this type of 
bit, high RPM and low 
WOB are applied. The decline in the use of drag bits was 
due to: 
0 the introduction of roller cone bits which could 
drill soft formations more efficiently. 
0 if too much WOB was applied, drag bits produced excessive 
torque which leds to bit 
failure or drill Pipe failure. 
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* drag bits tend to drill crooked hole. 
drag bits were limited to drilling through uniformly, soft, unconsolidated formations 
where there were no hard abrasive layers. 
Roller cone bits (rock bits) are still the most common type of bit in use world wide. The 
cutting action is provided by cones having either steel teeth or tungsten carbide inserts 
which drill hole predominately with a grinding and chipping action. Rock bits are 
classified as "milled tooth" or "insert" depending on the cutting surface of the cones. 
The first successful rock bit was designed by Hughes in 1909. This was a major 
innovation since it allowed rotary drilling to be extended to hard formations. The first 
design was a 2-cone bit which frequently balled up since the teeth on the cones did not 
mesh. This led to the introduction of a superior design in the 1930s which had 3 cones 
with meshing teeth. The same basic design is still in use although there have been many 
improvements over the years. 
The cones are mounted on bearing pins or arm journals which extend from the bit body. 
The bearings allow each cone to turn about its own axis as the bit is rotated. The use of 3 
cones allows a more even distribution of WOB (Weight on Bit), a better balanced cutting 
structure and drills a better gauge hole than the 2 cones design. The major advances in 
rock bit design since the introduction of the Hughes rock bit include: 
9 improve cleaning action by using jet nozzles 
* using tungsten carbide for hardfacing and gauge protection 
- introduction of sealed bearings to prevent the mud causing premature 
failure due to 
abrasion and corrosion of the bearings. 
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Diamond Bits The hardness and wear resistance of diamond made it an obvious material 
for a drilling bit. The diamond bit is really a type of drag bit because of its cutting 
mechanism. 
The cutting action of a diamond bit is achieved by scraping away the rock using high 
RPM. The diamonds are set in a specially designed pattern and bonded into a matrix on a 
steel body. Despite its high wear resistance, diamond is sensitive to shock and vibration, 
therefore great care must be taken when running a diamond bit. Effective fluid 
circulation across the face of the bit is also very important to prevent overheating of the 
diamonds and matrix material and to prevent the face of the bit becoming smeared with 
the rock cuttings (bit balling). 
The major disadvantage of diamond bits is their cost (about 10 times more expensive than 
a similar sized rock bit). They can only be cost effective for drilling formations where 
the long rotating hours (200-300 hours per bit), resulting in a reduction in the number of 
round trips, offset the capital cost of the bit. This is especially important in areas where 
operating costs are high (e. g. offshore drilling). There is no guarantee that these bits will 
achieve a higher ROP than a correctly selected rock bit run in the same formation The 
diamond cutting elements can be extracted, however, so that a used bit does have some 
salvage value. 
PDC bits are a new generation of diamond bits introduced at the end of 1970s. PDC bits 
use small discs of artificially made diamond to provide a scraping cutting surface similar 
to natural diamond bits. The small discs may be manufactured in any size and shape and 
are not sensitive to failure along cleavage planes as with natural diamond. PDC have 
been particularly successful (long bit runs and high ROP) when run in combination with 
turbodrills and oil based mud. Under certain conditions PDC bits have reduced drilling 
costs considerably despite their high initial cost compared with rock bits. 
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The TSP (Thermally Stable Polycrystalline) bit is a further development of the PDC bit. 
TSP bits are manufactured in a similar fashion to PDC bits but may be run at higher 
temperatures. 
1.1.4 Introduction to IADC Bit Classification System 
To characterise the major design features and intended applications, the IADC 
(International Association of Drilling Contractors) have published a series of bit 
classification standards since 1970s. In 1972, the IADC adopted a three-digit roller bit 
classification system. Then in 198 1, the IADC introduced its first diamond bit 
classification system. By 1987 the IADC completed the fixed cutter bit classification 
(Winters and Doiron, 1988, Winters et al, 1987). The term fixed cutter is used as the 
description for the broad category of non-roller cone rock bits, diamonds bit for instance. 
In the IADC system, there are 4-character design-related codes. The first 3 characters are 
numeric and the 4th character is alphabetic. The sequence of numeric characters is 
defined as "Series-Type-Features". The alphabetic 4th character describes additional 
design features. The following descriptions are made to give a basic explanation for 
these codes. 
(1). Eight categories of "series" number describe the general formation characteristics. 
As the series numbers increase within a bit category, the formation becomes harder 
and more abrasive. Series I through 3 refer to milled tooth (steel tooth) bits. Series 4 
through 8 refer to insert (tungsten carbide) bits. 
(2). Each series is divided into 4 "Types" or degree of hardness. Type I refers to bits 
designed for the softest formation in a particular Series. Type 4 refers to the hardest 
formation in a Series. 
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(3). Seven categories of bearing design and gauge protection are defined as "Features". 
Features 8 and 9 are reserved for future use. Thus, the code 517G for a bit represents: 
5= bit type: an insert (tungsten carbide) rock bit 
1= designated formation: soft to medium formations with low compressive strength 
7= design feature: sealed friction bearing gauge protected 
G= extra Gauge / Body protection 
As for diamond bits, the first character describes cutter type and body material. 
Currently, five letters are used to denote cutter and body styles: 
D- nature diamond-matrix body 
M- polycrystalline diamond compact (PDC)-Matrix body 
s- PDC-steel body 
T- thermally stable polycrystalline (TSP)-matrix body 
0- other types 
The second character details the bit's cross-sectional profile, that is, cutter-bottomhole 
pattern; the third character describes a bit's hydraulic design, i. e. the type of fluid 
outlet and flow distribution; the fourth character denotes cutter size and placement 
density. For instance, code S873 for a PDC bit represents the following 
characteristics: 
S= PDC steel body 
8= short taper and medium cone 
7= open faced changeable jets 
3= medium cutter height 
1.2 Introduction to Well Logging 
The study of ROP modelling is based on the data provided 
by Mud logging and Wireline 
logging services. Therefore, it is essential to give an 
introduction to well logging tools 
and techniques. 
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1.2.1 Mud Logging 
Mud logging was introduced as a commercial service in August 1939. Initially, the 
development of mud logging only involved the analysis of the rock cuttings and the 
contained fluids carried to surface as drilling progressed, to determine the quantity and 
type of fluids contained in the formation. However, mud logging has now become an 
essential part of the drilling process providing dynamic measurements of parameters 
related to the drilling process. The Technical Specification for Mud Logging Services for 
BP (Fear, 1992) requires the service company to provide the following data (on a foot-by- 
foot interval or occasionally metre-by-metre) for post well analysis. 
(1) Depth, two decimal digits in metre or foot 
(2) BHA run number 
(3) Operation code (Drilling code= "D", Hole opening= "H", Underreaming= "U", 
Coring= "C"). 
(4) Date (YY/MM/DD). 
(5) Time (HHMMSS). 
(6) Time-on-Bottom of bit (TON), two decimal digits in minutes. 
(7) Time-off-Bottorn (TOFF), two decimal digits in minutes. 
(8) Cumulative rotating hours on bit (two decimal digits). 
(9) Mud flow (two decimal digits, gallon/minute). 
(10) Total Strokes per minute (SPM). 
(11) Surface rotary speed (RPM), in one decimal digit. 
(12) Total string weight in well (input by operator) 
(13) Surface Weight on Bit (WOB), in two decimal digits. 
(14) Surface averaged rotary torque, in two decimal digits. 
(15) Sigma rotary torque (standard deviation of torque data. If sigma torque is not 
available maximum and minimum torque for each depth increment should be 
supplied), in two decimal digits 
(16) Stand pipe pressure (SPP), in two decimal digits 
(17) Mud weight in, in two decimal digits 
( 18) Interpreted lithology type/code. 
The sampling frequency of the logging data is around 0.25 to I Hz. 
1.2.2 Electric Wireline Logging 
The first electrical log was recorded in 1927 in France and the Electrical well logging 
service was introduced to the oil industry in the 1930s. Since that time, many additional 
and improved logging devices have been developed and put into general use as the 
science of well logging advanced. However, the essential functions are still for 
geologists and reservoir engineers to evaluate formation properties such as deriving or 
inferring accurate values for the hydrocarbon and water saturation, the porosity, the 
permeability index, and the lithology of the reservoir rocks. The following parameters, 
reflecting the properties of the formations are available in the BP data base and may be 
useful for ROP modelling. 
(1) Acoustic travel time (abbreviated to At, Ac or At in the BP data base). This parameter 
is a recording (versus depth) of the time in microseconds for a compressional sound 
wave to cross one foot of formation. At is related to the velocity, V (ft/sec) of the 
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compressional sound wave by At =V. At is a function of formation lithology and 
porosity. Normally, small values of At suggests a hard formation with low porosity. 
(2) Gamma ray log (abbreviated to Gr in the BP data base). Lithology identification is 
the primary application of the Gamma ray log, because it reflects the shale content of 
sedimentary formations. The API (American Petroleum Institute) unit 
has been 
adopted, industry-wide, as the official unit of gamma ray measurement. 
(3) Resistivity Log (abbreviated to Rild in the BP data base). This log can be used as an 
indicator of oil reservoir because it measures the resistance of formation that offers 
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opposition to the electrical current flow, which is a function of the amount of 
formation fluid in that formation and the resistivity of the formation fluid itself. Ion- 
bearing water is conductive; the rock grains and hydrocarbons are normally 
insulators. The unit of resistivity Log is Ohrn/metre or OhnVft.. 
(4) Caliper Log (abbreviated to Cali in the BP data base). Caliper logs are the 
measurement of borehole size normally should be around bit size (inch). 
1.2.3 Comparison of Mud Logging and Wireline Logging 
Mud logging operations are conducted while drilling is in process and normally the data 
are measured by the equipment at surface; wireline logging operations are conducted after 
the drilling process has halted and the data are obtained by a downhole instrument. 
Because the two logging systems are run in different conditions and none of the logging 
system gives an absolute measurement of depth, depth-matching between wireline and 
mud logging data is a problem. Table 1.3 (Day and Fletcher, 1994) summarises different 
sources of error in the two logging systems. 
Table 1.3: Possible Errors of Depth Measurement 
(3000 metres well-depth, Mud Temperature II OOQ 
n- 
Errors with Mud ogging 
Drillpipe stretch +5 to 6m 
Thermal Expansion +3 to 4m 
Pressure effects +1 to 2m 
Ballooning effects -2 m 
Rotational torq -1 m 
h 
Errors with Wireli e Logging 
Elastic stretch +3m 
Inelastic stretch +2 m 
Temperature +lm 
Cable twist -1 m 
Measuring wheel ±1 to 3m 
Sheave movement ±1 m 
Viscous drag +1 m 
Tool sticking unknown 
Yo-yo ±1 m 
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Although there exists a large body of literature discussing the depth correction (Brooks, 
1993, Desbrandes and Schenewerk, 1993, Kirkman and Seim, 1991, Kyllingstad, 1995), 
depth matching in practice still relies heavily on individual expertise and the presence of 
obvious geological markers, because no technique can evaluate precisely the behaviours 
of the variables shown in the above table. 
1.3 Introduction to the BP Database 
The data for this study are provided by BP Exploration and Production Ltd. The data 
base for this study is called the UPS (Unified Petrophysics System included in the main 
database called BP Log). In this data base, mud logging data and electric wireline 
logging data can be cross referenced. The flowchart below illustrates the come-and-go 
process of logging data in the database system. 
(1) Logging companies provide BP with magnetic media such as floppy disk, tapes containing logging data, 
in the format of LIS (Log Information Standard). 
--I-' 
(2) Database engineers in BP load the logging data into UPS in the main computer frame (V 
(3) Database engineers in specific department of BP retrieve specific logging curves to his / her account 
(4) Individual PC for specific analysis, such as time forcasting, ROP modelli 
Fig. 1.3: Schematic Flowchart of BP Logging Database 
1.4 Applications of ROP Model 
An ROP model is a formulated representation of drilling performance. Since the 1950s, 
there have been many sudies related to the development and the application of ROP 
models (Allen, 1977, Allison, 1988, Barronet al, 1990, 
Bentsen, and Wilson, 1976, 
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Bielstein, and Cannon, 1950, Combs, 1968, Cunningham, 1978, Fear et al 1994, Jorden 
and Shirley, 1966, Lummus, 1967). In general, however, an ROP model is a tool to 
reduce drilling cost by means of optimising the drilling processes. In practical terms, 
ROP models are usually applied in the following ways: 
(1) As a means to optimise bit run cost. This function is surnmarised by cost per foot, 
Eq 1.3. This equation has been commonly employed by the drilling community ( 
Bourgoyne, et al 1986, Fear, et al 1992; Graham, et al, 1959, Moore, 1958). 
- 
Cb + Cr (tt + tc + tb 
Cf - Ah 
and Ah = ROP - tb 
hence Cf =Lb +Lr . (t t +t C )+ 
Cr (1.3) 
Ah Ah ROP 
where: 
Cf cost per foot 
Cb bit cost 
Cr rig rate 
tt trip time 
tc connection time 
tb time of bit on bottom, i. e. drilling time 
Ah length of drilled interval for cost calculation 
ROP the averaged rate of penetration upon cost calculation 
For a given bit run, bit cost is a constant, footage (Ah) is a function of both rate of 
penetration (ROP) and bit life (tb) and the variations of connection time (t, ) and trip 
time (tt) are relatively insignificant. Hence, the cost per foot is effectively determined 
by ROP and tb- Since both ROP and tb are functions of a number of other drilling 
variables, such as weight on bit (WOB), rotary speed (RPM), and so on it follows that 
the ability to model ROP and tb mathematically is a precursor to cost-based 
optimisation. However, it should be noted that rather than be applied on a foot-by- 
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foot scale, this technique should be used on a long section where ROP and bit life are 
more likely to be determined accurately. 
(2) As a basis for quantifying the effects of certain variables on ROP. ROP models 
objectively measure the contribution of specific variables to ROP under particular 
drilling conditions confirming, or otherwise, expectation based on experience. For 
example, in general, enhancing bit hydraulics should improve ROP, in some cases, 
however, bit hydraulics may not be an important factor, because within a certain 
range, the effect of hydraulics on ROP may not be significant (Moore, 1958, Warren, 
198 1). Such a phenomenon may be obscured by massive amounts of raw logging 
data, and ROP models can facilitate an insight into the causes behind it. Accordingly, 
the optimal combinations of mechanical and hydraulic parameters can be determined. 
(3) To assist the identification of abnormal bit performance. With a model in hand, 
the bit performance can be predicted, and therefore a deviation from normal bit 
performance can be attributed to specific causes such as a change of formation 
properties. 
(4) To construct the basis for quantitative bit selection based on evaluation of bit 
performance. The contributions of bit design to the drilling performance can be 
characterised and thereafter, bit selection can be done in a quantitative fashion. 
Some principles do exist to guide modelling, but some caution needs to 
be taken. The 
main reason is that all models require subjective assumptions. 
1.5 The Possible Cost Savings by ROP Modelling 
As a means for cost reduction, there is large 
body of literature evaluating the financial 
benefit from advanced drilling technology, including 
ROP modelling (Andersen et A tý C, 
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1991, Brett and Millheim, 1986, Lummus, 1967,1974, Ragland, 1956, Willis and 
Johnson, 1990). 
Currently, drilling costs represent 55% - 80% of any exploration budget (Gloth and 
Sp6rker, 1992) while 15% - 40% of drilling costs are directly bit related, including the 
cost for purchasing the bit, tripping and drilling on bottom time (Fear, 1989,1994). 
According to Lummus (1969), an analysis of 115 wells drilled by Pan American in 1968 
using a technique related to ROP modelling, showed that average savings equated to 25% 
of the total drilling costs. Another study (Simpson, 1984) showed that, in contrast with a 
well not using ROP modelling techniques, the average reduction in drilling cost for 5 
subsequent wells amounted to 31.3%, while the average increase in daily footage reached 
45.2%. 
Given the colossal amount of investment related to bit (0.75 million pounds per well for 
purchasing bit and tripping and drilling, figure averaged from wells drilled by BP 
Exploration in the North Sea area, Fear 1989), there is no doubt that even a small overall 
improvement in bit performance will result in considerable cost savings. It follows that, 
to achieve the potential cost reduction, an improvement in bit performance, i. e. ROP and 
bit life, is essential. If the cost reduction from ROP modelling is as little as 10%, savings 
will be about 05,000 per well drilled by BP in the North Sea area. This saving could be 
achieved with little or no extra investment by simply using the routinely available logging 
data. 
1.6 The Reality of Evaluation of Bit Performance 
Most of the achievements in rotary drilling have been to do with drilling equipment, 
instruments and tools (Aldred, and Wick, 1988, Allen, 1977, Chilingarian and Vorabuter, 
1983, Cloud, 1992, Elliott, et al, 1985, Javanmardi and Gaspard, 1992). As far as 
scientific drilling is concerned, although there exsit a great 
deal of studies- on drilling 
models Allen, 1977, Estes and Randall, 1977, Hodgson and 
Varnado. 1983. Jogi and 
17 
Zoeller, 1992, MaIguarnera, 1986, Millheim and Huggins, 1983, Onoe, 1991, Onyia, 
1984, Steinke, et al, 1988, Thomas, 1989, Wee and Kalogerakis, 1989, Whelehan, and 
Thorogood, 1994). Some of drilling practices, such as bit selection and the determination 
of drilling parameters, are still essentially black arts based heavily on individual 
experience and qualitative interpretation. For example, current methods of selecting a bit 
in the petroleum industry are based on one or more of the following approaches (Fear, et 
al 1994, Fear, 1989). 
(i) Offset bit performance in environments comparable to the planned run 
A knowledge, to widely varying levels of understanding, of the bit design required 
to meet the requirements of the application. 
(iii) The cost of the bit, and a qualitative estimation of run duration (bit life) giving 
predicted cost per interval. 
To understand the problems with current practice, it is useful to refer to the well-known 
cost-per-foot drilling equation (Eq. 1.3). 
To plan a bit run according to offset bit performance, approach (i), is not reliable, because 
firstly, there is no objective method of evaluating bit performance relating to bit life and 
ROP, and secondly, there is no systematic approach for comparing the drilling conditions 
quantitatively, such as formation properties, drilling parameters and so on, between the 
currently planned bit run and those of the offset runs. Consequently, any evaluation of 
offset bit performance is either obscured or misleading. 
The main problem with approach (ii) is that it is very hard to guard against making 
subjective judgements according to the specific knowledge of any individual engineer or 
organisation, which is normally very limited relative to the enormous "'ariety of bit 
designs available in field application. 
The problem with approach (iii concerns the accuracy of the predicted cost per interval, 
which will be poor unless it is based on well established models 
from comparable drilling 
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conditions. Even if these were available, caution must be taken because of subtle 
differences between the planned run and those in which the model was derived. These 
can lead to large errors. 
The inadequacy of current methods can be further highlighted by the bit record (Table 
1.4), which reduces all the variability of the operating conditions of a bit run to a single 
line of information, and has become virtually an industry standard. This is 
conventionally used to compare the drilling performance of similar bit runs. This lack of 
detail will inevitably lead to loss of valuable information and is the cause of poor drilling 
performance (Fear et al, 1994). Consequently, it is difficult to make practical 
recommendations aimed at improving penetration rates on subsequent bit runs. In the 
worst case, this lack of detailed analysis may result in incorrect decisions being made. 
Table 1A An Industry Standard Bit Record 
Well No. X Field: Y Rig Tvr)e: Semi- Submersible Mud tvne = Oil -Rased Date- 01/01/1995 
Variables Variables 
Bit Run No. II Diameter 12.25" 
IADC 5-1-7 Maker Hughes 
Depth in (ft) 8000 Depth out (ft) 8510 
Hours of drilling 11.65 ROP (ft/hr) 43.78 
WOB (Klbs) 26.91 RPM 162 
Flow Rate (gallon/minute) (Q) 725 Mud Density (pound/Gallon) 10.10 
Jets 2* 18+24 Bit Dull Grading T4 B8 G4 
*= Mean values over entire section 
From an inspection of this table, it is impossible to determine which variables affect ROP 
and in what way. As a result, it is not possible to make recommendations to help enhance 
the drilling efficiency on the next well. In fact, there is a significant relationship between 
ROP and the other variables for this bit run. Figure 1.4 illustrates the correlation between 
predicted and actual ROP from regression analysis of foot-by-foot data related to WOB, 
RPM and At for this section. The details of this analysis technique will be developed in 
the later chapters. 
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Fig. 1.4: Illustration of the Correlation between Predicted and Actual ROP 
This table and the plot illustrate the limited value of conventional bit records and the 
potentially valuable information which is being ignored. 
At a more detailed level than bit records, integrated database of mud and electric logging 
data are now becoming more commonly used for performance diagnosis in hole sections 
of interest. These plots generate a visual impression of the interaction of different 
variables on a foot-by-foot basis. For example, Fig. 1.5, overlaying ROP, Gamma ray and 
a series of drilling parameters on a single plot reveals a relationship between both the low 
ROP and severe bit damage. In practice, however, it is difficult to attribute variations in 
ROP to specific variables because of the vast amount of available data and the variations 
in the data. In addition, although the plots are of undoubted value in highlighting drilling 
problems, they are not intended to quantify the relationship between ROP and its 
influential variables. Interpretation of such plots therefore tends to be subjective and 
depends largely on individual expertise. Their use should be complemented by the 
methods described in this thesis. 
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1.7 Some Difficulties with Modelling ROP 
The petroleum industry has, for decades, devoted considerable effort to the understanding 
and modelling of bit performance. As a result, a number of ROP models have been 
proposed (Bourgoyne, and Young, 1974, Eckel, 1967, Maurer, 1962, Warren, 198 1, 
Cunningham, 1959,1960,1978). 
These models have been largely based upon the data from subjectively specified 
conditions. This has been due to the lack of a sophisticated data base, including on-line 
mudlogging data services and petrophysical evaluation logs and the limited means of data 
analysis. 
For instance, in the laboratory, it is difficult to simulate the conditions, such as sample 
size, pore pressure, cleaning status, bit movement and force transmission at the bit. 
Very few sophisticated procedures based on data analysis have been developed. Field 
data without rigorous data editing, such as outlier identification and treatment, cannot 
provide a reliable tool for the improvement of drilling performance. Fig. 1.6 is an attempt 
to extract the relationship between ROP and WOB, conducted by a logging service 
company - Anadrill, Schlumberger (199 1). 
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Fig. 1.6: Crossplot of ROP Versus SWOB 
An attempt was made by Rogaland Research sponsored by a group of oil companies, 
including BP, to find out if any models in the literature were best at modelling bit 
performance. Having paid a great deal of attention to data acquisition and collation, they 
concluded that before further improvement has been made on the logging data, it was not 
possible to model ROP by using field logging data (Rogaland Research Project Reports 
DEA-E 11,1989 - 1992). 
Indeed, it is very difficult to verify a model and so the applicability of the ROP models 
available in literature has been limited. Figs. 1.7a and 1.7b below demonstrate the 
distribution of the whole raw ROP data and the ROP data between Quantile 0.25 to 
Quantile 0.75 respectively with depth (conventionally, data around the median, Quantile 
0.25 to Quantile 0.75 are considered more reliable). In this data set, the ROP of Quantile 
0.25 is 4 1.10, Quantile 0.50 is 54.50 and the Quantile 0.75 is 70.60 ft/hr. 
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Fig. 1.7: Distribution of Raw ROP with Depth 
According to the two plots, it appears to be very difficult to define the causes behind the 
ROP variations, considering that these data are from the same 
bit run within the same 
formation and same hydraulic level. 
1.8 The Contents of This Thesis 
(1) This thesis begins with a study of previous approaches to 
ROP modelling and the 
major achievements in this area. 
The aim is to trace the development of ROP 
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modelling, and take advantage of previous findings to set the scene for further 
investigation. These previous models are classified into a number of categories and 
some typical ones are examined in depth. 
(2) Following the literature review, attention moves to the applicability of conventional 
methods. Three examples are presented which illustrate that it is difficult, if not 
impossible to develop ROP models based on point-to-point raw data. 
(3) Following the analysis and conclusions made by Rogaland Research, an investigation 
of ROP correction is conducted to clarify some common suspicions. Correlations 
between the outliers of ROP and its related variables, such as WOB, RPM etc., are 
demonstrated. It is shown that drillstring compliance, commonly suspected as a 
source of error in ROP modelling, cannot account for the spiky observation of ROP 
measurements. A series of quantitative criteria for highlighting and screening 
erroneous data are introduced. The impossibility of making data correction in a 
point-to-point fashion is discussed. 
(4) Considering that it is difficult to model ROP in the point-to-point fashion, the concept 
of grouping data is proposed and tried out. A prototype method for ROP modelling is 
illustrated. 
(5) On the basis of the success in ROP modelling from grouping data, the nature of 
logging data is discussed and elaborated. 
(6) To demonstrate the method of ROP modelling by grouping data, a model for a rock 
bit is developed step-by-step. 
(7) To verify further the developed methods for ROP modelling, a model 
for a PDC bit is 
developed step-by-step as well. 
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(8) The applications of the new approach are illustrated. The developed models can be 
used for well planning, determining optimum drilling parameters, bit selection, 
prediction of formation property in routine drilling performance. 
(9) Conclusions and recommendations about this approach to modelling and automating 
the developed methods for increased use and user-friendliness are made. 
1.9 The Features of the Developed Methods 
The features of the method developed in this project are best appreciated by contrasting it 
with previous approaches. 
0 In comparison with the approaches of modelling ROP by using laboratory data this 
approach employs the field logging data which are from the real drilling situations. 
Additionally, in comparison with using data from drill-off tests which are usually 
carried out within a very short interval (a few metres), this new method employs field 
logging data through a whole bit run without changing any drilling status. 
0 In comparison with other approaches to modelling ROP by using field data which 
usually dealt only with the data from shale formations, this approach introduces 
quantitative criteria to screen and organise the data, which extends ROP modelling to a 
wider spectrum of lithologies, e. g. limestone, sandstone, for bits including rock bits 
and PDC bits. 
0 In comparison with the reliability of other approaches, the coefficients of the models 
developed from the new approach are calculated using rigorous statistical tests without 
presuming the relationship in advance. As a result, the model can 
be demonstrated to 
be physically valid under the conditions from which 
it was derived, a critical 
consideration given the varying contribution of factors affecting 
ROP under different 
drilling con itions. 
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CHAPTER 2 
LITERATURE REVIEW OF ROP MODELLING 
In order to take the advantages of other people's achievements and set the scene for further 
research, this chapter is a literature review of ROP modelling. For ease of reference, this 
review is carried out in the following sections: 
(1) Investigations of the factors affecting ROP. A review of research identifying the 
fundamental drilling variables and their impact on ROP. For example, hydraulics, 
WOB, RPM, and formation effects fall into this category. These studies direct variable 
selection and screening and lay the foundation for ROP modelling. 
(2) Investigations of the approaches to modelling. There are a number of approaches to 
ROP modelling. For instance, some models are based on controlled experiments such 
as laboratory experiments and, some have resulted from analysis of routine field data. 
The characteristics of each specific approach are discussed below: 
0 Models from controlled experiments. Models, based on data collected from controlled 
experiments, either in the laboratory or in the field fall into this section. This kind of 
work strengthens the understanding of the drilling mechanisms and clarifies 
mathematically the basic correlations between ROP and its related variables. 
0 Statistical models based on field data. These kinds of model use regression analysis in 
the style presented by Burgoyne and Young (1974). They have been adopted by many 
researchers in subsequent studies. It is clearly desirable to build up models of ROP 
using field data. Their methods of data handling and incorporation of equations will 
be 
improved further. 
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Additionally, models related to the relationships between drillability and formation variables 
such as At (sonic transit time) are discussed. These kinds of models serve to assess 
quantitatively the effects on ROP of various unalterable variables. As a result, models 
incorporating formation variables, At for example, appear to be more accurate. 
2.1 The Factors Affecting ROP 
Some of the basic relationships between ROP and its related variables may be understood 
simply by intuition. For instance, it is clear that WOB and RPM (torque related), the 
energy in the system, are two essential parameters for penetrating the formation. However, 
mechanically meaningful models cannot be derived according to intuition. 
To define the relationships between ROP and its related variables, numerous studies have 
been undertaken (Allen, 1977, Bielstein and Cannon, 1950, Black, 1985, Bomar, and 
Callais 1993, Bourgoyne et al, 1986, Brantly, and Clayton, 1939, Cunningham and 
Eenink, 1959, Cunningham, 1960, Eckel, and Nolley, 1949, Eckel, 1954,1958,1967, 
Estes, 1971,1974, Feenstra et al, 1984, Guo, 1988, Liao, 1988, Lingen, 1962, Lummus, 
1974, Maurer, 1962, Warren and Smith, 1985). Table 2.1 surnmarises some of the 
fundamental discoveries from the end of the 1930s to 1980s. 
2.1.1 Investigations by Brantly and Clayton 
In 1939,4 decades after the application of rotary drilling, Brantly and Clayton published a 
paper analysing quantitatively the importance of ROP related variables. 
According to the 
results of an 8-year extensive study on the records covering 
500 wells in a number of 
typical fields of Texas, Oklahoma, Louisiana, California, New 
Mexico, Wyoming and 
Kansas, this paper indicated that the total increase 
in ROP was related to personnel and 
equipment, WOB, RPM and flow rate, and suggested 
that WOB was the most important 
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factor. However, the application of the conclusions drawn in this paper was limited by the 
equipment available at that time. Because of the lack of BHA (Bottom- Hole-Assembly) 
there was not sufficient WOB available. Moreover, there existed some worries about 
drilling a crooked hole with large WOB. 
To define the importance of personnel, Brantly and Clayton collected data from 14 wells 
drilled in one field over 3 years using the same drilling practice. The average fluid volume 
and pressure, drill-pipe size, mud characteristics, size of bits and the formations were 
reportedly the same for each of the 14 chosen wells. Brantly and Clayton noted that these 
wells, although drilled in the same manner, varied in ROP. A curve then was drawn by 
plotting ROP against elapsed time by month, of the first spudded well to the last well 
drilled. This graph shows a definite trend of ROP increase over the period of 3 years. 
This study in fact led to Brantly and Clayton suggesting that an ROP model can provide an 
objective measure of the drilling process and therefore facilitate the learning process. 
2.1.2 Investigations by the Humble Company 
Researchers with the Humble Company have published a number of papers related to ROP 
modelling since the end of 1940s (Bielstein, and Cannon, 1950, Combs, 1968, Eckel and 
Nolley, 1949, Eckel, 1954,1958, Ragland, 1956, Wardroup and Cannon, 1956). 
Particularly, the work (Nolley, et al 1948) was recognised as the milestone marking the 
start of the scientific period of rotary drilling. 
In an attempt to evaluate the effects of hydraulics on ROP, Humble conducted a number of 
field experiments in the uniform sections of shale formations. A total of 106,800 feet of 
borehole from 26 wells was used. As a result, it was found that the product of nozzle fluid 
velocity and circulating rate had a proportional positive impact on ROP. This indicated 
quantitatively an approach to improving ROP. Additionally Humble clarified the existence 
of a "balling-up point", which showed that ROP improvement could not always 
be 
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achieved by simply increasing WOB. In their work, the relationships between ROP and 
RPM and personnel and equipment were investigated and the results confirmed the 
statements made by Brantly and Clayton (1939). 
Following up this highly appreciated work, Humble published a further paper (Eckel, et al, 
1949) formulating a series of equations to calculate the optimum nozzle and pump-liner 
program for drag-type bits. Based on the results from field tests, Bielstein and Cannon 
(1950) published a paper indicating the factors affecting roller cone bits drilling with 
hydraulic jets in soft and medium-hard formations. The basic conclusions in this paper 
agreed with those published previously (Nolley et al 1948). However, Bielstein and 
Cannon (1950) made further clarification. They reported the existence of a threshold of jet 
velocity, such that ROP could only be improved after this threshold was exceeded. This 
paper also indicated that ROP was not always proportional to nozzle fluid velocity and 
circulating rate and that the relationships between ROP and its related variables varied with 
formation properties. From the work of Bielstein and Cannon, it became clear that ROP 
was a function of a number of drilling and formation variables, and that improving ROP 
would not simply be a matter of adjusting one drilling variable while ignoring others. One 
may appreciate that ROP models vary with specific drilling conditions, and that there may 
not exist any universally applicable model. 
In 1954, Humble published another paper (Eckel) describing the effects of fluid properties 
on ROP. Based on field data, this paper indicated that the ROP obtainable with muds 
might vary from 30 to 70 percent of those obtainable with water under the same conditions. 
The causes of this reduction were discussed in the light of laboratory experiments and 
field 
experience. As a result, this paper indicated that ROP varied 
inversely with mud density. 
In addition, it was reported that mud viscosity had a negative effect on 
ROP because of 
hole cleaning implications and that lubricating properties of oil-emulsion 
had a positive 
effect on ROP. These discussions suggested that any 
factor assisting hole cleaning may 
improve ROP, and vice versa. 
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In 1958, Humble Oil Company (Moore) published another article in the Oil and Gas 
Journal. Under the title "5 factors that affect Drilling Rate", the relationships between ROP 
and its related variables were discussed based on a number of results from laboratory 
experiments and field verifications. 
Factor 1: Hydrostatic pressure. Moore indicated that ROP went down as hydrostatic 
pressure (drilling-fluid pressure) went up, which confirmed the work, done by Murray 
and Cunningham (1955). Furthermore, Moore indicated that the amount of ROP 
reduction depended on the difference in hydrostatic pressure and pore pressure, and the 
difference in hydrostatic pressure and pore pressure is related to the weight of mud and 
the formation properties. 
Moore's statement was verified further by Cunningham (1959) based on laboratory 
studies into the effects of overburden, formation and mud column pressures on ROP in 
permeable formations. Cunningham reported that the layer of penetrated cuttings and 
mud particles was an important factor in ROP performance. By plotting ROP against 
mud column pressure, Cunningham clarified that the efficiency of removing the layer of 
cuttings and mud particles was largely determined by the pressure difference between 
the borehole and the formation. In addition, Cunningham investigated the effects of 
differential pressure and jet velocity on cuttings movement. He reported that at high 
differential pressures, the layer of cuttings and mud particles was more difficult to be 
removed (Chip Holddown Effects), so that a higher jet velocity would be required. 
Factor 2: WOB and RPM. Moore investigated the effects of WOB and RPM on ROP by 
conducting laboratory tests. In these tests, the drilling conditions imposed on the rock 
sample were essentially the same as found in actual field drilling. The results showed 
that ROP increases linearly with increases in WOB and RPM unless the bit teeth were 
completely buried and that the tendency for the curve of ROP versus WOB to begin to 
flatten out was due to inadequate removal of cuttings. 
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In addition, field tests were carried out. Moore reported that ROP was more sensitive 
to WOB and RPM in the field than in the laboratory. By comparing ROP performance 
in two wells, Moore showed that by keeping other factors constant and increasing 
WOB from 9 Klbs to 20 Klbs, Well A was drilled in 39% less rotating time than Well 
B. He supposed that if the hydraulic horsepower had also been increased, it is 
probable that Well A would have been drilled in about half as many rotating hours. 
Factor 3: Mud Properties. Based on laboratory tests and field data, Moore discussed the 
effects on ROP of a number of mud properties including mud weight, solid contents, 
viscosity, filtration rate and oil in mud. 
Based on field data, Moore compared drilling hours in water with that in mud and 
concluded that when conventional bits were used, ROP with mud was only 40% of that 
with water, and that ROP went down as mud weight went up. As for solid contents, 
Moore noted, based on laboratory data, that a decrease in solid contents from 34% to 
30% resulted in 3% increase in ROP. As for the effect of viscosity, Moore conducted 
laboratory tests and compared ROP in clear water with that in dirty water. He noted 
that viscosity has a significant negative effect on ROP, because it affects hole cleaning. 
As for the effect of filtration rate, Moore noted that both in the laboratory and in the 
field, ROP increased as the filtration rate increase. He suggested that this might be due 
to the fact that mud with higher filtration rate had low viscosity. As for the effect of oil 
content on ROP, Moore compared the drilling hours of two wells of which one was 
drilled in oil-emulsion mud and one in lime-treated mud. He noted that the well using 
oil-based-mud was drilled 46.43% faster than the well drilled with the water-based- 
mud. 
In fact, Moore's discoveries agreed with previous investigations carried out by other 
researchers and verified by the researchers later (Bielstein and Cannon 1950, Warren, 
198 1). In 1967, Eckel published a paper studying the effects of fluid properties and 
hydraulics on ROP in the laboratory by using a microbit. Eckel formulated the effect of 
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viscosity and hydraulics on ROP by introducing a parameter in terms of the Reynolds 
Number. 
Based on the expectation that Reynolds Number can account for the cleaning status of 
the drilling bit, Eckel presented an ROP model incorporating the Reynolds number as a 
variable: 
ROP =K- WOBaRpMb Rec 
where 
a, b, c= exponents 
coefficient 
Re = (kQp)/(dg) 
and 
d= equivalent diameter of nozzles 
k= coefficient 
9= viscosity 
flow rate 
mud density. 
As far as the applicability was concerned, Eckel concluded that microbit tests 
confirmed, at least qualitatively, field observations such as the relationships between 
ROP and WOB and RPM. Hence, microbit tests for discovering the fundamental 
relationships of drilling variables had been shown to be a viable approach. It followed 
that the laboratory based experiments could explain drilling phenomena to a significant 
extent. However, it should be pointed out that the model above could be used 
accurately only if the effects of formation properties on ROP varied little in the 
formation being drilled, which is unusual in practice. 
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Factor 4: Hydraulics. Generally, an increase in either bit horsepower or impact will 
increase ROP. The primary purpose in either is to clean the bottom of the hole of 
cuttings to prevent regrinding. Moore indicated that at a given WOB and RPM, ROP 
increased with increases in hydraulic horsepower until the point was reached where 
there was complete cleaning below the bit. After this, increases in hydraulic 
horsepower had no effect on ROP. This indication explained why occasionally, 
increases in HSI (Horsepower per Square inch of Bit Area) do not result in significant 
improvement in ROP, particularly from statistical viewpoints. This should be noted for 
interpreting the results of ROP modelling from regression analyses. 
Factor 5: Economics. Moore indicated that achieving optimum ROP does not completely 
depend on physical factors only. There are economic factors, such as the cost of 
equipment or bit life etc., which must be considered to get minimum cost per foot of 
hole drilled. The well-known drilling equation (Eq. 1.1) was used as a comprehensive 
evaluation of drilling cost. 
2.1.3 Further Clarification of Factors Affecting ROP 
In a paper entitled as "Contemporary Methods for Determining the Parameters that Affect 
the Rate of Penetration" (Allen, 1977), a review was conducted and the following items 
were concluded as the basic factors affecting ROP. 
(1) Bit selection 
(2) Bit weight 
(3) Bit rotational speed 
(4) Bit hydraulics 
(5) Drilling fluid properties 
(6) Formation properties 
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In comparison with Moore's work (1958), the fundamental contents of this paper (Allen, 
1977) were the same, although bit selection and formation properties were highlighted. 
In summary, the following items were identified and concluded as the most important 
variables affecting ROP (Bourgoyne et al, 1986),. 
(1) Bit type 
(2) Formation characteristics 
(3) Drilling fluid properties 
(4) Bit operating conditions (WOB and RPM) 
(5) Bit tooth wear 
(6) Bit hydraulics 
The above items are almost the same as Allen's work (1977). 
2.2 Review of Models from Controlled Drilling Conditions 
Based on research into factors affecting ROP, a number of models related to ROP have 
been developed (Bielstein and Cannon, 1950, Bentsen and Wilson, 1976,1977, 
Bourgoyne and Young, 1974, Cunningham, 1978, Eckel, 1967, Galle and Woods, 1960, 
1963, Maurer, 1962,1965, Rehm and McClendon, 1971, Warren et al, 1981,1984,1985, 
1987,1988,1989). Because of the complex interaction between drilling variables, most 
models had to be derived from specified and controlled drilling conditions. For instance, in 
order to identify the relationship between ROP and WOB, a section of homogeneous 
formation, usually a few feet, was used so as to exclude the influence of formation 
properties and other drilling variables such as RPM and hydraulics. The model is then 
derived by using limited data from the field or the laboratory. 
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From this literature review, it has been found that all the ROP models include roughly the 
same variables. WOB and RPM occur in all of the models, as do same representation of 
hydraulics and formation properties, either explicitly or implicitly in the form of a 
coefficient (k) of drillability. However, the evolution of ROP models is evident. 
Before the 1960s, most ROP models were presented in the so-called ROP-WOB-RPM 
format, and the major difference between the models were the values of the exponents of 
WOB and RPM. This can be seen in these models presented by Cannon respectively in 
1950 and 1956 (Maurer, 1962). In these models, the coefficient, a or k, was used to 
represent all the effects of all variables other than WOB and RPM. However, besides 
WOB and RPM, there are so many variables, such as formation properties and hydraulics, 
affecting ROP that it is difficult to represent their impact by using a single coefficient. 
Based on experimental results and rock cratering mechanism, Maurer presented a model in 
1962: 
2 
ROP= k-- 
D2S2 
in which N refers to RPM, W to WOB, D to bit size, S to rock strength. Maurer assumed 
that all of the rock debris could be removed between tooth impacts, i. e. perfect hole 
cleaning could be achieved. In his model, ROP was directly proportional to RPM and to 
WOB squared, and inversely proportional to the bit diameter squared and to the rock 
strength squared. Following a series of ROP-WOB-RPM tests with microbits by 
Somerton (1959), Maurer included the effect of rock strength (S) explicitly on ROP. 
According to the data obtained from 4-3/4" rock bits (milled teeth) running in impermeable 
Beekmantown dolomite with water as the drilling medium and under near perfect cleaning 
conditions at simulated depths of 0 to 3000 feet, Maurer produced a series of significant 
discussions regarding drilling mechanics. 
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Maurer noted that for constant WOB, ROP was proportional to RPM up to 300 revolutions 
per minute. Above 300 RPM, he suggested that the bit was rotating so rapidly that not all 
of the material was removed from the craters between impacts which resulted in the 
deflection of the relationship between ROP and RPM. 
Using data from 5" and 8" bit runs, Maurer also found that ROP was independent of bit 
size when the ratio of WOB to bit diameter was constant. However, Warren (198 1) noted 
that, when bit size increased from 9-7/8" to 12-1/4", a distinct change in the relationship 
between the number of teeth, tooth length, and bit diameter occurred and affected bit 
performance significantly. 
Regarding the necessity of including a threshold coefficient of WOB (WO, threshold of 
WOB, related to rock hardness) into his ROP model, Maurer found that the value of WO 
was significant only when drilling very hard rock where the threshold WOB was too large 
to be neglected. If drilling soft or medium-hard formations, the value of WO should be 
negligible because the ratio of WO to WOB was very small. 
Maurer summarized the relationships between ROP and WOB by using the curve shown in 
Fig. 2.1. 
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(after Maurer, 1962) 
Fig. 2.1: Illustration of ROP-WOB relationship 
By referring to this curve, Maurer indicated that perfect cleaning conditions occur during 
the line section a-b, in which the value of WOB is low, therefore ROP is directly 
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proportional to RPM and to WOB squared. From point b on, imperfect cleaning sets in 
and the rate of increase of ROP with WOB decreases. As additional WOB is applied, the 
exponent continues to decrease until a maximum drilling rate is obtained at point e and 
further increases in WOB tend to lower the ROP because of poorer cleaning outweighing 
the effects of increased WOB. Maurer stresses that most real drilling is performed on the c- 
d portion of the curve, which results in an approximately linear relationship between ROP 
with WOB. 
Based on an empirical approach for relating drilling parameters, Cunningham (1978) 
presented a model using the results of one laboratory test . 
ROP= 
k- N(WID)a 
0.424S1.5 + APO. 75 
ýN. ( _WI D) a 
where, 
bit diameter 
k= equation coefficient 
RPM 
rock strength 
WOB 
exponent 
AP= fon-nation differential 
Cunningham's model possessed essentially the same form as Maurer's. However, 
Cunningham separated the influence of differential pressure (AP), in addition to that of 
rock drilling strength (S), from the all embracing coefficient, k. Cunningham 
however did 
not presented a practical method to work out the value of S and AP. 
Because of the complexity of the drilling process, modelling 
ROP has always been 
controversial. For example, although Maurer and Cunningham substantiated 
their models 
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with results from field tests and laboratory tests, Warren suggested that there was an 
inadequacy simply by demonstrating that the models could not match a set of experimental 
data made by Warren (198 1, Fig. 2.2). In fact, that inadequacy may be because of the 
difference between the experimental conditions. 
200 
100 
0 
.... .... .. Maurer 
big Exper. Data 
Galle-Woods 
Cunningham 
'. 
dm 
N 
Experimental conditions: 
9.7/8" Series I bit 
Ind. Limestone 
100 psi back pressure 
330 GPM water, 100 RPM 
0 10 20 30 40 50 
WOB (Klbs) 
(after Warren 198 1) 
Fig. 2.2: Illustration of different models to Experimental data 
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As a result, Warren presented a new model for soft-formation bits and modified it to a more 
comprehensive format in 1987 (Warren, 1987). 
ROP a_ 
S2 -D3+b c-D-yf -y 
N-W2 N-D Fj,,, 
where: 
a, b, c bit constants 
D bit diameter 
AP pressure differential of formation 
Fj m modified jet 
impact force 
N RPM 
S rock strength 
w WOB 
(X Exponent 
9 plastic viscosity 
rf fluid specific gravity 
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Basically, Warren's model was derived from an earlier model based on dimensional 
analysis proposed by Wardlaw (197 1). This was presented in his Ph. D. dissertation and 
was the first thesis for a Ph. D. degree directly related to ROP modelling. In his thesis, 
Wardlaw indicated that most of the previous ROP models included the same major 
parameters with different powers, and the powers or coefficients in these formulas are 
established empirically by means of field or laboratory testing. 
In comparison with previous models, Warren's model explicitly accounted for more 
variables such as bit design constants, hydraulics and mud properties, rock strength (S) 
and differential pressure (AP). In theory, all of the parameters included in Warren's model 
are important and, as a result, the model should represent the drilling process more 
accurately. However, there are shortcomings to simply incorporating more and more 
variables into a model. Namely, it is not always possible to define precise coefficients for 
all the variables. Indeed, incorporating too many variables in a model can actually decrease 
its accuracy of prediction because of errors associated with each of these variables. 
To prove his model, Warren conducted experiments under simulated field conditions. 
Most of the findings coincided with those of Maurer and Cunningham. For instance, 
Warren indicated that at low WOB, ROP increases at an increasing rate as WOB is raised; 
and that, above a certain level of WOB, ROP increases at a decreasing rate. However, 
Warren also introduced some phenomena which had not been described previously. 
As a result of the observation that while drilling with water at 100 psi (689 KPa) differential 
pressure there was an insignificant change in ROP for a range of hydraulics between 1.06 
and 3.79 HSI (Horsepower per Square Inch) of bit size, Warren (198 
1) indicated that, 
within a certain range of hydraulic conditions, the effect of 
WOB on ROP could not be 
improved significantly by higher hydraulics, which in fact agreed with the 
indication made 
by Moore (1958). Warren (1987) concluded that an increase in WOB will increase the 
ROP more with an oil-mud than with a water-mud at the 
higher WOB, which agreed with 
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the expectation that oil-mud can improve hole cleaning and delay the occurrence of the 
balling-point. 
Specific Energy is another approach to modelling ROP. The concept of Specific Energy 
(SE) was first proposed by Teale (1965) as an indicator of the mechanical efficiency of any 
rock-working process. Teals's work has been used in many experimental tests (Szlavin, 
1974) and for bit selection (Rabia, 1985,1986) and for quantifying drilling problems 
(Pessier and Fear, 1992). Furthermore, Rabia and Farrelly (1982,1985,1986) modified 
the equation of Specific Energy to facilitate practical application: 
SE(inch - lbf / in3.20. 
WOB(lbf )- RPM 
(Rabia, 1985) 
D(in. ) - ROP(ft / hr) 
Where D refers to bit size (inch) . Rabia and Farrelly indicated that the most useful facet of 
SE is to fit bit performance and both Teale's model and the modified models represent the 
essence of SE, i. e. the energy required to remove a unit of volume of rock. Additionally, 
these equations imply that ROP is directly proportional to WOB and RPM. 
2.3 Review of Models from Field Data 
A typical approach to constructing models related to ROP by using field data is to use 
regression analysis. The idea of using a regression analysis of past drilling data to evaluate 
constants in a drilling model was first proposed by Graham and Muench (1959). It was 
used by Combs (1970), Hebert and Young (1972) for the detection of over pressure from 
drilling data; by Walker et al (1986) to define the relationship of ROP and rock properties 
and depth; by Yin (1986) to determine the formation drillability and by Onyia (1988) to 
derive the relationships between drilling strength and electric log properties. However, the 
best-known work in ROP modelling has been that presented by Burgoyne and Young 
(1974). They conducted regression analysis of detailed drilling data. Burgoyne and 
Young's model is: 
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i=8 
ROP= Exp[al +I (a, x, )] 
i=2 
In the above model, 8 sub-equations developed from a variety of drilling conditions were 
employed to represent 8 effects on ROP (Table 2.2 below). 
Table 2.2: Sub-Equations in Bur2ovne's and Youna's Model 
Sub-Equations 
No ROP= Definition 
I e a, Represents the combined effects of formation' 
strength, and other variables not included explicitly. 
2 a2 . (10,000 -depth) Represents the effect of formation depth in normal e compaction (10,000 is an empirical data). 
3 
a3. depth 
0.69. (gp -9.0) 
Represents the effect of geopressure gradient 
e 
4 
a4-depth . (gp-pc) 
Represents the effect of pressure differential 
e 
WOBID-(WOBID)t a5 I 
4.0-(WOBID)t Represents the effect of WOB 
5 
6 
N )a6 Represents the effect of RPM 
100 
7 e -a7h Represents the effect of tooth wear 
PQ 8 350-p-dn Represents the effect of hydraulics 
d= bit diameter, dn= equivalent nozzle diameter, e= natural logarithm, gp= pressure gradient, h= length 
of bit teeth, N= RPM, Q= mud flow rate, ýt= plastic viscosity, pc= equivalent circulating mud density at 
the hole bottom, (WOB/D)t= threshold WOB. 
The coefficients of each variable, i. e. each of the eight sub-equations in the comprehensive 
model, is determined through multiple regression analysis. Burgoyne and Young indicated 
that when carbide insert bits are used, ROP did not vary significantly with tooth wear, thus 
the tooth wear exponent can be assumed to be zero. 
To deten-nine the values of the coefficients of a2 through to a8, Burgoyne and Young took 
the following steps: 
- select a series of shale sections from the wells of interest 
average the variables of eac section 
9 build up the model and evaluate the values of the coefficients 
by using the averaged data 
points 
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Considering that data from a drilling process can never be 100-percent accurate, Burgoyne 
and Young recommended the minimum ranges for each of the variables incorporated in the 
model, and the minimum data points for multiple regression analysis (Table 2.3,2.4). 
Table 2.3: Recommended Minimum Ranges of ROP Related Variables 
(adaDted from Bureovne and Youn2.1974) 
Variable Equation Range 
x2 I OOW - depth 2,000 
x3 depthO. 69 . (g, 3-9.0) 15,000 
x4 depth -(gp - p, ) 
15,000 
x5 WOBID-(WOBID)t 
4.0-(WOBID)t 0.40 
N 
- 
) 
100 0.50 
0 -h 0.20 
x8 PQ 
350-p dn 0.50 
d= bit diameter, dn= equivalent nozzle diameter, e= natural logarithm, gp= pressure gradient, h=length 
of bit teeth, N= RPM, Q= mud flow rate, g= plastic viscosity, pc= equivalent circulating mud density at 
the hole bottom, (WOB/D)t= threshold WOB. 
Table 2.4: Recommended Minimum Data Points for ROP Modelling 
(winnted frnm Rnmovne ind Young. 1974) 
Number of 
ýaram--eters in AM- odel Minimum Number of Points 
8 30 
7 25 
6 20 
5 15 
4 10 
3 7 
2 4 
Their steps and recommendations suggested that it would not be possible to model ROP 
within a specific bit run, because insufficient data points could be obtained. 
Burgoyne and Young 's model has been verified by a number of researchers 
in different 
areas (Maidla, et al 1991, Wee, et al, 1989, Al-betairi, et al 1988). 
All of the results are 
reportedly successful and some modifications have been made. 
The main modification by Maidla and Ohara (199 1) on Burgoyne and 
Young's model was 
to use the correlation between rock compressive strength and shear sonic 
travel time 
derived from compressional sonic travel time (Mason, 1987). 
Maidla and Ohara reported 
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that the results of both models are very similar except at a depth at which compressive 
strength decreased, leading to slightly better predictions with the model using shear travel 
time instead of depth. 
Applying Burgoyne and Young's model in the Arabian Gulf area, Al-Betairi et al (1988) 
found, according to detailed regression analysis, the existence of various interdependencies 
between Burgoyne and Young's eight modelled variables. From Al-Betairi's analysis, it 
can be seen that a number of the estimates of the model coefficients are physically invalid or 
statistically insignificant. For instance, the negative coefficient for WOB and the 
parameters which do not satisfy t-Test (95% level) are incorporated in the models. Al- 
Betairi et al concluded that adding more data points would produce significant change in 
some of the coefficients and more data points were necessary to obtain a reliable estimation 
of the drilling parameters in a model. However, Al-Betairi did not suggest any approach to 
obtaining more data points. 
Wee and Kalogerakis (1989) applied Burgoyne and Young's model to data from wells 
drilled in Canadian offshore areas. They proposed that the parameters in Burgoyne and 
Young's model could be reduced to five variables with no loss in its predictive capability, 
which in fact suggested that the factors affecting ROP vary from situation to situation. 
In view of these successful field verifications of Burgoyne and Young's approach, it can be 
concluded that in general, multiple regression analysis is an adequate approach to modelling 
ROP using field data and Burgoyne and Young have demonstrated the basic considerations 
of variable selection for modelling. However, it should be noted that 
firstly, wirellne 
logging data have a role to play in modelling ROP; secondly, regression analysis requires 
rigorous statistical methods, because not all variables are significant in all cases, and 
retaining insignificant variables in a model may damage its validity and ability to predict 
drilling performance. 
There are, however, certain questions which arise concerning the value of examining 
the 
relationships between drilling and logging data over multiple 
bit runs and long depth 
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increments. Firstly, it is clear that, within such wide data sets, systematic correlations 
become obscured by variation induced by changes in bit type, rock type and other possibly 
less visible factors. To overcome this problem, it is desirable to establish models by using 
data from specific bit runs of interest. Secondly, it is unusual to get sufficient data points 
from one bit run or even from one well to satisfy Burgoyne and Young's requirements for 
ROP modelling (Table 2.4). Thus, this suggests that a systematic approach to exploiting 
data from specific bit runs of interest is a key to ROP modelling. Thirdly, the validity of 
the sub-equations employed in Burgoyne and Young's model is questionable because the 
relationships between ROP and logging variables vary from situation to situation. To 
resolve this problem, it will be necessary to identify the relationships between ROP and 
logging variables using data from drilling situations of interest. To achieve this, again 
relies on a systematic approach to data editing because usually the raw data can hardly 
show reliably valid relationships between ROP and logging variables. However, before 
the method of regression analysis can be extended to a wider spectrum of bit types and 
formations, and be used in an automated way with any confidence, the technique of editing 
data needs improving, the sub-equations from other drilling situations need to be modified 
and the parameters retained in the model need developing. 
2.4 Review of Models Incorporating Wireline Logging Data 
Conventionally, wireline logging data are collected for use by reservoir engineers and 
geologists to evaluate formation properties such as shale content, rock porosity and so on. 
However, it has become recognised that routinely available wireline logging data can 
provide direct measurements of rock strength in the downhole environment (Allen, et al, 
1991, Elkington, et al, 1982, Elliott, et al, 1985, Farrelly and Rabia, 1987, Foster and 
Whalen, 1966, Gstalder and Raynal, 1966, Onyia, 1984,1986, Raynalet, al, 197 1, 
Rasmus and Stephens, 1991, Stein, 1992, Rios and Montiel 1974). It is also evident that 
instead of depth, which has been used in the past to represent formation properties 
(Burgoyne and Young 1974), using wireline logs in ROP modelling can improve the 
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model's accuracy and utility (Maidla and Ohara, 1991). The discussions below are about 
some major developments of linking ROP to wireline logs, At (sonic transit time) in 
particular. 
In 1966, Gstalder and Raynal presented a series of results linking rock drillability with rock 
hardness which were tested according to a method developed by Schreiner in 1958. 
Furthermore, the relationships between rock hardness and sonic velocity, Young's 
modulus and other rock mechanical properties were developed. On the basis of 
experimental results, they reached the following conclusions: 
(1) Rock hardness can be deduced from sonic velocity measurements, provided the 
mineralogical characteristics of the rock are taken into account. 
(2) The effect on ROP of rock characteristics varies with other factors, such as bit type and 
the range of the operating parameters. 
Gstalder and Raynal (1966) noted that the effects of rock characteristics on ROP varied 
with bit type and drilling parameters, i. e. for a formation with the same rock hardness, the 
relationships between ROP and rock hardness varied with bit types. This observation 
suggested that care should be taken when the values of coefficients (drillability or drilling 
strength) derived from particular drilling conditions are used subsequently in different 
drilling conditions. This again highlights the difficulty to develop any universally 
applicable model, and calls for a robust method to enhance the productivity of ROP 
modelling. 
Following up Gstalder and Raynal's results, Somerton et al (1969) conducted further 
studies of the relationships between rock properties and drillability. Somerton concluded 
that drillabilty was a good measurement for bit selection and At should be used in ROP 
models to account for drilling strength. 
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Onyia (1988) presented a series of results concerning the relationships between drilling 
performance and electric log properties. He calculated drilling strength according to the 
ROP model developed by Warren (1981,1987) then compared these values with wireline 
logging data, including formation resistivity, At, porosity, density log, and gamma ray. 
Onyia concluded that there are significant relationships between rock strength and sonic 
velocity, porosity and formation resistivity. His conclusions suggest that wireline logging 
variables should be used when modelling ROP. 
Concerned with the mechanism underlying the relationship between drilling performance 
and wireline logs, Onyia suggested that porosity, a comprehensive representation of At, 
void space and rock density is the governing factor. He indicated that for porosity 
exceeding 15%, ROP would significantly correlate with sonic velocity, but, for porosity 
below 8%, the variation in ROP was ostensibly a function of drilling variables, such as 
WOB and RPM. Significantly, Onyia noted the effect of shear travel time on ROP is 
similar to the compressional travel time. This observation suggested that either shear sonic 
velocity or compressional sonic velocity (At) could be used as a parameter in ROP 
modelling. In practice, the compressional sonic velocity is much easier to obtain. 
However, it should be remembered that although the underlying trend between drilling 
performance and rock properties may be similar from area to area, the coefficients of the 
models representing the relationships between drilling strength and wireline logs will 
almost certainly vary. Therefore, the coefficients derived from specific drilling conditions 
should be used mainly for qualitative reference. 
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CHAPTER 3 
TEST OF CONVENTIONAL METHODS 
It has been shown in the literature review that the factors affecting ROP have been clearly 
identified and a number of models have been developed. This chapter is to assess the 
values of the conventional methods, by using a number of data sets. The first exercise uses 
a set of routinely available logging data from a hole section with relatively constant 
formation properties; the second uses a set of data in which all variables have been 
constrained except DWOB and ROP; the third uses data from a series of drill-off tests. The 
results indicate that conventional methods require further improvement. 
3.1 ROP Modelling Using Routine Logging Data 
The aim of this exercise was to see if an ROP model can be derived from the raw routine 
logging data. The data set used in this exercise was from a section drilled with a 12.25" 
rock bit. The mud type was water-based. The data were routinely provided by logging 
services to BP. 
3.1.1 Modelling Steps 
(1) Choose a dataset of interest. A data set from a rock bit run (12-1/4", ATMT22G, 
IADC= 517) was chosen. Table 3.1 gives the description of this data set (Set A). It 
should be noted that the interval for mud logging measurement 
in this data set is 0.5 
metre, and only SWOB recordings are available. 
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Table 3.1: Description of Data Set A 
(after Turton and Fear's, Fxe. rriu- 1()()I) 
Item Min. Median Max. Range Mean Cv(%) 
Depth (ft) 7,612 7,801 7,991 379 7,801 1.41 
2 ROP (ft/hr) 3.80 7.69 12.30 8.50 7.88 16.62 
3 SWOB(Klbs) 36.20 43.65 50.60 14.40 44.02 7.22 
4 RPM 151 160 175 24 163 4.2 
5 HSI 4.19 5.46 5.61 1.42 5.43 2.58 
6 At (gs / ft) 64 72 80 16 72 4.44 
Cv= Coefficient of variability of data= standard deviation/mean 
The small values of ROP and the small range in values of ROP (Table 3.1) suggest that the 
ROP measurements in this dataset be stable. 
(2) Conduct depth shifting between mud logging data and wireline logging data under the 
help of petrophysists and geologists. A comparison was made between the electric 
logging data and the ROP curves. No distinct mis-matching was concluded. 
(3) Examine the formation properties in the chosen section. This section was a shale 
interval and the formation properties were regarded as uniform. 239 data points were 
obtained in the section chosen for ROP modelling. Fig. 3.1 shows the distribution of 
ROP, SWOB and RPM with depth. 
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Fig. 3.1: Distribution of ROP, SWOB, RPM and At with depth (dataset A) 
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(4) Conduct Regression analysis. The first trial, using all the data (239 points) and 
incorporating SWOB, RPM, HSI and produced the following results: 
18 
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Fig. 3.2: Results of regression analysis of 239 raw data (dataset A) 
From the above plots, derived by using a statistical software package in terms of JMP, 
it cannot be said that the actual ROP has been well fitted by the predicted ROP. In 
addition, the small value of R2 (0.10), which indicates the percentage of the ROP 
variation explained by the model, and the small value of F-ratio (6.92), which indicates 
the strength of a model, suggest that this kind of results are not suitable for further 
application. 
It was suspected that some bad data points (marked as "x") were affecting the model 
and thought after the data corresponding to TOFF (time of bit-off-bottom), unstable 
SWOB, RPM and Ac (At) were removed, the results might be improved significantly. 
Subsequently, 89 suspected data were excluded and 150 data left. Fig. 3.3 displays the 
distribution of the 150 data points of ROP, SWOB, RPM with depth. 
..................... ............. ............... ............... ........ . ........ .. 13- 
.......... . ............ 
%Ali 
5 
50 
38 13 18 
ROP(ft/hr) Predicted 3 ROA(ftlhr) PredicteV 18 
51 - ------- -- ---------- --- ---------- -- 
48 ---- --- -- -- --- ---- ------ -------------- 
S2 
------------- 45 . .......... ......... .. 
42 
39 
176- 
164- 
158- - 
152 
82 
men T0. a:. 0. -0 0 7ý . p 72-4 
.4 
jr 67-1 
0 
62 
7700 7750 7800 7850 7900 7950 8000 
Dmth(ft) 
Fig. 3.3: Distribution of edited ROP, SWOB, RPM and At with depth (dataset A) 
Based on the 150 data points, another regression analysis was carried out: 
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Fig. 3.4: Results of regression analysis of 150 edited points (dataset A) 
The fit between the predicted ROP and the actual ROP was still poor and the values of 
R2 (0.29) indicated that the results were not suitable for further application. Other 
attempts were made to transform the variable, for instance transforming 
ROP into 
LnROP, but little improvement was seen. The models in the literature, for instance 
ROP-RPM-WOB, were considered but the data did not satisfy the assumptions of those 
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models and little was to be improved. There were no valid reasons for further 
eliminating data for modelling. 
3.1.2 Discussions of the Results 
The following points were suspected as the possible causes for the failure of this exercise: 
(1) the values of WOB were measured at surface and might not be accurate enough for 
modelling. 
(2) the mud type is water based, which might have affected the genuine relationship 
between ROP and WOB & RPM, because of problems related to bit-balling and hole 
cleaning. 
(3) Because the data points are so many, the residual data, which may indicate the direction 
to improve the modelling process, cannot be seen clearly. 
(4) Within the whole section containing so many data points, the interaction between the 
variables cannot be identified properly and the variables incorporated into the model 
might not be suitable. 
3.2 Modelling Using Constrained Logging Data 
Considering the previous exercise and that in drilling practice, it is commonly supposed 
that the relationship between ROP and WOB will be obvious when all other variables are 
kept constant, a set of data corresponding to this criterion was extracted. 
To eliminate the 
effect of drillstring drag, stabiliser hang-up etc. on the relationship 
between ROP and 
WOB, DWOB (Downhole measurement of WOB) is used. Since the mud is oil-based, the 
effects of bit-balling and hole cleaning on 
ROP are substantially alleviated. The bit m, 'as 
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rock bit (12.2511, IADC 571). Table 3.2 below shows the basic conditions of this data set 
(data set A0624). 
Table 3.2: Constrained Loppinp, T)ntn in T)nt-ac, -t AI)A)A 
From To Range Mean Cv (%) 
Depth(m) 8057 8085 29 8072 0 
ROP (ft/hr) 30.46 86.96 56.50 _ 59.02 26.82 
DWOB(Klbs) 14.91 23.29 87 19-08 12.16 
RPM 151.9 152.2 0.3 152.1 0 
HSI 2.03 2.04 0.01 2.04 0 
TOFF 0 0 0 0 0 
At (pffi) 111.66 114.87 3.21 113.48 L0 
Gamma ray(API) 52.87 60.64 7.77 56.19 4 77 
3Lanciarci cieviation/mean 
It can be seen from the above table that most of the influential variables, e. g. RPM and HSI 
so on, are effectively constant. The range in value of RPM is only 0.3 RPM; the depth 
range is a continuous 29 feet, in which the effect of formation compression can be 
eliminated. All other variables have very narrow ranges in values. In contrast, the 
variations of ROP and downhole WOB are significantly higher than the other variables in 
this data set. ROP varies from 30 ft/hr to 87 ft/hr and DWOB varies from 15 to 23 Klbs. 
These values of Cv and the ranges of the variables indicate that a significant improvement 
in data for modelling has been made. 
Regression analysis was conducted by incorporating DWOB as the parameter in the model. 
However, a plot of ROP versus DWOB and relevant statistical analyses, does not show an 
evident relationship (Fig 3.5). For example, the value of the F-test (0.0995) indicates that 
the relationship is statistically insignificant (according to 95% confidence level) and the 
value of R2 (0.12) indicates that only a small part of the ROP variations has been explained 
by DWOB. The ratio of RMSE (root of the Mean of Squared Error) and to the mean 
amount to 27.8 1 %, which is not very good under such constrained conditions. 
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Fig. 3.5: Actual ROP versus DWOB (24 constrained data, A0624 Dataset) 
Considering the possible effects on ROP of other variables, Particularly At, further 
regression analysis was conducted by incorporating these variables in addition to DWOB to 
predict ROP. However, the results did not show any improvement. Indeed, it is evident 
that it is not possible to fit any meaningful model or to draw any reliable conclusions from 
the tenuous correlations between ROP and its related variables (Fig. 3.6). 
ROP (ft/hr) 
90-- 
70 - -- ---- 
50- --- ................ 
30 
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22 
18 
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At (p/ft) 
115 
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(24 constrained data, A0624 Dataset) 
Fig. 3.6: Distribution of ROP, DWOB, At with Depth 
3.3 Modelling ROP Using Data from Drill-off Tests 
The drill-off test was proposed by Lubinski (Lubinski, 1958, 
Wardlaw, 1961, Bourdon et 
al, 1989) and is usually recommended as a reliable means of obtaining 
data to establish an 
. 
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ROP model for a particular hole section (Fear, 1992, Kyllingstad et al, 1988-1992). The 
basic procedures are that the driller builds up WOB to a predetermined maximum and then 
sets the brake. He lets the bit drill and the WOB decays at a rate determined by the ROP 
and the drillstring compliance. The drillstring compliance is determined from a knowledge 
of the drill string composition and is used with the recorded WOB to compute the distance 
drilled as a function of time. A cross plot gives the dependence of ROP on WOB. A 
correlation of ROP and RPM can be determined from a number of such runs at different 
RPM levels. The objective of these tests is to determine the relationship between ROP and 
WOB and RPM under relatively controlled drilling conditions, analogous to laboratory 
experiments. 
3.3.1 Drill-off-Test Data from Columbia 
In 1993, a series of drill-off-tests were conducted in the onshore wells in Columbia. Since 
these drill-off tests were conducted on land, the errors often inherent with drill string 
compensators used offshore was avoided. 
These drill-off tests were conducted with a 12-1/4" PDC bit run onshore with oil-based- 
mud over a depth range from 14146 feet to 14165 
feet. It was considered that at such a 
depth and short interval (19 feet) the rock strength would 
be stable and therefore the 
correlation between ROP and SWOB would 
be distinct and that the use of oil based mud 
would reduce the complications induced 
by poor bit cleaning. 
3.3.2 Raw Data from Drill-off-tests 
Figure 3.7 contains a series of plots based on the tabulated 
data in Appendix 2. 
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Fig. 3.7: Correlation of ROP and WOB (Drill-off-tests) 
From the above plots, it is difficult to make reliable conclusions because the only two 
variables are ROP and SWOB within such short interval. However, the following points 
can be made based on above plots: 
(1) Penetration is not a continuous process or a prompt response to the force applied on the 
drilling bit. The existence of "0" ROP in above figure indicates that during some time 
intervals (0.5 min. ), no decay of SWOB occurred and no penetration was made. This 
suggests that within a limited interval (time or depth), it is not always possible to 
observe an expected correlation of ROP and SWOB. 
(2) Penetration is not a smooth process. From the above plots, it can be seen that not all 
SWOB correspond to ROPA and a value of SWOB corresponds to a few different 
values of ROP. Those facts suggest that ROP can occur abruptly when the energy 
applied on the bit reaches a certain level. 
(3) A drilling variable cannot be constant within any specific interval, and hence cannot be 
well represented by a limited number of samples. It can be seen from the tabulated data 
(Appendix 2) that there exists certain differences between averaged SWOB and instant 
SWOB (ISWOB). This suggests that within each group of samples recorded within 
only 0.5 minutes, the value of the individual samples of SWOB vary. 
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CHAPTER 4 
THE PRACTICABILITY OF DEFINING INDIVIDUAL DATA 
FLUCTUATIONS 
In practice, it can be seen that people usually intend to take individual data correction as the 
method of improving ROP modelling, and suggest that prior to practical ROP modelling, 
the data, particularly ROP data, should be corrected in a foot-by-foot or even inch-by-inch 
fashion. This chapter aims to estimate the practicability of interpreting the individual 
fluctuations of raw logging data. 
4.1 Rogaland Research's Conclusions 
Rogaland Research Institute (abbreviated to RF), located in Stavanger, is a polytechnic 
research institute and a Norwegian centre for applied research and development in 
petroleum technology. ROP Modelling has been pursued for years by RE Since 1988, 
RF has been conducting a specific project (DEA-E 11) to validate and improve a drilling 
model and to establish criteria for routine logging sampling. DEA-E II is sponsored by a 
number of oil companies including BP, JNOC (Japan National Oil Corporation), Norsk 
Hydro, Saga Petroleum. As a result of this work, a series of reports have been produced 
(Kyllingstad et al, 1988 to 1992). 
4.1.1 Conclusions Relating to Depth Correction 
Based on theoretical and experimental analyses of a number of sources related to the 
uncertainty of ROP, RF draw the following conclusions in a report titled "Depth Correction 
Theory" (Kyllingstad, 1991). 
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(1) The total elongation of drill strings is substantial and can typically reach 10 m in a 4000 
m deep well. 
(2) The most dominant elongation effects are tensional stretch and thermal expansion. Both 
effects have a quadratic term causing the relative elongation to increase as the depth is 
increased. 
(3) The hydrostatic pressure has a small contraction effect that partially cancels the thermal 
expansion effect. Both effects are nearly static, implying that they do not influence the 
accuracy of the calculated rate of penetration. 
(4) The contraction ballooning effect, due to flow induced pressure, is relatively small, 
typically 0.5 m for a long drill string (4,000 m), but it is sensitive to the pump rate and 
it therefore affects the ROP accuracy. 
(5) The elongation of telescopic tools like accelerators and jars is difficult to model 
accurately. In contrast to the rest of the bottom hole assembly, an accelerator can have 
a significant contribution to the total compliance of the drill string. As a first 
approximation accelerators and shock absorbers can be modelled as frictionless springs 
with end stops. 
At the end of 1992, RF issued a final project report (Kristiansen and Kyllingstad, 1992) 
summarising the previous work. The following are some of their conclusions: 
-A drilling data exercise on a floating rig confirmed the need for improving the quality of 
drilling data. 
* The data quality is poor, partly due to poor instrumentation and unfavourable choice of 
sensors and partly due to lack of corrections for systematic errors. 
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9 There is a great potential for improving drilling data by post processing of the raw data, 
and correcting for systematic errors. 
However, RF suggested that prior to making further progress in ROP modelling, it is 
necessary to upgrade the existing mud logging systems and include the improved mud 
logging routines proposed by RE 
4.1.2 Discussions about RF's Conclusions 
The following discussion can be made about RFs conclusions and suggestions: 
(1) In practice, the measurement interval for ROP is I foot or I metre, and therefore, for 
ROP modelling, it is not necessary to take into account the effects of factors such as 
temperature and gravity, which vary little within such a short interval and cannot affect 
ROP measurements. 
(2) Other factors, the elongation of telescopic tools, residual drag effects, are as difficult to 
model as RF has concluded. It is considered that it can take years to model the effects 
of all the factors on ROP measurement and may not reach any conclusions which will 
benefit modelling ROP using post well data. 
(3) RF suggests that the data quality is not adequate for modelling ROP, and it is necessary 
to upgrade the logging equipment. The following table lists the accuracy of the sensors 
used by RF in their work. According to this table, one can see that the potential for 
improving ROP modelling by upgrading logging equipment may not be as great as 
suggested. 
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Table 4.1: The Accuracv of Sensors. RF 
Sensors Accuracy 
Travelling Block <+- 0.1 % 
ROP <+- 0.1% 
WOB (hookload)* <±3% 
RPM <±0.5% 
Flowrate (Pump Speed) <±I 
Surface torque <+- 2% 
Standpipe Pressure <-+ 0.5% 
- no size specitiec 
4.2 Correlations of Outliers of ROP and Other Variables 
To clarify the general suspicions regarding the causes related to ROP fluctuations, a data set 
is used. This dataset, detailed in Table 5.22, contains the data routinely provided by 
logging companies for BP Exploration, from a development well drilled from a semi- 
submersible rig in the North Sea area. Originally, the total data points contained 487 foot- 
by-foot measurements. After removing 25 null data, conventionally coded as -999 by 
logging companies, 462 data points were left. 
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Fig. 4.1: Illustration of Data Fluctuation with Depth (dataset A05462) 
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4.2.1 Choice of Items to Investigate 
Considering that the major factor which may be responsible for the spiky ROP data is the 
level of compression/tension in the drill string, efforts have been made to investigate the 
correlations between ROP outliers and the outliers of those variables which have been 
suggested, in the literature (RF reports) or in practice, as the possible causes of 
compression/tension in the drill string. 
(1) The outliers of WOB and WOB variations (AWOB= WOBj-WOBj-j) between 
adjacent measurements. WOB is a major factor determining the stress in the drilling 
string and consequently affects its compliance. The equations introduced by Maidla 
and Ohara (1991) and Horpestad et al (1990), Kyllingstad (1992) all include WOB as 
the major parameter. It is considered that by examining the correlations between ROP 
outliers and WOB, it can be seen if this approach and those equations are really 
applicable. 
(2) The outliers of RPM and RPM variations (ARPM= RPMi-RPMj-, ). The 
driller adjusts the value of RPM, WOB and other variables with the variation of 
formation. It was suggested that the variations of RPM will induce transverse 
vibrations of the drill string and thereby affect the stress of the drill string (Horpestad et 
al, 1990, Kyllingstad, 1992). Therefore, it is of interest to see if there is any 
distinguishable correlation between the outliers of ROP, RPM and ARPM. 
(3) The outliers of SPP (Stand Pipe Pressure, psi) and SPP variations 
(ASPP=SPPi-SPPi- I ). In the final report for DEA-E 11 (Rogaland Research Institute, 
1992), it was concluded that the ballooning effect due to flow induced pressure is 
sensitive to the pump rate and therefore it affects the ROP accuracy. Because SPP is 
directly related to pump rate, it is used in the following exercise. 
(4) TOFF (Bit-Off-Bottom) and its adjacent intervals are classified into four 
categories for the following investigation. The first category is 1-foot above the 
61 
occurrence of TOFF; the second is I -foot underneath the occurrence of TOFF, the third 
is the occurrence of TOFF itself, and the final category is for others. The reason for 
investigating 1-foot above and I-foot underneath the TOFF point is because when 
drilling close to TOFF point, the movement of drill string may be unstable and this may 
affect the stress of the drill string and the reliability of the logging data. 
(5) Overall examination on the outliers of ROP and the outliers of all above 
variables. It has been considered that the electric wireline logging data could correlate 
with the apparent ROP outliers as well. However, because the depth between mud 
logging and wireline logging data cannot be matched precisely at a foot-by-foot scale, 
wireline logging data are not suitable for this exercise in the foot-by-foot fashion. 
The correlations between the outliers of ROP and these variables have been examined and 
some results will be shown below. 
4.2.2 Choice of Method to Define Outliers 
Two specific techniques (Mendenhal and Sincich, 1989) are used to define the outliers in 
this dataset. 
(1) Z-score method. This method is based on the following empirical rules: 
e In a set of data, approximately 68% of the measurements (x) will lie within I standard 
deviation (s) of their mean ( XT ), i. e. within the interval T±s 
* In a set of data, approximately 95% of the measurements will lie within 2 standard 
deviations of their mean, i. e. within the interval T± 2s 
* In a set of data, almost all the measurements will lie within 3 standard deviations of 
their mean, i. e. within the interval X- ± 3s 
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The calculation of the Z-score is according to the equation below. 
X-X 
s 
In Eq. 4.1, x stands for individual data point, x for the mean value of a specific 
variable and s for the standard deviation of a specific population of a variable. Data 
scoring 3 or over 3 Z-score will be defined as an outliers. 
(2) Box Plot method. Box Plot is a non-parametric method for detecting outliers. In 
the Box Plot, InterQuartile Range, abbreviated to IQR in this thesis, is used as a 
replacement for the standard deviation in Z-score method. Geometrically, the value of 
the IQR is the distance between the upper (Quantile 0.75) and lower (Quantile 0.25) 
quartiles of a data set. The IQR is calculated as: 
IQR= Quantileo. 75X -Quantileo. 25 
X (4.2) 
Fig. 4.2 illustrates the parameters of the Box Plot method. According to the Box Plot 
method, data outside the outer fences are defined as highly suspect outliers; data 
between the inner and outer fences as suspect outliers; and data within the inner fence 
are assumed to be valid data. 
Using the Box Plot method for this data set, 12 out of the 462 ROP measurements fall 
into the category of highly suspected outliers (+31QR) and 9 data points in the category 
of suspected outliers (+21QR). The values of the data in the +31QR category ranged 
from 316 to 429 ft/hr, which are the same as those defined according to Z-scores. The 
values of the ROP data in the +21QR category range between 231 to 300 ft/hr. The 
median of which is 286 ft/hr. 
Fig. 4.3 shows the distribution of ROP for the dataset and ROP categories according to 
the Box Plot method. The darkly shaded areas (extreme right parts) are data in +21QR 
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Fig: 4.2: Illustration of the Box Plot Method 
or +31QR categories. The mound-shaped curve is the Normal Curve reflecting 
visually the degree of normality of the data. 
a: Histogram of ROP (ft/hr) b: Histogram of ROP Categories (by Box Plot) 
Fig. 4.3: Histogram of ROP and ROP Categories (dataset A05462) 
Usually the two methods produce similar results. However, from Eq. 4.1, it can be seen 
that the value of the Z-score is sensitive to the value of standard deviation which can be 
inflated by the presence of one or more outliers. For instance, in the chosen data set, if 
there was an ROP outlier amounting to 2000 ft/hr which is not very unusual, the standard 
deviation of ROP will become 105 ft/hr and only one data point would have been identified 
as an outlier by Z-score method. In contrast, the number of outliers idetified by the Box 
Plot method is independent of the influence of the value of the standard deviation. As a 
result, the Box Plot method is preferable in ROP modelling. 
An exercise was conducted to examine the statistical characteristics of the variations of ROP 
related variables. As a result, it was found that between two adjacent points, ROP and its 
related variables such as ADWOB, ASPP etc. can vary dramatically. For instance, there are 
some points where AROP was as large as 350 ft/hr and ADWOB as large as 50 Klbs. 
According to the Box Plot method, 21 points of ROP data and 23 points of AROP data 
were defined as outliers. Fig. 4.4 shows the distribution of AROP. The distributions of 
other variables will be displayed subsequently. 
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Fig. 4.4: Histogram of ROP Variations (dataset A05462) 
4.2.3 The Correlation between Outliers of ROP and DWOB 
Fig. 4.5 contains two plots showing the distribution of DWOB and ADWOB. According to 
the Box Plot method, it was discovered that there were 24 outliers in DWOB and 30 
outliers in ADWOB. 
0 10 20 30 40 50 60 70 -60 -50 -40 -3U -20 -10 U lu 2u JU 4U 
ADWOB= DWOBi - DWOBi-I 
a: Histogram of SWOB (KIbs) b: Histogram of SWOB Variations (Klbs) 
Fig. 4.5: Histogram of DWOB Variations (dataset A05462) 
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It was found that only 2 of the outliers of ROP and I of the outliers of AROP in the ± 31QR 
categories fall into the ± 31QR or ± 21QR of DWOB; or ADWOB; 2 of the outliers of ROP 
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and I of the outliers of AROP in the ±31QR categories corresponding to the ±31QR or 
± 21QR of ADWOB. 
In addition, it was discovered that of the 223 data of increasing DWOB (ADWOB>O), 98 
data correspond to decreasing ROP (AROP<O) and, of the other 238 data of decreasing 
SWOB (ASWOB<O), III correspond to increasing ROP (AROPA). These phenomena 
suggest that SWOB cannot account for the occurrence of ROP outliers and the equations 
which use WOB variations to correct ROP (Maidla and Ohara, 1991, Horpestad et al, 
1990, Kyllingstad, 1992) are not applicable. In addition, the correlations between the 
outliers of SWOB, ASWOB and ROP and AROP were investigated as well, but the results 
lead to the same conclusion. 
4.2.4 The Correlation between Outliers of ROP and RPM 
Fig. 4.6 below shows the distribution of RPM and ARPM. By exercising the Box Plot 
method, 2 outliers, less than 60 RPM, were defined in the -31QR category of RPM; 7 data, 
smaller than -90 ARPM or larger than +90 ARPM, were defined in the ± 31QR categories 
of ARPM; in addition, 2 points were within the -21QR category of ARPM. 
a: Histogram of RPM 
Fig. 4.6: Histogram of RPM Variations (dataset A05462) 
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ARPM= RPMi - RPMi-I 
b: Histogram of RPM Variations 
It was found that none of ROP or AROP outliers corresponds to RPM outliers. 2 out of 21 
ROP outliers fell into the category Of ARPM outliers. 3 out 23 outliers of AROP fell into 
the category of ARPM outliers. 
In addition, it was discovered that of the 208 data with decreasing RPM (ARPM<O), 114 
data correspond to increasing ROP (AROP>O); and of the 249 data with increasing RPM 
(ARPM>O), about 50% data correspond to decreasing ROP (AROP<O). These phenomena 
suggest also that ROP correction cannot be conduced on the basis of RPM variation. 
4.2.5 The Correlation between Outliers of SPP and ROP 
Fig 4.7 shows the distribution of SPP and ASPP. 76 outliers, ranging between 688 and 
3233 PSI with a median of 2508 PSI, were defined. 14 outliers of ASPP, ranging between 
- 1763 and -28 PSI with a median of - 170 PSI, were in -31QR category; 23 data outliers, 
ranging between 24 and 1776 PSI with a median of 62 PSI, were in +31QR category; 
totally 53 outliers of ASPP were defined according to the Box Plot method. 
a: Histogram of SPP (PSI) 
ASPP= sppi - sppi- I 
b: Histogram of SPP Variations (PSI) 
Fig. 4.7: Histogram of SPP and SPP Variations (dataset A05462) 
It was found that only 3 out 20 ROP outliers corresponded to 
76 SPP outliers; only 2 out 
of 23 AROP outliers met with SPP outliers; 4 ROP and 
5 AROP outliers encountered ASPP 
outliers respectively. 
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Moreover, it was discovered that 258 points with increasing SPP (ASPP>O) corresponded 
to 114 points with decreasing ROP (AROP<O); and that 193 points with decreasing SPP 
(ASPP<O) corresponded to 90 points with increasing ROP (AROP>O). These phenomena 
suggest also that the variations of SPP cannot account for all of the occurrence of ROP 
variations. 
In this data set, there existed 6 data of TOFF, in which 2 points were consecutive. 
Consequently, 5 points I-foot-above TOFF and 5 points of 1-foot-undemeath TOFF were 
defined. Totally, there were 16 points related to TOFF in this data set. 
It was found that only 2 ROP and 2 AROP outliers met with TOFF related data points, 
which suggests that TOFF cannot be used as an objective index of the occurrence of ROP 
outliers. 
4.2.6 Overall Review of Outliers Distribution 
To have an overview of the correlations between the outliers of ROP, AROP and other 
variables, tables below provide the summary. 
Tahip A-2-- 0iiflipm of ROP and Its Related Variables 
Terms ROP DWOB ADWOB RPM ARPM SPP ASPP TOFF 
Outliers 21 2 2 0 2 3 4 2 
Total Outliers 21 24 30 2 10 76 53 16 
rIr. hI.,, A A- njitl; prc rif APC)P nnti It-, Related Variables 
Terms AROP DWOB ADWOB RPM ARPM SPP ASPP TOFF 
Outliers 23 1 1 0 3 2- 5 
Total Outliers 23 21 30_ 2 10 76 53 
According to the above tables, the following points can be made: 
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(1) There is no obvious coincidence, or relationship, among the outliers of DWOB, RPM, 
SPP and TOFF. For instance, the outliers of ARPM or ADWOB do not necessarily 
correspond to the occurrences of the outliers of any other variable. 
(2) Of the 21 ROP outliers, 15 corresponded to the outliers of the variables included in 
Table 4.2; and of the 23 AROP outliers, 14 corresponded to the outliers of the variables 
included in Table 4.3. It is expected that by introducing more variables, all ROP 
outliers may fall into the outlier categories of other variables. However, this cannot 
lead to the conclusion that the causes behind the occurrence of every outlier can be 
discovered, because only a very low percentage of outliers can be attributed to a 
particular variable. 
4.3 ROP Fluctuations under Laboratory Conditions 
In 1955, Murray and Cunningham published a paper describing the effect of the mud 
column pressure on ROP. Their paper included the details of experimental equipment and 
plots showing the variations of ROP under strictly controlled drilling conditions. 
Considering that all the suspected effects responsible for the spike ROP fluctuations 
(Fig. 4.1), such as drillstring compliance, mud logging sensor placement, floating 
behaviour of a semi-submersible rig, behaviour of compensators linked to the drill string, 
hole cleaning and data aliasing, do not exist in this experiment, an attempt was made to see 
if it is possible to explain the ROP fluctuations in a point-to-point fashion. 
4.3 1 Laboratory equipment and Functions 
Murray and Cunningham (1955) designed a pressure chamber. circulation system and 
drilling rig. The size of the experimental drilling bit was 1- 1/4" rock bit. It was supposed 
that using this equipment, the core samples could be drilled while subjected to a uniform 
hydrostatic pressure and formation conditions. 
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The drilling chamber (Fig. 4.8) was designed for high pressure drilling. Water plus a rust 
inhibitor was maintained at the test pressure within the confines of the drilling chamber (1) 
and (2). A 1.25" diameter rock bit (3) was mounted on a drill stem (4) within this 
chamber. A2 to 5 inch-diameter by 2.25-inch-long formation core (9) was mounted in a 
specimen holder (5). This specimen holder with the rock moves in a vertical direction. Bit 
load was applied by the air cylinder (8) through the connecting members (7) and (6) to the 
specimen holder. An additional load was applied by the pressure in the chamber Pushing 
against the thin rods (6). 
The chips formed were removed by fluid entering the vessel from an external source and 
moving as indicated by the arrows through the drill stem and bit. The flow is directed at 
the surface drilled. Circulation is maintained by a low pressure high-volume pump capable 
of circulating 4 gal of fluid per minute. Pressure was maintained in the entire system by a 
high-pressure low-volume pump capable of maintaining a maximum of 14000 psi. With 
this arrangements, less than 0.5 horsepower was required to circulate 4 gal / min. To 
circulate this volume against 10000 PSI normally requires about 25 hp. 
4.3.2 Discussions about the Results 
Table 4.4a below surnmarise the ranges in values of ROP for each experiment (ROP versus 
confining pressure) under the same conditions. 
Table 4.4a: ROP Variations under Laboratory Conditions 
/A 4C--- 
Point 
No. 
Data 
Size 
Confining Pressure 
103pS, ) 
Min of ROP 
(fUhr) 
Mean of ROP 
(ft/hr) 
Max of ROP 
(ft/hr) 
Range of ROP 
(fUhr) 
I 10 0.0 2.1 3.70 4.50 2.40 
2 10 1.3 2.3 2.7 0 3.40 1.10 
3 10 2.5 1 .7 
2.30 2.60 
2 70 
0.90 
1 20 
4 10 3.8 1 .5 -1 . 
90 . . 
5 10 5.0 ]_. 4 2.00 
2.80 1 . 40 
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Ficr. 4.8: Dlustrarion of Laboratorv Drllhns: Chamb, --., 
(aftez Mauxt. - and Cun=zhw--- 1955) 
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In addition, Table 4.4b below surnmaries ROP variations within each group of ROP 
samples. Considering that even in the closely controlled experiment conditions, the ROP 
varied so significantly, it can be concluded that ROP fluctuation should not be attributed to 
the inadequacy of logging sensors, and it is not practical to improve ROP modelling only 
by enhancing the standard of logging equipment. 
Table 4.4b: ROP Fluctuations under Laboratory Conditions 
(Adanted from Murrav 2nd Ciinninahnm) 
Point 
No. 
Data 
Size 
Ratio of Range 
of ROP to the 
Mean of ROP 
(%) 
Ratio of 
Smallest ROP 
to the Mean of 
ROP (%) 
Ratio of 
Smallest ROP 
to the Largest 
ROP (%) 
Ratio of the 
Largest ROP to 
the Mean of 
ROP (%) 
Ratio of the 
Largest ROP to 
the Smallest of 
ROP (%) 
I1 10 64.86 56.76 46.67 121.62 214.29 
2 10 40.74 85.19 67.65 125.93 147.83 
3 10 39.13 73.91 65.38 113.04 152.94 
4 10 
- 
63.16 78.95 55.56 142.11 180.00 
10 F 70.00 70.00 0.50 140.00 200.00 
4.4 Choice of the Type of ROP Model 
There exist three types of models used to describe physical process (Draper and Smith, 
198 1) namely: 
0 The Functional Model 
0 The Control Model 
0 The Predictive Model 
Selecting an appropriate type of model is a very important issue because the type of model 
determines the strategy of modelling and the application of the developed models. 
Accordingly, the features and applicability of the three types of model In 
ROP modelling 
are discussed below. 
The Functional Model. A functional model represents the 
fundamental relationships 
between response and predictor variables, for 
instance, the Ohms la",, used in electrical 
engineering and Hook's law used 
in mechanical engineering. Currently, almost all 
ROP models have been derived only on a phenomenological 
basis. 
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(2) The Control Model. According to its definition, a model containing controllable 
variables is a control model. Since an ROP model is a tool for optimising controllable 
variables and contains a number of such variables, it is supposed that an ROP model 
(Eckel, 1967, Gstalder and Raynal 1966, Maurer, 1962, Somerton, 1959, Warren 
1981) should be classified into the control model. However, control models are best 
calculated from carefully designed experiments which are generally different to typical 
operational conditions, field experience with these models is poor and therefore further 
development of control models is limited. 
(3) The Predictive Model. A predictive model is usually constructed by means of multiple 
regression analysis of the field data. By definition, such models are empirical and may 
appear somewhat contrived in comparison to either the functional or control models. 
However, if the findings from functional and control models are taken into account, a 
predictive model characterises the response of ROP to its influential variables and 
possesses to some extent the aspects of both functional models and control models. For 
all practical considerations, the predictive models are the best approach to modelling 
ROP. 
It should be pointed out that the classification of the types of the models is based on their 
development technique. In fact, they are associated to each other and should never be 
isolated in development and practice. In practice, the functional models are usually verified 
and modified by experiment. An experiment needs to be designed from theoretical 
considerations and, both the functional model and control model are often formulated 
through the same approach as the development of a predictive model. Through the 
development of a predictive model, the choice of parameters should be based on the 
principles and findings of functional and control models. 
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CHAPTER 5 
PRELIMINARY DATA ANALYSIS 
In previous chapters, it has been shown that constructing a predictive model is a most 
practical approach to ROP modelling from field logging data. This chapter is used to 
substantiate, based on a number of data sets, that a physically meaningful predictive ROP 
model can be developed from field logging data. 
5.1 Effects of Moving Average on Logging Data 
According to Fox (1975), there are three techniques providing the most useful methods to 
fit smooth curves through data sets. These techniques include polynomial curve fitting, 
Fourier analysis, and using a moving average. On the basis of the following 
considerations, the moving average is preferred in smoothing field logging data. 
(1) Polynomial curve fitting is not suitable in ROP modelling. Because rather than curve 
fitting, the smoothed data has to maintain the intrinsic characteristics of the original 
data. 
(2) Fourier analysis is not appropriate in ROP modelling. Because (a) the ROP is a 
function of a number of variables with great uncertainty and, it does not therefore 
satisfy the Dirichlet condition, i. e. the function f(x) must be defined and single-valued 
(Stroud, 1992), to exercise Fourier series; (b) in view of logging plots, few curves 
appear similar to the sine curves or cosine curves or square curves which usually can 
be fitted better by Fourier Series than by any other technique. 
(3) Using the moving average technique which makes use of summation equations that 
are readily adaptable to computer programming, is one of the most useful technique,,., 
for smoothing data while maintaining the basic characteristics of the 
data. For mud 
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logging and wireline logging data, the equations of the moving-average technique are 
shown below: 
j+a 
JA, k- 
ROPj = 
j=j 
j+a 
I Atoni 
j=j 
j+a 
(xi - Atoni f 
Xi j+a (5.2) 
Y, (Atoni f 
j=j 
J+a 
I Xi 
Xi 
j=j (5.3) 
(I + a) 
a= span of moving average (a ý! 1), e. g. 20 feet. 
f= logging frequency, constant in one logging system 
i, j= point at which logging measurements being taken 
Aton = time of bit-on-bottom, i. e. actual drilling time 
x= logging variable 
To illustrate the advantage of the moving average technique, Fig. 5.1 exhibits the 
correlation between the raw DWOB and raw ROP, from which no distinct relationship 
can be seen; and the correlation between moving averaged DWOB and moving averaged 
ROP, from which the relationship becomes much clearer. 
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Fig. 5.1: Curves of ROP and DWOB (raw data and moving- averaged) 
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It should be noted that for mud logging data, the moving average technique smoothes the 
data without changing the dimension of the parameters. For example, for ROP, the 
dimension is always LT-1 for the data with I foot as the interval of measurement, or with 
30 feet as the interval of measurement. However, not all moving-averaged data are valid 
to conduct regression analysis because it violates the assumption of regression, i. e. the 
error associated with any two different observations are independent. 
5.2 Model ROP by Grouping Data 
Grouping data in fact has been employed commonly in ROP modelling. For example, 
Murray and Cunningham (1955) grouped every 10 samples of ROP and then averaged the 
10 samples to examine the relationship between ROP and confined pressure; Eckel 
(1958) reported that a minimum of six samples should be tested to give statistically 
reliable drilling test results; Bourgoyne and Young (1974) grouped the data from shale 
formations to derive their predictive ROP model. Because normally, it is supposed that 
the values of WOB vary more within a short depth section, the relationship between ROP 
and WOB are used as the starting point for ROP modelling by grouping data. 
5.2.1 Modelling ROP for Constrained Logging Data 
For this exercise we will use the data set (Table 3.2) presented in Chapter 3. 
In this data 
set, all ROP related variables are constant except for the parameters 
DWOB and ROP. 
(DWOB from 14.91 to 23.29 Klbs ranges 8.38 Klbs, ROP from 30.46 to 86.96 ft/hr 
ranges 56.50 ft/hr). Data groups of DWOB were constructed, to see if it is' possible 
to 
define a plausible relationship between grouped DWOB and 
ROP. 
-77 
In view of the range of DWOB (8.38 Klbs), 4 groups were constructed in every 2.10 
Klbs. As a result, the following data (Table 5.1) resulted from the original 24 raw data 
points (Table 3.2). 
Table 5.1: GroUDed Data bv DWOR(AOA')A Tnhl, - I II 
Group 
No. 
Data 
Size 
Depth 
(ft) 
ROP 
(ft/hr) 
DWOB 
(Klbs) RPM HSI 
At 
(Ils/ft) 
1 3 8061 47.87 15.37 152 2.03 113.57 
2 8 8073 49.48 17.86 152 2.04 113.71 
3 7 8073 55.41 19.81 152 2.04 113.80 
ý± :: 6 8077 67.80 22.29 152 2.04 112.73 
It can be seen that after grouping, the variables such as RPM, HSI and At are almost 
identical. The specific relationship between ROP and DWOB (Figs. 5.2) can be assessed 
independently of these variables. 
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Fig. 5.2: Plot of ROP Versus DWOB (data set A0624, Table 3.2) 
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In the above figure, the left plot showing a spline curve linking the 
4 data points suggests 
that the relationship between ROP and WOB is very close to 
that discussed in the 
literature review. A non-linear regression analysis was also conducted. 
Because in this 
case, RPM remains constant, the model 
becomes ROP= K-WOBb 
surnmarises the fitness of this non-linear curve. 
The table below 
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DWOB(Klbs) 
15 17 19 21 
DWOB(Klbs) 
Table 5.2: Regression Analysis of Non-linear Model (dataset A0624, Table 3.2) (Mindial -0 rA1D- 10A -T'%Xl 7r%r% I 10, 
ROP Parameter Estimate ApproxStdErr RMSE (ft/hr) K 2.84 2.11- 3.81 54.13 
b 1.01 0.26 Data Size 4 
Clearly, the fitness is good because of the small R. M. (the ratio of RMSE to the mean 
value of ROP, 7.04%). The value of the exponent with DWOB (b= 1 .0 1) suggests 
evidently that the relationship between ROP and WOB in this particular case can be well 
represented by a linear equation. 
5.2.2 Model Data from Drill-off Tests 
Following up the above results, exercises were conducted to model data from the drill-off 
tests (shown in Appendix 111). 
Drill-Off Test 1. In this data set, RPM is around 164 RPM, the flow rate was exactly 
constant (936 gal /min. ). Using an intervals of 1.5 minutes, instead of the original 
interval of 0.50 minute, provides 4 grouped data (Table 5.3). 
Tnhh- 5_3! Gronned Data for Modelfina (Drill-Off test 1) 
Group No. Data size 
WOB 
(Kibs) 
AWOB 
(Klbs) 
ROP 
(ft/hr) 
1 4 18.77 5.10 15.91 
2 3 14.87 3.20 9.98 
3 3 11.83 2.20 6.86 
4 3 10.80 0.70 2.18 
The conventional model (ROP= K-WOBb, RPM remains constant in this case) was tried 
first but was unsuccessful because the model can not reach convergence. 
Thus another 
model (ROP= a-b/WOB) was then used. Afterwards, 
linear regression was also tried in 
addition. Figs 5-3a and b demonstrate the results. 
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Fig. 5.3: Relationship of ROP and SWOB (Drill-off test 1) 
Tables 5.4 a and b below summarise the fitness of the derived models (non-linear and 
linear). 
Table 5.4a: Non-linear Regression Analysis (Drill-off-test 1) 
(Model: ROP= 32.61 - 321 / WOB) 
Parameter Estimate ApproxStdErr RMSE ROP (ftfhr)___ 
a 32.61 3.35 1.35 8.74 
b 320.90 44.16 Data points= 4 
Table 5.4b: Linear Regression Analysis (Drill-off-test 1) 
(Model: ROP=-13.34+1.35 -WOB)_ 
R2 RMSE ROP (ft/hr) Datasize intercept Coefficient Prob>F 
0.95 1.54 8.74 4 -13.34 1.35 0.0241 
According to the small values of RMSE in the above tables, it can be said that both non- 
linear and linear curves can fit the correlation between ROP and WOB well in this case. 
Drill-off Test 2. In this data set, RPM is around 125 RPM and the values of flow rate 
vary little between 935 to 940 gal /min. Again intervals of 1.5 minutes were used 
but 
ornitted the first point which had an atypical RPM of 110. 
This provided the following 4 
grouped data. 
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Table 5.5: Grouned Data fnr k4n, -i, - i 
Group No. Data Size 
WOB 
(Kibs) 
AWOB 
(Klbs) 
I M-waL 4) 
ROP 
(ft/hr) 1 4 21.77 -2 f -2 TO 13.10 
2 3 16: 5-7 3.70 11.54 
3 3 I 15.23 
. 
80 L L 2.50 
4 3 14.37 
I 
13 O 4.06 
In view of the data and referring to previous exercise, a model (ROP= a- b/NVOB) was 
tested and linear regression was tried afterwards. 
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Fig. 5.4: Plot of ROP Versus SWOB (Drill-off-test 2) 
In addition, the tables below summarise the fitness of both non-linear and linear 
regression. 
Table 5.6a: Non-linear Regression Analysis (Drill-off-test 2) 
( odel: ROP= 34.63 - 447 / WOB) 
Parameter Estimate ApproxStdErr RMSE ROP (ft/hr 
a 34.63 10.59 3.14 7.80 
b 446.95 174.52 Data 4 
Table 5.6b: Linear Regression Analysis (Drill-off-tc,, t 2) 
(Model: ROP= - 15.32 + 1.35_-_ WOW)__ 
R2 RMSE ROP(ft/hr)_ 
_ 
DataPoin_ts_l 
- 
Intercept Coefficient F-test 
0.71 3.48 7.80 
_4 _1____-15.32 
1.3 5 0.1554 
According to above tables, it was found that there is little 
difference between the non- 
linear and linear models. Furthermore, it is found, 
by comparing the coefficients in Table 
5.6 with those in Table 5.4, that ROP and WOB 
have the same relationship in drill-off 
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tests 1 and 2, although in Table 5.6b, the linear regression suggests that the relationship 
between ROP and WOB in this case is not statistically significant (F-test 0.1554). 
Drill-off Tests 3. For this longer test, a time interval of 5 minutes was used after 
omitting the first five points during which the RPM was being increased. RPM is around 
157 RPM and flow rate varies little between 936 to 940 gal /min. Again, 4 grouped data 
were obtained. 
Table 5.7: Grouped Data for ModelfinL) (Drill-Off test 1) 
Group No. Data Size 
WOB 
(klbs) 
AWOB 
(Klbs) 
ROP 
(ft/hr) 
I 11 25.23 5.10 4.77 
2 10 20.06 4.60 4.31 
3 10 16-12 2.70 2.53 
4 10 14.26 2.00 1.87 
A model (ROP= a- bAVOB) was tested again by referring to previous exercises (Drill-off 
tests I and 2) and a linear regression was also conducted. Fig. 5.5 below illustrate the 
fitness of the regression models. 
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Fig. 5.5: Plot of ROP Versus SWOB (Drill-off test 3) 
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In addition, Tables 5.8 a and b summarise the 
fitness of the models from non-linear and 
linear regression. 
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Table 5.8a: Non-linear Regression Analysis (Drill-off-test 3) (Mndpl. Prw- om in, % 1 11 r-, 
P t Eý 
Li j 
arame er timate ADproxStd rr I RW E ROP (ft/hr) 
a 9.01 0.78 0.32 3.37 
b 101.77 13.80 Data Points 4 
Table 5.8b: Linear Regression Analysis (Drill-off-test 3) 
(MnAgIl. Pr)v- I, 7Q .A 11-7 
R2 RMSE ROP (ft/hr) Data Points Intercept Coefficient F-test 
0.91 0.52 3.37 4 -1.78 0.27 _ 
0.0484_ 
Comparing with the previous models (Table 5.4,5.6), the models for this data set are verN, 
different. This may be due to the application of exceedingly higher WOB 
fitness of the models to the data is very good. 
5.2.3 Grouping Data by Sorting WOB 
However, the 
Although the above exercises have provided very encouraging results, it may be too early 
to make definite conclusions either for the derived models or for the prototype method of 
grouping data. However, a series of results based on a number of data scts, including 
different roller cone bits and PDC bits in different formations, were used to validate the 
prototype method. For illustration, two exercises will be carried out below. 
First Data Set. This data set containing 324 data points was extracted from a bit run ( 12- 
1/4" PDC bit, B37, from 7631 to 7969 feet) through one specific formation (from 7490 
to 8045 feet) in a well drilled from a semi- submersible rig in the North 
Sea area. 3 10 
data points were left after removing 14 null data. 
The mud was oil based and mud 
density and other mud properties were constant in this section of 
data. Since RPM is an 
important drilling parameter, a sub-set of data containing 
113 data points with an RPM 
of 198 to 200 RPM was extracted. 
Table 5.9 below summarises the basic data 
conditions. 
83 
Table 5.9: Data Descrimion (113 raw data, PDC bit. B37) 
No. Terms From To 
_ 
Range Mean / Median Cvs 
I Depth(ft) 7647 7921 274 7812/7822 1 
2 At (AS/ft) 108.07 122.52 14.45 114.86 / 114.03 3.27 
3 SWOB(Klbs) 6.68 14.11 7.43 9.82/9.91 12.12 
4 RPM 198 200 2 199/199 0 
5 HSI 2.56 2.68 0.12 2.60/2.61 0.77 
6 ROP (ft/hr) 75.95 176.47 100.52 107.41 / 107.14 15.24 
From the above table, it can be seen that in comparison with other variables, only 
SWOB and ROP have a reasonable range of values. Setting a grouping criterion of 1.1 
Klbs of SWOB as one interval, 7 grouped data were obtained and Table 5.10 below 
surnmarises the key variables. 
Table 5.10: DescriDtions of GrOUDed Data (PDC bit. B37) 
Group No Data Size 
Depth 
(ft) 
WP 
(ft/hr) 
SWOB 
(KIbs) RPM HSI 
At 
(gs/ft) 
1 10 7784 90.91 7.22 199 2.60 113.94 
2 18 7753 
1 
102.56 8.24 199 2.58 117.09 
3 30 7775 102.97 9.39 199 2.59 114.97 
4 24 7856 109.42 10.55 199 2.62 114.12 
5 25 7871 119.52 11.63 199 2.62 113.78 
6 3 7786 117.65 12.43 199 2.60 116.03 
7 3 7810 141.73 13.84 199 2.62 117.11 
According to the above table, it can be seen that the RPM is identical and HSI and At 
vary little. Based on the 7 grouped data, ROP modelling by non-linear and linear 
regression analysis was conducted. As a result, Fig. 5.6, containing two plots, 
demonstrates a successful ROP modelling exercise. The curve in the left plot resulted 
from the conventional model, i. e. ROP= KeRpMa., WOBb, and the curve in the right plot 
resulted from linear regression. 
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Fig. 5.6: Plot of ROP Versus SWOB (7 grouped data, PDC, B37) 
In addition, regression analyses (Tables 5.11 a and b, below) indicate that both curves fit 
the data points well in this case. For example, the value of R. M. for the non-linear 
model is 5.2 1% and for the linear model 4.89%. 
Table 5.11a: Non-linear Regression Analysis (PDC, B37) 
(Model: ROP= 26.86-SWOBO. 61) 
Parameter Estimte ApproxStdEff RMSE ROP (ft/hr) 
K 26.86 6.15 5.84 112.11 
b 0.61 0.10 Data Points= 7 
Table 5.11b: Linear Regression Analysis (PDC, B37) 
(Model: ROP= 43.14 + 6.59 - SWOB) 
R2 RMSE ROP (ft/hr) Intercept Coefficient F-test 
0.91 5.48 112.11 43.14 6.59 0.0010 
Second Data Set. This dataset was from a Columbia field coded as Cup I -bit 8. The bit 
type was a 17-1/2" milled rock bit ( MAXTI 1H, IADC code= 453) and the mud type 
was oil-based. Four nozzles were used (3 x 24/32 +Ix 16/32). The measurement 
interval was meter-by-meter. Originally this data set contained 730 data points, 
formation identification had not been available when this data set was received. In order 
to test the robustness of the prototype method, the following exercise was carried out: 
(1) Choose Data with Gr>70. By examining the correlations between the wireline logs 
such as Gr versus At, At versus resistivity etc., it was found (Fig. 5.7 below) that when 
Gr<70, Ac decrease with Gr; when Gr>70, At increased with Gr. Considering that Gr 
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represents the shale extent, and in formation with more shale, the relationship 
between ROP and the drilling variables may be more distinguishable, Gr>70 was 
chosen and 381 data points were obtained. 
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Fig. 5.7: Plot of At Versus Gamma ray (Cup I, bit 8) 
(2) Choose RPM>170. In the subset of data with Grý! 70, the histogram of RPM was 
examined (Fig. 5.8). Clearly, there are two major groups of RPM and the one with 
RPMý! 170 contains more data points (211 data points). 
Fig. 5.9 provides a plot showing the unclear correlation between the 211 original data 
of ROP and SWOB for these 211 raw data. 
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Fig. 5.9: Plot of ROP Versus SWOB (Cup I -bit 8,211 raw data) 
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Fig. 5.8. - Histogram of RPM (Cup I -bit8) 
(3) Construct 6 sub- groups. 6 groups were constructed on the basis of the standard 
deviation of SWOB (Table 5.12). The use of the standard deviation of SWOB was an 
attempt at conducting sub-groups in a more systematic / automatic fashion. 
.t aDi e 3.. tz: t-onstruct sub-groups by Standard Deviation of SWOB Group No. Critefion 
Group I WOB < (WO-B -I-s td. de v. of WOB) 
Group 2 (WOB -1- std. dev. ofWOB): ý WOB < (WOB - 0.5. std. dev. qfWOB) 
Group 3 (WOB - 0.5 - std. dev. ofWOB): 5 WOB < WOB 
Group 4 WOB': 5 WOB < (WOB + 0.5 - std. dev. qfWOB) 
Group 5 (WOB + 0.5. std. dev. qfWOB)! ý WOB < (WOB +I- std. dev. qfWOB) 
Group 6 WOB ý: (WOB +I- std. dev. ojWOB) 
(4) Examine the Grouped data and calculate the model. Table 5.13 summarises the key 
variables of the 6 grouped data. It can be seen that all the variables in this grouped 
data set are constant except SWOB and ROP. 
Tab le 5.13: Description of Grouped Data (Cupl-bit 8) 
Group 
No. Data Size 
Depth 
(ft) 
ROP 
(ft/hr) 
SWOB 
(Klbs) RPM MFIA 
At 
(gs / ft) GR 
1 27 11069 59.63 46.49 178.59 981.92 79.30 80.70 
2 46 11121 61.44 48.66 181.24 980.81 80.73 84.26 
3 43 11046 61.16 50.14 179.09 981.58 78.31 83.68 
4 32 11093 66.11 51.90 183.44 980.73 79.25 82.95 
5 26 11246 67.45 53.49 182.41 977.03 80.37 82.67 
6 37 11058 67.84 56.25 183.63 982.46 79.80 85.40 
Based on the grouped data, a model was calculated by regression analyses (non-linear 
and linear). 
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On the basis of the previous successful results in ROP modelling from grouping data, a 
data set from a bit run containing a complete formation (Lista) was chosen. Originally, 
this data set contains 506 data points from a well drilled from a semi -submersible rig in 
the North Sea area. 
After removing 3 null data (2 with DWOB and I with ROP), 503 data points were left. 
Table 5.15 shows the data for this data set (A06Q. 
Table 5.15: Data DescriDtions (Lista. 503 data nointq- A061. ) 
No. Item From To Range Mean / Median Cvs 
I Depth(ft) 8002 8508 506 8256/8257 1.76 
2 DWOB(Klbs) 0.24 52.19 51.95 25.19 / 28.13 47.88 
3 RPM 142 233 91 I 57 / 149 16.39 
4 HSI (hp/in2) 1.58 2.38 0.80 _ 1.91/1.93 6.28 
5 At (gs/ft) 84.51 148.93 64.42 110.90 / 111.23 7.60 
6 Gr (API Unit) 19.41 79.98 60.57 58.59 / 59.20 17.73 
7 Caliper (in. ) 12.57 15.81 3.24 13.31 / 13.20 5.26 
8 Resistivity (Q) 0.53 1.95 1.42 1.15/1.14 21.74 
9 ROP (ft/hr) 5.8 2000.0 1994.2 43.56 / 54.50 83.?? 
The modelling exercise was carried out as follows: 
(1) Examine the correlation of ROP and DWOB for the raw data. Figure 5.11 shows two 
plots of ROP versus DWOB. The first for the 503 raw data and the second for the 483 
raw data points, after 20 outliers, according to the Box Plot method, of ROP, DWOB, 
RPM, HSI and At were removed From these plots, it is difficult to make any reliable 
conclusion. 
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Fig. 5.11: Plot of Raw ROP Versus raw DWOB (A06L) 
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(2) Define main groups of RPM due to that RPM usually is the most stable variable. 
(Fig. 5.12). After removing the outliers of (RPM - RPMj-j and RPM - RPMj, j), 
marked as 'Y', 9 RPM groups (which included 470 data points) were identified and are 
shown in the second plot. The figures marked on the second plot denote the number of 
the RPM groups. 
240 
220 
200 
180 
160 
140 
marked numbers are group No. 
Fig. 5.12: Distribution of RPM with Depth (A06L) 
The table below surnmarises the data size and the key variables of the 9 groups. 
Table 5.16: Descriptions of 9 RPM qýoUs (471odata, A06L) 
Group 
No. Data Size 
Depth 
(ft) 
ROP 
(ft/hr) : 
DWOB 
(Klbs) RPM 
L HSI 
At 
(As / ft) 
1- 2 
1 1 
35 
--J9_1 
8036 
8075 
54.90 
15-8.39 
15.28 
17.37 
- 
143 
152 
- 
1.74 
2.04 
115.75 
114.47 
_ 3 50 8124 237.74 25.73 196 2.03 116.21 
4 
5 
64 
22 
8183 
8228 
186.56 
185.23 
33.92 
30.61 
149 
199 
1.92 
1.92 
11 9.14 
109.16 
6 66 8274 148.01 34.55 150 1.95 72.12 
7 
8 
23 1 
91 
8321 
8379 
197-28 
134.67 
25-39 
30.47 
232 
149 
1.93 
1.91 
91.78 
106.62 
9 80 8469 136.77 24.34 149 1.93 111.90 
(3) Construct sub-groups. To maintain the variability of data and to try a more automatic 
/systematic method to construct sub-groups, each group was divided into 3 sub- 
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groups of the same data size according to the criterion shown in Table 5.17. As a 
result, 27 sub-groups were obtained. 
Table 5.17! 1,,,, 
Group No. Criterion 
Group 1 DWOB < Quantile, (DWOB in Dataset) 
3 
Group 2 
Quantile (DWOB in Dataset)! ý DWOB < Quantile2 (DWOB in Dataset) 
- 33 
Group 3 
DWOB ý! Quantile2 (DWOB in Dataset) 
3 
Table 5.18 surnmarises the key variables of the 27 grouped data. It can be seen that in 
a constant RPM-group, the 3 sub-groups have very close values of HSI and At. Thus, 
the relationship between ROP and DWOB for an individual RPM group can be 
assessed. 
Table 5.18: DescriDtion of Kev Variables (27 Grouned Data- A061, ) 
RPM- 
Groups 
Sub- 
groups Datasize 
Depth 
(ft) 
ROP 
(ft/hr) 
DWOB 
(Klbs) 
t 
(gs'ý/ ft) RPM HSI 
I 1 12 8046 10.18 4.71 114.84 143 1.77 
1 2 11 8033 26.19 26.44 116.70 143 1.74 
1 3 12 8028 24.41 31.13 116.06 143 1.68 
2 1 13 8069 39.86 13.47 115.15 152 2.04 
2 2 13 8077 50.46 18.58 115.65 152 2.04 
2 3 13 8079 58.22 21.67 113.37 152 2.04 
3 1 17 8125 69.32 22.02 116.45 196 2.01 
3 2 16 8122 75.27 26.48 116.51 196 2.04 
3 3 17 8124 73.38 28.96 115.65 196 2.04 
4 1 21 8170 46.13 26.74 119.88 149 1.91 
4 2 20 8193 63.75 35.52 115.30 149 1.92 
4 3 23 8185 64.65 41.68 121.55 149 1.92 
5 1 7 8224 42.57 24.71 109.55 199 1.92 
5 2 7 8225 62.92 32.18 109.07 199 1.93 
5 3 8 8234 69.97 37.49 108,61 199 1.92 
6 1 22 8283 43.13 29.03 93.62 150 1.95 
6 2 22 8271 48.44 34.55 76.20 150 1.95 
6 3 22 8268 44.16 40.21 68.86 150 1.95 
718 8323 50.76 21.44 98.39 232 1.93 
72 8 8321 70.40 27.09 88.26 232 1.94 
73 7 8320 63.11 29.27 92.42 231 1.93 
81 30 8353 39.13 25.33 106.46 149 1.91 
82 30 8383 45.09 30.51 106.32 149 1.91 
83 31 8400 39.59 35.44 107.10 149 1.91 
91 25 8473 57.48 14.69 113.30 149 1.93 
92 28 8474 56.50 18.73 110.97 149 1.93 
() 3 27 8462 27.33 31.41 110.62 149 1.93 
Fig. 5.13 was produced to show the relationship between ROP and DWOB for each 
group of constant RPM. The figures on the curves denote the specific number of the 
RPM-group. 
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(4) Conduct Regression analysis. Initially, a linear regression including DWOB, RPM, 
HSI and At, was conducted for the 27 grouped data. Fig. 5.14 shows the relationship 
between actual grouped ROP and predicted grouped ROP, and ROP residuals. 
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10 -25 
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Predicted ROP (ft/hr) Predicted Grouped ROP (ft/hr) 
a: Predicted and actual grouped ROP b: Grouped ROP Residuals (ft/hr) 
Fig. 5.14: Regression Analysis (27 Grouped Data, A06L) 
According to the above plots, it can be seen that because of the existence of a few 
outstanding data points marked as "9", the fitness is not bad but not ideal either. In 
fact, these points were at the end of the Lista formation and may belong to another 
formation, However, the statistical analyses indicated that all of the four variables, 
i. e. DWOB, RPM, HSI and At, are significant with 95% confidence level and the 
value of R2 is 0.73, i. e. 73% of ROP variations can been explained by the 4 variables. 
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Fig. 5.13: Plot of ROP Versus DWOB (27 Grouped Data, A06L) 
Another regression analyses was conducted by excluding the 3 grouped data marked 
as "9". Fig. 5.15 below shows the relationship between actual and predicted ROP. 
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Fig. 5.15: Regression Analysis (24 Grouped Data, A06L) 
Tables 5.19 and 5.20 give a statistical summary of the regression analysis. From Table 
5.19, it can be seen that the value of R2 is 0.90, which means that 90% of ROP 
variables can be explained by this model; the value of R. M. is around 11.65% which 
represents the accuracy of the fitness of this model to the actual grouped data; F-value 
(41.39) and F-test (0-0000) indicate the statistical significance of this model is high. 
Table 5.19: Summary of Fit (24 Grouped Data, A06L) 
R2 RMSE ROP (ft/hr) F-Values F-Test 
0.90 5.93 50.88 41.39 0.0000 
Fig. 5.16 is produced to show the fitness of the predicted ROP to the actual data in a 
point-to-point fashion. The median of the ROP residual is 0.59% which indicates that 
there is no severe skew of the distribution of ROP residuals; the median of the absolute 
value of the ROP residuals is 10.30% which indicates that the fitness to the actual data 
is very good. 
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a. Predicted ROP and Actual ROP b. ROP Residuals 
Fig. 5.16: Correlation of Predicted and Actual ROP (A06L) 
From Table 5.20, it can be seen that all of the 4 variables incorporated into this model 
(Fig. 5.16) are statistically significant; and that of the 4 variables, HSI appears to be the 
most significant parameter, according to the values of the Estimate and F-ratio. 
Because of this, further attention was Paid to the background of this data set. As a 
result, it was found that this data set was a kick-off section. The BHA used in this 
section was a directional steering assembly with downhole motor driven by mud flow. 
Table 5.20: Parameter Estimates and Effect Test 
(24 ub-groups, 06L) 
Term Estimate I Std Error I ProbAtl I F-Ratio 
Intercept -265.37 29.99 0.0000 
DWOB (Klbs) 1.03 0.16 0.0000 43.16 
RPM 0.26 0.04 0.0000 40.48 
HSI 105.59 14.03 0.0000 56.64 
At (ps / ft) 0.36 0.10 0.0014 14.03 
Considering that a kick-off section is not common in drilling practice and a model 
derived from this kind of data is not desirable, it has been shown that this approach for 
ROP modelling is robust. 
5.4 Selection of Data Set for Further Modelling 
The selection of a data set is essential to modelling. The following criterion to assess the 
suitability for modelling were established: 
ROP residuals (%) 
110, ....... .... 
0 %ýý, --1. 
. 
-110- 
8000 8100 8200 8300 8400 8500 
Depth(ft) 
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8000 8100 8200 8300 8400 8500 
Depth(ft) 
+= Actual ROP, x= Predicted ROP 
(1) Consult with the experts who are familiar with data analysis and the background of 
data. They may reveal some issues which will affect the the suitability of the data for 
modelling. 
(2) Define the formations and depth correction. Defining formation and depth-shifting 
need the help of the petrophysists and geologists, because although there exists a 
large body in literature on depth correlation, in practice, there is no documented rules 
for depth shifting. This still relies largely on individual expertise and experience. 
(3) Read relevant documents. Table 5.21 below lists, in the order of priority according to 
the extent of details and the availability, some of reports normally available in BPs 
libraries. According to the contents in those reports, other information may be traced. 
Table 5.21: Drillina Re-ports Related to ROP Modellin 
No Items 
I Daily Reports 
2 Mud Logging Report 
3 Wireline Logging Report 
4 Drilling Factual Report 
5 Drilling Programme 
(3) Remove Null Data of Variables. Before starting to model, null data, conventionally 
coded as -999 by logging companies, should be removed. For the data set (Table 
5.22), 25 (5% of whole data set) null measurements, including 23 null points in 
DWOB, 2 points in RPM and I point in HSI, have been removed and as a result, 462 
data points were left for further analysis. To discover the correlation between null 
data and other events in the drilling process, a number of data sets were examine . 
But no circumstances can be related to the occurrences of null data. Nonetheless, the 
numbers and percentage of null data in a dataset could be an index of the 
data quality. 
I For instance, a data set with over 50% of null data may not 
be suitable for further 
modelling. Table 5.22 below provides the description of a typical 
dataset (A05462). 
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Table 5.22: Description of Dataset A05462 
(Bit Size= 12.25", Oil Based Mud, Drilled from a Semi -submersible 
No Item Min. Median / Mean Max. Range Cy (%) 
I Devth (ft) 6234 6472 /6474 6720 487 2.16 
2 ROP (ft/hr) 16.30 113.21 / 106.40 428.57 412 32.79 
3 DWOB (Klbs) 0.99 54.72 / 53.47 66.00 65 8.02 
4 SWOB (Klbs) 27.30 59.35 / 58.77 104.80 78 8.32 
5 RPM 42.95 135/ 136 149 106 6.87 
6 HSI 0.65 2.71 /2.52 2.85 2.2 13.89 
7 SPP (PSI) 688 3500/3333 3618 2930 10.20 
8 S. Torque (ft. Klbs) 3.15 7.65/7.67 17 13.85 8.34 
9 At 4ts / ft) 95 124/ 125 147 52 6.25 
10 Caliper (in. ) 12.91 13.16 / 13.20 14.57 1.66 1 1.21 
11 Gamma Ray (API) 25.82 46.13 / 46.49 77 51 18.86 
12 Resistivity (Q) 0.63 0.89/0.90 1.54 0.91 20.00 
13 Ind. (deg. ) 26.05 26.60 / 26.60 27.11 0.78 1.05 
14 Azimuth (deg. ) 163 166/ 166 169 4 0.99 
(4) Prepare comparative data sets for verification of the developed model. Considering 
that ROP model is a means of defining the optimum drilling parameters (WOB, RPM 
and HSI), it is best to test the model against other data sets with drilling conditions 
(formation, bit type, bit size, mud type etc. ), as close as possible to that from which 
the model was derived. For dataset A05462 (Table 5.22), another two datasets drilled 
from the same Semi-submersible rig, in the same formation with the same bit type, bit 
size and mud type were prepared. 
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CHAPTER 6 
DISCUSSION OF THE NATURE OF GROUPING DATA 
In previous chapters, two facts have been shown: (a) a reliable model cannot be derived 
from raw logging data and there is no method available to discover the cause-and-effect 
relationship in a point-to-point fashion; (b) grouping data can effectively filter data 
fluctuations and an ROP model can be derived from this grouped data. In order to discover 
the mechanism underlying the grouped data, a series of exercises is conducted to 
investigate the nature of grouping data. 
6.1 The Characteristics of Logging Data Fluctuations 
It is noticed that although raw logging data fluctuate dramatically, there appears to be a 
trend-line through the middle of this data (Fig. 6.1). 
ROP (ft/hr) 
450 - ------------------------------ 
360--- 
270 -- -' 
rr 
180-- 
90A 
0-- - 
165 
a 
145 
125 
105 
85 
65 - -- - -11 1 
6225 6325 6425 6525 
'40 
0 
--T 
6625 6725 
Depth (ft) 
Fig. 6-1: Fluctuating ROP and Smoothed ROP with Depth 
(Dataset A05462) 
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This phenomenon suggests that the peak-and-valley fluctuating measurements can be 
diminished by grouping data and as a result, the general trend of the drilling process will 
become distinguishable (Fig. 6.1). To discover the nature of the fluctuations of logging 
measurements, a set of data (dataset A0529) is employed. 
6.1.1 Data Description 
Table 6.1 surnmarises the basic description of data set A0529. 
Table 6.1: Description of Constant Drillin Conditions (Dataset A0529) 
Min Median Max Range Mean Cv(%) 
Depth(ft) 6552 6566 6580 29 6566 0.13 
DWOB(klbs) 52.00 55.67 58.08 6.08 55.49 3.06 
RPM 129.20 129.80 130.90 1.70 129.98 0.29 
HSI (hp/in2) 2.73 2.73 2.75 0.02 
_2.73 __1 
0.37 
At (p/ft) 116.63 121.92 127.31 10.68 122.09 2. 
ROP (ft/hr) 60.00 100.00 193.55 133.55 100.35 24 
Cv= Coefficient of variability of data= standard deviation/mean 
From the range in values of the variables such as depth and WOB in the above table, it can 
be seen that these data are from a situation with essentially constant drilling conditions, so 
the variations other than the fluctuations of ROP measurement are minimised. These large 
ROP variations (from 60 to 193.55 ft / hr), cannot be attributed to the influence of any 
other variables. For example: 
0 The effects of formation properties, such as compaction or pore-pressure, on 
ROP have 
been finuted because the depth range is only 29 feet and the variation in At is small; 
* The effects of WOB, RPM and HSI on ROP have 
been limited, because the range of 
RPM is only 1.70 RPM and the range of HSI is only 0.02 
hp/in2. the range of DWOB 
variations may appear to be relatively large 
but not responsible for the corresponding 
ROP. 
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0 The effects due to connection of drill pipe have been eliminated because there is no 
TOFF (Time-Bit-Off-Bottom) over zero. 
9 The effects of borehole conditions on ROP fluctuations have been limited, because over 
29-feet of interval, the values of the Caliper vary only 0.94 inch, the values of borehole 
inclination varies by only 0.060 and azimuth only 0.260 respectively; 
Fig. 6.2 demonstrates further that few fluctuations of ROP data can be attributed to specific 
variables. In these plots, the horizontal mid-lines represent the mean values. 
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Fig. 6.2: Distribution of ROP, DWOB, At with Depth (Dataset A0529) 
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6.1.2 The Sign-Distributions of Logging Measurements 
To investigate the characteristics of logging data fluctuations, the variations of the signs of 
the logging measurements are investigated. In this exercise, the signs with "+1 " are given 
to the data greater than the previous data (+I= (xi - xi-l)> 0) and the signs "-I " are given to 
the data less than previous data (-I= (xi - xi-, )< 0). Few data are identical to the previous 
data and they can be given either signs of "+I" or "A". As a result, it is found that in this 
data set, containing 29 data points, 14 ROP data fall into the category of " +I ", 15 ROP data 
into the category of "-I" (Fig. 6.3). The figures in the plot below denote the row number in 
the data sheet. 
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Fig. 6.3: Distribution of ROP Sign-Variations with Depth (Dataset A0529) 
According to Mendenhall and Sincich (1989), when a data set containing more than 10 
points, the sign test can be conducted by using the familiar standard namely z-score. To 
evaluate the charactenstics of data fluctuations, the equations below are employed: 
n 
I 
signi 
Overall Sign -` n 
S- 0.5 -n (6.2) 
0.5. -ý-n 
In the above equations, n stands for the data points 
in a group: sign, for the sign of 
c tý individual data, S for the total number of either positive signs or neiiativc signs. 
According 
to equation 6.1, the value of the overall sign 
for the 29 ROP measurements is 0.0345. 
which means that the majority of signs are positive and implies 
that in this data set, the 
ROP distribution is very slightly skewed by negative fluctuation. 
In compari,, on with the 
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tabulated normal and rejection region in books about statistics, the z-value is used as a 
criterion for determining if the difference between the number of positive and negative 
signs is statistically significant. For instance, a z-value over 1.96 indicates that , on the 
basis of a 95% confidence level, the difference between the number of positive signs and 
negative signs is significantly different. As for this data set with 29 ROP measurements, 
the z-value is only 0.1858 and we can conclude therefore that the signs of the data are 
symmetrically distributed. 
In addition, the values of the overall sign and z-values for DWOB and At is evaluated. As 
for DWOB, the value of the overall sign is -0.1724, which suggests that in this case, there 
are more data points with negative signs (12 positive signs and 17 negative signs 
respectively); however, a z-value of 0.9285 indicates that the distribution of DWOB signs 
is still symmetric. As for At, the value of overall sign is 0.1724 suggesting that there are 
more positive signs (12 negative signs and 17 positive signs respectively), a z-value of only 
0.9285 indicates that the distribution of At signs is symmetric. 
According to the above results, it is considered that by grouping the raw data, the negative 
and positive fluctuations can be eliminated. 
6.2 Correlation of Grouped Mud Logging Data and Group Size 
In this section, the correlation between grouped mud logging data and group size will 
be 
investigated. The purpose of this exercise is to examine some of the nature of the grouped 
data. 
6.2.1 The Nature of Grouped ROP Data 
4 In practice, ROP is not measured directly at the 
drilling bit. Conventional mud loggin', '; 
ROP measurement equipment infers a bit 
depth from the position of the travelling block-, 
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and converts changes in travelling block position with time to apparent bit ROP. Equation 
6.3 represents the calculation of ROP data. 
ROP(LT-1) -- 
Ah 
_. 
positioni - positioni-, (6.3) 
Aton timei - timei-, 
where: 
Ah = the difference of travelling block position 
Aton = time of bit-on-bottom of a specific interval 
LT-1 = physical dimension of ROP, L refers to length, T refers to time 
According to the above equation it can be seen that the accuracy of ROP calculations is 
dependant on a knowledge of the travelling block position. This position is, however, 
affected by errors introduced by the system: a series of spring-like components between the 
drilling bit and the travelling block (Fig. 6.4). 
error from surface instruments 
error from compliance of drilling pipe 
error from compliance of Bottom- Hole-Assembly (BHA) 
Fig. 6.4: Illustration of the Spring-like Drill String 
The errors from time recordings are negligible. To show the major 
factor resulting error in 
ROP, the relationship between ROP data and depth measurement is 
developed by Taylor's 
theorem (Stroud, 1992). 
dROP 
-": 
dAh. 
(I_ 
Ah 
- 
dAt 
- 
dAt 
+- 
(dAt) 
ROP Ah At dAh At dAh - (At) 
in which (dROP/ROP) refers to the ratio of 
ROP errors to actual ROP-, (dAh/-Nh) refers to 
the ratio of Ah errors to actual Ah; (dAt/A0 refers 
to the ratio of Aterrors to actual At, 
Considering At ==> 0: 
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dAt 
=* 09 
4ýý 
=: > 09 
(dAt)2 
-T => 0, dAh At dAh - (At) 
thus, 
dROP dAh 
ROP Ah 
It is therefore considered that the ratio of (dAh / Ah) will be decreased by enlarging the scale 
of the interval for ROP measurement, or by grouping data. For instance, when the value of 
Ah is I foot, 6 inches of errors (dAh) can make 50% of (dAh / Ah); when the value of Ah Is 
30 feet, even I foot error (dAh) can only make 3.33% of (dAh / Ah). For a group with 462 
data points (A05462, Table 5.22), ROP is calculated as: 
ROP = 
Depth462 - Deptho 462 
. 60 = 106.40(ft / hr) ton462 -tono 260.52 
An ROP of 106.40 ft/hr, calculated on the basis of 462 data points, is the most reliable 
ROP measurement in this data set. We can use this value as the basis to investigate the 
impact of group size on the average ROP. Consequently, a number of groups with 
different data size are produced. For instance, with 2 data in each group, 231 groups are 
obtained; 21 data in each group provides 22 groups (the reason for using 21 per group is 
that no residual data left after 462/21). The values of the overall grouped ROP are 
calculated according to the equations below. 
, 
Ahi 1 Ah, 
ROPj 
nn 
(6.4) 
ton toni 
sequnece number of data in a group 
sequnece number of group in a set of data 
n= data size of a group 
Ahi = interval of individual ROP measurement, non-nally as 
constant as I foot. 
Atoni = time-of-bit-on-bottom for 
individual ROP measurement. 
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k 
F, ROPi 
Overall grouped ROP 1=1 
k 
k= number of grouped data 
(6.5) 
The equation below is used to measure ROP improvement with data size in each group (IR 
refers to the improvement of ROP). 
IR(%) = 
OverallGroupedROP-ROpwholedataset 
ioo 
ROpwholedataset 
OverallGroupedROP - 106.40 
106.40 
100 
(6.6) 
Fig. 6.5 demonstrates the relationship between group data-size (n) and IR. It can be seen 
that increasing group size can always improve ROP measurement, but the rate becomes 
flatter and flatter when the group size reaches a certain level. 
Furthermore, the relationship between pooled standard error of grouped ROP and group 
size is evaluated according to the equations below: 
k 
sdi' 
sdp 
2k (6.7) 
se = 
rýdp' 
(6.8) 
Pn 
n 
PsX70) --": - 
sep 
_% (6.9) 
Overall Grouped ROP 
sdIp = pooled variance 
sep = pooled standard error 
Psr = ratio of sep to the value of overall groued 
ROP 
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1 462 126.64 19.02 33 14 108.96 19.02 
2 231 116.16 9.17 42 11 108.33 9.17 
3 154 113.37 6.55 66 7 108.33 6.55 
6 77 111.45 4.75 77 6 107.48 4.75 
14 33 110.13 3.51 154 3 107.25 3.51 
21 22 109.40 2.82 231 2 107.15 2.82 
22 21 109.36 2.78 462 1 106.40 2.78 
I. R. (%)= 10.83 / 4(n-0.67) (RMSE= 0.39%) 
Fig. 6.5: Correlation of Group size and Grouped ROP (A05462) 
Fig. 6.6 and its tabulated data demonstrate the relationship between group size and the 
values of P, which is very similar with that shown in Fig. 6.5. 
6.2.2 The Nature of Grouped WOB, RPM and HSI 
As a criterion for evaluating the reliability of grouped data, the values Of P, r (ratio of sep to 
the value of overall grouped variable) for typical ROP related variables including DWOB, 
RPM and HSI are calculated according to the equations below: 
Ps, M= sep . loo (6.10) Xb 
k 
X, j 
Xb 
ifill-, 
k 
toni 
x (6.12) n 
(toni 
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Fig. 6.6: Relationship between Group Size and ROP Variability 1-15 
(the calculations refýr to Eqs. 6.7,6.8,6.9, daatset A05462) 
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in which, n is the number of data points in a group and k is the number of group in a data 
set. x denotes specific variable. 
Fig. 6.7a, b and c and their tabulated data show the relationships between the values of 
pooled standard errors and the group-size. From these figures and data, the following can 
be seen: 
(1) The values of P, are relatively small. As for DWOB. The largest Ps, is only 4.15 %; 
as for RPM, the largest Psr is 2.93% and the largest Psr for HSI is 3.11%. In 
comparison with the Ps, of ROP, it is clear that to group ROP (Fig. 6.6) is the priority. 
(2) When the group-size reaches a certain level, increasing group-size does not efficiently 
reduce the value Of Psr - 
6.3 Correlation of Wireline Logging Data and Group Size 
There are two major problems with wireline logging data. One is the reliability of data for 
modelling, another is depth-shifting between mud logging and wireline logging data. 
6.3.1 Reliability of Wireline Logging Data 
The sampling frequency for wireline logging data is typically limited to only two samples per 
foot, especially over non-reservoir sections. Two samples however may not be enough to 
represent the formation properties, because the lithologies in one foot can vary. For instance, it 
is possible that the two samples are from two sand streaks in a formation with a majority of 
mudstone and as a result, these two samples reflect the actual formation properties poorly. 
Following the same logic as in previous sections, the values of P, for the wireline logging 4ý 
variables, At, Gr, Resistivity, are calculated according to the equations below. 
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se Psr (010) ý-- * 100 (6.13) Xb 
k 
I Xa, - 
Xb = J=l k 
n 
Xi 
Xa (6.15) n 
in which, n is the number of data points in a group and k is the number of group in a data 
set. x denotes specific variable. Because for wireline logging, the samples in each interval 
in a specific section are constant, so the arithmetic mean is used in Eq. 6.15. 
The relationships between P, and group-size for wireline logging data are shown in Fig. 6.8. 
From the three plots, the followings can be seen: 
(1) The values of P, are quite small. As for At, P, r varies between 1.79% to 0.29 %; for 
Gamma ray, P, varies between 7.04% to 0.88%; and for Resistivity, Ps, ranges from 
3.03 % to 0.90 %. It should be pointed out that the value of P, is not used for 
assessing the effect of a specific variable on ROP, but as an index to the variability, or 
reliability in some sense, of a variable in a set of data. 
(2) Although Ps, is always decreased with increasing group size, when a group size reaches a 
certain level, increasing group size does not reduce Psr efficiently. 
6.3.2 Nature of Depth-matching 
To estimate the probable errors due to depth mis-matching, the following equations are 
used: 
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4 
3 
0 
P, r of DWOB (%)- 9.92 / 4(n + 325). (RMSBw OM%) 
---- ------ ......... - ------- 
14 
0 100 200 30 0 40 0 50 0 
Group Size ýn) 
a. Correlation of Psr of DWOB and group Size (marked with the curve) 
Pw of RPM (%) = 4.83 / 4(n + 0.82), (RMSE-- 0.06%) 
3 ;: ) 
I- 
0- 
0 
Psr of HSI (%)= 15-56 (n + 37.55). (RMSE-- 0-31%) 
3.5 
3.0 `2 
2.5 ,6 
Qn = -0 3.13433 
1-5 - 
. 154 
1.0- 
0.5-1 
Group Size No. of Groups 
(k) 
PzofDVMB Pr of RPM 
W 
Par Of HSI 
1 462 
2 231 4.13 2.91 3.09 
3 L54 3.78 7-44 1.93 
6 77 3.13 1.80 2-58 
14 33 2-37 , IM 1.84 
21 22 1.89 1.01 1.87 
33 14 1.58 0.85 1.86 
42 11 1.5Z 0.75 1.67 
66 7 1-10 0.62 1.46 
77 6 1.14 0.59 1.48 
154 3 0.85 0.48 1.35 
231 2 0.71 0-38 1.17 
462 1 0-51 1 0.32 0.66 
Fig. 6.7: Correlation of Group size and Variability of Mud Logging Data 
(the calcuLations refertoEqs. 6.7.6. S. 6.10, Darn tAO5462) 
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b. Correlation of Psr of RPM and group Size (marked along the curve) 
0 100 200 300 400 500 
Group Size (n) 
C. Correlation of P, r of HSI and group Size (the marked numbers with the curve) 
Psr(%. At)ý20.06/(n+14.43)+02) 
2.0 ,I- 
1.5 
1.0 
0.5 
0.0 
0 100 200 Cnoup Sur (n) 
3w 400 
Psr Gamma ray)= 32.41/(n+4.07)+0.88 
8 
500 
*2 
......................................... ................... ................................. 6............. .................................... 
. ......... ................... - ... ...... .. 6 
2- 
154 
0 
0 100 200 
Gmup Size (p) 
300 400 500 
Psr(%, Resistivity)=49.99/(n+31.92)+0.90 
3.5 
......................................................... ..................... ................................ 3.0 2 ---------------------------- ------------------- 
2-5 ................................................................ ................................................................ . ................................ 
----------------------------------- - ............... .............................................................. ................................ 2.0 33 
........................ ......................................................................... 1-5 - ----------- ----------- ------ 
............... . -- 1.0 - ----------------------------------------------- ------------ -462 
0.5- 
0 100 200 
Gmup Size (n) 
300 400 500 
Group Size 1 
(n) I 
Numbx= of 
Groups(k) 
Psr of At 
(%) 
Psr of Gamma 
ray %) 
Psr of Resistivity 
1 462 0 0 
2 231 1.79 7.04 3.03 
3 154 1.25 4.59 1.92 
6 77 1.12 3.52 1.92 
14 1 33 2.69 1.84 
21 22 0.94 2.47 1.84 
33 14 MiF- 2.13 1.80 
42 11 0.70 2.06 1.56 
66 7 0.60 1.83 1.50 
77 6 0.63 1.64 1.55 
154 3 0.48 1.41 1.16 
231 2 0.39 1.25 1.00 
462 1 0.29 0.88 0.90 
Fig. 6.8: Correlation of Group size and Variability of Wireline Logging Data 
(the calcularims refer to Eqs. 6.7,6.8,6.13, dataset A05462) 
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Ax =1 X1. - xf. -J. 
1 (6.16) 
'f . Ax m AX9 = M=J (6.17) Al 
k- 
Y, AX9 
Ax =1 
k (6.18) 
AX = absolute difference of wireline logging data between two points of 
measurement 
Xi, xi-j = wireline data at individual point of measurement 
Axg =mean of Ax of individual group 
AX =mean of Axg of all groups in a data set 
=number of groups in a data set 
Al = the length of depth mis-match 
Fig. 6.9 and its tabulated data demonstrate the relationships between possible errors of 
wireline variables resulting from depth mis-matching. From this figure, the following can 
be seen: 
(1) The possible error increase with the value of depth mis-matching. For instance, when 
depth mis-matching is 1 -foot, the possible error with At is 1.49 gs/ft, and when depth 
mis-matching becomes 50-feet, the value of errors reach to 5.61 gs/ft. However, it 
should be pointed out that the values shown in the plots are estimated, because there is 
no such thing as a precise depth-matched log. 
(2) The rates of the errors with depth mis-matching decrease with the increase of depth mis- 
matching. It can be seen that after 10-feet depth mis-matching, the curves become flat. 
A(At) (Alý pslft)= 1.9057 + 0.9786 InAl 
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3 
4 
3 
........... ........ 
05 10 15 20 25 30 35 40 45 50 
AGr (Gznma ray, API w3it)-- 2.9276 + 1.3282 -InAl 
9 
........... . .......................... 7-- -------- ----- ...... ......... ........... ................ .. ...... ........... ........... ........ 
... . ......... . .... . ........... - -- -- 6 
5 
----- - --------- -------- - ---- -- ------ 
- 4 
3 ................ ................ ................ . ........ ....... ....... ........ ................. ........ ........ ........ 
2 
05 10 15 20 25 30 35 40 45 50 
AResistivity (91)= 0.0113 + 3.0328 - InAl 
0.15 
0.12 
0.10 ........... ......................... .............. ........ ..... ........................ -T ...... .......... 
0.08 .......................... ........................ ........ ....... ... ............. ........................... 
. 0.05 .......... . .................. ...... - -------- ....... ................ ........... ....... ...................................... ....... .......... 
0.03 - ........... -- ------------ .............. ..... ................ ................ ................ ....... ................. ........................... ....... .......... 
0.00 
05 10 15 20 25 30 35 40 45 50 
Al (ft., error of depth mis-match) 
Al (ft) 
(CnW of depth mis-match) 
A(At) 
(At. 4s/ft) 
AGr 
(Gamma ray, API unit) 
A Re sistivity 
1 1.49 2.34 0.018 
2 2.58 3.85 0.033 
3 3.19 4.59 0.046 
5 3.77 5.45 0.064 
7 4.03 5.91 0.074 
10 4.28 5.94 0.083 
15 4.39 6.71 0.095 
20 4.77 6.99 0.105 
25 5.01 7.33 0.115 
30 5.21 7.31 0.122 
35 5.54 7.43 0.135 
40 5.72 7.39 0.139 
45 5.28 7.94 0.139 
50 5.61 8.31 0.139 
Fig. 6.9: Possible Erron. of Wireline Data from Depth Nfis-matching 
(the calm Lations refer to Eqs. 6.16.6.17,6.18) 
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It is considered that in a group with a number of data points, there are positive errors. i. e. 
the values of matched wirelint. - data are larger than the actual ones; and there are negadve 
errors, i. e. the values of matched wireline data are smaHer than actual ones, and that the 
positive errors and negative errors will cancel each other out to a certain extent when the :z 
group size is significantly larger than the correlation length, 20-30 ft for example. The tD 
equations below evaluate the possible error after wireline data are grouped. 
xi - xi-I (6.19) 
n-j 
(5. 
(5g (6.20) 
A: 
E16 
9 
k=l 
difference of wireline logging, data between two points of measurement Z: ) 
Xi, xi-j wireline data at individual point of measurement 
59 mean of (5 of individual group 
mean of the absolute values of 3g- of all groups in a data set g 
k= number of gi oups in a data set 
Al = the length of depth mis-match 
Fig. 6.10 and its tabulated data show the relationship between possible errors of grouped At 
and group size. From this illustration, the following can be seen: 
(1) With the increase of group-size, the possible errors due to depth mis-matching become C7 C 
less. 
(2) When the group-size reaches 20, the possible variation of At is below 2 gs/ft. When 
the group size is 25, the possible error is estimated as 2.13 4s/ft. This sucraests that C) :nC 
when the data size reaches a certain level, the possible error is related to not only group 
size, but the wav the data are grouped. More synimetrical distributions of J in each 
group result in a lower value of 
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45 (&,, us/ft)= 174.36/(n+29.96)-i. 26 
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CAuq size (n) 
45 (Gamma ray, API Unit)= 853-23/(n 69.47) -6.32 
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. ........ ....... ...... ................................... ................... ................. ...... ................. 2' 
A in In AA CA 
0.09- 
0.08- 
0.07- 
0.06 
0.05- 
0.04] 
0.03 1 
0 
Groupsize 3 I 3 45 
Group size 3 3 
(n) (At, gS/ft) (Gammamy. APIU (Ite 'id%* (n) (AL P&Ift) (Gamm2mmy. APrU ýJ) (RcaxtmtyJ2) 
1 4.28 5.94 0.083 20 1.92 : 3.41 U. 043 
2 4.18 5.70 0.083 25 2. T37 
- - 
3.20 0.037 
5 3.76 5.02 0.075 30 T . 
3ý 2-25 0.033 
10 3.41 4.14 0.069 35 1.06 1.98 0.033 
15 ') 53 3.63 0.051 40 1.59 1.19 0.036 
Fig. 6.10: Correlation og Group size and Possible Errors of Wireline Data 
(the calculations refer to Eqs. 6.19.6.20,6-21, Daraset A05462) 
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IV '&v Cimp size(n) JV '#V Jv 
(Resistivity, fl)-- 2.44. -i/(n +25.177) -0.007 
5 10 15 20 25 30 35 40 45 50 
Group size(n) 
6.4 Relationship of Group Size and Data Variability 
From the above discussion, it can be seen that grouping data is an efficient way to improve 
the suitability of logging data for ROP modelling. However, it is considered that when 
data are grouped, the variations inside the data are averaged out to a certain extent and if the 
ranges of the variations are too narrow, the relationships between the variables will become 
insignificant and the potential application of the model will be affected. Consequently, the 
relationship between grouping data and data variability is investigated. 
To investigate the relationship between group size and the range of the values of a variable, 
data set A05462 (Table 5.22) is used and the following steps are carried out: 
(1) Examine the relationship between Ax (ranges of variables) and their Quantiles (ranges 
of symmetric quantiles) including, Quantile(100%) minus Quantile(O%), Quantile 
(99.5%) minus Quantile(O%), Quantile(97.5%) minus Quantile(2.5%), 
Quantile(90.0%) minus Quantile(10%) and Quantile(75.0%) minus Quantile(25.0%). 
Fig. 6.11 and its tabulated data show the relationshiPs between ADWOB and A(At) and 
their corresponding AQuantiles. 
100 
90 
80 
70 
60 
50 
40 
AQuantile 
AQuantiles (%) 100 99 95 80 50 
ADWOB (KIbs) 65.01 50.27 19.87 11.37 5.00 
a. relationship of range of Quantile and range of DWOB 
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m 
0 20 40 60 80 
ADWOB (Kibs) 
AQuantile 
100 -r- 
90 
80 
70 
60 
50 
40 
AQuantiles M 100 99 95 80 50 
A(At) (gs / ft) 51.82 46.04 26.20 20.77 10.23 
b. relationship of range of Quantile and range of A(At) 
Fig. 6.11: Data Quantiles and ranges of ADWOB and A(At) (Dataset A05462) 
The equations to fit the curves in Fig. 6.1 I are: 
AQuantiles (%) of ADWOB = 105.44 - 276.29 / ADWOB, (RMSE= 2.83) 
AQuantiles (%) of A(At) = 114.22 - 653.61 / A(At), (RMSE= 3.83) 
When the relationships between group size and ADWOB and A(At) are available, the 
relationships between group size and the ranges of ADWOB and A(At) can be assessed. 
For instance, substitute 35 for ADWOB into the above equation and the corresponding 
range of the Quantile can be calculated as: 97.54% which means that in this data set, 
97.54% of the data points are covered by the range of 35 Klbs in DWOB. 
(2) Fig. 6.12 and its tabulated data below demonstrate the relationships between group size 
and ADWOB and A(At). 
ADWOB (Klbs) 
0 50 100 150 
Group size (n) 
200 250 
a. relationship Of group size and ADWOB (KIbs) 
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10 20 30 40 50 60 
A(At) (gs / ft) 
A(At) (gs / 
60 
50 
40 
30 
20 
10 
0 
Group size 
(n) 
ADWOB I 
(Klbs) 
A(At) 
(ýts / ft) 
ý Group size 
(n) 
ADWOB 
(KIbs) 
A(At) 
(ýts / ft) 
1 65.01 1 5 1.821 22 1 13.221 23.80 1 
2 47.75 1 49.14 33 12.41 18.80 
3 37.18 42.11 42 8.47 19.28 
6 25.42 29.38 66 7.30 17.38 
14 13.93 25.58 77 6.63 16.62 
21 16.04 22.53 1 54 3.88 12.92 
Fig. 6.12: Data Ranges of DWOB and At Versus Group Size (dataset A05462) 
The following equations can be used to represent the above relationships (Fig. 6.1 1) 
ADWOB = 68.47 / 4(n+0.05) - 1.45, (RMSE= 1.54) 
A(At) = 71-88 / 4(n + 1.46) + 7.36, (RMSE= 2.05) 
Accordingly, the relationship between AQuantiles (%) and group size are linked and can 
be calculated as: 
AQuantiles (%) of ADWOB = 105.44 - 276.29/[68.47 / 
ý(n+0.05) 
-1.45] 
AQuantiles (%) of At = 114.22 - 653.61/ [71.88 / 
ý(n + 1.46) + 7.36] 
Substitute 20 for n in the above equations and the following values are derived: 
AQuantiles (%) of ADWOB = 85.48 and, 
AQuantiles (%) of At = 85.64 
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0 50 100 150 200 250 
Group size (n) 
b. relationship of group size and A(At) (gs / ft) 
It is evident that in this case, grouping 20 data points as a group for modelling can maintain 
the majority of the variations of the variables. This is why the model derived from grouped 
data can fit the actual data so well (Fig. 5.17). 
6.5 The Impact of Outliers on Grouped Data 
It has been shown that grouping data can improve the suitability of data for ROP modelling 
and 20 data points appears to be an appropriate group size in this particular data set. An 
attempt is now made to estimate the impact of the outliers on the grouped data and then 
determine the treatment of the outliers. 
Given a group of data including nj points of normal data and n2points of outliers, the mean 
of the normal data can be calculated according to the equation below. 
in 
xi 
Xn i=l 
n, 
(6.22) 
and the mean of the data mixing normal data together with outliers can be calculated 
according to the following equation. 
in 
xi + 
ixo 
no 
0=1 
n, +n 2 
(6.23) 
In the above equations, xi and xO stands respectively for individual normal data and 
individual outlier. To exanfine the relationship between x,, and x,,,, equations 6.22 and 
6.23 are re-arranged as: 
n2 
0/ 
nj 
+Ix xi 
Xno 
- 
x+n, In, n 
thus the relationship between x,, andXno can be represented by the following equation: 
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-- 
I+ix 
0/ixi Xno =Xn 0=1 ) i=l (6.24) 1+n, In. 
According to above equation, it is clear that the influence of outliers on the grouped data 
depends on the ratio of the number of outliers to the number of normal data (n2/n I) and the 
magnitude of the outliers (jx, ). It follows that to reduce the effect of outliers, we can 
0=1 
either remove the outliers or increase group size. 
(1) Illustration of reducing the effect of outliers by increasing the group size. When the 
group size reaches a certain level, a few outliers do not affect the character of the 
grouped data. Fig. 6.13 and tabulated data can be used to illustrate this point: 
(%) 
15 
12 
9 
6 
3 
0 
Total RPM Data 
(n, + n2) n, 3Fn n2 
x 0 Xno '(X-n 1 no)lXn 
(%) 
5 41 120 1 1 1 200 1 136.00 1 13.33 
101 91 120 1 11 200 1 128.001 6.67 
151 141 120 1 11 200 1 125.33 1 4.44 
20 1 1 91 120 1 11 200 1 124.001 3.33 
30 1 291 120 1 11 200 1 122.67 1 2.22 
Fig. 6.13: Illustration of Effect of Outliers on Grouped Data 
(2) Illustration of reducing the effect of outliers by removing outliers. The statistical 
characteristics of data with and without outliers are contrasted based on the dataset 
A05462 (Table 5.22). This data set is classified into three data sets according to the 
following criteria: 
* The whole data set; 
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05 10 15 20 25 30 35 
Group Size (n=n I +n2) 
* The whole data without the outliers in the ± 31QR categories; 
9 The whole data without the outliers in the ± 31QR and in the ± 21QR categories 
Table 6.2 demonstrates the variations of statistical descriptions in the above data sets. 
Table 6.2: Contrast of Statistical descriptions 
(Data Set A05462. Table 5.22) 
Data Conditions Parameters Arth. 
Mean 
Std. Devi 
(Sd. ) 
Std. Err. 
(Se) 
Ase 
(Se%) 
Data 
Points 
(N) 
with outliers ROP (ft/hr) 126.64 58.68 2.73 462 
No data in ± 31QR ROP (ft/hr) 120.29 43.91 2.07 -24.17% 450 
No ± 31QR &± 21QR ROP (ft/hr) 117 38.64 1.84 -11.11% 441 
With Outliers DWOB(Klbs) 53.65 5.80 0.27 462 
No data in ±3 IQR DWOB(Klbs) 54.10 4.23 0.20 -25.93% 455 
No ± 31QR &± 21QR DWOB(Klbs) 54.42 3.77 0.18 -10% 438 
With Outliers RPM 136.93 8.81 0.41 462 
No data in ± 31QR RPM 137.32 6.43 0.30 -27.50% 460 
With Outliers SPP (PSI) 3355 389 18.11 462 
No ata in ± 31 SPP(PSI) 3515 35.60 1.66 -90.83% 460 
From the above table, it can be seen that the statistical descriptions of data are sensitive to 
the outliers in the ±31QR categories, and as a result, removing the outliers in the ±31QR 
categories can significantly alter the data for modelling. For instance, for ROP 
measurements, the value of se was reduced by 24.17%, after only 12 (2.60%) raw data 
points falling into the ± 31QR categories were removed. In addition, it has been noted that 
the effects of outliers in the ±31QR and in the ±21QR categories on the statistical 
characteristics of the data set are different. For example, removing further 9 data points 
falling into ±2 IQR categories, the value of se was reduced by 11.11%. Furthermore, it is 
found that when the group size is over 20 data points, the sign of data fluctuations in all 
groups show a symmetric distribution when data falling into the ±31QR categories are 
removed. 
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CHAIvrER 7 
ROP MODELLING ON DATA FROM ROCK BIT RUNS 
In previous chapters, it has been shown that grouping data can efficiently improve the 
suitability of data for ROP modelling. In order to illustrate this further the grouping 
method will be used on a routinely available data set (Table 5.22). In addition, another 
two data sets from similar drilling conditions will be used to further test the developed 
method. The results demonstrate that the derived predictive models can represent the 
intrinsic relationships between the variables involved in modelling and possess the 
potential to be used for prediction and control in the drilling process. 
7.1 Data Selection 
More investigations into the drilling mechanism of rock bits have been carried out than 
investigations into the PDC drilling mechanism (Chapter 2). Therefore an attempt was 
made first to construct an ROP model for rock bits (Fig. 1.2 a). To be consistent with the 
analysis in previous chapters, the data set shown in Table 5.22 is employed to illustrate 
the steps of constructing an ROP model. Before modelling commences, the following 
steps should be carried out (section 5.4 of Chapter 5). 
(1) Examine the Background of Bit Run of Interest 
(2) Remove Null Data 
(3) Check Depth Shifting 
7.2 Identify Groups 
Initially, attention should be paid to exan-ýning the distribution in value of the variables 
with depth. RPM and HSI are of particular interest, because it is found that they are 
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normally held constant for relatively long periods and are known to impact upon ROP 
(Chapter 2). For illustration, Fig. 7.1 contains two plots showing the distribution of RPM 
and HSI with depth. The marked numbers in these plots stand for the row numbers in the 
computer worksheet. As a result of this exercise, nine groups are identified as the basis 
for subsequent analysis. 
150 
128 
106 
84 
62 
40 
4 
3 
447 
. ..... .... ....................... ........................ 2- 
6225 6275 6325 6375 6425 6475 6525 6575 6625 6675 6725 
Depth(ft) 
(the marked number stand for the rows in data sheet) 
I GroupNo Rows and Group Size GroupNo Rows and Group Size GroupNo Rows and Group Size 
LI I to 44 = 44 4 86 to 154-- 69 7 341 to 407= 67 
2 45 to 59= 15 5 155 to 247= 93 8 408 to 434= 27 
3 60 to 85= 26 
_6 
248 to 340-- 93 9 435 to 462= 28 
Fig. 7.1: Distributions of RPM and HSI with Depth (Dataset A05462) 
7.3 Remove Outliers for Each Group 
To improve the suitability of the grouped data, it is important to remove outliers before 
constructing the sub-groups. This is particularly important if the group size is relatively 
small. As discussed in previous chapters, the Box Plot method has been chosen as a 
robust statistical method to define outliers. By exercising the Box Plot method for 
determining the outliers of DWOB, RPM, HSI and At in the nine groups respectively, 
11.25% (52 points out of 462 data) of the data are defined as outliers and then removed, 
leaving 410 data points for further analysis. For illustration, Table 7.1 tabulates the 
outliers for each of the individual variables in the nine groups respectively. The numbers 
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-------------- ............. ------- -- - -- --------------------- T ............ - 
AAICA 407 
in the parenthesis show the original group size and the group size after outliers have been 
removed. 
Table 7-1: Outliers in Each Group (A05462) 
(Data set shown in Table 5.22, Fig. 7.1) 
Outlier-, Defini-A hu flnv Plr%t 1,1-tý IF-11; - ; -t- --, TnD N 
Group No. Subtotal of ROP DWOB RPM HSI At 
Outliers Outliers Outliers Outliers Outliers 
I 
Outliers 
1 
-1 
ý44 to 
.5 
ZS)= 0 130 102 
2 (15 to 12)= 3 21 010 
3 (26 to 21)= 5 0 
- 
3 0 04 
2 (69 to 63)= 6 1 3 1- 1 0 02 
5 (93 to 88)= 5 0 1 50 
6 (93 to 87)= 6 0 0 06 
7 
-1 
(67 to 6 1)= 6 3 0 1 2 0 
8 
-1 
(26 to 2 1)= 5 1 0 1 4 0 
9 
-1 
(28 to 19)= 9 0 2 260 
Total 1 (462 to 410 = 52 14 7 6 18 14 
7.4 Construct Sub-Groups 
It has been shown in previous chapters that when the group size reaches to a certain level, 
20 for instance, the suitability of the grouped data cannot be improved significantly by 
enlarging the group size. In view of the data size in the 9 groups, 20 sub-groups 
containing about 20 data points each are constructed as a precursor to regression analysis. 
The outliers in each sub-group respectively are then removed using the Box Plot method. 
As a result, 5 outliers are removed and 405 data in 20 sub-groups are left for further 
analysis (Table 7.2). 
Table 7.2: Outliers in Each Sub-group (Dataset A05462) 
(Data set shown in Table 5-22, Fig. 7.1, Table 7.1) 
Outliers Defined hv Box Plot (data falling into +AOR) R)I 
Construct 
Sub-Group 
Subtotal of 
Outliers OROP u utliers 
DWOB 
Outliers 
RPM 
s Outlier 
HS 
0 utheIrs 
At 
Outliers 
Grop I to 2 sub-groups 38 to 38--0 0 0 0 0 0 
Group 2 to I sub-groups 12 to 12=0 0 0 0 0 0 
Group 3 to I sub-groups 21 to 21=0 0 0 0 0 0 
Group 4 to 3 sub-groups 63 to 61 =2 0 0 0 0 2 (sub-3) 
Group 5 to 4 sub-2roups 88 to 88=0 0 0 0 0 0 
Group 6 to 4 sub-groups 87 to 87--0 0 0 0 0 0 
Group 7 to 3 sub-grouPs 61 to 58=3 1 (sub- 1) 0 0 2 (sub- 1) 0 
Group 8 to I sub-groups 21 to 21 =0 0 0 0 0 0 
Group 9 to I sub-grouPs 19 to 19--0 0 0 0 0 0 
9 groups to 20 sub-groups 410 to 405= 5 1 0 0 2 2 
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Table 7-3b: Data Quantiles and CorTesponding Values 
(refer to Table 5.22. Table 7.5a. clataset A05462) 
Terms 
Range of 18 
Sub-groups 
AQuantiles(%) of 
462 raw data 
Range of 372 
edited data 
AQuantiles(%) in 
462 raw data 
Al (ft, depth) 467 95.48 485 99.23 
ADWOB (KIbs) 11.0 80.32 24.42 94.13 
ARPM 18.0 80.78 19.30 82.11 
AHSI 1.36 93.29 1.38 93.32 
A(At) (4s/ft) 23.0 85.80 41.94 98.64 
7.6 Perform Multiple Linear Regression Analysis 
According to literature review and the results from preliminary data analysis (Chapter 5), 
multiple linear regression incorporating DWOB, RPM, HSI and At, replacing the eight 
items proposed in Bourgoyne and Young's model (1974), can be used as a precursor for 
ROP modelling. The model is constructed in a stepwise fashion according to their 
statistical significance. 
Fig. 7.2 below exhibits actual grouped ROP against predicted ROP values and residuals, 
after conducting regression analysis. 
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( 18 grouped data from dataset A05462) 
Fig. 7.2: Correlation of Predicted and Actual Grouped ROP 
The calculated parameters for the derived model are displayed below: 
125 
80 90 100 110 120 130 140 
ROP(ftAu) Predicted 
80 90 100 110 120 130 140 
ROP(ft/hr) Predicted 
ROP (ft/hr) = -251 + 1.16 & DWOB(Klbs) + 0.73 9 RPM + 1.58 9 At (gs/ft) (7.1) 
0 7.7 Examine the Results of the Regression Analysis 
By referring to figure 7.2 and the model, the following observations can be made. 
(1) The fitness of the model to the grouped data is very good. There is clearly a good 
correspondence between the fitted and actual grouped ROP values and there is no 
distinguishable pattern in the residual plot, which was used to see if there was some 
other model appropriate. The value for R2 is 0.91 and for R. M. of ROP is below 4%, 
suggesting that little room is left for further improvement by changing or adding 
variables (Table 7.4). 
Table 7.4: Regression Analysis: Summary of Fit 
(Model based on 18 Grouned. Data from clataset A05462. Table 5.22) 
R2 RMSE 1 ROP (ft /hr) 1 R. M. M F-values 1 Prob> F 
0.91 
1 
4.23 1 107.46 1 3.94% 
1 
46.53 1 0.0000 
(2) The parameters incorporated in the model, DWOB, RPM and At, are physically 
plausible, and statistically significant and their coefficients are all valid from a 
physical viewpoint (Table 7.5). HSI does not appear in the model as a statistically 
significant parameter, which may be due to its small variation (the range of HSI is 
only 1.36 HSI within the range of 1.45 to 2.82 HSI). In fact, Warren (1981) found 
that in a series of laboratory tests for soft formation, even though HSI varied by 2.73 
within the range from 1.06 to 3.79 HSI, there were no significant effects on ROP. 
Table 7.5: Analysis of Parameter Estimates and Effect Test 
INA-,, -, Výý-A ,-IR f-rni1n, -, i r), tq A09462) 
Terrn Estimate Std Error t Ratio Prob>ltl S. S F-Ratio 
Intercept 
I 
- 251.36 38.88 -6.47 0.0000 
1 1 
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DWOB (Klbs) 1.16 0.38 3.01 0.0094 161.47 0.0094 
RPM 0.73 0.17 4.17 0.0009 311.01 0.0009 
HSI 
At (p / ft) 1.58 0.18 8.70 0.0000 1 1352.54 1 0.0000 
(3) From Table 7.5, the effect test (S. S. ) indicates that the variation of formation 
properties (in this case, At) is the most important parameter in the drilling process. 
According to the values in the sum of the squared errors (S. S. ) column, it can be seen 
that the variations of ROP accounted for by At is 4.34 times as much as that 
accounted for by RPM and 8.40 times as much as that by DWOB. 
7.8 Examining the Fitness of the Derived Model to Actual Data 
To examine if the derived model can represent the actual ROP data, ROP residuals 
(abbreviated to R. r. ) are calculated according to the equation below, and Table 7.6 
displays the correlations between ROP residuals and the corresponding quantiles. 
ROP residuals(%) = 
Actual ROP - Fitted ROP . 100 (7.2) Actual ROP 
Table 7.6: Quantiles of ROP Residuals 
(dataset A05462) 
AQuantiles(%) AIROP Residuals (%)I I AIROP Residuals (%) AIROP Residuals (%)I 
(Range of Quantiles) (18 sub-gro ps) (372 edited Data) (462 Original Data) 
I 100-0--loo 1 9.29 1 
99.5 - 0.5=99.0 9.29 14.18 52.62 
97.5 - 2.5=95.0 9.29 11.22 47.22 
90.0 -I0.0= 80 5.33 6.39 14.10 
75.0 - 25.0= 50 2.76 3.54 6.30 
AQuantiles (%)= I 117.84 - 189.26/A 115.24 - 229.77/A 104.67 - 345.1 ]/A 
Additionally, Fig. 7.3a and b demonstrate the distributions of ROP fitness with depth. 
ROP (ft/hr) 
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a. 18 Grouped data, A05462 
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6325 6425 6525 6625 
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Actual and Fitted ROP 
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1 -16 1i 6725 6225 6325 
ROP Residuals (%) 
b. 372 foot-by-foot data, A05462 
Fig. 7.3: Distributions of Fitted and Actual ROP with Depth 
According to these table and figures, the following points can be made. 
(1) As for the 18 grouped data, all of the values of R. r. are below 10% (Fig-7.3a); 
(2) As for the 372 edited actual data, the maximum R. r. is 15.69% (Fig. 7.3b). 
6725 
(3) As for the 462 foot-to-foot actual data points, the maximum ROP residuals was 
55.7 1 %. Nonetheless, the value of R. r. in 80% of data points are about 14% (Table 
7.6). 
(4) As for the relationships between ROP residuals and the corresponding data quantiles, 
a series of equations have been derived (the bottom row in Table 7.6). 
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6425 6525 6625 6725 
Depth(ft) 
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Deo(ft) 
+= Ctaul grouped ROP, x= Fitted ROP 
Actual and Fitted ROP 
7.9 Examine the Results by Predicting ROP in Other Bit Runs 
One of the main objectives of ROP modelling is to use the resultant model predictively to 
optimize the drilling performance on subsequent wells. To illustrate this process, two 
datasets in Wells B (dataset B7509) and C (dataset C6302) are chosen. 
In comparison with Well A, Well B and C were drilled from the same rig, through the 
same formation, using the same bit and mud type. The data from these wells were 
treated in the same way as before and the key variables from these three sets of data are 
summarized in Table 7.7.8 and 10 grouped data points were obtained from data set 
B7509 and C6302 respectively. 
Table 7.7: Comparison the Ranges of Grouped Variables 
(Wells A data set A05462. Well B. data. -et B7509 and Well C- damset C6302) 
Variables Min. Median Max. an e 
Depth (ft. ) (18 sub-groups, Well A) 6245 6491 6711 
d 
467 
_ Depth (ft) (8 sub-groups, Well B) 6619 6894 7072 454 
Depth (10 sub-groups, Well Q 6739 6916 7019 280 
DWOB(Klbs) (18 sub-groups, Well A) 47.77 55.38 59.05 11.28 
DWOB (Klbs) (8 sub-groups, Well B) 25.51 28.13 34.89 9.38 
DWOB(Klbs) (10 sub-groups, Well C) 43.78 47.99 51.86 8.08 
RPM (18 sub-groups, Well A) 130 136 148 18 
RPM (8 sub-groups, Well B) 166 170 173 7 
RPM (10 sub-groups, Well C) 118 160 192 74 
HSI (18 sub-groups, Well A) 1.45 2.60 2.81 1.36 
HSI (8 sub-groups, Well B) 4.77 4.87 4.89 0.12 
HSI (10 sub-groups, Well C) 3.68 3.74 4.40 
772 
At (pffi) (18 sub-groups, Well A) 113 124 136 23 
At (pffi) (8 sub-groups, Well B) 102 115 140 38 
At (p/ft) (10 sub-groups, Well Q 107 113 119 12 
InclinationO (Well A) 26.05 26.60 27.11 1.06(-) 
InclinationO (Well B) 34.37 35.68 37.85 3.48(-) 
InclinationO (Well C) 27.47 29.00 29.77 2.30(-) 
Azimuth (Well A) 162.98 165.78 168.62 5.64(+) 
Azimuth (Well B) 173.99 176.51 177.58 3.59(+) 
Azimuth (Well C) 91.47 92.48 95.21 3.74(+) 
+ refers to increasing, - refers to decreasing 
Applying model, Eq. 7.1, derived from the 18 grouped data, dataset A05462, Well A to 
the data set B7502, in which there were 243 raw data without null data; after removing 
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outliers from the 243 raw data, 185 data left providing 8 grouped data. Table 7.8 below 
demonstrates the ROP residuals and the corresponding data quantiles. 
Table 7.8: Quantiles and ROP Residuals 
(data set B7502. Well R) 
AQuantiles(%) 
(Range of Quantiles) 
AlResiduals of ROP (%)I 
(8 grouped data) 
AlResiduals of ROP (%)I 
(185 Data) 
AlResiduals of ROP (%)I 
(243 Original Data) 
100-0--loo 6.77 26.28 34.68 
99.5 - 0.5=99.0 6.77 26.28 34.30 
97.5 - 2.5=95.0 6.77 22.59 26.25 
90.0 - 10.0-- 80 6.77 12.89 16.52 
75.0 - 25.0-- 50 3.91 6.99 1 9.68 
AQuantiles (%)= 152.97 - 402.61 /A 116.70 - 467.74 /A1 119.55 - 668.58 /A 
From Table 7.8, the following observations can be made: 
(1) For the 8 grouped data, the maximum ROP residual is 6.77 %; the R2 for the grouped 
ROP and the predicted ROP is 0.91, and the value of R. M. is 6.94%. It can be said 
that the prediction is very good. 
(2) For the 185 edited data (after removing outliers), the ROP residuals in 85% of data 
points are below 15%; and for the 243 original data points (after removing the null 
data), the ROP residuals in over 85% of data points are below 20%. 
Fig. 7.4a and 4b below illustrate the correlation between actual ROP and predicted ROP. 
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Fig. 7.4: Distributions of Predicted and Actual ROP with Depth 
From Fig. 7.4 (above), the following points can be made: 
(3) The predicted ROP follow the trend of the actual ROP well and the ROP residuals 
show symmetric distribution with depth. These facts confirm that the parameters 
taken into the model are physically appropriate and complete and the predictive 
model can represent the intrinsic relationships between the parameters involved in 
ROP modelling. 
(4) The model can predict the actual data well. However, it has been noted that between 
6770 and 6880 feet, the ROP residuals in the grouped data are small (8-11 %, 
Fig. 7.4a) but relatively larger in the foot-by-foot (20%, Fig. 7.4b) actual data. It has 
been found that there exist a larger number of null data and outliers in this section (80 
outliers and null data out of the 100 points, for it no conclusive cause was found) 
To test further the quality of the model resulting from the method of grouping data, the 
ROP model (Eq. 7.1), was subsequently applied to dataset C6302, Well C. Table 7.9 
below demonstrates the prediction of Eq. 7.1 by showing the correlation of the ROP 
residuals and the corresponding quantiles. 
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Table 7.9: ROP Residuals and Corresponding Quantiles 
(D. qtn,, Pt C6109 W, -]] Cý 
AQuantiles(%) 
(Range of Quantiles) 
AlResiduals of ROP (%)I 
(10 grouped data) 
AlResiýuals of ROP (%)I 
(220 edited Data) 
AlResiduals of ROP (%)I 
(295 aiginal Data) 
100-0--100 31.56 40.81 134.75 
99.5 - 0.5--99.0 31.56 40.81 133.42 
97.5 - 2.5--95.0 31.56 35.50 85.48 
90.0 - 10.0-- 80 31.04 29.30 59.65 
75.0 - 25.0-- 50 12.88 1 10.32 26.75 
AQuantiles (%)= 123.88 - 953.49 /A 111.94 - 651.80 /A T- 111.88- 1676.22/A 
From Table 7.9, it can be found that for the 10 grouped data and the edited data (after 
removing outliers and null data), the ROP residuals in 90% of the data points are around 
30%. Although in general, this kind of prediction is not bad, it is not as good as the 
prediction of dataset B7502, Well B, it is not ideal. Consequently, attentions are paid to 
Fig. 7.5a and 5. b showing the correlation between the predicted data and actual data. 
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Fig. 7.5: Distributions of Predicted and Actual ROP with Depth 
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From these figures, it can be seen that the predicted ROP follows the basic trend of actual 
ROP reasonably well, but in the last section, the ROP residuals appear relatively large 
(over 30%). Subsequently, residual analysis was carried out by examining the correlation 
between the distribution of ROP residuals and a number of variables. It has been 
discovered that the RPM values are responsible for this large discrepancy (Fig. 7.6). 
From Fig. 7.6, the correlations between RPM values in Well C and the maximum RPM in 
Well A are displayed. This indicates that in the last section, RPM values in Well C are 
about 50 RPM larger than the maximum RPM in Well A. 
RPM 
195- - 
175 . ................. 
155 "' a amm 
135--- 
115- 
(The Horizontal line refers to the maximum RPM in dataset A05462, Well A) 
Fig. 7.6: Correlation of Distributions of ROP Discrepancy and RPM with Depth 
According to above exercises, the following points have been verified and should be 
noted. 
(1) A general principle of applying the predictive model has been shown. It follows that 
care must be taken when extrapolating linear regression models far beyond the range 
of values used to construct the model. 
(2) The model can trace the specific causes behind the deflection of bit performance from 
the predicted values, which is very useful in drilling practice. 
7.10 Derive an Overall Model 
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Following up the previous exercises, an attempt was made to determine an overall model 
from the three data sets. This provided a new dataset of 36 points (18 from dataset 
A05462, well A, 8 from clataset B7502, well B, and 10 from dataset C6302, well C 
respectively). Table 7.10 below displays the correlation between the key variables in the 
ROP model and the corresponding data quantiles. 
Table 7.10: Key Variables and Corresponding Quantiles 
(36 LyrouDed data. combinations of Dataset A05462 R750? nnd C610? ) 
Quantiles 
M 
Depth 
(ft) 
DWOB 
(Klbs) RPM HSI Ols/ft) 
ROP 
(ft[hr) 
100 7072 59.07 91.00 1 4.89 140.39 141.72 
99.5 7072 59.07 191.00 , 4.89 140.39 141.72 
97.5 7072 59.07 191.00 4.89 140.39 141.72 
90.0 6996 56.59 1,78.48 4.87 133.78 129.42 
75.0 6908 55.63 169.17 4.37 126.59 121.94 
50.0 6693 49.97 147.63 3.25 119.62 112.03 
25.0 6484 44.59 134.51 2.73 113.05 93.51 
10.0 6351 27.32 129.90 2.69 107.06 79.87 
2.5 6246 24.77 118.13 1.45 101.53 72.61 
0.5 1 6246 1 24.77 1 118.13 1.45 101.53 72.61 
0.0 1 6246 1 24.77 1 118.13 1.45 101.53 72.61 
According to Table 7.10, the characteristics of distribution of these variables can be 
readily grasped. For instance, the difference between the values of quantiles 100 and 0 
represents the ranges in value of these variables, and the value of Quantile 50 represent 
the median of these data. 
According to previous exercise, stepwise linear regression analysis was conducted based 
on the 36 grouped data. Eq. 7.3 below is the combined model. 
ROP (ft/hr) = -172 + 0.72 x WOB + 0.33 x RPM + 1.57 x At (7.3) 
Subsequently, statistical analysis of the combined model was conducted. 
(1) The parameters incorporated in the model are physically valid and statistically 
significant, Table 7.11 a. 
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Table 7.11a: Regression Analysis: Parameter Estimates and Effects Tests 
(36 combined data- Well AR ind ri 
Term Estimate Std Error ProbAtl S. S. F-ratio Prob >F 
Intercept -171.80 22.50 0.0000 
DWOB(klbs) 0.72 0.13 0.0000 1197 32.49 0.0000 
RPM 0.33 0.07 0.0000 810 22.00 0.0000 
Atýtsft 1.57 0.12 0.0000 6 181-52 0.0000 
(2) The combined model is statistically accurate, according to the value of R. M. (6.09%), 
R2 (0.88) and the F-ratio (74.68), Table I lb: 
Table 7.11b: Regression Analysis: Summary of Fit 
(36 combined data. datasets A05462. B7502 and C6302) 
R2 RMSE 
ROP 
(ft/hr) 
R 
F-Ratio F-test 
0.88 6.07 99.69 6.09 74.68 0.0000 
(3) There is no indication that this model can be improved by including other 
parameter(s) or non-linear term(s) (Fig. 7 below). 
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Fig. 7.7: Correlation of Predicted and Actual Grouped ROP 
However, in comparison with Eq. 7.1, some significant differences in the coefficients of 
the incorporated parameters are evident. For instance, although the coefficient of At 
remains constant, the coefficient of DWOB drops 37.93% from 1.16 to 0.72, RPM drops 
54.79% from 0.73 to 0.33. These facts suggest that to prove the robustness of the 
135 
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developed method and the model, further investigation into the variations of these 
coefficients should be exercised. 
Aiming at comparing the coefficients of the variables in Wells A and B, Tables 7.12 to 
7.15were produced. Table 7.12, lists the models for dataset A05462 (Well A), and 
dataset B7502 (Well B), a model combining model (Well A and B), a prediction from the 
model from Well A to Well B. According to this table, the basic conclusion is that the 
combined model (Wells A& B) is virtually the same as the model of Well A. This 
suggests that the model derived from Well A is well suited to the dataset B7502 (Well B). 
To substantiate the conclusion, the following observations can be made from the tables 
7.12 and 7.7. 
(1) The coefficients between the model from Well A and the combined model from Wells 
A&B are virtually the same. In the case of DWOB, the estimated coefficient for 
Wells A&B is only slightly higher (1.29 to 1.16, +11.21%) and there is a large 
intersection of the confidence intervals (0.90 to 1.68); in the case of RPM, the 
estimated coefficient remains almost constant (0.77 to 0.73, +5.48%) and the 
confidence intervals are almost overlapped; in the case of At, the estimated coefficient 
for Wells A&B is about the same (1.51 to 1.58, -4.44%) and the confidence interval 
of Wells A&B are completely inside the area of Well A. In view of the value of the 
intercept, the confidence intervals of the two models are almost completely 
overlapped. 
(2) As for the model derived from data in Well B, it involves At only. This can be 
attributed to the comparatively narrow ranges of both DWOB (9.38 Klbs) and RPM 
(7 RPM, (Table 7.7). 
(3) There are significant differences between the range of values in the data from Well A 
and that in Well B. For DWOB, the median in Well A is only 50.79% of that in Well 
A (28.13 to 55.38 KIbs); for RPM, the median in Well B is about 35% higher than 
that in Well A (170 to 136 RPM); for At, the median in Well B is about 10% less than 
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that in Well A (115 to 124 gs / ft); for HSI, the median in Well B is almost double 
(187.31%) that in Well A (4.87 o 2.60 HSI). These facts demonstrate the robustness 
of the model from Well A and of the approach to ROP modelling by grouping data. 
In order to examine the effects of a high RPM (190) on the model, Table 7.13 was 
produced. From Tables 7.13 and 7.7, the following points can be made. 
(1) High residuals occur at around 190 RPM. Initially, comparison was made between 
the combined model, based on the 18 grouped data (A05462, Well A) and 10 grouped 
data (C6302), and the model based on 18 grouped data (A05462, Well A). It was 
noted that comparing the models, DWOB disappeared from the combined model 
because it was statistically insignificant; and the coefficient of RPM in the combed 
model dropped 74% to 0.26; as for At, the coefficient in the combined model is higher 
(from 1.58 to 1.76), which may be a compensation of the effects of DWOB and RPM. 
Comparing the medians of the related parameters in Well A with those in Well C 
(Table 7.7), it is found that DWOB in Well C is only 13.34% (-7.39 Klbs) less than 
that in Well A; At in Well C is only 8.87% (-11 gs/ft) less than that in Well A; RPM 
in Well C is only 17.65% (24 RPM) higher in comparison with that in Well B, RPM 
is 25% (34 RPM) higher than that in Well A. Consequently, it is considered that the 
existence of a few points around 190 RPM have distorted the actual model. 
(2) The model from Well A can be applied to Well C very well after removing those data 
around 190 RPM. Subsequently, an attempt was made to examine the model derived 
from the combined data of Well A and C, but excluding 3 points around 190 RPM. 
As a result, it was found that DWOB appears as a significant parameter and all other 
parameters are statistically significant. It was found that in comparison with the 
model from Well A, there is a large intersection of confidence intervals of 
DWOB, 
although the coefficient of DWOB in the combing model dropped 
30% from 1.16 to 
0.82; the coefficient of RPM in the combining model dropped 21.92% from 0.73 to 
0.57 but with an intersection of confidence intervals-, the coefficient of At remains 
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almost constant (+5.70%, from 1.58 to 1.67). Therefore, it can be concluded that with 
the same level of DWOB, drilling efficiency is lower when RPM increase. 
(3) From the model derived from only the data of Well C, it can be said that this data set 
contains a wide range of RPM (74 RPM, Table 7.7) but a relatively narrow range of 
WOB (8.08 Klbs). Consequently, the model based on dataset C6302 includes RPM 
and At only. 
Considering that the values of RPM in Well B and C are close, Table 7.14 is produced to 
examine further the effects of RPM at around 190 RPM. The following discussions are 
based on Tables 7.14 and 7.7. 
(1) ROP residuals become larger at RPM around 190. According to Table 7.7, the values 
of RPM in Wells B and C are very close (170 RPM in Well B, 160 RPM in Well 
and there is good compatibility between the combined models of Wells A and B 
(Table 7.12) and of Wells A and C (last row of Table 7.13). It was considered that if 
the model from Well A is limited to RPM around 190, the model from Well B&C 
should fit the datasets B7502 and C6302. 
Subsequently, it was found that the coefficient of DWOB in the combined model is 
0.68 (dropped 0.48 from 1.16 to 0.68, -41.38%) although there was a significant 
intersection of confidence intervals; the coefficient of RPM was 0.26 (dropped 0.47 
from 0.73 to 0.26, -64.38%) with little intersection of confidence intervals and the 
coefficient of At remained constant (1.58 to 1.54). It was considered that if these 
coefficients were stable, it should remain constant even after the 190 RPM data were 
excluded. 
Consequently, it was found that the coefficient of DWOB was 0.99 which was very 
close to that of the model from Well A (1.16) with a lager intersection of confidence 
intervals; the coefficient of RPM was 0.54 in comparison with 0.73 in the model from 
Well A and with a large intersection of confidence intervals-, the coefficient of At 
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remained almost constant (1.58 to 1.51). The fall in the coefficients of DWOB and 
RPM can be attributed to that higher RPM. This makes the rate of increase in the 
ratio of ROP to DWOB and to RPM decrease. In addition, it can be found that 
excluding the 3 data points with 190 RPM, the models derived from Wells B&C, 
Wells A&C and Wells A&B are virtually the same. 
According to above discussions, it can be concluded that ROP deflection occurred around 
190 RPM. This agreed with the recommended maximum RPM made by Hughes Tool 
company, the producer of this bit (ATMT22G). Furthermore, an investigation is 
conducted to test if there existed a deflection in DWOB in those data. As a result, the 
following discussions are made based on Tables 7.12 to 7.15 and 7.7. 
(1) There is no obvious ROP deflection due to higher DWOB. Comparing data in Well A 
with that in Wells B and C, it can be found that in Well A, the DWOB level is the 
highest but the HSI level the lowest (Table 7.7). Therefore, it is considered that if 
there is any DWOB deflection, it should be easier to detect in dataset A05462, Well 
A. 
First of all, three data sets excluding those with a RPM around 190 were put together 
and provided 33 grouped data, and a model was derived from the 33 data points; 
afterwards, 9 data with DWOBý! 55 Klbs (all in Well A) were removed and as a 
result, a model was derived from the 24 data including: 9 from Well A, 8 from Well B 
and 7 from Well C. It was found that in the model derived from the 24 data points, 
the incorporated parameters and the values of coefficients are constant in comparison 
with those in the model derived from the 33 data without RPM around 190 (Table 
7.15). 
(2) The model of Well A and the combined models of Wells A, B and 
C (33 grouped data, 
and 24 grouped data, Table 7.15) show little difference. 
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(3) From Table 7.15, all the models can be used as overall models because the 
coefficients are statistically the same. However, the model derived from A05462, (18 
grouped data) is preferred, because its reliability and robustness are evident. 
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CHAPTER 8 
ROP MODELLING ON DATA FROM PDC BIT RUNS 
In Chapter 7, it has been shown that by grouping data, ROP models for rock bits can be 
derived from routinely available logging data. This lays the foundation for modelling the 
drilling processes with other bit types, PDC bit for example. The characteristics of PDC 
bits are quite different from rock bits, the penetration mechanism, material of teeth, bit 
structure and manufacturing process (Clark, et al, 1987, Feenstra, 1988, Hemphill and 
Clark, 1991, Warren, and Armagost, 1988). In order to validate further the new method 
for ROP modelling, this chapter uses a number of data sets from PDC bit runs (Fig. 1.2 b) 
to construct ROP models. 
8.1 Description of Data Sets 
Three PDC bit data sets (Table 8.1) are chosen from Wells A, B and C respectively. The 
operating conditions of these bit runs are similar to the three rock bit runs; these three 
data sets refer to a development well drilled from a semi-submersible rig in the North Sea 
in 1991, and the data are routinely provided by logging services to BP Exploration. 
These three data sets refer to one particular formation (Shetland Group), which is 
predominantly mudstone with frequent limestone intercalations and volcanic tuffs. To 
illustrate the steps in deriving an ROP model from PDC bit data sets, an exercise is 
carried out for the data set from Well A first. 
Table 8.1: Descriptions of PDC Bit Runs 
(Bit Size= 12.25", PD5, IADC code= S873, Oil Based Mud, Semi -submersible rig) 
Well 
Length of Shetland 
Formation (ft) Lena! h of Bit Run (ft) 
Length of Intersection of 
Formation and Bit Run Raw Data points 
_ A 9724 to 11425 = 1702 10046 to H 319= 1273 10046 to 11 319= 1273 ft. 1273 including III null 
B 9803 to 11410 = 1608 10075 to 11410= 1336 10075 to 11410= 1336 ft. 1336 including 192 null 
C 10408 to 12215= 1807 10499 to 1 1483= 984 10499 to 1 1483= 984 ft. 1 984 including 32 null 
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8.2 Data Summarisation 
From Table 8.1, it can be seen that of the 1273 data points in Well A, there are III null 
data (8.71% of whole data set). These null data including 102 DWOB points, 9 HSI 
points and I RPM and ROP point respectively were identified and removed leaving a 
total of 1162 data points for further analysis. Table 8.2 displays a statistical summary of 
the variables with these 1162 data points. 
Table 8.2: Data Descriptions 
(Bit Size= 12-25"- PD5- TADC rnde=. P%R71 116? Y)ntn Pnintc WPII A 
No. Term Min. Median Max. Range Cv(%) 
I Depth (ft) 10,051 10.679 / 10,680 11,318 1,267 3.46 
2 ROP (ft/hr) 8.20 91.0/78.91 2500 2491.8 47.59 
3 DWOB(Klbs) 4.00 36.63 /35.35 58.63 54.63 16.97 
4 SWOB(Klbs) 16.87 39.10 / 38.24 62.73 38.24 14.57 
5 RPM 65.30 176.00 / 169.97 189.80 124.50 7.22 
6 HSI 2.56 3.11/3.13 6.62 4.06 6.71 
7 S. Torque(ft. Kibs) 10.77 16.17 / 15.86 19.31 8.54 6.94 
8 At (as/ft) 59.50 90.32 / 88.74 98.06 38.56 6.59 
9 Caliper (in. ) 8.75 12.85 / 12.74 14.64 5.89 5.02 
10 Gamma Rav (API) 11.44 60.89 / 59.86 93.23 8 1.79 17.46 
11 Resistivitv (Q) 1.24 1.77/2.11 11.03 1 9.79 54-98 
12 Inclination(deia) 20.17 21.81 / 21.71 
- 
22.79 2.62 3.41 
13 Azimuth(deg. ) 170.73 174.39 174.31 178.25 
T 
7.52 1.33 
Cv= Coefficient of variability of data= standard deviation/mean 
In comparison with the rock bit run in Well A, the following observations were made. 
(1) The depth of this PDC bit run is about 4,000 feet deeper, which can make a difference 
in formation strength between these two bit runs. 
(2) The values of At in this bit run are about 30 p/ft less. Considering the significant 
effect of At on ROP, (Chapter 2, Chapter 7 etc. ), the lower values of At may account 
for the slower ROP (23 ft/hr less) in this PDC bit run. 
(3) The values of torque in this PDC bit run is over double that in the rock bit run in Well 
A. This may result partly from the difference in formation and partly from the 
difference in bit structure. It has been reported that PDC bits are more sensitive to 
formation variation and vibration (Brett, Warren and Behr, 1990). 
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(4) According to the Caliper values (borehole size), there is no significant difference of 
hole size between this PDC bit run and the rock bit run. But it has been noted that in 
this bit run, there appear about 30 data points, in a consecutive order, with Caliper 
about 8 inches. This is very unlikely to happen in a 12.1/4 inch hole section. 
Consequently, these data were excluded. 
(5) The pattern of inclination and azimuth between the two data sets is similar, i. e. the 
values of inclination in both bit runs is decreasing while the values of azimuth are 
increasing. However, the rates of the variation of inclination in the PDC bit run is 
bigger. 
(6) As an index reflecting the efficiency of force transmission, the median of the ratios of 
DWOB to SWOB appear to be the same in the two bit runs, i. e. 94% in this PDC bit 
run and 92% in rock bit run. 
8.3 Examine Data Distributions with Depth 
As described previously (Chapters 5,6 and 7), it is helpful to find the variable(s) with 
distinct group features such as RPM and HSI. 
A series of plots containing data distributions with depth have been examined. However, 
no variables really have distinct group-features as the variables in the rock 
bit run (Fig. 
7.1). For instance, from Fig. 8.1 displaying the distribution of RPM and HSI with depth, 
it can be seen that it is difficult to identify any group. Consequently, the equation 
below 
is used to assess RPM fluctuations. 
ARPM= IRPM, - RPMi- iI 
(8.1) 
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Fig. 8.1: Distribution of RPM and HSI with Depth 
Table 8.3: ComT)aris)n of RPM Fluctuations between PDC and Rock Bit 
16RPIM A"m 6RPW RPM ý A"m / RPM 
Quantfles (PDC Bit) (Rock Bit) (%, PDC Bit) (%, rock bit) 
1()0.0% 111.00 90.55 64.73 ZU1.98 
99.5% 67.25 89.30 28.97 1 125.18 
97.5% 22.56 2.28 7.98 0.97 
90.0% 9.80 0.90 3.30 i 0.50 
75.0% 4.70 0.60 0.93 0.29 
50.0% 1.50 0.40 0.00 0.00 
25.0% 0-50 0.20 -0.88 -0.27 
10.0% 0.20 0.10 -3.56 -0.52 
2.5% 0.00 0.00 -8.27 -0.80 
0.00 0.00 -30.79 44.43 
1 o. 0 cro 1 0.00 1 0-00 -58.15 -67.30 
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In Eq. 8.1, ARPM represents the absolute values of RPM variations and RPM, and RPMI- I 
stand for adjacent RPM measurements. Table 8.3 contains the quantiles distribution of 
RPM variations in the PDC and rock bit runs (Well A). According to this table and Fig. 
8.1, the following comparisons can be made. 
(1) In the rock bit run, only about 5% of the RPM data fluctuates by over I RPM; but in 
the PDC bit run, over 50% of RPM readings fluctuates by over I RPM. This suggests 
that the PDC bit is drilling under more severe fluctuations. 
(2) In both bit runs, the ratio of the RPM variations to the mean of RPM is small (with the 
PDC bit, the ratio is between -3.56% to +3.50% in terms of Quantile 0.10 and 
Quantile 0.90; for the rock bit, the ratio is between -0.52% to +0.50 % in terms of 
Quantile 0.10 and Quantile 0.90) and symmetrically distributed around the mean. 
These suggest that the fluctuation can be averaged out when the data are grouped. 
8.4 Removing Outliers 
To remove the data points far from the main trend, the equations below are used to 
highlight and then remove these points in a quantitative fashion. 
, 
6kXd---': lXi - Xi- 11 (8.2) 
Axu= 1xi - xi+ 11 (8.3) 
In the above equations, x stands for specific variable, xi for present point, x, _1 
for down- 
adjacent the present point, and xi, 1 for up-adjacent the present point of individual 
measurement. Calculating the values Of, 6ýXd and Axu for ROP, DWOB, RPM, HSI and At 
and then Box Plot is used to classify the calculated AXd and Ax, The data points falling 
into both of ±31QR AXd and ±31QR x,, are defined as outliers and then removed. Fig. 8.2 
contains two plots showing RPM and DWOB distributions with depth, In which the 
outliers have been marked as 'Y'. Consequently, 93 data (8% of 1162 data) in ROP, 
146 
190 
164 
138 
52. 112 
4n 
86 
60 
10100 10200 10300 10400 10500 10600 10700 10800 10900 11000 11100 11200 11300 
Deptb(ft) 
vv 
7 .............................. ............... . ......... .............. ... .... -. 4 50 . .............................. 
06 r jL 
40-A .... I ----------------- ........ 
30- if 
. .......... ........ ............. . ...................... --------------- .................... ............. . ....... x ....... .......... . 20 .................. 
. ....................... I ................. . .................... 
:;.............. i 10 ------- - ------------------ ................. 
0 
10100 10200 10300 10400 10500 10600 10700 10800 10900 11000 11100 11200 11300 
Depdi (ft) 
(Oudicrs Wghlighted as "x", PD5, Well A) 
Fig. 8.2: ristributions of RPM and DWOB with Depth 
Psr of ROP(%)= 0.63 + 34.47 0.25) (RMSE-- 0.07) 
.............. .......... . ...................... ....... ... 7 ............ ........... .... ... 16 . .......... .. I...... ....... .... . 
. ... ...... ...... - ---------- ...... 14 - ------- ...... - ------------------- 
............................. ....... -------------- I ------ .......... _t ................ . ......... 12 - --------- --------- --------------------- ---- 
..... . ................... ...................................... ........... --------------- ............ -- ---------- 10 - ------------ ------ 
.............. ............. ............ ..... .. ...... ......... ....... 8- --- ------ - ...... 
....... .............. .............................................. 6 
4 
05 10 15 21 0 1-5 30 35 40 45 50 55 60 65 
Da=m (n) 
(PD5, S873, Well A, 1162 data points, (refer to Eqs. 6.7,6.8.6-9) 
Fig 8.3: Relationship between the Psr of ROP and Sub-Group Size 
147 
DWOB, RPM, HSI and At are identified as outliers and then removed, leaving 1,038 data 
points for modelling exercises. 
8.5 Construct sub-groups 
To construct a sub-group, the relationships between Cv of ROP and a series of variables 
and sub-group size are examined. Fig. 8.3 demonstrates the relationship between P, 
(Eqs. 6.7,6.8,6.9) of ROP and data size. The value of 35 is chosen as the group size for 
ROP modelling in this case. The major considerations are: 
(1) A larger group size (over 20 data points per group for instance) can improve the 
reliability of the grouped data for modelling and does not effectively reduce the 
coverage of data quantiles (Chapter 6 and 7). This will be shown later for this data set 
as well. 
(2) In Fig. 8.3, the curve appears to be stable after a group size of 35 is reached, and with 
35 data points in each group, even if there are a few outliers, the effects of the outliers 
on the averaged grouped data will not be serious (Fig. 6.12, section 6.5). 
(3) The group size is adjustable. The accuracy and robustness of the model derived from 
the grouped data with such a group size (35) will be examined and the suitability of 
this data size for modelling can be determined or adjusted further, if the result is not 
satisfactory. 
(4) Even with groups of 35 data points, there are still 30 sub-groups, which is 12 more 
than the number of sub-groups in the rock bit run of Well A (Chapter 7). 
8.6 Examine the Suitability for Modelling 
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The suitability of grouped data for modelling is assessed in the following steps 
(1) Examine the values of Cv for ROP, DWOB, RPM, HSI and At respectively. No 
outliers of Cv are discovered in any of the grouped data of these variables. 
(2) Examine P, r (Eqs. 6.7,6.8,6.9). Consequently, it is found that the value of PS, for 
ROP is 6.53%, for DWOB is 2.17%, for RPM is 0.48%, for HSI is 0.00% and for At 
is 0.59% respectively. 
(3) Compare the range of values of the variables covered by the 30 grouped data with that 
by the 1038 data. Fig. 8.4 is used to illustrate the correlations between data quantiles 
of the 1038 original data points and the 30 grouped data. According to these plots, it 
is evident that the 30 grouped data cover over 90% of the data quantiles as the 1038 
points do. Table 8.4 below surnmarises the key variables of the 30 grouped data. 
Table 8.4: Descriptions of 30 Grouped Data 
(Bit Size= 12.25". PD5.35 mr arour). Well A) 
No. Term Min. Median Max. Range Cv(%) 
I Depth (ft) 10074 10,666 / 10,669 11,302 1,228 3.48 
2 ROP (ft/hr) 45.90 86.46 / 88.81 130.39 84.49 27.74 
3 DWOB(Klbs) 26.34 36.24 / 36.34 49.51 23.17 13.13 
5 RPM 158 176/173 181 23 3.86 
6 HSI 2.85 3.11/3.11 3.24 0.39 12.54 
8 At (as/ft) 81.06 90.36 / 89.26 94.41 13.35 3.87 
Cv= Coefficient of variability of data= standard deviation/mean 
8.7 Perform Multiple Linear Regression 
DWOB, RPM, HSI and At are used to conduct multiple linear regression analysis for 
ROP modelling. As a result, an ROP model shown below is derived from the 30 grouped 
data. 
ROP (ft/hr)= -700 + 1.82 o DWOB + 1.75 o RPM + 
4.70 - At (8.4) 
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From the above model, it can be seen that the significant parameters in this PDC bit run 
are the same as the those in model (7.1). HSI is outside the model due to the narrow 
variations of HSI (from 2.82 to 3.24 HSI, Table 8.4). Fig. 8.5 below demonstrates the 
fitness of the model to the actual data. 
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Fig. 8.5: Fitted and Actual ROP with Depth (PD5, Well A) 
In addition, statistical analysis of the derived model is tabulated below. 
Table 8.5: Model Analvssi of 30 Growed Data (PD5. Well A) 
Tenn Estimates Std. Err. Prob Atl S. S. 
Intercept -700.01 90.06 0.0000 
DWOB(Klbs) 1.82 0.48 0.0009 2046.37 
RPM 1.75 0.34 0.0000 3827.78 
At (gs/ft) 4.70 0.68 0.0000 6961.65 
I R2=0.79 I R. M. =13.57% I F-ratio=31.75 I Prob. >F=0.0000 
According to the above figure and table, it can be said that in general, this model has been 
validated and the following points can be made: 
(1) This model is statistically accurate. The value of R2 is 0.79 which means that 79% of 
ROP variations have been explained by the model. The value of F Ratio is 31.75 and 
the value of the F-test (Prob>F ratio) is 0.0000 demonstrating the power of this 
model. The value of R. M. is 13.57% which represents the accuracy of the prediction 
of this model. 
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(2) The ROP residuals appear to be tolerable (Table 8.6). It can be seen from the table 
below that the median of ROP residuals (the first row) is -0.86% and the median of 
the absolute value of ROP residuals (the second row) is 8.78%. 
Table 8.6: ROP Residuals Distribution 
(PD5. Well A- 103R HnN nnintcl 
Quantile % Min 10% 25% 50% 75% 90% Max. 
ROP residuls (%) -47.60 -18.93 -10.73 -0.86 7.33 14.44 
1 
46.87 
IROP residulsi (%) 0.01 1.42 3.74 8.78 14.94 21.65 47.60 
However, it has been noticed that there exist a few relatively big differences between the 
fitted and the actual ROP, such as between depth 10,425 to 10,550 feet and between 
depth 10,850 to 11,050 feet. In an attempt to identify the causes behind the occurrence of 
these differences, a number of cross plots between ROP residuals and a variety of 
variables such as ROP residual versus Gamma ray, Resistivity, Torque etc. have been 
produced and examined. As a result, it has been found that the relatively big ROP 
residuals almost exactly correspond to the relatively severe fluctuations of RPM. Fig. 8.6 
contains two plots showing the correlation between the distributions of ROP residuals 
and RPM with depth. 
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Fig. 8.6: Correlation of ROP Residuals and RPM Fluctuations 
By referring to Figs. 8.5 and 8.6, the data between 10,425 to 10,550 feet and 
depth>10,850 feet were removed. As a result, 630 data points were left, providing 18 
groups. Table 8.7 below summarises the key variables of the 18 grouped data. In 
comparison with the 30 grouped data (Table 8.4), the major difference of the 18 grouped 
data set are in depth range and RPM range. 
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Table 8.7: Descriptions of 18 Grouped Data t'pn4q 'I C, 
--_ 11 F- 11 AI 
No. Term Min. Median Max. Range Cvs(%) 
I Depth (ft) 10074 10,660 10436 10,818 744 2.32 
2 ROP (ft/hr) 45.90 88.64 93.03 131.93 86.03 29.15 
3 DWOB(Klbs) 26.34 36.37 36.58 49.22 22.88 16.02 
5 RPM 172 177/177 181 9 1 1.31 
6 HSI 2.84 3.18/3.14 3.24 0.40 12.74 
8 At (LLS/ft) 81.06 89.24 / 88.40 93.89 1 -12.83 4.45 
Subsequently, another model was derived from the 18 grouped data by regression 
analysis. The two models are compared in Table 8.8 below. In the Estimate columns of 
this table, the numbers in small font represent the values of the coefficient at lower 95% 
confidence level (left side) and at upper 95% confidence level (right side). 
Table 8.8: Comparison of Models (PD5, Well A) 
(PDC, WeIIA, 30 G oups) (PDC, WeIIA, 18 Groups) 
Parameters Estimate Std. Err. 
, 
Estimate Std. Err. 
Intercept -523, -700,876 90.06 -357, -452, -547 
- 48.64 
DWOB(Klbs) 0.88,1.82,2.76 0.48 0.44,1.22,2.00 0.40 
RPM 1.08,1.75,2.42 0.34 
HSI 
At (AS / ft) 3.37,4.70,6.03 0.68 4.5o, 5.66,6.82 0.59 
R2 0.79 1 
1 0.91 
- 
1 
R. M. of ROP 13.79% 1 9.51% 
1 
According to the above table, it can be seen that except for the disappearance of RPM in 
the new model, the coefficients of other parameters are similar because of the existence 
of the intersections of confidence intervals. For instance, there is an intersection of 
confidence intervals for DWOB (0.88 to 2.00); an intersection of confidence intervals for 
At (4.50 to 6.03). The value of R2 increases from 0.79 to 0.91 and the values of R. M. of 
ROP drops from 13.79% to 9.5 1 %. Figure 8.7 contains two plots demonstrating the 
correlations of fitted ROP and the actual moving averaged ROP and ROP residuals 
respectively. 
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Fig. 8.7: Predicted and Actual ROP with depth (PD5, WeIIA) 
For the whole data set, Fig. 8.8 below shows the correlation between ROP residuals 
Clearly, they show very similar characters and close correlation. To avoid possible 
confusion due to the sections with severe fluctuations of RPM and considering that in this 
grouped data set, the value of Cv of RPM is only 3.68% (Table 8.4), the model based on 
18 grouped data is used for further study. 
ROP Residuals 
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Fig. 8.8: Correlation of ROP Residuals (PD5, Well A) 
8.8 Modelling ROP for PD5 Bit in Well B 
-7 
11300 
The PDC data set in Well B contains 839 points and 24 sub-groups were constructed with 
35 data points per group. Table 8.9 below surnmarises the key variables of the 24 
grouped data. 
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Table 8.9: Descriptions of 24 Grouped Data (PD5, Well B) 
Terms Min. Median/Mean Max Range Cv (%) 
Depth(ft) 10520 10946 / 10967 11459 939 2.65 
DWOB(Klbs) 9.26 22.51 / 20.62 30.15 20.89 30.36 
RPM 154 189/182 191 37 7.30 
HSI 3.64 3.74/3.75 4.08 0.44 11.73 
At (4s / ft) 60.10 84.14 / 82.50 93. :9 3.69 3 0.98 
ROP (ft/hr) 39.94 75.15 / 68.49 109 19 -+ - 69.25 31.24 
Initially, a model based on the 24 grouped data was derived by multiple linear regression 
analysis. The details are listed in Table 8.10 below together with the model from Well A 
in comparison. 
Table 8.10a: Comparison of ROP Models 
(PD-5- Well-, R and A) 
(PDC, Well B, 24 Groups) (PDC, WeIIA, 18 G oups) 
Parameters Estimate Std. Err. Estimate Std. Err. 
Intercept -126, - 176, -226 25.71 -357, -452, -547 48.64 
DWOB(Klbs) 1.35,2.08,2.81 0.37 0.44,1.22,2.00 0.40 
RPM 
HSI 
At (p / ft) 1.95,2.44,2.93 0.25 4.5o, 5.66,6.82 0.59 
R2 0.82 0.91 [-R. 
M. ofROP(%) 14.03 9.51% 
It can be seen, that according to the coefficient and confidence intervals in the above 
table, the most obvious difference between the two models is the impact of At. Attention 
was therefore paid to residuals analysis and to the leverage plots. According to Fig. 8.9 
below, a leverage plot of ROP and At, there appears two sections of relationship between 
ROP and At with 80 gs/ft as the critical point (marked as 'Y' in the plot). 
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Fig. 8.10: Histogram of At (PD5, Well B) 
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Fig. 8.9: At Leverage Plot (PD5, Well B) 
Considering that in Well A, the range of At is between 80 gs/ft to 94 gs/ft, the section 
with At ý! 80 pffi in Well B is used to develop a model (17 out of 24 grouped data) for 
easy comparison between the models. Subsequently, another model based on the 17 
grouped data was derived. The details of this model are listed in Table 8.1 Ob together 
with the model from Well A for comparison. 
Table 8.10b: Comparison of ROP Models 
(PDC. Wells B and A) 
(PDC, Well B, 17 Groups) (PDC, WellA, 18 G oups) 
Parameters Estimate Std. Err. Estimate Std. Err. 
Intercept -201, -316, -431 58.75 -357, -452, -547 48.64 
DWOB(Klbs) 1.87,2.63,3.39 0.39 0.44,1.22,2.00 0.40 
RPM 
HSI 
At (gs / ft) 2.73,3.93,5.13 0.61 4.5o, 5.66,6.82 0.59 
R2 0.79 0.91 
R. M. of ROP 10.65 9.51% 
It can be seen from the above table that the two models have a considerable intersection 
of confidence intervals of At (4.50 to 5.13), which means that the coefficient of At in the 
two models are close. However, it has been noted that the coefficient of DWOB in Well 
B is over double that of DWOB in Well A (2.63 to 1.22). To find the cause behind the 
difference of DWOB coefficients, the following points have been noted: 
(1) There is a big difference of DWOB between the two data sets. In the 18 grouped data 
of Well A, the range of DWOB is from 26-34 to 49.22 Klbs with 36.58 Klbs as the 
median; but in the 17 grouped data of Well B, the range of DWOB is between 9.25 to 
30.15 Klbs with 16.99 Klbs as the median. The difference between the two medians 
is 19.59 Klbs amounting to 115% of DWOB median for data set in Well B. 
(2) There is little difference of RPM level in the two data set. In the 18 grouped data of 
Well A, the median of RPM is 177 RPM; in the 17 grouped data of Well B, the 
median of RPM is 187 RPM. The difference between the two median is 
10 RPM 
amounting to about 5% of the median of RPM for data set in 
Well A. 
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(3) There is some difference in HSI level between the two data sets but this may not 
cause a big difference of DWOB coefficient. In the 18 grouped data of Well A, the 
median of HSI is 3.18 HSI; in the 17 grouped data of Well B, the median of HSI is 
3.69. The difference between the two medians is 0.51 HSI amounting to about 16% 
of HSI median for data set in Well A. 
(4) There is little difference of At values between the two data sets. In the 18 grouped data 
of Well A, the median of At is 89.24 gs/ft (from 81.06 gs/ft to 93.89 gs/ft); in the 17 
grouped data of Well B, the median of At is 86.59 gs/ft (from 80.18 gs/ft to 93.79 
gs/ft). The difference between the two medians is 2.65 gs/ft amounting to about 3% 
of the At median for data set in Well A. 
It is therefore believed that given other drilling conditions constant, ROP is more 
sensitive to WOB at smaller WOB values. To investigate the non-linearity of the 
relationship between ROP and At, another model was derived based on the 24 grouped 
data in Well B. 
ROP(ft / hr) = -44. ll+ 2.44 - DWOB(Klbs) + 0.92 - e0.05. 
A1 
The procedures for determining the At related exponent are: 
(1) Examine the ROP residuals and leverage plots. The curve of At leverage plot (Figure 
8.9) appears to be of the form, ROP= a*eb-At , which can 
be transformed as LnROP= 
+ bdAt 
(2) Derive a model as: 
LnROP= 0.36 + 0.03 o DWOB + 0.04 -At 
i. e. ROP(ftlhr)=1.43. eO. 
03. DWOB. e o. 04. At 
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in which both DWOB and At are statistically significant (Prob. >Itl= 0.0000) and R2 is 
0.83 and F-ratio is 50.36. 
(3) Examine leverage plots and ROP residuals. It is found that there still a curve showing 
non-linearity between ROP and At (Fig. 8.1 1). 
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Fig. 8.11: Leverage plot of LnROP and At (PD5, Well B) 
(4) Adjust At related exponent. In view of the above the exponent (0.04) in the above 
equation, therefore a series of At related exponents are set around 0.04. For 
illustration, 0.02,0.03,0.04,0.05,0.06 and the corresponding change in the values of 
R2, F-ratio and RMSE, the parameters appearing statistically significant and leverage 
plots are examined. Table 8.11 demonstrates the results of this exercise and indicates 
that when the exponent is 0.05, the leverage plot does not show distinct non-linearity 
curve and the values R2 and F-ratio reach a peak while the statistically significant 
parameters (marked as "s" in the table) remain the same. 
Table 8.11: Development of At Related Exponent 
(PD5,24 grouped data, Well B) 
At n-lqtpri Statistical Criterion I Parameters Statistically Significant 
Exponents R2 RMSE F-ratio DWOB RPM HSI e`ý, ' 
1 
0002 008561 8.50 62.45 S n/s n/s s 
0.03 008685 8.12 69.39 s n/s n/s S 
0.04 0.8760 7.89 74.19 s n/s n/s S 
0.05 0.8786 7.80 75.98 s n/s n/s s 
() (IA 0 R766 7 R7 7461 s n/s n/s s 
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Furthermore, Fig. 8.12 contains two plots demonstrating the good fitness between the 
predicted data and the moving averaged actual data, and ROP residuals. 
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a: Predicted and Actual ROP with Depth b: ROP Residuals (%) 
Fig. 8.12: Distribution of predicted and actual ROP with depth (PDC, Well B) 
According to the above plots, it can be seen that the predicted ROP can fit not only the 
trend of the actual ROP, but also the actual values of ROP. Additionally, Table 8.12 
shows the numeric distribution of ROP residuals. 
Table 8.12: ROP Residuals Distribution (PD5, Well B) 
Quantile % Min 10% 25% 50% 75% 90% Max. 
ROPresiduls(%) -43.52 -16.00 -6.16 1.10 7.07 12.55 25.93 
IROP residuls (%)1 1.00 2.00 4.00 7.00 13.00 19.00 43.52 
It is noted from the above table that between the major part (Quantile 0.10 to Quantile 
0.90), the values of ROP are almost symmetrically distributed (first row), and that the 
median of ROP residuals is 7% (the second row). 
8.9 Modelling ROP for PD5 Bit in Well C 
The data set in Well C contains 970 points and 28 sub-groups were constructed with 35 
data points per group. Table 8.13 below summarises the key variables of the 28 grouped 
data set. 
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Table 8.13: Descriptions of 28 Grouped Data (PD5. Well C) 
Terms Min. Median/Mean Max Range Cv (%) . 
Depth(ft) 10160 10699 / 10750 11365 1205 3.67 
ROP (ft/hr) 20.42 67.06 / 67.36 117.77 97.35 41.15 
DWOB(Klbs) 6.82 14.92 / 14.21 22.82 16 32.51 
RPM 161 178/177 183 22 3.17 
HSI 1.72 3.22/3.02 3.37 1.65 14.90 
At (gs / ft) 83.19 90.16 / 89.44 97.27 14.08 4 16 
Initially, a model based on linear regression analysis was derived from the 28 grouped 
data. The details are listed in Table 8.14 together with the model from Well A for 
comparison. 
Table 8.14 Compafison of ROP Models 
(PDS- Well C and Well A) 
(PDC, Well C, 28 Groups) (PDC, WeIIA, 18 G oups) 
Parameters Estimate Std. Err. Estimate Std. Err. 
Intercept -365, -446, --531 43.45 -357, -452, -547 48.64 
DWOB(Klbs) 2.79,3.57,4.35 0.40 0.44,1.22,2.00 0.40 
RPM 
HSI 10.04,18.04,26.04 4.08 
At (p / ft) 3.68,4.56,5.44 0.59 4.50,5.66,6.82 0.59 
R2 0.91 0.91 
R. M. of ROP M 12.93 9.51 
From the above table, it can be seen that HSI in this data set appears to be a statistically 
significant parameter, which can be attributed to its relatively big range (1.65 HSI from 
1.72 to 3.37 HSI, in comparison with 0.40 HSI from 2.84 to 3.24 HSI in Well A, and 0.44 
HSI from 3.64 to 4.08 HSI in Well B). There is a considerable intersection of confidence 
intervals for At (4.50 to 5.44) and for the intercept 065 to -53 1). There is no 
intersection of confidence intervals for DWOB at all, and the coefficient of DWOB for 
Well C is almost three times bigger than that for Well A (3.57 to 1.22). Considering that 
the values of RPM in Wells A and C are at the same level (both with median around 178) 
as are At (in Wells A and C, the medians of At are both around 89 gs/ft between 80 to 95 
gs/ft), the difference of coefficient for DWOB can be attributed to the large difference in 
DWOB values (the median of DWOB in Well A is 36 Klbs with the range from 26 to 49 
K-lbs, but in Well C, the median of DWOB is 14 from 7 to 23 Klbs). However, Fig. 8.14 
below contains two plots showing the good fitness of the model from the 28 grouped data 
to the actual ROP (Well C). 
160 
125 
103 
81 
59 
37 
15 
75 
0 
-75 
10100 10350 10600 10850 11100 11350 10100 10350 IM 10850 11100 11350 
Depth(ft) Depth(ft) 
+= Actual ROP (ft/hr), x= Predicted ROP (ft/hr) 
a: Fitness of Predicted and Actual ROP, b: ROP Residuals (%) with Depth 
Fig. 8.13: Distribution of Predicted and Actual ROP with depth (PD5, Well Q 
Furthermore, Table 8.15 shows numerically the distribution of ROP residuals. According 
to the data in the first row, it can be seen that ROP residuals are symmetrically distributed 
except the minimum value (-73.56%); according to the data in the second row, it can be 
seen that the median of ROP residuals is 7.64%. 
Table 8.15: ROP Residuals Distribution (PD5, Well Q 
Quantile % Min 10% 1 25% 50% 1 75% 90% Max. 
ROPresiduls(%) -73.56 -27.71 -5.55 1.75 9.25 19.77 31-99 
IROP residuls (%)1 0 1.12 3.41 7.64 19.29 29.86 73.56 
8.10 Derive Overall Model 
In order to determine one overall model, the three datasets were combined. This provided a 
new dataset of 70 points (18 from well A, 24 from well B, and 28 from well C 
respectively). Table 8.16 below summarises the key variables of the 70 grouped data set. 
Table 8.16: Descriptions of 70 Grouped Data 
(PD5 bits, Well A, B and Q 
Terms Min. I I Median/Mean Max Range Cý 
Depth(ft) _ _ 10074 10711 / 10744 11459 1385 3.55 
DWOB(Klbs) 6.82 19.62 / 22.16 49.22 42.40 47.47 
RPM 154 178/ 179 191 -1- ,- -- 
37 4.94 
HSI 1.72 3.24/3.30 
__ 
4.08_ 2.36 13.33 
At (AS / ft 60.10 87.93 / 86.80 97.27 37.17 7.86 
ROP (ft1hr) 20.42 75.99 / 74.35 131.93 111.51 3 7.0 1 
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To determine the form of the combined model, the exercise below is conducted according 
to the following steps. 
Compare the individual model from each individual data set. Table 8.16 below 
summarises the regression analysis of the three models respectively. 
Table 8.17: Comparison of Models for PDC Datasets 
(PD5, S873, Wells A, B and Q 
Terms (PD5, Well A, 18 Groups) (PD5, Well B, 24 Groups) JPD5, Well C, 28 roups) 
Parameters Estimate Std. Err. Estimate Std. Err. __ Estimate Std. Err. 
Intercept -357,452, -547 48.64 -44.11 10.29 -365, -446, -531 43.45 
DWOB(Kibs) o. 44,1.22,2.00 0.40 1.83,2.44,3.05 0.31 2.79,3.57,4.35 0.40 
RPM 
HSI 
At (ýts / ft) 4.50,5.66,6.82 0.59 0.78,0.92*, 1.06 0.07 3.68,4.56,5.44 0.45 
R2 1 0.91 0.88 1 1 0.91 R. M. of ROP 1 9.5 1% 12.09% 1 1 12.93 
*= this coefficient is for non-linear At in Well B, refers to section 8.8. 
According to the coefficients and the intersections of confidence intervals, it can be 
seen that in the combined data set (Table 8.16), there exists a non-linear relationship 
between ROP and DWOB and At. For example, the coefficient of DWOB between 
Well A and C is completely different and there is no intersection of confidence intervals 
at all. For At, the coefficients for Well A or for Well B cannot be applied to Well C 
which has been demonstrated previously. Therefore, a model in the form as following 
is assumed initially: 
ROP (ft/hr)= a+ b*DWOB+ coRPM + doHSI +f e(eO. 
05-At ) 
As the result of regression analysis, a model was derived as: 
ROP (ft/hr)= -106.16 + 1.61-DWOB + 20.36*HSI + 
0.96o eO. 05-At 
Table 8.18 shows the details of statistical analysis of the above model. 
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Table 8.18: Preliminary Regression Analysis of Combining Model (pr)j 7() gyrnlinpdri rlntý UIý11, AD -A fý\ 
Terms Esýimates I -- Std. Err 
- -. - -1 
Prob>ltl S. S 
Intercept -106.16 14.54 0.0000 
DWOB(Klbs) 1.61 0.13 0.0000 19557 
RPM n/s n/s n/s n/s HSI 20.36 3.39 0.0000 4942 
eO. 05-At 0.96 0.07 0.0000 27323 
R2= 0.83, R. M. = 15.77 F-Ratio= 104.68 Prob>F=0.0000 
lUa 1%, L'L;; Ia ; n-LaLibLitally lllblglllllL; UIIL. 
According to the results (R2 and R. S. and F-ratio) shown in the above table, it can be said 
that the assumed model has been validated. However, by examining ROP residuals and 
leverage plots, it is found that the relationship between ROP and DWOB can be 
developed clearer by using a non-linear equation: ROP= a-e(-b / DWOB) 
(2) Latin Square and analysis of ROP residuals are employed to examine the fitness of the 
model with different exponents of DWOB and At. The exercise below is used for 
illustration. 
Table 8.19: Development of Non-linear Exponents 
(PD5.70 Grouned data. Wells A. B and C) 
Statistical Criterion Parameters S atistically Significant 
b x R2 RMSE% F-ratio Intercept e(b/ DWOB) RPM HSI ex-At 
-17 0.05 0.8639 13.96 139.74 -107 108 n/s 16.31 1.02 
-20 0.05 0.8605 14.12 135.76 -103 108 n/s 16.94 1.02 
-17 0.08 0.8620 14.05 137.47 -75 108 n/s 14.83 0.05 
-20 0.08 0.8588 14.22 
1 133.83 -71 108 n/s 15.47 0.05 
n/s refers statistically insignificant. 
According to the above table, the model below is chosen to represent the relationships 
between ROP and its related parameters in the 70 grouped data. 
ROP(ft / hr) =- 107 + 108. e 
(-171DWOB) + 16.31- HSI+ 1.02-e (0.05-At) (8.5) 
In addition, the plot below demonstrates the correlation between predicted ROP and all the 
actual grouped ROP in the three PDC bit runs. 
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Fig. 8.14: Correlation of Predicted ROP and Actual ROP 
Furthermore, the following points can be made based on statistical analysis. 
(1) This model is statistically accurate and powerful (Table 8.19). The value of R2 for this 
model is 0.8639 which means 86.39% of ROP variations have been explained by this 
model; R. M. is 13.96% which is very accurate from practical viewpoints; F-ratio is 
139.74 reflecting the power of this model. 
(2) At appears to be the most important parameter affecting ROP in the model. According 
to the S. S. column in Table 8.20, it can be seen that of all the ROP variation accounted 
for by this model ( 16S. S. = 54725), At takes 54.94% as the most significant factor 
affecting ROP, DWOB takes 39.33% as the second significant factor affecting ROP; 
HSI accounts for only 5.73% which means in this HSI level (the median is 3.24 HSI), 
the effect of HSI on ROP is not as apparent as At and DWOB. RPM does not appear in 
the above model as a significant parameter which may be due to its small variation. 
Table 8.20: Non-Linear Model Analysis 
(PD5,70 grouped data, Wells A, B and Q 
Term Estimates Std. Err. Prob Ad S. S. 
Intercept 105.17 12.84 0.0000 
e(- I 7/DWOB) 107.56 7.61 0.0000 21524 
HSI 16.31 3.02 0.0000 3135 
e(O. 05-At) 1.02 0.06 0.0000 30066 
This model was used to fit the actual ROP in Wells A, B and C respectively. The plots and 
tables below demonstrate that in general, this model can follow not only the trend of the 
original ROP, but also the actual values of ROP very well. 
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Fig. 8.15a: Predicted and Actual ROP with Depth 
Table 8.21a: ROP Residuals Distribution 
(PD5. Well A. 1038 data noints) 
Quantile % Min ' 
10% 25% 50% 75% 90% Max. 
ROP residuls (%) 0.02 2.74 7.20 12.11 38.23 57.37 83.12 
IROP residuls (%)1 -83.12 -57.42 -38.23 -10.62 -2.29 8.26 18.93 
According to above plot and table, it is considered that the ROP residuals skew to the 
negative due to the severe fluctuations of RPM (Fig. 8.6). The figure and table below 
demonstrate the fitness of Eq. 8.5 to the actual data of Well B. 
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Fig. 8.15b: Fitness of Predicted and Actual ROP (combined model to Well B) 
Table 8.21b: ROP Residuals Distribution 
_(PD5, 
Well B, 839 data points) 
Quantile % Min 10% 25% 50% 1 75% 1 90% Max. 
ROP residuls (%) -54.55 -24.27 -10.17 0.58 6.40 9.94 17.72 
_IROP 
residuls (%)1 0 1.59 3.74 7.65 14.17 24.27 54.55 
I Kc 
Clearly, it can be said that the fitness of Eq. 8.5 to the actual data of Well B is very good 
since the median of the original ROP residuals is 0.58% indicating no serious skew, and 
the absolute value of ROP residuals is only 7.65%. Furthermore, figure and table below 
demonstrate the fitness of Eq. 8.5 to the actual ROP of Well C. 
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Fig. 8.15c: Distribution of Predicted and Actual ROP with Depth 
Table 8.21c: ROP Residuals Distribution 
(PD5. Well C. 970 data noints) 
Quantile % Min 10% 25% 50% 75% 90% Max. 
ROP residuls (%) -78.08 -32.00 -7.49 4.99 9.99 13.33 21.39 
IROP residuls (%)1 0.04 2.24 5.44 9.52 14.12 32.02 78.09 
According to the above figure and table, it can be said that the fitness is very good because 
the original ROP residuals is 4.99% indicating the existence of little skew, and the absolute 
value of ROP residuals is only 9.52%. 
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CHAPTER 9 
ILLUSTRATIONS OF THE APPLICATIONS OF THE ROP MODELLING 
TECHNIQUE 
In previous chapters, a technique for ROP modelling has been developed and tested. This 
chapter illustrates the possible applications of this technique in drilling practice. In 
addition, reference can be made to the following papers (Lummus, 1967,1971,1974, 
MaIguarnera, 1986, Young, 1969). 
9.1 Apply ROP Modelling in the Drilling Program 
The decisions regarding the bit type and operating parameters will be made before the 
operation commences and will be based on previous knowledge. The sections below 
illustrate how to make use of the developed models. 
9.1.1 For Bit Selection 
With substantial ROP models being developed from different bit types under various 
drilling conditions, a basis for quantitative evaluation of individual bit performance and 
thereafter for bit selection, can be constructed. To illustrate, the model (Eq. 7.1), derived 
from a rock bit drilling in the Balder formation and the model derived from the PDC bit in 
the Shetland formation (Eq. 8.5) are used. 
Given a new section is to be drilled through the Shetland formation, the values of At are 
assumed to be 90 gs / ft, and for the PDC bit, the recommended values of drilling variables 
are: 
DWOB= 40 Klbs, RPM= 170, HSI= 3 
As a result, the possible ROP is: 
ROP(ft / hr) = -105 +107. e(-171DWOB) + 16.5 2- HSI + 1.02 - e(O. 
05. Af) 
= 106.33 ft/hr 
For the rock bit, the possible ROP is calculated according to the optimum DWOB and RPM 
for this type of bit (DWOB= 57 Klbs, and RPM= 165 RPM, HSI= 3): 
ROP (ft/hr) = -251 + 1.16 - DWOB(Klbs) + 0.73 - RPM + 1.58 - At (4s/ft) 
= 77.77 ft/hr 
Consequently, the choice of bit type can be made on a solid quantitative ground. 
9.1.2 Recommendation of Optimum Drilling Parameters 
To illustrate, given a new hole section is to be drilled through the Balder formation and that 
all other drilling conditions (bit type, mud type etc. ) are the same with those in Well A 
(Tables 5.22 and 7.7), the following recommendations can be made based on the developed 
model (Eq. 7.1). 
(1) To increase ROP, higher DWOB (rnedianý: 55 Klbs) can be applied if the HSI level is 
maintained between 1.45 to 4.89. At this level of HSI, there should be no hole-cleanincy 
problems associated with higher DWOB. 
(2) To increase ROP, RPM should rcmain at 160-180 RPM, because. according to the 
discussions about the derivation of the overall model (Section 7.1.9. Chapter 7). below 
160-180 RPM, an increase in RPM results in an increasc in ROP but about 190 RIA1, 
an increase in RPM results in a decrease in ROP. 
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9.1.3 Estimate of Time and Cost 
Given a new hole section is to be drilled through Balder formation and all other drilling 
conditions (bit type, mud type etc. ) are the same, the possible ROP for other similar bit runs 
can be predicted, based on the model derived from dataset A05462 (Tables 5.22,7.7), and 
thus the possible time to drill that formation can be estimated at the programming stage. 
For instance, from the three datasets from the Balder formation drilled by the same bit 
(ATMT 22G), mud type (Oil-based), at the same rig (semi-submersible), the ROP models 
can be used according to following steps. 
(1) Estimate the possible ranges of At and other major drilling variables (Table 9.1). 
Table 9.1: Range Of At (Balder formation, Well A, B and 
(Rock bits. ATIVIT 22G. refer to Table 7.10) 
Min. 
At (gs / ft) 
Median 
At (gs / ft) 
Max. 
At (p / ft) 
102 120 140 
(2) Estimate the possible ranges in values of ROP and time, according to Eq. 7.1 and the 
ranges of At. The assumed length of the depth interval is 487 feet, and the drilling 
parameters are: DWOB= 57 Klbs, RPM= 165 RPM. HSI is assumed around 3 HSI. 
Table 9.2: Predicted ROP and Time in Drilling Program 
(Rock bits. ATMT 22G) 
Estimated 
At (gs / ft) 
Predicted ROP 
(ft/hr) 
Predicted time 
(hours) 
102 96.73 5.03 
120 125.17 3.89 
140 156.77 3.11 
In addition, an exercise (Table 9-3) has been conducted to evaluate the possible benefit 
from the estimate of time and cost by comparing the predicted ROP (Eq. 7.1) and time 
with that actual ROP and time, by using data from Table 7.7 describing the grouped data 
from the BaIder formations, Wells A, B and C. 
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Table 9.3: Comparisons of Predicted ROP and Actual ROP 
(Rock bits. ATMT 22G. Wells A. B. 0 
Dataset 
Predicted ROP 
(ft/hr) 
Predicted Hours Actual ROP 
(ft/hr) 
Actual Hours Time reduction 
(hr. / %) 
A05462 131.49 3.70 108.87 4.47 0.77/16.14 
B7502 117.27 4.28 93.53 5.37 1.09/20.30 
r- C6302 1 114.11 1 2.65 1 83.89 1 3.60 1 0.95/26.39 
According to Table 9.3, it can be seen that had the recommended conditions been applied 
to the three offset wells, the possible time reductions for those three sections would have 
ranged from 16.14% to 26.39%. Considering that the bit related costs in the North Sea 
area amount to fO. 75 million per well, these kinds of savings (f-121,050 to f-206,250 per 
well) are not trivial. 
9.2 Application on Real Time Basis 
In addition to the application in the drilling program, the developed technique can be 
applied on a real time basis. This is illustrated in the following sections: 
9.2.1 Develop Models to Predict At 
It is known that there is a significant relationship between bit performance, pore pressure 
and At (Alixant and Desbrandes, 1991, Barron, et al, 1990, Combs, 1968, Frost and Fertl, 
1982, Hanson, 1991, Jorden and Shirley, 1966, Mason, 1987, Rabia et al 1986, Raynal, 
197 1, Rios, and Montiel, 1974) and that the values of At remain unknown until wireline 
logging is carried out after drilling is completed. So it is useful to be able to predict the 
values of At whilst drilling. For illustration, 18 grouped data from Well A are used to 
demonstrate the process. 
Fig. 9.1 and the attached regression analysis demonstrate the significant relationships 
between At and ROP, DWOB and RPM (R2= 0.89, F-ratio=36-88). From the table (Effect 
Test), it can be seen that ROP corresponds to about 80% of At variation, which suggests 
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b. At Residuals versus Predicted At (p ft) 
Rsquare 0.89 
Root 
-Mean Square F=or 2.445 
'At 124.42 
Grout)ed Data 18 
Parameter Esdmab! s 
I Term I Esdmarc I Srd E=or i t Ratio I Prob>itl 1 
Inwrcept 153.25 18.91 8.10 0.0()Oo 
ROP(ft/hr) 0-53 0.061 8.70 0.0000 
DWOB(kibs) -0.75 0.21 -3.61 OwOO29 
RPM -0.33 0.12 -2.713 0.0162 
Effect Test 
Source Nparm 1 DF S. S. F Ratio Prob>F 
ROP(fVhr) I 1 456.93 75.69 0.0000 
DWOB(klbs) 1 78-55 13.01 0.0029 
PIPM 1 45.06 7.464 0.0162 
Analvsis of Variance 
source DF i Sum of Scmares I Mean Square F Rmo 
Model 3 667.92 2ZZ. 64 36.88 
Error I i4 i 84.32 1 6.04 Prob>F 
---l- C Total 17 0.0000 
Model: Lit (, us /ft)-.: 153.25 + 0.53 - ROF - 0.75 - DWOB - 0.33 - RPM 
Fig. 9.1: Fitted and Actual \t 
(',. 8 gro, uped dam, daEascr A0546 2, WeU A) 
when the values of DWOB and RPM are maintained as constant, the value of At can be 
predicted by referring only to the variations of ROP. Here, At is treated as a dependant 
variable. A model can be formulated as: 
Model: At (ps Ift)= 153.25 + 0.53 9 ROP - 0.75 o DWOB - 0.33 o RPM 
Applying the above model to Well B in the same formation, it can be seen, from Fig. 9-2a, 
that the predicted At follows very well the trend of the actual At. Additionally, it has been 
found that all of the At residuals in this formation are below 16%. To test the robustness of 
this model, Eq. 9.1 is applied to other formation (Shetland Formation) drilled with a PDC 
bit (Table 8.1), Fig. 9.2b demonstrate the fitness of the model. It can be seen that although 
there exists a systematic gap between the predicted and actual At, which may be caused by 
a different bit type with different coefficients for DWOB, RPM and ROP, the predicted 
values of At almost exactly fit the trend of the actual At. 
9.2.2 Assist Identification of Abnormal Bit Performance 
In drilling practice, ROP variations can be caused by the variations of uncontrollable 
factors, i. e. formation properties, and controllable factors, i. e. drilling and hydraulic 
variables. When the normal behaviour of ROP variations, corresponding to formation 
properties, are known, they can be used to identify abnormal bit performance. To illustrate, 
the following steps are carried out. 
(1) Predict ROP in Well B by using model derived from Well A (Eq. 7.1). Because the 
actual At in Well B can not be obtained while drilling is ongoing, two alternative ways 
are considered: 
9 Use adjacent At predicted by Eq. 9.1 shown in previous section, or 
i0 
Use the median of At (At =120 p/ ft) in the Balder formation of Well A. 
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For illustration, the median of At (At = 120 gs / ft) in Well A is used. 
(2) Calculate the values of ROP residuals and the difference between actual values of At 
and the assumed values of At. According to Fig. 9.3, it can be seen that the values of 
ROP residuals are affected by At residuals ((Actual At - 120) /Actual At *100). When 
the assumed values of At are less than the actual values of At, the predicted ROP is less 
than actual ROP, and vice versa. 
ROP residuals 
25 
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a. Distributions of ROP and At Residuals and with depth b. Correlation of ROP residuals and At Residuals 
Fig. 9.3: Relation between ROP and At Residuals 
(3) Estimate the ranges of ROP residuals. In addition to the graphic representations of the 
correlation of ROP and At Residuals, Table 9.3 displays the Quantile ranges of the 
residuals of ROP and At. 
Table 9.4: Distribution of Residuals of ROP and At 
(R ck bit, Well B) 
Quantile %I Min I 10% 1 25% 1 50% 75% 1 90% 1 Max. I 
ROP residuals (%) -52.5 -40.10 -32.94 -12.80 14.50 1 18.85 23.20 
At residuals(%) -20.42 -18.63 -10.25 -5.04 5.891 _ 
9.31 13.96 
According to this table, the following points can be made: 
9 The median of residuals of ROP and At are - 12.80% and -5.04% respectively. Those 
slight skews indicate that the actual values are less than the assumed/predicted values, 
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ROP residuals (%, "x"), At residuals (%, "+") 
which can be seen in Table 7.7 describing the grOLlped data from the Baldcr 
formations, Wells A, B and C. 
0 The values of ROP residuals are ranged betwecii -50'7c to 2517c when (lie values ofAt 
residuals are ranged between -2017c to 15%. ']'his suggests that according to tile 
magnitude and trend of'ROP resIdUalS, the drilicr/crigincer can consider the following 
points: (a) drilling problems, such its hit Weill-, Insufficient 1101C Cleaning c1c. or (b) 
over / under assumed values ol'At. 
9.2.3 Define Optimum Drilling Parameters for a Short Interval 
To define the optimum drilling pararneter, WOB in particular, for a short Interval, rct'crcIIcc 
can be made to the exercises shown in sections 5.2 and 5.3, Chapter 5. In addition, a set of' 
data including 21 consecutive raw data (Fig. 9.4) with constant RPM, IISI have been use(] 
for illustration. From the five plots contained in this figure, no apparent relationship 
between ROP and any other variables can be seen. However, after the 1, ()Ilowlll(, steps, the 
relationship between ROP and DWOB becomes evident. 
(1) Sorting data by DWOB, Table 5.17, provides three t-ITOLIPS with 7 points, 113 of' data 
Quantile, in each group 
(2) Calculate ROP and DWOB for each group, and then examine the correlations between 
ROP and DWOB (Fi,,,. 9.4). 
(3) Examine the values of other variables, At is in particular. Froin the table below the 
plots in Fig. 9.4, it can be seen that among the three sub-oroup. the valLic, of At I's Z- 
116.63,115.76 and 115.01 ps/ ft corresponding to the valucs of ROP of 24.29.27-33 
and 29.87 respectively. Clearly, the variat lons of At Cannot account for the ROP 
variations. 
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9.3 Develop an Automated Drilling System 
It is clear that grouping clata can help lilocicilill" and the lllodcl derived from grollpcd data 11 
can pi-cdict bit performance and the formation properties (At). This technique can be used 
for the development of an automated drilling system. For routine application, a schematic 
flowchart (Fig. 9.5) has bcen produced. To explain the stcps in the sclicillatic I'lo"'chall, 
references are made to the following sections in previous text: 
Table 9.5: Ret'crcnces for Schematic Flowchart 
Steps Sections in Chapters 
I&2 5.4,7.1,8.1 
3 5.4,6.3 
4 5.3,7.2,8.2,8.3 
5 5.3,7.2,7.3,8.3,8.4 
6 6.5,7.2,8.3 
7 6.5,7.3,8.3,8.4 
8,9 and 10 6.1,6.2,6.3,6.4,6.5,7.2,73,8.4 
11 6.2 
12 & 13 6.3,6.4,6.5,7.5,8.6 
14,15 and 16 5.2,5.3,7.6 to 7.10,8.7 to S. 10 
However, the following points should he noted: 
There are no numeric criteria to determine it' a data set is suitable for modellim, or not. 
Because in the database, there may be data which are not suitable for modellino, for 
instance the fraud data (section 5.2), and the data from it directional section (sect, ()n 
5.3). In a bit run, some sections with special practice, for instance, reaming, may not be 
reported, and cannot be FOUnd in the data sliect or even in the documented reports (tabic 
5.21). However, it will be useful to examine the distribution of moving-averaged ROP 
and its related variables with depth (Fi(Y. 5.1, Fig. 6.1 ). 
(2) There are no -eneral IlUincric criteria to determine the rant-)cs in value of variah1cs I- - 
suitable for ROP modelling. In the litCl-, ItLIl-C I-CV1CW (Chapter 2), it has heen silo""' IlWt 
the relationships betv,, een ROP and Its related val-Mble vary ýýItll specific colldltl()11ý1ý 
(Bielstein and Cannon 1950, Somerton ct al 1951), 1909). Nonctliclcss, the 
value of ROP related variables in this work- have been adequate to devc1op the model 
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Fig. 9.5. Schematic Flowchart of Logging Data Modelling 
Are Groups suitable for 
modelling? (Table 1,2) 
for the Balder formation and for the Shetland formation and can he regarded as 
references for similar conditions (Tables 7.7,8.16,9.5). 
Table 9.5a: Ranges ot-Grouped VariabIcs for Modellino Z- 
(12.25" Rock hit. ATNIT22(; - 
BA(lof tot ImItioll 011 h; v'ot I In I I, III ýlhlo 1", 1 
variabb's Mill. A It dit III Af, I X. R, in, ýt 
SI k: ri I li, 
DWOB(K1hs) (Well A) 47.77 55.18 59. ()S 11.28 
DWO13 (Klbs) (Well B) 25.51 28.11 34.89 Q. 18 
DWOB(Kibs) (Well C) 43.78 47.99 51.80 8.08 
RPM (Well A) I V) 110 148 18 
RPM (Well B) 160 170 173 7 
RPM (Wel/ C) 118 160 192 74 
I ISI (Well A) 1.45 1 2.81 1.30 
I IS I (Well B) 4.77 4.87 4.81) 01 -1 
I Is I (Wc// c) 1.68 
. 
1.74 -1.40 0.72 
At (ps/ft) (Well A) 113 124 136 23 
At (ps/ft) (Well 11) 102 115 140 38 
At (ps/h) (Well' C) 107 
_1 
13 111) 12 V 
Table 9.5b: Ranges ot'GI-OLIpcd VarmhIcs for Modelling Z- 
i I" 'ý" PDC hif,; PD5 Shothtid formuition Oil-h: ood-mml fio) 
variables Min. Aft I lit In Ah n. 
Sig i('(Il II 
DWOB(Kibs) (Well A) 26.34 36.37 40.22 22.88 
DWOB (Klbs) (III,, // B) 9.20 22.51 30.15 20ý81) 
DWOB(Klbs) (Well C) 6.82 14.92 22.82 16 
RPM (Well A) 172 177 181 
RPM (Well B) 154 189 NI 37 
RPM (Well C) I () 1 178 181 22 
I IS I (Well A) 2.84 3.18 ;. 24 040 
11 SI (Wc/l B) 3.64 3.74 4.08 0.44 
HSI (Wc/l C) 1.72 3.22 3.37 LOS 
At (ps/ft) (Well A) 81.06 89.24 N 
At (ps/ft) (Well B) 60.10 84.14 1)3.79 % 
At (ps/h) (Well C) 83.19 90.16 97.27 14.08 
From above tables, it can be said that when the range of At is around 15 ps/ft, At usLIjIlIN, 
appears as a significant variable in an ROP model. 
(3) Because the relationship between the group Size and the vallic Of P, Of grouped data I 
(Eqs. 6.7,6.8,6.9 etc. ) is hyperbolic (Figs. 6.5,0.6,0.7.6.8), tile optinium -, roup sim Lý I 
cannot be derived by only referring to an equation. In many occasions, it I" difficult to 
establish a definitive number of groUp size. In the model for rock bit, the group , 11c ls 
around 19 to 22 points (Table 7.2) and, in the model for PDC bit, tile -n-ollp , i/c is 
35 
points (Fi,,. 8.3). 
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(4) It is not always necessary to conduct tile exercise of' I-cilloving tile outliers for cach 
subgroup (scctions 6.5,8.3,8.4), wlicn the outliej., s t'(), - tilc ýý, 11()Ic (I. It s a "Cl have I)CCII 
removed and the grOLIP SIZC IS I-ClitiVely large (scctloll III willch a I, C\v outhel's 11MV 
not be able to impact the mcan ofthe grouped data. 
(5) There are no gencral and conclusive numeric Critcria 10 deternillic flic Suitability of 
grouped data for ROP modelling. In this work, no outher ofCv ()f*, -, i-()til)c(l data exists I 
and the values of P, (Ecls. 6.7,6.8,6.9 etc. ) of Individual , rOljpcd data call hc used as I- 
reference (Table 9.6). 
Table 9.6: The values of'P, for Roll modellin- 
(rock hit and PD(' I)it 
Variables 
Dalaset A0546", 
Rock hit, 28 poupcd data. 
P) lo 22 pet group 
Dalaw( 1'1)5ý Wdl A 
PD(' hit. 
. 
10 glollped datý). 
35 pcr gioup 
ROP 6.56 oý51 
DWOB 1.05 
-'. 17 
RPNI 
l4sl 
At I (). () 1 0,59 
(6) The format of a model depends on specific conditions. For cxample, a model for rock 
bit (Eq. 7.1) is linear and a model for PDC bit IS 11011-IIIIC, 11- (FLI. S. 5). The result,, -, of 
regression analysis can be cxamined according to the coctTicients, clTect test, Icveraoc I- t- 
plots and residual plots (Chapters 7 and 8). 
(7) There is no general and conclusive standards for the examination ofthe quality of ROP 
models. In this work, the incorporated parameters (DWOB, RPM, IISI and At) in the 
models either for rock bit (Eq. 7.1) or for PDC bit (F(1-8.5) are physically valid and 
statistically significant (95% confidence level). Table 9.7 tic nionst rates part ot 
parameters related to models' quality. 
Table 9.7: Parameters rekited to models' qualitv 
(dalaset A05462 ind PD5- Wc1h, A. 13 ýind C) 
,% lode I 's R2 F-l'itio 1z. %i(, 1, ) 
Fq. 7.1 (rock bit. IS data) (). 1) 1 4o. ý. l I Q4 
F(I. 8.5 (PDC hit, 70 data) 0.80 11 S. ýo III M 
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According to the schematic I'lowchart (Fig. 9.5), the Following approach call I)e clollsidcl-ed 
for routine application ofthe developed method: 
(I) USe PC COIIIPLItcr with commercial Software for graphic pre"'clifation and 1-cgi-c. "'SiOll 
analysis. The methods are developed by using a Macintosh and soffwarc (. fN4P'kI, 1992)ý 
Although it may be tedious to CO[IdLICI SOMc exercises, for cXample, removing outhers 
for each sub-group, the advantages are obvIOUS: 
40 The functions of the commercial ,, ýOftWaj-C 11-C 1-CIMI)IC all(I , Oj)jl1sj1Cd1L'd. S110111(1 
any problems occur, attentions can he focused Oil tile ', (CI)S rather than Oil specifIC 
equation for CaICLl1at1Oll. In ýlddltlOfl, sollic functions, particularly 111c oraphic, 
fLinctions, arc very important in modellill" Process itild are particularIv sophisticatc(I 
in the commercial software. 
40 There exist more friendly and flexible sy,, tenis for coniputcr-user coninwilications. 
It is easier for the users to make observations in the modelling process and adjust 
s, teps/criterlia according to previous experiences. In fact, sOllie excl-clses, 1,01. Z-) 
example, to determine the group and oi'OUP -size, are LJUHC Ca. SN' 1.111dCl- VISLIal 
observation but very difficult to make numeric criteria. 
(2) Code the developed incthods into a database system. The main advanta-c is that thcre 
will be no need to extract specific data sets from the main data hasc to 13C, and some 
exercises such as removing outhers in each subgroup MaV be 11101-C CtTICICIlt. I IoWever, 
the models resulting froin a completcly black-box exercise may not be reliable and 
should any problenis Occur, it will be difficult to trace them to any specific cause. 
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CHAPTER 10 
CONCLUSIONS AND RECOMMENDATIONS FOR FURT11E. R WORK 
This chapter summarises the conclusions of each of' tile Illaill areas of' sludy that havc 
been undertaken during this work. In addition, tile areas that necd furthcr work arc 
highlighted. 
10.1 Conclusions 
It can be concluded that it is possible to use rOLItinciv available ficld logoing data, to 
develop ROP models. The methods have been developed and validated. Thc derived 
models, incorporating three independent controllable variables, i. e. WOB. R13M and I ISI, 
in a specific formation, appear to be physically plausible and statistically accurate (R2 
around 0.90, and the median of ROP residuals around 10- 15%). The developed method 
has been validated by a number of data sets under diverse drilling condition,,,: the hit 
types include rock bits and PDC bits-, the bit sizes Include 12-1/4" and 17-1/2", the 
formations include the Balder formation, the Lista forination and the Shetland formation 
over depth intervals from 6000 feet to 11500 feet. Most of the datasets are from a serill- 
submersible rig. It has been shown that, at least currently, empiricism is tile only 
productive approach for deriving ROP models for practical drilling applications. More 
specifically, the following conclusions can be drawn: 
(I) In a bit run within a specific formation, Over 8011c of the ROP vartations can be 
explained by a model including three controllable mud logging, parameters: WOB, L- ý' -1 
RPM and HSI and At, a wireline logging parameter (Chapters 2,5.7, S. 9). 1 lowever, 
whether a variable is inclUded in a model as a -statistically sionificant parameter 
depends not only on the physical relation of the variable to ROP, Nit tile range and 
the variability of the variable (Chapter 5,7,9). 
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(2) The rock properties, as represented by At in this study, appears to be the most 
significant parameter affecting ROP (Chapters 5,7,8,9). It follows that using a 
constant in an ROP model (Cunningham, 1978; Maurer, 1962) to represent the effects 
of formation properties on ROP is not acceptable in ROP modelling. 
(3) It is not possible to derive visually satisfactory and statistically reliable models by 
following the conventional methods of using the original foot-to-foot logging data, 
(sections 2.2,3,4, Chapter 2, sections 3.1,2 and 3, Chapter 3). 
(4) It appears to be impractical to develop ROP models by enhancing logging equipment 
(Chapter 4). ROP cannot be corrected in a point-to-point fashion by referring to any 
single variable (Chapter 3, Chapters 4). 
(5) Grouping data is an efficient method for ROP modelling and the models derived from 
grouped data appear to be physically valid and statistically accurate (Chapters 5,7,8, 
9). 
(6) The signs of the fluctuations of ROP are symmetrical which provides the basis for 
grouping data (Chapter 6). Grouping data does not necessarily reduce the data 
variability (section 6.4, Chapter 6) and the model derived from the grouped data can 
predict the data with its original variability (section 5.3, Chapter 5; Chapter 7; 
Chapter 8). When the group size reaches a certain level, over 20 data points for 
instance, a few outliers may not seriously distort the statistical characteristics of the 
models (section 6.5, Chapter 6). 
(7) The models derived from the developed method are robust. By grouping data, a 
model derived from a specific bit run in a specific formation can predict the bit 
performance in similar conditions and the median of the ROP residuals, a measure of 
the accuracy of prediction, is around 10-15% (Chapter 7: Chapter 8-, Chapter 9). 
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(8) On most occasions, a linear model can represent the drilling process with similar 
accuracy to a non-linear model (sections 5.2,3, Chapter 5; Chapters 7 and 8). 
However, care must be taken when applying linear models, because in nature, the 
relationships between ROP and its related variables are non-linear. 
(9) The developed technique can be used for well planning including, bit selection, 
diagnosing abnon-nal data, and defining optimum drilling parameters (Chapter 9), and 
holds the potential to be automated. In fact, as shown in the section of 9.2.1, the 
values of At can be well predicted by ROP and its related mud logging variables, 
which suggests that ROP modelling may be conducted even without the wireline 
logging data. 
10.2 Recommendations for Further Work 
Basically, a method for developing ROP models has been developed and validated. To 
upgrade its theoretical level and extend its practical applicability, the following 
recommendations are made for further work. 
(1) More thorough investigation into the mechanism underlying the developed 
method. It is expected that deeper study into the mechanism of rock breakage and of 
the impact of specific data on a model will provide a more solid grounding for the 
developed method. Additionally, more fundamental study may help the developed 
method appear more academically robust. 
(2) Further optimisation of the adapted steps and criteria in association with further 
validation of the developed method. It is expected that after applying the developed 
methods to more data sets, more definitive criteria for selection of data sets and 
assessing the quality of the models will be developed. It may be useful to introduce 
some other information technologies such as Neutral network, Fuzzy set, etc. into 
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RO P modelling. The points below illustrate some considerations (McCormack and 
Day, 1993). 
9 Use fuzzy logic concepts for selection of data sets and determination of group 
size. Fuzzy logic concepts are based on fuzzy set theory, as developed by Zadeh 
in 1965. Fuzzy logic extends the concept of the binary states - "true" and "false" 
- to include a spectrum of possible states in between, described using terms such 
as "usually"-and "sometimes". Considering that ROP modelling is based on post 
well data in association with imprecise, vague and ambiguous information which 
is difficult to classify into the binary states "suitable for modelling" or "not 
suitable for modelling", suggestions/conclusions can be made in the terms such as 
"usually" and "sometimes" or "membership" based on a large value of data. 
In addition, fuzzy set concepts may be used for assessing the effects of drilling 
parameters on modelling. In statistical analysis, the conventional 95% confidence 
level has been used, which suggests that some parameters, HSI for instance, do 
not affect ROP when it is below 95% confidence level and therefore does not 
appear in a model. By introducing the term such as "membership" in fuzzy sets, 
the results can represent the drilling process to a more complete level. 
Furthermore, fuzzy set may be used in assessing the quality of the models. 
Almost everybody has her/his individual standards for assessing the quality of the 
models, a. For example, some think the median of ROP residuals below 30% is 
acceptable, but others may require that the median of ROP residuals should be 
below 20%. Based on the concepts of fuzzy set, the more commonly acceptable 
standards for ROP models can be developed. 
* Use neural network technology to define groups. Neural network technology, 
originally developed to model the structure and functionality of the brain, can be 
used to mimic sophisticated pattern recognition capabilities that humans employ 
in analysis and interpretation. Considering that in some occasions, it is difficult to 
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classify the distributions of logging data, RPM and At for example, with depth 
into specific subsets or groups (Figs 8.1,8.2), neural network technology may 
help. 
In addition, neural network technology may be useful in modifying and improving 
the developed models, considering that neural network technology creates a 
solution in a manner analogous to one of the ways in which students learn - by 
attempting to solve a large number of related problems, making mistakes, and 
then having the teacher illustrate the correct answer. Using this supervised 
teaching approach, the neural network, like the student, will gradually "learn" the 
correct and general solution technique, i. e. developed models, to a particular class 
of problems, i. e. new drilling conditions. As well as fuzzy set concepts, it is 
considered to use neural network technology for selection of data sets and 
determination of group size. 
(3) Apply the developed technique in more comprehensive drilling data analysis, 
including bit life modelling. As discussed in section 1.4, the calculation of cost per 
foot is based on not only ROP model, but bit life model. Considering that ROP and 
bit life are related to each other and share similar influential factors (formation 
properties, WOB, RPM and HSI), bit life can be modelled on the basis of a developed 
ROP model. With more models available, the contours of coefficients in ROP / bit 
life models can be drawn for similar drilling conditions defined by fuzzy set concepts 
and neural network technology. 
(4) Extend the developed technique to logging data analysis of formation properties. 
It has been seen (section 5.2.3) that there exists relationships between formation 
logging variables, for example, At and Gr. It is considered that the formation can be 
defined by examining the variations of the relationships between formation logging 
variables with depth. Other formation logging data may be used for ROP modelling 
as well. 
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(5) After further modifications and further development on the method 
substantiated in this thesis, the code should be incorporated into a software 
package and integrated it into an automated system for broad application in the 
oil industry. 
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Nomenclatures 
Caliper = Hole size, inch, wireline logging data. 
Cv = Coefficient of variability of data= standard deviation/mean 
Gr = Gamma ray (API unit. API stands for American Petroleum Institute), wireline 
HSI = Hydraulic horsepower per square inch, mud logging data. 
PDC = Polycrystalline Diamond Compact 
Rild. = Resistivity, Q, wireline logging data. 
ROP = Rate of Penetration, ft/hr. 
RPM = Rotary speed per minute, mud logging data. 
SPP = Stand Pipe Pressure (psi) 
WOB = Weight-on-Bit (SWOB= surface measured WOB; DWOB= downhole measured 
WOB), Klbs, mud logging data 
TOFF = Time-of-bit-off-bottom 
At = Acoustic transit time, gs / ft, wireline logging data. 
Detailed nomenclatures can refer to Appendix I and section 1.2.1, Chapter 1. 
APPENDIX I 
EQUATIONS, NOMENCLATURES AND EXAMPLES 
1.1: Calculation of Cost per foot 
Cf = 
Cb + Cr (tt + tc + tb ) 
Ah 
. -. Ah = 
ROP - tb 
hence C =-ýb+-ýr. (t +t)+ 
Cr 
ftC Ah Ah ROP 
Where: 
(1.1) 
Cf cost per foot 
Cb bit cost 
Cr rig rate 
tt trip time 
tc connection time 
tb time of bit on bottom, i. e. drilling time 
Ah length of drilled interval for cost calculation 
ROP the averaged rate of penetration upon cost calculation 
1.2 Calculation of HSI 
3 
HSI 
Qp2 
14616744. TFA -D 
D= bit size (inch) 
HSI = Horsepower per square inch 
Q= Flow rate (gal. / min. ) 
P= mud density ( pound / gal. 
TFA = Total flow area of bit (in2), 
)T 
2 
TFA -. d 4 
(1.2) 
(1.3) 
dn = equivalent nozzle diameter (inch / 32) 
Nýd 21 +d 22 
d], d2 . ..... = individual nozzle diameter (inch / 32) 
Example: 
(1.4) 
3 nozzles in a bit, the sizes are 18132,17132 and 16132 (18,17 and 16 for short in 
practice). 
dn= 29.4788 132 (29.48for short) 
ir TFA =-- dn2 = 0.666 (in 
2) 
4 
1.3: ROP Calculations 
1.3.1: Individual ROP measurement 
-1 Ah positioni - positioni-I ROP(LT )= 
Aton timej - timej -1 
(1.5) 
LT- I= physical dimension of ROP, L refers to length, T refers to time 
For example, position, = 6000feet, position2= 6100feet, timel= 0.00 minutes, time2= 
59.02 minutes: 
ROP = 
Ah 
Aton 
6100-6100 
59.02-0 
60 = 10 1.66(ft / hr) 
1.3.2: Calculation of ROP for A Grouped Data 
Ah, Ah, 2: 
i=I - 
i=I 
ROPj 
nn 
toni toni 
(1.6) 
2-1 
i= sequence number of data in a group 
j= sequence number of group in a set of data 
n= data size of a group 
Ahi = interval of individual ROP measurement, normally as constant as I foot. 
Atoni = time-of-bit-on-bottom for individual ROP measurement. 
For example, given data as shown in the table below: 
Ahi 
(ft) 
Atoni 
(min. ) 
ROPi 
(ftlh r) 
1.17 51.19 
- 
0.34 177.51 
r 11 0.66 1 90.91 1 
1 60 
ROP(ft / hr) = 
ton . 
60 = 0.72 = 
82.95 
1.3.3: Calculation of ROP for All Grouped Data in A Data Set 
k 
JROPj 
Overall grouped ROP = 
j=1 
k 
(1.7) 
k= number of grouped data 
For example, given the data as shown in the table below: 
Atonj 
(min. ) 
ROPj 
(ft/h r) 
Group No. 
W 
Grouped ROPj 
(ftlh r) 
Arithmetic mean 
of R0 Pj (fk/r) k 
I. 17 51.19 1 
0.34 177.51 1 
0.66 90.91 1 82.95 106.54 
0.52 116.28 2 
0.73 82.64 2 
0.51 118.58 2 102.27 105.83 
0.41 146.34 3 
0.40 1 148.51 3 
1.16 1 51.55 3 91.37 115.47 
k 
ROPi 
Overall grouped ROP = 
j=1 82.95 + 102.27 + 91.37 _ 
276.59 
= 92.20(ft / hr) 
k33 
1.3.4: ROP of whole data set 
3-1 
NN 
ROpwholedataset -N 
Atoni I Atoni 
For example, using data in the above table, 
ROpwholedataset -= 91- 
60 = 91.53(ft / hr) 
Atoni 
(LT) (1.8) 
1.3.5: IR(%), compare overall grouped ROP and ROP of whole data set 
IR(%) - 
Eq. I. 7-Eq. I. 8 
100 
Eq. 1.8 (1.9) 
For example, using previous results (L2.3.3, L2.3.4): 
IR(%) = 
OverallGroupedROP - ROPWholedataset 
.i oo ROpwholedataset 
_ 
92.20 - 91.53 
- 100 = 0.73% 91.53 
1.3.6: Calculations of ROP Residuals 
ROP residuals(%) = 
Actual ROP - Fitted ROP . 100 Actual ROP 
1.4: Calculation of Grouped mud logging data 
11 nn 
I(xi - Atoni f) I (xi - Atoni) 1: (xi - Atoni) 
xj = 
i=l 
n 
i=l 
n 
j=l 
n 
(Atoni fI (Atoni (Atoni) 
i=l 
sequence number of data in a group 
4-1 
(1.10) 
(I. 11) 
i= sequence number of group in a set of data 
f= logging frequency, constant in one logging system 
Aton = time of bit-on-bottom, i. e. actual drilling time, for individual interval of logging 
data measurement. 
for example, a group (say j=]) containing three data points as shown in the table below, the 
value of WOB is calculated as shown in the last row of the table. 
Point No. 
(i) 
- 
tonj 
- 
(min. ) 
WOBi 
(Klbs) WOBj*tonj WOB i (KIbs) 
1 1.17 44.68 52.28 
2 0.34 9.13 3.10 
3 0.66 13.13 8.67 
Grouped Data 2.17 64.05 29.52 
1.5: Calculation of Grouped wireline logging data 
n 
Xi 
Xi n 
sequence number of data in a group 
sequence number of group in a set of data 
n number of data points in a group 
For example, the table below lists the individual data points and the last row shows the 
grouped data. 
Data No. At 
(As /ft) 
GR 
(API unit 
Caliper 
(inch) 
Resistivity 
42) 
101.24 35.01 13.21 1.53 
2 106.89 26.33 13.04 1.75 
3 136.42 23.58 12.79 1.53 
Grouped value 114.85 28.31 13.01 1.60 
1.6: Calculation of IQR of Box Plot 
5-1 
(Eq. 1.13) 
IQR IQR = Quantileo. 75X -QuantileO. 25X Defined as 
-3 x: 
ý QuantileO. 25X-3-IQR Hiiahly Suspect Outliers 
-2 
QuantileO. 25X- 3. IQR < x! ý Quantileo. 25X -1.5. IQR Suspect Outliers 
-1 
Quantileo. 25X- 1.5. IQR < x:! ý Quantile 0.25X Normal 
0 Quantileo. 25X <x5 Quantileo. 75X Normal 
I QuantileO. 75X < x: 5, Quantileo. 75X 
+1.5. IQR Normal 
2 Quantileo. 75X 
+1.5. IQR <x !ý Quan tileo. 75X+ 3. IQR Suspect Outliers 
3 x> Quantileo. 75X+ 3. IQR 
1 
Highly suspect Outlicrs 
X= Whole Data Set 
x= Individual Data Point 
Example refers to section 4.. 2.2 - 4.2.6, Chapter 4. 
1.7: Calculation of Z-Score 
X-X 
s 
X= individual data point, 
jý = for the mean value of a specific variable in a data set 
s= standard deviation 
Example refers to section 4.2.2, Chapter 4. 
1.8: Calculation of Sign test 
n 
I 
signi 
Overall Sign - 'ý' n 
n= data points in a group 
signi = sign of individual data, signi= +I when (xi - xi- 1)-: aO, signi= + 
1; signi= -I when 
(xi - xi-i)<O. 
S-0.5 -n 
ý5- V-n- 
S the total number of either positive signs or negative signs in a group. 
Example andjustification refer to section 6 1, Chapter 6. 
1.9: Pooled standard error 
k 
I Sd i 
sdp 
2 i=l 
k 
ýdp' 
se p 
k= number of groups 
n= data points in each group 
sdIP = pooled variance 
sep = pooled standard error 
Examples andjustification refers to sections 6.2 to 64, Chapter 6 
1.10: Calculation of P, 
Cv= standard deviation / mean (after Jerry Jensen and Patrick Corbett, 1992) 
P" M= 
sep 
--100 - (1.20) Overall Grouped data 
k 
xj 
overall grouped data = 
j=I (1.21) 
k 
xj= individual grouped data, according to Eq. 1.6, Eq. 1.10, Eq. I. II 
Examples and justification refers to sections 6.2 to 6.4, Chapter 6. 
1,11!, Estimate of probable errors due to depth-shifting 
IA 
(1.19) 
Ax =1 x,. - x, _, 
I 
............ (1.22) 
ý. Axm 
AX9 M=] 
........... (1.23) Al 
k 
Y, Axg 
Ax = 
k=l 
k ............ 
(1.24) 
AX absolute difference of wireline logging data between two points of 
measurement 
Xi, Xi-i = wireline data at individual point of measurement 
Axg =mean of Ax of individual group 
Ax =mean of Axg of all groups in a data set 
k =number of groups in a data set 
Al = the length of depth mis-match 
Examples and justification refers to sections 6.3.2 to 6.3.34 Chapter 6. 
1.12: Estimate of Group size and Error due to depth-shifting 
6= Xi - xi-I ............ (1.25) 
n-j 
459 = M=] ............ (1.26) Al 
k 
o5g I 
k=l 
k ............ 
(1.27) 
(5 difference of wireline logging data between two points of measurement 
Xi, xi-j wireline data at individual point of measurement 
8g 
mean of 6 of individual group 
S mean of the absolute values of ý, 
- of all groups in a data set 
k number of groups in a data set 
Al the length of depth mis-match 
Examples and justification refers to sections 6.3.3 to 6.3.4, Chapter 6. 
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1.13: Calculation of R. M. (%) 
RMSE R. M. (%)=- 
Mean . 
100 
RMSE = Root of Mean of Square Error 
Mean = mean of individual variable 
(1.28) 
For example, given a plot below, to estimate the fitness by using the ratio of RMSE to the 
mean: 
140 
130 
120 
110 
12. CD 
clý 100 
90 
Summary Of Fitness 
80 -r 
80 
---------- 
---------- ---------- -AL ---------- 
. .................. - ------------- ............... ---------- ......................... 
90 100 110 120 130 140 
ROP(ft/hr) Predicted 
Terms Values 
R2 0.91 
RMSE 4.23 
Mean 107.46 
Data Number 18 
R. M. 
RMSE 
-100=- 
4.23 
- 100 = 3.94% Mean 107.46 
1.14: Calculation of Moving Average 
j+a 
Ak- 
ROPj j+a 
Y, Atoni 
i=j 
J+a 
(xi . Atoni f 
xj j+a 
1: (Atoni -f 
i=j 
(1.29) 
(1.30, for mud logging data) 
0-1 
j+a 
I Xi 
Xi =-i=j (I + a) 
(1.3 1, for wireline logging data) 
a= span of moving average (a ý! I), e. g. 20 feet. 
f= logging frequency, constant in one logging system 
i, = point at which logging measurements being taken 
Aton = time of bit-on-bottom, i. e. actual drilling time 
Reference can be made to 5.1, Chapter 5. 
1.15: Estimate of Effect of Outliers on Grouped Data 
n, 
x 
Xn (1.32) 
n, 
n, 
J: x + 
ix 
0 
Xno 0=1 (1.33) 
n, +n 2 
n, 
1+ 
ixo 
Y, xi 
X 
no 
=Xn 0=1 
li=l 
(1.34) 
I+n 2 In, 
n, = number of normal data 
n2 number of outliers 
mean of normal data Xn 
mean of outliers XO 
Xno mean of normal data and outliers together 
Reference can be made to section 6.5, Chapter 6, and sections 8.4,8.5, Chapter 
8. 
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APPENDIX 11 
DATA OF DRILL-OFF-TESTS 
IM: Data tables of Drill-off tests (1 to 3) 
Three datasets (the dataset from the first drill-off-test was not suitable for modelling 
because there was no record of change of WOB and therefore it is not included below) 
were obtained from the four drill-off-tests. Those data including directly relevant 
variables have been tabulated in this Appendix 11 for further investigation. 
Table 11 -1: Data of Drill Off Test I 
No. Min. Sec. 
ISWOB 
(Klbs) 
AISWOB 
(Klbs) 
SWOB 
(Klbs) RPM 
ROP 
(ft/hr) 
1 18 0 21.30 0 18.8 150 0 
2 18 30 19.80 1.5 20.2 155 14.12 
3 19 0 17.70 2.1 18.8 156 19.77 
4 19 30 16.20 1.5 17.3 159 14.12 
5 20 0 15.50 0.7 16.2 163 6.59 
6 20 30 14.30 1.2 14.5 164 11.30 
7 21 0 13.00 1.3 13.9 164 12.24 
8 21 30 12.30 0.7 12.5 165 6.59 
9 22 0 11.60 0.7 11.8 165 6.59 
10 22 30 10.80 0.8 11.2 166 7.53 
11 23 0 10.80 0 10.8 167 0.00 
12 23 30 10.80 0 10.8 167 0.00 
13 24 0 10.10 0.7 10.8 167 6.59 
*= explained at the end of tms appenaix 
Table 11-2: Data of Drill Off Test 2 
No Min Sec 
ISWOB * 
(Klbs) 
AISWOB 
(Klbs) 
SWOB * 
(Klbs) RPM 
ROP 
(ft/hr) 
1 29 0 23.8 0 24.5 110 0 
2 29 30 23.1 0.7 23.8 121 6.55 
3 30 0 21.7 1.4 22.7 119 13.10 
4 30 30 20.2 1.5 21 121 14.04 
5 31 0 18.8 1.4 19.6 121 13.10 
6 31 30 17.4 1.4 18.1 123 13.10 
7 32 0 15.9 1.5 16.9 125 14.04 
8 32 30 15.9 0 15.9 125 0.00 
9 33 0 15.2 0.7 15.4 128 6.55 
10 33 30 15.2 0 15.2 128 0.00 
11 34 0 15.2 0 15.1 129 0.00 
12 34 30 14.5 0.7 14.9 131 6.55 
13 35 0 13.8 0.7 14.4 130 6.55 
14 35 30 13.8 0 13.8 131 0.00 
*= explained at the end of this appendix 
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Table 11-3: Data nf T)rill C)ff Tpctl 
No Min Sec 
__ 
ISWOB * 
___ýKlbs) 
AIWOB * 
(Klbs) 
SWOB * 
(KIbs) RPM 
ROP 
(ft/hr) 
1 39 0 32.0 0 29.1 137 0 2 39 30 30.6 1.4 31.1 142 13.10 
3 40 0 28.4 2.2 29.7 139 20.59 
4 40 30 28.4 0.0 28.6 150 0.00 
5 41 0 27.7 0.7 27.9 151 6.55 
6 1 41 30 27.7 0.0 27.7 153 0.00 
7 42 0 27.0 0.7 27.2 152 6.55 
8 42 30 26.2 0.8 26.3 153 7.49 
9 43 0 25.5 0.7 25.7 156 6.55 
10 43 30 24.8 0.7 25.4 155 6.55 
11 44 0 24.8 0.0 24.8 156 0.00 
12 44 30 24.8 0.0 24.8 155 0.00 
13 45 0 24.1 0.7 24.5 154 6.55 
14 45 30 24.1 0.0 24.1 154 0.00 
15 46 0 23.4 0.7 23.8 153 6.55 
16 46 30 22.6 0.8 23.2 153 7.49 
17 47 0 21.9 0.7 22.3 152 6.55 
18 47 30 21.9 0.0 21.9 152 0.00 
19 48 0 21.0 0.9 21.0 153 8.42 
20 48 30 20.3 0.7 20.4 153 6.55 
21 49 0 20.3 0.0 20.3 154 0.00 
22 49 30 19.6 0.7 20.0 155 6.55 
23* 50 0 18.8* 0.8 19.0 156 7.49 
24* 50 30 18.1 * 0.7 18.8 157 6.55 
25* 51 0 18.7* 0.6 18.7 157 5.62 
26 51 30 18.0 0.7 18.2 158 6.55 
27 52 0 17.0 1.0 17.1 158 9.36 
28 52 30 17.0 0.0 17.0 158 0.00 
29 53 0 16.0 1.0 16.4 158 9.36 
30 53 30 16.0 0.0 16.0 159 0.00 
31 54 0 16.0 0.0 16.0 159 0.00 
32 54 30 16.0 0.0 15.9 159 0.00 
33 55 0 16.0 0.0 15.8 159 0.00 
34 55 30 16.0 0.0 15.8 160 0.00 
35 56 0 15.3 0.7 15.9 160 6.55 
36 56 30 15.3 0.0 15.3 160 0.00 
37 57 0 15.3 0.0 15.3 160 0.00 
38 57 30 14.0 1.3 15.3 160 12.17 
39 58 0 14.0 0.0 14.0 160 0.00 
40 58 30 14.0 0.0 14.0 160 0.00 
41 59 0 14.0 0.0 14.0 160 0.00 
42 59 30 14.0 0.0 14.0 160 0.00 
43 60 0 14.0 0.0 14.0 161 0.00 
44 60 30 14.0 0.0 14.0 159 0.00 
45 61 0 0 14.0 0.0 14.0 150 0 0 
46 61 -3 0+ 13.3 0.7 14.0 159 .ý 5 5 
:: 
ý6 
*= explained at the end of this appendix 
11.2 The Steps of Drill-off-Tests 
The drill-off tests were conducted according to the following steps: 
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(1) Select the range of SWOB, i. e. the start SWOB to drill off from, and the end SWOB 
to drill off to, within three RPM levels for each drill-off test, i. e. 120 RPM, 150 RPM 
and 165 RPM respectively. The levels of RPM were determined by previous drilling 
experience in the area. 
(2) Before the drill-off test is started, check the mud logging equipment and from the 
Siemens chart, make sure drilling is stable according to torque smoothness /cycling. 
Drill-off test data are recorded on a time database. 
(3) At 150 RPM, lock the brake at the maximum SWOB and allow the SWOB to drill-off 
to the minimum with the brake locked. 
(4) Repeat step 3 at the high RPM (165) 
(5) Repeat step 3 at the low RPM (120) 
(6) Repeat step 3 at the first RPM (150) 
(7) Calculate ROP. 
(8) Plot ROP versus SWOB for each of the four levels of RPM. 
11.3 Calculation of ROP in Drill-Off Tests 
During the drill-off tests, with the brake locked, the mud logging depth sensor 
is static. 
ROP data are therefore calculated on the basis of the SWOB 
decay and the drillstring 
compliance. According to Hook's law and the composition of 
the drill string, the 
calculated value of drill string compliance for these 
drill-off tests was 0.078471 ft / Kibs. 
Since these tests were carried out using the same BHA and similar 
drilling conditions, the 
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coefficient of compliance can be treated as constant. The equations below shows how the 
values of ROP were derived according to the definition of ROP. 
Adepth 
ROP =a Aton 
where Adepth refers to the drilled interval in a specific time interval (Aton). In drill-off 
test, Adepth= AISWOB9 (Compliance coefficient)= (ISWOBi - ISWOBj- )*Compliance 
coefficient JWOB refers to instant WOB data, surface measured in this case). 
Hence: ROP(ft / hr) = 
AISWOB - Complaince Coefficient 60 
ISWOB 
AISWOB 
SWOB 
Aton 
Instant sample of Surface WOB; 
ISWOBi - ISWOBi-l(i, i-I refer to adjacent logging points) 
= Averaged value within a specific interval, 0.5min. For 
example, there are 3 samples of ISWOB within 0.5 minutes, the 
value of SWOB then results from the mean of the 3 samples. 
The graph of ROP versus SWOB, Figures 3.7,5.3,5.4,5.5, are 
not affected by a few data points of ISWOB, such as 23*, 24*, 
25 * in Table 11-3. 
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