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Abstract
In this paper a new restarting method for Krylov subspace matrix exponential evalua-
tions is proposed. Since our restarting technique essentially employs the residual, some
convergence results for the residual are given. We also discuss how the restart length
can be adjusted after each restart cycle, which leads to an adaptive restarting procedure.
Numerical tests are presented to compare our restarting with three other restarting meth-
ods. Some of the algorithms described in this paper are a part of the Octave/Matlab
package expmARPACK available at http://team.kiam.ru/botchev/expm/.
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1. Introduction
Computing actions of the matrix exponential for large usually sparse matrices is an
important task occurring e.g. in time integration of ODE (ordinary differential equation)
systems, network analysis, Markov chain models and many other problems. Krylov
subspace methods appear to be an indispensable tool to carry out this task, especially for
nonsymmetric or stiff matrices. Other methods applicable to this task include polynomial
interpolation methods [29, 38, 10], stabilized explicit time stepping methods [36, 28, 8]
and scaled truncated Taylor series approximations [2].
To be computationally efficient, Krylov subspace methods for evaluating actions of
the matrix exponential on given vectors often have to rely on so-called restarting tech-
niques [14]. Restarting techniques allow to decrease memory and computational expenses
of the Krylov subspace methods by storing (and working with) only a limited, restricted
number of the Krylov subspace basis vectors, in contrast to the nonrestarted methods
whose memory and work costs usually grow with the iteration number. We emphasize
that for general matrix function evaluations no short-term recurrence Krylov subspace
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methods exist (such as the conjugate gradient method for solving linear systems). On
the other hand, the design of Krylov subspace restarting techniques for general matrix
functions is a more complicated task than for solving linear systems [39].
Different restarting techniques for the Krylov subspace methods to evaluate matrix
exponential actions have been developed. In the EXPOKIT package [35], the restarting
is based on the division of the time interval [0, t] into smaller intervals to facilitate Krylov
subspace convergence. Here, t > 0 is the time at which the solution y(t) = exp(−tA)v
to the associated initial value problem (IVP) (2) has to be computed. Authors of [9]
propose restarting which employs a residual concept (cf. (7)): the solution of the next
restart is an approximate correction with respect to the residual. This residual restart-
ing is further developed and tested in [7]. In [31, Chapter 3] the proposed restarting
is based on the so-called generalized residual [21] and on the analogy between Krylov
subspace methods for solving linear systems and for evaluating matrix exponential ac-
tions. Another restarting is proposed in [39]: it uses the observation that the Krylov
subspace methods for evaluating f(A)v, with f(·) being a given matrix function and v
a given vector, can be seen as polynomial methods which interpolate f at the so-called
Ritz values [33]. Other restarting techniques include [1, 18, 15, 19, 24].
In this paper we present a new restarting procedure for Krylov subspace methods
which is applicable to the matrix exponential. Our restarting technique has an attractive
property, namely, convergence of the restarted Krylov subspace method to the sought
after solution e−tAv is guaranteed (though can be slow) for any length of the restart.
Since our restarting procedure relies on the behavior of the residual (cf. (7)), we provide
some convergence estimates for the residual norm. We also show how the restarting
we present here can be extended to an adaptive procedure to choose a good length for
the next restart. Numerical tests are presented showing the potential of our adaptive
restarting. We also discuss how this restarting can be combined with the shift-and-invert
(SAI) rational Krylov subspace approximations. Another contribution of our paper is
that the new restarting is tested numerically together with three other restarting meth-
ods: the time step restarting of EXPOKIT [35], the Niehoff–Hochbruck restarting [31]
and the residual restarting [9, 7].
The paper is organized as follows. In Section 2 some preliminaries on the Krylov
subspace approximations to the matrix exponential and their residuals are given, as well
as some results on residual convergence. Furthermore, in this section the new restart-
ing procedure is discussed and an adaptive way to choose an optimal Krylov dimension
based on this restarting procedure is introduced. In this section we also discuss how the
restarting can be generalized to the shift-and-invert (SAI) Krylov subspace approxima-
tions. In Section 3 we describe numerical experiments and present their results. Finally,
the conclusions are drawn in Section 4.
2
2. Restarting procedure
2.1. Preliminaries
Throughout the paper, unless indicated otherwise, ‖ · ‖ denotes the 2-norm. We also
assume that A ∈ Rn×n is a matrix such that
Re(x∗Ax) > 0, ∀x ∈ Cn, (1)
where Re(z) denotes the real part of a complex number z. This means that initial value
problem
y′(t) = −Ay(t), y(0) = v, (2)
with v ∈ Rn given, is well posed, see e.g. [23]. Moreover, (1) implies that
‖ exp(−tA)‖ 6 e−tω, t > 0, (3)
where −ω = µ(−A) 6 0 is the logarithmic 2-norm of the matrix −A [11, 23]. Let
Kk(A, v) be the Krylov subspace
Kk(A, v) = span{v,Av, . . . , Ak−1v}.
In practice, the Arnoldi process (or, if A is (possibly skew) Hermitian, the Lanczos
process) is usually exploited to compute an orthonormal basis v1, . . . , vk of Kk(A, v)
(see for instance [17, 32, 42, 34]):
Vk =
[
v1 . . . vk
] ∈ Rn×k, colspan(Vk) = Kk(A, v),
AVk = Vk+1Hk,
(4)
where Hk ∈ R(k+1)×k is an upper Hessenberg matrix. The relation AVk = Vk+1Hk is
called the Arnoldi decomposition. Using the fact that the last row of Hk contains a
single nonzero entry hk+1,k > 0, one can rewrite (4) as
AVk = Vk+1Hk = VkHk + hk+1,kvk+1e
T
k , (5)
where Hk = V
T
k AVk is the matrix Hk with the last row skipped and ek = (0, . . . , 0, 1)
T ∈
Rk. A Krylov subspace approximation yk(t) to y(t) = exp(−tA)v can be computed
as [41, 13, 25, 33, 20]
yk(t) = Vk exp(−tHk)(βe1), (6)
where e1 = (1, 0, . . . , 0)
T ∈ Rk and β = ‖v‖.
A convenient way to monitor the error of the Krylov subspace approximation yk(t)
is to check its residual with respect to the ODE in (2)
rk(t) = −y′k(t)−Ayk(t), (7)
which is readily computable as [9, 12, 7]
rk(t) = βk(t)vk+1, βk(t) = −hk+1,keTk exp(−tHk)(βe1). (8)
Although this residual notion for the matrix exponential is known and used in the
literature (for example, to obtain upper bounds on the error, see [12, formula (32)]
and [7, Lemma 4.1]), there are hardly any convergence estimates for rk(t) available.
Therefore, since we essentially use this exponential residual in this paper, we now first
give a general a priori convergence result for its norm.
3
2.2. An estimate on the residual in terms of the Faber series
Faber series as a means to investigate convergence of Arnoldi method are introduced
in [25]; see also [4]. Let Φj be the Faber polynomials [37] on the compact W (A), and
consider the Faber series decomposition
f(z; t) = e−tz =
+∞∑
j=0
fj(t)Φj(z), z ∈W (A), t > 0, (9)
where t is considered as a parameter.
Proposition 1. The residual of the Arnoldi method rk(t) defined by (7) satisfies the
inequality
‖rk(t)‖ 6 2hk+1,k
+∞∑
j=k−1
|fj(t)| 6 2‖A‖
+∞∑
j=k−1
|fj(t)|. (10)
Proof. Throughout the proof for simplicity we omit the index ·k in Hk and Vk. The
Faber series converges superexponentially in j and its coefficients fj(t) are smooth in
t [37, Chapter 3]. This enables us to differentiate series (9) in t.
Decomposition (9) induces the decomposition of the approximant
yk = V f(H; t)e1 = V
+∞∑
j=0
fj(t)Φj(H)e1. (11)
Evidently,
zf(z; t) +
∂f(z; t)
∂t
= 0,
whence
0 = z
+∞∑
j=0
fj(t)Φj(z) +
+∞∑
j=0
f ′j(t)Φj(z) =
+∞∑
j=0
[fj(t)z + f
′
j(t)]Φj(z). (12)
Exploiting (7), (11), (4), (12) with H substituted for z, and the equality deg Φj = j,
derive
−rk(t) = AV
+∞∑
j=0
fj(t)Φj(H)e1 + V
+∞∑
j=0
f ′j(t)Φj(H)e1
= (V H + hk+1,kqk+1e
T
k)
+∞∑
j=0
fj(t)Φj(H)e1 + V
+∞∑
j=0
f ′j(t)Φj(H)e1
= V
+∞∑
j=0
[fj(t)H + f
′
j(t)]Φj(H)e1 + hk+1,kqk+1e
T
k
+∞∑
j=0
fj(t)Φj(H)e1
= hk+1,kqk+1e
T
k
+∞∑
j=0
fj(t)Φj(H)e1 = hk+1,kqk+1e
T
k
+∞∑
j=k−1
fj(t)Φj(H)e1.
The bound ‖Φj(H)‖ 6 2 (see [3, theorem 1]) now implies (10).
4
Remark 1. For rendering |fj(t)| specific see [4, section 4].
Remark 2. Comparing of our estimate (10) with the estimate [4, theorem 3.2] for the
error
‖y(t)− yk(t)‖ 6 4
+∞∑
j=k
|fj(t)|,
we see that these two upper bounds differ mainly in coefficients. This gives one a hope
that the error and the residual behave similarly to each other. We also note that there
exist error bounds in terms of the residual (see [12, formula (32)] and [7, Lemma 4.1]).
We now discuss our restarting procedure.
2.3. Restarting algorithm
The restarting procedure we propose here is based on the observation that, even for
very small values of k, the residual rk(s) is small in norm on some interval s ∈ [0, δ]
where δ is taken sufficiently small. This is formulated more precisely in the following
statement (which is a simple result given here for completeness). Let us define function
ϕ1(z) as (see e.g. [22])
ϕ1(z) = (e
z − 1)/z.
Lemma 1. Let yk be the Krylov approximation (6) to y(t) = exp(−tA)v and let k be
fixed. Then for the residual rk(t) defined by (8) holds
‖rk(t)‖ 6 thk+1,k‖Hk‖βϕ1(−tωk),
where −ωk = µ(−Hk) is the logarithmic norm of −Hk. Hence, for any k and ε > 0
there exists a δk > 0 such that
‖rk(s)‖ 6 ε, ∀s ∈ [0, δk].
Proof. It follows from (8) that
‖rk(t)‖ = |βk(t)| = hk+1,k · |eTk u(t)|,
where u(t) = exp(−tHk)(βe1) solves the initial value problem
u′(t) = −Hku(t), u(0) = βe1.
Then we have
u(t)− u(0) = (exp(−tHk)− I)u(0) = −tHkϕ1(−tHk)u(0).
Since Hk = V
T
k AVk is a Galerkin projection of A, from (1) it follows that
λmin(
1
2
(A+AT )) 6 λmin(
1
2
(Hk +H
T
k )), λmax(
1
2
(Hk +H
T
k )) 6 λmax(
1
2
(A+AT )),
(13)
5
% Given: t > 0, tol > 0, Hk (cf. (4)-(6))
% determine nt - number of time steps to monitor the residual
u := e1
nt := 100 % initial value of nt
r := 2tol
while r > tol
E := exp(−(t/nt)Hk)
u := Ee1
r := −hk+1,k(eTk u)
if |r| 6 tol
u := e1
break the while loop
end
nt := 2nt
end
% compute residual for intermediate time points
% until it exceeds tolerance
for i = 1, . . . , nt
u0 := u
u := Eu
r := −hk+1,k(eTk u)
if |r| > tol
δk :=
i−1
nt
t
u := u0
break the for loop
end
end
Figure 1: This algorithm determines δk such that ‖rk(s)‖ 6 βtol for s ∈ [0, δk] and u ∈ Rk such that
yk(δk) = Vku. The initial value of nt can be changed if desired.
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where λmin(·) and λmax(·) denote the minimal and maximal eigenvalues, respectively.
We further note that
λmin(
1
2
(A+AT )) = ω,
where ω is the constant defined in (3) (see e.g. [11, 23]) and denote ωk = λmin(
1
2(Hk +
HTk )). Hence, Hk inherits the property (3) of A, so that
‖ exp(−tHk)‖ 6 e−tωk , t > 0, (14)
with −ωk = µ(−Hk) 6 −ω. Using the estimate in the proof of Lemma 2.4 in [22], one
can see that (3) implies
‖ϕ1(−tA)‖ 6 ϕ1(−tω), (15)
so that a similar relation holds for ‖ϕ1(−tHk)‖. Hence,
|eTk u(t)| = |eTk (u(t)− u(0))| 6 ‖u(t)− u(0)‖
6 t‖Hk‖ ‖ϕ1(−tHk)‖ ‖u(0)‖ 6 t‖Hk‖βϕ1(−tωk).
(16)
Then the last part of the Lemma statement follows from the observation that 0 <
ϕ1(z) 6 1 for z 6 0.
It is not difficult to see that we can not expect the estimate of Lemma 1 to be sharp.
Indeed, the sharpness is lost in the estimates (16) and this is confirmed by numerical
experiments given below in this section (see also Figure 6). We now describe how our
restarting procedure works and give some numerical illustrations.
Let tol be the given residual tolerance, i.e., we need to compute a Krylov subspace
approximation y˜(t) to exp(−tA)v whose residual r˜ satisfies ‖r˜(s)‖ 6 tol for all s ∈ [0, t].
Furthermore, let kmax be the largest possible Krylov dimension, so that the costs for
computing Vk+1, Hk and storing Vk+1 are unacceptably high for k > kmax. Denote by
δk the length of the interval [0, δk] 3 s such that ‖rk(s)‖ 6 tol. We carry out (at most)
kmax steps of the Krylov method, computing on the way at every step k the residual
norm ‖rk(s)‖ for several values s ∈ [0, t] (including the value s = t, of course). If at
step k the largest of the computed values ‖rk(s)‖ is below the given tolerance tol then
we stop at this step (in this case no restarting is needed). Otherwise, if kmax steps are
done but the stopping criterion is not satisfied then we carry out our time restarting
procedure. This means that we first determine the value δkmax . Taking into account
Lemma 1, this is not a difficult task which is carried out by tracking the values of
‖rk(s)‖ for increasing s (this procedure is outlined in detail in Figure 1). Then we set
v := ykmax(δkmax) and solve the IVP (2) on a shorter time interval [0, t − δkmax ]. Again,
when solving this IVP on the shortened time interval, we can apply the same restarting
procedure. We call this restarting method RT restarting (residual–time restarting) to
emphasize its essential dependence on the time behavior of the residual function rk(s).
The RT restarting algorithm is outlined in Figure 2 and schematically illustrated in
Figure 3.
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% Given: A ∈ Rn×n, v ∈ Rn, t > 0, kmax and tol > 0
convergence := false
while not(convergence)
β := ‖v‖, v1 := 1β v
for k = 1, . . . , kmax
w := Avk
for i = 1, . . . , k
hi,k := w
T vi
w := w − hi,kvi
end
hk+1,k := ‖w‖
s := (t/6)(1, 2, 3, 4, 5, 6)T ∈ R6
for q = 1, . . . , 6
u := exp(−sqHk)e1
r(sq) := −hk+1,k(eTk u)
end
rnorm := max{r(s1), . . . , r(s6)}
if rnorm 6 tol
convergence := true
break
elseif k = kmax
% -------- restart after kmax steps
carry out Algorithm in Figure 1:
find δk and u = exp(−δkHk)e1
v := Vk(βu)
t := t− δk
break
end
vk+1 :=
1
hk+1,k
w
end
end
yk := Vk(βu)
Figure 2: Description of the RT (residual–time) restarting algorithm. The algorithm computes Krylov
subspace approximation yk(t) ≈ exp(−tA)v such that for its residual rk(t) holds ‖rk(s)‖ 6 tol for s = t
and several representative points s ∈ (0, t).
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δ
time
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‖rk(s)‖
t‖rk(s)‖ ≤ tol
restart: v := yk(δ)
t := t− δ
r
e
s
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u
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Figure 3: A sketch of the RT restarting procedure
It is easy to see that our RT restarting procedure is guaranteed to converge for any
restart length kmax because there always exists a value δkmax > 0 such that the residual
is sufficiently small in norm on the interval [0, δkmax ] (see Lemma 1).
To show how the restarting procedure works, in Figure 4 we give convergence plots of
the restarted Arnoldi method applied to the convection–diffusion test problem described
in Section 3.1. The figure also shows the values of δkmax plotted against the restart
numbers. In addition, in Figure 5 we plot the residual norms ‖rk(s)‖ versus s ∈ [0, t].
At this point it is instructive to demonstrate the estimate of Lemma 1. Therefore, in
Figure 6 the estimates are plotted which correspond to the residuals shown in Figure 5.
We see that the upper bounds are, as expected, by no means sharp but they do reflect
the time dependence of the residual norm ‖rk(s)‖, s ∈ [0, t], qualitatively well.
2.4. Making the restarting procedure adaptive
As can be seen in numerical experiments (see right plots in Figure 4), the value δkmax
tends to remain approximately constant after several first restarts. At each restart the
time interval is decreased from [0, t] to [0, t − δkmax ]. Hence, at the end of each restart
we can estimate the number of restarts that have yet to be done as ≈ t/δkmax .
This observation allows to make our time restarting procedure adaptive as follows.
Denote by [·] the rounding operation to the nearest integer. While carrying out Krylov
steps k = 1, . . . , kmax, we compute for several values k (in our experiments these are
[kmax/3], [2kmax/3], [5kmax/6] and kmax) the values δk and measured CPU times t
cpu
k
spent to carry out these k steps. Then the values
t
δk
tcpuk , k = [kmax/3], [2kmax/3], [5kmax/6], kmax
are estimates of the remaining CPU needed to finish the computations for the restart
lengths [kmax/3], [2kmax/3], [5kmax/6] and kmax, respectively. Having computed these
9
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Figure 4: Residual convergence plot (left) and the values of δkmax against the restart numbers (right)
for the convection–diffusion test problem (see Section 3.1). The matrix A is a discretized convection–
diffusion operator for Peclet number Pe = 100, mesh 102× 102 (n = 1002).
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Figure 5: Residual norms ‖rk(s)‖ versus s ∈ [0, t] at the end of the first (left) and the third (right) restart
cycles of length 40 for the convection–diffusion test problem (see Section 3.1). The time interval at right
is shorter, as it has been decreased at first two restarts. The matrix A is a discretized convection–diffusion
operator for Peclet number Pe = 100, mesh 102× 102 (n = 1002).
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Figure 6: Residual norms ‖rk(s)‖ versus s ∈ [0, t] (left and right, solid lines) as shown in Figure 5, together
with their upper bounds given by Lemma 1 and estimates (16). Dashed lines: hk+1,k‖u(s) − u(0)‖.
Dashed–dotted and dotted lines (coinciding): sβhk+1,k‖Hk‖ ‖ϕ1(−sHk)‖ and sβhk+1,k‖Hk‖|ϕ1(−sωk)|.
values during the restart, we can adjust the restart length for the next restart to have
the smallest expected CPU time. In the experiments shown below we do so only if the
expected gain in CPU time exceeds 5%. This adaptation procedure is then carried out
at the end of every restart and also includes an option for an adaptive increase of the
restart length as follows. If the current restart length is k˜, with k˜ < kmax, and the
CPU time estimations indicate that the restart length k˜ is the optimal one then the
new restart length is set to min{k˜ + 5, kmax}. We call this adaptive restarting ART:
adaptive residual–time restarting. In Section 3 we test the ART restarting numerically
and discuss it further.
2.5. RT restarting for the SAI Krylov subspace method
Shift-and-invert (SAI) Krylov subspace methods for computing actions of the ma-
trix exponential are rational Krylov subspace methods designed to have a much faster
convergence (in terms of the Krylov subspace dimension) than in regular polynomial
Krylov subspace methods [30, 40]. In SAI methods the Krylov subspace is built up for
the matrix (I + γA)−1, γ > 0, rather than for A, and thus the price to pay for the faster
convergence is solution, at each Krylov step, of linear systems with the matrix I + γA.
If these linear systems are solved by an iterative method, there are efficient strategies to
save computational work by relaxing the tolerance to which the systems are solved [40].
The shift γ can be chosen depending on the required tolerance tol, and for the tol-
erances of order 10−5 to 10−7 a good value of γ is t/10 where t is the time interval
length [40]. This is the value we use in all our experiments. An attractive property of
the SAI Krylov methods is their often observed space–mesh independent convergence,
which can be proven for the discretizations of parabolic PDEs with a numerical range
close to the positive real axis [40, 16].
We now describe how the RT restarting strategy described above can be applied
within the SAI Krylov subspace methods. The regular Arnoldi decomposition (4),(5)
11
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Figure 7: Residual norms ‖rk(s)‖ versus s ∈ [0, t] of the SAI Krylov subspace method after k = 5
(dotted line) and k = 10 (dash-dotted line) Krylov steps for the convection–diffusion test problem (see
Section 3.1). The matrix A is a discretized convection–diffusion operator for Peclet number Pe = 100,
mesh 102× 102 (n = 1002).
still holds for the SAI methods, namely
(I + γA)−1Vk = Vk+1H˜k = VkH˜k + h˜k+1,kvk+1e
T
k , (17)
where H˜k ∈ Rk×k denotes the first k rows of H˜k. The approximation yk(t) ≈ exp(−tA)v
is computed according to (6), with Hk being the SAI back transformed projection:
Hk =
1
γ
(H˜−1k − I). (18)
After rewriting the SAI Arnoldi decomposition (17) as [40, formula (4.1)]
AVk = VkHk − h˜k+1,k
γ
(I + γA)vk+1e
T
k H˜
−1
k , (19)
we can see that the residual rk(t) = −y′k(t)−Ayk(t) in the SAI Krylov subspace method
reads [7]
rk(t) = βk(t)(I + γA)vk+1, βk(t) = β
h˜k+1,k
γ
eTk H˜
−1
k exp(−tHk)e1. (20)
This residual function rk(s) has quite a different dependence on s ∈ [0, t] than the
residual in the regular Krylov method (8): its convergence ‖rk(s)‖ → 0 with growing k
is much more uniform in s ∈ [0, t]. This means that we can not expect that rk(s) is much
smaller in norm for small s than for larger s. Typical dependence of the SAI residual
norm ‖rk(s)‖ on s ∈ [0, t] is shown in Figure 7. As we see, there are a few distinct points
s on the interval [0, t] where ‖rk(s)‖ has values much smaller than the average value
12
1
t
∫ t
0 ‖rk(s)‖ ds. Therefore, we can carry out the RT restarting procedure by assigning
δk the value s at which ‖rk(s)‖ has the smallest value:
δk := arg min
s∈[0,t]
‖rk(s)‖.
The rest of the RT restarting is carried out exactly in the same way as for regular
Krylov subspace methods, i.e., we set v := ykmax(δkmax) and proceed further by solving
the IVP (2) on a shorter time interval [0, t−δkmax ]. The drawback of this approach is that
the reachable accuracy is restricted by the value ‖rk(δk)‖ = mins∈[0,t] ‖rk(s)‖ (this is the
error introduced to the initial data of the restarted IVP by setting v := ykmax(δkmax)).
For instance, as can be seen in Figure 7, for the restart length kmax = 5 we have δk ≈ 0.6
and the reachable accuracy is mins∈[0,t] ‖rk(s)‖ ≈ 10−5. In practical implementations of
the method a warning should be given if such an accuracy drop takes place during the
restart (i.e., if it turns out that mins∈[0,t] ‖rk(s)‖ is larger than the prescribed tolerance
tol). We further discuss the RT restarted SAI Krylov subspace methods in Section 3.
3. Numerical experiments
All the numerical tests are carried out on a Linux PC with 8 CPUs Intel Xeon E5504
2.00GHz in Matlab. No parallelization is carried out for the regular Arnoldi method.
However, for Arnoldi/SAI methods automatic parallelization of the sparse LU factoriza-
tions is employed by Matlab.
3.1. Convection–diffusion test problem
In this test problem the matrix A is a standard five point central-difference dis-
cretization of the following convection–diffusion operator acting on u(x, y), defined for
(x, y) ∈ [0, 1]× [0, 1] and satisfying the homogeneous Dirichlet boundary conditions:
L[u] = −(D1ux)x − (D2uy)y + Pe
(
1
2
(v1ux + v2uy) +
1
2
((v1u)x + (v2u)y)
)
D1(x, y) =
{
103 (x, y) ∈ [0.25, 0.75]2,
1 otherwise,
D2(x, y) =
1
2
D1(x, y),
v1(x, y) = x+ y, v2(x, y) = x− y.
where the convective terms (i.e., the terms containing the first derivatives of u) are
written in this specific form to guarantee that the contribution of the convection terms
results in a skew-symmetric matrix [27]. In the experiments, we use matrices A dis-
cretized on mesh 802× 802 for the Peclet number Pe = 200 and on mesh 1202× 1202 for
the Peclet number Pe = 300. The problem size for these meshes is then n = 640 000 and
n = 1 440 000, respectively. In both cases ‖12(A+AT )‖2 ≈ 6000 and ‖12(A−AT )‖2 ≈ 0.5,
so that the matrices are weakly non-symmetric. The initial vector v is set to the val-
ues of the function sin(pix) sin(piy) on the finite-difference mesh and then normalized as
v := v/‖v‖. The final time is set to t = 1 and the tolerance to tol = 10−6.
We compare the Krylov subspace method based on the Arnoldi process and our RT
restarting with the following three methods:
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Table 1: Results for the convection–diffusion test problem. The restart ways are denoted by “Res”
(residual based), “NH” (Niehoff–Hochbruck), “RT” (residual–time) and “ART” (adaptive RT). EX-
POKIT uses time–stepping restarts.
method restart CPU steps error
length, way time, s
Pe = 200, mesh 802× 802
EXPOKIT 30 57.3 800 3.82e-08
Arnoldi 30, Res 67.8 316 1.18e-07
Arnoldi 30, NH 71.7 317 1.02e-08
Arnoldi 30, RT 44.6 569 2.28e-08
Arnoldi 30, ART 41.1 572 2.05e-08
EXPOKIT 40 63.6 756 5.22e-09
Arnoldi 40, Res 74.9 298 4.40e-08
Arnoldi 40, NH 78.1 299 9.80e-09
Arnoldi 40, RT 45.1 505 1.18e-08
Arnoldi 40, ART 42.9 499 1.27e-08
Pe = 300, mesh 1202× 1202
EXPOKIT 30 129.2 800 3.25e-08
Arnoldi 30, Res 136.9 310 8.34e-08
Arnoldi 30, NH 145.0 312 9.99e-09
Arnoldi 30, RT 90.7 539 2.83e-08
Arnoldi 30, ART 85.8 538 2.55e-08
EXPOKIT 40 147.3 756 4.09e-09
Arnoldi 40, Res 161.1 292 2.51e-08
Arnoldi 40, NH 154.2 293 1.08e-08
Arnoldi 40, RT 98.3 489 1.26e-08
Arnoldi 40, ART 93.7 492 1.01e-08
1. The phiv function of the EXPOKIT package [35] based on the EXPOKIT time
stepping restarting strategy.
2. Krylov subspace method based on the Arnoldi process and residual restarting [31,
Chapter 3].
3. Krylov subspace method based on the Arnoldi process and NH (Niehoff–Hochbruck)
restarting [31, Chapter 3].
We note that our implementations of the Arnoldi method do not include reorthogonal-
ization of the Krylov basis vectors and we have not noticed a serious orthogonality loss.
In the tables of this section presenting numerical results, the last two restarting methods
are indicated by “Res” and “NH”, respectively. In these tables, the restarting methods
presented in this paper are denoted by “RT” (residual–time) and “ART” (adaptive RT)
restarting.
A simple way to restart Krylov subspace evaluations of the matrix exponential is to
split the time interval into smaller intervals (time steps), on which the method converges
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within an acceptable number of Krylov steps. A question arises how this time-stepping
restarting approach is compared to our RT restarting. To answer this question we
include into comparisons the EXPOKIT package, which exploits such a time-stepping
restarting [35].
The results of the comparisons are presented in Tables 1 and 2. The values reported
there in the column “error” are relative error norms computed with respect to the EX-
POKIT solution. The results in Table 1 show that our RT and ART restarting strategies
outperform the other restarting strategies in terms of the CPU time. The residual based
and NH restarting perform worse than the EXPOKIT restarting in terms of the CPU
time. The reason for this is probably the sophisticated treatment of the projected prob-
lems in these restarting strategies, which creates an overhead in computational costs.
Indeed, if, for instance, 5 restarts of length kmax = 30 are carried out with the NH
restarting then the matrix exponential of a matrix size 150 × 150 has to be computed.
Additional costs in the residual based restarting is solution of a small projected ODE sys-
tem, which, for this restarting, can not be solved by a matrix exponential evaluation [7].
Note also that the matrix-vector products are relatively cheap for this two-dimensional
problems, which makes the other costs more pronounced.
In Table 2 the results for Arnoldi/SAI method are presented. In this case the method
itself converges much quicker than the regular Arnoldi method, hence, fewer matrix–
vector products are required and the restarting effects are less visible. However, we see
that all the restarting strategies perform well in this case. The drawback of our RT
restarting is that, as discussed in Section 2.5, it tends to deliver a less accurate solution
for shorter restart lengths. We plan to address this problem in future.
3.2. Photonic crystal test problem
This test problem is a space-discretized system of the three-dimensional Maxwell
equations in a lossless and source-free medium:
∂H
∂t
= − 1
µ
∇×E,
∂E
∂t
=
1
ε
∇×H,
(21)
where ε and µ are scalar functions of (x, y, z) representing permittivity and permeabil-
ity, respectively, and H and E are vector-valued functions of (x, y, z, t) representing
unknown magnetic and electric fields, respectively. The boundary conditions are ho-
mogeneous Dirichlet. The spatial setup for this test problem is taken from the sec-
ond test in [26]: in a spatial domain [−6.05, 6.05] × [−6.05, 6.05] × [−6.05, 6.05] filled
with air (relative permittivity εr = 1) there is a dielectric specimen occupying the re-
gion [−4.55, 4.55] × [−4.55, 4.55] × [−4.55, 4.55]. The specimen has 27 spherical voids
(εr = 1) of radius 1.4, whose centers have coordinates (xi, yj , zk) = (3.03i, 3.03j, 3.03k),
i, j, k = −1, 0, 1. The relative permittivity in the dielectric specimen is εr = 5.0. The
initial values are zero for all the components of both fields H and E except for the
x- and y-components of E: they are set to nonzero values in the middle of the spatial
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Table 2: Results for the convection–diffusion test problem for the Arnoldi/SAI method. The restart ways
are denoted by “Res” (residual based), “NH” (Niehoff–Hochbruck), “RT” (residual–time) and “ART”
(adaptive RT). EXPOKIT uses time–stepping restarts.
method restart CPU steps error
length, way time, s
Pe = 200, mesh 802× 802
Arnoldi/SAI 30, residual 46.8 16 1.35e-09
Arnoldi/SAI 30, NH 46.2 14 8.52e-09
Arnoldi/SAI 30, RT 44.7 14 8.52e-09
Arnoldi/SAI 10, residual 48.1 18 3.90e-07
Arnoldi/SAI 10, NH 45.4 14 1.24e-08
Arnoldi/SAI 10, RT 46.2 20 2.50e-07
Arnoldi/SAI 5, residual 54.5 20 1.08e-09
Arnoldi/SAI 5, NH 45.4 14 1.43e-08
Arnoldi/SAI 5, RT 43.8 13 4.25e-05
Pe = 300, mesh 1202× 1202
Arnoldi/SAI 10, residual 159.8 17 2.58e-07
Arnoldi/SAI 10, NH 155.5 14 8.16e-09
Arnoldi/SAI 10, RT 154.3 14 8.03e-08
Arnoldi/SAI 5, residual 159.1 15 1.75e-07
Arnoldi/SAI 5, NH 155.5 14 8.31e-09
Arnoldi/SAI 5, RT 153.6 15 8.14e-06
Pe = 300, mesh 1202× 1202, t = 10
Arnoldi/SAI 30, Res 110.3 17 2.94e-09
Arnoldi/SAI 30, NH 108.0 15 1.25e-08
Arnoldi/SAI 30, RT 106.0 15 1.25e-08
Arnoldi/SAI 10, Res 109.5 18 1.42e-06
Arnoldi/SAI 10, NH 106.5 15 1.57e-08
Arnoldi/SAI 10, RT 104.0 15 1.57e-05
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domain to represent a light emission. In addition, the initial value vector v is normalized
as v := v/‖v‖. The standard finite-difference staggered Yee discretization in space leads
to an ODE system of the form (2). The meshes 40×40×40 and 80×80×80 used in this
test lead to problem size n = 413 526 and n = 3 188 646, respectively. The final time is
now set to t = 10 and the tolerance to tol = 10−6.
In the second test problem we compare the two solvers which come out as the best for
the first test problem, namely the phiv solver of EXPOKIT [35] and our RT restarting
(along with its adaptive version ART). Our experience reveals that the SAI strategy is
inefficient in this test problem, which can be expected due to a strong nonsymmetry
of A. This is in contrast to discretized Maxwell equations with nonreflecting boundary
conditions or in lossy media, where SAI can be efficient [43, 6].
The results are presented in Table 3, where the values reported there in the column
“error” are relative error norms computed with respect to the EXPOKIT solution. As
we see, the RT restarting performs well comparably to EXPOKIT and outperforms it
for longer restarts. We also see that the ART restarting, as expected, indeed helps to
reduce the CPU time, possibly at the cost of the increased total number of Krylov steps.
4. Conclusions and outlook
In this paper a new restarting RT (residual–time) procedure for Krylov subspace ma-
trix exponential evaluations is proposed, analyzed and tested numerically. Our restarting
is algorithmically simple as it only relies on evaluation of the readily available residual (8)
and the restarted problem has the same form (2) as the original one. Furthermore,
the RT restarting compares favorably to three other restarting techniques, namely, the
time step restarting of EXPOKIT [35], the generalized residual restarting of Niehoff–
Hochbruck [31] and the residual-based restarting [9, 7]. For the rational SAI (shift-and-
invert) Krylov subspace approximations the proposed restarting works well for moderate
accuracy requirements. The RT restarting is also implemented adaptively and the adap-
tive RT (ART) Krylov subspace method is available as a part of the Octave/Matlab
package expmARPACK at http://team.kiam.ru/botchev/expm/.
Our future research plans include extension of this restarting approach to nonhomo-
geneous and nonlinear ODE systems, in combination with the exponential block Krylov
method [5]. Furthermore, it would be interesting to see how this approach will work for
second order ODE systems, where the matrix cosine and sine functions are involved.
The authors thank Vladimir Druskin for stimulating discussions.
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