Minimum Storage Regenerating ( -MSR) codes form a special class of Maximum Distance Separable (MDS) codes, providing mechanisms for exact regeneration of a single code block in their codewords by downloading slightly suboptimal amount of information from the remaining code blocks.
I. INTRODUCTION
Designing error correcting codes for distributed storage systems has evolved into an important area of research with both theoretical and practical challenges. In a typical setup, a coding scheme encodes a file (i.e. message) of k symbols over a finite field F into a codeword comprised of n symbols. These n symbols are then stored on n distinct storage nodes. When a single node fails, it is a repaired by regenerating the symbol at that node from information received from data stored at the remaining n − 1 (or fewer) intact nodes.
Low cost mechanisms to exactly regenerate the code symbols at failed nodes to replenish the redundancy are essential for sustained applicability of error correcting codes to distributed storage systems. Such low cost mechanisms also enable efficient access to the data stored at a temporarily unavailable node with the help of data stored at the remaining available nodes. An important cost metric -introduced by Dimakis et. al ( [1] , [2] ) -is the repair bandwidth of a repair algorithm and is defined to be the maximum amount of data downloaded from any helper node to repair a failed node.
Vector Maximum Distance Separable (MDS) codes are often preferred for applications in distributed storage systems. In the typical scenario mentioned above, each code symbol (over F) of a codeword is viewed as a vector of length over a VG's work was done while visiting NTU, Singapore. SVMJ's work was done during an internship with MSR, India. subfield B of F. The parameter is called the subpacketization level or node size. The cut-set lower bound [1] shows that the repair bandwidth is lower bounded by
from each of the t contacted nodes to repair a single code block, assuming that the underlying code is MDS. Another important consideration is load balancing -downloading the same amount of data from each of the t helper nodes. MDS codes that achieve optimal repair bandwidth and load balancing are called Minimum Storage Regenerating (MSR) codes in literature. They download exactly t−k+1 symbols from each of the t helper nodes to repair a single failed node. A useful relaxed notion called -MSR codes was defined in [3] : 1 For > 0, we say that the code C is an -MSR code if there is a repair algorithm with repair bandwidth at most (1 + ) · n−k symbols (over B).
Remark 1: An -MSR code with = 0 is simply an MSR code. We briefly describe the repair procedure for an MSR code here. Let's start by assuming that any single code block c i fails and we need to repair it by downloading a small amount of data from the remaining code blocks {c j } j =i . By setting a parameter t : k ≤ t ≤ n−1, for every i ∈ [n] and R ⊆ [n]\{i} with |R| = t, we have a collection of functions {h
j,R (c j )} j∈R . This implies that for every i ∈ [n], the code block c i can be exactly repaired by contacting any t out of n − 1 remaining code blocks in the codeword c (say indexed by the set R ⊆ [n] \ {i}) and downloading at most j∈R β j,i symbols of B from the contacted code blocks. Here, β j,i denotes the number of symbols of B to be downloaded from the code block c j .
A. Prior Work on MSR codes and -MSR codes
Constructing MSR codes that achieve optimality in all parameters in the high-rate regime is an actively pursued question, leading to an astounding line of work in the last few years. This resulted in elegant constructions tuned for specific values of n, k and t (see for example [4] , [5] , [6] ). For the sake of brevity, we stick to the papers that are closely related to our paper. Ye and Barg in their recent paper [7] construct MSR codes that meet the optimal repair bandwidth for all values of n, k and a fixed value t : k ≤ t < n − 1, with a sub-packetization level = (t − k + 1) n . In a follow up work by the same authors [8] , they improve for the t = n − 1 case to (n − k) n n−k . The same result was obtained independently in [9] using a coupled-layer construction. Further, the same authors extended their results to t < n − 1 in [10] with = (t − k + 1) n t−k+1 but their construction can only perform exact repair for a specific set of nodes. We would mention that these are the best sub-packetization levels known so far for MSR codes and a work by [11] shows that an MSR code that employs linear repair schemes satisfies the following bound on its sub-packetization level:
To see the motivation behind -MSR codes, consider a code with large sub-packetization level say ≥ (n − k) n n−k = 2 n 2 . Note that this implies using storage nodes with capacity symbols (over B), one can only design a storage system with only at most 2 log 2 nodes. Thus, a larger sub-packetization level can lead to a reduced design space in terms of various system parameters. We refer the reader to [12] for a detailed account of benefits provided by MSR codes with small subpacketization. In order to address this issue, the authors of [13] introduced a variation, where they relaxed the notion that MSR code should achieve the optimal repair bandwidth. Interestingly, they observed that losing a small factor ( ) in repair-bandwidth leads to significant gains in terms of subpacketization (i.e. l = (n − k) 1 ) but the construction suffered from a large alphabet size and was not explicit. They addressed this issue in a followup work [3] , presenting an explicit construction and coined the notion of -MSR codes. Further, the sub-packetization of their code grows only logarithmically with its length. They also introduced a general framework for constructing -MSR codes, which involves combining an existing MSR code with another linear code of large distance. We work with this framework throughout the paper and would like to emphasize that [3] and [13] only consider the t = n−1 case.
B. Our Contributions
In this paper, we construct -MSR codes that contact a fewer number of helper nodes, answering an important open question posed in [3] , [12] and [13] . To this end, we first introduce the notion of (T , T )-repair property for -MSR codes. T compulsory nodes that always need to be chosen and the remaining T − T nodes can be chosen arbitrarily.
In particular, our construction satisfies the above definition and is an instantiation of the -MSR code framework introduced in [3] . At a high level, their framework combines an inner MSR code with an outer linear code of large distance in order to obtain an -MSR code. We choose the inner MSR code to be the Construction IV in [7] that satisfies the t-optimal repair property. Further, we choose the outer code to be an Algebraic Geometry (AG) code with specific parameters that minimizes the number of compulsory nodes (see Theorem 3.3). Finally, we obtain an -MSR code with (T , T )-repair property whose sub-packetization grows only logarithmically with the code length and has a constant number of parity symbols (see Theorem 3.4) . This amounts to doubly-exponential savings in terms of the sub-packetization level compared to the existing MSR codes with t-optimal repair property ( [10], [7] ). Similar to these two codes, our constructions are over an alphabet size linear in the length of the code, can be generalized to an infinite code family and ensure load balancing among the contacted nodes.
C. Organization
In Section II, we present the necessary background on MDS vector codes along with a parity-check view of them. Further, we recap the -MSR code framework defined [3] which we use for our construction. We present the main result of this paper in Section III giving an explicit family of -MSR codes that contacts a fewer number of helper nodes. We conclude the paper in Section IV with directions for future work.
II. PRELIMINARIES AND NOTATION

A. Vector MDS codes
We consider a set C ⊆ F n over a finite field F. We say that C forms an (n, M, d min ) F code if we have |C| = M and d min = min c =c ∈C d H (c, c ), where d H (., .) denotes the Hamming distance.
In this paper, we consider F to be a degree-extension of a subfield B. Hence, each element of F can be represented as an -length vector over B. It follows that a codeword c = (c 1 , . . . , c n ) ∈ C ⊆ F n can be represented as an nlength vector c = (c 1 , . . . , c n ) ∈ B n . Here, for i ∈ [n], the code block c i = (c i,1 , . . . , c i,l ) ∈ B denotes the llength vector corresponding to the code symbol c i ∈ F. In this setting, we say C is a vector linear code; it forms a log |B| M -dimensional subspace of B n (over B). We say that an [n, log |B| M, d min , ] B vector linear code is a vector MDS code if divides log |B| M and d min = n − log |B| M + 1.
Remark 2: Note that even though we view the codewords of an array code as n -length vectors over B, the minimum distance is calculated by viewing each code block as a symbol over F. Therefore, the minimum distance of the array code belongs to the set of integers [n] = {1, . . . , n}. An [n, log |B| M, d min , ] B vector linear code can be defined by an (n − log |B| M ) × n full rank matrix H over B as follows:
The matrix H is called the parity check matrix of the code C. Assuming that k is an integer such that log |B| M = k , we can view H as a block matrix
For i ∈ [n], we refer to the (n − k) × sub-matrix H i as the thick column associated with the i-th code block in the codewords of C. For a set S = {i 1 , i 2 , . . . , i |S| ⊆ [n]}, we define the (n − k) × |S| matrix H S as follows,
Note that the matrix H S comprises the thick columns with indices in the set S. The parity-check matrix H defines a vector MDS code if for every S ⊆ [n] with |S| = n − k, the (n − k) × (n − k) sub-matrix H S is full rank.
B. -MSR code framework
In this section, we describe the framework for constructing -MSR codes defined in [3] .
Construction 2.1: We are given two codes:
• An (n, r = n − k, t, ) B MSR code C I with length n, number of message symbols k, number of parity symbols r, number of helper nodes t to be contacted for exact repair of any single failed node and sub-packetization is defined by the parity-check matrix In particular, this implies that the M code blocks in a codeword of C are indexed by M distinct Nlength codewords in C II . Let a i = (a i,1 , . . . , a i,N ) ∈ q N be a codeword of C II . Then, the N columns of the parity check matrix H that correspond to the code block of a codeword of C indexed by a i ∈ C II are defined as follows:
. . . In this section, we present an explicit construction of an -MSR code having the (T , T )-repair property. We first describe our construction, which leverages the -MSR code framework defined earlier. Then, we explain our repair procedure in Claim 3.1, which we use to argue that our code is an -MSR code and satisfies the (T , T )-repair property. We then record our main result as a Theorem 3.4 presenting an infinite family of such codes. Finally, we need to establish that C is a MDS code, which can be done using the same argument as in Lemma IV.1 in [3] . • The code C I to be the (n, r = n − k, k ≤ t < n − 1, = s n ) B -MSR code having t-optimal repair property (where s = t − k + 1) for a fixed value of t, defined by
Here,
. Note that C I can be constructed over a finite field of size |F | ≥ sn and . Without loss of generality, we assume that the first code block c 1 ∈ C fails and it is indexed by the codeword a 1 = (a 1,1 , . . . , a 1,N ) ∈ C II .
For any codeword a i = (a i,1 , a i,2 , . . . , a i,N ) ∈ C II , i ∈ [2, M ], the corresponding parity check column H i of C indexed by a i is given by (3) . Since all the parity check columns are block diagonal matrices, we first repair c 1 1 ∈ c 1 and by symmetry, we can repair all c 1 j : j ∈ [2, N ] in a similar fashion. We start with the following claim on the repair bandwidth of c Using our definition of C, we can write the r parity check equations corresponding to a i,1 : i ∈ [M ] using (5) as follows:
We now build two sets Q, V and a tuple Γ, where Q = {i :
. From our construction of C II , it follows that |Q| = M q − 1, |V | = M − M q and for each γ i ∈ Γ, i ∈ [|V |], we have 1 ≤ γ i ≤ n. (The value of |Q| follows from the observation that there exists no j ∈ [N ] such that a i,j = 0 for every i ∈ [M ], which in turn follows from the construction of C II .)
Based on this classification, we can write (6) as
We first recover the s symbols (c 1  1,b(a1,1,k) ) k∈[0,s−1] for a fixed value of b in the range [0, − 1]. Note that b is a s-ary representation of length n and b(i, u) = (b n , b n−1 , . . . , b i+1 , u, b i−1 , . . . , b 1 ). Consider the rs parity check equations corresponding to these s symbols, given by 
Propagating the sum inside, we get 
vi,1,1 = 0 for every j ∈ [r].
We can write the above r equations in the following matrixvector form:
where
. We use a polynomial interpolation argument on (7) inspired by the proof of Theorem 7 in [7] . We provide an overview of our interpolation argument here. Recall that our goal is to compute the number of symbols we need to download from {F qi } qi∈Q and F V in order to recover F L1 . We start by showing that F V can be recovered from any of its |V |−(r−s) symbols (note that |V | − (r − s) > 0 since q > r). Then, we use {F qi } qi∈Q and F V in order to recover F L1 . From our argument, it follows that by downloading any |V | − (r − s)
|V |] , we can recover the remaining (r − s) symbols and thus, the whole vector F V . Moreover, we download all the s symbols in F qi for all q i ∈ Q. Thus, to determine F L1 (i.e. recover s symbols), we need to download a total of |Q|s + (|V | − (r − s)) symbols (over B). In particular, this implies that to recover all the symbols of c 1 1 in a similar fashion, we need to download a total of |Q| + (|V | − (r − s)) s symbols (over B). Notice that we need to compulsorily contact all the M q − 1 code blocks characterized by Q and can choose any arbitrary subset of size |V | − (r − s) for the remaining choices. Substituting the values of |Q| and |V | from our definition along with r = n − k and s = t − k + 1, we can repair c 1 1 by downloading
. It follows that we contact T = M − n + t blocks in total, completing the proof of Claim 3.1.
Using the above repair procedure, we now argue that C is an -MSR code. Proof: We assume without loss of generality that c 1 is the failed code block. We start by making the following observation based on our repair mechanism -it needs to contact all code blocks c j : j ∈ [2, M ] indexed by a codeword a j = (a j,1 , . . . , a j,N ) ∈ C II such that there exists at least one k ∈ [N ] with a 1,k = a j,k . By definition, T is the number of such compulsory blocks.
Assuming that we contact all the T blocks and pick the rest arbitrarily, the total repair bandwidth for repairing c 1 is
To prove that C is an -MSR code with the (T , T )-repair property, we still need an upper bound on the download from each contacted code block. For this purpose, we can rewrite the above expression assuming P denotes the set of contacted code blocks (i.e. |P | = M − n + t):
. Notice that we have now bounded the download from each code block in P . Now, we can do a similar analysis as in the proof of Theorem III.1 in [3] to show that the download from each contacted code block is upper bounded by (1 + ) N s symbols (over B) as long as δ ≥ 1 − r−1 . Recall that we contact only T code blocks out of which T compulsory and download an equal amount of data from each contacted block, completing the proof.
Naturally, we would like T to be as small as possible, which translates to C II having many codewords with Hamming weight N . We now construct C II with at least q u−1 u K (u > 3) such codewords, using ideas from Proposition 3.1 in [14] and [15] . In particular, with growing u, the number of codewords with Hamming weight N becomes arbitrarily close to q K . Theorem 3.3: Let u > 3 be a positive integer and q be a square prime power greater than 2(u + 1) 2 r 2 2 for some > 0. Then, we can construct an explicit family of AG codes C II = (N, K = ug, M = q K , D = δN ) q with g N 1 √ q−1 and δ ≥ 1 − r−1 such that C II contains at least q u−1 u K codewords with Hamming weight N .
Finally, we present an explicit construction of C, which proceeds by first choosing a C II over F q using Theorem 3.3 and then a corresponding C I with length q from Construction 2 in [7] . 
IV. CONCLUSION
We present an explicit construction of -MSR codes satisfying the (T , T )-repair property, resolving an important open question posed in [3] , [12] and [13] . The obtained codes ensure load balancing among the contacted code blocks during the repair process. We see two major directions to extend this work: one is to obtain a construction where the repair procedure can contact any subset of T helper nodes or prove a lower bound showing that some compulsory code blocks are always necessary. The second is to extend this construction to -MSR codes which can repair multiple erasures, which is part of our ongoing work.
