The automatic extraction of meta data from wiki articles has to be carried out when saving a new article. The meta data types to extract are known in advance, e. g. as a consequence of an automatic classification of the text. Before the automatic extraction, a training has to be performed. Therefore the system is designed as a classification system, using the possible meta data types as classes. These classes are assigned to natural language expressions which were extracted from the article text. As a test data set, we use some Wikipedia articles and their according DBpedia data, which represent sample meta data. A Named Entity Recognition is used for the retrieval of candidates. Then, semantic, syntactic and lexical features are extracted. For the classification, a decision tree learner, a k-nearest neighbour classifier and a naive bayes classifier are compared.
Introduction
The popularity of wiki systems has led to their wide distribution, which includes several efforts of using them as knowledge bases in companies. Their integration into corporate environments arises some new problems, as the information stored in a wiki should be irredundant and easy to discover. To combine the unstructured approach of wikis with structured content repositories like a document management system are challenging research targets for Enterprise 2.0 applications. The automatic extraction of meta data for wiki articles can solve some of these problems. For each article written in an in-house wiki, some meta data can be extracted and stored additionally in the structured system. This additional information can facilitate a future search in the wiki.
To minimize the work for the user, the meta data can either be extracted and stored completely automatically or serve as a recommendation which has to be affirmed by the user. The difference of this work to other use cases in the information extraction is that the types of the meta data to search are known in advance. This types are meta data classes defined in structured systems. Sources are for example ontologies in semantic web formats or the document classes defined in a document management system. This paper describes a first prototype of an extraction component for a research project that combines a wiki system with an Enterprise Content Management system. Because of the early state of the project Wikipedia [10] was chosen as a source for unstructured wiki articles and the DBpedia project [1] delivers sample meta data.
The process
On the basis of the standard architecture described by Knoth et al. [5] , the process consists of a training and a deployment phase. In fig. 1 , the steps which are used in both phases are depicted in the order of their usage. In the training phase, a set of Wikipedia articles has to be loaded and preprocessed. The only preprocessing which is necessary in our case is the removal of the wiki markup. The sample meta data, which is taken from the DBpedia project , also has to be loaded for each article. The sample meta data consists of key-value pairs which describe each article's content. For example, an article about a politician could contain sample meta data for his birth date, his nationality and the name of the party he is a member of. For these sample expressions, the sentences in which they appear in the article text are searched. Now some features are extracted for the sample expressions. Afterwards, a classifier can be trained by the gained feature values.
During the deployment phase, a different set of articles is loaded. The same preprocessing operation is applied to these articles. Then, a retrieval of meta data candidates is necessary. Each article has to be browsed for some expressions which probably represent meta data values. For the candidates, the same features as in the training phase are extracted. Then the trained classifier can be used to label the candidates. For the evaluation of the system, the classified candidates are compared with the sample meta data.
In the following sections, the methods which were used for the retrieval, the feature extraction and the classification are explained. The meta data types which are analyzed in this work are listed in The meta data types which are analyzed in this work.
Retrieval
The aim of the retrieval step is to filter the article text for relevant expressions which can stand for meta data values. The concrete retrieval method depends on the type of the meta data. If the values of the meta data to consider are concepts, then it is necessary to search Named Entities. Thus the method which is used here is the Named Entity Recognition (NER). This method provides the possibility to not only search for entities in texts, but also to classify the found entities [6] . Expressions which do not represent typical concepts, like date specifications, can also be extracted by some NER libraries. To do so, these tools use rules or classification techniques and term lists, containing the names of e. g. locations, organisations and months.
We used the GATE library [2] and DBpedia Spotlight [7] to extract Named Entities. The GATE library finds many expressions in each text and assigns Named Entity types to them. It recognizes both concepts and date or year specifications. The DBpedia Spotlight web service recognizes only those concepts which have corresponding articles in the DBpedia data base and assigns the respective article classes to them. The expressions found by GATE are used as the basis for the following steps. The results of the Named Entity Recognition by DBpedia Spotlight are tested as a way of extending this set of expressions.
The Table 2 : Candidates with their Named Entity types
Feature Extraction
The features which are extracted should ensure a good separation of the respective meta data types. As figure 2 shows, the system starts with an extraction of a few general features. These features serve to classify the candidates as entities or literals. Then, for each group some more special features can be extracted. With these feature values each candidate can be assigned a concrete meta data class, like "birthDate" or "nationality". To extract the features which are explained below, the GATE and RapidMiner [9] libraries are employed. For RapidMiner, the Information Extraction Plugin is also used [4] . In the literature, mainly three types of features are introduced [5] . There are semantic features, which char-acterize the meaning of an expression. Syntactic features describe the grammar, while lexical features refer to the expression itself.
In table 3 , two examples for the general feature extraction are given. For the sample text about Adolfo Nef, there is the sample meta date birthDate, which has the value "18/01/1946", and the information for his birthPlace with the value "Chile".
In the training phase, the features which are listed are determined to learn a general classifier. The Named Entity types assigned by GATE and DBpedia are used as semantic features, because they are indicating the meaning of the expressions. The lexical features describe the structure of the string. For example, in the generalization each "0" stands for a digit, each "a" for a letter and each "x" for a separator. The RegEx features are a set of binary features referring to the regular expression which could represent the given string. As the purpose of this feature extraction is the learning of a general classifier, the labels are "literal" and "entity". Afterwards, the special classifiers for Table 5 : Features for the classification of entities entiation between very similar classes like "birthDate" and "deathDate" is more difficult, some contextual features are extracted in addition to the ones mentioned above. These features indicate relations between the found entities. In the context of each candidate, i. e. in the sentence containing the candidate, some key words are searched. If one of the words was found, the distance of the word to the candidate is taken as a feature value. The key words we used refer to the meta data classes, e. g. "to bear", which gives a hint to a birth date or place, "to die", which can refer to a death date, and "to work" for the occupation. All words are lemmatized for an easier comparison. Furthermore, some characters indicating a birth or death date are searched nearby the candidate, like "(", ")", "*" or "-". These characters are only considered within a small radius around the candidate. The key words and characters were gained by a manual analysis of the mostly used words in the contexts of each meta date. So, the patterns which appeared very often in the training articles were taken as samples.
Some examples for contextual feature values are given in table 6. These examples also refer to the sample text about Adolfo Nef. The feature values indicate the distance of the key words or characters to the analyzed string. We defined ranges for the distances. The characters are only searched for literals, as they are only used for date information in the analyzed Wiki texts. Distances below 0 indicate that the expression or character could not be found in the sentence at all. In general, this kind of contextual features is very simple to extract, but can also lead to errors because of a possible ambiguity of some key words. Also, the most advantageous distance ranges are difficult to find. This is why the contextual features could also be replaced by a full Relation Extraction. The Relation Ex- traction methods can retrieve and classify relations between the entities of a text more accurately, which would eliminate errors.
Classification
For the general distinction of entities and literals, a decision tree classifier is used. As mentioned before, the concrete classes to assign are the meta data types (e. g. "birthDate"). So, for the special classification, we trained a binary classifier for each meta data type. So in contrast to grammar based extraction methods like the ANNIE component of GATE [2] we use classifiers trained by examples to find the best candidate for a meta data type in the text. For this purpose a decision tree classifier, a k-nearest neighbour classifier and a naive bayes classifier were used and compared. For all mentioned classifiers, the respective implementation in the RapidMiner library has been used [9] . Another possibility would have been the usage of a Support Vector Machine. This classifier was not applied, because it learns clear separations between the classes. As our meta data classes are overlapping each other in many cases, the usage of a Support Vector Machine was not promising.
Linguistic aspects
When working with natural language texts, there are some characteristics which have to be considered. The texts contain synonyms and ambiguous expressions. Moreover, a word can appear in different word forms and have different suffixes. The information about the profession a person has can e. g. be expressed in many different ways.
In the worst case, the information is contained implicitly, so that it cannot be extracted automatically at all. When looking e. g. at the text about Adolfo Nef, the information that the concrete birth place of this person is the city of Lota is not stated clearly.
These problems are mainly relevant concerning the meta data types which represent entities. To deal with these problems, there are some linguistic tools which can be applied. There are e. g. lemmatizers and stemmers, which can determine the main form of verbs and nouns. We used the TreeTragger [3] as a lemmatizer.
The WordNet [8] is a knowledge base which contains expressions grouped by their conceptual meaning. It also contains relations between concepts and between nouns and their according verbs and adjectives. Thus the WordNet is used for the search of synonyms and of close relationships between concepts. It can also give measures for the relatedness of expressions. In our system, the WordNet is applied when searching the contexts of the sample meta data in the article texts and when evaluating the system. In the evaluation component, it is necessary to compare the classified candidates with the sample meta data, which is unsatisfactory when only doing a string comparison.
Results
The system was tested with a set of 1920 Wikipedia [10] articles of the DBpedia [1] class "Person". The meta data which is extracted consists of four kinds of literals, representing date information, e. g. the birth date and birth year of the person. Additionally, four meta data types for entities are used, i. e. the birth place, nationality, occupation and party of the person. A k-fold cross validation has been executed on the article set to get the following average values. Therefore, the article set was divided into 12 parts. The extraction rate represents the ratio of found sample meta data, which is independent of their classification results. In figure 3 , the extraction rate for all analyzed meta data types is depicted. The rate which was achieved for the literals (b) is in most of the cases over 90 %.
Regarding the entities (a), the results are worse. This shows that searching entities includes some difficulties resulting from their arbitrary representation in natural language texts, which we already referred to in section 2.4. Especially for the meta date "occupation", the extraction rate is not satisfactory. This is a consequence of very special occupation descriptions, which are represented by different expressions in the sample data and in the article texts.
As we mentioned previously, the synonym search of the WordNet is intended to avoid errors due to the usage of synonyms in the article texts. But the WordNet does not cover special occupation names, so that its impact is small concerning the meta date "occupation".
To analyze the classification results, the values for accuracy, error, precision and recall were determined. The sample meta data contain the really positive examples, i. e. at most 3 or 4 expressions. As the article texts can be very long, the number of (false) positively classified candidates can also be high. Consequently, the achieved precision values are naturally low.
The figures 4 (a)-(d) show the obtained results for the meta data types which represent entities. The second values for each classifier (e. g. "DT_2") represent the results with additional prefix and suffix features. Thus, their impact is visible as the difference between the darker and lighter bars in each color. In many cases, the results for the classification methods resemble each other. The impact of the prefix and suffix features is high when using the decision tree or naive bayes classifier. For the k-nearest neighbour classifier, almost no change can be registered. When comparing the meta data types, it is obvious that for "nationality" and "party" high accuracy and recall values can be achieved. The results for "occupation" are again worse, especially the accuracy. The prefix and suffix features lead to a lower accuracy. This shows that these features are not suitable for the separation of the class "occupation". When using DBpedia Spotlight [7] as an additional retrieval method, the feature of the DBpedia class can also be used for entities. A candidate, which was found by DBpedia Spotlight is then assigned an article type, e. g. "PopulatedPlace". Unfortunately, the DBpedia classes the articles have in the training phase, which result from the information in the DBpedia ontology, are assigned very infrequently by DBpedia Spotlight in the testing phase. The candidates' classes are mostly different, so that the usage of DBpedia Spotlight did not lead to an improvement in our case.
In the figures 5 (a)-(d), the results for the literals are shown. Due to some problems concerning the compatibility of the RegEx operator and some classification methods in RapidMiner, the RegEx features which are mentioned in table 4 were left out for this evaluation run. Regarding the first results for each classifier (e. g. "DT_1"), it can be perceived that the recall values differ significantly. For the meta data "activeYearsStartYear" and "birthDate", the recall values are at 100 %, for "birthYear" and "deathDate" they are at 0 %. This is due to the insufficient distinction between the classes "activeYearsStartYear" and "birthYear" and the classes "birthDate" and "deathDate". All appearing candidates which have the format of a year are classified as an activeYearsStartYear and none as a birthYear. The same holds for the candidates representing a calendar date. To add some contextual information, a simple variant of the relation extraction is used. Some words are searched in the context of each candidate and taken as additional features. The results of this increased feature number are shown as a second result of each classifier (e. g. "DT_2"). For the classes "birthYear" and "deathDate", the precision and recall values increase when using the contextual information. Although this effect could still be improved, the problem of a bad distinction between the literals is alleviated clearly. The precision and the accuracy of the other classes are increased as well. These figures show that the relation extraction can be seen as an approach to improve the classification of meta data types by semantic contextual information. Unfortunately, the application of these additional features to the entity classes has only a minimal effect on their results. Thus the key words searched in the context of each candidate are not suitable for the entity classes analyzed here. This gives the hint that more extensive Relation Extraction methods have to be used.
Conclusion
We built a system for the automatic extraction of meta data from Wiki texts. The steps of retrieval, feature extraction and classification build the most important components of the process.
For the purpose of finding candidates, the Named Entity Recognition was applied. The results gained by help of the GATE library are satisfactory. The bigger problem when dealing with the found candidates is their comparison with the sample meta data.
The feature types we concentrated on are only partially suitable. Especially for the classification of Named Entities, there is a need for other features which improve the separation of the classes. The contextual features should be replaced by a full Relation Extraction. Although the usage of these contextual features already led to an improvement of the results, there are also errors resulting from them which should be eliminated. Three classification methods were tested and compared. It could be observed that they have a low impact on the results. Modifications of the features lead to more extensive changes in the results, which makes the applied classifiers less important.
In general, many problems arising can be traced back to the differences between the training set and the testing set. The sample meta data from the DBpedia project, which is used as training data, has other feature values than the candidates we found in the testing phase. A generalization of the training set would therefore be interesting. To compare entities with each other, the usage of the WordNet was necessary. This knowledge base could be used more extensively to improve the system. Unfortunately, a usage of such knowledge bases also results in a higher dependence on the domain. This also applies to the Named Entity Recognition, which depends on the coverage of the used tool. A transfer to more special domains would therefore lead to new problems.
Currently the component is tested and improved in the context of a knowledge management solution for the consultants of a software manufacturer. This solution combines the wiki style with a centralized content repository of an Enterprise Content Management system. The system should extract structured meta data like customer, project number, products used or project status from unstructured wiki articles, edited by the consultants to share their experience. The extracted meta data will allow structured searches on wiki articles. 
