Fragmentation in Dusty Low-Metallicity Star Forming Halos by Meece, Gregory R. et al.
ar
X
iv
:1
30
9.
40
90
v1
  [
as
tro
-p
h.S
R]
  1
6 S
ep
 20
13
DRAFT VERSION OCTOBER 17, 2018
Preprint typeset using LATEX style emulateapj v. 08/22/09
FRAGMENTATION IN DUSTY LOW-METALLICITY STAR FORMING HALOS
GREGORY R. MEECE
Department of Physics and Astronomy, Michigan State University, East Lansing, MI 48824, USA
BRITTON D. SMITH
Department of Physics and Astronomy, Michigan State University, East Lansing, MI 48824, USA
BRIAN W. O’SHEA
Lyman Briggs College, Michigan State University, East Lansing, MI 48825, USA and
Department of Physics and Astronomy, Michigan State University, East Lansing, MI 48824, USA
Draft version October 17, 2018
ABSTRACT
The first stars in the universe, termed Population III, are thought to have been very massive compared to
the stars that form in the present epoch. As feedback from the first generation of stars altered the contents
of the interstellar medium, the universe switched to a low-mass modeof star formation, which continues in
the high metallicity stars formed in the present era. Several studies have investigated the transition between
metal-free and metal-enriched star formation, with tentative evidence being found for a metallicity threshold
near 10−3.5 Z⊙ due to atomic and molecular transitions and another threshold near 10−5.5 Z⊙ due to dust. In
this work, we simulate the formation of stars in idealized low-metallicity halos using the AMR code Enzo.
We conduct several simulations of 106 M⊙ and 107 M⊙ halos in which the metal content, initial rotation,
and degree of turbulence are varied in order to study the effect of these properties on gas fragmentation over
a range of densities. We find tentative support for the idea of a critical metallicity, but the effect of varying
metallicity on the gas we observe is not as dramatic as what has been reported in earlier studies. We find
no clear relation between the initial spin or the initial level of turbulence in the halo and the final properties
of the gas contained therein. Additionally, we find that the degree to which the Jeans length is refined, the
initial density profile of the gas, and the inclusion of deuterium chemistry each have a significant effect on the
evolution and fragmentation of the gas in the halo – in particular, we find that at least 64 grid cells are needed
to cover the Jeans length in order to properly resolve the fragmentation.
Subject headings:
1. INTRODUCTION
It is well established that the very early universe contained
only trace amounts lithium and essentially no other ele-
ments heavier than hydrogen and helium (Steigman 2007;
Wagoner 1973). After Big Bang nucleosynthesis, virtu-
ally all heavy elements are synthesized in stars. It fol-
lows that the first stars, termed Population III stars, must
have been free of heavy elements. However, observations
have yet to identify any of these metal free stars (Ryan et al.
1996; Beers & Christlieb 2005; Caffau et al. 2012; Yong et al.
2013). Additionally, observations of Lyman-α systems re-
veal that even low density gas at high redshifts is contam-
inated by heavy elements, indicating significant enrichment
by earlier generations of stars (Cowie & Songaila 1998). This
leads to the conclusion that the first stars were massive and
short-lived (Barkana & Loeb 2001; Ripamonti & Abel 2004;
Bromm & Larson 2004; Glover 2005; Norman 2010).
To produce a stellar initial mass function (IMF) consisting
of mostly high mass stars, the process of star formation in
the primordial universe must have differed substantially from
modern day star formation. Stars form when over-dense
clouds of gas radiate energy and collapse due to self gravity.
Density perturbations larger than the Jeans length will tend to
collapse faster than the surrounding gas. If the gas is able to
efficiently radiate energy as it collapses, such that the Jeans
Mass decreases with increasing temperature, the gas will con-
tinuously fragment. Thus, the final mass of the protostellar
cloud will be set by the Jeans mass at the point where the gas
can no longer cool efficiently. The initial stellar mass will be
set by the size of the protostellar cloud and accretion, although
the details of this process are quite complicated, and the Pop-
ulation III IMF is highly uncertain as a result (Tan & McKee
2004; McKee & Tan 2008; Norman 2010; Clark et al. 2011;
Greif et al. 2011, e.g.).
The ability of the gas cloud to cool will be set by the micro-
physics of the gas. In the local universe, rotational lines in
CO and line cooling from CI and OI are primarily respon-
sible for cooling (Omukai 2000), and are able to lower the
temperatures of star forming clouds to around 10 K. In the
early universe, however, the only significant sources of cool-
ing were H2 and HD molecules. Due to the lack of a perma-
nent dipole in H2, the rotational energy levels are relatively
widely spaced, and rotational transitions are not able to cool
the gas below a temperature of around 200K (Galli & Palla
1998). While HD is a more effective coolant owing to a per-
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manent dipole moment, the low initial fraction of deuterium
prevents a high HD fraction from forming, typically prevent-
ing HD from contributing to the total cooling as much as H2
(Galli & Palla 2002). If heavy elements are present, the gas
will be able to cool faster and to lower temperatures than is
possible in primordial gas. Metals in the form of dust will be
able to cool the gas through thermal radiation (Omukai et al.
2005; Schneider & Omukai 2010). Dust can also serve as a
catalyst for H2 formation, providing an additional source of
cooling.
Many authors have studied the transition from metal-free to
metal-enriched star formation using idealized models. While
the initial conditions of these models are necessarily less
accurate than those of cosmological simulations, their fully
specified nature allows one parameter to be varied at a time,
facilitating our ability to isolate and understand the effects of
individual physical processes. Over the past decade, ideal-
ized simulations have explored more of the relevant physi-
cal and chemical processes underlying star formation in the
early universe, resulting in tunable models that more accu-
rately capture the conditions of primordial and low metallicity
star formation. Bromm et al. (2001) modeled a 2.0×106 M⊙
top-hat overdensity collapsing at z = 30 and found the first evi-
dence of a ‘critical metallicity’ of approximately 5×10−4 Z⊙.
Omukai et al. (2005) has studied the thermodynamics of col-
lapsing primordial and low metallicity gas using one-zone
models. More recently, a series of works (Glover & Jappsen
2007; Jappsen et al. 2007, 2009a,b) modelled the collapse of
a hot, ionized gas which had been allowed to relax to hy-
drostatic equilibrium within an NFW potential (Navarro et al.
1996) before cooling was turned on. This group concluded
that there is no clear critical metallicity, and that fragmenta-
tion is more dependent on the choice of initial conditions.
Several works (Omukai 2000; Omukai et al. 2005;
Schneider et al. 2006; Schneider & Omukai 2010) have
focused on the effects of dust cooling on fragmentation in
low metallicity clouds. Dust cooling is typically effective
at densities above nH = 1010 cm −3, where the gas and dust
temperatures are coupled. These studies have found evidence
of a lower metallicity threshold around 10−5.5 Z⊙ due to dust
cooling when dust is included in simulations.
In this work, we extend the study of the transition from metal-
free to metal-enriched star formation by using an idealized
model based on the results of cosmological simulations. Our
model uses several parameters to set the metallicity, chem-
istry, and the shape of the initial density, temperature, and
rotational profiles, as well as allowing for different levels of
turbulence and different halo masses. In Section 2, we discuss
our simulation code and the initial setup of our star-forming
halos in detail. In Section 3, we provide an overview of the
evolution of our fiducial model. Section 4 discusses the ef-
fects of varying our refinement criteria and establishes the cri-
teria necessary to adequately resolve the collapse. In Section
5, we discuss the evolution of our model for different points
in the parameter space of metallicity, rotation, turbulence, and
dust. In Section 6, we discuss the assumptions in our simu-
lations that may influence our results, including the effects of
deuterium chemistry, the shape of the initial density profile,
and the validity of our chemical model. We summarize and
conclude in Section 7.
2. METHOD
2.1. The Simulation Code and Included Physics
We model the collapse of the halo using the Eulerian
adaptive mesh refinement code Enzo (O’Shea et al. 2004;
Norman et al. 2007; The Enzo Collaboration et al. 2013).
The hydrodynamics are calculated using the piecewise
parabolic method of Colella & Woodward (1984). In order
to ensure conservation of mass within our simulation, we em-
ploy periodic boundary conditions for the gas. To calculate
the gravitational potential, we assume isolated boundary con-
ditions. In addition to the self gravity of the baryons, we cal-
culate the gravitational potential of a static NFW halo. Each
simulation is initialized with a top level grid resolution of
1283 cells and is refined during setup. Although we do not
use comoving coordinates in this work, we assume a redshift
of z = 20 where necessary during initialization, and all dis-
tances in this paper in are in proper parsecs at that redshift.
Each halo is placed in the center of a box with a proper size
of 2000 pc per side. During initialization, we require that the
inner 100 pc be covered by four levels of grid refinement, giv-
ing a maximum spatial resolution of 0.977 pc at the beginning
of the simulation. As the virial radius of the dark matter halo
(taken to be the edge of the sphere) is an order of magnitude
smaller than the box size, the effects of boundary conditions
on the evolution of the halo should be negligible.
2.1.1. Refinement Conditions
We employ four criteria for determining when to refine grid
cells. In all simulations, refinement is carried out by subdivid-
ing a grid cell by a factor of 2 along each dimension, thus into
8 equal-sized cells. Lagrangian refinement would therefore
require that we refine a grid cell whenever the enclosed mass
exceeds the average mass in one top level grid cell by a fac-
tor of eight. To better understand the evolution of the densest
regions, we impose super-Lagrangian refinement by refining
whenever cell mass exceeds
Mcell > Mtop× 8−0.3·l (1)
Where l is the current refinement level.
Our second refinement condition splits a cell whenever the lo-
cal cooling time, tcool , is shorter than the sound crossing time
of the cell, ∆x/cs. This requirement is necessary to justify our
assumption that the gas is thermodynamically stable at scales
smaller than the grid resolution. Thirdly, we refine when the
size of a cell is larger than some fraction of the local Jeans
length, when λJ < NJ∆x, where λJ is the Jeans length (cal-
culated in that cell) and NJ is the number of cells over which
the Jeans length must be refined. Unless otherwise noted, we
require that the Jeans length be resolved by at least 64 cells
at all times, e.g. NJ = 64. In Section 4, we discuss a series
of tests to determine the minimum value of NJ necessary in
order to accurately model the fragmentation of the collapsing
halo. Finally, we require that the region within a cube with
side length 100 pc centered on the center of the sphere is al-
ways covered by a spatial resolution of less than 1 pc. This
criterion ensures that the conditions in the inner region of the
halo, as defined by our initial setup, are accurately captured
by the mesh. We allow the simulation to dynamically refine
using up to 25 levels of grids, for a maximum spatial resolu-
tion of 0.0962 AU.
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2.1.2. Chemistry Model
Our chemistry model follows the non-equilibrium reactions
for 12 primordial chemical species (H, H+, He, He+, He++, e−,
H2, H+2 , H−, D, D+, and HD) (Anninos et al. 1997; Abel et al.
1997) and includes H2 chemistry with three body H2 forma-
tion (Abel et al. 2002) and H2 formation heating (Turk et al.
2009). In addition, we use the cooling model of Smith et al.
(2008) to track cooling from metals in simulations where met-
als are present. Unlike the chemical model used for pri-
mordial species, the metal cooling model does not explicitly
track the abundance of individual metal ions. Instead, we use
data generated by the photoionization code CLOUDY (see
Ferland et al. (1998)) to calculate metal cooling rates for a
wide range of densities. Throughout this paper, we assume
a scaled solar abundance pattern. The validity of this choice
is discussed in Section 6.4. In Section 6.1, we discuss the ef-
fects of using a reduced chemical model that does not include
deuterium chemistry.
2.1.3. Dust Model
The presence of dust grains alters the thermal state of the gas
by providing a very efficient channel for H2 formation and
through heat transfer via elastic collisions with the gas. Dust
grains cool via continuum thermal emission and are heated
by incident radiation. Currently, we only consider incident
radiation from the CMB, but in principle an additional heat-
ing term can be easily added. The rates of H2 formation
on grain surfaces and heat exchange with the gas are depen-
dent on the grain temperature, Tgr, which we assume to be
in instantaneous equilibrium. The implementation employed
here closely follows that of Omukai (2000) and Omukai et al.
(2005). We calculate the grain temperature by solving the heat
balance equation given by
4σT 4grκgr = Λgas/grain + 4σT 4radκgr, (2)
where σ is the Stefan-Boltzmann constant and Trad is the ra-
diation temperature, specifically the CMB temperature here.
The rate of heat exchange between the gas and dust per unit
dust mass, Λgas/grain, is given by
Λgas/grain =
1.2× 10−31 n
2
H
ρgr
(
T
1000K
)1/2
(1 − 0.8e−75/T )(T − Tgr)
erg s−1 g−1 (3)
(Hollenbach & McKee 1989), where nH is the H number den-
sity and ρgr is the dust mass density. We assume that as metal-
licity increases, dust remains a constant fraction of the metal-
licity. We adopt the piecewise polynomial approximation of
the grain opacity of Dopcke et al. (2011), given by
κ(Tgr)∝


T 2gr , Tgr < 200 K,
constant , 200 K < Tgr < 1500 K,
T −12gr , Tgr > 1500 K,
(4)
with a normalization of κgr(Tgr = 200 K) = 16 cm2 g−1
(Pollack et al. 1994; Omukai 2000). The steep power law in-
dex for T > 1500 K mimics the effect of grains melting. We
take the exact form of the rate for H2 formation on grains
given in Omukai (2000), which is derived from the work of
Tielens & Hollenbach (1985). We include the heating/cooling
from H2 formation/destruction following Omukai (2000) and
Hollenbach & McKee (1979).
2.2. Initial Conditions
We model the star forming regions as a spherically symmet-
ric baryonic halo with a turbulent velocity field within a static
NFW potential. Our models are empirically motivated by the
results of cosmological simulations (O’Shea & Norman 2007;
Smith et al. 2009) and informed by the one-zone models of
Omukai et al. (2005). Although our simulations are non-
cosmological, we assume that the calculation proceeds at a
fixed redshift of z = 20 for the purposes of calculating heating
and cooling rates due to the cosmic microwave background.
We assume an ΛCDM universe with ΩΛ = 0.7, ΩM = 0.3, and
H0 = 70 km s−1 Mpc−1 where relevant during the initialization.
These parameters are used when calculating the virial radius
of the halo, and small variations in cosmological parameters
would not have a large effect on our simulations. We assume
that the halo is decoupled from the Hubble flow, and do not
take cosmological expansion into account during the simu-
lation (which is reasonable, as the halo is overdense enough
to be decoupled from the expansion of the universe.) Thus,
all distances quoted in this work are in physical (i.e., proper)
units.
2.2.1. Dark Matter Halo
The dark matter component of the halo is assumed to reside
in an NFW halo (Navarro et al. 1996),
ρDM(r) = ρc(
r/RS
)(
1 + r/RS
)2 (5)
where ρc is equal to four times the density at the virial radius
and RS is the scale radius.
The concentration parameter of the halo, defined as
c =
R178
RS
(6)
is set to c = 2 for our simulations. Here, R178 is the virial ra-
dius, calculated as the radius at which the average enclosed
density is 178 times the critical density of the universe (see
Bryan & Norman (1998) for more discussion). Our value of
c is within the expected range for the halos we are studying,
as predicted by Davis & Natarajan (2010). In this work, the
mass of the halo is taken to mean the mass of dark matter
within the viral radius of the halo. Due to the low initial
baryon density, the total mass of the halo is not substantially
higher. We study models with dark matter masses of 106 M⊙
and 107 M⊙, with corresponding virial radii of 153 and 329
pc. These halos are hereafter referred to as the “low mass”
and “high mass” halos, respectively.
2.2.2. Baryon Density and Temperature
The baryonic component of the halo is modeled by a core
in roughly hydrostatic equilibrium with a diffuse envelope.
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The envelope drops off rapidly until it reaches the background
density of nH = 10−2 cm −3. The density profile is described
by
ρB(r) = ρB(
r/Rcore
)α (1 + r/Rcore)β−α (7)
and is shown in the Panel A of Figure 1. For our simulations,
we use α = 0.1 and β = 2.5. These values were chosen by
fitting the results of cosmological simulations.
For the initial density profile, we use a central baryon number
density of nH = 1 cm −3for both the high and low mass fidu-
cial cases. For the low mass halo, we choose a core radius
of Rcore = 8 pc and for the high mass case Rcore = 16 pc. Our
choice of a low initial central density (compared to the dark
matter density) is motivated by the desire that the simulation
have time to ‘forget’ the details of the initial conditions and
reach a stable configuration before collapse sets in. In Sec-
tion 6.3, we discuss the results of starting a simulation with a
higher initial central density.
The temperature profile is calculated by assuming that the gas
is in hydrostatic equilibrium within the core and is being adi-
abatically heated in the envelope. The initial temperature pro-
files is shown in Panel B of Figure 1.
2.2.3. Chemistry and Metallicity
We initialize the gas in our model to a composition consistent
with conditions in the z = 20 universe for gas that has not been
affected by recent star formation. At initialization, all simula-
tions have a uniform electron fraction of χe = 1.69× 10−4,
based on calculations performed with the code RECFAST
(Seager et al. 1999, 2000), and a corresponding HI fraction
of fHI = 0.999831. The H− fraction is fH− = 10−10. The initial
molecular hydrogen fraction is fH2I = 10−4. Initial values for
D and HD are scaled to the H and H2 values using a D/H mass
ratio of 6.8× 10−5.
In models where metals are present, we assume a scaled so-
lar abundance of heavy elements. Metallicity is kept uni-
form throughout the simulation. In simulations where dust
is present, it is assumed that the mass fraction of heavy el-
ements in dust is 9.23× 10−3. The effects of our choice of
initial chemistry is discussed in Section 6.
2.2.4. Velocity Profile
The halo is given an initial angular momentum distribution
characterized by the dimensionless baryonic spin parameter,
defined in Peebles (1971) as
λ =
J|E|1/2
GM5/2
(8)
where J is the total angular momentum of the baryons, E is
the binding energy of the baryons, G is the gravitational con-
stant, and M is the mass of the baryons. Based on the results
of O’Shea & Norman (2007), the angular momentum is dis-
tributed so that the specific angular momentum as a function
of mass enclosed is given by
|l|(M < r)∝
(
M(< r)
MTotal
)0.9
(9)
which is scaled by the spin parameter.
Gas outside of the virial radius has no initial velocity, and
none of the gas has an initial radial velocity before turbulence
is added. The dark matter component of the halo is treated as
a static potential, and thus has no velocity. The initial rotation
profile for our fiducial models is shown in Panel C of Figure
1.
2.2.5. Turbulence
The rotational velocity is modified by adding a turbulent ve-
locity field with a power spectrum P(k) ∝ k−4, suitable for
compressible gas (Clark et al. 2011). The turbulent field is
generated using the method described in Rogallo (1981). The
turbulent field is applied only within the virial radius of the
halo, and is normalized such that the RMS velocity is a spec-
ified fraction of the sound speed of the halo, as defined in
Barkana & Loeb (2001). For consistency, the same turbulence
field was used for all simulations.
2.3. Varying the Initial Conditions
In order to study the importance of different model parame-
ters to the evolution and fragmentation of the gas, we conduct
several runs wherein one parameter is systematically varied.
For each parameter, we conduct simulations for both the high
and low mass halos, as described above. The full list of simu-
lations performed in this work is given in Tables 1-5.
2.4. Clump Finding
To quantify the degree of fragmentation, we run a clump
finder on the central 20 pc of the final output from each sim-
ulation. The clump finding algorithm, described in detail in
Smith et al. (2009) and implemented in the yt1 simulation
analysis toolkit (Turk et al. 2011), works by identifying topo-
logically disconnected structures in density space. Following
Truelove et al. (1998), we define a clump or fragment as “the
mass contained between a local density maximum and the
lowest isodensity surface surrounding only that maximum.”
Smith et al. (2009) only consider clumps that are strictly grav-
itationally bound, but here we use a modified criterion to in-
clude clumps that are marginally unbound but rapidly cool-
ing, since these objects will likely become bound in the fu-
ture. Clumps are considered valid if they satisfy the following
requirement:
KE + TE −
∑
i
(Λi tdyn,i) < PE, (10)
where KE, TE, and PE are the total kinetic, thermal, and po-
tential energy of the clump and Λi and tdyn,i are the cooling
rate and dynamical time for reach grid cell that is a member
of the clump.
3. EVOLUTION OF THE FIDUCIAL MODEL
For our fiducial model, we choose high and low mass halos
with a metallicity of Z = 10−3 Z⊙, a spin parameter of λ= 0.05,
1 http://yt-project.org/
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FIG. 1.— The initial conditions of our model are shown for our high and mass fiducial models. Solid lines represent the theoretical values, while the dashed
lines are the values realized in our simulation. Panel A shows density as a function of radius. The initial temperature profile is derived by assuming hydrostatic
equilibrium in the core and a power law fall off in the envelope, and is shown in Panel B. The rotational velocity, shown in Panel C, is derived by assuming that
average angular momentum follows a power law relationship as a function of mass enclosed.
turbulence normalized to 0.4 times the halo sound speed, and
with dust present. This model is chosen to simulate a typi-
cal star forming halo at z = 20, which has not hosted recent
star formation (e.g., O’Shea & Norman (2007); Smith et al.
(2009)). We choose a metallicity which is in the middle of
our range of values, and is near the theoretical “critical metal-
licity.” We mandate that the Jeans length be covered by at
least 64 cells at all times by setting NJ = 64.
We run our simulations until the central density has reached a
central hydrogen number density of at least nH = 1010 cm −3,
which is near the limits of the validity of our cooling model
and is approaching the point where our assumption that the
gas is optically thin begins to fail. The high mass fiducial
halo collapses 55.36 million years after the beginning of our
simulation. The evolution of the central density as a function
of time is shown in Figure 2. The collapse begins slowly and
accelerates as density increases.
When the simulation is initialized, there is a period lasting
around 10 million years during which the velocity profile
evolves into a steady state. During this time, the details of
the initial conditions are wiped out. At this point, the gas
in the envelope is collapsing in free fall and is being heated
through adiabatic compression, while the gas in the core is
pressure supported. An accretion shock forms at the edge of
the sphere, near the virial radius. As the gas is decelerated,
it is heated to the virial temperature of the halo. As shown in
Panel A of Figure 3, the collapse evolves self similarly, with
the size of the core shrinking as the gas collapses to higher
central densities. The velocity profile of the gas as a function
of enclosed mass, shown in Panels E and F of Figure 3, re-
mains roughly constant, with the gas in the envelope in free
fall and the gas in the core collapsing slowly. The gas in the
core evolves quasi-statically until near the end of the simu-
lation, at which point the gas is able to efficiently cool and
collapses on a free fall timescale.
Panel D of Figure 3 shows the mass averaged angular momen-
tum of the gas as a function of enclosed gas mass, defined as
l(M) = ∆J(M)
∆M
(11)
10-410-310-210-1100101
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1010
n
H
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]
FIG. 2.— The central density of the gas is shown as a function of time.
The x axis shows time in millions of years before the last data output. The
time from the beginning of the simulation to the last data output is 55.36
million years. The dotted line shows the free fall time of a sphere of gas
with a given density. On the left hand side of the plot, the central density is
increasing faster than the free fall time scale (as indicated by the slopes of the
lines), indicating that the dark matter rather than self gravity is controlling
the dynamics of the gas. During the last million years of the simulation, the
self gravity of the gas dominates in the center. The gas evolves in free fall
until roughly 10,000 years before the end of the simulation, in which pressure
support delays further collapse.
where ∆M is the mass of gas enclosed within a spherical shell
and ∆J(M) is the total angular momentum of the gas within
the shell. With no angular momentum transfer and no ex-
ternal torque, l(M) would stay constant throughout the col-
lapse. In our simulations, l(M) decreases, indicating that an-
gular momentum is being transported outward (relative to the
Lagrangian mass coordinate) in the central regions.
The physical evolution of the model may be understood by
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FIG. 3.— The physical state of the gas in our high mass fiducial model is shown for a series of outputs. The green, yellow, blue, red, and black lines show the
first outputs in which the central density reaches 102 , 104 , 106, 108 , and 1010 cm −3 , respectively. For each output, the legend shows the time remaining until the
end of the simulation. Panel A shows spherically averaged gas density as a function of radius, centered on the densest point in the simulation. Panel B shows
the total gas mass enclosed as a function of radius. Panel C shows the mass weighted spherically averaged temperature of the gas as a function of density. Panel
D shows the mass averaged angular momentum as a function of enclosed mass. For a spherically symmetric collapse with not angular momentum transport, the
angular momentum profile would not change with time. The fact that it does indicates that angular momentum is being transported out of the core by turbulence.
Panels E and F show the mass weighted spherically averaged radial velocity and velocity magnitude of the gas as a function of mass enclosed. In each panel
except Panel E, the initial conditions are represented by a dotted black line. The gas has no initial net radial velocity.
looking at the thermodynamic evolution of the gas, shown in
Panel C of Figure 3, and the chemical evolution, shown in
Figure 4. In low density regions, the gas is in free fall, and is
heated by adiabatic compression. The relevant reaction rates
are too slow to change the initial molecular chemistry, and
radiative cooling is negligible compared to compressive heat-
ing.
At the accretion shock, the gas is rapidly heated to the virial
temperature of the halo. In the high mass halo, the virial tem-
perature is high enough that the gas enters the regime in which
a small fraction of the H2 and HD molecules are dissociated
and some of the gas is ionized. As the gas becomes denser,
the gas cools and the molecular fraction begins to increase.
The main coolants in the gas at are H2, HD, and metals. At
temperatures below 10,000 K, atomic hydrogen line cooling
becomes negligible. H2 is the most abundant species that is
capable of radiative cooling, but is inefficient owing to the
lack of a permanent dipole. Instead, the H2 molecule must
rely on rare quadrupole transitions between widely spaced en-
ergy levels, and by itself is unable to cool the gas below a tem-
perature of around 200 K (Galli & Palla 1998). HD, though
rarer, has a permanent dipole moment and thus is able to cool
more efficiently. Together, rotational transitions in HD and
fine structure transitions in metals can effectively cool the gas
to the CMB temperature floor. The ratio of HD and H2 is set
by the equilibrium rate of the reactions
H2 + D+ ⇒ HD + H+ (12)
HD + H+ ⇒ H2 + D+ (13)
as described in Omukai et al. (2005). Because of the differ-
ences in the energy levels of H2 and HD, Equation 12 is pre-
ferred over Equation 13, resulting in an HD/H2 fraction that
is higher than the overall D/H fraction by roughly 2 orders
of magnitude (Galli & Palla 1998). This fractionation is ob-
served in Panel D of Figure 4, which shows the HD/H2 ratio.
As the gas cools, the equilibrium abundance rapidly begins to
favor HD production, which further increases cooling and in
turn leads to more HD formation. For densities higher than
nH ∼ 105 cm −3, the deuterium is fully molecular.
The gas continues to collapse until either the temperature is
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FIG. 4.— The chemical state of the gas for the high mass fiducial model is shown. Panels A and B show the mass fractions of H2 and HD respectively. Panel C
shows the ionization fraction. Panel D shows the ratio of the HD to H2 mass fractions. The dotted lines in Panels A and B show the mass fractions when H and
D respectively are fully molecular, and the dotted line in Panel D shows the mass fraction ratio when both species are fully molecular.
too low to populate excited states in the coolants or the gas
reaches the CMB temperature. For halos at z = 20, we impose
a CMB with temperature
TCMB = 2.725 (1 + z) = 57.225 K (14)
which enters into the heating equation for the gas and dust.
The gas remains at the CMB temperature floor until a density
of nH ∼ 107 cm −3is reached, at which point rapid formation
of H2 on dust grains briefly reheats the gas. At the highest
densities, cooling via dust emission is able to efficiently lower
the temperature of the gas, resulting in cooling in the higher-
metallicity simulations.
The formation of structure in the halo is governed by the ther-
modynamics of the gas during collapse. If the collapsing gas
is able to cool with increasing density or if the temperature
increases with density at a slower rate than T ∝ ρ1/2, the lo-
cal Jeans mass will decrease. As the local Jeans mass sets
the scale for fragmentation, the gas will be expected to frag-
ment whenever the Jeans length is decreasing. Figure 5 shows
projections of density through the gas as the central density
increases. At low densities, the mass of gas in the center re-
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gion is below the local Jeans mass. As indicated in Panel C
of Figure 3, the gas is able to cool with increasing density for
densities between nH ∼ 101 cm −3and nH ∼ 105 cm −3. As
the gas cools and density increases, the local Jeans mass is
lowered below the central gas mass, causing perturbations to
grow in the regime where the density is above nH ∼ 102 cm
−3
.
4. REFINEMENT CRITERIA
To achieve the large dynamic range studied in our simulations,
we selectively refine grid cells based on density, cooling time,
and Jeans length, as described in Section 2.1.1. As part of this
work, we have carried out a number of simulations wherein
we vary the number of cells required to cover the Jeans length,
NJ , in order to determine the minimum set of criteria needed
to resolve the collapse.
As described in Truelove et al. (1998), under-resolving the
Jeans length in grid based codes can lead to artificial super-
Jeans perturbations that may lead to spurious fragmentation.
In tests of the collapse of a cloud with a Gaussian density
profile, Truelove et al. (1998) concludes that the Jeans length
should be covered by at least 4 cells at all times. However,
this does not necessarily imply that the simulation is resolved
enough to reveal pertinent details of fragmentation in the col-
lapsing gas. Indeed, several studies (Federrath et al. (2011);
Turk et al. (2012); Latif et al. (2013) and references therein)
have found that at least 32-64 cells per Jeans length are nec-
essary for resolving vorticity when modeling magnetic fields
in Population III star formation.
To understand the effects of varying the strictness of the Jeans
criterion on the physical phenomenon we are interested in,
it is important to understand which refinement criteria domi-
nate at different densities. In Figure 6, we show the minimum
level to which a cell must be resolved as a function of den-
sity for each refinement criterion in our fiducial model. From
Equation 1, it is easy to calculate the minimum grid level for
which the mass refinement criteria is satisfied for a given den-
sity. To calculate the refinement level necessary to satisfy the
Jeans and cooling criteria, which rely on the temperature and
the cooling time in addition to the density, we use the average
values of these quantities at each density from our fiducial
model. Since a cell will be refined until all refinement criteria
are met, the criterion with the largest minimum value will be
the dominant criterion at a given density. In fact, if the re-
quired Jeans length coverage is set to NJ = 64 or higher, the
only place where the Jeans length will not be the dominant
criterion is at the lowest densities, where fragmentation has
not yet begun. From Figure 6, it can be seen that the Jeans re-
finement criterion is the dominant criterion at almost all den-
sities. In addition, it is seen that for a range of densities, the
Jeans criterion will be the dominant criterion even when the
minimum number of cells covering the Jeans length is low-
ered. Thus, increasing the mandated Jeans length coverage
will change the resolution over a wide range of densities and
in general will increase the resolution of the simulation over
a large range of spatial and mass scales as compared to the
standard density-based criteria.
The lines shown in Figure 6 are calculated using the mass-
weighted average of the temperature and cooling time at a
given density. While this approach is useful for finding the
regimes when each criterion is dominant, it does not take into
account variations in the temperature or cooling time of the
gas at a given density, which may cause the minimum refine-
ment level to vary. In particular, an average cooling time for
gas near the CMB floor is not representative. Gas in that den-
sity regime with a temperature above the floor will cool, while
gas with a temperature below the floor will heat, giving an
average cooling time that is very long but ignoring that the
actual cooling or heating time of the gas may be significantly
shorter. In order to assess the importance of the different cri-
teria on a cell-by-cell basis, we look at how close each cell in
the simulation is to being refined. To do this, we evaluate the
ratios
ξMass =
Mcell
Mtop× 8−0.3·l
(15)
ξJeans =
NJ∆x
λJ
(16)
ξCooling =
tcool
tsound
(17)
where Mcell is the mass of the cell, Mtop is the mass of a top
level grid cell, NJ is the number of cells that must cover the
local Jeans length, ∆x is the cell width, λJ is the local Jeans
length, tcool is the cooling time, and tsound is the sound crossing
time of a cell, tsound = ∆x/cs. If any of these ratios are greater
than 1, a cell will be refined. For our fiducial model, the dis-
tributions of ξMass, ξJeans, and ξCooling are shown in Figure 7.
As expected, the density refinement criterion is not important
for cells with densities greater than nH ∼ 101 cm −3. At low
densities, both the Jeans and cooling time criteria are close
to being met in a large number of cells. At higher densities,
only the Jeans criterion is close to being met, indicating that
it is indeed the only important refinement criterion. Panel C
of Figure 7, however, does indicate that the cooling time re-
finement is likely to be dominant at low densities for some
cells.
Further tests of our fiducial model in which only the Jeans cri-
terion is used show similar overall evolution to the runs with
all three refinement criteria, but for the high mass run there
are a small number of cells that are not refined, but ordinar-
ily would meet the cooling criterion for refinement. Thus, the
cooling time criterion is necessary in some circumstances to
fully resolve the collapse of the gas. For our low mass model,
we find that the Jeans criteria is always dominant because
temperatures are lower and thus the cooling time is longer
than in the high mass case.
Having established that the Jeans criteria is nearly always the
dominant factor in setting grid resolution, the question be-
comes how strict our refinement criteria needs to be in order to
properly resolve the collapse and fragmentation of the cloud.
To understand the effects of resolution criteria, we have car-
ried out a series of runs (described in Table 2) where we vary
the number of cells that must cover the Jeans length from the
Truelove criterion of NJ = 4 to a maximum of NJ = 64, the
limit of what is computationally feasible for our study. The
final state of this suite of simulations is shown at a scale of 10
pc in Figure 8 for our high mass halo and in Figure 9 for our
low mass halo.
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FIG. 5.— Projections of average density through the densest point are shown as the central density increases. Each projection has a scale of 10pc. The gas is
unstable to fragmentation whenever the Jeans mass decreases with increasing density, which occurs for densities between nH ∼ 101 and nH ∼ 104 cm −3, but
structure will only form when the central gas mass exceeds the local Jeans mass, which only occurs once the central density has increased above nH ∼ 103 cm −3 .
From these projections, it is clear that the evolution of the gas
is affected by the level of resolution, even when the Truelove
criterion is substantially exceeded. The runs with NJ = 32 and
NJ = 64 show fragmentation on small scales that is not present
in the other runs. The differences stem from increased reso-
lution of the gas at the densities where fragmentation occurs,
which leads to an increase in the strength of perturbations with
large wave number. From the projections, it is clear that a
“phase transition” of sorts occurs between NJ = 16 and NJ = 32
cells, but there are also hints of additional fragmentation at
NJ = 64 cells. We note that using NJ = 128 when simulating
the high mass halo caused a sharp increase in the number of
grid cells in the simulation, and the run was terminated when
it was determined to be computationally infeasible. For the
rest of the runs in this study, we choose to use 64 cells to
cover the Jeans length in order to resolve small scale pertur-
bations while maintaining computational feasibility, but cau-
tion the reader that further increasing the resolution may have
non-negligible effects.
In order to quantify the effect of Jeans resolution on fragmen-
tation, we use the clump finding algorithm described in Sec-
tion 2.4 to find the number of potentially bound clumps in
10 G. Meece et. all
10-2 100 102 104 106 108 1010 1012
nH [cm
-3 ]
0
5
10
15
20
25
30
Le
v
e
l
Density
Jeans (64 cells)
Cooling
FIG. 6.— The minimum refinement level for each refinement criterion is
shown as a function of density for our high mass fiducial halo. In other words,
each line represents the level to which the simulation would refine if only
that criteria were applied. A cell will be refined until it is at the highest
necessary refinement level, meaning that the actual level of refinement at a
given density is indicated by the highest level in the plot above. The Jeans
criterion and cooling time criterion are evaluated using the mass weighted
average temperature and cooling time for each density. The solid black line
shows the Jeans refinement level with 64 cells covering the Jeans length.
From top to bottom, the dotted black lines show the level with 32, 16, 8, and
4 cells covering the Jeans length.
each simulation, which is shown in Figure 10. We observe a
trend of increasing fragmentation (inferred from the increase
in the number of identified clumps) with higher resolution
of the Jeans length. The increase in fragmentation is seen
at all densities, and is particularly evident at higher densities
(nH > 103 cm −3). The low mass halo shows less fragmen-
tation overall, but the trend of increasing fragmentation with
increasing strictness of the Jeans resolution criteria holds.
5. EFFECTS OF PHYSICAL PARAMETER VARIATION ON GAS
FRAGMENTATION
5.1. Metallicity
Several studies have found that the introduction of metals has
a strong effect on the cooling properties of star forming gas.
As the fraction of metals increases, the gas is able to cool
more efficiently. This in turn may lead to increased fragmen-
tation, and is the reason that increasing metallicity has been
proposed as the driving factor behind the purported transition
between a high characteristic mass Population III IMF and a
lower characteristic mass metal-enriched IMF. To understand
the effects of metallicity in our model, we perform a series of
runs (see Table 1) where the metal content of the gas is var-
ied from a uniform metallicity of Z = 0 (metal free, primordial
gas) to Z = 10−2 Z⊙. In these simulations, we assume that a
fixed fraction (9.23× 10−3 by mass) of the metals are in the
form of dust.
The effect of varying metallicity on the physical and thermo-
dynamic evolution of the gas is shown in Figure 11 for the
high mass halo and in Figure 12 for the low mass halo. In-
creasing the amount of metals alters the cooling rate in three
ways. First, metals directly cool the gas, allowing the temper-
ature to reach the CMB floor more quickly and at lower densi-
ties. Second, increasing the metallicity increases the amount
of dust present. As dust-mediated reactions become the dom-
inant molecular formation channel, H2 and HD are able to
form efficiently at densities below nH = 108 cm −3, when 3-
body reactions become effective. This leads to more cooling
at lower densities. Thirdly, dust itself becomes an effective
coolant at densities above nH = 109 cm −3.
The effects of metals on the physical state of the gas may be
understood by looking at projections of gas density in the core
of the halo. In Figure 13, we show the final state of the high
mass halo at a scale of 3 pc. In Figure 14, we show the same
plots for the low mass halo.
At high metallicities, the gas is able to cool rapidly, meaning
that the densest region will be able to collapse before a large
mass of gas has built up in the core. For low metallicity and
metal-free gas, however, the gas must rely on H2 and HD to
cool. The collapse is delayed, which gives the core more time
to grow, leading to a larger mass of dense gas in the central
region. This is clearly seen in Figure 13 (particularly in Panel
A), where the densest regions in the low metallicity runs are
surrounded by more gas than in the high metallicity runs. The
accretion rate is lower in the low mass halo, and the trend is
not as clear. From the collapse times given in Table 1, it is
evident that there is a trend of faster collapse with increasing
metallicity.
We expect that as the cooling rate increases, the amount of
fragmentation will increase. In Figure 15, we show the dis-
tribution of clumps as a function of nH for the high and low
mass halos. In the density range 101 < nH < 105 cm −3, all
runs show evidence of fragmentation, with slightly more frag-
mentation at higher metallicities. Here, the gas is able to frag-
ment because the temperature is decreasing with increasing
density. After the gas reaches the CMB floor it is no longer
able to cool as density increases, inhibiting further fragmen-
tation. As H2 is formed, thermal energy is injected into the
gas. The halos with higher metallicity are able to effectively
radiate away this energy, which allows for more fragmenta-
tion at higher densities. In our high mass halo, only the sim-
ulations with metallicities about 10−3 Z⊙ show evidence of
fragmentation at nH & 107 cm −3. We note that cooling from
dust may lead to further fragmentation in the lower metallicity
runs at higher densities. As noted by Schneider et al. (2006)
and Schneider & Omukai (2010), dust cooling may lead to
fragmentation in haloes with metallicities above 10−6 Z⊙ at
densities above nH = 1012, where the gas and dust tempera-
tures couple.
For those simulations where the clump finder indicates frag-
mentation at higher densities, it is interesting to see what
effect cooling is having on the gas structure at the relevant
scales. Figure 16 shows projections through the core at a
width of 0.05 pc, which encompasses the density range above
nH ∼ 106 cm −3, at the density regime the clump finder indi-
cates that metallicity affects fragmentation. The projections
indicate that the gas in the core does indeed form a whispy
substructure for high metallicity gas. Although the density
contrast is small, the clump finder indicates that some of these
structures are marginally gravitationally bound, giving rise to
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FIG. 7.— The importance of different refinement criteria are shown for our 107M⊙ fiducial model. For each criteria, a cell is refined if one quantity (e.g. cell
mass) is greater than a second quantity (e.g a minimum mass for refinement). The ratio of the two quantities are denoted by ξ, where ξMass is the ratio for mass
refinement, ξJeans is the ratio for Jeans refinement, and ξCooling is the ratio for cooling based refinement. A cell should be flagged for refinement if ξ for any
criteria is greater than 1.0. At most densities, the Jeans criterion is the most dominant refinement criterion, with cooling time being important at low densities.
Density based refinement is never important.
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FIG. 8.— Projections of average density through the densest point in the simulation for runs with different Jeans refinement criteria for our 107M⊙ fiducial
halo. Each projection has a width of 10 pc, and is taken when the central density has reached nH = 1010 cm −3.
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FIG. 9.— Projections of average density through the densest point in the simulation for runs with different Jeans refinement criteria for our 106M⊙ fiducial
halo. Each projection has a width of 10 pc, and is taken when the central density has reached nH = 1010 cm −3.
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FIG. 10.— The number of gravitationally bound or nearly bound clumps is shown for runs with with different levels of Jeans refinement. The y-axis shows the
number of cells that must cover the local Jeans length at all times. We identify clumps using a contouring algorithm, and keep only those clumps that are close to
being gravitationally bound and which will become bound if cooling continues. The number of clumps in each half dex contour interval is shown above. Clump
finding is performed when each run reaches a central density of 1010 cm −3. For a full description of the clump finding routine, see Section 2.4.
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FIG. 11.— Comparison of the physical, thermal, and chemical state of our high mass halo as metallicity is varied, at the point when the simulation reaches a
central density of nH = 1010 cm −3. Panel A shows spherically averaged, mass weighted density as a function of radius. Runs with higher metallicity collapse
faster, leading to lower densities in the regions surrounding the densest point. Panel B shows spherically averaged, mass weighted temperature as a function
of density. As metallicity is increased, the gas is able to cool to lower temperatures. The CMB temperature is indicated by a dashed line. Panel C shows the
molecular hydrogen mass fraction as a function of density. In the metal free case, molecular hydrogen is formed primarily through the three body process, which
does not become effective until densities of nH ∼ 108 cm −3. As metallicity is increased, dust catalyzed reactions become the dominant mode of H2 formation.
Panel D shows the ratio of the HD to H2 mass fractions, which is enhanced over the atomic value through chemical fractionation.
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FIG. 12.— Same as Figure 11, but for the low mass halo.
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FIG. 13.— Projections of average density through the densest point in the simulation for runs with different metallicity for our 107M⊙ halo. Each projection
has a width of 3 pc, and is taken when the central density has reached nH = 1010 cm −3 .
the possibility that some of these structures could become pro-
tostars.
5.2. Spin
We have performed a series of runs where we vary the initial
magnitude of angular momentum in our halos, as described
by the spin parameter λ (Equation 8 in Section 2.2.4). For
our high and low mass halos, we vary the spin parameter
from λ = 0.0 to λ = 0.1, spanning the likely range of spin pa-
rameters for cosmological halos (e.g. Yoshida et al. (2003)).
The turbulent component of the velocity also imparts some
angular momentum to the gas, and is kept constant through-
out these simulations. As the turbulent field is isotropic and
the largest length scale is substantially smaller than the virial
radius of the halo, the turbulent field should provide no net ro-
tation. The full list of spin parameter-related simulations can
be found in Table 3.
Projections of the cores of simulations with different spin pa-
rameters in the high mass halo are shown in Figure 17 at a
scale of 3 pc. While there are substantial differences between
the different runs, no clear trend relating fragmentation or gas
density profile to initial spin emerges. This result is easy to
understand in the context of Figures 18 and 19, in which we
plot average angular momentum as a function of mass en-
closed for the high and low mass halos respectively. Turbu-
lence is able to efficiently transport angular momentum away
from the inner regions of the halo and normalize the angular
momentum distribution for all runs to roughly the same level,
such that the dynamics of the core are dominated by the tur-
bulent motion rather than by initial rotation. The differences
we observe are more likely due to stochastic effects resulting
from the perturbation of the initial conditions.
In order to confirm that the initial spin does not correlate with
the amount of fragmentation in the halo, we identified clumps
in each simulation using the mechanism as described in the
previous sections. The number of clumps in each half-dex bin,
shown in Figure 20, show no identifiable relationship between
fragmentation and spin parameter.
5.3. Turbulence
To study the effects of the level of turbulent motion on the
evolution of our model, we simulated our high and low mass
halos with varying levels of turbulence. In our simulations,
the RMS velocity of the initial turbulent field is normalized
to some fraction fcs of the virial sound speed of the halo.
Here, we show results for halos with values of fcs from 0.0
(no turbulence) to 0.8 (trans-sonic turbulence). The full list of
turbulence related simulations can be found in Table 4. A pro-
jection through the core of the high mass halo for the different
runs is shown in Figure 21.
It is clear that even a small amount of turbulence has a dra-
matic effect on the evolution of the halo. In the runs with
no turbulence, the halo simply collapses radially and does not
fragment. When even a small amount of turbulence is added,
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FIG. 14.— Projections of average density through the densest point in the simulation for runs with different metallicity for our 106M⊙ halo. Each projection
has a width of 3 pc, and is taken when the central density has reached 1010 cm−3 .
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FIG. 15.— The number of bound or potentially bound clumps identified by our clump finding algorithm as partially bound for runs in which metallicity is
varied.
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FIG. 16.— Projections of average density through the densest point in the simulation for runs with different metallicity for our 107M⊙ halo at the scales where
the clump finder finds evidence of fragmentation in high mass halos. Each projection has a width of 0.05 pc, and is taken when the central density has reached
1010 cm−3. Substructure is evident in the higher metallicity runs (shown in the bottom row), and the clump finder confirms that some of these structures may
become gravitationally bound if cooling persists.
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FIG. 17.— Projections through the core of our simulations in which the spin parameter is varied. Although differences in structure are observed, there is no
systematic trend in the fragmentation with increasing spin. The width of each image is 3.0 pc.
the core becomes asymmetric and forms considerably more
substructure.
Once again, we attempt to quantify fragmentation by looking
for potentially bound collapsing clumps within our simula-
tion. In Figure 22, we show the distribution of clumps as a
function of density for different levels of turbulence. While
the level of fragmentation differs with the initial level of tur-
bulence, there is not a clear relationship between the two. In
fact, the most fragmentation seems to occur for intermedi-
ate levels of turbulence. We speculate that higher levels of
turbulence result in substantial shock heating of the gas as
the turbulence decays away, which suppresses the formation
of gravitationally bound clumps and also delays the collapse
of gas in the halo. This is supported by the collapse times
shown in Table 4, when both low and high mass halos with
the highest level of turbulence take longer to collapse than
their intermediate-turbulence counterparts.
5.4. Dust
To better understand the effects of dust on halo evolution, we
ran our fiducial model without dust chemistry – that is, as-
suming that all metals are in the gaseous phase. Comparisons
of the physical and thermal evolution of the runs with and
without dust are shown in Figure 23. Without dust, H2 is not
able to form in significant quantities until the onset of 3-body
reactions, which occurs around a density of nH ∼ 108 cm −3.
This inhibits the ability of the gas to cool at low densities. Ad-
ditionally, the gas does not undergo a second period of dust-
driven cooling at high densities.
6. DISCUSSION
With the results of our model in hand, we return to the ques-
tions we set out to investigate: which physical properties of
the star-forming halo affect fragmentation in low metallicity
gas, and is there a true ‘critical metallicity’ that governs the
transition from a high-mass Population III stellar IMF to one
that is more like the galactic IMF? We find that metallicity
does have an effect on gas fragmentation at densities above
nH ∼ 106 cm −3, corresponding to physical scales smaller than
0.1 pc. Our results lend tentative support to the idea of a criti-
cal metallicity found by Bromm et al. (2001) and Smith et al.
(2009), among others. However, on density scales below
nH ∼ 106 cm −3, corresponding to a physical scale of greater
than 0.1 pc, we do not find metallicity to have a strong im-
pact on fragmentation. We also find that the effect of vary-
ing metallicity on the thermodynamic properties of the gas,
as shown in Panel B of Figures 11 and 12, is not as dramatic
as is seen in other studies such as Omukai et al. (2005) and
Smith et al. (2009). In particular, the gas in all of our simu-
lations is able to cool below the 200 K floor set by molecular
hydrogen cooling. We explain the differences between our
results and previous work as reflecting our choice of initial
conditions and the physics, in particular the inclusion of dust
and deuterium chemistry, in our model.
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FIG. 18.— Average angular momentum vs. mass enclosed for runs with different initial spin parameters for our high mass halos when the central density of
each simulation reaches nH = 1010 cm −3 . By this point, turbulence has randomized the distribution of angular momentum.
6.1. The Role of HD Cooling
As discussed in Section 3, HD is a powerful coolant that can
lower the temperature of the gas substantially below the limit
set by H2 cooling. Because the formation of HD from H2 is
energetically favored (see Equations 12 and 13 and the dis-
cussion that follows), enough HD can form to have a signif-
icant impact on the thermodynamic evolution of the gas. In
order to confirm that HD is responsible for cooling the gas
below 200 K in the absence of metals, we have rerun our fidu-
cial model with a reduced chemical model that does not in-
clude deuterium chemistry. The results, shown in Figure 24,
confirm that the inclusion of deuterium chemistry is able to
lower the temperature of the gas well below the temperatures
reached by H2 cooling alone, even in the primordial runs. In
the case of the 10−3 Z⊙ run, the gas is able to cool all the
way to the CMB floor. As the combined H2 and HD cooling
rates dominate the metal cooling rate for metallicities below
10−3 Z⊙, there is little variation in the cooling properties of
the gas at low densities, leading to little change in fragmen-
tation at those densities as metallicity is varied (see Figures
11 and 15). For higher metallicities, the metal cooling rate
dominates, leading to increasing fragmentation with increas-
ing metallicity.
The importance of HD cooling in our simulations is surpris-
ing, given that other works have found HD cooling to be neg-
ligible (Omukai et al. 2005; Bromm et al. 2002) in gas with
low initial ionization. After investigating the factors affect-
ing the HD cooling rate, we conclude that the amount of HD
that forms is affected by the initial conditions of our simula-
tion. Starting from a low central density, the halo is able to
fully build up an accretion shock before collapsing. The col-
lapse reaches higher temperatures, possibly ionizing the gas,
and takes longer. In contrast, the one zone models used by
Omukai et al. (2005) do not develop the accretion shock and
assume a collapse which occurs on a dynamical timescale.
Bromm et al. (2002) starts from a higher initial density and
uses a top hat density profile, which again does not develop
the accretion shock and allows for a faster collapse.
6.2. The Role of Dust Cooling
Recent studies (Schneider et al. 2006; Clark et al. 2008;
Dopcke et al. 2011, e.g.,) have found that radiation from dust
grains can dominate the cooling of the gas at high (nH > 1012
cm −3) densities for gas with metallicity above 10−6Z⊙. These
simulations find support for a second metallicity threshold
around 10−5Z⊙, above which dust cooling leads to a sud-
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FIG. 19.— Same as Figure 18, but for the low mass halo.
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FIG. 20.— The number of bound or nearly bound clumps is shown for runs with with different initial spin parameter as identified by our clump finder. The
number of clumps in each half dex contour interval is shown above. Clump finding is performed when each run reaches a central density of nH = 1010 cm −3. The
fragmentation profile confirms that spin has no clear effect on fragmentation beyond perturbing the initial conditions.
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FIG. 21.— Projections through the core of our simulations in which the amount of initial turbulence is varied. The scale of each image is 3.0 pc.
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FIG. 22.— The number of bound or partially bound clumps is shown for runs with with different levels of turbulence. The RMS velocity of the initial turbulent
field is normalized to the fraction of the sound speed that is plotted on the y-axis. The number of clumps in each half-dex contour interval is shown above. Clump
finding is performed when each run reaches a central density of nH = 1010 cm −3.
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FIG. 23.— The effects of dust on the physical and thermal evolution of the halo are shown for the high and low mass halo. Panel A shows the physical evolution,
which is not greatly affected, as dust cooling is only important at high densities, as shown in Panel B. The primary effect of dust is to serve as a catalyst for the
formation of H2 and HD at low densities. The H2 mass fraction is shown in Panel C. Without dust, molecules are only formed once three body reactions become
important at nH ∼ 108 cm −3. The addition of dust allows the gas to cool at lower densities through molecular transitions, and at high densities where the dust
itself is able to radiate energy from the gas. In Panel D, the HD/H2 ratio is depressed by dust as more H2 is formed at low densities, decreasing the denominator.
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FIG. 24.— The mass-weighted average temperature is shown as a function
of density for simulations that include and neglect deuterium chemistry. The
conditions are the same as in our high mass and low mass fiducial runs.
den drop in temperature, spurring additional fragmentation.
The fragments which are formed predict a stellar IMF peak-
ing around 1 M⊙, consistent with modern-day star formation.
As our simulations do not follow the evolution of the gas to
densities above nH = 1010 cm −3, we are not able to observe
this fragmentation. However, in the simulations with metallic-
ities high enough for dust cooling to occur at densities below
nH ∼ 1010 cm −3, we observe that this dust cooling phase can
lead to significant fragmentation. Therefore, we expect that
we would have observed fragmentation in our lower metallic-
ities runs had we carried them up to higher densities.
6.3. Initial Density Profile
When we start our model from a relatively high initial density
(nH = 102 cm −3), the halo begins to collapse and fragment be-
fore the gas has been fully heated by the accretion shock. This
speeds up the collapse and does not give the gas enough time
to build up a significant amount of HD. This in turn inhibits
the gas from cooling at low densities. This is shown in Fig-
ure 25, which compares the physical, thermal, and chemical
properties of our high and low mass fiducial models, as well
as our high and low mass primordial models, with runs started
from a higher central density. Divergence in the evolution of
the gas is most evident in Panel b at densities below nH ∼ 102
cm −3. The gas collapses before the accretion shock has fully
developed, and the temperature reaches a maximum value be-
low 1,000 K, compared to over 10,000 K for the fiducial high
mass halo.
6.4. Limitations of This Work
While our simulations attempt to accurately model the col-
lapse and evolution of star forming halos of primordial com-
position and at low metallicities, our model is necessarily
limited by our idealized initial setup and from the choice of
physics included in our simulation. By modeling the collapse
as spherically symmetric, we ignore the effects of gas accret-
ing along filaments, which might modify the accretion shock
we observe. Similarly, we model an isolated halo, which
eliminates halo growth and heating due to mergers. This
has been shown to affect the thermodynamic behavior of the
gas (e.g., O’Shea & Norman 2007), but in somewhat unpre-
dictable ways.
Our model makes several assumptions about the chemistry
of the gas that may effect the evolution of the halo. While
our assumption of uniform metallicty is likely not correct,
violent relaxation in post-merger halos could efficiently mix
the gas, making our approximation of uniformity appropriate.
Throughout this work, we have assumed that the distribution
of metals follows a scaled solar abundance. While it is quite
possible that the heavy elements produced by the first gener-
ation of stars might not have had a solar abundance pattern
(as has been implied by observations of metal poor stars –
see Beers & Christlieb (2005)), what matters in our simula-
tion is the overall cooling rate of the gas, not the details of
the composition. If the composition of the gas were varied
compared to solar, it would potentially change the metallicity
where changes to the fragmentation become evident, but not
the qualitative behavior shown in this work.
Throughout this work, we have assumed that the gas in the
halo of interest is mostly neutral and has not been ionized by
previous star formation. It is important to note that many low
metallicity stars may form in halos that have hosted previous
generations of star formation, meaning that our assumption of
no previous ionization may not be valid in all cases. As dis-
cussed in Smith et al. (2009) and Glover (2008) among oth-
ers, previous ionization and subsequent recombination could
affect the molecular fraction, as free electrons serve as cata-
lysts during the molecule formation process.
Another source of uncertainty comes in the assumed proper-
ties of dust in our dust model. Through out this work, we have
assumed dust grains with a size distribution and composition
similar to grains in the solar neighborhood. If the properties
of dust grains in early universe or low metallicity environ-
ments were drastically different from those in our model, our
assumptions of the H2 formation rate on dust grains and the
rate of cooling from dust would not necessarily be valid. Until
dust properties can be further constrained, the effects of dust
on the formation of the first stars can not be fully understood,
and our assumption of solar neighborhood like dust proper-
ties is reasonable (see Omukai et al. (2005); Schneider et al.
(2006); Schneider & Omukai (2010) for more discussion).
As discussed in the preceding section, the initial conditions of
the simulation are important for determining the outcome of
the fragmentation process. Perhaps the largest uncertainty in
this study comes in the choice of initial conditions for our low
metallicity halos. Although we have attempted to base our
simulations on the results of cosmological simulations, the
properties of ‘typical’ early universe star forming halos are
still in the process of being constrained (e.g., see Crosby et al.
2013). Future generations of semi-analytic and cosmological
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FIG. 25.— The effects on the physical, thermal, and chemical evolution of the gas when the simulation is started from a higher initial gas density. Conditions
are the same as in our fiducial run, except that the central gas density is ρc = 100 cm −3instead of ρc = 1 in our fiducial model. When the central density is
higher, the gas collapses before it has time to erase the imprint of the initial conditions. The accretion shock is not fully formed, resulting in no ionization and the
formation of less HD at low densities. The lower HD fraction prevents the gas from cooling to the level seen in the fiducial model.
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hydrodynamic simulations will be able to better constrain the
conditions under which the Population III to metal enriched
star formation transition occurred.
7. SUMMARY AND CONCLUSIONS
In this work, we have explored the parameter space of frag-
mentation in low metallicity star forming halos with the goal
of better understanding the transition between metal-free and
metal-enriched star formation. We have done so using the
adaptive mesh hydrodynamics code Enzo, with initial condi-
tions modeled on the results of simulations that start from cos-
mological initial conditions. Our simulations utilize a chem-
ical model that includes deuterium chemistry. We have also
included a dust model that tracks the formation of H2 on dust
grains as well as heating and cooling by dust grains. In our
study, we have systematically varied the metallicity, the initial
spin rate, and the level of turbulence of halos with initial dark
matter masses of 106 M⊙ and 107 M⊙, with the aim of de-
termining the effects of each parameter on gas evolution and
fragmentation. Additionally, we have conducted simulations
where we vary the physics that are included in our model and
the form of our initial conditions in order to investigate how
these properties affect our results.
We have carried out a number of simulations where NJ , the
number of cells required to cover the local Jeans length, is
varied. We find that a change in the qualitative properties of
the fragmentation occurs after between NJ = 32 and NJ = 64.
We use NJ = 64 in our studies, but caution that increasing NJ
further might have non-negligible effects on the fragmenta-
tion.
We conclude that varying the metallicity of the cloud has the
largest impact on fragmentation, although its influence is less
important than in previous works. As metallicity is increased,
the gas is able to cool and collapse faster, which increases
fragmentation. Above a metallicity of 10−4 Z⊙, the gas is
able to fragment at higher densities, leading to the formation
of substructure on sub-parsec scales and a multitude of pos-
sible star formation sites. We would likely see dust induced
fragmentation at lower metallicities if we carried our simu-
lations up to higher densities. We find tentative support for
the idea of a critical metallicity, but do not see as much of a
variation in evolution as has been reported in previous works.
We find that the initial spin has negligible effect on fragmen-
tation. The level of turbulence in the initial velocity field has
been shown to alter the fragmentation of the cloud, but does
not do so in a systematic way, with intermediate levels of tur-
bulence typically resulting in more fragmentation than either
high or low levels.
Our final results were found to be influenced by the initial
conditions of our simulation as well as the physics included in
our code, and are in generally good agreement with previous
works. We found that the inclusion of deuterium chemistry
alters the thermal evolution of the gas at all metallicities by
allowing the gas to cool below the lower limit of H2 at densi-
ties lower than the regime in which metal cooling dominates.
The amount of HD that is formed and the densities where it
forms is heavily dependent on the initial density profile and
the subsequent evolution of the cloud. In this study we have
purposely started from a low initial density so that the simula-
tion will have time to evolve, and thus erase the details of the
initial conditions. When we have started the simulation from
a higher central density, the halo collapses before the gas has
had time to fully form an accretion shock. The resulting col-
lapse does not form a significant amount of HD, resulting in
higher temperatures during the collapse.
The initial mass function of the first stars and the nature of the
transition from metal free to low metallicity star formation re-
main open questions. As current observations cannot directly
detect the first generation of stars, simulation has emerged as
the main method for studying the evolution of baryons in the
early universe. Semi-idealized simulations are a powerful tool
for exploring the formation and evolution of the first stars, but
their results can only be considered valid if the simulations in-
clude the relevant physics and initial conditions, which must
be inferred from simulations based on cosmological initial
conditions. Further, these calculations must be resolved nu-
merically; inadequate spatial resolution suppresses fragmen-
tation, thus fundamentally affecting results. These simula-
tions in turn can benefit from semi-idealized models in order
to determine what regions are most likely to host the sites of
low metallicity star formation. It is our hope that with future
increases in computing power and a better understanding of
the conditions in the early universe, the transition from Pop-
ulation III to metal-enriched star formation and the history of
the first stars in the universe can be fully understood.
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TABLE 1
VARYING METALLICITY
Run Halo Mass (M⊙) Metallicity (Z⊙) Collapse Time
lmzmi 106 0.0 95.156
lmzm6 106 10−6 95.070
lmzm5 106 10−5 94.677
lmzm4 106 10−4 93.430
lmzm3 106 10−3 91.196
lmzm2 106 10−2 85.805
hmzmi 107 0.0 57.229
hmzm6 107 10−6 57.506
hmzm5 107 10−5 56.532
hmzm4 107 10−4 56.472
hmzm3 107 10−3 55.360
hmzm2 107 10−2 51.314
NOTE. — These are the runs performed in this work to test the effects of varying metallicity. Aside from the metallicity, all runs have the same parameters as
the fiducial models. The last column gives the time in millions of years for the simulation to reach a maximum density of nH = 1010 cm−3.
TABLE 2
VARYING JEANS REFINEMENT
Run Halo Mass (M⊙) Jeans Cells Collapse Time (Myr)
lmj4 106 4 91.114
lmj8 106 8 91.150
lmj16 106 16 91.912
lmj32 106 32 91.531
lmj64 106 64 91.606
hmj4 107 4 54.381
hmj8 107 8 54.841
hmj16 107 16 52.673
hmj32 107 32 54.407
hmj64 107 64 54.257
NOTE. — These are the runs performed in this work to test the effects of varying the Jeans refinement criteria. Other than the number of cells required to
cover the Jeans length, all runs have the same parameters as the fiducial models. The last column gives the time in millions of years for the simulation to reach a
maximum density of nH = 1010 cm−3.
TABLE 3
VARYING SPIN
Run Halo Mass (M⊙) Spin Parameter λ Collapse Time (Myr)
lmsp00 106 0.00 91.614
lmsp01 106 0.01 91.572
lmsp03 106 0.03 91.519
lmsp05 106 0.05 91.603
lmsp07 106 0.07 91.582
lmsp09 106 0.09 91.533
hmsp00 107 0.00 53.731
hmsp01 107 0.01 54.054
hmsp03 107 0.03 54.427
hmsp05 107 0.05 54.051
hmsp07 107 0.07 53.023
hmsp09 107 0.09 54.302
NOTE. — These are the runs performed in this work to test the effects of varying the rotation, as characterized by the dimensionless spin parameter λ. Other
than the spin parameter, all runs have the same parameters as the fiducial models. The last column gives the time in millions of years for the simulation to reach
a maximum density of nH = 1010 cm−3 .
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TABLE 4
VARYING TURBULENCE
Run Halo Mass (M⊙) Turbulence Factor λ Collapse Time (Myr)
lmt00 106 0.0 70.278
lmt02 106 0.2 86.686
lmt04 106 0.4 91.599
lmt06 106 0.6 98.232
lmt08 106 0.8 108.922
hmt00 107 0.0 19.760
hmt02 107 0.2 55.234
hmt04 107 0.4 54.087
hmt06 107 0.6 61.464
hmt08 107 0.8 62.704
NOTE. — These are the runs performed in this work to test the effects of varying the degree of turbulence. The RMS of the initial turbulent velocity field is
normalized to some fraction of the halo sound speed. This is shown in the third column. Other than the degree of turbulence, all runs have the same parameters
as the fiducial models. The last column gives the time in millions of years for the simulation to reach a maximum density of nH = 1010 cm−3.
TABLE 5
OTHER RUNS
Run Halo Mass (M⊙) Collapse Time (Myr) Description
lmnd 106 92.711 No Dust
hmnd 107 55.270 No Dust
lmm2 106 93.013 Reduced Chemical Network
hmm2 107 55.571 Reduced Chemical Network
hmhd 107 4.651 Higher Initial Density
hmhdp 107 5.677 Higher Initial Density (Primordial)
lmhd 106 12.315 Higher Initial Density
lmhdp 106 16.300 Higher Initial Density (Primordial)
NOTE. — This table shows additional runs performed in this paper. In all cases, the parameters are the same as those of our fiducial model unless otherwise
noted. In the first set of runs, we do not include dust chemistry. In the second set of runs, we use a reduced chemical model which does not include Deuterium
chemistry. In the third set of runs, we start with an initial baryon density 100 times higher than in our fiducial model.
