Abstract-Stability analysis of micropower networks is gaining importance given the dwindling gap of power generation and demand as well as increasing penetration of intermittent renewable energy sources. Instead of using prevalent smallsignal analysis-based approaches, with predictions typically limited to the vicinity of the equilibrium, the outlined approach provides a sense of global/semiglobal stability. With regard to the latter, current approaches to stability analysis are primarily based on time-domain-, energy-function-, and commonLyapunov-function-based analyses. This paper outlines a stability analysis approach based on polynomial Lyapunov function, which is determined algorithmically using sum-of-squares optimization in order to maximize the region of attraction (ROA) of an equilibrium solution. This procedure precludes the need for prior knowledge of the form of the Lyapunov or energy function. In this paper, the tradeoff between accuracy of determining the ROA of a power-system model and the computation overhead incurred is evaluated.
I. INTRODUCTION
A STABILITY-ANALYSIS tool investigates the dynamic behavior of a micropower network following a destabilizing event and/or disturbance in the system. The primary objective of the stability analysis is to address the evolving behavioral dynamics involving the electrical distribution network, electrical loads, and the generators. In typical smallsignal analysis [1] , [2] , the stability of equilibrium solution of the overall nonlinear power network model is obtained by linearizing the nonlinear model. The validity of the linearized (small-signal) model is near a small vicinity of the equilibrium solution, and hence using this model, the behavioral dynamics of the original system in the presence of large-signal response is not possible to carry out [3] , [4] . In order to prove the large-signal stability of a micropower network [5] , [6] , a Lyapunov function (LF) V (x) has to be found that fulfills the Lyapunov conditions in a domain around the equilibrium point (located at x = 0, where x is the state variable vector) [7] , [8] V (x) > 0 for ∀x = 0 V (0) = 0 (1)
where F(x) are the functions of the differential equations of the analyzed systemẋ
In addition to assessing the stability of the system, from a practical point of view, it is useful to determine the region of attraction (ROA) of the equilibrium point(s) x eq to assess robustness. Conceptually, the ROA of an equilibrium state x eq is the set of all the states x from which the network evolves to the equilibrium point x eq without quitting the ROA itself. Mathematically, the ROA can be defined [7] as a compact invariant set, connected to the equilibrium state x eq defined by
Once the LF and the value γ have been obtained, the stability in a state x of the system can be assessed simply by checking if V (x) < γ , which requires a considerably faster evaluation than other analysis methods. The first objective of this paper is to evaluate the feasibility of applying sum-of-squares (SOS) optimization [9] , [10] techniques to determine a polynomial LF (PLF) in micropower-network stability problems. Once the feasibility has been determined, a second objective of this paper is to determine the ROA estimate of the equilibrium. A final objective is to assess the validity of the stability predictions (i.e., the ROA) obtained using the PLF with that obtained using time-domain simulation (TDS).
II. SYNTHESIS OF POLYNOMIAL LYAPUNOV FUNCTION
The stability of a system would be demonstrated just by identifying an LF satisfying (1)-(4) in a specific domain. However, as shown in Fig. 1 , each LF leads to a different estimation of the ROA. Because the goal is to obtain the best possible estimation of the ROA, optimization techniques have to be used to determine the best LF (i.e., the LF leading to the widest estimate of the ROA). To force V (x) to fulfill the Lyapunov conditions in the widest possible domain, a set containment problem is formulated with the following three different sets (as shown in Fig. 2 2) Set B (Red): Set of the states x for which an arbitrary γ is an upper bound of the LF V (x). 3) Set C (Blue): Set of the states x for whichV (x) is negative. It should be noted that this the only set that directly depends on F(x). 4) Set A ⊆ set B ⊆ set C. To solve this problem, set A is progressively expanded by increasing β, which in turn expands set B by forcing an increase in γ until the limits of set C are reached. The procedure can be expressed in terms of the following optimization problem:
To express the set containment conditions in terms of inequalities, the polynomial S-procedure [11] can be used. Given two sets S 1 and S 2 and two polynomials g 1 and g 2 defined so that
The polynomial S-procedure establishes that S 1 is included in S 2 if there exists a positive definite polynomial λ (x) such that
Finally, in order to overcome the difficulty of demonstrating the positive definiteness, the positive definiteness conditions are relaxed into SOS condition, leading to the following formulation of the problem:
where
, and s 2 (x) are SOS; 1 and 2 are arbitrary positive numbers; and p(x) is a fixed SOS polynomial that determines the shape of set A that is progressively enlarged to force set B to grow.
III. STABILITY-ANALYSIS ALGORITHM
The optimization problem formulated in (8)- (11) is bilinear in many of the decision variables, namely, the terms (10) and the term s 1 (x) · β in (11) . An SOS problem, however, has to be linear in the decision variables. Hence, an iterative procedure is needed to approximate the bilinear expressions by several consecutive linear approximations [12] . This sequential approximation, referred to as VS iteration, allows one to expand an initial estimation of the ROA. While providing good results in many cases, this procedure has some weaknesses from a practical point of view. First, the selection of the shaping polynomial p(x) can be critical for obtaining a good estimate of the ROA. Unfortunately, the selection of the right p(x) depends on the specific model and is not trivial. Second, the performance of this procedure requires an initial estimation of V (x), which is not always easy to know a priori. To overcome the limitations of using a fixed p(x), a double-loop scheme is proposed that sets p(x) = V (x) when the VS iteration has converged to a β and restarts a new VS iteration until p(x) converges. In this paper, two different algorithms have been considered that are outlined in the following and their performances have been evaluated: 1) Algorithm A [captured in (Fig. 3) ], which uses a standard VS iteration as outlined in [12] , comprises Steps 1-5a and 2) Algorithm B, in which p(x) is updated in each iteration based on V (x), comprises Steps 1-4 and 5b. The steps are described as follows: 1)
Step 1: To start the VS iteration, a first estimation of the LF is determined using the linear approximation of (3) in the vicinity of the equilibrium point yielding the following:ẋ
where A is the Jacobian of F(x). Once A has been determined, if all of its eigenvalues are found to have negative real parts, then there exists a positive-definite matrix P (where Q must be positive definite) that satisfies the following condition:
The corresponding LF is determined using
2)
Step 2: In this step, V (x) is held fixed while γ and s 2 (x) are determined using (9) and (11), using the bisection method to iteratively determine the biggest value of γ . 3)
Step 3: In this step, V (x) is held fixed while both β and s 1 (x) are determined using (10) . Because (10) is bilinear in β and s 1 (x), bisection is used to obtain s 1 (x) while keeping β fixed.
4)
Step 4: In this step β, γ , s 1 (x), and s 2 (x) are held fixed while V (x) is determined using (8)- (11) and normalized with respect to γ to avoid numerical problem.
5)
Step 5a: If the value of β converges, the iteration process is stopped; otherwise, the process flow restarts at Step 2. 6)
Step 5b: Determine the variation in the shaping function as follows:
and subsequently set p(x) = V (x). If the sum of the squares of the coefficients of the polynomial p(x) attains a value lower than a specified threshold, the iteration process is stopped. Otherwise, the process flow restarts at Step 2. It should be noted that in Algorithm B, comparison of the values of β obtained from different iterations does not provide any meaningful information about the convergence because p(x) changes in each of the iterations. Therefore, other criteria such as the N-D volume (referred to as N-volume in this paper) contained inside the ROA have to be used to compare successive estimations of the ROA or the ROAs obtained using different methods.
IV. DYNAMIC MODEL OF A MULTIMACHINE
MICROPOWER NETWORK Fig. 4 shows the structure of the microgrid that has been considered in this paper, which is composed of a set of n synchronous generators (one of whom represents an infinite grid) and m fixed loads, interconnected by electrical lines. Equations (16) and (17) are posed for each generation bus (represented in the left side), while (18) is posed for each load bus. In such a micropower network with n generators, the swing dynamics of the i th generator is given bẏ
is the difference of angles of the voltages at buses i and j , ω i , D i , and M i are, respectively, the angular speed, the damping, and the inertia constant of the generator, P mec,i is the mechanical power fed to the rotor of the generator, U i is the modulus of the voltage, and G ij and B ij are the real and imaginary parts of the i th and j th elements of the nodal admittance matrix Y bus . If the i th generator is assigned to be the slack generator, (16) is not taken into account because δ i = 0. If the i th generator is assumed to be infinite, M i is infinite, and therefore, ω i is assumed to be constant (i.e.,ω i = 0). The power P L ,i consumed by the loads at the i th bus is expressed as follows:
where N represents the total number of buses.
Equations (16)- (18) are rewritten as a differential-algebraic equation
and N 0 represents the index of the first load bus, N 0 + 1 represents the second load bus, and so on, and
. . .
Expressing Y in terms of X using the algebraic equation 
is used to obtain the dynamical model in the error coordinates. In (21), ω i,SS and δ i,SS are the steady-state values for ω i and δ i , and ω i and δ i represent the differences between the instantaneous and the equilibrium values of the states. Finally, the resultant model in the error coordinates is expanded using the Taylor series to obtain a dynamical model in polynomial form.
V. CASE A: SYSTEM WITH NO LOSSES

A. Model Description
The first of the test cases is a fourth-order nonlossy model that has been extensively used as a reference case [13 
The dynamic model (22) has multiple equilibrium points [obtained by equating the right-hand side of (22) to 0] with the nominal equilibrium being (x 1,eq = 0.02001, x 2,eq = 0, x 3,eq = 0.06003, x 4,eq = 0). Using this nominal, 
Subsequently, using a Taylor series, (23) is converted to Taylor-polynomial (TP) representations of degree 3 and 7 using, respectively, (24) and (25). Accuracies of these TP models are illustrated in Fig. 5 (the best TP estimates are those closer to the TDS-based contour, without trespassing its limits). The degree of the TP approximation is decided keeping an eye on the tradeoff between model accuracy and computational overhead for determining the PLFs and the ROA. For this analysis, the convergence is determined after 5000 time steps of 10 ms each by assessing if the differences between the final and equilibrium values of the state variables are within an N-D sphere (N-sphere) of radius 0.1.
To facilitate the analysis of results obtained in this study case, Fig. 6 shows the ROA around the equilibrium point (green area) to which several transients have been superimposed. The initial states are represented with a cross, while the final states are depicted with a circle and a point. The stability conditions ensure that all the trajectories starting inside the ROA will never leave the ROA. Thus, unlike small-signal stability, the PLF-based ROA approach ascertains the large-signal stability of the corresponding equilibrium solution. That is, without doing any TDS, one can ascertain the convergence of an evolving state trajectory if the initial condition lies within the ROA that represents the invariant subspace. Fig. 7 shows the ROA obtained using Algorithms A and B using the TP of degree 3 of model (24). The N-volume of the ROAs has been calculated to allow a uniform comparison of the extension of each ROA, independently of the shaping function used in each case
B. Stability Analysis 1) Performance Analysis Using the TP of Degree 3:
The Monte Carlo-based function p-volume approach [14] has been used for determining the N-volumes. Fig. 8 compares the temporal evolution of the N-volume of the ROA estimated with Algorithms A and B. All the tested algorithms show a big improvement of the ROA estimation in the first iterations followed by a slowing down phase. Table I shows the polynomials obtained using Algorithm A (β = 3.2860 and γ = 1.0002 that following Steps 2 and 3 are obtained using the bisection method over a prespecified range of 0.01-100 for both the parameters). It shows how the PLF is dependent on the state variables and the coefficients corresponding to these state variables with varying degrees that are also indicated in Table I . Table II shows the polynomials obtained using Algorithm B (β = 0.6645 and γ = 1.0002). The executions of Algorithm A stopped after iteration 24, before reaching the maximum number of iterations (which was set to 60), when the variation of β was lower than 0.05% of its value. The N-volume always increased until the increase is sufficiently small. On the other hand, Algorithm B achieves a better estimation of the ROA because of its ability to adapt p(x), but it is not guaranteed to monotonically converge to the largest ROA and can incur some small oscillations as observed in Fig. 8 . Fig. 9 shows the ROA obtained using Algorithms A and B using the TP of degree 7 of model (25). Table III shows the polynomials obtained using Algorithm A (β = 4.4083 and γ = 1.0002). Table IV shows the polynomials obtained using Algorithm B (β = 0.7477 and γ = 1.0002). Fig. 10 compares the temporal evolution of the N-volume of the ROA estimated using Algorithms A and B. All executions of Algorithms A and B stop when the maximum number of iterations (which is set at 60) is reached. Each iteration takes a different amount of time depending on the degree of the polynomials and the algorithm used. For each iteration, N-volume of the ROA estimate increases for Algorithm A, whereas Algorithm B yields a better estimate of the ROA relatively faster, but may incur small oscillations.
2) Performance Analysis Using the TP of Degree 7:
VI. CASE B: SYSTEM WITH LOSSES
A. Model Description
The second test case is a fourth-order model (26) with losses, which has been used in the literature as a reference case [13] . In (26), x ij = x i − x j . The nominal equilibrium of (26) is (x 1,eq = 0.4680, x 2,eq = 0, x 3,eq = 0.04630, x 4,eq = 0). Using this nominal equilibrium and following Section IV, (26) is transformed to a TP representation of degrees 3 and 7, respectively, as captured in (27) and (28) (see the next page). Accuracies of these TP models are illustrated in Fig. 11 , where convergence is determined after 5000 time steps of 10 ms each by assessing if the differences between the final and equilibrium values of the state variables Fig. 12 shows the ROA obtained using Algorithms A and B using the TP of degree 3 of model (27). Fig. 13 compares the temporal evolution of the N-volume of the ROA estimated using Algorithms A and B. Algorithm B yields a better estimate of the ROA relatively faster (with minimal oscillations) compared with Algorithm A. Table V shows the polynomials obtained using Algorithm A (β = 0.5760 and γ = 1.0002). Table VI shows the polynomials obtained using Algorithm B (β = 0.9834 and γ = 0.9995). As indicated in the description of the algorithms (see Steps 2 and 3), γ and β are obtained using the bisection method over a prespecified range (in this case, the range [0.01, 100] for both parameters).
B. Stability Analysis 1) Performance Analysis Using the TP of Degree 3:
2) Performance Analysis Using the TP of Degree 7: Fig. 14 shows the ROA obtained using Algorithms A and B using the TP of degree 7 of model (28). Fig. 15 compares the temporal evolution of the N-volume of the ROA estimated with Algorithms A and B. Convergence of Algorithm B is faster, with no oscillations. Table VII shows the polynomials obtained using Algorithm A (β = 0.5542 and γ = 1.0010). Table VIII shows the polynomials obtained using Algorithm B (β = 0.9850 and γ = 1.0010).
VII. CONCLUSION
An investigation into the effectiveness of polynomialLyapunov-function-based methodology for stability analysis of a micropower network is outlined. While the condition of LF-based stability analysis remains the same, what is different is how the LF is determined autonomously using a semidefinite optimization-based methodology along with determining the ROA of the equilibrium solution without using computationally intensive time-domain solution. Furthermore, two algorithms are outlined and the mechanism and their efficacies and convergence analyses are illustrated for a lossless 
