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Preface 
This dissertation entitled, "Exponential Distribution in Life Testing" is 
submitted to tlie Aligarh Muslim University, Aligarh for the partial fulfillment of 
the requirements for the degree of Master of Philosophy in the Department of 
Statistics and Operations Research. In life testing the simplest and the most widely 
used probability model is the one or two parameter exponential distribution. In this 
dissertation an attempt has been made to bring out basic concepts and some 
g-important results about exponential distribution in life testin 
This dissertation consists of five chapters. 
The first chapter is an introductory chapter that describes the basic 
mathematical assumption and definitions and concepts to understand the 
subsequent chapters. 
The second chapter deals with the essential features of Exponential 
Distribution which makes easy the systematic study of the subject. In this chapter 
the properties of the exponential distribution, characteristics theorems, related 
distribution to the exponential distribution and applications of the exponential 
distribution brings about the simplification of some assumptions. 
The third chapter deals with the one parameter exponential distribution. In 
this chapter we also discuss the method of maximum likelihood estimation and 
also the estimation for censored data under type I and type II Censoring. 
In the fourth chapter we discuss the two parameter exponential distribution 
and various methods of estimation of the two parameters. 
The fifth chapter deals with some important results. Best linear unbiased 
estimators (BLUEs) and maximum likelihood estimators (MLEs) of location 
parameter and scale parameter based on type II doubly censored samples from K 
( > 1) exponential distributions are obtained. 
References of the books and journals consulted during the preparation of this 
dissertation are the last component of the present work. 
My ambition has been to expose the subject matter in a simple and concise 
way. I have tried my best to make the subject matter clean and worth 
understanding. 
CHapter - 1 
Chapter 1 
BASIC CONCEPTS 
In this chapter we have introduced those concepts and results that are to be 
frequently used in subsequent chapters. 
1.1. Definitions 
1.1.1. Random variable 
A real valued function / ( ) defined on x is said to be c/i-measurable 
function, if for every real number c , 
[x • fix) <c}EcA. 
If (x,A,P) is a probability space, then an c/Z-measurable function / ( ) is called 
random variable. 
1.1.2. Distribution Function 
Let ^ be a random variable. The function F, defined for all real x by 
Fix) = PiX <X) = Pio) : XiCx)) <X), -CG<X<'X, 
is called the distribution function (d.f) of the random variableCJ). 
(i) Discrete Distribution Function 
If X is a discrete random variable with set of possible values given by a 
countable number of points Xi,X2,X2, and numbers Pi,p2, such that 
Pi > 0, Y.t=iPi — 1 y denote the corresponding probabilities, then 
F(x) = ^ A 
i'Xi<x 
is called a discrete distribution function. 
(ii) Continuous Distribution Function 
If X is a continuous random variable with the p.d.f. fix), then the function 
Fx(x) = PCX <x) = i^Jit) dt, -CX5 < X < 00 
is called a continuous distribution function. 
Any function Fxix) may be d.f of a random variable X if it satisfies the following 
conditions: 
(i)limt__^,F^(x) = 0 
(ii)limt^^F^(x) ^ 1 
(iii) Fxix) is a non decreasing function of x. 
(iv) Fxix) is right continuous i.e. 
lim;,^o Pxi^ + /i) = Fix) ,h>0 
1.1.3. Probability Mass Function 
If X is a discrete random variable with distinct value x^, X2, , x^ then, 
The function 
(P(X = Xi) ^fi, i = 1,2,3 
fxM = jo elsewhere 
is called the probability mass function of random variable X, provided fi > OVi 
and^ / i = 1-
1.1.4. Probability Density Function 
A random variable x is called a continuous random variable if its cdf, F(x) 
is absolutely continuous in the mathematical sense. 
A cdf F(A') is absolutely continuous if and only if its derivative—F(X) exists. 
For continuous random variableA', / ( x ) = —F(X) is called the probability density 
function of X. Again (p.d.f) is sufficient to determine the probability model, since 
the c.d.f may be obtained by integrating the (p.d.f), i.e.P[A' < x] = J_ fiz)dz, 
and to obtain elementary probabilitie, we have the relation 
rh 
P[X^ [a.b]] = P[a<x<h]= f{z)dz = F{h)-F{a) 
For examples, if 
Then the corresponding p.d.f is 
0 X <0 
( 
x>0 
1.1.5. Location and Scale Parameters 
Let f(x) be any pdf, and then the family of pdfs/(x — fj.), indexed by the 
parameter^a, —oo < /i < co, is called the location family with standard pdf/(%) and 
/i is called the location parameter of the family. 
Further let f(x) be any pdf Then for any a > 0, the family of pdfs (l/a)f(x/a), 
indexed by the parameters, is called the scale family with standard p.d.f/(x) and 
a is called the scale parameter of the family. 
1.2. Expectation 
If X^-Fxix) then, the mean or expected value of a continuous random 
variable X is defined as 
lix = E(X) = S:^^xfix)dx 
and for discrete random variable, 
1.2.1. Moment Generating Function 
Let X be a random variable with c.d.f F;^ '. The moment generating function 
(mgf) of X(or Fx), denoted by Mx{t) is given by 
Mx{t) = Ee'\ 
provided that the expectation exists for t in some neighborhood of 0, i.e. there is an 
/i > 0 such that, for all t in —h < t < h,Ee'-^ exists. If the expectation does not 
exist in a neighborhood of 0, we say that the moment generating function does not 
exist. 
More explicitly, we can write the m.g.f of v'(' as 
Mx{t) = J_ e'-^fxix) dx MX is continuous, 
Mxit) - Ex e^'^PC^ = x) If X is discrete. 
It is very easy to see how the m.g.f generates moments. 
We summarize the resuk in tlie following theorem. 
Theorem: If A' has mgfM;;'(t), then 
EX'' = M^x^{0) 
where we define 
i.e., the n'^ '^  moment is equal to the n^^^ derivative oiMxit) evaluated at t = 0. 
Proof Assuming that we can differentiate under the integral sign, 
We have 
-Mx{.t)^-r e'''fx(x)dx 
it ^^ -^ dt-'-oo ^A V ^ 
= C{^e")Mx)dx 
r_S=^e") f,(x)dx 
EXe tx 
Thus, 
•^^M^(t)U^o = EXe''^\,^o = EX. 
Proceeding in an analogous manner, we can establish that 
£;M,(t)\,^, = EX-e'>'\,^o = EX-. 
1.2.2. Characteristic Function 
The function 0 ( 0 = E{e'^^) 
where t is a real number and i is the imaginary unit, is called the characteristic 
function of the random variableA'. 
1.3. Reliabilit> 
We often talk of an 'object' being reliable in the sense that it can be trusted 
to perform a certain job to the satisfaction of the 'USER' under "normal 
condition". For example a car is said to be reliable if we are sure to complete our 
journey without any breakdown on the way, provided nothing unusual (like 
hailstorm, fog, torrential rain or an accident) happens. Of human beings, 
newspersons often talk of 'reliable sources'. In both the cases the word reliable 
means 'dependable' or 'trustworthy'. 
The scientific meaning of the term reliability is repeatedly or consistency. A 
measure is considered reliable if it would give us the same result over and over 
again (assuming that whatever we are measuring is not changing). 
Reliability as a concept in Industrial Engineering can be defined as "freedom from 
failure", "the ability to perform the specified mission" for a specified time under 
specified condifions. In the field of Statistics, the reliability is defined as the 
characteristic of an item expressed by the probability that it will perform a required 
function under stated conditions for a stated period of time. 
1.3.1. Measurement of the Reliability 
Out of the several definitions available, the most comprehensive definition 
of reliability is given by Crowder et al. (1991): 
"'Reliability of a system (or a component) refers to its ability to operate properly 
according to a specified standard". 
Going by this definition, it is felt that different measures of reliability are 
necessary, as different devices may have different objectives and standard. The use 
of a certain device actually determines the kind of reliability measures that is most 
meaningful and most useful. For example, the reliability measure associated with 
nuclear power reactor components is frequently taken to be the failure rate, since 
failure of a reactor is of primary concern. On the other hand a power supply for a 
deep space probe must function without failure for the entire mission is the most 
important measure of reliability. We now describe a commonly used measure of 
reliability that is based on the probability of an item that functions until first 
failure, functioning beyond some specified time. 
1.3.2. Reliability Function 
Reliability is described by the reliability fimctionR{t^ that is probabiUty that 
a system or a component will carry out its mission through time t (Rigdon and 
Basu (2000)) 
The reliability function (also called the survival function) evaluated at time t is just 
the probability that the failure time T is beyond time t. Thus the relation that 
defines the reliability function is given by 
R{t) = P{T>t) = l-F{t), (1.3.1) 
where F{t) is the c.d.f. of the failure time 7, which is supposed to be a random 
variable. Obviously, 
F{t) = ilf{t)dt (1.3.2) 
The c.d.f is also known as unreliability function, which is represented by Q{t), i.e 
Q{t) = F{t)^ilf{t)dt (1.3.3) 
These two states are also mutually exclusive. Since reliability and unreliability are 
the probabilities of these two mutually exclusive states, the sum of these 
probabilities is always equal to unity. So then: 
Qit) + R{t) = l, 
R(t) = l-Q(tl 
Rit) = l-i'fit)dt, 
'0 
Rit) = i;f(t)dt. (1.3.4) 
1.3.3. Failure Rate/ Hazard Rate 
Let T be the life time of an equipment and f(t) be its failure p.d.f then its 
failure rate is defined as 
^^^^i%^&^' — = 
Although R(t) is a decreasing function of time, / ( t ) is not necessarily so. It may 
be decreasing, increasing, constant, symmetric or skew. Thus the behavior of/i(t) 
is dependent o f / ( t ) . 
1.4. Life Testing 
Most estimation methods assume the existence of failure data obtained from 
life testing. Depending on the purpose of such testing, a random sample of n 
devices from a hypothesized population of such devices is placed on test under 
specified environmental conditions, and failure times of some or all of the units are 
observed. If each device that fails is immediately replaced by a new one, the 
resulting life testing is called a test with replacement otherwise, the life test is said 
to be a test without replacement. If the devices are so large that it is not 
economically feasible to test each device until its failure, then in such cases the life 
test is often truncated or censored. A time truncated life test is one which is 
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terminated after a fixed period of time, whereas an item censored life test is one 
which is terminated after a specified number of items have failed. Time truncated 
life tests are often referred to as type I censored life tests, whereas item censored 
life tests are often called type II censored life tests. 
Life Test Experiments: 
Epstein (1958, 1960) considered several possible life test experiments of which the 
most commonly used are, 
(i) Testing is terminated after a pre specified number of failures have occurred, 
failures are replaced (Type II: item censored testing with replacement). 
(ii) Testing is terminated after a pre specified number of failures have occurred, 
failures are not replaced (Type II: item censored testing without replacement). 
(iii) Testing is terminated after a pre specified time has elapsed; failures are 
replaced (Type I: time truncated testing with replacement). 
(iv) Testing is terminated after a pre specified time has elapsed; failures are not 
replaced (Type I: time truncated testing without replacement). 
1.5. Exponential Distribution 
The exponential density function is given by 
f(t)=Xe-^' 
where t>0. The parameter A determines the "rate" at which events occur. 
We shall show that the mean \i of the distribution is equal to 1/A, and the 
distribution is often written as: 
f{t) = {\lii)e-''^ 
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1.6. Order Statistics 
If random variables X^,X2, ,Xj^ are arranged in ascending order of 
magnitude such that 
Xr.n < ^2:n < ••• < ^r:n < < ^n:n then, 
X-^.j^ is called the r-th order statistics. A'^ .^  = min {X-^,X2, ,X^^) and X^y,^ -
max {X^,X2, .••,^n) are called the extreme order statistics or smallest and largest 
order statistics. The subject of order statistics deals with the properties and 
applications of these ordered random variables and of functions involving them 
(David and Nagaraja, 2003). 
Asymptotic theory of extremes and related developments of order statistics are 
well described in an applausive work of Galambos (1987).we may also refer to 
Sarhan and Greenberg (1962-), Balakrishnan and Cohen (1991), Arnold et al. 
(1992) and the references therein. It is different from the rank order statistics in 
which the order of the value of observation rather than its magnitude is considered. 
It plays an important role both in model building and in statistical inference. 
For example: extreme values are important in oceanography (waves and tides), 
material strength (strength of a chain depends on the weakest link) and 
meteorology (extreme of temperature, pressure) etc. 
Order statistics are particularly important in the area of life testing since they may 
be observed directly from the experiment. For example, suppose n light tubes are 
selected at random and placed on the life test. If the j ^ ^ light tubes are the first to 
fail, then Xj may be recorded as X^,^ similarly, the second failure time may be 
recorded asJf2:7i, and so on, without regards to which light tubes actually failed. 
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For example 90% of the tubes may fail in the first year, but a few tubes may last 
for the several years. This type of the sampling is called as censored sampling. 
1.7. Censoring 
Considering life testing experiment where n items are kept under observation 
until failure. Suppose the life length of these n items is independently identically 
distributed random variable with a continuous distribution function F(x,6) and 
with probability density function/(:\:,0), where 6 is the random parameter. If 
random sample Xx:n>^2.n' i^n-n t>e the order statistics from a population 
having distribution function F(X, ^),that are recorded in ascending order of 
magnitude, as the data appear, we record some observations corresponding to those 
order statistics and terminate the experiment before all items have failed. This may 
be done in two ways, leading us to the two types of censoring. 
1.7.1. Type I or Time Censored 
Suppose that we have n items to test and terminate the experiment at a pre 
assigned time t. So, the data consist of the life times of items that failed before the 
time t i.e. Xi^^yX(^2) ^(m) assuming that m items failed before t and the fact that 
(n-m) items have survived beyond t. where the time of termination is fixed while 
m, the number of items that failed before t, is a random variable. The data so 
obtained constitutes a type I censored samples. It corresponds to right censoring in 
which large sample observations are missing 
Let Xi,X2, ,X.^ be a random sample with p.d.f fix,6) and d.fF(x,0), and 
the order statistics is arranged in ascending order asX^i) < X(^2) ^ '• ^ ^(n)- Now, 
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if we censored at a pre-assigned time t and at that time there are m failures then the 
joint p.d.f of X(i), X(2),...., J^ („^ ) is given by 
(n — m) •/fel))-/(^(2)) /(^(m))-[1 - ^(t)]"-
1.7.2. Type II or failure Censored: 
Suppose we have n items on test and temiinate the experiment when a pre 
assigned number of items r (<n) have failed, so that the data consist of the life 
times of the r items that failed i.e. Xj-i) < X^2) ^ •" ^ (•^)(r) and (n-r) items have 
survived beyondA^ ,^-). Here the number of the items r that failed is fixed while X(,.) 
the time at which the experiment is terminated, is a random variable. This 
constitutes a type II censoring. This is ajso a sort of right censoring. 
Let Xi,X2, , A'j^ be a random sample with p.d.f. f{x, 6) and d.f.F(x, 6), and the 
order statistics is arranged in ascending order asX^ )^ < X^2) ^ ••• ^  ^(n)- Now, if 
we censored to the right then the joint p.d.f of X(;i),.Y(2), '^(r) is 
n! 
1!1! l ! ( n - r ) ! 
p i p i p i p n - 7 
(n - ry/^^^^f^^^^ f'-^r)[l - P^^rW 
where P,.+i = P{X > X^) = [1 - F(x^)] and P^ = f{x^) 
One can have left censoring as well where in smaller values are censored or one 
can have censoring of multiple regions. When there is both left and right censoring, 
the name used often is double censoring. Thus in doubled censored samples items 
at both the ends are missing. 
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Let X^,X2, .X.,^ be a random sample with p.d.f / ( x , 6) and d.f. F(x, 6), and 
the order statistics is arranged in ascending order asJi'^ i) < X(^2) ^ ' ^ ^(?o- Now, 
if we censored to the left then the joint p.d.f of A'(-^ +i),A'(j-+2). --^ 71 is 
72 
p i p i p i 
r ! ( l ! 1!) r • '^r+1 
= ^[F(x,)]V(x,+ i) / ( x j 
where P^. = P[;r < x^] = F(x^). 
CHapter - 2 
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CHAPTER 2 
EXPONENTIAL DISTRIBUTION 
2.1 Introduction 
The exponential distribution is often used as a model for life-time durations. 
It is related to the Poisson distribution in that it can be used to measure the time 
between successes from the Poisson process. Since the exponential represents time 
intervals, it is a continuous, not discrete, probability distribution. In many real life 
examples, the assumption that events will occur at a constant rate of time is 
untenable. For examples, the rate of incoming phone calls differs according to the 
time of day. "But if we focus on a time interval during which the rate is roughly 
constant, such as from 2 to 4 PM during working days, the exponential distribution 
can be used as a good approximate model for the time until the next phone call 
arrives. Similar caveats apply to the following examples which yield 
approximately exponentially distributed variables: 
* The time until you have your next car accident; 
"^  The time until a radioactive particle decays, or the time between beeps of a 
Geiger counter; 
* The number of dice rolls needed until you roll a six 11 times in a row 
* The time until a large meteor strike causes a mass extinction events. 
Exponential variables can also be used to model situations where certain events 
occur with a constant probability per unit distance: 
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* The distance between mutations on a DNA standard; 
* The distance between road kills on a given street;. 
2.2 Properties of the Exponential Distribution 
Some of the properties of the exponential distribution will be considered 
below and this information will give some indication to as the types of variables 
which may be expected to follow the exponential distribution. These properties 
will also be useful in understanding and developing the statistical results. 
• The Mean time to failure (MTTF) 
The mean,T or mean time to failure (MTTF) of the one parameter 
exponential distribution is given by 
f = j t.f{t)dt 
= f^ae'^^ dt 
1 
I 
• The Median 
The median,f, of the one parameter exponential distribution is obtained by 
solving 
17 
rf .CO ^ 
j fit) dt = J /(t) dt - -
r^ 1 
. log 2 
=^r = —^ 
• The Standard Deviation 
The standard deviation,<Tr of one parameter exponential distribution is given 
by 
0"^ 1 
— m 
• The Reliability Function 
The one parameter exponential reliability function is given by 
= e-T/m 
This function is the compliment of the exponential cumulative distribution 
function or, 
RQr) = l-QiT) 
= l-CnT)dT 
18 
• 
and RiT) = 1 - {^ Ae-^'^ dT 
^Q-XT 
The Conditional Reliability 
The exponential conditional reliability equation gives the reliability for a 
mission of t duration, having already successfully accumulated to hours of 
operation up to the start of this new mission. 
The exponential conditional reliability function is 
R{t\tQ) = P{T>t + tQ\T>to) 
^P{T>t + to) 
p(r>to) 
g-A(t+to) 
This is equivalent to saying that the reliability for a mission of t duration 
undertaken after the component or equipment has already accumulated 
to hours of operation from age zero is only a function of mission duration and 
not a function of the age at the beginning of the mission. This is referred as 
the memory less property. 
The Exponential Reliable Life 
The reliable life or the mission during for a desired reliability goal tf^ for 
one parameter exponential distribution is given by 
19 
HRitn)] = -At;, 
^f^jAEMi 
• The Exponential Failure Rate Function 
The exponential failure rate function is given by 
^ ^ R(T) 
e-A(r) 
= A 
= constant. 
• Quantiles 
The quantile function (inverse cumulative distribution function) for 
Exponential (A) is given by 
- ln ( l -x ) F-^(x;X) 
For 0< X < 1. In particular we have 
First quartile Q^ = In (4/3)/A 
Median^ In (2)/A 
Third quartile Q^ = In (4)/A 
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Even the Deciles and Percentiles may be obtained by taking suitable value 
of X. For example, 95"' percentile is obtained by letting x = .95 and is comes 
log(20) 
out be — : — . 
Kullback-Leibler Divergence 
The directed Kullback-Leibler divergence between Exp (AQ) ('true' 
distribution) and Exp (A) ('approximate' distribution) is given by 
X 
A(Ao lU) = log(Ao) - log(A) + 
Ar 
• Maximum Entropy Distribution 
Among all continuous probability distribution with support [0, co) and 
meanjU, the exponential distribution v/ith A = l / / i has the largest entropy. 
• Distribution of the Minimum of the Exponential Random Variables 
Let A'l A'„ be independent exponentially distributed random variables with 
rate parametersAi,....,/l,j.then min{A'i, .X^] is also exponentially 
distributed, with parameter! = A^  + —I- A,,. 
This can be seen by considering the complementary cumulative distribution 
function: 
Pr(jnin{X-^, ,Xy^ > x) = Pr(A'i > x and andX^ > x) 
n n / n \ 
= I I Pr(Xi > x) = n exp(-xAi) = exp j - x V Aj 
i=l i=l \ 1=1 / 
21 
The index of the variable which achieves the minimum is distributed 
according to the law 
PriX„=min{X^, X„]) " 
Ai + - + A„ 
Note that 
max{X^, ,Xn} 
is not exponentially distributed. 
• Location and Scale Parameters 
Let Xi be a random variables having two parameters exponential distribution 
with p.d.f. 
/ ( X t , ^ , a ) = ^ e x p | - ( ^ ) j , xt>fi,a>0 (2.2.1) 
Here ju is the location parameter (guarantee period) and a is the scale 
parameter (measure of the failure rate). 
Location and scale parameters are the most common parameters to be used 
and are easily interpreted. For example, the probability model would depend 
on the units of measurement such as in a days or weeks, however. If the 
model is assumed to be in a family, scale parameter may be selected to 
accommodate the units of measurement being used. 
• System Reliability 
If replacement of failed components occurs in a system of components, the 
overall failure rate of the system may become constant as the components in 
• 
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the system reach scattered states of wear. Davis (1952) presents several 
types of data which were found to follow the exponential distribution. 
The exponential distribution is also of practical importance because of its 
simplicity and of theoretical importance because it is the break over point 
between increasing failure-rate models and decreasing failure rate models. 
Suppose Vj denotes the life length of the ith components, where Yi i = 
1 n, are mutually independent exponential variables Yi~exp(^ai). The 
mean time to failure of the ith components isC;. The hazard function of the 
ith component is 
1 
hiiY) = 
o-j 
Moments and Distribution Properties 
It can be shown by direct and simple calculation that for the two parameter 
exponential distribution, 
EiX) = a + ii 
Var{X) = o^ 
It is interesting to note that Var{X) is independent of (i. Some other 
important results have been explained below. 
Theorem2.2.1: Suppose Xi ,i = 1,2,....,n are independent exponential 
variables witlLYj~exp (o"), then 
(a)Y = Y.UXt-G(a,n) 
(b)r = 2i:|u5~z'(2n) 
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Proof (a): M;,.(t) = — 
So M^.(t) = nUMx,it) 
where Y~G((7,n) and r = S - l i ^ j 
which is the moment generating function (m.g.f) of a chi-square variable 
with 2n degree of freedom (d.f.). 
Theorem.2.2.2: The mean of exponential distribution is the reciprocal of the 
constant failure rate (This relationship holds for only the exponential 
distribution). 
For the exponential distribution l—e"'^'- , the m.g.f is given by 
M. = C e^^ae~^x dx = - ^ for s > a. 
Theorem.2.2.3: Suppose Y = {X — jU)/(T~exp (1,0) and consider the 
differences of the consecutive order statistics. 
vj\ - Y^ •• n, w2 = Y2 • n — Yi : n 
wn = Yj^ : n — y^ _^i : n 
Then 
(i) wl wn are mutually independent. 
.. . r 1 
(n) wi~exp 7X-1+1 
(iii)K.„ =j = 1 — ^ 
where Zy~exp (1,0) and are mutually independent. 
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( i v ) £ ' ( r k : J = E , ^ = i ( n - 7 + l ) - ^ 
2.3. Characteristic Theorem 
Let X be a non negative continuous random variable with distribution 
function T , and a be some finite positive number. We will say that IF belongs to 
the class 3a, if for all :v > 0,-^ > 0 either. 
f{a(x + y.)) <{fix)y {f{y)f (2.3.1) 
where f{x) =\-T{x). 
\fa=\ then T is either NBU or NBW 
where the important class of life distributions is the class of new better than used 
(NBU) distributions defined disf{x + y.)<f (x)f (y^) where :F(^) — 1~ (x), x 
and -t/. are nonnegative real numbers. T is said to be new worse than used (NWU) 
if the inequality is reversed. Note that the exponential distribution is the only 
distribufion having the equalityJ^(;t; + p) = ^(^}^(p), x > 0,y.>0. We will 
say that 'F belongs to the class 3 i . 
LEMMA 2.3.1. Let G{x),x > 0 be monotonic and nonnegative, G{Q) = l,a> 0. 
Suppose for all X'^> Q,X2>.Q 
G{a{x^^X2)) = iGix,)r(Gix2)r (2.3.2) 
Then, if G(x) is not identically zero or one, for allx > 0,G(x)=e^'-' with some 
real number A. here A > 0 if G{x) is increasing and/l<0 ifGi^x) is decreasing. 
25 
PROOF. This lemma is an obvious reformulation of Cauchy's equation. In fact 
taking in (2.3.2) ;i;2~0 and using G(0) = 1. One has G(axi) = C^ix^) for any 
XT^ > 0. Let H{x) = C'ix). Then (2.3.2) becomes 
H(x-i+X2) = C^ixi + X2) = G[a{xi^ + X2)) 
= G''(x,)G%X2) = Hix,)H(x2), 
So H(x) as well as G(x) is exponential. 
THEOREM.2.3.1.Let X be a nonnegative random variable having a continuous d.f 
'f satisfying inf {:t:: T(x) > 0} = 0. Then the following statements are equivalent. 
(a) X has an exponential distribution with density 
1 
•exp (-f) fe(_x) = \ e'^^^K e) ifx>0, e>0 (2.3.3) 
to otherwise 
(b) For some n > 1 E^^^{a) = 1 - — and T belongs to the class 3„. 
PROOF. Let T{x) = l-exp(^-^yx>0.e > 0. consider 
E^a(^) = P{K^+l < ci(X, +X2 + -- + X,,)} (2.3.4) 
I e \e d e J) 
= P{Y,,^i<a(Y, + Y2 + - + YJ], 
where Yi, Y2, K,^ , V,j^ +i are independent random variables with d.f. ^o(^)- I^  's 
well known that y^  + K2 + —VY^ ^ has a gamma distribution with probability 
density function (p.d.f) 
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^ .n-l^-x 
V 0 eitherwise 
Then we can write 
PiY„+i < aCY, + Y2 + •••+YJ] = / ;>{K„+i < a t )8 i ,„ ( t )d t (2.3.5) 
1 
1 (rt+1)' 
Writing (2.3. 5) in (2.3.4) we obtain E^^ia) = 1 - — ^ . Tlierefore (a)=^>(b). 
Now let F G 3n and Ef„ (a) — 1 — : — for some n > 1. 
^a ^n\ J (a+1)" 
We can write 
P R . + i < a{X^ + ^2 + - + ; r j } (2.3.6) 
= iUl •••.S,'F{a{F-\x,) + F-Kx,) + ••• + F - H x J ) ) dx^ 
X dxj dXr 
'-n 
= 1 - ^ (a+1)" 
where F ^(t) = inf{x: F{x) > t} is the inverse function of F. On tlie other hand 
for Y-^, Y2, Vn' ^ 71+1' using (2.3.5) and (2.3.6) we liave 
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PiY,,^,<a(Y, + Y2 + -+Y^)] 
- Jo' Jo' /o'(l - e-^^^ - '"^^-^^^) dx,d X, 
(2.3.7) 
xA. J^f 
^'j",--Sli^-a-xvfi^-^2r ....(i-x,r)dxi 
X dX' dXr 
From (2.3.6) and (2.3.7) we obtain 
j ^ \ . . . f^'[F {a{F~Hx,) + ••• + F-\xj)) - (1 - (1- x,r 
X (1 - x„)'^)]dxi dXn - 0 (2.3.8) 
Since F G 3a ' from (2.3.1) by mathematical induction we obtain for all 
;ui > 0, X2 > 0, , x„ > 0, n > 1 
F{a{x, + X2 + - + x j ) > 1 - (1 - Fix,)Y{l - F{x2)f 
H-Fx^Y or 
F{a{x^ + X2 + - + Xn)) < 1 - (1 - F{x^))\l - {X2)Y 
, . ( 1 - F ( x j ) " (2.3.9) 
(2.3.9) implies 
F ( a ( F - i ( x i ) + - + F-i(Xn))) > (or < )1 - (1 - x j ^ 
il-x,,Y, xt G [04]. i = 1,2 n (2.3.10) 
Taking (2.3.10) in to consideration in (2.3.8) we obtain 
F ( a ( F - H x i ) + - + F-Hxn) ) ) - 1 - (1 - x,r ••• • (1 - x^y, 
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Xi G [0,1], i = 1,2, ,n 
which is equivalent to 
F(a(x, +X2 + - + x j ) = 1 - (1 - F (x i ) ) " ( l - F(x2)y 
(1 - Fx^r, Xi E [0,1]. i = 1,2 n 
and from the Lemma 2.3.1, F(x) is an exponential distribution function. 
THEOREM.2.3.2. Let X be a nonnegative random variable having continuous d.f 
F satisfying inf[x:F{x) > 0} = 0. Then the following statement are equivalent 
(a) X has an exponential distribution with density 
r 1 f X 
exp fg(ix) = l e'^^^y eJ ifx>0, 6 >0 
lo otherwise 
(b) For some n > 1 
E(„ ( l ) = Er],( l) 
and F is either NBU or NWU. 
PROOF. It is not difficult to see that if F is continuous d.f then 
By assumption of the theorem, F G 3 i and 
P{Xn^,<X,+X2 + - + Xn]=^l-^ 
and from the theorem 2.3.1, F is exponential. 
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Tata (1969) proved that if ¥-^^,¥2, .Y^,.... are independent and identically 
distribution random variables with the d.f. FQ(X) = 1 — exp{—x),x > 0 then the 
random variable ZiY-^u^i),Z2 = Yu(2) - Y-i, .Z^ = Yy^^^ - Kt/(ji_i) are 
independent, and 
P{Z,,<x] = Foix), ( n = l , 2 , ). 
It is also true that for independent random variables if the difference 
^uin) ~ ^uin-i)' n > 2 are independent, then the population is exponential. 
This theorem implies the following representation 
Yuin} = Y^ + Y2 + - + Y^, n=l,2, 
where = denotes equality in distribution. 
THEOREM.2.3.3. Let A'i,A'2, ,Xy^, be the sequence of independent random 
variables with absolutely continuous d.f F satisfying inf{x: F(x) > 0} = 0. 
Then the following properties are equivalent 
(a) X-^ has an exponential distribution with density 
/g(x) = | 0 ^ ^ P ( ~ e J ifx>0, e>0 
lo otherwise 
(b) For some n > 1 
X,+X2 + -+ X,,'^ Xu^n)^nd F e 3 i . 
PROOF. It is clear that (a)^(b). Now we will prove other implication. 
Let Xi + ^2 + ••• + ^n = ^u{n) and F G 3 i . Consider 
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P{Fo(ri) + Y2 + - + Y^ < t} - P[Y, + Y2 + - + r , < - Fo-Ht)} (2.3.11) 
1 . r - i n ( i - 0 ^ - . ^ n - i ^ ^ 
n-lV.O ( -1 ) 
( n - l ) ! •'0 L l - x J 
We have 
p{;ri +X2 + - + Xn<u} = p{;^ u(n) < "} 
(n- l ) ! •'0 (2.3.12) 
Faking F(u) = t,u — F (t) in (2.3.12) we obtain 
P{X, +X2 + ••• + X,< F-\t)} = ^ / o ^ r - ' n a - f ) , - x ^ n - l ^ ^ (2.3.13) 
From (2.3.11) and (2.3.13) we have 
P{F(X, +X2 + - + X,,)<t] = P{Fo(n +Y2 + - + Y,J< t], 
t G {0,1] . (2.3.14) 
llien we can show that 
P{Jn+i <X,+X2 + - + X^] = P{Y,,^, <Y,+Y2 + -+ r j 
= 1 (2.3.15) 
In fact, we have 
P{X,,^,<X,+X2 + - + X,,] 
J / F{ui + U2 + —H u„) dF(ui) dF(Un) 
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= EF(X^ +X2 + ••• + XJ = fxdP{FiX^ +X2 + ••• + X,J < x], 
P{Yn-.i <Y^ + Y2 + - + n j = jxdP{Fo(Y, + Y2 + - + r j < x] . 
Then by using (2.3.14) we can obtain (2.3.15). From Theorem 2.3.1 F is 
exponential, which conclude the proof. 
2.4. Related distribution 
Exponential distribution is closed under scaling by a positive factor. If 
A'~Exponential(A) then /cX~Exponential(-j 
If A'~Exponential {A^) and K~Exponential(A2) then 
Min(A', y)-Exponential (;ii + A2) 
If X^-Exponential(A) then Min(A'i 2 n)'^E>^Ponential(nA) 
The exponential distribution is a limit of a scaled beta distribution: 
lim,i_,^ nBeta(l; n) =Exponential(l) 
If A'~Pareto(l, A.) thenlog A'-ExponentialCA) 
If X~Exponential(/l) thenX~ Weibullf-, 1 j(weibull distribution) 
1 
If A'-ExponentialCl) then AA'fc~Weibull(A, /c)(weibull distribution) 
If Xj~(7(0,1)(uniform distribution)(continuous)) then 
lim,^ _^^ nMin(j'ri2,..,n)~Exponential(l) 
If y|A'~Poisson(A')(Poisson distribution) where A'~Exponential(-j then 
^-Geometric f—-)(geomatric distribution) 
IfX~Exponential(A) and y ~ r f n , - j then - ~Pareto(l, n) 
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• ^~X2' i-S- ^ has a chi-square distribution with 2 degrees of freedom, if 
X~Exponential(l = 1/2). 
• Let A'~Exponential(Ax) and y~Exponential(Ay) be independent. 
2 y 1 
Then Z = -r— has probability density function /^(z) = —. This can be 
used to obtain a confidence interval for -^. 
Ay 
• Hyper-exponential distribution-the distribution whose density is a 
weighted sum of exponential densities 
• Hypo exponential distribution-the distribution of a general sum of 
exponential random variables. 
2.5, Applications 
The exponential distribution occurs naturally when describing the lengths of 
the inter-arrival times in a homogeneous Poisson process. 
The exponential distribution may be viewed as a counterpart of the 
geometric distribution, which describes the number of Bernoulli trials necessary 
for a discrete process to change state, hi contrast, the exponential distribution 
describes the time for a continuous process to change state. 
Exponential variables can be used to model situations where certain events 
occur with a constant probability per unit length, such as the distance between 
mutations on a DNA strand, or between road kills on a given road. 
In queuing theory, the service times of agents in a system (e.g. how long it 
takes for a bank teller etc. to serve a customer) are often modeled as exponentially 
distributed variables. (The inter-arrival of customers for instance in a system is 
typically modeled by the Poisson distribution in most management science 
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textbooks.) The length of a process that can be thought of a sequence of several 
independent tasks is better modeled by a variable following the Erlang distribution 
(which is the distribution of the sum of the several independently exponentially 
distributed variables). 
Reliability theory and reliability engineering also make extensive use of the 
exponential distribution. Because of the memory-less property of this distribution, 
it is well-suited to model the constant hazard rate portion of the bathtub curve used 
in the reliability theory. It is also veiy convenient because it is so easy to add 
failure rate in a reliability model. The exponential distribution is however not 
appropriate to model the overall lifetime of organisms or technical devices, 
because the "failure rates" here are not constant: more failure occur for veiy young 
and for very old systems. 
As another example, if we observe a gas at a fixed temperature and pressure 
in a uniform gravitational field, the height of various molecules also follow an 
approximate exponential distribution. 
CHapter - 3 
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CHAPTER 3 
One Parameter Exponential Distribution 
3.1 Introduction 
In this chapter method of estimation of parameter of single exponential 
distribution has been discussed. In section 3.2 the result is about complete samples, 
whereas, in section 3.3 censored samples have been dealt with. There are quite a 
few methods that could have been included here but has been deferred to section 4, 
where two parameter exponential distribution has been discussed. Test of these 
results may be used for single parameter exponential distribution by fixing the 
other parameter 
The one parameter exponential distribution is often used to illustrate concepts 
such as parameter estimation in undergraduate courses in mathematical statistics, 
probability and reliability. The exponential density is easy to manipulate 
analytically and provides a good starting point for discussions of more general 
distributions. Furthermore, it's analytically tractability allows exploration of the 
relationship between classical and Bayesian estimation. 
The one-parameter probability density function is given by 
fit) = Xe-^\ 
where X — Constant failure rate, in terms of failures per unit of measurement, 
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e.g. failure per hour, per cycle, etc. 
An alternative form of one parameter exponential p.d.f is given by 
1 t/ f ( t ) = — e - / m ,m,t>0 
m 
In this case m is the mean failure time. Obviously A — — . 
m 
This distribution requires the knowledge of only one parameter, A for its 
application. Some of the characteristics of the one-parameter exponential 
distribution are: 
• The location parameter, is zero 
• The scale parameter is - = m 
• As A is decreased in value, the distribution is stretched out to the right, and 
as A is increased, the distribution is pushed toward the origin. 
• This distribution has no shape parameter as it has only one shape, i.e. the 
exponential, and the only parameter it has is the failure rate, A. 
• The distribution starts at t = 0 and decreases thereafter exponentially and 
monotonically as t increases, and is convex. 
• As t ^ oo , / ( t ) -^ 0. 
3.2. Method of the Estimation 
Suppose a given variable is exponentially distributed and the rate parameter A is 
to be estimated. Given below is the method of estimation that is commonly used. 
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3.2.1 • Maximum likelihood Estimator 
The likelihood function for A, given an independent and identically distributed 
sample x — {x^, ,^n) drawn from the variable, is 
where 
n 
X = - > Xi 
i=l 
is the sample mean. 
The derivative of the likelihood function's logarithm is 
— In L{A.) = —{n ln(A) — Anx) 
= ^ — nx \ = 0 if X— 1/x 
> 0 i / 0 < A < 1/x 
= 0 1/ A = 1/^ 
< 0 if X> X 
Consequently the maximum likelihood estimator for the rate parameter is 
X 
While this estimate is the most likely reconstruction of the true parameter A, it is 
only an estimate, and as such, one can imagine that the more data points are 
available the better the estimate will be. It so happens that one can compute an 
exact confidence interval- that is, a confidence interval that is valid for all numbers 
of samples, not just large ones. The 100(1-a) % exact confidence interval for this 
estimate is given by 
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2n 1 2n 
< - < — 
^ ^ 2 n ; l - a / 2 -^  ^X2n;a / 2 
which is equal to 
2nx 1 2nx 
<-< 
^2n;l-a/2 ^ ^2n;a/2 
where A is the MLE estimate,A is the true value of the parameter, and Xk;x is the 
value of the chi squared distribution with k degrees of freedom that gives x as the 
p-value (i.e. the value found in the chi squared table). 
An approximation of the Confidence Interval 
A simple and rapid method to calculate an approximate confidence interval for the 
estimation of X is based on the application of the central limit theorem. This 
method provides a good approximation of the confidence interval limits, for 
samples containing at least 15-20 elements. Denoting by A^  the sample size, the 
upper and lower limits of the 95% confidence interval are given by: 
Xiov^ = X(l - 1.96/sqrtiN)) 
Kpp = kl + 1.96/sqrtm) 
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3.3. Estimation for the Censored Data 
3.3.1. Maximum Likelihood Estimation under Type II Censoring 
A parameter tests that is terminated when r failures have occurred produces a Type 
II censored data set. Assume that the failure times are t^,t2, t,^.The test is 
terminated upon the r'-'^ ordered failure t^^-j. So the other (n-r) units are censored. 
In this case, n and r are fixed values and all of the (n-r) censored observations 
are > t, co-
in the case of one parameter exponential distribution with p.d.f 
f{t)=-e-e ,t>0,e>0, (3.3.1) 
The likelihood function in the case of Type II censoring has the form 
L[6; t(i),t(2). t(r)) - n! rn r i - ^ / _£(r)^ "~'" 
1=1 
nl 
(n-ry.e^ 
1 r , JJUllhrl 
0-^1=1 HO p f) e 0 
n\ 
(n-ry.e^ 
E|^^)+(n-r)t(,.) 
(3.3.2) 
Taking the natural log on both sides, we get: 
A = In L = In n! - ln(n - r )! - r In 0 - ^^ki^Lll^lLllM 
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Obtain —-, and set it equal to zero: 
da 
de e 9 
On solving, we get: 
d = '-" ^^  -^^ , (3.3.4) 
which is the required MLE. 
Finding the Distribution of ^ 
6 can be written as 
^ ^ ZLi(n-i+l)(t(Q-t(^-i)) ^ 
with to "= 0. 
If we define yj = (n — i + l)(t(i) — t(i-i)) then 
/ ( y i ) = ^ e " ^ , y > 0 , 6 ' > 0 , i = l n. 
Consequently I][^i(n — i + l)(t(i) — ^(i-i)) ^Gamma(r, 9), or 
zg.,(n-i.i)(t„)-.„_,))^^,^^^^ (3.3.6) 
TR '?7' fl 
Thus — ~Gamma(r, 1) or —— ~ J ^ ( 2 r ) and then 
6 6 
( T ) - . so that 
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E ( ^ ) = 6, which means that 6 is an unbiased estimator ofO. 
It is also known that Var 0—j = T. 
Confidence Interval 
The interval 
2re 2re 
.^^/2(2r)'x?_„/2(2r)_ 
is the two-sided confidence interval for 6 at confidence level \-a. 
3.3.2. Maximum Likelihood Estimation under Type I Censoring 
A life test of n items that is terminated on time c produces a Type I censored data 
set. Assume that the failure times are ti,t2, t-^ and the censoring times for 
each item on test are the same: 
Ci = C2 = ••• — Cj^ — c. In this case, the number of observed failure, r is a random 
variable. The total time on test 
i=l 
The likelihood function in this case of type I censoring has the form 
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f L 
1=1 
r 1 if t(i) < c 
where 5^  = L ' 1^ ^ (3.3.7) 
(0 if t(i) > c 
In the case of one parameter exponential distribution in the form (3.3.1), the 
likeHhood function takes the form 
, . r i l ^ilMlf JJil\ 1-5; 
1 = 1 
I ^t=l'^(i) / c(n-r)\ 
Taking the natural log on both sides, we get: 
A = InL = —rmu — \-!^^-^ . 
L e 
dA Obtain — , and set it equal to zero: 
do 
dA -r , [ZLit(0 + (^-^)c] 
On solving, we get: 
^ SLi ta)+("-'")c 7^  
This estimator is biased for small samples but has all the desirable asymptotic 
properties associated with the MLE of ^ under type II censoring. 
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One problem that arises here is that the sample distribution of T is no longer 
tractable. Although there are many methods of approximation, one of the best 
approximation methods is to assume that 
CHapter - 4 
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CHAPTER 4 
TWO PARAMETER EXPONENTIAL DISTRIBUTION 
4.1. Introduction 
In this chapter definition of the two parameter exponential distribution, 
methods of the estimation and estimation for the censored data are given. 
Two parameter exponential distribution occupies an important position in 
probability and statistical areas, especially in the area of reliability. During the past 
few decades, many authors have considered the statistical inference for the two 
parameter exponential distribution. 
The two parameter exponential probability density function is given by: 
fit; a, /?) - i ef-^f-^)/"^, t > 0, cr > 0, /? > 0 
a 
Where /? is the location parameter. 
Some of the characteristics of the two parameter exponential distribution are: 
• The location parameter, /?, if positive, shifts the beginning of the distribution 
by a distance of /? to the right of the origin, signifying that the chance 
failures start to occur only after j5 hours of operation, and cannot occur 
before. 
• The scale parameter is a = -
• The exponential p.d.f has no shape parameter, as it has only one shape. 
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• The distribution starts at t = /? and decreases thereafter exponentially and 
monotonically at t increases beyond y and is convex 
• A t t ^ (» , / ( t ) -> 0. 
In section 4.2 various methods of estimation of the two parameters for complete 
samples have been discussed, whereas in section 4.3, estimation for censored 
samples has been dealt with. 
4.2. Methods of the Estimation 
We estimate the parameters of the exponential distribution by least trimmed 
squares (TLS), nonlinear least squares method (NLS), median-first order statistics 
method (MOS) and also estimate the parameters using rank regression. 
The probability density function of the two parameter exponential distribution is 
given by 
fXt; (2, /?) = - exp[- it - /?) /«] , 0 < t < oo, a > 0 , 
=0 otherwise (4.2.1) 
Here the parameters a and P are interpreted as measure of guarantee and failure 
rate respectively. 
From (4.2.1) the cumulative distribution function is given by: 
F( t ) = l - e -^ f -^^ /« 
or e-f^-^)/« = 1 - F ( 0 (4.2.2) 
Taking the logarithm of both sides of (4.2.2) we have 
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t = p-a\og[l-F(t)] (4.2.3) 
Equation (4.2.3) can be represented by y=a+bx where y=t, a-(3, b=-a and 
x = l o g [ l - F ( 0 ] . 
4.2.1. Least Trimmed Squares (LTS) Method: 
The least trimmed squares was introduced by Barnett and Lewis (1984) which was 
defined by 
n 
Mill 
i=l 
11 
where h=n/2 + p/2= (n+p)/2, and n is the number of observations, p is the number 
of parameters and (r^)i < (r^)2 < ••• < (j^)ii are the ordered squared residuals 
(the residuals are first order then ordered) 
4.2.2. Nonlinear Least Squares (NLS) Method: 
Sidney and Ference (1989) defined nonlinear least squares estimators as follows: 
The normal equations for the problem of finding the parameters a and |3 to 
minimize 
Sitt, a,p) = rUi^iit) - exp{- (t, - p)/a}y (4.2.4) 
The resulting nonlinear normal equations for (4.2.4) obtained by taking first partial 
derivative with respect to the parameters a and (3 respectively are 
1 
-exp[-iti -p)/a] 
a 
= 0 
1=1 
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—€Xp{-(ti - / ? ) /»} = 0 
i = l 
Newton's method for system uses then nXn Jacobean matrix. Using this method, 
the solution of the parameters a and P to the nonhnear system of equations (4.2.4) 
has the form 
Fork > 1, given the initial approximation B'^^^ to the solution B, the initial value of 
B can be assumed to be zero, where J (t) is the first order derivative of R (t) in the 
matrix form is given by: 
J(t) = 
5Ki( t ) 5/?i(t) 
da dp 
dRzJt) dR2(t) 
dp . da 
where R(t) = e x p { - (t - /? ) /a] , ^ = -^exp[-{t - /?)/«} 
dRit) 
and — the partial derivative of the reliability function R (t) with respect to kth 
parameter at ith data point. 
4.2.3. Median- First Order Statistics Method (MPS): 
The median of the exponential distribution is given by 
tmed=P+alog2 (4.2.5) 
It is assumed that the observed first order statistic t(i) is equal to its expected 
value, that is, 
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E{ki)) = hi) or 
x^) = /? + a/n (4.2.6) 
Solving (4.2.5) and (4.2.6), we get the following estimates 
a = log2-Vn 
^ l - n l o g 2 
where t^g^ and t(i) are the median and the first order statistics of the sample 
respectively. 
4.2.4 Estimation Using Rank Regression 
For the two parameters exponential distribution the p.d.f is given by 
/ ( t ) - Ae-^^'-(^^ (4.2.7) 
From equation (4.2.7) the cumulative density function is given by 
F (0 = 1 - e-^^^-f^^ (4.2.8) 
Taking the natural logarithm of both sides of equation (4.2.8), we get: 
\n[l - Fit)] = Ait-P) 
or ln[l - Fit)] =Ap-At (4.2.9) 
Now let y = l n [ l - F ( t ) ] (4.2.10) 
a = A/? (4.2.11) 
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b = -A (4.2.12) 
This results in the linear equation: 
y = a + bt 
Performing a rank regression on Y requires a straight line to be fitted to the set of 
available data points such that the sum of squares of the vertical deviations from 
the points to the line is minimized 
We know that the following are the equations for the rank regression on Y (RRY) 
a = y-bx= % ^ - ^ ^ £ ^ (4.2.13) 
•^ N N 
and /) = ^^-^- X4.2.14) 
In our case, the equations for y^  and x^ are 
yi = ln[l - F(ti)] and x^ = t^ 
Here F(tj) is estimated from the median ranks. Once a and b are obtained, X and /? 
can easily be obtained from equations (4.2.11) and (4.2.12). 
For the one parameter Exponential Distribution equation (4.2.13) and (4.2.14) 
become 
a = 0 
• ^ 1 = 1 - ^ 1 
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The estimator of p, the correlation coefficient, is given by 
^ ^ ll.ixL-xXyj-y) 
^Zl^(xi-xyzl,(yi-y)^ 
4.3. Estimation for the censored data 
Modified Maximum Likelihood Estimation of location and scale parameters in the 
two parameter Exponential Distribution under Type II censoring 
Censoring is quite common in the study of Reliability and life testing. Type II 
censored sample occurs when a certain number (or a proportion) of observations 
are censored on the left or right both. For example, in early childhood learning 
centers, interest often focuses upon testing children to determine when a child 
learns to accomplish certain specified tasks. The age at which a child learns the 
task would be considered the time-to-event. Often, some children can already 
perform the task when they start their study. Such event times are considered left 
censored. Some children undergoing testing may not learn the task during the 
entire study period, in which case such event times would be right censored. In 
what follows, we Consider a doubly censored sampleV'^ +i < Y^^2 ^ ' ^ ^n-5 
(with r observations censored on the left and s observations censored on the right, 
where r = [nq^] + 1, and 5 = [nq2] + 1, from a two parameter exponential 
distribution where probability density function is given by 
/(x;0,c7) = (l/c7)exp - ^ ^ ^ ,x>e,a>0 (4.3.1) 
The likelihood of the sample is given by 
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n-s 
L = [F(n-^ i)]^ [i - F(_Y^_,)r Y\ f^^i^ 
i = r + l 
Le.,L = [1 - exp(-Zr^^)YexpC-s.Z^_s)a/^r--"'''expl-Y^z\ 
where 
Z^ = (Yi - e)/a, i = r+l, n- s. 
Log likelihood of the sample is given by 
n-s 
LogL = r ln[l — expC—Zj-+i)] — sZ^^^ + (ji — s — r) ln((T) — ^  Z,-
r + l 
Hence, we have: 
5 In L r 
de 
dlnL _ n-r-s ^ _ Zj-+i 
da a 
= - 1 r:;—^  + — = 0 (4-3.2) 
+ r ^ ^ [ l J -1 + 5 ^ ^ + ^ = 0 (4.3.3) 
The ML equations (4.3.2) and (4.3.3) do not have explicit solution for 6 and o". 
This is due to the fact that the term g{z) = 1/(1 — e~^) is intractable. In this 
chapter we use the Modified Maximum Likelihood approach to derive approximate 
MLE's for 9 and a by linearizing the term giZ^^^) — using Taylors 
series expansion around the quantile point of F. 
51 
Modified Maximum Likelihood (MML) estimation is based on linearizing the 
intractable terms in Likelihood equations after expressing these terms in terms of 
order statistics. The linearizing is done in such a way that the derived MML 
estimators retain all the desirable asymptotic properties of the ML estimators but 
have the additional advantage that they have explicit expressions far small 
samples. Tiku and Suresh (1992) used the Taylor series expansion of the 
intractable terms in estimating the location and scale parameters in a symmetric 
family of distributions, They also showed that the MML estimators, thus derived, 
are asymptotically fully efficient, and almost fully efficient for small samples (see 
also Bhattacharya (1985), Tiku, Tan and Balakrishnan (1986), Vaughan (1992) and 
Suresh (1997). 
In the following, we derive the MML estimators for 6 and a. First, we linearize the 
term giZ^+i) using Taylors Series expansion aroundAj^ ,^ the quantile of F atq^, 
and truncating the series at the linear term, where F is the distribution function 
corresponding to the density in (1) with ^ = 0 and u = 1. 
The approximation is given by 
where g'{^q^) is the derivative of ^ at A^^ . On simplification, we get 
giZ,^,) = a-bZr^, (4.3.4) 
where a = 1/q^ + Xg^ (1 - qi)/ql, and h = {1 ~ qi)/qf. 
Substituting the above approximation for giZ^+i) in the Likelihood equations 
(4.3.2) and (4.3.3), we get the modified equations given by 
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31nL d\x\L r --^  ^ , „ ^^ , n-r „ /A -^ ^^ 
— - - ^ = a ^1 - ^« - ^^r,l)} + ~=0 (4.3.5) 
l ^ s i ^ ^ _ ! l Z l Z £ + ^ £ r - i ( a _ / , Z ) + 5 £ z - + ? l i ^ 0 (4.3.6) 
da da a a ^ ^^^-^ a a ^ ^ 
Solving these equations, we get the Modified Maximum Likehhood estimators: 
e = Yr+-i + Kn-ar)/br]a , (4.3.7) 
and 
^ = E r ; i Yi + sYn-s - (n - s) n-+i]/(n ~r-s). (4.3.8) 
It may be noted that the approximation in (4) will be strict equality when n is large. 
In view of this, the modified Likelihood equations —rr— and —— coincide with 
d9 da 
and —— asymptotically, Hence the estimator 9 and a derived here are 
asymptotically equivalent to MLEs of 6 and a, respectively, and thus, are 
asymptotically fully efficient. Note that both G and a are linear functions of order 
statistics. It may be noted that both the estimators 9 and3" are biased estimators 
with expectations given by 
E(9) = 9 + [(in- ar)/br. {a/in - r - s))], 
and 
E(a) = C7(l - l / ( n - r - s)) . 
chapter - 5 
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CHAPTER R 5 
SOME IMPORTANT RESULTS 
5.1 Introduction 
In this chapter best linear unbiased estimators (BLUEs) and maximum 
liicelihood estimators (MLEs) of location parameters and scale parameter based on 
type II doubly censored sample from K(>1) exponential distributions are obtained. 
The scale parameter a is assumed to be same for all distributions. These estimators 
are compared by using the mean square error (MSE) criterion. For scale parameter, 
the relative efficiency of the BLUE to MLE is tabulated. 
Consider K exponential distribution with the density function of i^ '^ population 
given by 
fiix) = G~^exp[-{x -6i)/a], x > ^j,cr > 0. 
From the i^^^ population, a random sample of size ?![ under type II censoring 
scheme is available, where the smallest r^{> 0) and largest S; observations are not 
observed. The remaining rrii = n^ — r^  — Si(> 1) observations, arranged in an 
increasing order of magnitude, are 
4^ <X^\^<-<X^l,. . 
" l + l Ti + l " l i l 
We assume that K samples are independent and the total number of available 
observations m = X ^ t is at least equal to the number of parameters, that is m > 
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K + 1. The object is to estimate K location parameters 6i and the common scale 
parameter a from such doubly censored samples. 
Pioneering work for such a single sample (K-l) has been done by Sarhan (1955), 
Epstein (1956), and Sarhan and Greenberg (1957, 1971). These authors have 
mainly considered the BLUEs and simplified linear estimators involving linear 
functions of order statistics. The main reasons for studying these estimators instead 
of MLEs were their simplicity and uncertainty about the performance of MLEs in 
small samples. For /^ = 1 , approximate expressions for MLEs were given by Tiku 
(1967). Later Kambo (1978) obtained exact expressions for MLEs and showed that 
for the scale parameter o", the MLE a has a smaller MSE than that of BLUE a*. 
However, nothing can be said so conclusively for the location parameter. 
In recent years several authors have studied the problems arising in doubly 
censored sample from K exponential distributions, for examples, Khatri (1981), 
Tiku (1981), Kambo and Awad (1985) and Samanta (1985). In this chapter we 
compare the MSEs of the BLUE and MLE of 0i, 62, , 0^ - and a. It is shov^ n^ 
that for K>3, BLUE is more efficient than MLE. For the location parameter O^ 
nothing conclusive can be said about the performance of BLUE 6* relative to 
MLE 61. For the special case of right censored sample (r^^O), the BLUE 9* is more 
efficient than 9i. 
5.2. Estimation of Parameters of Doubly Censored /^-Exponential 
Distributions- BLUE 
For general/^', the method of obtaining BLUE 6* and a* is same as that of 
Sarhan (1955) for K =l.Now the moment of order statistics involved are given by 
WV^aii.,, 
Cov(xf,xf) = a'-YlK^Mi - k + 1 ) ' ' 
Cov (^X^'\ X^'^^ = 0 Fovi^il = 1,2 ,k 
For notational convenience, let 
J. 
n + l 
- 1 
- 2 
<^  = Ef=i(^i - n - 5i - 1 ) = m - /r, 
AT 
£ = 1 
n/-s,-
I I ^ j + • ^ i ^ n - S j 
and 
(0 (n, - n);^,\'ii 
)=r t + l 
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(5.2.1) 
(5.2.2) 
(5.2.3) 
Starting from equations (5.2.1) to (5.2.3), we obtain the BLUEs of 0^  and o as 
riX) 6* — X^/^-y — Uiff* , i = 1,2,..., K, and 
- ^ - % 
(5.2.4) 
(5.2.5) 
It may be noted that that 91,91, ,0^ and o* are really uniformly minimum 
variance unbiased estimators of 9i,Q2, ,9i<^ and a respectively, since 
fj^^4.j, ,X^ +1'^) is a complete sufficient statistics iox {9-^,92, 9}.,a). 
The process of obtaining BLUEs also gives the variances and co-variances of the 
estimates. These are given by: 
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Varie-) = (bi + af/d)a' 
Varia") = a^/d 
Cov(9la*) = -ata^/d 
.1 = 1,2. K 
, i - l K . 
(5.2.6) 
(5.2.7) 
(5.2.8) 
5,3. Estimation of Parameters of Doubly Censored K- Exponential 
Distributions -MLE 
The joint likelihood function oiK samples is given by 
exp 
rii-Si 
(xW„-ei)+ Y <^f'~e:)/a 
j=rt+l 
for x^jli > Oi for all i = 1, .,K,o>Q. 
Using the method of Tiku (1967) and Kambo (1978), we find that the MLE 
01, ,6}^ and (T of ^i, ,6j^ and a respectively, are the solution of 
likelihood equations. 
ri/[exp (z^^J+i) -l\ = (^i - n) .i^l, ,K 
K 
i = l 
Ui-Si 
1 1 (0 , (0 7 -\- '^•7 -nZr%/exp[z^-^+^-l) 
7=7-1+1 
7 7 1 , 
,(0 _ ^(0 where z = x — Oi/a. On solving these equatons, we get 
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§1 = X^il-^ - Cid , i==l, ,K (5.3.1) 
a = P/m = P/(d+K), (5.3.2) 
where Q = log[nj/(nj - ri)]. (5.3.3) 
5.4 Comparison between the BLUE and MLE 
5.4.1. Scale Parameter g: 
For tabulation and other purposes it s more convenient to work with d instead 
of m = d-^ K. Since the BLUE a* is unbiased for a, hence its MSE is equal to its 
variance given in equation (5.2.7). For the MLE 8, note that from equations (5.2.5) 
and (5.3.2), we have 
d = d(T*/{d + K) , 
E(a) = da lid + K) and Var{d) = do^/{d + KY. 
Thus a is a biased estimator of cr with MSE given by 
MSE(a) = (d + K^)G^/{d + KY. 
Consequently, the relative efficiency of cr* compared to d is 
_ MSE(a) _ d{d+K'^) 
~ MSE{a*) ~ {d+K) 2 • 
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TABLE I 
Efficiency E of BLUE over MLE 
K 1 2 3 4 
1 0.5000 0.5556 0.6250 0.6800 0.7222 
2 0.6667 0.7500 0.8800 LOOOO 0.1020 
3 0.7500 0.8400 LOOOO L1633 L3125 
4 0.8000 0.8889 L0612 L2500 L4321 
6 0.8571 0.9375 1.1111 1.3200 1.5372 
8 0.8889 0.9600 1.1240 1.3333 1.5621 
10 0.9091 0.9722 1.1243 1.3265 1.5556 
15 0.9375 0.9862 1.1111 1.2881 1.5000 
20 0.9524 0.9917 1.0964 1.2500 1.4400 
25 0.9615 0.9945 1.0842 1.2188 1.3889 
30 0.9677 0.9961 1.0744 1.1938 1.3469 
The efficiency E is greater than 1 for d > K/{K — 2). Since in general d is 
large, hence E > 1 for most value of A' > 3. This shows that in general for A!' > 3, 
the BLUE a* is better estimator of o than MLE a. For K < 2, the value of E is 
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less than 1, and MLE'B', even though biased, is better than BLUE cr*. These 
conclusions agree with the observations made by Kambo (1978) for K — 1. In 
Table I, we tabulated the efficiency E for d = 1(1)4(2)10(5)30 for AT = 1(1)5. 
It is easy to show by direct differentiation etc., that for fixed K, the 
efficiency E attains a maximum value at dg = ^li)^ ~ 2). Hence for K < 2, the 
efficiency E increases to 1 as d tends to infinity, while for K > 3, the efficiency E 
first increases and then decreases to 1 as d tends to infinity, In the later case, the 
maximum efficiency is attained at [do] or [dg] + 1, where [dg] is the integral part 
of do-
5.4.2. Location Parameter 6i 
Using equations (5.2.4), (5.2.5), (5.3.1) and (5.3.2) the MLE §1 can be written as 
9t = 61 + (a, - Ado* , 
where A^ = dC^/id + K). (5.4.1) 
Unbiasedness of Q* and a* than show that G^ is a biased estimator of 0^  with bias 
equal to {ai — A{)G. 
Further, equations (5.2.6), (5.2.7) and (5.2.8) give 
var[ei) = {bi-^Al/d)a^. 
Therefore 
MSE{ei) = [(at - AiY + {pi + A\/d)]o'^. (5.4.2) 
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Again due to unbiasedness of 6^, its MSE is equal to its variance given at equation 
(5.2.7). A direct comparison between the MSE(0*) and MSE(^6i) is difficult. But, 
if the i}^ sample has no left censoring, that is, if r^  = 0, then equations (5.3.3) and 
(5.4.1) gives Q = Ai = 0. 
Hence in this important case, 
MSEipi) = (af + biy^ > MSE{ei). 
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