Abstract. We prove a coarse lower bound for L-functions of Langlands-Shahidi type of generic cuspidal automorphic representations on the line Re (s) = 1. We follow the path suggested by Sarnak using Eisenstein series and the Maass-Selberg relations. The bounds are weaker than what the method of de la Vallée Poussin gives for the standard L-functions of GLn, but are applicable to more general automorphic L-functions. Our Theorem answers in a strong form a conjecture posed by Gelbart and Shahidi [J. Amer. Math. Soc. 14 (2001)], and sharpens and considerably simplifies the proof of the main result of that paper.
1. Introduction. In 1899, de la Vallée Poussin extended his method of proving the Prime Number Theorem to showing that the Riemann zeta function has a zero-free region of the form σ + it: σ > 1 − c log ( |t| + 2) for c an absolute positive constant; equivalently, for t 0,
(Under the Riemann Hypothesis the stronger bound |ζ(1 + it)| ≥ c log log t holds.) From a modern point of view, the method of de la Vallée Poussin is based on Rankin-Selberg L-functions and a positivity argument (an effective version of Landau's Lemma-cf. [HL94, Appendix] ). It can be applied to any RankinSelberg L-function L(s, π 1 ⊗π 2 ), provided that one of the π i 's is self-dual (cf. [Sar04] , [Mor85] ). Here π i , i = 1, 2 are cuspidal automorphic representations of GL n i (A), A is the ring of adèles of a number field F, and the central characters of π i 's are trivial on the positive reals, imbedded diagonally in the (archimedean) ideles. The zero-free region takes the form with c an explicit constant depending only on δ and the n i 's and where Q π i is the "analytic conductor" of π i as defined in [IS00] . (It is the product of the "arithmetic" conductor of π i by its archimedean size.) In particular this holds for standard L-functions of cuspidal representations of GL n (A). Hence, by functoriality, this is expected to hold for most automorphic L-functions, i.e., those pertaining to cuspidal π's for which one expects the Ramanujan conjecture to hold. We mention that for t = 0 an approach for obtaining an effective zero-free region of standard type for n ≥ 2 using functoriality is discussed in [HR95] . Unfortunately, this method is not applicable for the non-existence of Landau-Siegel zeros for L-functions of quadratic Dirichlet characters. The latter remains a wide open question, even assuming functoriality.
For π i 's which are not assumed to be self-dual, Brumley recently established a coarse zero-free region
N where again c, N depend (explicitly) only on n 1 , n 2 ( [Bru] ). Brumley's method also uses Rankin-Selberg L-functions and a positivity argument. Note that here we do not have to assume t = 0. Brumley's result has applications, among other things, to the absolute convergence of the spectral expansion of Jacquet's relative trace formula [Lap] .
In [Sar04] Sarnak explains how to obtain a slightly weaker form of (1) by quite a different method, using Eisenstein series on GL 2 . His ingenious argument exploits the Maass-Selberg relations and the computation of Fourier coefficients. Comparing the two by Bessel's inequality gives a coarse lower bound for zeta. This can be viewed as an effectuation (for n = 1) of the nonvanishing result of Jacquet-Shalika for the standard L-function of cuspidal representations of GL n (A) at Re (s) = 1 [JS77] . (To obtain a better bound in the spirit of (1), a deeper analysis using a sieve method is required.)
The advantage in Sarnak's method is that it potentially carries over to any Lfunction which appears in Langlands' formula for the constant term of Eisenstein series [Lan71] . Specifically, let G be a reductive group over a number field F with Langlands dual L G and let M be the Levi part of a maximal parabolic 
This theorem answers in a strong form a conjecture posed in [GS01] . As mentioned before, its proof is based on the theory of Eisenstein series and especially the Langlands-Shahidi method and the Maass-Selberg relations. Once again, it can be viewed as an effectuation of Shahidi's nonvanishing result [Sha81] .
Now let π be a cuspidal representation of GL 2 (A). As in [KS02a] , we consider the exceptional group G = E 8 and construct a representation Π of the Levi factor isogenous to GL 4 × GL 5 using the symmetric cube and quadruple functorial lifts of π ( [KS02b] , [Kim03] ). The ninth symmetric power L-function of π appears as a factor in L(s, Π, r 1 ). Since we have upper bounds on the rest of the factors (see below), we obtain the following: COROLLARY 1. Let π be a cuspidal representation of GL 2 (A). Then there exists constants c, n > 0 such that for all t ∈ R with |t| ≥ 1
This lower bound seems to be out of reach of the method of de la Vallée Poussin (with our current knowledge on the functoriality conjectures). It is quite remarkable since the analytic properties of the symmetric ninth power L-function for (s) > 1 are currently not completely understood. However, it was pointed out to us by Kim that at least the holomorphy for Re(s) > 1 follows from the results of [KS04] ; cf. [Kim] . This will be discussed in an upcoming work of Kim-Shahidi. Another consequence of Theorem 1 is uniform majorization of Eisenstein series.
COROLLARY 2. Let G, M, π be as in Theorem 1. Then there exist constants c, n such that for all g ∈ G(A) and s ∈ iR
The exponent n appearing in Theorem 1 (and hence, in its corollaries) is uniform in π, but our proof is rather crude and does not give an optimal n. It will be very interesting to see what are the limits of this method as far as n is concerned. Moreover, the constant c depends on (a lower bound for) the size of nondegenerate Fourier coefficients of π. This is subtle, because for general M not all cuspidal representations of M(A) are generic, and it may be difficult to "effectuate" the notion of a generic representation. However, if M is isogenous to GL n (or a product thereof, which is the case of Corollary 1) then every cuspidal representation is generic (with respect to some non-degenerate character) and moreover, it is possible to relate the L 2 -norm with the Fourier coefficients by using the integral representation of the Rankin-Selberg L-function (cf. [Jac01, §2] ). Thus, at least in this case, it is possible to bound c inverse polynomially in the analytic conductor of π. We will not pursue this point in the paper. The paper is organized as follows. In §2 we set up the notation and recall some standard facts about Eisenstein series and meromorphic functions of finite order. In §3 we show, following Sarnak, the finiteness of order, in the sense of meromorphic functions, of the L-functions appearing in Langlands' computation of the constant term of Eisenstein series. The main analytic input, as in [GS01] , is the finiteness of order of Eisenstein series which was proved by Müller [Mül00] . Using Shahidi's results on the L-function in the case where π is generic, we obtain coarse upper bounds for the partial L-functions and their derivatives by the Phragmen-Lindelöf principle. This sharpens and considerably simplifies the proof of the main result of [GS01] . The main argument appears in §4 where we bound from above and below the L 2 -norm of truncated Eisenstein series. For the upper bound we use the Maass-Selberg relation and the results of §3. The lower bound comes rather directly from elementary Fourier analysis and the properties of the truncation operator. Here it is crucial to use the fact that π is generic. Finally, we obtain the main result in §5 by an easy continuity argument.
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Preliminaries.
2.1. Notation. Throughout this paper let G be a reductive group over a number field F. We will often denote G(F) by G as well. We fix a minimal parabolic subgroup P 0 of G with a Levi decomposition P 0 = M 0 U 0 . Let P = MU be a maximal parabolic of G defined over F with M ⊃ M 0 . Let T M be the intersection of the maximal split torus of the center of M with the derived group of G. Thus T M G m (the multiplicative group) and we let A M be the subgroup R + imbedded in I F T M (A) through the embedding R → A Q → A F . Similarly, let T 0 (resp. A 0 ) be the split part of the center of M 0 inside G der (resp. the R-vector space corresponding to it).
Let be the fundamental weight corresponding to P (in the vector space spanned by the rational characters of M). Let δ P (resp. δ 0 ) be the modulus function of P(A) (resp. P 0 (A)). Finally, choose a maximal compact subgroup K of G(A) which is in a "good position" with respect to M 0 (cf. [MW95] ). In particular,
G(A) = M(A)U(A)K and M(A) ∩ K is a maximal compact of M(A). Extend the function
to a left-U(A) right-K-invariant function on G(A) (which we continue to denote by | |). Here V is the set of valuations of F.
Eisenstein series. Let π be a cuspidal automorphic representation of M(A).
We will always assume that the central character of π is trivial on A M and consider π as a subspace of 
.) The automorphic realization of π gives rise to an identification of A π P with (the K ∞ -finite part of) the induced space
For any ϕ ∈ A π P we consider the Eisenstein series which is the meromorphic continuation of the series
which converges for Re (s) 0. Whenever regular, it defines an intertwining map from I(π, s) into the space of automorphic forms on G(A).
Let P be the parabolic opposite to P containing M and let P = M U be the standard parabolic conjugate to P with M ⊃ M 0 . Thus, if w 0 is the longest Weyl element, then M = w 0 Mw −1 0 . The fundamental weight corresponding to P is = (w 0 ) −1 . Let π be the cuspidal representation of M (A) on the space {ϕ(w
It admits a meromorphic continuation and gives rise to a family of intertwining
where P,P = 1 if P = P and 0 otherwise.
where as in the introduction ⊕ m j=1 r j is the decomposition of the adjoint repre-
, and finally, S is a sufficiently large finite set of places containing all the archimedean ones such that for all v / ∈ S both G v and π v are unramified and ϕ v is the standard section. Moreover, on every Proof. By the Hadamard factorization theorem we can write
for p 0 and a certain polynomial P(s) where m f (η) is the multiplicity of f at η (negative if η is a pole) and
is the usual Weierstrass primary factor.
Since inf{|η| :
We separate the product in (5) for |η| ≤ 2 |s| and |η| > 2 |s|. The number of η's of the first type is bounded by C 3 (1 + |s|) l for some l, C 3 . Using the previous bound the product over |η| ≤ 2 |s| is bounded by Ce |s| N for some C, N, provided that |s − η| ≥ 1 for all η. On the other hand, the product over |η| > 2 |s| is bounded by e
. All in all we get the required bound.
Remark 1. For matrix coefficients of general smooth sections (4) is no longer true. Indeed, consider the intertwining operator M(s): I(s) → I( − s) where I(s)
is the representation of SL 2 (R) induced from the character 2 )e 4n = β |n| (k)e 4n where e 4n is the function on the torus given by e 4n (z) = z 4n and
otherwise.
Given k we can choose n = n k sufficiently large so that β n (k) > α k n 2k . We can assume of course that n 1 < n 2 < . . . and set n 0 = 0. Define the sequence a n by a n = n −k for n k−1 < n ≤ n k . Let ϕ = ∞ n=1 a n e 4n . Then ϕ is smooth since a n = O(n −m ) for all m. On the other hand
A similar phenomenon for the Whittaker function is described in [McK] .
We also need the following Lemma. We take this opportunity to thank Ron Livné for helpful discussions leading to it.
LEMMA 2. Suppose that g(s) ∈ M and let
f (s+1) and f (s) has neither zeros nor poles in the strip
Proof. Let n(s) be the unique function on C such that n(s) − n(s − 1) = m g (s) for all s ∈ C and n is zero on S σ . Thus,
for some c, n because the same is true for m g . Thus, using a Weierstrass product we can find h ∈ M such that m h ≡ n. It follows that the function φ(s) =
h(s+1)g(s) h(s)
∈ M has neither zeros nor poles, and hence equals e P(s) for some polynomial P(s). Clearly, we can find a polynomial Q(s) such that P(s) = Q(s) − Q(s + 1) for all s ∈ C. It remains to set f (s) = e Q(s) h(s) to obtain Lemma 2. (In fact, since π is cuspidal, this is already proved, if not explicitly stated, in [Mül89] . Note also that by Remark 1 this does not hold for general smooth sections.) It follows that the constant term of E along P lies in M. Using (2), (3) and (4) we obtain that m j=1
belongs to M. We already know that Assume from now on that G (or equivalently, M) is quasi-split. Let ψ be a non-degenerate character of U 0 \U 0 (A), and denote by ψ M its restriction to U 0 ∩ M (a maximal unipotent of M). For any automorphic function φ on G\G(A) we write
for the ψ-th Whittaker coefficient of φ( · g). Similarly for φ ψ M (·). As in [Sha81] we can write
where w is the right-W M -reduced representative of w 0 . From now on we assume that π is generic with respect to ψ M . Suppose that φ = ⊗ v φ v is decomposable. Let S be a finite set of places containing all the archimedean ones such that for all v / ∈ S, π v and ψ v are unramified, ϕ v is the standard section, and g v ∈ K v = G(O v ). By [Sha78] we have
where λ = 0 is a global constant (depending on π) and W ψ v (ϕ v , g v , s) is the local Jacquet integral which will be considered in §5 below.
We recall the following Lemma (cf. [Sha88] , [Kim05] ). 
on R = {s ∈ C: Re (s) ≥ 
for some Q j > 0 and
where S fin is the set of finite places in S. By Lemma 3, g(s) has at most finitely many poles for Re (s) ≥ 1 2 . We write the functional equation as
Since L ∞ (s, π, r j ) has only finitely many poles for Re (s) ≥ 1 − s,π, r j ) is bounded in the complement of C in R. Thus (7) holds on R \ C. By the maximum modulus principle it will hold on R as well. In fact, the proof shows that (7) holds on the slightly bigger domain Re (s) ≥ σ, |Im (s)| ≥ 1, for an appropriate σ < 1 2 . The last part of the Proposition follows from this by Cauchy's formula.
Remark 2. In many cases one knows that L S (s, π, r j ) (and in fact, Λ(s, π, r j )) has only finitely many poles in the entire plane (cf. [GS01] ). In that case, the proof shows that Proposition 1 holds on any right-half plane. This is a slight improvement of the main result of [GS01] (proved under the same assumption). In principle, Proposition 1 can be proved using the technique of [GS01] which, like ours, exploits Müller's result on the finiteness of order of Eisenstein series. The main difference between the approach taken here and that of [GS01] is that we prove Theorem 2 first, without appealing to the functional equation, and allowing the use of meromorphic functions. This avoids the use of Matsaev's theorem in [GS01] .
Theorem 2 is new in this generality. It is proved along the lines of [Sar01] . The method of proof is robust, and should ultimately apply, with additional analysis, to all L-functions which admit an integral representation (i.e. Rankin-Selberg integrals). Moreover, Proposition 1 was obtained from Theorem 2 by the usual Phragmen-Lindelöf argument. To apply it, one "only" needs to know the functional equation, as well as finiteness of poles for the partial L-function. Again, these properties can be obtained, at least in principle, from integral representations of L-functions.
Estimation of the L 2 -norm of truncated Eisenstein series.

Truncated Eisenstein series. We consider the truncated Eisenstein series Λ T E( g, ϕ, s) which is given in this case by
Here, χ ≤T (resp. χ ≥T ) is the characteristic function of the interval (0, e T ) (resp. (e T , ∞)).
LEMMA 4. Fix c > 0. Then for T sufficiently large and for any g ∈ G(A) with | | ( g), | | ( g) > c and any non-degenerate character ψ of U
Proof. The left-hand side of (8) can be written (for Re (s) 0) as the difference of
As in [Sha78] , in both summands only the longest w contributes since ψ is nondegenerate. For this w we have
T sufficiently large (10) vanishes. We remain with the contribution from w to (9) which by a similar reasoning is equal to
This is equal to the right-hand side of (8).
Our goal is to estimate from above and from below the L 2 -norm of Λ T E(·, ϕ, s).
4.2.
We first deal with the upper bound. To that end we use the MaassSelberg relations to write
Here (·, ·) denotes the usual inner product on I(π) given by
for ϕ ∈ I(π). Let k C be the complexified Lie algebra of K ∞ and let U(k C ) be the universal enveloping algebra of k C . For any N ≥ 0 denote by U(k C ) ≤N the finite dimensional vector subspace of U(k C ) spanned by monomials of degree ≤ N. Choose a basis X i of U(k C ) ≤N and let µ N be the semi-norm on I(π) defined by
(Different bases give rise to equivalent norms.) Of course, these norms exist also in the local archimedean setting.
LEMMA 5. Suppose that v is archimedean. Then for any X ∈ U(g v,C ) there exist c, n and N such that
Here I(X, π v , s) denotes the action of U(g v,C ) on I(π, s) where g v,C is the complexification of the Lie algebra of G(F v ).
Proof. Except for the dependence on s this is precisely Lemma 10.1.1 of [Wal92] . In fact, the proof immediately gives the dependence on s.
PROPOSITION 2. There exist c, n, N such that
for all s ∈ iR with |Im s| ≥ 1.
Proof. Since T is fixed, the last two summands in (11) are bounded by constant multiple ϕ 
where R(s): I P (π, s) → I P (π , −s) is the normalized intertwining operator [Sha90] . Thus, for s ∈ iR
f (s) is continuous for s ∈ iR, regardless of the poles of f . By Stirling's formula Re
L∞(1+js,π,r j ) is bounded polynomially in 1 + |s| on iR. For v ∈ S finite, the function Re
Lv (1+js,πv ,r j ) is bounded on iR, since it is continuous and periodic. Taking into account Proposition 1 it remains to bound (R ( − s)R (s)ϕ, ϕ) for s ∈ iR. The normalized intertwining operator admits a factorization into local normalized intertwining operators 
This factorization depends on a choice of a non-trivial character
for the unnormalized intertwining operators. By the nature of the normalizing factors, a similar relation (with a different b(s)) will hold for R v (π v , s, ψ v ) as well. We can also assume that ρ is chosen so that the integral defining M v (π v , s + ρ) is absolutely convergent for Re (s) = 0, and in fact, M v (π v , s + ρ) is a bounded operator with respect to · ∞ [Wal92, Lemma 10.1.2]. Once again, the same will be true for
is holomorphic for Re (s) = 0, we can now infer from Lemma 5 that there exist c, n and N such that 
By Fourier analysis and Lemma 4
In fact, we could have taken the sum over all non-degenerate ψ. Fix a 0 ∈ A + 0 and choose a small neighborhood V of 1 in T 0 (A). Using (6) we get
for a suitable S. 
for s ∈ iR with |Im s| ≥ 1 for appropriate c, n and N. The inequality (14) is based on the theory of Eisenstein series, and in principle it applies only to K ∞ -finite sections. However, both sides of the equality extend continuously to all smooth sections. Hence the inequality is valid for smooth sections as well.
We are going to apply this inequality for a special section described below. From now on F will be a local field of characteristic 0 and π will be a ψ M -generic irreducible representation of M(F). Let φ → φ ψ M be a (continuous) Whittaker functional on π. For any ϕ ∈ I(π) we consider the Jacquet integral
5.1. A special section. Fix a 0 ∈ A 0 and a smooth compactly supported function φ on U (F) such that
where a 0 = wa 0 w −1 . Also, fix v 0 ∈ π with v ψ M 0 = 0. We take ϕ to be supported inside the big Bruhat cell where it is defined by
Note that ϕ depends on s. Here are two crucial properties of the sections ϕ.
In particular,
Proof. For the first part, we write the left-hand side of (15) as
After a change of variable this becomes
This is equal to the right-hand side of (15).
The second part of the Lemma is elementary. The only occurrence of s in ϕ is as an exponent. Thus, when we take derivatives the dependence of s will be a polynomial times an exponential which is bounded if Re (s) is bounded.
Continuity in the group variable.
For the next Lemma we consider G as a subgroup of some SL N , and take the usual norm of matrices. LEMMA 7. Suppose that F is archimedean. Then there exist constants c, n such that for all s ∈ iR and all g ∈ G(F) satisfying g − 1 < c(1
Proof. Write w −1 u g = u 1 mw −1 u 1 according to Bruhat decomposition. Then u 1 is close to u and m is close to 1. As before, we have
Hence,
We may assume at the outset that g lies in a fixed small compact set. Hence, u 1 , m, u 1 are algebraic functions of g and u and in particular, they are confined to a fixed compact set as well. Thus the right-hand side of (16) 
It remains to invoke (18).
