Slope correction is rst performed on the word images to remove the variability in the slope of writing. The corrected words will then produce a consistent set of features over the range of words used by the system. The underlying assumption in all of the methods used to calculate the slope is that words are normally written with a consistent slope, thus the global slope of the word can be calculated.
counting the number of foreground pixels in each column of the binary image. The distribution is then normalised to have an area = 1.
The basic idea can be demonstrated using a vertical line as an example. When the line is slanted at an angle, it will have a low at distribution. When the line is upright, the distribution will be tall and narrow, which will result in a lower entropy measure than for the low at distribution of the slanted line.
The vertical projection histogram is calculated for a range of slope correction angles, i , where the angle is given in R. A slope correction range of R = 60
was found to cover all writing styles used in this study. The correction angle is measured relative to the normal. The slope of the word, m , is found from Figure 9 (a), indicates that it is far more compact and upright, which is consistent with the analogy of the vertical line. Figure 13 shows some more examples of the slope correction. A disadvantage of this method is that the slope of a large letter will tend to dominate the calculation as it contains a greater area of foreground pixels, but assuming the slope is consistent, this will have minimal e ect. 2) Frequency Domain: The frequency domain approach to calculating the slope of the word image is based on the method developed by Bajcsy and Lieberman 1] which was used to compute the orientation of a textured image. The word image is rst transformed into the frequency domain, then the magnitude image, M(u; v), calculated. The spectral magnitude for the word image shown in Figure 12 (a) is given in Figure 10 . The property of the Fourier transform used here is that any orientation present in the spatial domain image will be maintained in the frequency domain, that is, the directionality of the image is preserved in the frequency domain. The Fourier transform extracts global properties from the image which is what is required to determine the global slope of the word. This global orientation can be seen in Figure 10 , noting that the orientation in the frequency domain is rotated by 90 .
To extract the directional information from the magnitude image, M(u; v), a change of coordinate system from cartesian (u; v) to polar ( ; ) is performed. Bilinear interpolation 41] is used to construct the polar image, M( ; ) from the cartesian form. For each of the columns, the maximum value is found and a histogram, H of max is constructed, as shown in Figure 11 for the spectral magnitude image, (14) where S is the set of angle values, , in H such that H ( ) 0:5 max H , 6 = 90 , and the support of S is contained in the range 30 ; 150 ]. The range 30 ; 150 ] is 23 the same as for the other methods so as to cover all writing styles and to exclude horizontal strokes, the condition 6 = 90 removes the artifact (along the u axis) due to vertical components of the word, and the possible angle values being limited to those which are greater than half of the maximum con nes the set of angles to the cluster of values around the desired slope angle. 3) Slope Correction Results: Table 1 gives the results for the slope estimation methods. From these results, the Fourier Domain method was selected as the method to estimate the slope of the word images as it gave the best visually consistent results. The Minimum Entropy method was the quickest of the two. Figure 12(b) shows the slope corrected word in Figure 12 (a). Figure 13 shows some more examples of estimated positive and negative slopes. The Fourier Domain method uses the greyscale image directly as opposed to the Minimum Entropy method which rst binarises the image. The use of the grey-scale images is advantageous as it removes one level of processing and chances of information loss and distortion. 
Method

B. Part Extraction
The word image is rst applied to the bank of n Gabor lters, written as r i (x; y) = w(x; y) g i (x; y) i = 1; 2; : : : ; n (15) w(x; y) is the word image, g i (x; y) is the Gabor lter, de ned by Eq. (1), with an angle of i , and represents the convolution operation. The output of Eq. (15) produces a complex response. 
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From the complex response at the output of the the Gabor lters, r i (x; y), the power at each point is calculated which results in the envelope of the response. The power, P i (x; y) of the Gabor lter is given by P i (x; y) = jr i (x; y)j 2
The power image, Figure 14 , now has the characteristic where the parts oriented at the direction, i , will have a greater intensity than the parts oriented away from that direction. The power image is then thresholded to extract the oriented (higher intensity) parts. The threshold point of the power image was calculated using the method given by 37]. The threshold point was found to be consistently too low, and was raised by a factor of 1.85. This factor was determined experimentally to produce consistent results.
The next stage is to lter out any small parts in the binary image thus retaining only those parts which are signi cant to the reconstruction of the word. The size of the parts removed must depend on the width of the writing, as words written with thick pens (eg. Figure 4 (b)) will have much larger spurious parts than words written with thin pens (eg. Figure 4(a) ). The minimum area of the parts was chosen to be the squared width of the writing. Results are shown in Figure 15 .
Finally, the duplicated parts are removed leaving only the most signi cant parts for feature extraction and classi cation. The duplicated parts are removed by examining parts in neighboring views which overlap in position. If a part is overlapped by more than 75% of its area, that part is removed from the view. The angle (which is used as a unary feature) associated with the remaining part is assigned the weighted average of the two parts as a = w 1 1 + w 2 2 w 1 + w 2 where w 1 and w 2 are the number of pixels in each of the parts. Thus the smaller, less signi cant part are removed. This should aid in the classi cation, as only one part 27 of each portion of a character, is used for the classi cation.
The extracted parts of the word for each of the angles show how the Gabor lter has selected the regions oriented at the angle . Some of the parts are not purely oriented at the angle , but this is due mainly to the word itself and the thresholding method.
C. Feature Extraction
The parts produced from the processing of the outputs of the n Gabor lters, as shown in Figure 16 where N is the total number of parts in all of the n images. The normalised area was selected as a feature, as opposed to the aspect ratio (length/width), as it will be invariant to the thickness of the strokes in the word, assuming that the thickness is consistent over the whole word. If two identical words are written, one with a thick pen and the other with a thin pen, the value of the normalised area for each part of the two words will be the same. Also, if the two words are written in di erent sizes, the normalised area will be the same for the two words. 
V. CONDITIONAL RULE GENERATION SYSTEM
Once the unary and binary features have been extracted, they are passed on to an object recognition system. The system, known as Conditional Rule Generation (CRG), was developed at our Computer Vision and Machine Intelligence laboratory by Bischof and Caelli 2] 3], and generates a tree of hierarchically organised rules by taking into account label compatibilities between unary and binary features. The CRG system was designed around the concept that objects and patterns can be described as being composed of a set of parts. The pattern descriptions then involve describing the unary (single part) and the binary (relationship between the parts) features. Thus the set of features characterises the structure of the pattern. In traditional pattern recognition systems, there is a so-called label compatibility problem. That is, two patterns with identical unary and binary features may be obtained from structurally di erent patterns; and patterns of di erent classes can share common feature spaces. This results in poor class discrimination due to similarity between intra-class and inter-class variations. The CRG system overcomes these di culties by generating rules which satisfy the label compatibility constraints. Figure 17 shows how the rules are resolved. First, the unary feature spaces for each part U = fu(p i ); i = 1; : : : ; Ng, where u(p i ) are the unary features for each part p i , are clustered into clusters U i . Clusters which are unique with respect to class memberships have their rules resolved at this level (eg. U 3 in Figure 17 ). Class membership is determined by calculating the cluster entropy
where q ij is the probability of elements in class i belonging to class j. Each of the unresolved clusters is further analysed using binary features by constructing a binary feature space UB i = fb(p r ; p s )ju(p r ) 2 U i and S(p r ) = S(p s )g, where S(p k ) is the sample a part p k belongs to. This feature space is clustered with respect to the binary features into clusters UB ij . Again, clusters which can be resolved with respect to the class membership at this level provide the classi cation rules, otherwise UB ij is further analysed with respect to the unary features of the second part and the resulting feature space UBU ij = fu(p s )jb(p r ; p s ) 2 UB ij g is clustered into clusters UBU ijk . The above procedure repeats itself until all clusters have been resolved or a maximum level has been reached. If a cluster has not been resolved at the maximum level of the tree, the clusters are broken into smaller and more easily discrimable clusters.
As the CRG system uses non-incremental learning, the feature spaces for all of the training words are rst generated, combined, then passed to the training module. This produces the rules used by the recognition module. The feature space for the test word is created, as outlined above, and passed to the recognition module along with the generated rules. Each part is then classi ed as belonging to the most likely word class. The word class with the highest number of matching parts is then considered the recognised word.
VI. EXPERIMENTAL RESULTS
To test our system, a small database of words was extracted from 12]. These words consisted of USA city names which had a su cient number of samples and were similar in size and structure. Both printed and cursive writing samples were used. A total of 12 words were used for the experiments with 238 samples being selected -102 randomly chosen samples were used for training, and the remaining 136 samples used for testing. Figure 18 gives the recognition rates for 4 of the individual words and the overall recognition rate of the 12 words, and shows the recognition rate for the word being selected in the n top classi cation positions.
The results show that the word was correctly recognised within the top 3 choices 54% of the time and within the top 6 choices 81% of the time. These results are comparable to other results which have been recently published. The recognition rate for the word being classi ed in the top 5 selections, Ho et al 27] achieved a recognition rate of 92.2% to 96.1%, and Paquet and Lecourtier 38] achieved a recognition rate of 64% to 78.5%, though both of these results were with much larger training and testing sets.
At present, there is only, on average, 8.5 samples per word class for training. Even with the current 8.5 samples per class, we were able to to obtain approximately 61% recognition rate. It is envisaged that with more training data using our approach, the recognition rate will be improved. We are currently undertaking a data collection program from which a much larger database will be constructed for training and testing. Results of those tests will be published separately. 
VII. CONCLUSIONS
We have presented a word recognition system capable of classifying cursive handwriting. Our feature extraction system uses the grey-scale image itself without performing any preprocessing (binarisation, skeletonisation) to extract features. This scheme has the advantage that it does not introduce distortion or spurious artifacts into the word image. There has been a recent trend towards the use of grey-scale images, for example Wang and Pavlidis 51] who used the grey-scale image to generate the skeleton, but there has been very little on the extraction of features directly from the grey-scale image itself. Two new methods for determining the global slope of a word image were presented. Of the two, the Fourier domain approach was prefered as it produced more consistent results and the grey-scale itself was directly used.
Parts are extracted from the word image by using the responses from a bank of Gabor lters. The parameters for the Gabor lters were calculated from each of the word images, thus the part extraction from each word is optimal. From these extracted parts, unary and binary features are calculated, then used for the classi cation.
The CRG system has the limitation that it classi es each part of the word as belonging to a word class, not classifying the whole word as one unit. To classify the word as belonging to the most likely word class is achieved by selecting the word class which contains the maximum of part classi cations. Other classi cations methods are being investigated which will classify the whole word.
Our initial recognition rates are very encouraging, especially in the light of the small number of training samaples available. Improvements to the recognition rate are expected once the system has been trained on a large number of samples.
38
