INTRODUCTION 35 36
Multi-State (MS) degradation modelling is receiving considerable attention in the domain of 37 reliability and maintenance engineering (Zio, 2016) , due the fact that MS models offer a description taking into account the influence of the history of the degradation process on its future evolution. In When sufficient field data is available, statistical techniques such as Maximum Likelihood Estimation
29
(MLE) can be adopted (Zio, 2007; Gosselin & Fleming, 1997) . However, the availability of rich 30 datasets of NPP PS degradation and maintenance data is not typical and the problem of parameter 31 estimation is further complicated by at least two other aspects:
32
• The inherent complexity of the PSs in NPPs and diversity in the degradation influenced by 1 operating and ambient conditions (Tipping, 2010); then, it becomes difficult to identify 2 mechanisms and homogeneous populations of PS for statistical inference.
3
• The possible noninformativeness of the data, i.e., of the outcomes of inspections performed 4 every 2-5 years, in which the PS is typically found in the first degradation states, due to its 
7
With this scarcity of data, it is necessary to exploit any additional knowledge or information available 8 to build more accurate reliability models (Zio, 2016) . In this respect, Probabilistic Fracture Mechanics parameters. However, (Fleming, 2004) pointed out that one main limitation of the PFM approach is 13 that the data used for model setting reflect the influence of previous PS inspection programs; thus, 14 changes in these programs may introduce biases in the transition rates estimates. 15 In the present work, we consider that additional information on the occurrence of state transitions can 16 be obtained from experts to supplement field data. Namely, we assume that experts can give 
21
Bayesian statistics is often adopted to this aim, starting from the elicitation from experts of prior 22 distributions of the model parameters and following with their update based on to the field evidence 23 collected (Compare et al., 2017a) . Markov Chain Monte Carlo algorithms (Robert & Casella, 2004) 24 can be used to estimate the posterior distributions of the multi-state model parameters, which encode 25 both the prior expert knowledge and the field evidence. However, the representation by probability 26 distributions of the imprecision in the qualitative expert statements is debatable, as it has been argued 27 that the probabilistic approach in situations of scarce evidence tends to force assumptions that may statements about the transition times, to "imperfectly specify a value that is existing and precise, but 31 not measurable with exactitude under the given observation conditions" (Denoeux, 2011).
To estimate the MS model parameters from partially observed data, we resort to the Fuzzy Finally, based on the MS degradation model, we propose a methodology to estimate the Remaining
5
Useful Life (RUL) of the NPP PSs.
6
To sum up, the main contributions of the present work are: 7 1. The development of a methodology to estimate the parameters of a MS degradation model, 8 which exploits both data from inspection outcomes and expert information. 2. The development of a methodology to estimate the RUL, conditional on imprecise evidence.
10
The remainder of the paper is organized as follows. Section 2 describes the problem settings, the 11 available information and data. Section 3 illustrates the methodology to estimate the unknown 12 parameters of the HCTSMP model in the considered settings. In Section 4, the methodology to 13 estimate the RUL is illustrated. The application of the developed methodologies to a case study 14 concerning simulated PS degradation paths is reported in Section 5. Finally, Section 6 concludes the 
Problem Settings

18
To focus concretely the illustration of our work, we develop a MS model derived from the 4-states In state 1, the PS is assumed to be in an as good as new state; flaws are present but not detectable.
23
These gradually grow until they become detectable, whose condition is represented by state 2. Then,
24
the PS further degrades and a leak becomes detectable (state 3). Finally, the leak extends until it leads 25 to rupture (state 4) (Veeramany & Pandey, 2011). Pipes are assumed to be non-repairable: this means that in the representation of the model (Figure 1) , the transitions only go from left-to-right and also 1 that state 4 is an absorbing state (i.e., once reached, it cannot be left).
2
The random transition time, → +1 , from state to state + 1 is assumed to obey a Weibull 3 distribution (Cannarile et al., 2015a), with scale parameter and shape parameter , = 1, 2, 3. The 4 probability density function (PDF) of → +1 is given by
and the corresponding Cumulative Distribution Function (CDF) → +1 ( → +1 ), reliability function
( → +1 ) and transition rate → +1 ( → +1 ) are, respectively:
The choice of relying on Weibull distributions is justified by practical reasons: Weibull distributions 14 are the probability distributions most commonly used in reliability engineering to describe the We assume that a dataset is available containing the inspection outcomes of NPP PSs, whose 23 degradation evolves according to the HCTSMM described above. We also assume that each 24 component is perfectly working (i.e., it is in state 1) at time = 0 and is inspected with period over 25 the mission time .
26
We indicate by the number of inspections performed on the ℎ component through its mission , then * = 3, ,3 = ,4 = , whereas ,3→4 is unknown, but larger than − ( ,1→2 + 10 ,2→3 ).
11
On this basis, we introduce the binary variable for = 1, 2, 3 Notice that the triangular shape for the possibility distribution is the appropriate choice when the 10 expert is willing to specify the most likely value that , → +1 can assume (Aven et al., 2014) . 
Parameter Estimation
14
The aim of this Section is estimating the parameters ( , ) of the Weibull distributions. We consider 15 two different situations:
16
• The only source of information available is dataset . In this standard case, we can apply the 17 MLE approach.
18
• Also information provided by experts about transition times is available, described in the form 
21
The comparison of these two settings allows highlighting the benefit of exploiting the information The application of MLE requires defining the likelihood function, which is given by:
(( , +1 − 1) ) represents the probability of finding 9 the component for the first time in state + 1 at inspection , +1 , provided that it was in state at 10 inspection ( , − 1), whereas
( − , ) indicates the probability of spending time
11
( − , ) in state . The quantity , → +1 determines which of the two contributions has to be 12 considered for the ℎ component, depending on the censoring mechanism it has undergone.
13
The corresponding log-likelihood can be written as:
where 15
16
The estimation ̂ of is given by:
19
Notice that Equations (8) -(9) simplify the estimation of ̂. In fact, each of the three contributions 20 ℒ → +1 , = 1, 2, 3 depends on the two parameters ( , ), only. Then, one can divide the maximization problem in Equation (7) into three simpler sub-problems, which can be solved 22 independently on each other. 
Estimation based on inspection outcomes and information elicited from experts 2 3
To show the methodology to estimate based on the possibility distributions ̃, → +1 , we first derive 4 the likelihood function as if we exactly knew the transition times , → +1 . On this basis, we will easily 5 extend this function to the case of imprecise transition times ̃, → +1 .
6
Analogously to the previous case, the likelihood function reads:
where the pdf → +1 ( , → +1 ) is used instead of → +1 ( , +1 ) − → +1
(( , +1 − 1) ), because 10 in this case we are assuming to know the transition times. Notice that the conditioning on in 11 Equation (11) also concerns the fact that (∑ , −1→ =1
13
Analogously to Equation (7), Equation (11) can be divided in three parts to divide the maximization 14 problem into three easier sub-problems and, thus, simplify the parameter estimation problem:
19
When the information about , → +1 is represented by the possibility distribution ̃, → +1 , then the 20 likelihood in Equation (11) reads (Denoeux, 2011):
That is, the imprecise evidence represented by the possibility distribution ̃, → +1 ( → +1 ) forces to
( , → +1 ) through Equation (15), which applies the Zadeh's 4 definition of probability of a fuzzy event (Denoeux, 2011; Zadeh, 1996 ) . Notice that
is not 5 affected by fuzzy uncertainty as it relates to the case in which the transition has not been observed.
6
The log-likelihood is given by: 
20
Every iteration of the algorithm is composed by two steps:
The expectation step requires the calculation of the expected value of the log-likelihood ̃→ +1
23
conditional to a set of fuzzy evidences:
which reads (Denoeux, 2011):
Then, the expected value ( , ) of L → +1 in Equation (17) conditioned to the set of fuzzy 3 evidences , given the fit of at the current iteration , becomes:
The maximization step consists in maximizing ( , ) with respect to . 
17
The definition of , 0 depends on the case under investigation. In details, in the setting described in 
13
Since the random variable ( ) depends on the sojourn time, as shown in Equation (22), it is 14 affected by the epistemic uncertainty on 0 , and, thus, in the case considered it becomes a fuzzy In this Section, the settings described in Sections 3.1 and 3.2 and the RUL estimation procedure 7 discussed in Section 4 are applied to a simulated case study concerning the 4-states PS degradation 8 process described in Section 2. We have artificially generated N = 100 degradation paths by Monte-Carlo (MC) sampling from the
12
Markov Model described in (Fleming, 2004) , which assumes that the transition times are 13 exponentially distributed with scale parameters → +1 given in Table 1 . years, plus possible extension. We consider that the system is periodically inspected with period =
19
5 .
20
The case study dataset is summarized in To better understand the case study dataset, the degradation paths of the six components that entered 1 a state > 1 are summarized in Table 2b , where the first column reports the ℎ component, whereas 2 the other three columns report the values of , , = 2,3,4, respectively, as defined in Subsection 2.1. will be referred to as cases 1 , 2 and 3 , respectively, whereas the MLE setting will be referred to as 
5
In the first case, the expert does not commit her/him-self and, thus, does not reduce the support of the 2 )], with core ⏞ , → +1 = 0.667 +̇, 0 . Finally, the case in Figure 7 refers to an expert that feels 12 confident on the system and, thus, states that the transition surely occurred in the interval 
13
The parameters values estimated in case 1 are similar to those in case 0 . This is due to the fact that 14 the simulated dataset is composed by 94% of components that have never experienced any transition 15 during the mission time i.e., they are still in state 1 at = (Table 2) . For these components, the possibility distribution whose support is coincident with the interval between successive inspections, 1 which corresponds to the interval-censored data considered in case 0 . 
9
Similarly, the rate for the third transition estimated in case 3 is initially larger than those in case 10 0 and 2 , as shown in Figure 9 . given that the PS is in state 1, are reported in Figure 11 , both for case 1 and for case 0 . Since no Figure 15 compares the results of case 0 to those of cases 2 and 3 , when the PS is found in state 17 2. We can note that intervals estimated in case 0 never contain the fuzzy estimates of cases 2 and 
1
In particular, the estimates in case 3 are always smaller than the corresponding ones of case 0 , 2 which are smaller than those of case 2 . This is due to the fact that the estimates of [ → +1 ], = 3 1, 2, 3, are larger in case 2 than in case 0 , while they are larger in case 0 than in case 3 . Figure   4 16 shows the RUL estimates in cases 0 , 2 and 3 assuming that the component is found in state 3.
5
In this case, the estimates are closer to each other since the corresponding estimated parameters for 6 the third transition are similar to each other, as underlined previously. 
26
The estimates of [ ( )] , given that the PS is in state 1, are reported in Figure 15 , both for case In Figures 18-19 smaller and differ from the others. This is due to the fact that initially the influence of the expert 11 opinion is more relevant: in fact the estimates of case 3 , in which the expert is risk-prone, are larger 12 than those of cases 0 and 2 . Figure 22 shows the RUL estimates in cases 0 and 3 , assuming that 13 the component is found in state 3. In this case, the estimates are closer to each other and sometimes 14 the intervals estimates of case 0 contain the possibility distributions of cases 2 and 3 . As for Figure   15 21, initially the estimates of case 3 are larger than those of cases 2 and 0 , according to the expert 16 opinion. Furthermore, the estimates of cases 2 and 3 are close to each other since the behavior 17 described by the model parameters, estimated in these two cases, are similar. Overall, for all the cases considered, the estimated Vinod, G., Bidhar, S.K., Kushwaha, H.S., Verma, A.K., Srividya, A., "A comprehensive framework 31 for evaluation of piping reliability due to erosion-corrosion for risk-informed inservice inspection",
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