Abstract. Active Shape Model (ASM) is one of the most popular local texture models for face detection. This paper implements an efficient extraction method of facial feature points to use on iOS. We extend the original ASM algorithm to improve the performance by four modifications: (1) we apply a face detection API included with iOS CoreImage framework to detect a face and to initialize the shape model, (2) construct a weighted local structure model for landmarks to utilize the edge points of the face contour, (3) build a modified model definition and fitting more landmarks than the classical ASM, and (4) extend and build two-dimensional profile model for detecting faces within input images. The proposed algorithm is evaluated on experimental test set containing over 500 face images, and found to successfully extract facial feature points, clearly outperforming the original ASM.
Introduction
Since face detection is always the first step in the process of facial recognition, its performance plays an important role to improve the performance of the whole system [12] . However, the extraction of facial features, a crucial process for face recognition, is particularly difficult, as it must take into account a wide variety of illumination levels and variations in orientation and background. Specifically, in the case of recognition of a face using on mobile device, the detected face must consider the location of the camera phone and the range of possible illumination variations [2] . There are two most popular methods for face landmark detection: Active Shape Model (ASM) [3] and Active Appearance Model (AAM) [4] . These approaches use a statistical model to parameterize a facial shape by applying Principal Component Analysis (PCA) feature modeling and optimization. AAM utilizes a global appearance model to control the optimization of shape parameters, while ASM uses its local region to search for a new position on every label point, given the initial labels. This paper implements an advanced ASM method that modifies the traditional ASM method to improve the performance of feature extraction by four modifications.
Proposed Method to Improve the Classical ASM
Although the original ASM is popular and successfully used in many applications, it has an important limitation for facial feature extraction, summarized in [5] . Thus, this paper suggests an approach to improve the classical ASM with four modification.
The first change is a modification of initializing ASM using face detection API in CoreImage framework [6] . Since the original ASM gets the initial feature points by mean shape, which is derived from a training dataset, and its accuracy depends on the size of the training set. In this reason, search process may either fail to detect a face or perform the detection slowly. To enhance the accuracy and processing time, we apply CIDetector and CIFaceFeature class in CoreImage framework to detect and use three points to initialize the shape model as start point, as shown in Fig. 1 
(b).
The second change is a construction of weighted local structure model. In the classic ASM, local structure model is constructed with assumption that the normalized first derivative of the pixel intensity satisfies with a Gaussian distribution. To find the best match for feature points, profile of the statistical model is achieved by minimizing the Mahalanobis distance. However, the proposed scheme adjusts the matching distance function by adding a weight factor. We construct a weighed local structures for different group of points separately. Then, the weighted sum of Mahalanobis distance is calculated by Equation (1).
where ω i is the weighted value for ith component of the Gaussian model with the normalized sum. For the features of eyebrows, eyes and nose, ω i is assigned greater than 1. On the facial boundary, chin and mouth, ω i is assigned less than 1.
The third change is a modification of model file to increase the number of fitting landmarks. While the original ASM uses 65 landmarks, the proposed method utilizes 75 landmark points which are extracted for specific groups such as left and right eye (18 points), eyebrow (12), nose (11), mouth (18), and facial boundary (as chin) and center (16).
The fourth change is an extension of profile model to locate the approximate position of each landmark by template matching. While the classic ASM uses a 1D profile, the proposed method uses 2D profile model for allowing the current point to reach an accurate target position more rapidly. Extending the profile requires the local structure of landmark in 2D domain. To obtain the 2D profile, we compute the average of gray-scale value at each pixel in the rectangle (w × h size). To locate updated positions of the current feature landmark, distance d 0 is calculated with Equation (2).
where is the gray-scale value of a pixel in ith row and jth column of 0th feature landmark in the corresponding 2D profile, and is the gray-scale value of a pixel in ith row and jth column of the sub-2D profile of 0th feature point. In Equation (2), d 0 indicates the similarity between 2D profile and sub-2D profile. Minimizing d 0 in the same way enables us to find the real location for the current feature landmark.
Experiments and Results
To evaluate the performance of the proposed scheme, we use two image databases. The first is a subset of FEI face database, which contains 400 full frontal face images (360*260) on a controlled environment [7] . The second is a subset of the PUT face database, which consists of 10,000 high resolution images (2,048*1,536) of 100 people [8] . In the experiments, we conducted ASM fitting tests on all the frontal images. After preprocessing with detecting a face and location of the two eye and mouth, the detected face images serve as the inputs. To make a decision on the level of fit, whether or not more than 80% of the fitted points are within reliable tolerance of a coordinate to the labels, by annotated label points in each image from website.
We implemented the system using Objective-C and C++ with Xcode on iOS 7. Fig.  2 shows examples of screenshot by extracting and fitting the facial feature points. 
Conclusion
In this paper, we presented an improved implementation of the original ASM to extract the facial feature points. We utilized the iOS face detection API, construct the weighted local structure model and modification of the model definition file, and extended the profile from 1D to 2D for accurate landmark location. Experimental result revealed that the proposed method is more accurate and efficient than the classic ASM.
The main contribution of this paper is that the new model were implemented on iOS platform, which is convenient and can be adapted for use by a large number of applications in the mobile environment. This approach opens up new applications in the field of computer vision.
