Abstract. We want to define a deformation of the flag variety F (r 1 , . . . , r m , n) of SL n (k) the special linear group of k n , where k is an algebraically closed field of characteristic 0. We will construct the quantum flag ring as a subalgebra of k q [SL n (k)], the quantum SL n (k) and we then will exhibit it in terms of generators and relations in the case in which k q is replaced by a suitable local ring in k(q). These results are a generalization of those obtained for the quantum grassmannian in [4] .
Introduction
In this paper we want to work out explicitly a deformation of the flag variety F (r 1 , . . . , r m , n) as homogeneous space for the special linear group SL n (k), where k is an algebraically closed field of characteristic 0. F (r 1 , . . . , r m , n) is defined as the set of all subspaces V r 1 ⊂ . . . ⊂ V r m ⊂ V , dimV r i = r i , of a vector space V of dimension n over k. F (r 1 , . . . , r m , n) can be given the structure of an algebraic variety and embedded into a projective space using the Plücker coordinates. The action of SL n (k) on this algebraic variety is the obvious one. We wish to give a quantum analogue of this classical setting.
This problem has been studied by [14] , [9] , [13] . The first two approaches are very abstract and do not provide explicitly a deformed ring. In [13] Taft and Towber have a more concrete approach, however they do not provide explicitly the commutation rules for the generators of the quantum flag ring. Their method is very different from the one presented here.
We wish to take what seems a more natural approach to this problem, in the sense that it follows more closely what happens in the commutative case.
We define k q [F (r 1 , . . . , r m , n)], the ring of the quantum flag, as the subalgebra of k q [SL n ], the quantum SL n (k), generated by the determinants of certain minors. This means that we deform the flag variety together with its embedding into a projective space. In this way k q [F (r 1 , . . . , r m , n)] is immediately an homogeneous space. The difficulty, precisely as it happens in the commutative case, is to work out all the relations among the generators and to give a presentation of the quantum flag ring. The relations among the generators will be of two types: 1) commutation relations: for q = 1 they state the commutativity of two determinants; 2) quantum Plücker and incidence relations: for q = 1 they reduce to the classical Plücker and incidence relations for the flag.
The quantum Plücker and incidence relations can be obtained following a procedure similar to the classical one. The commutation relations instead are much harder and their existence is by no means obvious. One must show that given any two quantum determinants D 1 , D 2 that are in the set of generators for the quantum flag ring, the difference D 1 D 2 − uD 2 D 1 , where D 2 < D 1 according to some order < on the set of quantum determinants and u is a unit in k q , can be expressed in terms of polynomials in the quantum determinants of lower order. The commutation rule among two generic quantum determinants is crucial if one wants to show that any polynomial in the quantum determinants can be totally ordered according to some order <. This for instance has been partially treated in [8] by Goodearl and Lenagan. In our case the ordering turns to be the fundamental tool when we want to show that the relations that we have obtained generate the ideal that defines the quantum flag ring.
At the end we will give a presentation when the ring k q = k[q, q −1 ] is replaced by A q , a suitable local ring in k(q). This paper comes as a generalization of [4] where we give a deformation of the grassmannian manifold.
The main new results here are coming in theorem 3.8 and in section 4. Theorem 3.8 gives the commutation relations for two quantum determinants in the general case. The proof of the corresponding theorem in [4] cannot be adapted in our present case where the determinant have different ranks.
In section 4 we derive the Plücker and incidence relations with a method which is different from the one used in [4] . This allows us to get more explicit formulas.
Definition of the quantum flag ring
, where k is an algebraically closed field of characteristic 0. Let k q < a ij > be the free algebra over k q with a ij as non commutative generators. Define k q [M n ], the quantum matrix bialgebra, as the associative k q -algebra with unit generated by n 2 elements a ij , i, j ∈ {1 . . . n} subject to the relations:
We shall refer to the two-sided ideal in k q < a ij > generated by these relations as I M , the ideal of the Manin relations. All the congruences in k q < a ij > are modulo I M unless otherwise specified.
Let's define on k q [M n ] the comultiplication ∆ and the counit :
is a bialgebra with the given ∆ and .
Let's now introduce the notion of quantum determinant.
Definition (2.2).
We define the quantum determinant obtained by taking rows
where σ runs over all the bijections and l(σ) is the length of the permutation σ. m is called the rank of D
is then the usual quantum determinant. We shall write D j 1 ...j m i 1 ...i m for this image also, the context making clear where the element sits. For all the properties of these quantum determinants see [12] . This enables us to define the Hopf algebras: 
Observe that for q = 1 this is the ring: 
Proof. See [4] .
Our aim is to give a presentation of the quantum flag ring in terms of generators and relations. The relations among the generators will be of two types: the commutation relations and the quantum Plücker and incidence relations.
To simplify the notation we will suppress the upper indices in the notation of the determinants whenever they coincide with the first consecutive indices up to the rank of the determinant and there is no danger of confusion.
will be denoted by D I .
The commutation relations
Definition (3.1). Let I = (i 1 . . . i r ), J = (j 1 . . . j s ), be two multiindices, r, s ∈ [1, n]. We define a commutation relation for D I and D J ,
and < is with respect to the lexicographic order. Capital letters will indicate multiindices, i.e. I = (i 1 . . . i r ). Unless otherwise specified, the multiindices I, J, K, L are all supposed to be ordered, where an index X is ordered if
We will denote by (y 1 . . . y r ) ord the set of integers y 1 . . . y r ordered with respect to <.
We want to determine f IJ (q), g IJ (q) and F KL (q) in such a way that
We will start with the case I ∩ J = ∅.
Remark (3.2).
Without loss of generality we can assume that I ∪ J = {1 . . . r + s}. In fact, it is clear that there is a order preserving bijective map: φ : {i 1 . . . i r , j 1 . . . j s } −→ {1 . . . r + s}. As we can see, in the Manin relations when we give the commutation rule for a ij a kl what counts is not the actual value of i, j, k, l, but only how they are ordered. Hence we have that:
By the same argument if we modify the columns of the determinants, keeping their reciprocal order, the two determinants will still have the same commutation rule with the appropriate modifications similar to those above.
Given an index I, I will denote its complement in {1 . . . r + s}. Proof. Let p be the first integer such that i p − i p−1 > 1. This p must exist since (I, I ) = (1 . . . r + s). Then σ = (i p , i p − 1) is the required elementary transposition.
Proposition (3.3). Let
Definition (3.4) . Let the notation be as in (3.3) . If m is chosen to be minimal, σ is unique and is called a standard transposition. We define as the standard tower for I a sequence I = I N > . . . > I 0 = (1 . . . r) where I i = σ i+1 (I i+1 ) and all σ i are standard transpositions. By definition, given I, we have a unique standard tower. Notice that, from the definition of standard transposition, all the indices I N . . . I 0 turn out to be ordered.
Let N be the length of the standar tower of I, Then:
or equivalently:
where the set C 
i is the complement of φ
i−1 and φ
) we mean the permutation σ p applied to all the elements of the multiset C
. With L ord we mean the ordered set containing the elements of the multiindex L and by l(σ(L)) we mean the length of the permutation necessary to order the multiindex L.
Proof. This is the same argument as in theorems (2.19), (2.21) in [4] .
Standard tower for (14): (12), (345))} The commutation rule is:
One can check this with a direct computation.
Now we want to consider the general case I ∩ J not necessarily equal to ∅. Assume without loss of generality, that I ∪ J = {1 . . . n} and that I = (1, i 2 . . . i r ), J = (j 1 . . . j s ) (see remark (3.2) ). The argument that we used in [4] for the quantum grassmannian, here will not work here as it is. Theorem (3.8). Commutation rules among determinants.
where with (L, i k 1 . . . i k p ) ord we mean the ordered set containing the elements of the multiindex L and i k 1 . . . i k p and with l(σ(L)) we mean the length of the permutation necessary to order the multiindex L. The multisets
have been defined in (3.5). 
If we apply again the antipode S in k q [M n−p ] and S in k q [M n ] we obtain the result.
D 134 D 23 commute as D 14 D 2 in the matrix bialgebra generated by a ij , i = 1, 2, 4, j = 1, 2, 3. Standard tower for (14) in (124): (12), (4))} The commutation rule is:
Hence:
This can be also checked by a direct computation.
Remark (3.10) . Notice that, with the form of the commutation relation defined in (3.1), and given explicitly in (3.8), given a generic polynomial p in the generators D I 's, p = a I 1 ...I M ∈k q a I 1 ...I M D I 1 . . . D I M there exists a polynomial p such that:
where J 1 ≤ . . . ≤ J M and ≤ is respect the lexicographic order. So we are able to order any polynomial in the quantum determinants.
The quantum Plücker and incidence relations
We want to give a quantum version of the classical Plücker and incidence relations for the flag ring.
Definition (4.1).
Consider the n-dimensional free module V = R n over the ring R = k q [M n ]. Let's fix {e i } 1≤i≤n the standard basis for V and {e * i } 1≤i≤n the standard dual basis for V * . Define:
We will indicate the products in q p V and in q p V * with the same symbol
∧.
Let's consider q p V as right R-module, q p V * as left R-module. We have that:
Define for j < n:
For a linear map φ : U −→ V , U and V vector spaces, let t φ be the adjoint map from the dual space V * to U * .
Proposition (4.3) Let
then vectors in the image of t φ r annihilate vectors in the image of t ψ s .
Proof. Let A φ r , A ψ s be the matrices of φ r , ψ s in the bases {v 1 . . . v n } and {v * 1 . . . v * n } respectively. It is sufficient to check that rows of A φ r annihilate rows of A ψ s . This is immediate since:
where N = dim q r+1 V , M = dim q n−s+1 V * , n = dimV . 0 n,m is a null matrix with n rows and m columns and A, B are suitable matrices with entries in R of the specified orders.
Corollary (4.4)
. Let E φ r , E ψ s be the matrices of φ r , ψ s in the bases {e 1 . . . e n } and {e * 1 . . . e * n } respectively. Then:
Proof. Immediate from proposition 4.3.
Now we want to write down E φ r , E ψ s explicitely. ( * ) will give rise to the Plücker and incidence relations.
Observation (4.5)
.
Proof. This is a computation. Since for the Plücker and incidence relations a multiplicative constant is not important we will "forget" about (−q) (r+1)+...+n in the expression for
where l(i 1 . . . i r k), l(lj 1 . . . j n−s ) are the length of the permutations: (i 1 . . . i r k) and (lj 1 . . . j n−s ). Proof. This is an easy computation. Theorem (4.7). Quantum Plücker and incidence relations for k q [F (r 1 , . . . , r m , n) ].
Let's fix the two sets of indices: {i 1 . . . i r+1 }, {l 1 . . . l s−1 } with 1 ≤ i 1 < . . . < i r+1 ≤ n, 1 ≤ l 1 < . . . < l s−1 ≤ n, r, s ∈ {r 1 , . . . , r m }. Then:
Proof. Let E φ r , E ψ s be the matrices of φ r , ψ s in the bases {e 1 . . . e n } and {e * 1 . . . e * n } respectively. Let's fix a row index (i 1 . . . i r+1 ) for E φ r and a row index (j 1 . . . j n−s+1 ) for E ψ s . By (4.6) we have that:
By (4.4) we have:
Since j 1 . . . j n−s+1 are fixed we have:
. . . n}. Since j 1 . . . j n−s+1 are fixed also l 1 . . . l s−1 are fixed. So we can write:
One can check that:
where t is the index such that l t < i p < l t+1 . Hence we have the result.
Remark (4.8).
Notice that for q = 1 these are the classical Plücker and incidence relations for the flag variety (see [6] ). A q [F (r 1 , . . . , r m , n)] Definition (5.1). Let's consider the local ring A q = { f (q) g(q) |g(1) = 1} ⊂ k(q). Define A q < a ij > as the free tensor algebra over A q with generators a ij 's. We can define, as we did in (2.1), the matrix bialgebra A q [M n ] as A q < a ij > /I M and the two Hopf algebras:
Presentation of the ring
Observe that for q = 1 this is the ring: k[F (r 1 , . . . , r m , n)]. Observe also that A q [F (r 1 , . . . , r m , n)] is a homogeneous space. There is in fact a coaction of A q [SL n ] given by the comultiplication (see proposition (2.5)).
We want to give a presentation of the ring A q [F (r 1 , . . . , r m , n)] in terms of generators and relations.
Theorem (5.2).
where the λ I are indeterminates, I = (i 1 . . . i r ), 1 ≤ i 1 < . . . < i r ≤ n, r ∈ {r 1 , . . . , r m } and I F (r 1 ,...,r m ,n) is the ideal generated by the relations:
All the symbols appearing have been previously defined in (3.5), (3.8) , (4.6) .
Proof. This is the same argument as in [4] . D i 1 , D j 1 j 2 , D k 1 ,k 2 ,k 3 , for i 1 , j 1 , j 2 , k 1 , k 2 , k 3 ∈ [1, 4] . The relations among these determinants are: The relations labeled (p) and (i) are the Plücker and incidence relations. The rest are the commutation relations. All the relations can be checked with a direct computation.
These relations give also a presentation of this ring over A q . Notice that these relations are different from those in [5] . No uniqueness of the commutation relations and the Plücker and incidence relations has been stated and in fact there are many equivalent forms of them.
This example has a particular significance in physics. In fact, the grassmannian G(2, 4) whose deformation is contained in k q [F (1, 2, 3, 4) ] can be identified with a compactification and complexification of the Minkowski space. For more details see [5] .
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