Introduction
The development of theoretical models in biology is not a recent field. Long before the advent of genetics and molecular biology, conceptual or mathematical models were investigated, namely in population biology but also to study phenomenological properties of biological systems. With the discovery of the genetic regulatory mechanisms responsible for complex dynamics of cellular processes, molecular-based models were elaborated. Numerous dynamical systems, ranging from neuronal activities to cellular processes like metabolism, the cell cycle, and circadian clocks have now been modeled [1, 2] and are still the object of active theoretical research.
The cellular regulatory network of circadian clocks involves several genes and proteins, and relies on multiple interactions, transcriptional as well as posttranslational (multiple phosphorylations, formation of protein complexes, regulation of nuclear transport, etc.). Several regulatory mechanisms form interlocked positive and negative feedback loops [3] . These circuits endow the cells with the ability to generate 24-hour oscillations at the level of a single cell. Moreover, in order to ensure coherent oscillations at the level of a tissue, inter-cellular coupling mechanisms permit the synchronization between cellular oscillations [4, 5] .
To understand why such complexity in the regulatory mechanism is needed and to understand how the cellular oscillators are coordinated at the cell population level, verbal arguments are often insufficient. For instance, the question of the role of the positive feedback loop, a priori not essential for the oscillations, can not be answered intuitively.
Mathematical modeling is helpful to grasp the dynamic properties of molecular mechanisms responsible for the generation of robust circadian oscillation both at the cellular and inter-cellular levels.
Through numerical simulations on a computer, these models can highlight the role of key parameters in the oscillations and can be used to predict the behaviour of the system in conditions not yet tested experimentally. Mathematical models can also be used to provide possible explanations to unintuitive observations or to unravel the design principles of the circadian molecular oscillator.
The mathematical and computer tools to simulate the models are standard but there is no automatic way to construct a model. Building a model requires some preliminary considerations. There are indeed a couple of questions that naturally arise when we have to write the equations. What are the key variables? How many equations should I consider? What kind of equations should I choose? How to set the parameter values? How to simulate the model and how to interpret the results? There is no consensus on how to design a model. Choices depend on the biological questions we want to address but also on personal taste and experience.
In the present paper I describe a variety of models which have been proposed to study dynamic properties of the circadian clocks and briefly present the methods used to analyze these models. Table 1 provides the definitions of important circadian terms. The subsequent paper illustrates the use of the modeling approach on a variety of selected examples, taken from the circadian field. Table 1 . Definition of terms used in circadian biology (adapted and extended from [107] ).
Circadian rhythm:
Biological rhythm generated endogenously and characterized by a period of about 24h.
Free-running rhythm:
Rhythm observed under constant environmental conditions (constant temperature, constant light/darkness). "Free running period" refers to the period measured in these conditions.
Actogram:
Plot showing the activity phases of an animal (e.g. rat in a running wheel) or a plant (e.g. leave movement) during several successive days. An actogram can reveal the free running period, phase shift, period change, or rhythm splitting.
Oscillator:
Physical or biological system capable of generating rhythms. Oscillations may be self-sustained (perpetuate indefinitely with a constant amplitude) or damped (the amplitude of the oscillations decreases with time till the system reaches a steady state).
Limit-cycle oscillations:
Self-sustained oscillations characterized by a given amplitude and period and which are independent of initial conditions (see Figure 1C ).
Bifurcation diagram:
Diagram showing the variation of the steady state, its stability, the occurrence of oscillations, as well as the amplitude (or the period) of the oscillations as a function of a control parameter (see Figure 1D ).
Negative feedback:
Molecular regulatory mechanism, present at the core of many oscillators, in which a component is eventually inhibited through a chain of cyclical events (feedback loop). In most species, the genetic circadian oscillator is based on a transcription-translation feedback loop in which a clock protein, once activated (typically through phosphorylation or complexation), inhibits the expression of its own gene through inactivation of a transcription factor.
Pacemaker:
Self-sustained oscillator that entrains (i.e. imposes its own rhythmicity) to peripheral oscillators. In the mammalian clock system, the suprachiasmatic nucleus (SCN) is the pacemaker (also called "core clock", "central clock" or "master clock").
Peripheral oscillators:
Oscillators which are entrained by the pacemaker oscillators. In mammals, circadian clocks located in peripheral tissues outside the SCN (e.g. pineal, lung, heart, kidney, etc.), are entrained by the SCN pacemaker oscillator.
Synchronization:
The process of bringing two or more oscillators to oscillate in phase, with identical periods.
Coupled oscillators: Oscillators which influence each other. In the SCN, each cell can be regarded as an oscillator and inter-cellular coupling is generally required for the cells to be synchronized.
Entrainment:
Synchronization of an oscillator to a periodic signal of the environment, adjusting its phase to fit conditions of the environment. Circadian oscillations are generally entrained by the daily light-dark alternance, but can also be entrained by temperature or feeding periodic inputs.
Amplitude:
Difference between the peak and trough of an oscillation.
Period:
Time laps between two successive maxima (or minima) of an oscillation.
Phase shift:
Phase difference between two synchronized oscillatory signals. This may refer to the phase of gene expression relative to the light-dark cycle or to the gene expression in a peripheral tissue compared to the gene expression in the SCN.
Phase response curve (PRC):
A transient perturbation of the clock (e.g. a light pulse) usually affects its phase. It is thus possible to measure the phase shift after vs before the perturbation. The PRC gives the phase shift as a function of the time at which the pertubation is applied.
Molecular noise:
Noise due to the probabilistic nature of (bio)chemical reactions. The effect of molecular noise is more pronounced when the number of molecules is low.
Robustness:
Property of being only slightly affected by changes in the conditions (e.g. parameter values or molecular noise).
Network topology:
The topology (or connectivity) of a cellular network refers to the way the different cells are coupled.
Model schematization
Building a model requires gathering and summarizing multiple and disparate information on a system of interest, identifying key interactions and connections between the different components of the system, and discriminating between essential and superfluous components. In the field of circadian clocks, every year hundreds of papers report the discovery of new clock genes, new mutants, and new regulations, but the novel information is not often placed in the full picture of the circadian clockwork. To build a model, even before writing the equations, a scheme should be drawn, putting together all the information in a single picture. Establishing a scheme forces us to clarify the nature of the interactions between each component of the system and to order the different molecular processes. For instance, let us assume that a protein can be phosphorylated and acts as a transcription factor in the nucleus. These informations may come from different publications and it may be unclear if the protein first enters the nucleus and is phosphorylated in the nucleus or if the phosphorylation precedes the nuclear entry. Building the model requires linking and ordering the various molecular steps. Another issue is to treat protein complexes. If we consider all homo-and heteromeric protein complexes that can be formed, we rapidly face a combinatorial problem. To reduce the complexity of the model, we thus need to identify the protein complexes that play a crucial role in the timekeeping mechanism [6] . The absence of experimental answers to such questions leads the authors either to consider simplified models (that do not distinguish between the cytosolic and the nuclear form of the protein and with a limited number of protein complexes) or to test and, in the best cases, to discriminate between various plausible mechanisms. Although not obvious from reports and publications, information gathering and model schematization are sometimes the most laborious and time consuming steps.
From scheme to equations
Once we have our model scheme, we need to translate it into mathematical equations. Equations typically describe the time evolution of the concentration or activities of key compounds (variables). The model can be conceptual (i.e. generic) or contextual (organismspecific) (see the taxonomy proposed by Roenneberg [7] ). Most often, these models consist of a set of ordinary differential equations (ODE) which describe the dynamics of each variable. A tentative classification of ODE-based models is proposed in Table 2 .
Phase oscillators represent probably the most abstract, yet intuitive, class of models. The variables are the amplitude R and the phase θ of the oscillations. Since these variables can be related to any observed rhythm (without necessarily referring to the concentration level of a given protein), the equations can describe phenomenologically the oscillatory dynamics of a system, independently of the molecular details. Phase oscillators have been used to study generic properties of phase response curves [8] , to study entrainment properties [9] , to study the behaviour of a population of coupled oscillators [10] [11] [12] [13] , or to assist the interpretation of experimental data [14] .
Another class of models includes phenomenological models, in which the variables and parameters are not directly associated to molecular components. They can however be used to study generic properties of oscillations. The van der Pol model [15] , a classical oscillator model originally developed in physics, after some slight adaptations (to get a circadian period and to account for the effect of light), was already employed by Pittendrigh in 1957 [16] and subsequently by Kronauer and co-authors [17] [18] [19] [20] to study the resetting properties of the mammalian oscillator, by Gonze et al. Table 2 Class Example
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[21] as a model for the cyanobacterial clock to study the interaction between the circadian oscillator and the cell population growth, and by Kunz and Achermann [22, 23] to study the synchronization of a population of circadian oscillators.
Long before the molecular bases of circadian clocks were unraveled, generic molecular models for biological oscillators were proposed [24] [25] [26] [27] [28] . Probably the most famous model is the one imagined by Goodwin in 1965 [25] . At that time, the molecular mechanism of circadian clocks was not known and the model was proposed as a generic biomolecular oscillator. The Goodwin model is a minimal oscillator based on a delayed negative feedback loop (the final product of a 3-step chain of reactions inhibits the production of the first component:
Although such a negative circuit is required to obtain self-sustained oscillations, this is not sufficient. Griffith [29] actually demonstrated that the non-linearity (measured by the Hill coefficient) should be sufficiently high for the model to generate self-sustained oscillations. Several years later, Rensing and co-authors [30, 31] used the Goodwin model as a phenomenological model for circadian clocks.
Early in the 1990's, the first evidence for the transcriptional-translational negative feedback loop at the core of the circadian clock in Drosophila and in Neurospora were published [32, 33] . Ruoff et al. [34, 35] then further explored circadian properties (including temperature compensation) by reinterpreting the Goodwin model as follows: a clock gene mRNA (variable X) is translated into a protein Y which in turn activates the production of a transcriptional inhibitor Z. The latter represses the synthesis of mRNA, closing the negative feedback loop. In 1997, Goodwin published a summary of the history of his model [36] , but the story did not stop there. This model and its variants are still used today by some authors as a simple model to describe fundamental properties of the core circadian oscillator [37] [38] [39] [40] , or the synchronization of an ensemble of coupled circadian oscillators [41] [42] [43] .
With the accumulation of molecular data, more detailed models were elaborated. The first molecular model was based on the negative feedback of the protein PER on the expression of its own gene, the core mechanism responsible for circadian oscillations in Drosophila [44] . Molecular-based models were then continuously updated to account for the discoveries of new genes and regulations. They contain some 5 to 70 variables, standing for mRNA and protein concentration, whose evolution depends on the rate of synthesis (transcription/translation), degradation, modification (phosphorylation, etc.), complex formation/dissociation, and transport of cellular components. The kinetics of these processes are based on standard chemical and enzyme kinetics. Typically, phosphorylation, active transport and other enzymatic reactions are described by Michaelis-Menten or Hill kinetics, which provide the necessary source of non-linearity [45, 46] . The parameters in these models have a physical interpretation: they denote synthesis or degradation rates, binding affinities, transport rates, etc. Detailed models for circadian clocks are now available for mammals [47] [48] [49] [50] , Neurospora [51, 52] , Drosophila [53] [54] [55] [56] [57] , and Arabidopsis [58] [59] [60] [61] .
The fact that the actual kinetics of intermediary processes are not known and not relevant in many problems led some authors to resort to delay differential models. These models include explicit time delay reflecting the fact that the action of a protein (for example to inhibit the expression of a gene) is delayed with respect to the time it is produced [62] [63] [64] [65] [66] [67] . Incorporating delays in models allows us to reduce their complexity (in terms of number of variables), yet keep the richness of dynamic behaviours.
The choice of the type of modeling approach depends on the questions being asked [68, 69] . Generic models are useful to study general properties of circadian clocks such as the coupling properties of a large ensemble of oscillators [22, 23] , or to study clock-controlled phenomena such as birds migration or cyanobacteria competition [21] . In these problems, it is important to have a model to generate circadian oscillations, but the molecular details are not relevant for the focus of the study. On the other side, if one is interested in studying the relationship between the clock architecture and shape of the phase light-response curve, or the effect of a particular mutation, then, we need a detailed model that describes explicitly the light effect or the mutationrelated parameter.
Numerical simulations
Most models involve several variables whose time evolution equations encompass non-linear MichaelisMenten and Hill functions. These equations can not be solved analytically, a fortiori if the number of variables is large. Numerical simulations on a computer, however, have the advantage of being carried out fast and without cost. Algorithms for numerical integration are well suited for this kind of system and the solutions obtained are accurate. Such simulations, however, require that numerical values of each parameter (typically the kinetic rates and binding constants) are specified. This is generally an issue because these quantitative data are known only in rare cases (see next section). For this reason, it is often of interest to explore the behaviour of the system for different parameter values. We often resort to bifurcation diagrams to show the dynamics of a system as a function of a control parameter (see later).
Many software programs are available to simulate numerically systems of non-linear differential equations (Table 3) . A popular software used by numerous modelers is XPP-AUTO [70] which offers several methods of integration and allows us to compute bifurcation diagrams. Other software to simulate differential equations includes Grind [71] , Berkeley Madonna and COPASI. The latter also provides various methods to run stochastic simulations. Programmatic languages like Matlab or Mathematica are also widely used because, in addition to built-in integration functions, they offer more flexibility and possibilities to the users.
Parameter values
The dynamics of a system depends on parameter values. Unfortunately, kinetic rates and equilibrium constants are only rarely measured experimentally. This poses a real challenge for constructing a model, especially if it incorporates many parameters. The values of these parameters are often chosen arbitrarily, which raises a common criticism towards the models, elegantly expressed by von Neumann (according to E. Fermi) [72] : "With four parameters I can fit an elephant, and with five I can make him wiggle his trunk".
Although often cited this metaphor should be taken with caution. We cannot obtain any arbitrary behaviour upon changes of parameters. Although a model with several parameters leads to a combinatorial number of parameter values, there are many constraints that allow us to narrow down the range of suitable parameter values. Even the architecture of the model cannot take any arbitrary shape [73] . In order to get limit-cycle oscillations, the system should incorporate a negative circuit and sufficient non-linearity. Furthermore, besides the period that needs to be circadian, other experimental observations can be used to constrain the choice of parameter values like the amplitude of the oscillations, their phase relationships, the effect of some mutations (provided that we know which parameters are affected), their ability to be entrained by a light-dark cycle and their phase response curve (i.e. phase shift after a light pulse). Parameters should also be chosen within realistic physiological ranges.
Parameter values satisfying these criteria are often searched for manually. This task is sometimes laborious, but intuition is often of great help. Moreover, manually exploring the parameter space gives insights into the behaviour of the model in different conditions and its sensitivity towards parameter changes.
Automated methods to derive suitable parameter values have also been employed. They typically rely on optimization algorithms whose aim is to minimize an objective function. This function contains the constraints, e.g the difference between the period of the trial solution and the target period. These algorithms then iteratively scan the parameter space and ultimately converge to a set of parameter values that optimizes at best the objective function. This approach was used for instance to adjust parameter values in a model for the Arabidopsis circadian clock [58] and in a model of the mammalian circadian clock [50] .
Finding one appropriate set of parameter values is not always satisfying. It is commonly admitted that the circadian system produces robust oscillations in the sense that their period and amplitude are not (or slightly) affected by reasonable parameter changes. To quantify the impact of parameter changes, several sensitivity analyses have been developed, and applied to circadian models [74] [75] [76] [77] . Sensitivity analyses can be used to select the best set of parameter values or to discriminate between different models [78] .
Limit-cycle oscillations and bifurcation diagrams
Circadian oscillations are endogenous: they occur even in the absence of external clues such as periodic lightdark signals or high-low temperature cycles. Circadian clocks behave like an oscillator rather than an hourglass [79], i.e. the oscillations are generated by the system itself and are not a passive answer to the periodic (light or temperature) signals from the environment. These factors, however, influence the circadian clock: oscillations can be entrained by light-dark cycles or phase-shifted by a light pulse. Most circadian clock models generate limit-cycle oscillations. Such oscillations are characterized by a given period and a given amplitude and are independent of the initial conditions. These kinds of oscillation are said to be structurally stable because a small perturbation pushing the system slightly out of its limit-cycle would eventually damp out. Limit-cycle oscillations can occur (1) if the system is open (i.e. if there are dissipative mechanisms such as degradation processes to dampen oscillators that grow too large and a source of energy, namely through the synthesis of mRNA and protein, to pump up those that become too small) and (2) if nonlinear kinetics processes are present in the system. Limit-cycle oscillations ensure robustness to small perturbations of the environment. It was suggested in the past that the circadian oscillator could be based on linear dynamics and thus would produce oscillations which are not structurally stable [80, 81] . Such LotkaVolterra-like oscillators (said to be conservative) can be entrained and produce phase response curves (e.g. in response to light pulses) that can be compared to experimental data [81, 82] , but their amplitude would be very sensitive to any small perturbation. Although the types of oscillation observed experimentally are difficult to characterize and may depend on the cell type, tissues and conditions, most theoreticians model the circadian rhythms as limit-cycle oscillations [44, 83] . All the models cited above generate limit-cycle oscillations.
An example of limit-cycle oscillation generated by the 5-variable model proposed by Goldbeter is illustrated in Figure 1 [44] . This model, which can be seen as a minimal molecular model for circadian clocks, accounts for the negative feedback exerted by the PER protein on its own gene in Drosophila. The variables are the concentration of mRNA (M) and of the various forms of the proteinnative (P 0 ), phosphorylated (P 1 , P 2 ), and nuclear (P N ). A condition for obtaining limit-cycle oscillations is that kinetic equations contain some non-linear terms. In the present model, the non-linearity comes not only from the Michaelis-Menten kinetics assumed for degradation and phosphorylation processes, but also from the sigmoidal function that describes gene transcription (and justified by the possible cooperativity in the binding of the clock protein to its gene) ( Figure 1B) . The period and amplitude of the oscillations are stable for a given set of parameter values ( Figure 1C) .
Usually, when a parameter value is changed, limitcycle characteristics change. These changes can be Period (h) displayed on a bifurcation diagram. A bifurcation diagram reports either the amplitude of the oscillations (or, most commonly, the maximum and minimum of a variable), or the period of the oscillations, as a function of a control parameter. Such a diagram can be built numerically by simulating, for each value of the control parameter, the set of differential equations and retaining the maximum and minimum values reached by a given variable (once the system has converged to its stable regime). If the system converges to a steady state, then the minimum and maximum will be indistinguishable and a single point will be plotted on the bifurcation diagram. Continuity methods, such as implemented in XPP-AUTO, allow the calculation of branch bifurcation diagrams and their stability without intensive simulation [70] . Figure 1D shows the bifurcation diagram for the 5-variable model as a function of the degradation rate of the protein PER [44] . This result indicates that the amplitude of mRNA oscillations increases as this degradation rate increases. The period of the oscillations also increases as the degradation rate increases. In particular, for a degradation rate of 1.6 nM/h, the period is about 24h. The model thus predicts that increasing the degradation rate should lead to oscillations with a longer period, while decreasing this rate would shorten the period. These observations provided a first hypothesis for the origin of long and short period Drosophila mutants characterized experimentally [44] . These predictions were consistent with the subsequent characterization of the dbt mutations that affect the stability and the period of the activity rhythm of Drosophila [84] . Note that the changes in the shape of the oscillations, as well as the variation of the period as a function of control parameters, depend not only the architecture but also on other parameter values and they are often difficult to predict intuitively [85] [86] [87] .
Light, entrainment, and phase response curve
In the context of circadian rhythms, the role of light is particularly relevant. In natural conditions living organisms are subject to the alternation of day and night and hence undergo a periodic light-dark cycle (LD cycle). To adapt to such a cyclical environment a proper entrainment of the circadian clocks is required. The effect of light on the genetic circadian circuits has been unraveled in several organisms. In mammalian SCN cells for example, light enhances the transcription rate of the per genes.
The effect of light in the model can easily be simulated by modulating the value of the light-controlled parameter. For instance, to simulate the effect of a light-dark cycle on the SCN circadian oscillator, the value of the per transcription rate can take a higher value during the light phase and a lower value during the dark phase. In other words the light-dark cycle is simulated by a periodic forcing of the light-dependent transcription rate. This forcing is characterized by its shape (square, sine, or semi-sine function), its period, and its amplitude. A periodically forced oscillator can be entrained. Entrainment is obtained when the period of the oscillator equals the period of the periodic forcing. In this case, the oscillator is said phase locked because its phase relative to the external forcing is fixed ( Figure 2B) . We can thus determine the entrainment range as a function of control parameters. Usually, when the period of the LD cycle is sufficiently close to the free running period of the circadian clock the oscillations are well entrained and phase locked with respect to the LD cycle ( Figure 2C ) [88] . When the amplitude is not sufficient or when the period of the LD cycle is too far from the free running period, entrainment is lost and the oscillations display complex behaviours, characterized by irregular oscillations and a lack of phase locking.
Circadian oscillations, generated at the genetic level, can be related to physiological processes. An assumption which is often implicit in the interpretation of the results is that the output rhythms (sleep-wake cycle in mammals, locomotor activity in Drosophila, or the conidiation in Neurospora), are directly controlled by the circadian clock and therefore have the same phase and period as a component of the molecular clock. If we assume, for example, that when a clock protein concentration goes beyond a given threshold it induces the activity of the organism, it is possible to report the data on an actogram similar to those obtained experimentally. This is illustrated in Figure 2D . In this simulated actogram, the black lines represent the activity phases (i.e. time intervals for which the concentration of the clock protein is higher than 1.5nM. For the first 8 days (see the 8 top lines) the clock is in a free-run condition (cf. Figure 2A) whereas, in the next 12 days, the clock undergoes a LD cycle (cf. Figure 2B) . Note that the activity phases are double-plotted (each 24-48h of one line is the same as the 0-24h of the next line). This plot thus gives another view on the transition between the free running behaviour (characterized here by a period slightly lower that 24h) to the entrainment regime (in which the period is exactly equal to 24h). The control of the rhythms of activity by the clock has been studied, for example, by Oda et al. [89] who considered a generic oscillatory model for the circadian clock. The link between the genetic clock and the sleep- Pulse time (h) Phase shift, !" F wake rhythm has been studied in a work by Leloup and Goldbeter [90] .
A pulse of light typically induces a phase shift of the oscillations. The oscillations may be advanced or delayed as a function of the time at which the pulse is given. The curve showing the sign and the amplitude of the phase shift as a function of the time (phase) at which the pulse is given is called a phase response curve (PRC). Such a plot is characteristic of the clock design and of the impact of light on the clock. PRCs have been measured in various systems. A compilation of PRCs for circadian rhythms is available at http://www. cas.vanderbilt.edu/johnsonlab/prcatlas/index.html.
A light pulse can be modeled by increasing for a short period of time the clock-controlled parameter.
The phase shift induced can be calculated by comparing the phase of an oscillator perturbed by the light pulse with the phase of an identical oscillator not perturbed by the light pulse ( Figure 2E) . A phase response curve can then be drawn by determining the phase shift between the two oscillators as a function of the time at which the pulse is given ( Figure 2F) . These PRCs can then be compared to those obtained experimentally (see for ex. [91] ). Note that many experimental phase response curves have been established on the basis of overt rhythms, such as the locomotor activity (in Drosophila) or the conidiation (in Neurospora). Here again, there is thus an underlying hypothesis that the circadian clock directly controls the phase of the rhythms of output processes. 
Concluding remarks
As illustrated above, many models, differing by their level of complexity and abstraction, can be employed to describe circadian oscillations. The choice of the model depends on the biological question and on personal taste (some modelers prefer to deal with many detailed reaction steps while others opt for delay equations). Although detailed models can generally be simulated as fast as simpler models, the latter are often more tractable and allow more detailed analyses. Mathematical transformations allowing a reduction in the number of variables in a model and revealing correspondence between detailed models (high number of variables and parameters) and simpler models (reduced numberof variables and parameters) have been shown to be possible [92] [93] [94] . Once the model reproduces the main properties of the circadian oscillations (limit-cycle oscillations with a period of about 24h and appropriate phase relationships between the variables), we can run simulations in various conditions to determine the effect of specific parameter changes on the period or the amplitude of the oscillations. These changes may reflect the behaviour of clock mutants. Alternative regulatory networks may also be modeled and a comparison with the original scheme may allow us to highlight design principles of circadian clocks. For example, to understand the role of the multiple interlocked positive and negative feedback loops it is useful to compare the dynamic properties of a model which incorporates both positive and negative loops with a model that relies on a single, negative feedback loop [47] . All the models mentioned here are of a deterministic nature, meaning that once the parameter values and initial conditions have been fixed, evolution of the system is unique and perfectly predictable. In reality, several sources of noise are responsible for fluctuations and may blur the behaviour [95, 96] . Stochastic approaches, based on probabilistic models, can then be used to account for the noise, to reproduce fluctuations and to assess the robustness of the oscillations in the presence of noise [97] . These methods have been investigated in the framework of circadian clocks by various authors [98] [99] [100] [101] [102] [103] .
None of these models takes into account space and diffusion of the various compounds in the cell. At best, they consider different compartments (cytosol vs nucleus). The variables thus represent the global, averaged mRNA and protein concentration in these compartments. Reaction-diffusion equations may be used later, depending on the availability of experimental data.
Finally, it should also be stressed that the molecular models cited above describe the regulatory mechanism that occurs in each individual cell. The circadian pacemaker, however, consists of a population of cells and these cells need to be coupled and synchronized to generate an overt and stable circadian rhythm. Therefore, when studying the behaviour of N coupled cells, N sets of equations, plus possibly additional variables for the coupling, need to be considered. As N becomes large (i.e. 100 or 1000), the computer requirements may also increase drastically and the population of coupled cells may exhibit a rich repertoire of behaviours [22, 23, 41, 43, [104] [105] [106] .
In the following paper ("Modeling circadian clocks: Roles, advantages and limitations"), we discuss specifically several questions pertaining to circadian clocks and show how modeling approaches have contributed to answering these questions.
