Abstract. Let X be an F 0 −space and let E # (X) be the subgroup of homotopy classes of homotopy self-equivalences of X inducing the identity on π * (X).
Introduction
An F 0 −space X is a simply connected finite CW complex such that dim (π * (X)⊗ Q) < ∞ and H odd (X, Q) = 0. It is well-know (see [10] ) that the rational cohomology of a such space is a graded algebra on the form Q[x 1 , . . . , x n ] (P 1 , . . . , P n ) for a certain n, where the generators x 1 , . . . , x n have even degrees and where the polynomials P 1 , . . . , P n form a regular sequence in Q[x 1 , . . . , x n ], i.e., P 1 = 0 and for every i ≥ 1, P i is not a zero divisor in Q[x 1 , . . . , x n ] (P 1 , . . . , P i−1 ) .
Let E # (X) denote the group of homotopy classes of homotopy self-equivalences of X inducing the identity on π * (X) ( [4] , [5] , [6] , [7] , [8] ). The purpose of this paper is to solve the following problem proposed by G. Lupton back in 1999 and which bears an indirect relation to a very well-known, and unresolved, conjecture in rational homotopy, namely the Halperin conjecture [11] Problem 1.1. ( See [1] , Problem 10) Let X be an F 0 −space. Is it true that the group E # (X) is finite?
Notice that G. Lupton [11] solved this problem when the rational cohomology of F has the form Q[x 1 , x 2 , x 3 ] (P 1 , P 2 , P 3 ) .
We shall prove the main result in this paper using rational homotopy theory. Indeed, In [10] , S. Halperin computed explicitly the Sullivan model of an F 0 −space X and he showed that a such model is given by (Λ(x 1 , . . . , x n ; y 1 , . . . , y n , ∂) , ∂(x i ) = 0 , ∂(y i ) = P i , 1 ≤ i ≤ n where the generator x 1 , . . . , x n are of even degrees, y 1 , . . . , y n are of odd degrees and where P 1 , . . . , P n form a regular sequence in Q[x 1 , . . . , x n ]. Moreover, by virtue of the properties of the model of Sullivan [9] and the localisation theorem of Maruyama [12] , we deduce that where E ♯ (Λ(x 1 , . . . , x n ; y 1 , . . . , y n ), ∂) denotes of the group of cochain self-equivalences of (ΛV, ∂) modulo the relation of homotopy between free commutative cochain algebras inducing the identity on the indecomposables of (Λ(x 1 , . . . , x n ; y 1 , . . . , y n ), ∂).
We prove Theorem 1. Let X be an F 0 −space and (Λ(x 1 , . . . , x n ; y 1 , . . . , y n , ∂) its Sullivan model. Then the group E ♯ (Λ(x 1 , . . . , x n ; y 1 , . . . , y n ), ∂) is trivial.
Let X n denote an F 0 −space whose rational cohomology is generated by n generators. The paper is organised as follows. In section 2, we prove some general facts regarding the group E # (X n ). In section 3, we study the group E # (X 4 ) in order to state the crucial theorem 4.2. Next in section 4, we prove that E # (X n ) is trivial for every n by assuming theorem 4.2. In section 5 we establish theorem 4.2. Section 6 is devoted to prove some technical lemmas used in section 5.
General facts
2.1. Homotopy in the context of free commutative cochain algebras. Definition 2.1. ( [9] ) Let (ΛV, ∂) be a simply connected (V 1 = 0) free commutative cochain algebra. Define the vector spaces V and V by (V ) n = V n+1 and ( V ) n = V n . We then define the differential D on Λ(V, V , V ) by setting:
We define a derivation S of degree -1 of Λ(V, Assume that z ′ − z = ∂(u), where u ∈ Λ(V ). Then α and α ′ are homotopic.
Proof. First, notice that z and z ′ are cocycles. Indeed, we have ∂•α(v) = ∂(v)+∂(z) and as α is a cochain morphism and equal to id on V ≤n , it follows that
implying ∂(z) = 0. Next define F by setting Using (1) it is easy to check that F is the needed homotopy.
Let (ΛV, ∂) be a simply connected free commutative cochain algebra. Define E(ΛV ) = aut(ΛV, ∂)/ ≃ where aut(ΛV,∂) ≃ is the group of cochain self-equivalences of (ΛV, ∂) modulo the relation of homotopy between free commutative cochain algebras. Similarly, we define E ♯ (ΛV ) = aut ♯ (ΛV, ∂)/ ≃ .
Here aut ♯ (ΛV, ∂) is the group of cochain self-equivalences inducing the identity automorphism on V * .
2.2.
Regular sequence in Q[x 1 , . . . , x n ]. Recall that a regular sequence in Q[x 1 , . . . , x n ] is a family of polynomials P 1 , . . . , P k such that P 1 = 0 and for every i ≥ 1,
. The following proposition plays a crucial role subsequently.
Proposition 2.3. Given three polynomials
, where n ≥ 4. Assume that
where for every i = 1, 2, 3,
is an integer
, where χ ∈ Q. then the polynomials P 1 , P 2 , P 3 are not regular.
Proof. By contradiction suppose that P 1 , P 2 , P 3 are regular. First, we can assume that
Now from (2) we get
As a result we get
As the polynomials P 1 , P 2 , P 3 are assumed to be regular, there exist two polynomials
Now multiplying (3) by Q 1 and using (4), it follows
Again using the fact that P 1 , P 2 , P 3 are assumed to be regular and (2), the relation
where
Next substituting x 3 by χx
x 2 in (6) and taking in account that Q 1 ∈ Q[x 1 , x 2 , x 4 , . . . , x n ] and χx
It follows that the polynomial Q 1 is divisible by x a1 1 which in contradiction with the condition 2.
2.3. Sullivan model of F 0 −spaces. As it is mentioned in the introduction the Sullivan model of an F 0 −space X [10] is given by (Λ(x 1 , . . . , x n ; y 1 , . . . , y n , ∂) , ∂(
where the generator x 1 , . . . , x n are of even degrees, y 1 , . . . , y n are of odd degrees and where P 1 , . . . , P n form a regular sequence in Q[x 1 , . . . , x n ]. Moreover, by the localisation theorem of Maruyama [12] , we obtain
. . , x n ; y 1 , . . . , y n ), ∂).
In all this paper and without losing any generality we can assume that
where |.| denotes the graduation degree of an element. Also we can assume that
. . , x n ; y 1 , . . . , y n ), ∂), then we can write
where all the polynomials U (j)
i , which might be nil, belong to Q[x 1 , . . . , x n ]. Moreover we have α(
Proposition 2.4. For degree raison we have
Proof. We prove that any polynomial A i does not contain any monomial on the form θ i y i1 y i2 . . . y i 2k , where θ i ∈ Q[x 1 , . . . , x n ]. Assume that
As |y ij | is odd we can assume that y ij = y i l for all j = l. Using (10) we obtain
Here we use 0 = ∂(y ij ) = P ij ∈ Q[x 1 , . . . , x n ]. As a result we get
The next lemma is needed later on.
Lemma 2.5. If the polynomials A 1 , . . . , A n are all nil, then the group E ♯ (Λ(x 1 , . . . , x n ; y 1 , . . . , y n ), ∂) is trivial.
Assume by induction that for all the generators y j such that |y j | < |y i | we have α(y j ) = y j . If we write
then using (7) it follows that
Therefore n i>j Q j P j = 0 which implies that i>j Q j y j is a cocycle of odd degree. But we know that the H odd Λ(x 1 , . . . , x n ; y 1 , . . . , y n ), ∂ = 0. It follows that i>j Q j y j = ∂(u). Consequently by lemma 2.2 we deduce that α is homotopic to the identity map. Hence E ♯ (Λ(x 1 , . . . , x n ; y 1 , . . . , y n ), ∂) is trivial.
Studying the group
In this section we study the group E # (Λ(x 1 , x 2 , x 3 , x 4 ; y 1 , y 2 , y 3 , y 4 , ∂) by establishing some general facts and proving some technical results needed to prove theorem 4.2.
Let P i = ∂(y i ) , i = 1, 2, 3, 4, without losing any generality we can suppose that
for every 0 ≤ k ≤ s and we can assume that θ s = 0. For graduation degree raison we can write
The polynomials θ k in (13) can be written as:
where ρ k , λ i,(r k −j)−i ∈ Q and
Here we use the following facts
As (a 1,r k −1 − a 0,r k ) is an integer we deduce that |x 3 | − |x 2 | is divisible by |x 1 |.
Notice that by (3) we have |x 3 | − |x 2 | ≥ 0.
where a i,j , ρ k are as in (16)
as in (15) and let deg xi (θ k ), where i = 1, 2, 3, denote the degree of θ k with respects to x i . By (15) we have 4 ; y 1 , y 2 , y 3 , y 4 , ∂) and let α(y 1 ) = P 1 , where P 1 is as in (13) . We have
where C k+i k denotes the binomial coefficient.
Proof. First the relations (10) imply that we can write
and for degree raison we have α(y 1 ) = y 1 implying α(P 1 ) = P 1 .
Then we have:
Expanding (21) it is easy to see that the coefficient of x
But by (20) all those coefficients are trivial. Consequently θ ′ s = 0, implying α(θ s ) = θ s , and
Now assume by induction that the formula (19) is true for j = s − 1, . . . , i + 1, i,e.,
Substituting α(θ i+1 ), . . . , α(θ s−1 ) by (23), the relations (22) becomes
Using the fact that
But we know that:
which achieves the induction.
Proof. First, applying (19) for i = s − 1 we get
Later on we need to compute the coefficients of the polynomial α(θ k ) − θ k considered as a polynomial in two variables x 2 , x 3 with coefficients in Q[x 1 ]. Indeed expanding (18) implies that
it follows that
(24) Consequently comparing the expressions (15) and (24) we derive the following straightforward lemmas.
The coefficient of x
The first implication of lemma 3.5 is
Proof. First, let us consider the polynomial P 1 given in (13) . As α(P 1 ) = P 1 , we deduce that the polynomial α(θ s ) − θ s = 0. So by (16) and (25) we get
using (11) , we deduce that
and by (17) we know that
is an integer, it follows that |x3| |x1| is also an integer. As a consequence we can derive that
Next using (15) we can write 
Recall that by corollary 3.4 we have r s−1 > r s . Therefore expanding the relations (28) by using the binomial formula, we derive that the coefficient of x (29) Since α(P 1 ) = P 1 , we deduce that the polynomial (29) is nil. Substituting A 2 and A 3 by the relation (40), we derive that
Remark 3.7. By virtue of corollary 3.6, the relations (27) and the formula (29), we can say that if λ 0,rs = 0 and A 2 = 0, then A 3 = A 4 = 0. So by lemma 2.5 we 
; y 1 , y 2 , y 3 , y 4 , ∂) and assume that two of the polynomials A 2 , A 3 , A 4 are nil. Let's assume, for example, that A 3 , A 4 are nil. As P 1 ∈ Q[x 1 , x 2 , x 3 , x 4 ] we can write
and we can assume that Φ t = 0.
Using the relation (13) we get
Therefore from (30) we get
in the polynomial α(P 1 ) − P 1 is tΨ t A 2 . As α(P 1 ) = P 1 and Φ t is supposed not nil, it follows that A 2 = 0. Hence the polynomials A 2 = A 3 = A 4 = 0. Finally by emma 2.5 we derive that E # (Λ(x 1 , x 2 , x 3 , x 4 ; y 1 , y 2 , y 3 , y 4 , ∂) is trivial. Lemma 3.5 can be generalized as follows
Proof. All the formulas in this lemma can be deduced from the formula (24) which implies that
and by substituting A 2 and A 3 by the relations (27).
The following proposition determines the coefficients of the monomials x
x 2 and considered as a polynomial in x 2 with coefficients in
Proof. First, as 1 ≤ i ≤ r k − 2, a straightforward application of lemma 3.9 allows us to write
in the polynomial (35) is
Using (32) it follows that
Therefore the relation (35) becomes
Next recall that from lemma 3.9 we deduce
Let us compute the coefficient of x
Indeed; using (31) we obtain
(38) Summarising and taking account of the formulas (35), (37), (37) and (38), we conclude that the coefficient of x r k −i 2 is:
Finally, according to (35), the coefficient of x
It follows that the coefficient of x
where the polynomials
Lemma 3.11. We have
Proof. Straightforward 
Proof. First by virtue of the relation (10) we can write
and using (26) we derive that r s λ 0,rs x
In the formula (15) we can suppose that the total degree of θ s , considered as a polynomial in x 2 , x 3 with coefficients in Q[x 1 ], is r s .,i.e.
deg(θ s
Proof. First, since α(P 1 ) = P 1 we deduce that α(θ s ) = θ s . Then, as λ 0,rs = 0 and E # (Λ(x 1 , x 2 , x 3 , x 4 ; y 1 , y 2 , y 3 , y 4 , ∂) is not trivial, by remark 3.7 it follows that A 2 = 0. Next, by the relation (31), for every 0 ≤ i ≤ r s − 1, we deduce that as λ 2,rs−2 = 0, the same argument as above shows that λ 3,rs−3 = 0 and so on. Therefore we proved that all the rationales λ i,rs−i , 2 ≤ i ≤ r s − 1 are not nil.
(2) As λ 1,rs−1 = 0 from (44) we get 2λ 2,rs−2 A 2 = 0. Since A 2 = 0 it follows that λ 2,rs−2 = 0. Therefore (45) becomes 3λ 3,rs−3 A 2 = 0, so λ 3,rs−3 = 0 and by continuing this argument we can prove that λ i,rs−i = , 2 ≤ i ≤ r s − 1 are all nil.
The main result
The aim of this paper is to prove the following theorem Theorem 4.1. If X is an F 0 -space then the group E ♯ (X) is finite.
The main stone of the proof of theorem 4.1 is the following theorem whose proof is given in the next section. Theorem 4.2. Given a free cochain algebra (Λ(x 1 , x 2 , x 3 , x 4 ; y 1 , y 2 , y 3 , y 4 , ∂) such that ∂(x i ) = 0 and ∂(y i ) = P i , for 1 ≤ i ≤ 4. If the group E # (Λ(x 1 , x 2 , x 3 , x 4 ; y 1 , y 2 , y 3 , y 4 , ∂) is not trivial, then for i = 1, 2, 3, there exist B i ∈ Q[x 1 , x 2 , x 3 , x 4 ] and Q i ∈ Q[x 1 , x 2 , x 4 ] such that
where Q 1 is not divisible by x 1 .
Theorem 4.2 can be generalized as follows
Theorem 4.3. Given a free cochain algebra (Λ(x 1 , · · · , x n ; y 1 , · · · , y n , ∂) such that ∂(x i ) = 0 and ∂(y i ) = P i , for 1 ≤ i ≤ n. If the group E # (Λ(x 1 , . . . , x n ; y 1 , . . . , y n , ∂) is not trivial, then, for every i ≤ n − 1, there exist B i ∈ Q[x 1 , . . . , x n−1 ] and Q i ∈ Q[x 1 , x 2 , . . . , x n−1 ] such that
Proof. First recall that from (9) , if the element [α] ∈ E ♯ (Λ(x 1 , . . . , x n ; y 1 , . . . , y n ), ∂) is not trivial, then we can write
i , belong to Q[x 1 , . . . , x n ]. Next for every 1 ≤ i ≤ n, let us write
and
where U k i are as in (46). The proof goes by induction on n. First according to theorem 4.2, this theorem is true for n = 4. Next assume by induction that it is true for any family of polynomial P ′ 1 , . . . , P ′ n−2 ∈ Q[x 1 , . . . , x n−1 ] which satisfy α(P
. . , x n−1 ] Now as α(P 1 ) = P 1 we deduce that
Moreover according to proposition 3.3 we know that for every 0 ≤ j 1 ≤ m 1 we have
As the relations (48) and (49) hold in Q[x 1 , . . . , x n−1 ], by the induction hypothesis and for every 0
where Q 1,j1 is not divisible by x 1 . Consequently using (47) it follows that
If we assume that e 1,0 = min{e 1,0 , . . . , e 1,m1 }, then we get
Now if we set
n ∈ Q[x 1 , x 2 , x 4 , . . . , x n ] Then it follows that x 2 , x 4 , . . . , x n ] and as Q 1,0 , Q 1,1 , · · · , Q 1,m1 are not divisible by x 1 , so is Q 1 .
Next by comparing the coefficients in the formula α(P 2 ) − P 2 = U
1 P 1 , using lemma 3.11 and the relation (47) we obtain simultaneously the following
and using (50) we can write α(P 2,m2−2 )−P 2,m2−2 = V 1,m1 P 1,m1 +V 1,m1−1 P 1,m1−1 +V 2,m2 P 2,m2 +V 2,m2−1 P 2,m2−1 where V 1,m1 , V 1,m1−1 , V 2,m2 , V 2,m2−1 ∈ Q[x 1 , . . . , x n−1 ] Iterating this process it follows that for every 0 ≤ j 2 ≤ m 2 we have α(P 2,j2 )− P 2,j2 = V 1,m1 P 1,m1 + · · ·+ V 1,j1−1 P 1,j1−1 + V 2,m2 P 2,m2 + . . . V 2,j2−1 P 2,j2−1 (51) As the relations (51) and (50) hold in Q[x 1 , . . . , x n−1 ], so by applying the induction hypothesis for the polynomials P 1,m1 , . . . , P 1,0 , P 2,m2 , . . . , P 2,0 we deduce that for every 0 ≤ j 2 ≤ m 2 , there exist B 3,j3 ∈ Q[x 1 , . . . , x n−1 ] and Q 2,j2 ∈ Q[x 1 , x 2 , x 4 , . . . , x n−1 ] such that
where Q 2,j2 is not divisible by x 1 . As a result there exist B 2 ∈ Q[x 1 , . . . , x n ] and Q 2 ∈ Q[x 1 , x 2 , x 4 , . . . , x n ] such that
where Q 2 is not divisible by x 1 .
Next by comparing the coefficients in the formula α(P 3 ) − P 3 = U (3)
2 P 2 , using lemma 3.11 we obtain simultaneously
2,t2 P 2,m2−1 − m 3 P 3,m3 A n Iterating this process it follows that for every 0 ≤ j 3 ≤ m 3 we have
3,j3−3 P 3,j3−3 Therefore by applying the induction hypothesis for P 1,m1 , . . . , P 1,0 , P 2,m2 , . . . , P 2,0 , P 3,m3 , . . . , P 3,0 we deduce that for every 0 ≤ j 3 ≤ m 3 , there exist B 3,j3 ∈ Q[x 1 , . . . , x n−1 ] and Q 3,j3 ∈ Q[x 1 , x 2 , x 4 , . . . , x n−1 ] such that
where Q 3,j3 is not divisible by x 1 . As a result there exist B 3 ∈ Q[x 1 , . . . , x n ] and Q 3 ∈ Q[x 1 , x 2 , x 4 , . . . , x n ] such that
where Q 3 is not divisible by x 1 . Iterating this process we can prove that for every k ≤ n − 1, there exist B k ∈ Q[x 1 , . . . , x n ] and Q k ∈ Q[x 1 , x 2 , x 4 , . . . , x n ] such that P k = AB k + x e k 1 Q k where Q k is not divisible by x 1 . This achieves the step of the induction.
Proof. (of theorem 4.1 ) On one hand the Sullivan model of X is on the form (Λ(x 1 , . . . , x n ; y 1 , . . . , y n , ∂) , ∂(x i ) = 0 , ∂(y i ) = P i , 1 ≤ i ≤ 4 where the polynomials P 1 , . . . , P n form a regular sequence in Q[x 1 , . . . , x n ]. On the other hand from proposition 2.3, taking in account the relation (17), remark 3.12 and theorem 4.2, we derive that the polynomial P 1 , P 2 , P 3 are not regular which is a contradiction.
Remark 4.4. In this proof we use that n ≥ 4 in order to apply proposition 2.3. Notice that in [11] , G. Lupton showed that the group E(X) is finite if the Sullivan model of the F 0 -space X is (Λ(x 1 , x 2 , x 3 ; y 1 , y 2 , y 3 , ∂).
Proof of theorem 4.2
This whole section is devoted to establish theorem 4.2 which plays a crucial role in the proof of the main result of this paper.
Let us start by recalling from (14) that we have
where, according to (15), the polynomials θ s can be written as: Next by lemma 5.2 we deduce that
it follows that the polynomial θ s , given in (67), becomes
Therefore the polynomial θ s ∈ Q[x 1 , x 3 ] and using (54) we deduce that any [α] ∈ E # (Λ(x 1 , x 2 , x 3 , x 4 ; y 1 , y 2 , y 3 , y 4 , ∂) satisfies α(θ s ) = θ s . Hence from (10) and (13) we get
Now the coefficient of x
in the polynomial α(P 1 ) − P 1 is sθ s A 4 . As α(P 1 ) = P 1 and θ s is supposed not nil, it follows that A 4 = 0. Hence the polynomials A 3 = A 4 = 0. Finally using proposition 3.8 we conclude that E # (Λ(x 1 , x 2 , x 3 , x 4 ; y 1 , y 2 , y 3 , y 4 , ∂) is trivial.
Case 2: λ 0,rs = 0 and λ 1,rs−1 = 0 In this case we use the next technical lemma and proposition which we prove in section 6. Let's start by recalling that we have
where, according to (15), the polynomials θ k can be written as:
Based on lemma 5.2 we can prove 
where R k is not divisible by x 1 .
Proof. Due to proposition 5.4 we have θ s = AE s + ρ s x bs 1 . Set R s = ρ s , obviously R s is not divisible by x 1 . Now assume, by induction, that the relation (57) is true for k + 1, . . . , s − 1, s which implies that there exist E τ ∈ Q[x 1 , x 2 , x 3 ] and R τ ∈ Q[x 1 , x 2 ] such that:
with R τ is not divisible by x 1 . Next from proposition 3.3 we derive the following formula
so using (58) we get
where Q 2 is not divisible by x 1
Proof. Recall that by (13) we have
+ · · · + θ 0 . Therefore using propositions 5.4 and 5.5
is not divisible by x 1 and we get
Therefore in our previous study we can just choose A = r s λ 0,rs x 3 + λ 1,rs−1 x 2 .
Proof. Recall that from the relation (9) we have
Comparing the two formulas (60) and (61) we get
Using (56) we obtain
is not divisible by x 1 . Next recall that in proposition 5.5 we proved that
is not divisible by x 1 . Now by comparing again the coefficients in (40) and (61) we get
Here we use the relation α(A) = A given in lemma 3.13. Notice that by corollary 3.6 the polynomial A 4 ∈ Q[x 1 ]. As a result of proposition 5.3 we can write
is not divisible by x 1 . Now if we iterate the above process we can prove that for every 0 Proof. Recall that from the relation (9) we have
Let us write
Comparing the two polynomials in (64) and using (41) lead to
Using (56) and (62), the relation (65) becomes
Therefore by virtue of proposition 5.3 we derive
Comparing again the coefficients in (41) and (64) leads to
and using (56), (5) and (5) we obtain
Here we use α(A) = A as it shown in lemma 3.13. Therefore by virtue of proposition 5.3 we can write
is not divisible by x 1 . Now if we iterate the above process we can prove that for every 1
where F i is not divisible by x 1 . Consequently there exist B 3 ∈ Q[x 1 , x 2 , x 3 , x 4 ] and such that P 3 = AB 3 + x and the step σ + 1 of the induction is proved which achieves the induction and the proof of (69). Next assume that the relation (55) is true for every j ≤ i − 1 and let us prove it for i. Indeed; by lemma 3.9, the polynomial E rs−(i+1) = 0 so 
Now assume that the relation (55) is true for every j = i and 1 ≤ k ≤ σ. Let's prove (55) for j = i and 1 ≤ k ≤ σ + 1. As the polynomial G σ,rs−(i+1)−σ = 0, we derive 
