We give a linear-time recognition algorithm for circular-arc graphs based on the algorithm of Eschen and Spinrad
Introduction
A circular-arc graph (see Fig. 1 ) is an intersection graph of arcs on the circle. That is, every vertex is represented by an arc, such that two vertices are adjacent if and only if the corresponding arcs intersect. The arcs constitute a circular-arc model of the graph. Circular-arc graphs generalize interval graphs which are the intersection graphs of intervals on the line. An extensive overview of circular-arc graphs can be found in the book by Spinrad [18] . Circular-arc graphs can be used to model objects of a circular or a repetitive nature. Recent applications of circular-arc graphs are in modeling ring networks [20] and item graphs of combinatorial auctions [3] . The class of circular-arc graphs and the corresponding recognition problem was first defined by Hadwiger, Debrunner and Klee [7, 11] . The problem of finding a recognition algorithm for circular-arc graphs was solved only after finding a recognition algorithm for interval graphs. Classical recognition algorithms for interval graphs, such as [2] , rely on the fact that any clique in an interval graph corresponds to a nonempty intersection of the corresponding intervals in the interval model. This property of interval graphs is called the Helly property. Due to the Helly property, the number of maximal cliques in an interval graph is linear. In contrast, arcs associated with a clique in a circular-arc graph do not have the Helly property. Furthermore, the number of maximal cliques in a circular-arc graph may be exponential in the size of the graph. Another difference between interval graphs and circular-arc graphs is that two arcs on the circle can intersect from two different directions.
The first characterizations of circular-arc graphs were given by Tucker [21] and by Gavril [6] . These characterizations did not lead to an efficient recognition algorithm.
Tucker [22] gave the first polynomial time recognition algorithm for circular-arc graphs. This algorithm splits into one of two cases according to whetherḠ is bipartite (G is co-bipartite). In caseḠ is not bipartite the algorithm finds an odd length induced cycle inḠ, and further splits into one of two subcases according to whether the cycle it found is of length 3 or of length at least 5. Using Tucker's terminology we refer to the first case where G is co-bipartite as Case I. We refer to the subcase where we found inḠ a cycle of length 3, and therefore we found in G an independent set of size 3, as Subcase IIa. We refer to the subcase where we found inḠ an induced cycle of length at least 5 as Subcase IIb.
Tucker showed how to implement his algorithm in O(n 3 ) time. One of the bottlenecks in Tucker's implementation is a preprocessing phase where he identifies containment relations between the neighborhoods of the vertices. Specifically, for every pair of vertices v and u he determines whether the neighborhood of v is contained in the neighborhood of u or vice versa. Furthermore, Tucker runs his algorithm recursively on particular graphs and this recursive structure also leads to cubic running time.
Spinrad [17] simplified Case I in Tucker's algorithm-the case where G is cobipartite. Spinrad reduced this case to the problem of recognizing two dimensional posets [19] . He constructs the poset using particular relations between the vertices of G. Two vertices are related in the poset if their corresponding arcs are either disjoint, one is contained in the other, or together they cover the circle. The relations between the arcs are determined from the relations between the neighborhoods of the vertices. In case G is a circular-arc graph then from any two total orders that represent the poset he can construct a representation for G. Spinrad showed that this algorithm runs in O(n 3 ) time.
Eschen and Spinrad [4, 5] gave an O(n 2 ) algorithm for recognizing circular-arc graphs by addressing the two bottlenecks in Tucker's implementation. Eschen and Spinrad show how to compute neighborhood containment relations in O(n 2 ) time. Specifically, they construct two graphs such that if G is indeed circular-arc graph then one of the graphs is an interval graph and the other graph is a chordal bipartite graph. These graphs are constructed such that from the neighborhood containment relation between two vertices in these graphs they can determine the neighborhood containment relation between the same vertices in G. The quadratic time bound follows since one can compute neighborhood containment relations in interval graphs and chordal bipartite graphs in quadratic time [4, 5, 13] .
Eschen and Spinrad also showed that in Case I of the algorithm, when G is cobipartite, they can use a reduction similar to the reduction that they used to determine neighborhood containment relations to determine all pair of arcs that can cover circle in a model of G in O(n 2 ) time. Since this was the only bottleneck in Spinrad's algorithm for this case, they obtain an O(n 2 ) implementation of Case I.
To implement Subcase IIa and Subcase IIb in O(n 2 ) time, Eschen and Spinrad changed the recursive structure of Tucker's algorithm. They show how to implement the algorithm such that each recursive call is on a co-bipartite graph (Case I) and therefore does not trigger further recursion. Since the sum of the sizes of the graphs in all recursive calls is proportional to the size of G, the quadratic bound follows. Unfortunately, as we show in this work, the algorithm of Eschen and Spinrad for Subcase IIa has a flaw.
Hsu [8] presented a different recognition algorithm for circular-arc graphs. Hsu's algorithm runs in O(mn) time and reduces the problem to recognition of circle graphs.
Recently, McConnell [14] presented the first recognition algorithm for circulararc graphs that runs in linear time. The algorithm reduced the problem to an interval graph recognition problem where specific intersection types between the intervals are specified. McConnell's algorithm uses the same preprocessing stage of Eschen and Spinrad where it computes neighborhood containment relations. To establish the linear time bound, McConnell tightens the analysis of Eschen and Spinrad's preprocessing stage. He shows that this preprocessing stage can be implemented in linear time since we are interested only in neighborhood containment relations between adjacent vertices, and the associated chordal bipartite graphs cannot be too large.
McConnell's algorithm is quite involved. Its most complicated computation is to find a partition of a graph into a particular kind of modules called modules. These modules are used to turn the input circular-arc graph into an interval graph with specific types of intersections between the intervals, and to find a model for this interval graph. McConnell first presents an implementation that runs in O(m + n log n) time. To get the linear time bound, a more complicated partitioning procedure has to be adapted from the linear-time transitive orientation algorithm of McConnell and Spinrad [15] which is by itself quite involved. This algorithm also uses probe interval graphs to find pairs of arcs that can cover the circle in linear time.
We give a new recognition algorithm for circular-arc graphs. This algorithm is based on the algorithm of Eschen and Spinrad, and runs in linear time. Our algorithm either finds an independent set of size 3, in which case the algorithm of Eschen and Spinrad applies Subcase IIa, or it concludes that the graph has Θ(n 2 ) edges and then the algorithm of Eschen and Spinrad in fact runs in linear time. The fact that a graph that does not have an independent set of size 3 has Θ(n 2 ) edges is an implication of Mantel's Theorem from 1907, which is considered to be the first result in extremal graph theory (see Bollobás [1] ).
Eschen and Spinrad find in Subcase IIa a particular maximal independent set and place the corresponding arcs on the circle. We show that there is a flaw in the way Eschen and Spinrad place the arcs of the independent set on the circle. We present a correction to this flaw, and describe a linear-time implementation of the correct placement algorithm. Our implementation then continues as the implementation of Eschen and Spinrad, but we tighten their analysis to show that the running time is linear. Our main new insight is that each subgraph considered by the algorithm while placing and ordering the arcs on the circle is dense. That is, the number of edges that each subgraph contains is quadratic in the size of its vertex set. Furthermore, the total size of these subgraphs is linear in the size of the input graph.
Our algorithm also performs a preprocessing phase where neighborhood containment relations for adjacent pairs of vertices are computed. As proved by McConnell [14] this can be done in linear time. As all previous algorithms, we also require a postprocessing verification step where we check that the representation we obtain is indeed a representation of G. McConnell [14] gave a straightforward linear-time implementation of this postprocessing step.
We describe a linear-time implementation of Subcase IIa. Subcase IIb can also be implemented in linear time in a similar way. We do not describe it here since we apply Subcase IIb only when we are sure that G has Θ(n 2 ) edges. Our implementation is simpler than McConnell's algorithm.
Hsu [8] defined a normalized model of a circular-arc graph G. A circular-arc model of G is normalized if every arc that contains another arc in some circulararc model of G, contains it also in , and every pair of arcs that covers the circle in some circular-arc model of G, covers the circle also in . The circular-arc recognition algorithms of [4, 5, 8, 17, 22 ] construct a normalized model, but the linear-time algorithm of [14] does not. The model that our algorithm produces is a normalized model. Normalized models of circular-arc graphs take part in the circular-arc graph isomorphism algorithm of Hsu [8] , and in the recent linear-time algorithm for recognizing circular-arc graphs that admit the Helly property of Lin and Szwarcfiter [12] .
An extended abstract of this paper appeared in [10] .
Preliminaries
We consider a finite simple graph G = (V , E), where |V (G)| = n and |E(G)| = m. G is not bipartite then it must have an odd-length induced cycle. IfḠ, the complement of G, is bipartite then G is called co-bipartite, and its vertices are covered by two cliques.
A circular-arc model of a graph G is a mapping from the vertices of G to arcs on the circle, such that two vertices are adjacent if and only if the corresponding arcs intersect. A graph G is a circular-arc graph if it has a circular-arc model. Note that a circular-arc graph may have more than one model.
There are four possible types of intersections between two arcs x and y [8, 22] :
• Cross: Arc x contains a single endpoint of arc y (see Fig. 2(a) ).
• Cover the circle: Arcs x and y jointly cover the circle and each contains both endpoints of the other (see Fig. 2(b) ).
• Arc x is contained in arc y.
• Arc x contains arc y (see Fig. 2(c) ).
In addition, if x and y do not intersect then they are disjoint (see Fig. 2(d)) .
If x and y either cross or cover the circle, we say that x and y overlap. The relations between the different intersection types are illustrated in Fig. 3 . Hsu [8] showed that if G is a circular-arc graph without a universal vertex, and without any pair of vertices with identical neighborhoods, then G has a circular-arc model such that for every pair of arcs x and y, if x contains y in some circulararc model of G then it does so also in , and if x cover the circle with y in some circular-arc model of G then it does so also in . Such a circular-arc model is called a normalized model.
For convenience, we refer to the vertices of G as arcs even before we decide if G is a circular-arc graph and find a model for it. We say that two adjacent vertices intersect even before we have a model, because the arcs of adjacent vertices must intersect in every model. If v and u are not adjacent then they are disjoint. The existence of normalized model for every circular-arc graph allows us to use the names of the other intersection types on vertices as well. We say that v contains u when
, even before we have found a model. Additionally, if v contains any arc that is disjoint from u, we say that u and v cover the circle. We also say that two vertices overlap when they intersect but do not contain each other. If u and v overlap but do not cover the circle we would say that u and v cross.
To simplify we refer to the clockwise direction as right and to the counterclockwise direction as left, as we view them if we stand at the center of the circle.
In a circular-arc graph G with a circular-arc model , every vertex v ∈ V (G) has an arc in with two endpoints. We denote the left endpoint of v by (v) and the right endpoint of v by r(v).
For our results it does not matter whether the arcs in circular-arc models are open or closed.
We represent a circular-arc model by a cyclic order of the endpoints of its arcs. The 2n endpoints in the model are indexed according to their ranks in the order, starting at an arbitrary endpoint and going right. We represent each arc by the indices of its two endpoints. We assume that no arc covers the entire circle.
A (0, 1)-matrix has the consecutive-ones property if its columns can be ordered so that in every row the 1's are consecutive. The consecutive-ones property can be recognized in time proportional to sum of the number of columns, the number of rows, and number of 1's in the matrix [2] . A (0, 1)-matrix has the circular-ones property if its columns can be ordered so that in every row the 1's are circularly consecutive. The circular-ones property can be reduced to the consecutive-ones property [21] and there are also algorithms that find it directly [9] .
Preprocessing
An arc representing a universal vertex can be placed on the circle in O(1) time by placing its right endpoint anywhere on the circle and its left endpoint immediately to the right side of it. It is easy to find all universal vertices of G in linear time. Thus, we may assume that G does not have any universal vertices.
Let x be an arc that have the same neighborhood as another arc y that was already placed on the circle. The arc x can be placed on the circle by placing its endpoints next to the endpoints of y, in O(1) time. McConnell [14] showed how to find vertices with the identical neighborhoods in linear time using a simple process called radix partitioning, which is similar to radix sort. Thus, we may assume that there are no two vertices in G that have the same neighborhood.
If G is a circular-arc graph that has no universal vertices and there is no pair of vertices with the same neighborhood in G, then G has a normalized circular-arc model [8] . The circular-arc model of G which our algorithm produces is normalized.
Before running our algorithm we preprocess the graph and for every pair of adjacent vertices v and u we check whether v contains u or u contains v, that is whether
Recall that Eschen and Spinrad [4, 5] showed how to compute neighborhood containment relations in O(n 2 ) time, and McConnell [14] tightened the analysis to show that this can be done in linear time. For more details of this part, which are not complicated, see [14, Sect. 7 .1].
Splitting into Cases
Recall that the algorithms of Tucker [22] and Eschen and Spinrad [4, 5] split into one of the following three cases.
Case I:Ḡ is bipartite, that is G is co-bipartite. Case II:Ḡ has an odd-length induced cycle. This case splits into non-exclusive subcases: Subcase IIa:Ḡ has a triangle, that is G has three independent vertices. Subcase IIb:Ḡ has an induced cycle of odd length 5 or more.
Our algorithm, in fact, splits into one of these three cases as well. But we decide on the case to apply more carefully. Let a 1 be a vertex of minimum degree in G. If |N [a 1 ]| > n 2 then every vertex of G has an edge to at least n 2 other vertices, so m = Θ(n 2 ). Otherwise, let Y be the set of arcs that are disjoint from a 1 . We look for a pair of disjoint arcs in Y . For every arc y ∈ Y we traverse its adjacency list, and construct its restriction to Y . The time to traverse all the adjacency lists is O(n + m). If for every y ∈ Y we found that
So either we concluded that m = Θ(n 2 ), and thus the O(n 2 ) time bound of Eschen and Spinrad [5] is linear in the size of the graph, or, we found three independent arcs a 1 , a 2 , a 3 , and we can apply Subcase IIa. In the rest of the paper we describe a lineartime implementation of Subcase IIa.
As we explain in Sect. 5, the algorithm of Eschen and Spinrad [5] has a flaw in Stage 1 of Subcase IIa. So, if we find that m = Θ(n 2 ) and run the algorithm of [5] , and this algorithm applies Subcase IIa, then we in fact have to apply Subcase IIa as described in this paper. The equivalent Stage 1 of Subcase IIb in the algorithm of [5] is trivial and do not contain such a flaw. Case I of the algorithm of [5] is based on [17] and does not consist of stages similar to these of Case II.
The algorithm for Subcase IIa consists of the three stages of Tucker's algorithm:
-Stage 1: Find a set of arcs that can be ordered around the circle and divide it into sections, such that no arc has its two endpoints in the same section.
-Stage 2: Place every endpoint of every other arc in the right section.
-Stage 3: Order the endpoints within each section.
We describe each of these stages in the following three sections.
Stage 1: Dividing the Circle into Sections
This stage finds a maximal independent set of arcs, I , and an order of the arcs of I around the circle that is consistent with some normalized circular-arc model of G. The set of arcs I divides the circle into sections, such that no arc has its two endpoints in the same section. In this stage our algorithm differs most from the algorithm of Eschen and Spinrad [4, 5] . While in the other two stages our main concern is a tighter time bound, here we also have to fix a flaw in their algorithm.
The independent set of arcs I is the same as defined by Tucker [22] , and used by Eschen and Spinrad [4, 5] . We begin by finding this set in linear time.
The arcs that are not in I constrain the possible order of the arcs of I around the circle. Eschen and Spinrad [4, 5] defined two types of constraints. We call constraints of the first type single-arc requirements. Each such constraint requires that for an x / ∈ I , the arcs of N I [x] , the neighborhood of x in I , are consecutive around the circle, such that the arcs that x overlaps are at the ends. The second type of constraints, which we call two-arcs requirements, require that for each pair of intersecting arcs x, y / ∈ I , the arcs of
are consecutive around the circle. The two-arcs requirements as defined by Eschen and Spinrad are not sufficient, therefore we refine the two-arcs requirements by also requiring that arcs that overlap one of the arcs x or y, and is disjoint from the other arc, should be at the ends of N I [x] ∪ N I [y] in their consecutive order around the circle.
Eschen and Spinrad [4, 5] claimed that the single-arc requirements and the two-arc requirements are sufficient to get a cyclic order of I which is consistent with some model of G. We show that even after refining the two-arcs requirements as above, there might be arcs x, y / ∈ I such that N I [x] ∪ N I [y] have to be consecutive around the circle in any model of G, even though x and y are disjoint. This happens when the intersections types between arcs not in I force the arcs x and y to be next to each other on the circle. Similarly, it is also possible that x and y are forced to be far from each other. Therefore, we introduce a third type of constraints.
Consider the circular-arc graph G whose model is given in Fig. 4(a) . The vertices a 1 and a 3 are of minimum degree in G. Our algorithm chooses one of them, say a 1 , and finds an independent set of size three, say {a 1 , a 2 , a 3 }. The algorithm then executes Subcase IIa. It sets {a 1 , a 2 , a 3 , a 4 } to be the set I , as explained later in this section, since these are the only arcs that do not contain any other arc, and they are independent.
From the single-arc requirement of arc b we have that the set {a 2 } is consecutive. From the single-arc requirement of arc c we have that the set {a 4 } is consecutive. These two requirements are meaningless because the size of each set forced to be consecutive is one.
From the single-arc requirement of arc d we have that the set {a 1 , a 2 } is consecutive. From the single-arc requirement of arc e we have that the set {a 3 , a 4 } is consecutive. From the two-arcs requirement of arcs b and e we have that the set {a 2 , a 3 , a 4 } is consecutive. From the two-arcs requirement of arcs c and d we have that the set {a 1 , a 2 , a 4 } is consecutive. These two requirements are meaningless, since every subset of size three is consecutive in a cyclic order of four arcs. There are no additional two-arcs requirements.
Therefore, the only constraints on the order of I imposed by the single-arc and the two-arcs requirements are that the set {a 1 , a 2 } is consecutive and the set {a 3 , a 4 } is consecutive. So, we may arrange I as in Fig. 4(b) .
Let us consider a circular-arc model of G, in which the cyclic order of I is as in Fig. 4 We got a cyclic order of I which is not consistent with any circular-arc model of G, since an additional requirement on the order of I was missing. The example is made of two sets J = {a 1 , a 2 } and I \ J = {a 3 , a 4 } such that the single-arc and the two-arcs requirements do not force a proper subset of J together with a proper subset of I \ J to be consecutive, while there are such subsets that should be forced to be consecutive. The arc d with N I [d] = J and the arc e with N I [e] = I \ J do not impose together two-arcs requirement since they do not intersect. They do force, however, {a 2 , a 3 } to be consecutive since each of them crosses both arcs b and c.
The general form of the missing requirement occurs when there is a path of arcs P = (x 0 , . . . , x k−1 ) such that for every three consecutive arcs x i−2 , x i−1 , x i in P , the arcs x i−2 and x i−1 and the arcs x i−1 and x i cross each other, while x i−2 and x i do not cross each other. In the example above P can be for example (b, d, c) (we get such a path also if we replace d by e or swap b and c). We call such a path P a cross-path. Since x i−2 and x i do not cross, the intersection type between these two arcs determine whether they cover the same endpoint of In this section, after we find I , we show how to impose all three types of constraints on the order of I in linear time. Finally, we prove that the three types of constraints that we impose force the arcs of I to be ordered around the circle in a way that is consistent with a normalized model of G, if G is a circular-arc graph.
Finding a Maximal Independent Set
The algorithm of Tucker [22] uses a maximal independent set of arcs, I , of size at least 3 that obeys two requirements. First, no arc of I contains any other arc of G. Second, there is no arc x ∈ I and two disjoint arcs y, z / ∈ I such that y and z overlap x and do not overlap any other arc in I . We begin by constructing a maximal independent set I greedily, that satisfies the first requirement, and then change it to an independent set I that satisfies the second requirement as well.
Before constructing I , we eliminate any arc that contains another arc from G, since these arcs cannot be in I . Let G be the subgraph of G induced by the remaining arcs. Every pair of intersecting arcs in G overlaps, since no arc of G contains another. In order to construct I we maintain a set J consisting of every arc in G that is disjoint from every arc already in I . For every arc x in G we maintain a counter of the number of arcs in I that x intersects.
Let {a 1 , a 2 , a 3 } be the independent set that we found in Sect. 4. We initialize I to be {a 1 , a 2 , a 3 } where a i is an arc from G that may be either a i or a minimal arc contained in a i . The set I is an independent set in G , since {a 1 , a 2 , a 3 } is an independent set in G. For every a i ∈ I , we remove N [a i ] from J and increase the counters of the members of N [a i ].
As long as J is not empty, we pick an arbitrary arc x ∈ J and add x to I . We increase the counter of every arc y that overlaps x, and set J = J \ {y}. When J is empty, I is a maximal independent set.
Next we construct I from I . For every arc x ∈ I such that there are two disjoint arcs y 1 and y 2 in G that overlap only x in I , we add y 1 and y 2 to I . If such y 1 and y 2 do not exist, we add x to I . To do so in linear time, we find all arcs in G that overlap only x by scanning N [x] , and identifying all neighbors of x whose counters are equal to one. Let Y ⊂ N [x] consist of these neighbors. For every
The following lemma proves that I satisfies the two requirements stated above.
Lemma 5.1
If G is a circular-arc graph then I is a maximal independent set in G and we cannot get a larger independent set by replacing an arc y 1 ∈ I with two disjoint arcs z 1 , z 2 / ∈ I that intersect y 1 .
Proof First note that I is a maximal independent set in G, since it is a maximal independent set in G , and every arc in G that is not in G contains an arc in G .
We now prove that I is a maximal independent set in G. Assume otherwise, then there is an arc z / ∈ I that is disjoint from every arc of I . We may assume that z is in G , as otherwise we can replace z by an arc that z contains. The arc z cannot be in I because otherwise z or an arc that intersects z would be inserted to I . Then, since I is maximal independent set, z must overlap some x ∈ I , such that x / ∈ I and x was replaced by y 1 , y 2 in I . It follows that {y 1 , y 2 , z} is an independent set of three arcs that overlap x, but this is impossible since each of them should cover an endpoint of x, and x has only two endpoints.
We next prove that we cannot get a larger independent set by replacing an arc y 1 ∈ I with two disjoint arcs z 1 , z 2 / ∈ I that overlap y 1 . Assume that y 1 ∈ I can be replaced by two disjoint arcs z 1 , z 2 / ∈ I that overlap y 1 but do not overlap any other arc in I . The arc y 1 cannot be a member of I , since otherwise we would have added z 1 , z 2 to I instead of y 1 . Therefore there are arcs x ∈ I and y 2 ∈ I such that y 1 and y 2 are disjoint and overlap x. Arcs z 1 and z 2 do not overlap any arc x = x, x ∈ I , because if they do, they must overlap some arc different from y 1 in I . Since I is maximal, the two arcs z 1 and z 2 must intersect x. Again, we got independent set of three arcs {y 2 , z 1 , z 2 }, that should overlap x, but x has only two endpoints.
Note that if G is not a circular-arc graph, I might not satisfy the requirements stated in Lemma 5.1. In this case our algorithm continues and will detect that G is not a circular-arc graph later on.
In the following subsections we show how to place the arcs of I on the circle. We label the arcs of I by a 1 , . . . , a |I | according to their cyclic order around the circle, where a 1 is some arbitrary arc in I . The endpoints of the arcs split the circle into sections. Each section is either an arc of I or a gap between two consecutive arcs of I . Let S be a section. The two endpoints of the arcs of I that define S are called the endpoints of S. We assume that a section contains its left endpoint, but does not contain its right endpoint. We denote by S 2i the section of arc a i . We denote by S 2i+1 the section that is the gap between S 2i and S 2(i+1) . Arithmetic on subscripts of arcs is modulo |I | and arithmetic on subscripts of sections is modulo 2|I |.
Let I c be the set of arcs of G not in I . The following lemma shows that each arc has its endpoints in two different sections. Proof Assume that arc x has both its endpoints in the same section S 2i . Then either x is contained in a i or every arc that x does not intersect is contained in a i . The first option is impossible, since a i is in G , and therefore it cannot contain any arc. To see that the second option is impossible recall that there are no universal arcs in G. So, there is an arc that x does not intersect, and this arc is not contained in a i by the way we define I .
Assume that for some arc x both endpoints are in the gap section S 2i+1 . Then either x is disjoint from every arc of I , or every arc that x does not intersect is disjoint from every arc of I . These options are also impossible since I is a maximal independent set, and x cannot be a universal arc. Our goal now is to place the arcs of I around the circle such that there exists a circular-arc model of G consistent with this order. We do that using the adjacencies between the arcs of I and the arcs of I c . In this section we make the first step towards this goal by defining two types of requirements that the cyclic order of I satisfies in any model of G. Later in Sect. 5.5 we add a third type of requirement. We find an ordering consistent with all requirements by encoding the requirements as a 0-1 matrix and finding a circular-ones arrangement of this matrix. In Sect. 5.6 we prove that if G is a circular-arc graph it must have a model consistent with this order.
If G is a circular-arc graph then every arc x ∈ I c overlaps at most two arcs of I . This is because in a circular-arc model of G the arc x has one of its endpoints inside every arc that it overlaps and I is an independent set. Let x ∈ I c . In any circular-arc model of G, the neighborhood of
, should be consecutive around the circle. Furthermore, the arcs that x overlaps should be at the ends of the set N I [x] and the arcs that x contains should be in the middle of N I [x] . Our first type of requirements specify exactly this for every x ∈ I c . Before stating these requirements precisely we define the contained neighborhood, C(x), of an arc x to be the set of arcs of I that The single-arc requirements are also defined by Eschen and Spinrad [4, 5] . Instead of the two-arcs requirements as defined above, Eschen and Spinrad required N I [x] ∪ N I [y] to be consecutive around the circle for every x, y ∈ I c such that y ∈ D(x) and x ∈ D(y). The example in Fig. 6 shows that these requirements are not sufficient.
In the graph corresponding to the model shown in Fig. 6 , the vertices a 1 and a 4 are of minimum degree. Our algorithm chooses one of them, say a 1 , and finds an independent set of size three, say {a 1 , a 2 , a 3 }. The graph then falls into Subcase IIa. Our algorithm then sets {a 1 , a 2 , a 3 , a 4 } to be I , since these arcs do not contain any other arc and form a maximal independent set consistent with the requirements of the algorithm. The two-arcs requirements, as we present them, force C(b) ∪ C(c) = {a 1 , a 4 } to be consecutive, while in the set of requirements that Eschen and Spinrad present, there is no requirement that forces these arcs to be consecutive. It is easy to verify that indeed a 1 and a 4 must be consecutive in a model of this graph.
Unfortunately, even with our modification, the single-arc and the two-arcs requirements of Eschen and Spinrad do not suffice, as we showed above. Later, we add an additional type of requirements, the cross-path requirements. Then, we show that every cyclic order of I that satisfies all of the requirements is consistent with some circular-arc model of G.
Applying the Single-Arc and the Two-Arcs Requirements
We construct a (0, 1)-matrix M such that from a circular-ones arrangement of M we can define the order of I . Every arc of I corresponds to a column of M and every single-arc, two-arcs and cross-path requirement corresponds to up to three rows of M. We arrange the matrix such that the ones in every row are cyclically consecutive. Then, the order of the columns gives us an order of I that is consistent with all the requirements. 
Hsu and McConnell [9] used the PC-tree data structure to find and represent all possible circular-ones arrangements of the columns of a matrix. A PC-tree corresponding to a (0, 1)-matrix M is an unrooted tree where each leaf corresponds to a column of M. There is a cyclic order defined on the edges incident to each internal vertex. This cyclic order at every vertex induces a cyclic order on the leaves. The cyclic order of the leaves is a circular-ones arrangement of M. Each internal node of the PC-tree is labeled either as a P-node or as a C-node. Every circular-ones arrangement of M can be obtained by arbitrarily permuting the order of the edges incident to P-nodes or reversing the order of the edges incident to C-nodes. A PC-tree of M can be found in time linear in the sum of the number of columns of M, the number of rows of M, and the number of 1's in M. The PC-tree is an unrooted version of the PQ-tree data structure of Booth and Lueker [2] .
Applying a two-arcs requirement for every pair of arcs x, y ∈ I c such that y ∈ D(x) might make the total number of arcs of I involved in all two-arcs requirements, and hence the number of 1's in M, superlinear in the size of G. We now show that a limited number of two-arcs requirements suffice using techniques similar to that used by Eschen and Spinrad [4, 5] for their version of the two-arcs requirements.
Let x ∈ I c and consider the contained neighborhood in I of the arcs in D(x). Let D m (x) be the subset of D(x) consisting of every arc y ∈ D(x) such that there is no arc y ∈ D(x) for which C(y) ⊂ C(y ) (see Fig. 7 ). In any circular-arc model of G, every arc y ∈ D(x) covers one endpoint of x and stretches away from x. So, the set C(y) consists of a member of I next to x in the model, followed by zero or more members of I consecutively after it, in the direction in which y stretches. Therefore, the arcs of D(x) form at most two chains with respect to containment relation of the contained neighborhood in I , each chain consists of arcs that cover the same endpoint of x. So, there are at most two distinct contained neighborhoods in I for arcs in D m (x). For example, in the illustration of The following lemma allows us to reduce the number of pairs of arcs for which we apply a two-arcs requirement, by using the set D m (x) instead of D(x).
Lemma 5.3 Assume that G is a circular-arc graph. Let π be a cyclic order of I that satisfies the single-arc requirement of every arc of I c and the two-arcs requirement with respect to every pair of arcs x , y ∈ I c such that y ∈ D m (x ) and x ∈ D m (y ).

Then, π satisfies the two-arcs requirement with respect to every pair of arcs x, y ∈ I c , such that y ∈ D(x) and x ∈ D(y).
Proof Let x, y ∈ I c be a pair of intersecting arcs such that y ∈ D(x) and x ∈ D(y). Since π satisfies the single-arc requirements, then the arcs of C(x) and the arcs of C(y) are consecutive in π .
We By the condition of the lemma the arcs of C(x s ) ∪ C(y s ) are consecutive in π , and since C(x) and C(y) are also consecutive, and
Our algorithm first creates rows in M for the single-arc requirements. For each arc x ∈ I c we create a row that has 1's in the columns of the arcs in N I [x] . This row forces the consecutiveness of N I [x] . Recall that we assume that each arc x has at most two arcs in I that it overlaps. For each such arc, a i ∈ N I [x] \ C(x), we create a row that have 1's only in the columns of N I [x] \ {a i }. These rows will force N I [x] to be ordered so that the contained neighborhood in I of x, C(x), is in the middle and the arcs that x overlaps, N I [x] \ C(x), are at the ends. If for some x there are more than two arcs in I that it overlaps then we halt since G is not a circular-arc graph. We created at most three rows for each arc, and a total of at most 3n rows with less than 3m ones. We denote the current value of the matrix M by M 1 .
Next, we add rows to M for the two-arcs requirements. By Lemma 5.3, it is enough to add rows only for x and y such that x ∈ D m (y) and y ∈ D m (x).
In order to compute the set D(x) we have to decide for each arc y ∈ I c whether
we also have to decide for pairs of arcs y and y in D(x) whether C(y ) ⊆ C(y). In order to be able to perform each of these decisions in O(1) time we find a PC-tree of M 1 which gives us a preliminary circular-ones arrangement of the columns of M 1 . Let π 1 be the cyclic order of I corresponding to the circular-ones arrangement of the columns of M 1 . If such an arrangement does not exist then G is not a circular-arc graph, and we halt. Otherwise we continue as follows.
We index the arcs of I according to their order in π 1 , starting at an arbitrary arc. Let J be a non-empty proper subset of I such that the arcs of J are consecutive in π 1 . The first arc of J is the arc x ∈ J with an index i such that the arc y ∈ I with the index (i − 1) mod |I | is not in J . The last arc of J is the arc x ∈ J with an index i such that the arc y ∈ I with the index (i + 1) mod |I | is not in J . We denote by h(J ) the first arc of J in the cyclic order of I and by t (J ) the last arc of J in the cyclic order of I . Finding h(J ) and t (J ) takes time linear in |J | assuming we have access to an arc in J and that we can traverse the arcs in I according to their order in π 1 . As mentioned before, if G is a circular-arc graph then for every arc x ∈ I c with C(x) = ∅ the set D(x) is also empty. So, if for some arc x ∈ I c we find that D(x) = ∅ while C(x) = ∅ then G is not a circular-arc graph and we halt. Next we show how to compute D m (x) for every x ∈ I c .
For every pair of vertices y and y we can determine if Although there could be Ω(n 2 ) pairs x, y ∈ I c such that x ∈ D m (y) and y ∈ D m (x), the number of distinct sets C(x) ∪ C(y) is at most n. This is because for every arc x ∈ I c , the members of D m (x) have at most two distinct contained neighborhoods in I . We identify these distinct rows to add to M as follows.
by comparing the indices of h(C(y )), t (C(y )), h(C(y)), and t (C(y)). We first compute h(C(y)) and t (C(y)) for every
For every x ∈ I c , we traverse those among D 1 (x) and D 2 (x) that are not empty. 
and check if C(x) = C(z), by checking if C(x) ⊆ C(z) and C(x) ⊇ C(z).
After adding all two-arcs requirements, we restore the sets D 1 (x) and D 2 (x) for every x ∈ I c to their original value, before we emptied them, so we can use them later again.
Since we use the neighborhood of each arc to define at most two rows, and each row consists of the neighborhood of two arcs, we add to M at most n rows containing at most 2m ones. The running time is O(n + m). We denote the current value of the matrix M by M 2 .
Two Subsets Such That Nothing Holds Them Together
We identify sets J and I \ J , such as {a 1 , a 2 } and {a 3 , a 4 } in the example of Fig. 4 , for which the single-arc and the two-arcs requirements do not force any order for a proper subset of J together with a proper subset of I \ J , while such an order should be forced. In the next section we will find if and which requirement they impose on the order of I .
Let
}, the set of arcs in I c for which the contained neighborhood is equal to the neighborhood in I . The arcs of F are going to be candidates for being middle arcs in cross-paths. In the example of Fig. 4 all arcs of I c are in F . We compute a partition Π of F into subsets F J , where x ∈ F J if and only if N I [x] = J . In the example of Fig. 4 we have that F {a 1 ,a 2 } = {d}, F {a 3 ,a 4 } = {e}, F {a 2 } = {b}, and F {a 4 } = {c}.
To compute Π , we associate a key with each arc x ∈ F . The key is the pair
We then sort the arcs of F lexicographically by their keys so all arcs in a particular set F J ∈ Π are consecutive. For each set F J ∈ Π , we determine if also F I \J ∈ Π . To do so, we associate two keys
that is (h(J ), t (J )), and the key k 2 (F J ) is (h(I \ J ), t (I \ J )), where h(I \ J ) is the arc of I that follows t (J )
and t (I \ J ) is the arc of I that precedes h(J ), in the cyclic order of I . We look for pairs of sets J and K such that k 1 (F J ) = k 2 (F K ). We can discover these pairs of sets by sorting the sets F J by k 1 (F J ) and by k 2 (F J ). In the example of Fig. 4 the only pair J and I \ J for which both F J and F I \J are not empty are {a 1 , a 2 } and {a 3 , a 4 }.
For every J such that both F J and F I \J are in Π , let B J be the set containing every arc x such that the neighbors of x in I are all in J , the contained neighborhood of x is not equal to J , and the arc x has a neighbor in Fig. 8 . These sets contain arcs that are candidate for being end arcs of cross-paths. We find B J by traversing all members of F I \J . For every y ∈ F I \J and for every z ∈ D(y), we have z ∈ B J if and only if C(z) ⊂ C(x 0 ) where x 0 is an arbitrary member of F J .
We are interested in pairs J and I \ J that satisfy the following three conditions. Intuitively, the first two conditions are required for the existance of a cross-path from an arc in B J to an arc in B I \J , and the third condition rules out cross-paths that do not impose new restrictions on the order of I . 
Condition 1 Both
Lemma 5. 4 We can find all pairs that satisfy the three conditions above in linear time.
Proof It is straightforward to determine whether a pair J and I \ J satisfies the first two conditions. For Condition 3 we need to check that there is no single-arc or twoarcs requirement that includes both an arc of J and an arc of I \ J , and does not include at least one arc of J and one arc of I \ J . We find a circular-ones arrangement of M 2 and get a cyclic order π 2 of I consistent with all the single-arc and two-arcs requirements. For each pair J and I \ J that satisfies Condition 1 we find the first and last members of J in π 2 The algorithm for finding the cross-path requirements is described in Sect. 5.5. For each pair of sets J and I \ J that satisfy the three conditions above we compute a single requirement, or decide that no requirement is needed. The following lemmas will be used to establish the correctness and the running time of this computation. 
Lemma 5.7 The total number of edges in all the graphs G J , m J , is O(m).
Proof Since I is a maximal independent set every edge of G J is incident to an arc in
To prove the claim, we show that every x ∈ I c belongs to at most three graphs G J . An arc x ∈ I c can be a member of at most one set F J ∈ Π . Also, since J and I \ J satisfy Condition 3, for every x ∈ B J we have that
. Therefore x can belong to at most two sets of the type B J .
Notice that we have used the fact that J satisfies Condition 3 in the proof of Lemma 5.7. If we remove this condition our algorithm may not have a linear running time.
The Cross-Path Requirements
Let G J be a graph as in the previous section. We show that there might be a crosspath in G J that forces some subset of I to be consecutive in every circular-arc model of G.
To determine if such a cross-path exists we compute the intersection type in G between arcs of G J . Recall that we have already computed the neighborhood containment relation for every pair of adjacent arcs in G, so we are left to determine for pairs of overlapping arcs in G J if they cross or cover the circle in G. Eschen and Spinrad [4, 5] computed this information only for co-bipartite graphs in O(n 2 ) time.
McConnell [14] showed how to compute this information in linear time for every graph, but using complicated data structures. For our implementation, it is enough to compute the information on G J which is simple to do and takes time linear in the size of G J .
Recall Proof If x and y cover the circle in a normalized circular-arc model of G then they also cover the circle in a normalized circular-arc model of G J because we get G J from G by removing arcs.
For the other direction of the proof, consider arcs x and y that cover the circle in a normalized circular-arc model of G J . We show that every arc z in G that is disjoint from x is contained in y in G.
. From Lemma 5.5, we know that |C(y)| ≥ 2, so by the definition of the contained neighborhood, y contains every arc in C(y). Thus, z is contained in y.
So let z ∈ I c and let w be an arc that intersects z. We show that w also intersects y. From this follows that z is contained in y.
Since Let z ∈ F I \J ∪ B I \J . Assume for contradiction that there is an arc w in G that intersects z but not y. We know that x and y cover the circle in G J , so z is contained in y in G J , and therefore w is not in G J . Since w is disjoint from y and y contains all arcs of I \ J we get that N I [w] ⊆ J . Furthermore, since all arcs of F J are in G J , we also know that C(w) ⊂ J . If z ∈ F I \J then by definition w ∈ B J and therefore w is in Fig. 9 Adding y to G J . The arc x and y cover the circle if and only if x contains y G J , which is a contradiction. If z ∈ B I \J then C(z) ⊂ I \ J and thus z and w form a two-arcs requirement which forces C(z) and C(w) to be consecutive in contradiction to Condition 3. Therefore, such w cannot exist and z is contained in y also in this case.
Using Lemma 5.8, for every x ∈ F J and y ∈ F I \J such that x and y overlap, we determine if x and y cover the circle in a normalized circular-arc model of G, by determining if they cover the circle in a normalized model of G J . For every y ∈ F I \J , we add to G J a vertex y that intersects every vertex that y does not contain, including y itself. The new arcs {y | y ∈ F I \J } forms a clique. We denote the new graph which we obtain by G J . An arc x ∈ F J cover the circle with y ∈ F I \J , if and
Otherwise, x and y must cross.
We can run the neighborhood containment computation as in Sect. 3 on G J since G J is a circular-arc graph if G J is a circular-arc graph. Indeed, we can get a circulararc model of G J from a circular-arc model of G J by adding the arcs {y | y ∈ F I \J }. For each such y , we put (y ) immediately to the left of r(y) and r(y ) immediately to the right of (y). See Fig. 9 .
By Lemma 5.8 we discovered for each pair of overlapping arcs x ∈ F J and y ∈ F I \J whether they cross or cover the circle in G. Once we know the intersection type in G of all arcs in G J we compute whether there exists a path P = (s = x 0 , . . . , x k−1 = t) in G J from an arbitrary arc s ∈ B J to an arbitrary arc t ∈ B I \J such that every pair of consecutive arcs x i−1 and x i cross each other in G, and in every triple of consecutive arcs x i−2 , x i−1 , and x i , the arcs x i−2 and x i do not cross in G.
If such a path P exists, then we may assume that all arcs of P except x 0 and x k−1 , are members of F J ∪ F I \J . This is because if x i ∈ B J for i > 0 we can start P at In order to find such a path P we compute the connected components of the subgraph of G J induced by the edges between arcs that cross in G. A path P with the required properties exists if and only if there is a connected component with an arc s ∈ B J and an arc of B I \J . In this case we find such a path P by running a breadth first search from s and finding a shortest path P from s to any arc t ∈ B I \J . The suffix of P starting from the last node on P that is in B J is the required path P . Since we performed the search only on edges between arcs that cross, P satisfies the requirements stated above. If there is no component containing an arc in B J and an arc in B I \J then P does not exist and we do not add a constraint for J and I \ J . We now describe which constraint follows from the existence of the path P .
Since s ∈ B J , it intersects an arc of F I \J , so in any circular-arc model of G the arcs of C(s) are either to the right of all other arcs of J or to the left of all other arcs of J . Similarly, since t ∈ B I \J , it intersects some arc of F J , so in any circular-arc model of G the arcs of C(t) are either the right of all other arcs of I \ J or to the left of all other arcs of I \ J . The existence of the path P implies that the position of C(s) in J forces a particular position for C(t) in I \ J as we now argue.
Assume that the arcs of C(s) are to the right of all other arcs of J in some normalized circular-arc model of G J . Recall that for every i, the arcs x i−1 and x i cross. We traverse P while maintaining for each arc x i ∈ P the endpoint of the arc x i−1 that x i covers in the same model.
We start with the endpoint of s = x 0 that the arc x 1 covers. If x 1 ∈ F J then it covers the left endpoint of s (see the arc b in Fig. 10(a) ), and if x 1 ∈ F I \J then it covers the right endpoint of s (see the arc c in Fig. 10(a) ).
We decide which endpoint of x i−1 , x i covers according to the intersection type between x i and x i−2 . If x i and x i−2 are disjoint or cover the circle then x i covers the endpoint of x i−1 that x i−2 does not cover. Otherwise, if one of x i and x i−2 contains the other, then x i covers the same endpoint of x i−1 that x i−2 covers. See Fig. 11 .
When we reach the end of the path we know which endpoint of x k−2 , the arc t = x k−1 crosses. If x k−2 ∈ F J and t covers the right endpoint of x k−2 then the arcs of C(t) must be to the left of all other arcs of I \ J (see the arc b in Fig. 10(b) ). If x k−2 ∈ F J and t covers the left endpoint of x k−2 then the arcs of C(t) must be to the right of all other arcs of I \ J (see the arc b in Fig. 10(c) ). If x k−2 ∈ F I \J and t covers the right endpoint of x k−2 then the arcs of C(t) must be to the right of all other arcs of I \ J (see the arc c in Fig. 10(c) ). If x k−2 ∈ F I \J and t covers the left endpoint of Fig. 10(b) ).
Recall that we assumed that the arcs of C(s) are to the right of all other arcs of J in the model that we consider. So if we find that the arcs of C(t) are to the left of all other arcs of I \ J then C(s) ∪ C(t) must be consecutive in any cyclic order of I . If the arcs of C(t) are to the right of all other arcs of I \ J , then C(s) ∪ ((I \ J ) \ C(t)) must be consecutive in any cyclic order of I . This is the cross-path requirement of J and I \ J . We add an appropriate row to M that represents this requirement.
The time bound to process each graph G J is O(m J ) and so by Lemma 5.7 the total time bound is O(m). We add one row to M for each F J and F I \J , so there are at most n/2 new rows and the total number of ones in the new rows is at most m since the union of the neighborhood of a member of F J with the neighborhood of a member of F I \J contains I .
We denote the current value of the matrix M (with the single-arc, two-arcs and cross-path requirements) by M 3 . We find a circular-ones arrangement for M 3 in O(n + m) time. If such an arrangement does not exist then G is not a circular-arc graph. Otherwise, we denote by π the cyclic order of the columns of M 3 , in its circular-ones arrangement.
We call a cyclic order of I that is consistent with all of the single-arc, two-arcs and cross-path requirements valid. In particular, the order π is valid.
We place the arcs of I by the order of π from left to right around the circle. We keep the sections S 1 , . . . , S 2|I | that are formed by the endpoints of arcs of I in an ordered cyclic list.
Every Valid Order of I is Consistent with a Circular-Arc Model
We show that if G is a circular-arc graph, then π , the valid cyclic order of I that we found, is consistent with some normalized circular-arc model of G.
If G is a circular-arc graph, then it has a normalized circular-arc model . Let γ be the cyclic order of the arcs of I in . The order γ must satisfy all the requirements above, hence γ must be a valid cyclic order of I . From a PC-tree of M 3 that is consistent with γ , we can obtain π by repetitively permuting the order of the edges of a P-node, or reversing the order of the edges of a C-node.
Let ϕ be a valid cyclic order of I and let ϕ be another valid cyclic order of I that we obtain from ϕ either by permuting the order of the edges of a P-node, or by reversing the order of the edges of a C-node. We show how to obtain a normalized model consistent with ϕ from a normalized model consistent with ϕ.
The basic step we use is reversal of consecutive arcs of I as defined in the next lemma. To prove this lemma we use the following definitions and lemmas. We denote by J the consecutive subset of I that we reverse in order to get ϕ from ϕ. We assume that |J | > 1, because otherwise ϕ is the same as ϕ. We also assume that |I \ J | > 1, because otherwise, can be obtained by reversing the entire model , that is reversing the cyclic order of the endpoints in the model and replacing the position in this order between r(x) and (x) for every arc x.
Recall that a circular-arc model is represented by a cyclic order of the endpoints of the arcs of G. A segment K in the model is a set of endpoints that are consecutive in . An arc x crosses a segment K if only one endpoint of x is in K. A segment K is uncrossed if every arc either has both of its endpoints in K or both of its endpoints not in K. Otherwise, we say that K is crossed.
We reverse a segment by reversing the order of the endpoints in it and making every left endpoint a right endpoint and vice versa. Let K be a segment in a normalized circular-arc model of G. If K is uncrossed, then the new cyclic order of the endpoints that we obtain by reversing K is also a normalized circular-arc model of G. This is because the reversal does not change the intersection type between any pair of arcs.
We find in an uncrossed segment K, that contains all endpoints of arcs of J , but none of the endpoints of arcs of the I \ J . Reversing K converts to .
Let K 0 be the minimal segment that contains all endpoints of arcs of J and does not contains any endpoint of an arc of I \ J . The segment K 0 is spanned from the leftmost endpoint of J , and in the right direction to the rightmost endpoint of J . Let K be the minimal possible segment that covers all arcs of I \ J and does not contain any endpoint of an arc of J . See Fig. 12 .
We start with K = K 0 . As long as K is crossed, we extend K as follows. If K is crossed then there is an arc x with one endpoint inside of K and one endpoint outside of K. If x does not cross K , then we extend K to contain both endpoints of x, in the direction that will not cause K to share endpoints with K . We show that there is never an arc x with one endpoint inside K and the other inside K , that is an arc that crosses both K and K . Therefore, when we cannot extend K anymore, it is uncrossed.
Recall that F J is the set containing every arc that contains all arcs of J and is disjoint from every arc of I \ J . Recall that B J is the set containing every arc that crosses K 0 , is disjoint from every arc of I \ J , and intersects some arc of F I \J . We denote by B J the set containing every arc that crosses K 0 , is disjoint from every arc of I \ J , and also, is disjoint from every arc of F I \J . We define B I \J symmetrically. See Fig. 13(a) . We denote by R J the set containing every arc that crosses K 0 and contains all I \ J . We define R I \J symmetrically. See Fig. 13(b) .
Lemma 5.11 Let x be an arc that crosses
Proof Let x be an arc that crosses K 0 . Since x crosses K 0 it cannot contain all arcs of J and so C(x) ∩ J ⊂ J .
Assume C(x) ∩ J = ∅. Since x crosses K 0 , there is a single arc y ∈ J that x overlaps. By the definition of C(x), if |N I [x]| = 1 then C(x) = N I [x] = {y} which contradicts the assumption that C(x) ∩ J = ∅. So |N I [x]| ≥ 2 and therefore there must be an arc z ∈ I \ J that x intersects. We show that this implies that x contains all arcs of I \ J and therefore x ∈ R J . Recall that the cyclic order ϕ of I is obtained from ϕ by reversing the arcs of J . Therefore, the order of (I \ J ) ∪ {y} in ϕ and in ϕ is the same except that in ϕ, say, the arc y is the rightmost arc of (I \ J ) ∪ {y}, and in ϕ , the arc y is the leftmost arc of (I \ J ) ∪ {y} (or vice versa, in which case the argument is symmetric). By the single-arc requirement of x, x contains every arc of I \ J to the right of z in ϕ, and hence also in ϕ . Similarly, x contains every arc of I \ J to the left of z in ϕ , and hence also in ϕ. By repeating the same argument using z = z in I \ J we obtain that z is also contained in x. So, x contains all arcs of I \ J and therefore, x ∈ R J .
Otherwise, assume that C(x) ∩ J = ∅. By the single-arc requirements, there is no arc that contains both a proper subset of J and a proper subset of I \ J . Therefore, We prove the claim about K symmetrically.
The following lemma characterizes the intersection types between arcs in the sets discussed above. Recall that J is a consecutive subset of arcs of I , such that if we reverse the order of J in the valid order ϕ of I , to a get the valid order ϕ .
Lemma 5.12 The following intersection types hold:
(A) Let x ∈ F J and y ∈ B J , then x contains y (see Fig. 13(a) ). (B) Let x ∈ F I \J and y ∈ B J , then x and y are disjoint (see Fig. 13(a) ). (C) Let x ∈ B J ∪ B J and y ∈ B I \J ∪ B I \J , then x and y are disjoint (see Fig. 8 , Fig. 13(a) , and Fig. 13(b) ). (D) Let x ∈ R J and y ∈ R I \J , then x and y cover the circle (see Fig. 13(b) ). (E) Let x ∈ B J ∪ B J and y ∈ R I \J , then x is contained in y (see Fig. 13(b) ). If z intersects w we get a two-arcs requirement that forbids the reversal of J . So, every arc such as w that is disjoint from y is also disjoint from z, and therefore, y contains z. Thus, y contains every arc that is disjoint from x and the claim follows. (E) We know that C(x) ⊂ J . Let z be an arc that is disjoint from y. As in statement (D), we have C(z) ⊂ I \ J . If z intersects x we get a two-arcs requirement that prevents the reversal of J . So x is disjoint from every arc that y is disjoint from, therefore y contains x. All the proofs above hold also when replacing J and I \ J .
Statements (A)-(E) also hold when replacing J and I \ J .
Proof
As we extend K, to make it contain every arc that it crosses, every arc that crosses K at some point either crosses K 0 or crosses an arc that we previously used to extend K. An arc that none of its endpoints is in K 0 or K is in F J or F I \J . This follows since such an arc contains every arc in J or every arc in I \ J , and is disjoint from every arc of I \ J or every arc of J , respectively. Since we never use an arc that crosses K to extend K, every arc that we use to extend K either crosses K 0 or is in F J ∪ F I \J .
Lemma 5.13
Assume that at some point while extending K there is an arc x t that crosses both K and K . Then, there is a path P = (x 0 , . . . , x t−1 , x t ) such that:
. . , t, the arc x i crosses the arc
Proof Assume that at some point while extending K there is an arc x t that crosses both K and K . By Lemma 5.11, we have x t ∈ R I \J ∪ B I \J ∪ B I \J . Also follows from Lemma 5.11 that the arc x t cannot cross K 0 , since (R J ∪ B J ∪ B J ) ∩ (R I \J ∪ B I \J ∪ B I \J ) = ∅. So, there is an arc x t−1 that we used to extend K that x t crosses.
By Lemma 5.12(C)-(E), since x t−1 crosses x t , we get that x t−1 / ∈ R J ∪ B J ∪ B J , so by Lemma 5.11, x t−1 does not cross K 0 . So, there is an arc x t−2 that crosses x t−1 that we used to extend K before x t−1 . Also, since x t−1 does not cross K 0 and it does not cross K by our assumption, it follows that x t−1 ∈ F J ∪ F I \J .
We can trace back in this way a path P = (x 0 , . . . , x t−1 , x t ) such that x i crosses x i−1 for i = t, . . . , 1, until we get to an arc x 0 ∈ R J ∪ B J ∪ B J that crosses K 0 . The length of P is at least 3. For i = 1, . . . , t − 1, we have x i ∈ F J ∪ F I \J , since they do not cross K 0 or K .
Since x 1 ∈ F J ∪ F I \J we get from Lemma 5.12(A)-(B) that x 1 does not cross any arc of B J . Therefore, x 0 / ∈ B J . Similarly, since x t−1 ∈ F J ∪ F I \J we get that x t / ∈ B I \J .
The following lemma shows that if a path P as in Lemma 5.13 exists, then there is also a path P satisfying the same conditions as in Lemma 5.13 and in addition P starts with an arc of B J and ends with an arc of B I \J .
Lemma 5.14 Let P = (x 0 , . . . , x t−1 , x t ) be as in Lemma 5.13 . There is an arc x 0 ∈ B J that crosses x 1 . Similarly, there is an arc x t ∈ B I \J that crosses x t−1 .
Proof By Lemma 5.13, x 0 ∈ B J ∪ R J and x 1 ∈ F J ∪ F I \J . Also, the arcs x 0 and x 1 cross.
If x 0 ∈ B J , we let x 0 = x 0 . Assume x 0 ∈ R J and x 1 ∈ F I \J . The arcs x 0 and x 1 cross, so there is an arc z that intersects x 1 but not x 0 . Since z and x 0 are disjoint, we have N I [z] ⊆ J and C(z) ⊂ J , and because z intersects x 1 it follows that z ∈ B J . We let x 0 = z. Assume x 0 ∈ R J and x 1 ∈ F J . The arc x 0 contains every arc of I \ J , and the arc x 1 contains every arc of J . Therefore, every arc that is disjoint from x 0 , intersects x 1 . The arcs x 0 and x 1 do not cover the circle, so there is an arc z disjoint from x 0 that is not contained in x 1 . Thus, the arc z crosses x 1 . Since z and x 0 are disjoint, we have N I [z] ⊆ J and C(z) ⊂ J . Since z crosses x 1 , it intersects an arc w that is disjoint from x 1 , such that C(w) ⊆ N I [w] ⊆ I \ J . Since there is no two-arcs requirement that contains both a proper subset of J and a proper subset of I \ J , we know that C(w) = I \ J . Therefore, w ∈ F I \J and z ∈ B J . We let x 0 = z.
We prove the claim about x t symmetrically.
We can now prove Lemma 5.10.
Proof of Lemma 5.10 Assume that at some point while extending K we have an arc that crosses both K and K . By Lemma 5.13 and Lemma 5.14, there is a path P = (x 0 , x 1 , . . . , x t−1 , x t ) such that x 0 ∈ B J , x t ∈ B I \J , and x i ∈ F J ∪ F I \J for 0 < i < t. In the path P , for i = 1, . . . , t, the arc x i crosses the arc x i−1 . A shortest subpath of P from x 0 to x t in which an arc crosses only its adjacent arcs imposes a cross-path requirement that forbids the reversal of the arcs of J in ϕ, in the sense that ϕ is not valid. This is a contradiction, so there is never an arc that crosses both K and K . It follows that we can extend K until it is uncrossed. When K is uncrossed, it does not contain any endpoint of an arc of I \ J . We reverse K in and get a normalized circular-arc model of G in which the cyclic order of I is ϕ .
The following lemmas show how to use the reversal operation of Lemma 5.10 to update the model when we permute the cyclic order of the edges incident to a P-node, or reverse the order of edges incident to a C-node. Lemma 5.15 shows that if we fix an edge e in a PC-tree of M 3 , and reverse the order of the arcs of I that are on one side of e, then we get a valid order of I . Since we reverse a consecutive subset of I if follows from Lemma 5.10 that we can obtain a model consistent with the new cyclic order of I . We use this lemma to establish the required result for P-nodes and C-nodes, in Lemma 5.16 and Lemma 5.17, respectively.
Lemma 5.15 Let ϕ be a valid cyclic order of I . Let v be an internal vertex (either P-node or C-node) in a PC-tree of M 3 , and let x be a vertex adjacent to v. Let X be the set of arcs of I such that the path connecting each of them to v in the tree contains x. The order ϕ that is obtained from ϕ by reversing the order of the arcs of X is valid.
Proof Let T be a PC-tree of M 3 such that the leaves of T are ordered as in ϕ. We show how by permuting the order of the edges of P-nodes and reversing the order of the edges of C-nodes, we can obtain a PC-tree T in which the leaves are ordered as in ϕ . From this the claim will follow.
Let T x be the connected subtree of T containing x that we would have obtained if we deleted v from T . We obtain T by traversing the vertices of T x in T , and reversing the order of the edges incident to every internal node. This operation is allowed both for P-node and for C-nodes.
The next lemma addresses the case when we permute the order of the edges incident to a P-node.
Lemma 5.16 Let be a normalized circular-arc model of G with a cyclic order ϕ of the arcs of I . Let ϕ be another valid order of the arcs of I that is obtained from ϕ by permuting the cyclic order of the edges incident to a P-node in a PC-tree of M 3 .
There is a normalized circular-arc model of G that is consistent with ϕ .
Proof Let p be the P-node that we permute the order of its edges in order to get ϕ from ϕ. We partition I into subsets, each subset contains all the arcs of I that are connected to p through a particular edge. We denote this partition of I by Π . Since p is a P-node, any permutation of Π in ϕ will produce a valid order of I . We assume that |Π| > 2, because otherwise, permuting the cyclic order of Π is meaningless.
It is enough to prove the claim for ϕ and ϕ which are different only in the order of two consecutive members of Π . Using this step we can permute the members of Π to any order.
Let X 1 , X 2 ∈ Π such that X 2 immediately follows X 1 in ϕ. Assume that ϕ is identical to ϕ, except that X 1 immediately follows X 2 in ϕ . The internal order of arcs inside the sets I \ (X 1 ∪ X 2 ), X 1 and X 2 is the same in ϕ and ϕ .
Let ϕ 1 be the cyclic order of I that we obtain from ϕ by reversing the order of the arcs of X 1 ∪ X 2 . The order ϕ 1 is valid, since we can get it from ϕ by reversing the order between X 1 and X 2 and then applying Lemma 5.15 twice, to X 1 and to X 2 , to reverse the order of arcs inside them. Using Lemma 5.10 there exists a model 1 of G that is consistent with ϕ 1 . Now Lemma 5.15 allows us to use Lemma 5.10 twice again on ϕ 1 to reverse X 1 and to reverse X 2 and to get as required.
The next lemma addresses the case when we reverse the order of the edges incident to a C-node.
Lemma 5.17 Let be a normalized circular-arc model of G with a cyclic order ϕ of the arcs of I . Let ϕ be another valid order of the arcs of I that is obtained from ϕ by reversing the cyclic order of the edges incident to a C-node in a PC-tree of M 3 .
There is a normalized circular-arc model of G that is consistent with ϕ .
Proof Let c be the C-node that we reverse the order of its edges to get ϕ from ϕ. We partition I into subsets, each subset contains all arcs of I that are connected to c through a particular edge. We denote this partition of I by Γ . We assume that |Γ | > 2, because otherwise, reversing the cyclic order of Γ is meaningless.
The cyclic order ϕ 1 that is the reversal of ϕ is valid. We can get a model 1 of G consistent with ϕ 1 by reversing .
We get ϕ from ϕ 1 by reversing the order of the arcs inside each set X ∈ Γ . Lemma 5.15 shows that reversing the arcs inside each set gives us a valid order. Lemma 5.10 shows how to get a model consistent with each such valid order from 1 . After we reverse the order inside all sets X ∈ Γ we get ϕ with the model . 
Stage 2: Placing the Endpoints of the Arcs in the Sections
In Stage 2 of Subcase IIa we place the endpoints of arcs of I c into the proper sections on the circle. Eschen [4] improved the time bound of Stage 2 of the algorithm Fig. 14 U i , W [22] by changing its recursive structure such that all recursion calls fall into Case I. We improve the time bound further, without changing the algorithm, by providing a tighter analysis of the recursive structure of this stage.
Consider π , the order of I found in Stage 1. For every arc x ∈ I c , the members of N I [x] are consecutive around the circle. Since there are no universal arcs in G, and I is a maximal independent set, x cannot contain all arcs of I and N I [x] = ∅. Also, x overlaps at most two arcs of I , since otherwise G is not a circular-arc graph and we should have detected it in Stage 1.
Let x ∈ I c , the way we place the endpoints of x into their sections depends on the relation between x and the arcs of I . In most cases these relations suffice to determine the sections, and in the other cases we apply the algorithm recursively on an appropriate graph. The arc x satisfies one of the following cases.
-Arc x overlaps an arc a i ∈ I and does not intersect any other arc in I . For every a i ∈ I we accumulate these arcs in a set which we call U i (see Fig. 14 ). -Arc x contains an arc a i ∈ I and does not intersect any other arc in I . In this case (x) is placed in S 2i−1 and r(x) is placed in S 2i+1 . For every a i ∈ I we accumulate all arcs that contain it and do not intersect any other arc of I in a set which we call A e i (see Fig. 14 ). -Arc x intersects at least two arcs of I and does not intersect at least one. For all these arcs we identify in N I [x] the leftmost arc a i , and the rightmost arcs a j . We do that as we identified h(N I [x]) and t (N I [x]) of every arc in the preliminary order
, if x overlaps a j then r(x) is in S 2j . For every arc a i ∈ I we accumulate every arc that contains all arcs in I except a i , and does not intersect a i , in a set which we call A c i (see Fig. 14 ). -Arc x overlaps two consecutive arcs a i , a i+1 ∈ I and contains all other arcs of I .
In this case, we place (x) in S 2(i+1) and r(x) in S 2i . -Arc x overlaps one arc a i ∈ I and contains all other arcs of I . For each a i ∈ I we accumulate these arcs in a set W i (see Fig. 14) .
At this point we placed the endpoints of all arcs in I c into their sections except the endpoints of the arcs in U i and W i for every a i ∈ I . If we placed an endpoint e in a section S then e must be in S in every normalized circular-arc model of G consistent with π .
Consider any arc a i ∈ I and the associated sets U i and W i . Each arc in U i ∪ W i has one endpoint in S 2i and the other in S 2i−1 or in S 2i+1 . Furthermore, all arcs of U i must form a clique, as otherwise we can get from I a larger independent set by replacing a i by two disjoint arcs in U i , contradicting Lemma 5.1.
The other arcs that have their both endpoints in the sections S 2i−1 , S 2i and S 2i+1 are a i , the arcs in A e i , and the arcs in A c i . More specifically, each arc of A e i ∪ A c i has one of its endpoints in S 2i−1 and the other in S 2i+1 . As we show below, the relative order inside the sections S 2i−1 , S 2i and S 2i+1 , of an endpoint of an arc in one of the sets {a i }, U i , A e i , A c i or W i , and an endpoint of an arc that is not in these sets is easy to determine. On the other hand the relative order of endpoints of two arcs both in {a i }, U i , A e i , A c i or W i might be different in different models of G that are consistent with the placement of endpoints we did so far.
Breaking up the Problem into Separate Graphs
We place the endpoints of the arcs of U i ∪ W i in the sections S 2i−1 , S 2i , and S 2i+1 for each a i ∈ I separately, by solving a new problem recursively on a graph G i . The graph G i which we construct is identical to the graph that Eschen [4] constructs. 1 This graph is co-bipartite and therefore when we run the algorithm on G i , Case I applies and there will not be further recursion. We contribute the following observations. If G is a circular-arc graph then the recursive application of the algorithm on G i takes time linear in the size of G i . Furthermore, the sum of the sizes of all G i 's is proportional to the size of G.
Let C a i be the set of arcs {a i } ∪ U i ∪ A e i . The set C a i forms a clique in G, since U i forms a clique and all the arcs of A e i intersect every arc that a i intersects. The clique C a i consists of all arcs contained in the union of the sections S 2i−1 , S 2i and S 2i+1 . Furthermore, since these arcs cannot cover the circle, there must be a point p a that all arcs in C a i cover. Let Q i be the set of arcs that intersect some but not all arcs in C a i , and are not members of
We first construct G i , then we add to G i vertices and edges to construct G i . The additional vertices and edges guarantee that any circular-arc model of G i is consistent with a model of G in a way that we specify below, and that the graph G i is co-bipartite.
We find Q i by scanning the adjacency list of each x ∈ C a i . We maintain a set Y of arcs encountered during the scan. For each arc y ∈ Y , we also keep a counter that counts the number of neighbors of y in C a i . When we finish scanning the adjacency list of every x ∈ C a i , the subset of the arcs of Y whose counters are smaller than |C a i | contains all arcs in Q i , the arcs of W i , and some of the arcs of A c i . We construct G i by scanning the adjacency list of each arc in it and restricting the list to contain only arcs inside G i .
Let n i be the number of vertices in G i , and let m i be the number of edges in G i . Every arc in G i covers at least one of the four endpoints of the three consecutive sections S 2i−1 , S 2i , S 2i+1 . Therefore, the arcs of G i are covered by four cliques, one for each endpoint. One of these cliques should have at least 2i+1 , to be in the corresponding section S 2i−1 , S 2i or S 2i+1 in the model that we construct for G.
The construction of G i up to this point is not sufficient to guarantee that the position of the endpoints of the arcs of Q i in a model of G i is consistent with the model that we construct for G. Let x be an arc in Q i . Since x intersects an arc of C a i , it has one endpoint in
, it has one endpoint outside of S 2i−1 , S 2i and S 2i+1 . So in G i we should force x to have the same endpoint that it has in S 2i−1 , S 2i , or S 2i+1 , and only this endpoint, to be placed in T (i) 2i−1 , T (i) 2i , or T (i) 2i+1 , respectively. In the following paragraph we argue that we know which of S 2i−1 , S 2i and S 2i+1 contains an endpoint of x in every normalized model of G consistent with π . Note that no arc of Q i can contain a i , so (x) cannot be in S 2i−1 and the endpoint r(x) cannot be in S 2i+1 . Let x be an arc in Q i . We have already placed the endpoints of x in the proper sections of the model that we construct, unless x ∈ U j ∪ W j for some a j = a i . Furthermore, there is no j = i such that x ∈ W j since if that was the case then x intersects all arcs in C a i and should not have been in Q i . It could be however that x ∈ U j for some j = i. Assume that indeed x ∈ Q i and x ∈ U j for j = i. Since x ∈ Q i , it intersects some arc x ∈ C a i . Furthermore we have that
So there is a two-arcs requirement that forces a i and a j to be consecutive in π . So either j = i − 1 or j = i + 1. Since x intersects x in a model of G and does not intersect a i then if j = i − 1 the endpoint r(x) must be in S 2i−1 and if j = i + 1 the endpoint (x) must be in S 2i+1 . Note that we place the endpoints of x into the same sections using G j , in which x ∈ Q j .
To force the endpoints of arcs in Q i into their correct sections and complete the construction of G i we add four more vertices a , a r , b and b r (see Fig. 15 ). We also add the edges a a r , a r b , b b r , b r a so these vertices form a chordless cycle. We add a and a r to the clique C a i , and b and b r to the clique C b i , to keep G i co-bipartite. In addition, we make a adjacent to every arc in C b i , except arcs of Q i with left endpoint already placed in one of the sections S 2i , S 2i+1 and arcs in U i+1 . Symmetrically, we make a r adjacent to every arc in C b i , except arcs of Q i with right endpoint already placed in one of the sections S 2i−1 , S 2i and arcs in U i−1 . The arcs a and a r overlap Fig. 15 The construction of G i . c ∈ U i , d ∈ W i . Since e intersects c but not a i , it is in Q i . The arc a r is disjoint from e and forces e to overlap b i from the side that a r does not cover both a i and b i , so in a model of G i each of them covers either T (i) 2i−1 or T (i) 2i+1 . The arcs b and b r guarantee that a and a r cover different sections. We let T (i) 2i−1 be the section covered by a and T (i) 2i+1 be the section covered by a r . The arcs a and a r force the arcs of Q i that they do not intersect, to overlap b i from the side that they do not cover.
Note that two arcs of Q i that overlap b i from different sides, cannot overlap each other outside of b i . This is because otherwise at least one of them will cover p a , the point covered by all arcs of C a i , which would contradict the fact that these arcs are in Q i . However, a and a r do not prevent two arcs in Q i to intersect inside b i . This means that if x and y are two arcs of Q i that are not adjacent in G, and we added an edge between them in G i , the common part of the two arcs on the circle is not in
The following lemma follows from our construction.
Lemma 6.1 If G is a circular-arc graph then the graph G i is also a circular-arc graph.
Proof Consider a normalized circular-arc model of G that is consistent with π . We show how to construct a circular-arc model of G i from . For each graph G i we apply Case I of the algorithm and obtain a normalized circular-arc model i of G i . We place the endpoints of the arcs in U i ∪ W i that are in T (i) 2i−1 , T (i) 2i and T (i) 2i+1 in i , in S 2i−1 , S 2i , and S 2i+1 , respectively. Now we have placed every endpoint of every arc in a section. In the next section we prove that there is a normalized model of G consistent with this assignment of endpoints to sections. 
Correctness of Stage 2
We show that there is a normalized model of G consistent with our placement of the endpoints into the sections. For arcs that are not in U i ∪ W i , for any a i ∈ I , there is only one possibility to place their endpoints into sections, which we described at the beginning of the Stage 2. So endpoints of these arcs are placed as they are placed in any model of G consistent with π . An arc x ∈ U i ∪ W i is placed using a normalized model i of G i . To complete the correctness proof we have to prove the following Lemma. In the following lemma we claim that if e is an endpoint of an arc that is not in U i ∪ W i then it has to be placed in i consistently with any model of G corresponding to π . Then, in Lemma 6.5 we prove that the intersection types of pairs of arcs not in Q i is the same in G i and in G. After that, in Lemma 6.6 we consider the endpoints of the arcs in {a i } ∪ U i ∪ A e i ∪ A c i ∪ W i . In particular we consider maximal blocks of consecutive endpoints of these arcs in , a normalized model of G, and show that the relative order of endpoints that are in different blocks must be the same in i and in . Finally we prove Lemma 6.3. i is symmetric, by replacing (x) and r(x). We are left with the case that x ∈ Q i . As we explained when we described the construction of G i , the arc x has exactly one endpoint in S 2i−1 , S 2i , or S 2i+1 in . By making x adjacent either to a r or to a but not to both it follows that the same endpoint of x that is in S 2i−1 , S 2i , or S 2i+1 in , must be in We split the proof into cases according to which of the sets C a i and A c i ∪ W i contains x and which contains y.
Case 1: Arcs x, y ∈ C a i . The arcs x and y intersect both in G and in G i since they are both in the clique C a i . In the graph G, both x and y are disjoint from the arcs of I \ {a i }, therefore x and y do not cover the circle in G. In the graph G i , both x and y are disjoint from b i , therefore x and y do not cover the circle also in G i .
The neighbors of x in G i are a , a r and its neighbors in G, without the arcs in B a . Similarly, the neighbors of y in G i are a , a r and its neighbors in G, without the arcs in B a . So it follows that x and y have a neighborhood containment relation in G i if and only if they have a neighborhood containment relation in G. Therefore, the intersection type between x and y in G i is the same as in G.
Case 2: Arc x ∈ C a i and arc y ∈ A c i ∪ W i . Assume that x intersects y in G, and therefore also in G i . In the graph G, the arc x is disjoint from the arcs of I \ {a i } that y intersects and in the graph G i the arc x is disjoint from b i that y intersects. Therefore x does not contain y in G and in G i . The arc y covers every arc of I \ {a i }, and therefore there is an arc z ∈ C a i that y does not intersect, because otherwise y would be a universal arc. The arc x intersects z. Therefore y does not contain x in G and in G i .
If x and y cover the circle in G i then every arc of G i either intersects x or is contained in y. The arcs of B a intersect x and the arcs of B d are contained in y, since y intersects every arc that is not in C a i . Therefore, x and y cover the circle also in G. Similarly, if x and y cover the circle in G then every arc of G either intersect x or is contained in y. The arcs a and a r intersect x, the arcs b , b r and b i intersect only arcs of C b i , a and a r therefore they are contained in y. Therefore, x and y cover the circle also in G i . So, the intersection type between x and y in G i is the same as in G.
Case 3: Arcs x, y ∈ A c i ∪ W i . In this case, x and y intersect both in G and in G i since they both cover I \ {a i } in G and b i in G i . Since there are no universal arcs, there are arcs z, z ∈ C a i such that z is disjoint from x and z is disjoint from y. Either z = z , or z intersects z , in both cases we get that y does not contain z and therefore x and y do not cover the circle both in G and in G i .
All the arcs that are in G but not in G i intersect both x and y in G, and all the arcs that are in G i and not in G also intersect both x and y in G i . So it follows that x and y have a neighborhood containment relation in G i if and only if they have a neighborhood containment relation in G. Therefore, the intersection type between x and y in G i is the same as in G.
Recall that from the definition of the sections and the construction of G i , all endpoints of arcs in {a i } ∪ U i ∪ A e i ∪ A c i ∪ W i must be in S 2i−1 , S 2i , or S 2i+1 in , and in
In the next lemma we consider the order of these endpoints in the sections T (i) 2i−1 , T (i) 2i and T (i) 2i+1 of i , and in the sections S 2i−1 , S 2i and S 2i+1 of . Note that when we talk about the relative order of endpoints we refer to their relative order either within T (i) 2i−1 , T (i) 2i and T (i) 2i+1 or within S 2i−1 , S 2i and S 2i+1 , so phrases such as "e is to the left of e " are well-defined.
Lemma 6.6 Let G be a circular-arc graph. Let be a normalized circular-arc model of G consistent with π (and thus also with the assignment of endpoints of arcs not in
, and
, and x j ∈ C a i . The arc x j is disjoint from x j . Fig. 16 We assume first that x j ∈ C a i and therefore e j = (x j ). If x ∈ B d , then since x cannot cover p a , we must have that e = r(x) and x intersects x j which is a contradiction.
Assume now that x ∈ B a . We show that this implies that there is also an endpoint e between e j and e k of an arc in Q i so it suffices to reach a contradiction when x ∈ Q i (see Fig. 16(a) ). Let x k be either
is to the right of e in . Since x intersects x k and cannot have both its endpoints in the sections S 2i−1 , S 2i and S 2i+1 , the endpoint e must be (x). Since e j = (x j ) is to the left of e = (x), the arc x does not contain x j , so there is an arc x in that intersects x j and is disjoint form x, with an endpoint e between e j and e. The arc x must be in Q i , since it intersects x j and disjoint from x k .
So now we assume that x ∈ Q i . Since x cannot cover p a , we must have that e = r(x). The endpoint e j = (x j ) is to the left of e = r(x), so the arcs x j and x intersect in . It follows that these arcs should also intersect in i . Since by Lemma 6.4 the other endpoint of x, (x), is not in T (i) 2i−1 , T (i) 2i , or T (i) 2i+1 in i , then e j must be to the left of e also in i . Now we only have to show that e k is to the right of e also in i , to obtain a contradiction to the claim that e k is to the left of e j in i .
The arc x k contains x in . Since x k intersects every arc of G i that x intersects, x k contains x also in i . So e k is to the right of e = r(x) also in i .
If x k ∈ C a i then e k = (x k ). In this case, x is disjoint from x k in and thus also in i . Therefore e k is to the right of e = r(x) also in i .
This completes the proof for the case where x j ∈ C a i . If x j ∈ A c i ∪ W i and therefore e j = r(x j ), we show that there is an arc x j disjoint from x j with an endpoint e j between e j and e in . Since x j is disjoint from x j then x j is in C a i and e j must be to the right of e j also in i . Therefore, e j is to the left of e k in and e k is to the left of e j in i and since e is between e j and e k in , a contradiction follows by the previous case.
If e = r(x) (see Fig. 16(b) ) then the arc x is not contained in x j in . Therefore, since is a normalized model, there is an arc x j that intersects x and is disjoint from x j . We know that (x j ) is in one of the sections S 2i−1 , S 2i or S 2i+1 , while (x) is not, so x j has an endpoint e j between e j and e.
If e = (x) (see Fig. 16 (c)) then the arcs x j and x do not cover the circle in . Therefore, since is a normalized model, there is an arc x j that x j does not intersect and x does not contain, with an endpoint e j between e j and e.
We now prove Lemma 6.3.
Proof of Lemma 6.3 Let G be a circular-arc graph and let G i be as defined above. Let be a normalized circular-arc model of G consistent with π , the cyclic order of I . The placement into sections in of the endpoints of arcs not in U i ∪ W i , for any i, must be as defined in the beginning of Stage 2. Fix some i such that a i ∈ I . Let i be a normalized circular-arc model of G i . We establish the lemma by showing how to change the order of endpoints in , and get another normalized circular-arc model of G in which each endpoint in T (i) 2i−1 , T (i) 2i or T (i) 2i+1 is in S 2i−1 , S 2i or S 2i+1 , respectively, and each other endpoint remains in the same section as it is in . We then pick a j ∈ I for i = j and apply the argument again to obtain from a normalized model in which each endpoint of and arc in
, respectively, and each other endpoint, including these of U i ∪ W i , stays in the same section as in . After applying the argument for every arc in I , the lemma follows.
We change the order of the endpoints of the arcs in Assume that x is an arc in any of the five sets and y ∈ Q i ∪ B a ∪ B d . Then, the order of the endpoints of x and y in is the same as in , since we did not change the order between the endpoints of x and y in the construction of . Thus, in the intersection type between the arcs x and y in the model is the same as in which is a normalized circular-arc model of G.
Assume that x, y ∈ C a i ∪ A c i ∪ W i . Then, the order of the endpoints of x and y in is the same as in i . By Lemma 6.5, x and y have the same intersection type in G and in G i . Since i is a normalized circular-arc model of G i , it follows that is a normalized model of G.
Stage 3: Arranging the Endpoints in Each Section
We now know which sections contain the endpoints of every arc. Recall that by Lemma 5.2 the endpoints of each arc are in different sections. In Stage 3, we arrange the endpoints inside each section. As in the previous stage, we follow the algorithms of Tucker [22] and Eschen and Spinrad [4, 5] also in this stage. Again, Eschen and Spinrad improved the time bound of Tucker's algorithm by simplifying the recursive structure of this stage such that all recursive calls apply Case I, and we improve the time bound further by providing a tighter analysis of this stage.
Our algorithm goes through the sections and tries to split each section S into ordered list of subsections. If S is split into subsections, then these subsections replace S in the cyclic order of sections. When we cannot split sections anymore then each section S has a corresponding section S , such that all arcs that have one endpoint in S have their other endpoint in S , and vice versa. We then use recursion to order the endpoints inside sections containing more than one endpoint.
Our initial list of sections, S 1 , . . . , S 2|I | , are the sections of the previous stages. Let n i be the number of arcs that have an endpoint in S i , and let m i be the number of edges in G between these arcs. If G is a circular-arc graph then the arcs that have their right endpoint in S i form a clique in G, since they all cover the left endpoint of S i . Similarly, the arcs that have their left endpoint in S i also form a clique in G. So for each of the initial sections m i should be at least We split sections in the same way as Eschen and Spinrad [4, 5] did. As we show below, it suffices to consider only arcs that have endpoints in S to determine the order between pairs of endpoints in S. Therefore we can split the sections in O( n 2 i ) time. Let e be an endpoint of an arc x. We denote by c(e) the other endpoint of x. If e = (x) then c(e) = r(x) and if e = r(x) then c(e) = (x).
Rules for Splitting a Section
We can split a section S, if c(e) for every e ∈ S, are not all in the same section. Suppose that x and y are two arcs with endpoints e and f respectively in the same section S, such that c(e) and c(f ) are in different sections, then we can determine the order of e and f inside S by the order of the sections which contain c(e) and c(f ) and by the intersection type between x and y.
Let e and f be two endpoints in S, such that c(e) and c(f ) are in different sections. We say that e is to the left of f in S, and denote it by e ≺ f , if e should be to the left of f inside S in a normalized model of G consistent with our construction so far. The following set of rules [4] shows how we can determine if e ≺ f or f ≺ e.
-Case 1: e and f are both right endpoints. Let e = r(x) and f = r(y). In this case
x and y intersect, since they cover the same endpoint of S. Furthermore, they do not cover the circle, since they do not cover the other endpoint of S.
-If y contains x, then e ≺ f .
-If y crosses x and x extends further than y to the left (if we go left from S, we will encounter the section that contains (y) before the section that contains (x)), then e ≺ f . -Otherwise, f ≺ e. -Case 2: e and f are both left endpoints. This case is symmetric to the previous case. Let e = (x) and f = (y). -If y contains x then f ≺ e.
-If y crosses x and x extends further than y to the right then f ≺ e.
-Otherwise, e ≺ f . -Case 3: e is a right endpoint and f is a left endpoint. Let e = r(x) and f = (y). In this case x does not contain y, and y does not contain x, since each of them covers an endpoint of S that the other does not cover.
-If y and x are disjoint then e ≺ f .
-If y and x overlap and they intersect outside of S (r(y) is further to the right then (x)), and in addition y and x do not cover the circle then e ≺ f . -Otherwise, f ≺ e.
For Case 3 we have to know if x and y cover the circle for x and y such that r(x) and (y) are in S, and x and y intersect outside of S. We find this in a way similar to the way we do it for Lemma 5.9. Recall that x and y cover the circle if and only if every arc that is disjoint from x is contained in y. Let G S be the subgraph of G induced by arcs with an endpoint in S. Proof The graph G S is an induced subgraph of G, so if x and y cover the circle in a model of G, they can also cover the circle in a model of G S .
For the other direction, let z be an arc in G that is disjoint from x. Since x and y intersect outside of S, either z is contained in y, or (z) is in S and therefore z is in G S . Thus, x and y cover the circle in a model of G if they cover the circle in a model of G S .
We check for each such pair of arcs x and y if they cover the circle in G S . For every arc y with an endpoint (y) in S, we add to G S a vertex y that intersects every vertex that y does not contain, including y itself. The new arcs {y | (y) ∈ S} that we added form a clique. We denote the new graph that we obtain by G S . An arc x with r(x) in S covers the circle with an arc y with (y) in S if and only if N [y ] ⊆ N [x] in G S . It is easy to show that the graph G S is a circular-arc graph if the graph G S is, as we argued for the graph G J in Lemma 5.9. So, we run the neighborhood containment computation as in Sect. 3 on G S and find for every such x and y if they cover the circle in a normalized model of G.
We should do this computation only for the original sections S 1 , . . . , S 2|I | , since any pair that appears together in the same section that we produce by splitting sections, also appears together in one of the initial sections. So it takes O( n 2 i ) time to determine which pair of arcs of this kind covers the circle.
Performing the Split
To gain some intuition into the splitting process assume that the endpoints in a section S are partitioned into two sets F 1 and F 2 such that for every e ∈ F 1 , the endpoint c(e) is in some section S 1 and for every e ∈ F 2 , the endpoint c(e) is in some other section S 2 . We can split S into subsets of F 1 and subsets of F 2 . Every e ∈ F 1 splits F 2 into disjoint sets, {f | e ≺ f } and {f | f ≺ e}. Similarly, every e ∈ F 2 splits F 1 . The precise definition of the algorithm is as follows.
We maintain a queue Q of sections that should be split. Each section is either marked or unmarked. A section is marked when we discover that we do not have enough information to split it. The queue Q is initialized to contain the initial sections S 1 , . . . , S 2|I | , in an arbitrary order, all unmarked. We go through Q, split the sections in the queue, and take out those that cannot be split. Each newly created section is inserted at the end of Q. We repeat this process until Q is empty.
Let S be the next section in Q. We remove S from Q and try to split it. Let F be the set of endpoints in S. We divide F into disjoint sets F 1 , F 2 , . . . , F r , each containing all endpoints x ∈ F with c(x) in the same section. We pick an arbitrary endpoint x ∈ F , for which c(x) is in section S , and traverse the set F . Every endpoint y ∈ F such that c(y) is in S , including x itself, is removed from F and inserted into F 1 . We repeat the process until F is empty, and construct F 2 , . . . , F r . If we end up with only one set F 1 , we do not have enough information to split S. If S is not marked, we mark it, and insert it at the end of Q. Otherwise, if S is already marked, then it would not be split anymore.
We now split S into subsections, such that each subsection contains endpoints from the same set F i . We maintain a list L of subsections, ordered from left to right.
For every subsection, B, we maintain a set K(B), of all endpoints that are not in a subsection yet, and should be immediately to the left of B. We also maintain a set K, of all endpoints that are not in a subsection yet, and should be to the right of all subsections.
We initialize L and K to be empty. Let F i be the next set of endpoints to scan. For every endpoint x ∈ F i we traverse L. Let B be the next subsection in L that we traverse. If for every b ∈ B, b ≺ x then x should be to the right of B and we continue to traverse the next subsection. If for every b ∈ B, x ≺ b then x should be to the left of B, we add x to K(B) and stop the traversal. Otherwise, we split B into two subsections. We take out of B every endpoint b such that x ≺ b and insert it into a new subsection B . We insert B to L immediately to the right of B. The endpoint x should be between B and B . So, we add x to K(B ) and stop the traversal. If for some x we traversed all the subsections in L, and x should be to the right of all of them, then we add x to K. When we know the location of each x ∈ F i , we form a new subsection for every set K(B) and for K. We place K(B) before B in L and place K last in L.
When we finish scanning all sets F i , we replace the section S with the ordered list of subsections L in the cyclic order of sections. We also insert all subsections in L to Q, unmarked.
We show that splitting the sections takes linear time. The time to split a section S is proportional to the number of pairs of endpoints in S that end up in different subsections of S. Since each pair of endpoints separates to different sections once and endpoints can be compared only if they are in the same initial section, the total number of comparisons is O( n i
2 ). We now analyze the time it takes to divide F , the set of endpoints of S, into subsets F 1 , . . . , F r . If we have at least two subsets F 1 and F 2 , then we split S, and the time to divide F is dominated by the time it takes to split S. If we get only one subset F 1 and S is already marked then S is not returned to Q, this can happen to any endpoint at most once. Our marking scheme guarantees that we scan F at most once without splitting S or removing it from Q. Therefore the total time we spend on dividing sets F is dominated by the time of splitting, and by the size of G.
Correctness of the splitting follows from the following lemma.
Lemma 7.2 ([22]) Let S be a section that we did not split. Then there is a section S containing exactly all other endpoints of arcs that have an endpoint in S.
Proof Consider the two times that we encountered S in Q. In the first time we marked S, because there was a section S such that for all endpoints x in S, c(x) was in S . If for every endpoint y in S , c(y) is in S then the lemma follows. Otherwise, S is split into subsections, each subsection S a has a unique section S b such that for every y in S a , c(y) is in S b . Since S is not split also in the second time we encounter it in Q, we know that there is only one subsection S of S that contains exactly the endpoints c(x) corresponding to endpoints x in S.
Unsplittable Sections
The last step of the arrangement is to order the endpoints inside the sections that we did not split and contain more than one endpoint. Let S be such section. By Lemma 7.2 all arcs that have an endpoint in S, and only these arcs, have their other endpoint in the same section S . We arrange the endpoints in S and S together. Every arc that does not have its endpoints in S or S cannot affect the order of the endpoints inside S or S . So, we order S and S by solving a separate circular-arc recognition problem, on G S , the subgraph of G induced by the arcs that have an endpoint in S. Each arc of G S covers one endpoint of S, therefore the arcs of G S can be partitioned into two cliques. Since the graph G S is co-bipartite we find a normalized circular-arc model of G S by running Case I of the algorithm, and no further recursion can be triggered.
The running time of the recursion is proportional to the square of the number of arcs in G S , which is the number of endpoints in S. So the total time is O( n i 2 ).
Verifying the Result
Now we have a circular-arc model. If G is a circular-arc graph then this must be a model of G, since at any step we place the arcs in a way that is consistent with some model of G. But, we may also get a model when G is not circular-arc graph. Therefore, we must verify that the model corresponds to the graph, that is, we must verify that intersections of arcs correspond to adjacencies of vertices.
McConnell [14, Sect. 5] showed a straightforward algorithm that does this in linear time. We traverse the circle and list the intersections of arcs on it. If we find that there are more than m intersections then we stop the traversal. Otherwise, we compare the list of intersections that we found to the list of adjacencies in G.
Future Work
We presented a new linear-time algorithm for recognition circular-arc graphs. While our circular-arc algorithm is simpler than the only previously known linear-time algorithm of McConnell [14] , it is still involved. Our algorithm is based on the three stages of Tucker's algorithm [22] , each performed separately. We can find similarities between the three stages, after finding an odd length induced cycle inḠ, all three stages in a sense refine a partition of the vertices of G (they are various forms of partition refinement, see [18] ). It might be possible to unify the three stages, by defining a partition that can be found in a single step. This partition should take the types of intersections between arcs into account, much like the tree that is used for interval matrices [14] and probe interval graphs [16] . The tree cannot deal with a set of arcs that cover the circle, which makes it difficult to derive a simple algorithm for recognizing circular-arc graphs that uses it.
