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In this paper, we study the inverse scattering problem for a class of signals that have a compactly supported
reflection coefficient. The problem boils down to the solution of the Gelfand-Levitan-Marchenko (GLM) in-
tegral equations with a kernel that is bandlimited. By adopting a sampling theory approach to the associated
Hankel operators in the Bernstein spaces, a constructive proof of existence of a solution of the GLM equations
is obtained under various restrictions on the nonlinear impulse response (NIR). The formalism developed in this
article also lends itself well to numerical computations yielding algorithms that are shown to have algebraic rates
of convergence. In particular, the use Whittaker-Kotelnikov-Shannon sampling series yields an algorithm that
converges as O(N−1/2) whereas the use of Helms and Thomas (HT) version of the sampling expansion yields an
algorithm that converges as O(N−m−1/2) for any m > 0 provided the regularity conditions are fulfilled. The com-
plexity of the algorithms depend on the linear solver used. The use of conjugate-gradient (CG) method yields an
algorithm of complexity O(Niter.N2) per sample of the signal where N is the number of sampling basis functions
used and Niter. is the number of CG iterations involved. The HT version of the sampling expansions facilitates
the development of algorithms of complexity O(Niter.N log N) (per sample of the signal) by exploiting the spe-
cial structure as well as the (approximate) sparsity of the matrices involved. The algorithms are numerically
validated using Schwartz class functions as NIRs that are either bandlimited or effectively bandlimited. The
results suggest that the HT variant of our algorithm is spectrally convergent for an input of the aforementioned
class.
I. INTRODUCTION
In this paper, we address the inverse scattering problem for
a class of signals such that the continuous part of their non-
linear Fourier spectrum has a compact support and the dis-
crete part is empty. Such signals are called nonlinearly ban-
dlimited in analogy with bandlimited signals in conventional
Fourier analysis and they are entirely radiative in nature by
definition. Such signals lend themselves well to the design
of a fast inverse nonlinear Fourier transform algorithm [1, 2]
in the differential approach of inverse scattering. In practical
applications, such signals are often used as a convenient ap-
proximation of signals that have an effectively localized con-
tinuous spectrum. This problem, for instance in the Hermitian
class, arises in the design of nonuniform fiber Bragg gratings
to compensate for second and third order dispersion in optical
fibers [3, 4]. The target reflection coefficient in these prob-
lems is a compactly supported chirped profile. In the non-
Hermitian class, the design of grating-assisted co-directional
couplers, a device used to couple light between two differ-
ent guided modes of an optical fiber (see [5, 6] and refer-
ences therein) requires the solution of a similar problem. Such
signals have also attracted interest in optical communication
where it is proposed to encode information in the continuous
part of nonlinear Fourier spectrum in an attempt to mitigate
nonlinear signal distortions at higher power levels [7].
In all of the applications mentioned above, accuracy of the
numerical algorithms form a bottleneck either at higher pow-
ers in the non-Hermitian class or at reflectivities approaching
unity in the Hermitian class. There is a vast amount literature
on numerical methods for the solution of the Gelfand-Levitan-
Marchenko (GLM) integral equations notable among them are
the integral layer-peeling [8], To¨plitz inner-bordering [9–11]
∗ vishal.vaibhav@gmail.com
and the Nystro¨m method [12]. From a practical viewpoint,
these algorithms work for a large class of problems; however,
these methods cannot provide accuracies upto the machine
precision with the exception of the method due to Trogdon
and Olver [13]. This method relies on the formulation of the
inverse scattering problem as a Rieman-Hilbert problem and it
has been demonstrated to be spectrally convergent. Its domain
of application is not limited to the class of signals considered
in this article; however, the complexity of this algorithm re-
mains high at the same time it is somewhat complicated to
implement.
The inverse scattering problem is generally formulated on
an unbounded domain which poses a serious problem for
the underlying quadrature schemes in the Nystro¨m method
or for the overlap integrals in the degenerate Kernel method
(see Atkinson [14] for an introduction to these methods). In
this paper, following Khare and George [15] (see also Vaib-
hav [16]), we propose a sampling theory based approach to the
discretization of the GLM equations which has the advantage
that the basis functions are naturally adapted to unbounded
domains. The bandlimited nature of the functions facilitate
accurate quadrature on unbounded domains [17]. It is impor-
tant to emphasize that the method thus obtained requires sam-
pling of the impulse response on an equispaced grid which has
some clear advantages in preserving the inherent symmetries
of the system.
In the sampling approach presented in this paper, we use
the classical Whittaker-Kotelnikov-Shannon sampling series
and the Helms and Thomas (HT) version [18, 19] of the sam-
pling expansion. The associated basis functions provide a nat-
ural framework for the representation of the Hankel operators
involved which makes the theoretical analysis related to ex-
istence of solution or issues of convergence somewhat easier.
Further, the Bernstein spaces [17] provide a natural setting for
rigorous analysis of the GLM equations.
The algorithms presented in this article are shown to have
algebraic orders of convergence. In particular, the use the
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2HT version of the sampling expansion affords an accuracy
of O(N−m−1/2) (provided certain regularity conditions are ful-
filled) where N is the number of basis function used and m > 0
is a parameter that can be chosen arbitrarily. The complexity
of these algorithms depends on the linear solver used. In or-
der to compute one sample of the signal with a direct solver,
the algorithm would require O(N3) operations whereas an it-
erative solver based on the conjugate-gradient method yields
the same result in O(Niter.N2) operations. It must be empha-
sized that at any step, good seed solutions are readily available
(from the previous step) when the signal is being computed on
a sufficently fine grid so that quantity Niter. does not become
prohibitively large. Further, the HT version of the sampling
series leads to a dramatic decrease in complexity within the it-
erative approach if one takes into account the special structure
as well as the (approximate) sparsity of the matrices involved.
The sparsity structure can be controlled by introducing a toler-
ance  > 0 which introduces an error ofO(N) while reducing
the complexity to O(Niter.()N log N) per sample of the signal.
The rest of the paper is organized as follows: Sec. II dis-
cusses the GLM equations in the functional spaces introduced
in Sec. II A. The exposition is organized such that the prop-
erties of the Hankel operators is studied in Sec. II B which is
then used to discuss the GLM equation in Sec. II C. Sec. II D
discusses the application of the HT version of the sampling
expansion. Sec. III deals with the numerical and algorithmic
aspects of the ideas developed in the preceding section. Sec
II. GELFAND-LEVITAN-MARCHENKO EQUATIONS
WITH BANDLIMITED KERNELS
The coupled Gelfand-Levitan-Marchenko (GLM) integral
equations arise in connection with the inverse scattering prob-
lem for the Hermitian as well as the non-Hermitian 2 × 2
Zakharov-Shabat scattering problem [20–22]. As stated ear-
lier, we consider a class of signals such that its reflection co-
efficient ρ(ξ) (ξ ∈ R) has a compact support, say, in [−σ,σ]
where σ is referred to as the bandlimiting parameter. The
nonlinear impulse response (NIR), defined by
p(τ) =
1
2pi
∫ σ
−σ
ρ(ξ)eiξτdξ, (1)
is, evidently, a bandlimited function.
Let q(t) denote the inverse nonlinear Fourier transform
(NFT) of ρ(ξ). The GLM equations corresponding to p(τ)
can be stated as
κA∗2(τ, t) =
∫ ∞
τ
A1(τ, s)p(s + t)ds,
A∗1(τ, t) = p(τ + t) +
∫ ∞
τ
A2(τ, s)p(s + t)ds,
(2)
where κ = +1 (Hermitian scattering problem) and κ = −1
(non-Hermitian scattering problem). The scattering potential
is recovered from
q(τ) = −2A1(τ, τ), (3)
together with the estimate∫ ∞
τ
|q(s)|2ds = 2κA2(τ, τ). (4)
Let us enumerate two interesting properties that will be useful
later:
• Shift in time domain: If q(t) is the inverse NFT of ρ(ξ),
then the inverse NFT of ρ(ξ)e2iξt0 is q(t + t0).
• Scaling in frequency domain: If the inverse NFT of ρ(ξ)
is q(t), then the inverse NFT of ρ(λξ) is λ−1q(t/λ).
The shifting property allows us to fix τ = τ0 in (2) and simply
keep varying the variable t0 to obtain the scattering potential
over the entire real line. Therefore, we may set τ = 0 in (2)
without the loss of generality and focus on the following form
of the GLM equations:
κA∗2(t) =
∫ ∞
0
p(s + t)A1(s)ds,
A∗1(t) = p(t) +
∫ ∞
0
p(s + t)A2(s)ds,
(5)
A. Preliminaries
The set of real numbers (integers) is denoted by R (Z) and
the set of non-zero positive real numbers (integers) by R+
(Z+). The set of complex numbers are denoted by C, and,
for ζ ∈ C, Re(ζ) and Im(ζ) refer to the real and the imaginary
parts of ζ, respectively. The complex conjugate of ζ ∈ C is
denoted by ζ∗ and
√
ζ denotes its square root with a positive
real part. The upper-half (lower-half) of C is denoted by C+
(C−) and it closure by C+ (C−).
The Fourier transform of a function f (t) is defined as
F(ξ) = F [ f ](ξ) =
∫
R
f (t)e−iξtdt.
The characteristic function of a set Ω ⊂ R is denoted by
χΩ =
1, x ∈ Ω,0, otherwise. (6)
The Lebesgue spaces over the domain Ω ⊂ R are denoted by
Lν(Ω) (1 ≤ ν ≤ ∞) and corresponding norm by ‖ · ‖Lν(Ω). If the
domain is not mentioned, it assumed to be R unless otherwise
stated.
For a rigorous analysis of the GLM equations with ban-
dlimited kernels, it is convenient to work with the Bern-
stein spaces [17, Chap. 2] (also see [23, Chap. 3]), Bνσ with
1 ≤ ν ≤ ∞, defined as the class of entire functions of expo-
nential type-σ whose restriction to the R belong to Lν. Fur-
ther, these spaces satisfy the following embedding property:
Bνσ ⊂ Bν′σ ⊂ B∞σ where 1 ≤ ν ≤ ν′ ≤ ∞. For f ∈ Bνσ and any
h > 0, the following inequality holds
‖ f ‖Lν ≤ sup
t∈R
∑
n∈Z
| f (t − nh)|ν
1/ν ≤ (1 + σh)‖ f ‖Lν . (7)
3This inequality proves extremely useful in establishing certain
bounds and it appears mostly with the parameter h = pi/σ, the
grid spacing for Nyquist sampling of σ-bandlimited functions.
Further, we recall from Boas [24, Thm. 6.7.1], if f ∈ Bνσ (1 ≤
ν < ∞), then∫ ∞
−∞
|p(x + iy)|νdx ≤ eνσ|y|
∫ ∞
−∞
|p(x)|νdx, (8)
and lim|t|→∞ f (t) = 0.
Next let us define the Hardy classes H2± which are a class of
functions analytic in upper (lower) half of the complex plane
such that the expressions (which qualify as norms)
‖ f ‖H2+ = sup
η∈R+
(∫
R
f (ξ + iη)|2dξ
)1/2
,
‖ f ‖H2− = sup
η∈R−
(∫
R
f (ξ + iη)|2dξ
)1/2
.
(9)
are bounded, respectively. The Paley-Wiener theorem allows
one to characterize these spaces solely in terms of their bound-
ary functions as follows:
H2+ = { f ∈ L2| F −1[ f ]|Ω+ = 0},
H2− = { f ∈ L2| F −1[ f ]|Ω− = 0},
(10)
so that L2 = H2+ ⊕ H2−. For f ∈ L2, the decomposition into H2±
reads as
f (+) =
(
F ◦χΩ− ◦F −1
)
f =
1
2
( f + iH [ f ]) ,
f (−) =
(
F ◦χΩ+ ◦F −1
)
f =
1
2
( f − iH [ f ]) ,
(11)
respectively.
Lemma II.1. If p ∈ B2σ, then ρ ∈ L1 ∩ L2 with support in
[−σ,σ].
Proof. If p ∈ B2σ, then ρ ∈ L2 with support in [−σ,σ]. Then,
using Cauchy-Schwartz inequality, we have(∫ σ
−σ
|ρ(ξ)|dξ
)
≤ √2σ
∫ σ
−σ
|ρ(ξ)|2dξ ≤ √2σ‖p‖L2 . (12)

The functions in B∞σ can be regarded as Fourier-Laplace
transforms of certain class of distributions supported in
[−σ,σ]. If ρ(ξ) is a function of bounded variation on (−σ,σ),
denoted by BV(−σ,σ), such that ρ(−σ + 0) = ρ(σ − 0), then
p(z) satisfies the following estimate
|p(z)| ≤ C
1 + |z|e
σ|Im(z)|, z ∈ C, (13)
for some C > 0. Such function belong B2σ but not B
1
σ. Further,
if ρ ∈ Cν0(R) with support in [−σ,σ], then, there exists a Cν >
0 such that [25]
|p(z)| ≤ C
(1 + |z|)ν e
σ|Im(z)|, z ∈ C. (14)
B. Hankel Operators with Bandlimited Kernels
Let Ω+ = [0,∞) and define the Hankel operator
P[g](t) =
∫
Ω+
p(t + s)g(s)ds, t ∈ Ω+. (15)
The field underlying the image of P can be extended to the
entire complex plane. Let Ω− = (−∞, 0]. For convenience,
we may also work with the form P˜[g](t) =P[g](−t) so that,
for g supported in Ω+,
P˜[g](t) =
∫
Ω+
p˜(t − s)g(s)ds = ( p˜ ? g)(t), t ∈ Ω−, (16)
where p˜(t) = p(−t) and “?” denotes convolution. In the
Fourier domain, the Hankel operatorP can be expressed as
Hρ˜ = F ◦χΩ− ◦ P˜ ◦F −1 (17)
so that
Hρ˜[G](ξ) =
(
F ◦χΩ− ◦F −1
)
[ρ˜G](ξ), ξ ∈ R, (18)
where G(ξ) = F [g](ξ) with g supported in Ω+.
Proposition II.2 (Boundedness of Hankel operators). Define
Iν = ‖pχΩ+‖Lν .
(a) If p ∈ L1, then (15) defines a bounded linear operator
P : Lν(Ω+)→ Lν(Ω+) for ν = 1, 2.
(b) If p ∈ B1σ, then (15) defines a bounded linear operator
P : Lν(Ω+)→ Bνσ for ν = 1, 2.
(c) If p ∈ B2σ with ρ ∈ L∞, then (15) and (18) define
bounded linear operators P : L2(Ω+) → B2σ and
Hρ˜ : H2− → H2+, respectively.
Proof. In order to prove (a), consider g ∈ L1(Ω+), then
‖P[g]‖L1(Ω+) ≤
∫ ∞
0
∣∣∣∣∣∫ ∞
0
p(y + s)g(s)ds
∣∣∣∣∣ dy,
≤
∫ ∞
0
(∫ ∞
0
|p(y + s)|dy
)
|g(s)|ds,
≤ I1
∫ ∞
0
|g(s)|ds = I1‖g‖L1(Ω+).
Next, let g ∈ L2(Ω+), then
‖P[g]‖2L2(Ω+) ≤
∫ ∞
0
∣∣∣∣∣∫ ∞
0
p(y + s)g(s)ds
∣∣∣∣∣2 dy,
≤
∫ ∞
0
dy
[∫ ∞
0
|p(y + s)|ds
∫ ∞
0
|p(y + s)||g(s)|2ds
]
,
≤ I1
∫ ∞
0
(∫ ∞
0
|p(y + s)|dy
)
|g(s)|2ds ≤ I21‖g‖2L2(Ω+).
Therefore, we have
‖P[g]‖Lν(Ω+) ≤ I1‖g‖Lν(Ω+), ν = 1, 2. (19)
4This completes the proof of statement (a). Note that it is also
possible to show that
‖P[g]‖Lν ≤ ‖p‖Lν‖g‖Lν(Ω+), ν = 1, 2. (20)
To prove (b), let z = x+iy ∈ C; then, the analyticity property
ofP[g](z) follows from the analyticity of p(z) and the Bern-
stein’s inequality [23, Chap. 3] which ensures that its deriva-
tive p′ ∈ B1σ. The boundedness ofP : Lν(Ω+) → Lν follows
from (20). What remains to show is that P[g](z) is of expo-
nential type-σ. Observing
|P[g](z)| ≤ Ceσ|y|
∫ ∞
0
|g(s)|ds, (21)
the result follows for ν = 1. For ν = 2, we have
|P[g](z)|2 ≤
∫ ∞
0
∣∣∣∣∣∫ ∞
0
p(z + s)g(s)ds
∣∣∣∣∣2 dy,
≤
∫ ∞
0
|p(z + s)|2ds
∫ ∞
0
|g(s)|2ds.
From Boas [24, Thm. 6.7.1] and using the fact that B1σ ⊂ B2σ,
we have ∫ ∞
0
|p(z + s)|2ds ≤ e2σ|y|
∫ ∞
0
|p(x + s)|2ds,
which yields the estimate
|P[g](z)| ≤ Ceσ|y|‖g‖L2(Ω+), (22)
for some C > 0. Finally, for any g ∈ L1 and h > 0,
sup
t∈R
∑
n∈Z
|P[g] (t − nh)|
 ≤ sup
t∈R
∑
n∈Z
|p (t − nh)|
∫ ∞
0
|g(s)|ds

≤ (1 + σh)‖p‖L1‖g‖L1(Ω+).
To prove (c), first we consider Hρ˜. It is an elementary ex-
ercise to verify that, for any G ∈ H2−,
‖Hρ˜[G]‖L2 ≤ ‖ρ˜‖L∞‖G‖L2 . (23)
Turning to P , if p ∈ B2σ, then it is straightforward to see
that P[g] ∈ B∞σ for any g ∈ L2 with support in Ω+. Using
Plancheral’s theorem, we have
‖P[g]‖L2 ≤ (2pi)−1/2‖ρ˜G‖L2 ≤ ‖ρ˜‖L∞‖g‖L2(Ω+). (24)

In the following, we would like to develop a representation
of the Hankel operators with bandlimited kernels by exploit-
ing the sampling expansion of such functions. The translates
of the sinc function form an orthonormal basis in B2σ. Let us
introduced the normalized form of these basis function as
ψn(t) =
√
σ
pi
sinc[σ(t − tn)] =
√
σ
pi
sin(σt − npi)
(σt − npi) , (25)
so that the orthonormality condition can be stated as∫ ∞
−∞
ψm(t)ψn(t)dt = δmn. (26)
For p ∈ B1σ, we can write
p(t + s) =
∑
n∈Z
√
pi
σ
p
(
t +
npi
σ
)
ψn(s). (27)
This series converges absolutely and uniformly with respect
to s ∈ R where we have fixed t ∈ R. Using this representation
in (15), we have
P[g](t) =
∑
n∈Z
√
pi
σ
p
(
t +
npi
σ
) ∫ ∞
0
g(s)ψn(s)ds
≡
∑
n∈Z
√
pi
σ
p
(
t +
npi
σ
)
gˆn.
(28)
In view of the expression above, we introduce the Hankel op-
erator
S [g](y) =
∫ ∞
0
ψ0(y + s)g(s)ds = gˆ(y). (29)
then gˆn = gˆ(−npi/σ). Note that ψ0 ∈ B2σ with its Fourier
transform
√
pi/σχ[−σ,σ] ∈ L∞, therefore, it is a bounded linear
operator from L2(Ω+) to B2σ (see Lemma II.2). Also, we have
‖S ‖L2 ≤
√
pi/σ‖χ[−σ,σ]‖L∞ ≤
√
pi/σ. (30)
In the following, we assume that g ∈ B2σ. Let us show that the
series on the right hand side of (28) converges absolutely and
uniformly for t ∈ R. Observing that |gˆn| ≤ ‖g‖L2 , we have∑
n∈Z
√
pi
σ
∣∣∣∣∣p (t + npiσ
)
gˆn
∣∣∣∣∣ ≤ ‖g‖L2 ∑
n∈Z
√
pi
σ
∣∣∣∣∣p (t + npiσ
)∣∣∣∣∣
≤ (1 + pi)‖g‖L2‖p‖L1 ,
(31)
which follows from (7) and the fact that p ∈ B1σ. Further, the
truncated series
PN[g](t) =
∑
|n|≤N
√
pi
σ
p
(
t +
npi
σ
)
gˆn, N ∈ R+, (32)
converges in Lν-norm (ν = 1, 2). To see this, consider
‖PN[g] −PN−1[g]‖Lν ≤
√
pi/σ‖p‖Lν (|gˆN | + gˆ−N |). (33)
On account of gˆ ∈ B2σ,
lim
N→∞ |gˆ±N | = 0.
In particular, we have |gˆ−N | ≤ (1/pi)‖g‖L2 N−1/2. The expres-
sion on right hand side in (33) goes to 0 as N → ∞; therefore,
PN[g] is a Cauchy sequence in Lν and the limit belongs to
B1σ.
5The sampling series in (27) also holds for p ∈ B2σ. In order
to prove the absolute and uniform convergence of the series
in (28) with respect to t ∈ R, we first prove that (gˆn)n∈Z belongs
to `2. On account of gˆ ∈ B2σ, we have
‖ gˆ‖`2 =
∑
n∈Z
|gˆn|2
1/2 ≤ (1 + pi)‖gˆ‖L2 ≤ (1 + pi) √pi/σ‖g‖L2 ,
which follows from (7) and (30) so that√
pi
σ
∑
n∈Z
∣∣∣∣∣p (t + npiσ
)
gˆn
∣∣∣∣∣2

1
2
≤
√
pi
σ
∑
n∈Z
∣∣∣∣∣p (t + npiσ
)∣∣∣∣∣2

1
2
‖ gˆ‖`2
≤ (1 + pi)2(pi/σ)‖g‖L2‖p‖L2 .
The convergence ofPN[g] in L2(Ω+) follows the same line of
reasoning as that of the previous case. The discussion so far
can be summarized in the following proposition:
Proposition II.3. For p ∈ B2σ, the partial sums defined in (32)
converge absolutely and uniformly (with respect to t ∈ R) for
every g ∈ B2σ as N → ∞. Moreover, the partial sums also
converge in the L2-norm. If p ∈ B1σ, then the partial sums
converge in the L1-norm.
Next, we would like to address the problem of estimating
the truncation error which is given by
TN(t) =
∑
|n|>N
√
pi
σ
p
(
t +
npi
σ
)
gˆn, N ∈ R+, (34)
under a stronger decay condition on p.
Proposition II.4. For p satisfying an estimate of the form
|p(z)| ≤ C
(1 + |z|)k+1 e
σ|Im(z)|, z ∈ C, (35)
where k ≥ 1 and g satisfying a similar estimate with the index
k′ ≥ 1, the truncation error TN(t) of the partial sums in (32)
satisfies the estimate
|TN(t)| ≤ 2(σ/pi)
kEk(t)
(N + 1)k
√
1 − 4−k
C′√
N + 1
, (36)
for some constant C′ > 0, where
Ek(t) =
√
pi
σ
(∫
R
s2k |p(s + t)|2ds
) 1
2
. (37)
Proof. Using Cauchy-Schwartz inequality in (34), we have
|TN(t)|2 ≤ pi
σ
∑
|n|>N
∣∣∣∣∣p (t + npiσ
)∣∣∣∣∣2

∑
|n|>N
|gˆn|2
 . (38)
Observing that tk p(t) ∈ B2σ and following Jagerman [19], we
can obtain the estimate
|TN(t)| ≤ 2(σ/pi)
kEk(t)
(N + 1)k
√
1 − 4−k
∑
|n|>N
|gˆn|2
1/2 , (39)
for any g ∈ B2σ. Noting that g ∈ B1σ and
gˆN =
∫ ∞
0
ψN(s)g(s)ds = g(Npi/σ) −
∫ 0
−∞
ψN(s)g(s)ds,
|gˆN | ≤ |g(Npi/σ)| +
√
σ/pi3N−1
∫ 0
−∞
|g(s)|ds = O(N−1),
therefore, |gˆ±N | = O(N−1). Now,∑
|n|>N
1
N2
≤ 2
∫ ∞
N+1
ds
s2
=
2
N + 1
,
so that ∑
|n|>N
|gˆn|2
1/2 ≤ C′√N + 1 .
for some constants C′ > 0. Plugging-in this estimate in (38),
the result follows. 
It is interesting to note that the truncation error does not im-
prove by strengthening the regularity condition of g because
k′ does not feature in the estimate.
The representation in (28) can also be used to define a linear
operator on `2
P[α](t) =
∑
n∈Z
√
pi
σ
p
(
t +
npi
σ
)
αn, α ∈ `2. (40)
The infinite series converges absolutely and uniformly for t ∈
R if p ∈ B2σ. Let us show that it defines a bounded linear
operator from `2 → B2σ if ρ ∈ L∞. Rewriting the infinite series
in the Fourier domain, we have∑
n∈Z
√
pi
σ
p
(
t +
npi
σ
)
αn
=
1
2pi
√
pi
σ
∫ σ
−σ
∑
n∈Z
αnei(npi/σ)ξ
 ρ(ξ)eiξtdξ.
Using Plancheral’s theorem and the fact that supp ρ ⊂ [−σ,σ],
we have ∥∥∥∥∥∥∥∑n∈Z
√
pi
σ
p
(
t +
npi
σ
)
αn
∥∥∥∥∥∥∥
L2
=
1√
2σ
∥∥∥∥∥∥∥
∑
n∈Z
αnei(npi/σ)ξ
 ρ(ξ)
∥∥∥∥∥∥∥
L2(−σ,σ)
≤ √pi/σ‖ρ‖L∞(−σ,σ)‖α‖`2 .
These observations are summarized in the following proposi-
tion.
Proposition II.5. The operator P defined by (40) with p ∈
B2σ defines a bounded linear operator from `
2 → B2σ if ρ ∈ L∞.
For the solution of the inverse scattering problem, the spec-
tral properties of the Hankel operators are relevant. Let us
state the following result which appears in somewhat general
form in [26, Thm. 8.10].
6Theorem II.6. The Hankel operatorP defined by (15) with
p ∈ B2σ is compact on L2(Ω+), if there exists a function
ϕ ∈ C(R) with support in [−σ,σ] such that p(t) agrees with
F [ϕ](t) on Ω+.
Corollary II.7. The Hankel operator P defined by (15) is
compact on L2(Ω+) if p ∈ B1σ or, alternatively, if p(z) is an
entire function such that
|p(z)| ≤ C
(1 + |z|)k+1 e
σ|Im(z)|, z ∈ C,
holds for some k > 0.
Proof. In first cases, p ∈ B1σ ensures that ρ ∈ C(R). In the
second case, the estimate simply ensures that p ∈ B1σ. 
C. Sampling Approach to Inverse Scattering
The Hermitian conjugate of P , denoted by P†, with re-
spect to the inner product in L2(Ω+) works out to be
P†[g](y) =
∫ ∞
0
p∗(y + s)g(s)ds. (41)
DefineK =P† ◦P , so that
K [g](y) =
∫ ∞
0
ds
∫ ∞
0
dx p∗(y + s)p(s + x)g(x)
=
∫ ∞
0
K(y, x)g(x)dx,
(42)
where the kernel function K(y, x; t) is given by
K(y, x; τ) =
∫ ∞
0
ds p∗(y + s)p(s + x). (43)
The properties of the operatorK can be deduced easily from
that ofP . If p ∈ B1σ, the operatorK defines a bounded linear
operator on Lν(Ω+), (ν = 1, 2) with the estimate
‖K [g]‖Lν(Ω+) ≤ I21‖g‖Lν(Ω+). (44)
Furthermore, it is a compact, self-adjoint and positive operator
with respect to L2(Ω+).
If p ∈ B2σ with ρ ∈ L∞, K defines a bounded, self-adjoint
and positive linear operator on L2(Ω+).
‖K [g]‖Lν(Ω+) ≤ ‖ρ‖2L∞‖g‖Lν(Ω+). (45)
The GLM equations in (2) can now be stated as
A j(y) = Φ j(y) + κK [A j](y), j = 1, 2, (46)
which is a Fredholm integral equation of the second kind
where  Φ1(y) = p∗(y),Φ2(y) = κP†[p](y). (47)
Theorem II.8. Let the operatorK be defined by (42) andI
denote the identity operator.
(a) Let p ∈ B1σ. If I1 < 1, then (I −K )−1 is a bounded
linear operator on Lν(Ω+) (ν = 1, 2) with the estimate
‖(I −K )−1‖Lν(Ω+) ≤
(
1 − I21
)−1
.
(b) Let p ∈ B2σ with ρ ∈ L∞, then (I +K )−1 is a bounded
linear operator on L2(Ω+) with
‖(I +K )−1‖L2(Ω+) ≤ 1.
Proof. To prove (a), we recall from the standard theory of lin-
ear operators, that if ‖K ‖L1(Ω+) < 1, the operator (I − K )
is invertible. The estimate for the inverse follows from the
observation that ‖K ‖L1(Ω+) ≤ I21 when p ∈ B1σ.
To prove (b), let p ∈ B2σ with ρ ∈ L∞. Under this condition,
K exists as a bounded linear operator on L2(Ω+). It is easy to
verify that (I +K ) is positive and, as a result, bounded from
below:
‖(I +K )[ f ]‖L2(Ω+) ≥ ‖ f ‖L2(Ω+),
for every f ∈ L2(Ω+). Consequently, Ker(I + K ) = {0}.
This establishes that (I + K ) has a bounded inverse on its
range which is closed [27, Chap. 1, Thm. 1.2]. Now, noting
(I +K ) is self-adjoint, we have
Ran(I +K ) = [Ker(I +K )]⊥ = {0}⊥ = L2(Ω+).
Let g = (I +K )[ f ], then
‖(I +K )−1[g]‖L2(Ω+) ≤ ‖ f ‖L2(Ω+)
≤ ‖(I +K )[ f ]‖L2(Ω+) = ‖g‖L2(Ω+)
yields ‖(I +K )−1‖L2(Ω+) ≤ 1. 
Remark II.1. When κ = 1, it is known from the analysis of the
Zakharov-Shabat scattering problem that |ρ(ξ)| < 1 for ξ ∈ R.
Therefore, it follows that for p ∈ B2σ, the operator (I −K ) is
always invertible in L2(Ω+) (ν = 1, 2) provided the reflection
coefficient is admissible.
Turning to the discrete representation of GLM equations,
let us introduce
α
( j)
n =
∫ ∞
0
A j(s)ψn(s)ds, j = 1, 2, (48)
so that the GLM equations can be written as
κA∗2(t) =
∑
n∈Z
√
pi
σ
p
(
t +
npi
σ
)
α(1)n ,
A∗1(t) = p(t) +
∑
n∈Z
√
pi
σ
p
(
t +
npi
σ
)
α(2)n .
(49)
7Define
pˆl =
∫ ∞
0
p(s)ψl(s)ds,
Mlm =
√
pi
σ
∫ ∞
0
p
(
s +
mpi
σ
)
ψl(s)dt,
(50)
so that 
κα(2)∗l =
∑
m∈Z
Mlmα(1)m ,
α(1)∗l = pˆl +
∑
m∈Z
Mlmα(2)m ,
l ∈ Z. (51)
which can be stated in a compact form by introducing the in-
finite column vectors α j = (α
( j)
n )n∈Z and pˆ = ( pˆn)n∈Z:
κα∗2 =Mα1, α∗1 = pˆ+Mα2. (52)
Before attempting to solve the GLM equations, we analyze
the properties of the “mass” matrix M. Using sampling ex-
pansions, we can write
Mlm = pi
σ
∑
n∈Z
Qln p
(
(m + n)
pi
σ
)
=
∑
n∈Z
QlnPnm (53)
where P is the Hankel matrix defined by
Pnm = pi
σ
p
(
(m + n)
pi
σ
)
, (54)
and, Q is a real symmetric matrix defined by
Qnl =
∫ ∞
0
ψn(s)ψl(s)ds, (55)
which we would refer to as the quadrature matrix. An esti-
mate for the values of each its entries can be easily obtained
using the Cauchy-Schwartz inequality:
|Qnl| ≤ ‖ψn‖L2(Ω+)‖ψl‖L2(Ω+) < 1. (56)
It turns out that the entries of Q can be computed exactly in
terms of the Sine and Cosine integrals (see Appendix A):
Qln =
 12 − 1pi Si(2|n|pi), l = n(−1)l+n
2pi2(l−n) [Cin(2lpi) − Cin(2npi)] , l , n.
(57)
Using this quadrature matrix, we can also write
pˆl =
√
pi
σ
∑
n∈Z
Qln p
(npi
σ
)
=
∑
n∈Z
Qln pn, (58)
where pn =
√
pi/σp(npi/σ).
Proposition II.9. Assume p ∈ B2σ with ρ ∈ L∞ and let the in-
finite matricesM, P and Q be defined by (50), (54) and (55),
respectively.
(a) The matrixM defines a bounded linear operator on `2.
(b) The real symmetric matrix Q is positive definite and de-
fines a bounded positive linear operator on `2.
(c) The complex symmetric matrix P defines a bounded
Hankel matrix on `2.
Proof. Let p ∈ B2σ. Then, for l,m ∈ Z, we have
Mlm =
√
pi
σ
S
[
p
(
· + mpi
σ
)] ( lpi
σ
)
=
√
pi
σ
∫ ∞
0
ψ0
(
s − lpi
σ
)
p
(
s +
mpi
σ
)
ds.
For any α ∈ `2, let us note that
C(s) ≡
√
pi
σ
∑
m∈Z
αm p
(
s +
mpi
σ
)
∈ B2σ,
so that∑
l∈Z
∣∣∣∣∣∣∣∑m∈ZMlmαm
∣∣∣∣∣∣∣
2
1
2
=
∑
l∈Z
∣∣∣∣∣∣
∫ ∞
0
ψ0
(
s − lpi
σ
)
C(s)ds
∣∣∣∣∣∣2

1
2
≤ (1 + pi)‖S ‖L2‖C‖L2
≤ (1 + pi)(pi/σ)‖ρ‖L∞‖α‖`2 ,
which follows from (7), Prop. II.2 and (30). Using similar
arguments for Qlm, we have∑
l∈Z
∣∣∣∣∣∣∣∑m∈ZQlmαm
∣∣∣∣∣∣∣
2
1
2
≤ (1 + pi)(pi/σ)‖α‖`2 .
This shows that the symmetric real matrix Q is bounded. It
also turns out to be a positive definite matrix:
α†Qα =
∫ ∞
0
∣∣∣∣∣∣∣∑n∈Z αnψn(s)
∣∣∣∣∣∣∣
2
ds ≤ ‖α‖2
`2
,
yielding ‖Q‖`2 ≤ 1.
In order to prove the last statement, let us note that the
symbol of the Hankel matrix P can be worked out to be
ρ(σθ/pi), θ ∈ [−pi, pi]; therefore, on account of ρ ∈ L∞, the
matrix P turns out to be a bounded Hankel matrix. 
The solution of the coupled system in (51) can be obtained
by defining the 2 × 2 block matrix equation(
I −M
−κM∗ I
) (
α∗1
α2
)
=
(
pˆ
0
)
. (59)
Using M = QP, we may symmetrize the linear system by
introducing α j = Q1/2β j, j = 1, 2 so that(
I −Q1/2PQ1/2
−κQ1/2P∗Q1/2 I
) (
β∗1
β2
)
=
(Q1/2 p
0
)
,
where the column vector p =
√
pi/σ(p(npi/σ))n∈Z. Putting
G = Q1/2PQ1/2, we have(
I −G
−κG† I
) (
β∗1
β2
)
=
(Q1/2p
0
)
. (60)
8The block matrix on the right hand side is Hermitian for κ =
+1 and it can be reduced to a Hermitian form for the case
κ = −1 by rearranging:(−I G
G† I
) (
β∗1
β2
)
=
(−Q1/2p
0
)
. (61)
On eliminating β2, we have
(I − κG†G)β1 = Q1/2p∗. (62)
Setting κ = +1, in order for (I − G†G) to be invertible, it
suffices to have ‖P‖`2 < 1.
Remark II.2. The symbol of the Hankel matrix P can be
worked out to be ρ(σθ/pi), θ ∈ [−pi, pi]; therefore, the require-
ment ‖P‖`2 < 1 can be fulfilled if |ρ| < 1 for all θ ∈ [−pi, pi].
Setting κ = −1, the infinite matrix G†G defines a positive
linear operator; therefore, (I − G†G) invertible. Finally, we
have the potential given by
q(0) = −2A1(0) = −2p∗(0) − 2
∑
n∈Z
√
pi
σ
p∗
(npi
σ
)
α(2)∗n
= −2p∗(0) − 2p†α∗2
= −2p∗(0) − 2κp†Q1/2G(I − κG†G)−1Q1/2p∗,
(63)
together with its L2-norm on Ω+ as
‖q‖2L2(Ω+) = 2κA2(0) = 2
∑
n∈Z
√
pi
σ
p∗
(npi
σ
)
α(1)∗n
= 2p†α∗1 = 2p
†Q1/2(I − κGG†)−1Q1/2 p.
(64)
Turning to the numerical aspects, let us introduce the trun-
cated version of the GLM equations that can be implemented
as a numerical scheme. To this end, define
κA(N)∗2 (t) =
∑
|n|≤N
√
pi
σ
p
(
t +
npi
σ
)
α(1,N)n ,
A(N)∗1 (t) = p(t) +
∑
|n|≤N
√
pi
σ
p
(
t +
npi
σ
)
α(2,N)n .
(65)
so that 
κα(2,N)∗l =
∑
|m|≤N
Mlmα(1,N)m ,
α(1,N)∗l = pl +
∑
|m|≤N
Mlmα(2,N)m ,
|l| ≤ N. (66)
or, equivalently,
κα(N)∗2 =MNα(N)1 , α(N)∗1 = pˆN +MNα(N)2 , (67)
which simplifies to
(IN − κM∗NMN)α(N)1 = pˆ∗N . (68)
The potential is then obtained from
q(0) ≈ −2p∗(0) − 2p†Nα(N)∗2 , (69)
together with its L2-norm on Ω+ as
‖q‖2L2(Ω+) ≈ 2p
†
Nα
(N)∗
1 . (70)
Let us note that by introducing a truncated quadrature ma-
trix QN , the linear system can be symmetrized by putting
GN = Q1/2N PNQ1/2N in the same manner as described earlier.
For the moment, we hold off the symmetrization procedure
as it involves quadrature errors on account of the fact that the
quadrature formula with finite QN is not exact. Now we turn
to the convergence analysis of the numerical procedure de-
scribed above. To this end, we consider the total numerical
error R(N)j (t) ( j = 1, 2) given by
κR(N)∗2 (t) =
∑
|n|≤N
√
pi
σ
p
(
t +
npi
σ
) (
α(1)n − α(1,N)n
)
+
∑
|n|>N
√
pi
σ
p
(
t +
npi
σ
)
α(1)n ,
R(N)∗1 (t) =
∑
|n|≤N
√
pi
σ
p
(
t +
npi
σ
) (
α(2)n − α(2,N)n
)
+
∑
|n|>N
√
pi
σ
p
(
t +
npi
σ
)
α(2)n .
(71)
Define
EN(t) =
√
pi
σ
∑
|n|>N
∣∣∣∣∣p (t + npiσ
)∣∣∣∣∣2

1
2
, (72)
then, it is easy work out the estimates
|R(N)2 (t)| ≤ (1 + pi)
√
pi/σ‖p‖L2‖α1 − α(N)1 ‖`2
+ EN(t)
∑
|n|>N
|α(1)n |2

1
2
,
|R(N)1 (t)| ≤ (1 + pi)
√
pi/σ‖p‖L2‖α2 − α(N)2 ‖`2
+ EN(t)
∑
|n|>N
|α(2)n |2

1
2
.
(73)
By a slight abuse of notations, let the vectors α(N)∗j ( j = 1, 2)
and pˆN represent infinite dimensional vectors with entries cor-
responding to |n| > N taken to be identically zero. Then, it is
straightforward to work out(
α∗1 − α(N)∗1
α2 − α(N)2
)
=
(
I −M
−κM∗ I
)−1 ( pˆ− pˆN
0
)
=
(
(I − κMM∗)−1[ pˆ− pˆN]
κM∗(I − κMM∗)−1[ pˆ− pˆN]
)
.
(74)
9Therefore, under the conditions that ensure (I − κMM∗) is in-
vertible, it follows that, for some constant C > 0, the estimates
‖α j − α(N)∗j ‖`2 ≤ C‖ pˆ− pˆN‖`2 , j = 1, 2, (75)
hold. The estimates (73) and (75), allow us to conclude that
the truncated system converges to the true solution under the
aforementioned conditions. It is possible to make precise
statement about the rate of convergence with respect to the
number of basis functions 2N + 1 of the truncated system if
we strengthen the regularity condition on p:
Proposition II.10. For p satisfying an estimate of the form
|p(z)| ≤ C
(1 + |z|)2 e
σ|Im(z)|, z ∈ C, (76)
we have for fixed t ∈ R,
|R(N)j (t)| = O(N−1/2), j = 1, 2,
where 2N + 1 is the number of basis functions used in the
sampling expansion.
Proof. It is easy to see that the solution of the GLM equations
exists under the conditions prescribed in the proposition. Un-
der the same conditions, following the methods discussed in
the last section, it is also easy to show that
‖ pˆ− pˆN‖`2 = O(N−1/2),
and EN(t) = O(N−1) (see Prop. II.4) so that from (73) and (75)
the result follows. 
1. Quadrature Errors
Let us observe that the entries of the mass matrix M re-
quire a quadrature method which works well on infinite do-
mains and is capable of providing higher orders of conver-
gence depending on the regularity of p. The quadrature ma-
trix Q exploits the sampling expansion to achieve this goal.
Fortunately, the need for a numerical quadrature is avoided by
computing the integrals exactly. However, truncation of this
quadrature matrix introduces numerical errors in computing
M. Note that the same difficulties also arise in the computa-
tion of the vector pˆ. In order to quantify these errors, let us
consider 2M + 1 number of basis functions and define
p(M)l =
√
pi
σ
∑
|n|≤M
Qln p
(npi
σ
)
,
M(M)ln =
pi
σ
∑
|m|≤M
Qlm p
(
(m + n)
pi
σ
)
.
(77)
The total numerical error as a result of truncation of the linear
system as well as the quadrature matrix can be written as(
α∗1 − α(N,M)∗1
α2 − α(N,M)2
)
=
(
α∗1 − α(N)∗1
α2 − α(N)2
)
+
(
α(N)∗1 − α(N,M)∗1
α(N)2 − α(N,M)2
)
, (78)
where α(N,M)∗j refers to the solution of the linear system con-
structed using (2N + 1) × (2M + 1) quadrature matrix. The
relevant quantities of this linear system are labeled as M(M)N
and pˆ(M)N whose meanings are self-evident. We have already
dealt with the difference α j − α(N)j ; let us then turn to the dif-
ference α(N)j − α(N,M)j , j = 1, 2, which is given by
(
α(N)∗1 − α(N,M)∗1
α(N)2 − α(N,M)2
)
=
(
I −M(M)N
−κM(M)∗N I
)−1
×
(
(MN −M(M)N )α(N)2 + ( pˆN − pˆ(M)N )
κ(M∗N −M(M)∗N )α(N)∗1
)
. (79)
In view of the expression above, it suffices to estimate (MN −
M(M)N ) and ( pˆN − pˆ(M)N ):
Lemma II.11. Let p satisfy an estimate of the form
|p(z)| ≤ C
(1 + |z|)k+1 e
σ|Im(z)|, z ∈ C, (80)
where k ≥ 1. Let the quadrature matrix Q be truncated to the
size (2N + 1) × (2M + 1).
(a) Let pˆ(M)N denote the approximation to pˆN using the
quadrature matrix Q, then the estimate
‖ pˆN − pˆ(M)N ‖`2 ≤
2(σ/pi)kEk
(M + 1)k
√
1 − 4−k
, (81)
holds where
Ek =
√
pi
σ
(∫
R
s2k |p(s)|2ds
) 1
2
.
(b) Let M(M)N denote the approximation to MN using the
quadrature matrix Q, then the estimate
‖MN −M(M)N ‖`2 ≤
2(σ/pi)k−1‖∂kξρ‖L∞(−σ,σ)
(M + 1)k
√
1 − 4−k
, (82)
holds.
Proof. To prove (a), we observe that
‖ pˆN − pˆ(M)N ‖`2 ≤ ‖Q‖`2
√
pi
σ
 ∑
|m|>M
∣∣∣∣∣p (npiσ
)∣∣∣∣∣2

1
2
. (83)
The result then follows by noting that ‖Q‖`2 < 1 and using
Jagerman’s estimate [19] for the remaining expression above.
To prove (b), let α ∈ `2, then
‖[MN −M(M)N ]α‖`2
≤ ‖Q‖`2 pi
σ
 ∑|m|>M
∣∣∣∣∣∣∣∣
∑
|n|≤N
p
(
(m + n)
pi
σ
)
αn
∣∣∣∣∣∣∣∣
2
1
2
.
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Define
C(s) =
∑
n∈Z
p
(
s +
npi
σ
)
αn, (84)
then skC(s) ∈ L2 and
Ek =
(∫
R
s2k |C(s)|2ds
) 1
2
≤ ‖∂kξρ‖L∞(−σ,σ)‖α‖`2 . (85)
Now, observing that ‖Q‖`2 < 1 and ∑|m|>M
∣∣∣∣∣∣∣∣
∑
|n|≤N
p
(
(m + n)
pi
σ
)
αn
∣∣∣∣∣∣∣∣
2
1
2
≤
 ∑
|m|>M
∣∣∣∣∣C (mpiσ
)∣∣∣∣∣2

1
2
, (86)
the result follows by using Jagerman’s estimate [19]. 
Let us conclude this section with the following remark.
Based on the estimates obtained above, it is clear that choice
M = N does not alter the rate of convergence. Besides, this
choice makes it possible to symmetrize the truncated linear
system which ensures that it is well conditioned. In particular,
the uniform boundedness of the inverse of(
I −M(N)N
−κM(N)∗N I
)
can be established exactly in the manner we treated the infinite
case.
D. Modified Sampling Approach
The slow convergence of the sampling series motivates us
to consider modified versions of the sampling theorem which
facilitate faster convergence at the cost of sampling beyond
the Nyquist rate. A modified version of the sampling series
was proposed by Helms and Thomas [18, 19] which can be
described as follows: Introducing the bandlimiting parameter
σ′ and δ ∈ (0, 1) such that
σ′ = σ/(1 − δ), (87)
where σ defines the support for the reflection coefficient ρ,
i.e., supp ρ ⊂ [−σ,σ]. Let us define
σ′− = (1 − δ)σ′ = σ,
σ′+ = (1 + δ)σ
′ =
(
1 + δ
1 − δ
)
σ.
(88)
The sinc basis functions are then modified by a multiplier of
the form
θ(t) =
 sin
(
δ
mσ
′t
)(
δ
mσ
′t
) 
m
, m ∈ Z+, (89)
in order to accelerate the convergence of the sampling series.
Let us define the basis functions
φn(t) =
√
σ′
pi
sinc[σ′(t − tn)]θ(t − tn)
=
√
σ′
pi
sin(σ′t − npi)
(σ′t − npi)
 sin δm (σ′t − npi)δ
m (σ
′t − npi)
m . (90)
Clearly, φn(t) ∈ B1σ′+ . For fixed t, the Helms and Thomas [18,
19] expansion of p(t + s) reads as
p(t + s) =
∑
n∈Z
√
pi
σ′
p
(
t +
npi
σ′
)
φn(s). (91)
This series converges under much weaker conditions on p,
however, we would still restrict ourselves to the case of p ∈
Bν
σ′−
(≡ Bνσ) with ν = 1, 2. For our purpose, it suffices to note
that {φn}n∈Z spans B2σ′− .
With this modified basis function, the operator defined
by (29),
S [g](y) ≡
∫ ∞
0
φ0(y + s)g(s)ds, (92)
now defines a bounded linear operator from L1(Ω+) to L1 with
‖S ‖L1 ≤
∫
Ω+
|φ0(s)|ds < ‖θ‖L2 . (93)
Moreover, we note that S defines a bounded linear operator
from L1(Ω+) to B1σ′+ . Following Jagerman [19], an improved
version of the result presented in Prop. II.4 is as follows.
Proposition II.12. For p satisfying an estimate of the form
|p(z)| ≤ C
(1 + |z|)k+1 e
σ′− |Im(z)|, z ∈ C, (94)
where k ≥ 1 and g satisfying a similar estimate with the index
k′ ≥ m, the truncation error TN(t) of the partial sums in (32)
with the basis functions defined by (90) satisfies the estimate
|TN(t)| ≤ 2(σ
′/pi)kEk(t)
(N + 1)k
√
1 − 4−k
C′
(N + 1)m+1/2
, (95)
for some constant C′ > 0.
Proof. Noting that g ∈ B1
σ′−
so that θg ∈ B1σ′ . Consequently,
|gˆN | ≤ |g(Npi/σ′)| +
√
σ′
pi3
(
δpi
m
)−m
N−m−1
∫ 0
−∞
|g(s)|ds
= O(N−1−m),
therefore, |gˆ±N | = O(N−1−m). Now,∑
|n|>N
1
N2m+2
≤ 2
∫ ∞
N+1
ds
s2m+2
=
2
(2m + 1)(N + 1)2m+1
,
11
so that ∑
|n|>N
|gˆn|2
1/2 ≤ C′(N + 1)m+1/2 .
for some constants C′ > 0. Other details of the proof are same
as that of Prop. II.4; therefore, we omit it. 
Working from equations (74) and (75), if we assumeMN to
be exact, then the proposition II.10 can be modified as follows:
Proposition II.13. Let p satisfy an estimate of the form
|p(z)| ≤ C
(1 + |z|)k+1 e
σ′− |Im(z)|, z ∈ C, (96)
where k ≥ m + 1/2, m ∈ Z+. Then, for fixed t ∈ R and with
the basis functions defined by (90), we have
|R(N)j (t)| = O(N−1/2−m), j = 1, 2,
where 2N + 1 is the number of basis functions used in the
sampling expansion.
We conclude this section with a discussion of the quadra-
ture method for computing the entries of the quadrature matrix
Qnl =
∫ ∞
0
φn(s)φl(s)ds, l, n ∈ Z, (97)
where {φn(s)} are the new basis functions introduced in this
section. By a straightforward application of the sampling the-
orem, a simple quadrature rule can be worked out as follows:
Q(M)nl =
1
2σ′+
M∑
k=−M
φn
(
kpi
2σ′+
)
φl
(
kpi
2σ′+
) [
pi
2
− Si(kpi)
]
, l, n ∈ Z.
(98)
Defining the matricesD and Φ,
Dnk = 12σ′+
[
pi
2
− Si(kpi)
]
, −M ≤ m, n ≤ M,
Φkl = φl
(
kpi
2σ′+
)
, −M ≤ k ≤ M, −N ≤ l ≤ N,
(99)
the quadrature matrix truncated to size N × N can be written
as
Q(M)N = ΦᵀDΦ. (100)
The quadrature errors in the present case can be treated in ex-
actly the same manner as before and given that the new basis
functions have better decay properties, the results contained
in the lemma II.11 remain valid.
III. NUMERICAL AND ALGORITHMIC ASPECTS
Based on the analysis presented in the earlier sections, the
discrete system to be solved has the form(
I −QP
−κQP∗ I
) (
v1
v2
)
=
(Qp
0
)
, (101)
where Q ∈ RN×N is a symmetric positive-definite matrix, P ∈
CN×N is a Hankel matrix and κ ∈ {+1,−1}. We symmetrize
the linear system by introducing v j = Q1/2u j, j = 1, 2 so that(
I −Q1/2PQ1/2
−κQ1/2P∗Q1/2 I
) (
u1
u2
)
=
(Q1/2p
0
)
.
Putting G = Q1/2PQ1/2, we have(
I −G
−κG† I
) (
u1
u2
)
=
(Q1/2p
0
)
, (102)
which reduces to
(I − κG†G)u1 = Q1/2p, (103)
which is numerically well conditioned on account of the pos-
itive definite nature of (I − κG†G) (for κ = +1, we assume
‖G‖s < 1). This linear system must be solved in order to com-
pute q(0). In order to obtain q(nh), where h (> 0) is the step
size and n ∈ Z, we must translate p(τ) by 2nh, and, compute
P and p. If a direct method of solving a system of linear equa-
tion is used, then the complexity of computation per sample
of the potential works out to be O(N3) (excluding the cost of
computing P and p). However, it is also possible to use an it-
erative method such as the conjugate-gradient (CG) method to
solve the linear system leading to a complexity of O(Niter.N2).
Note that the initial seed for such a procedure can be obtained
by using a direct solver at any fixed n, say, n = 0. The CG-
iterations in the subsequent step can be seeded by using the
solution obtained in the last step. We choose the threshold for
convergence of the CG iterations to be 10−12 unless otherwise
stated.
The discussion above is valid for both of the methods
proposed in the earlier sections. For the sake of conve-
nience, let us label the methods by the basis functions used
in their respective sampling expansions. The first method
uses the Whittaker-Kotelnikov-Shannon (WKS) sampling se-
ries which consists of translates of the sinc function. The ba-
sis is completely determined by the bandlimiting parameter
σ; therefore, we label this method by “WKSσ”. The second
method uses the Helms and Thomas [18, 19] version of the
sampling series. The basis in this case is completely deter-
mined by three parameters: the guard-band parameter δ, the
index m of the convergence accelerating function and the ban-
dlimiting parameter σ′ given by
σ′ = σ/(1 − δ), δ < 1. (104)
Therefore, we label this method by “HT(m,δ)σ′ ”. In the formal-
ism adopted in Sec. II D, σ′− = σ. Here, we restrict ourselves
to the choice m = 4 and δ = 0.4. We may often drop the sub-
scripts and superscripts in these labels for the sake of brevity if
additional information about the underlying basis is not rele-
vant. Finally, let us also note that the basis functions involved
in each of the methods are symmetrically translated copies
of the zero index basis function, i.e., setting the number of
basis functions to be N = 2Nshift + 1, the maximum trans-
lation about the origin is given by |tshift| = (pi/σ)Nshift and
|tshift| = (pi/σ′)Nshift for WKS and HT, respectively.
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FIG. 1. The figure shows the chirped secant-hyperbolic potentials with chirp parameter given by µ = 10, 20, 30, and the corresponding scale
parameter a = 80/pi, 100/pi, 150/pi, respectively.
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FIG. 2. The figure shows the reflection coefficient of chirped secant-hyperbolic potentials with chirp parameter given by µ = 10, 20, 30, and
the corresponding scale parameter a = 80/pi, 100/pi, 150/pi, respectively.
Now, the estimate of computational complexity provided
above excludes the cost of computing the samples of p(τ)
needed to compute P and p at each of the steps1. In view
of the fact that function evaluations are, in general, expen-
sive computationally, our algorithm should ensure that they
are used optimally. Given that P is a Hankel matrix, it suffices
to compute the first column and the last row which amounts
to 2N − 1 evaluations of p(τ). The vector p is related to the
column vector (Pk,0); therefore, it does not require additional
evaluations of the impulse response. Let the translation of
p(τ), for the method WKS, be in the steps of 2h determined
by
nosh = pi/σ, h > 0, nos ≥ 1, (105)
where nos is referred to as the over-sampling factor. Con-
sequently, the nodes over which one needs to sample p(τ)
1 By steps we mean progressive translation of p(τ).
are of the form τ j = jh, j ∈ Z. If the potential is sup-
posed to be determined over the grid tk = kh where k =
−K,−K + 1, . . . ,K − 1,K, and the number of basis functions
is N, then the impulse response must be sampled at the grid
points τ j = jh, j = −N,−N + 1, . . . ,N − 1,N,N = nosN + 2K. (106)
For the method HT, σ is replaced by σ′ in (105) while all the
other aspects remain the same. For the examples considered
in this section, we set σ = 1 and nos = 10 unless otherwise
stated.
With regard to the input required for the aforementioned
methods, let us note that the nonlinear impulse response
may not be available in a closed form. In fact, the inverse
NFT is defined to take the reflection coefficient ρ(ξ) as in-
put. The samples of the impulse response can then be com-
puted using the FFT algorithm with an appropriately large
over-sampling factor. Alternatively, if extremely high accu-
racy is demanded, we may use methods that are specially de-
13
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FIG. 3. The figure shows the convergence analysis of the algorithms labelled WKSσ and HT
(m,δ)
σ′ for the chirped secant-hyperbolic potential
with µ = 10, 20, 30 at the positions tref. = −50 (top row) and tref. = 0 (bottom row). The basis functions used in either of these methods
are translated symmetrically about the origin and the number of basis functions is N = 2Nshift + 1. In order to make the potential effectively
bandlimited, the scale parameter is chosen to be a = 80/pi, 100/pi, 150/pi, for µ = 10, 20, 30, respectively. For the case µ = 30, the number of
LGL quadrature nodes is Nquad = 2000 while for the rest Nquad = 1000. Before the error plateaus, the slope of the error curve is consistent with
an exponential rate of convergence.
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FIG. 4. The figure shows the absolute error in the computed potential for the case of chirped secant-hyperbolic potential with µ = 10, 20, 30.
The computations are carried out with Nshift = 500 for the first two cases while the same for the last one is Nshift = 600. The number of LGL
quadrature nodes for the first two cases is Nquad = 1000 while for the last one Nquad = 2000.
signed for highly oscillatory integrals such as the Fourier inte-
gral [28, Chap. 3]. One such method, attributed to Bakhvalov
and Vasil’eva [29], is described in the Appendix B where
Legendre-Gauss-Lobbato (LGL) quadrature is used to ob-
tain the nonlinear impulse response in terms of the spherical
Bessel functions. In our tests, we have employed the latter
method with the number of LGL nodes set to Nquad. = 1000
unless otherwise stated.
Now we turn to to the error analysis of the proposed meth-
ods. In these tests, we restrict ourselves to the case κ =
−1. For the purpose of convergence analysis, we choose the
14
−1 −0.5 0 0.5 1
−4
−2
0
2
4 µ = 10
ξ
−1 −0.5 0 0.5 1
−4
−2
0
2
4 µ = 20
ξ
−1 −0.5 0 0.5 1
−4
−2
0
2
4 µ = 30
ξ
Re ρ Im ρ
FIG. 5. The figure shows a chirped bump function defined by (110) where A0 = 10, σ = 1 and the chirp parameter µ ∈ {10, 20, 30}.
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FIG. 6. The figure shows the numerically computed scattering potential corresponding to the chirped bump function as reflection coefficient
depicted in Fig. 5.
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FIG. 7. The figure shows the convergence analysis of the algorithms WKSσ and HT
(m, δ)
σ′ for the chirped bump function as reflection coefficient
defined by (110) with A0 = 10 and µ ∈ {10, 20, 30}. The error is quantified by (111) (with the reference solution computed using HT with
Nshift = 2000 and Nquad = 6000) and the number of basis functions, symmetrically translated about the origin, is N = 2Nshift + 1. The slope of
the error curve for the method WKS is unambiguously consistent with a second order of convergence. For the method HT, an algebraic rate of
convergence better that O(N−10) can be obtained using a linear fit before the error plateaus.
chirped secant-hyperbolic potential [30]:
q(t) = A0
exp[−2iµA0 log(cosh t)]
cosh(t)
, (107)
which is not a nonlinearly bandlimited signal, however, it can
15
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FIG. 8. The figure shows the error in the numerically computed scattering potential corresponding to the chirped bump function as reflection
coefficient defined by (110) with A0 = 10 and µ ∈ {10, 20, 30}. The error for the algorithms WKSσ and HT(m, δ)σ′ is quantified by (111) where the
reference solution is computed using the fast inverse NFT algorithm reported in [1] with 221 number of samples and the step-size is 210 times
smaller than that used in the algorithm being tested.
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FIG. 9. The figure shows the convergence analysis of the algorithms WKSσ and HT
(m, δ)
σ′ , m ∈ {2, 4, 8}, for the chirped bump function as
reflection coefficient defined by (110) with A0 = 10, n = 5 and µ = 30.
be considered effectively bandlimited2. We assume that µ ≥ 1
so that the discrete spectrum is empty. The reflection coeffi-
2 For a reflection coefficient which is not compactly supported, if |ρ(ξ)| ≤
C(1 + |ξ|)−ν−1 for ξ ∈ R and some ν > 0, then
∣∣∣∣∣p(τ) − 12pi
∫ σ
−σ
ρ(ξ)eiξτdξ
∣∣∣∣∣ ≤ Cνpi(1 + σ)ν , τ ∈ R.
Therefore, by choosing σ large enough one can consider ρ(ξ) as effectively
bandlimited.
cient is given by
ρ(ξ) = − A0e
−2iµA0(log 2)
Γ
(
1 − iA0ω2µ
)
Γ
(
1 − 2iA0µ
ω
) · Γ ( 12 + iξ − iA0µ)
Γ
(
1
2 − iξ + iA0µ
)×
Γ
(
1
2
− iξ + iλ
)
Γ
(
1
2
− iξ − iλ
)
,
λ = A0µ
√
1 − µ−2, ω = 2
1 +
√
1 − µ−2
.
(108)
As |ξ| → ∞, the reflection coefficient decays as const. × e−pi|ξ|.
We set A0 = 1 and let µ ∈ {10, 20, 30}. The potential corre-
sponding to these choices of the parameters is shown Fig. 1
with the corresponding reflection coefficient shown in Fig. 2.
In the tests, we take the input as ρ(aξ) where a is large enough
so that σ = 1, effectively. Given that the scattering potential at
any point on the chosen grid can be computed independently
of other points, it suffices to test the convergence of the meth-
ods at any arbitrary point, say, tref.. We then quantify the error
16
FIG. 10. The figure show the contour plot of log10 |Qmn| for the method WKS (left) and the method HT(m, δ)σ .
by
erel. =
|q(tref.) − q(num.)(tref.)|
|q(tref.)| . (109)
Note that, for the determination of the rate of convergence, we
resort to a direct solver for the linear system involved in order
to avoid all possible sources of error.
The results of the convergence analysis is shown in Fig. 3.
It turns out that the rate of convergence in these examples is
superior than what is theoretically predicted. Both the meth-
ods exhibit exponential rate of convergence before plateau-
ing of the error curves takes place. Note that the best accu-
racy achievable is remarkably close to the machine precision.
Next, we may also want to examine the pointwise error in the
computed potential over a set of grid points in order to ascer-
tain if the CG iteration converge to the right solution. This
is tested in Fig. 2 which is consistent with the error levels re-
ported in the convergence analysis.
The next example is of a compactly supported reflection
coefficient, the chirped “bump function”:
ρ(ξ) = A0 exp
− 11 − ( ξ
σ
)2n + iµ ( ξσ
)2 χ[−σ,σ]. (110)
We set σ = 1, A0 = 10, n = 1 and let µ ∈ {10, 20, 30}.
The potential corresponding to these choices of the parameters
is shown Fig. 6 with the corresponding reflection coefficient
shown in Fig. 5. In the absence of a closed form solution of
the inverse scattering problem, we choose to quantify the error
by
eref. =
|q(ref.)(tref.) − q(num.)(tref.)|
|q(ref.)(tref.)| , (111)
where q(ref.) is the solution obtained using the method HT(m, δ)σ
with Nshift = 2000 and Nquad. = 6000. The results of the
error analysis in this example must be interpreted with cau-
tion because eref. is not the true numerical error. The results
of this numerical experiment is shown in Fig. 7 where the
method WKS shows an algebraic rate of convergence (which
also turns out to be superior than what was predicted). How-
ever, the convergence behavior of HT is does not immediately
confirm an algebraic rate because it seems to change to an
exponential rate. To clarify this, let us compare the methods
HT(m, δ)σ′ , m ∈ {2, 4, 8}, for the chirped bump function as reflec-
tion coefficient defined by (110) with A0 = 10, n = 5 and
µ = 30. The results are shown in Fig. 9 where the plot on
the right seems to confirm the earlier observation that con-
vergence behavior might be exponential. Based on these ob-
servation it reasonable to expect that the HT method exhibits
exponential convergence for Schwartz class impulse response.
A theoretical justification for these observation is not available
yet and we hope to address this in the future.
The pointwise error over a set of grid points is shown in
Fig. 8. The reference solution in this case is computed using
the fast inverse NFT reported in [1] with 221 number of sam-
ples and the step-size is 2−10-th of that used in the WKS or the
HT method. The degree of agreement with the reference so-
lution is consistent with the convergence behavior determined
earlier.
A. Fast Solver using a Sparse Approximation
In this section, we would like to discuss how a fast vari-
ant of the method HT(m, δ)σ can be obtained by introducing a
tolerance  to approximate its dense quadrature matrix with a
sparse banded matrix. This idea is motivated by the contour
plot of the quadrature matrix in Fig. 10. Clearly, the quadra-
ture matrix for the method HT exhibits an effectively banded
structure compared to that of WKS. The nature of the contour
map of Q for HT can be easily understood as follows: Recall-
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FIG. 11. The figure shows a comparison of convergence and run-time behavior of the fast variant of HT(m, δ)σ with HT
(m, δ)
σ . The example chosen
for this experiment is the chirped secant-hyperbolic potential with µ = 10. The tolerance for selecting the dominant diagonals of the quadrature
matrix in the fast algorithm is chosen to be 10−12.
ing
Qnl =
∫ ∞
0
φn(s)φl(s)ds, l, n ∈ Z, (112)
and letting m, n < 0, we have
|Qnl| ≤
( m
piδ
)2m
|l|−m|n|−m. (113)
If only n < 0, then
|Qnl| ≤
( m
piδ
)m
|n|−m‖φl‖L2 . (114)
Appealing to the symmetric nature of Q, similar conclusion
holds for l < 0. Therefore, the dense part of the matrix Q falls
in the quadrant where n, l > 0. Consider n, l > 0 and n , l.
Then, without loss of generality, we can assume n < l so that
|Qnl| ≤
∫ (n+l) pi2σ
0
|φn(s)φl(s)|ds +
∫ ∞
(n+l) pi2σ
|φn(s)φl(s)|ds
≤
(
2m
piδ
)m ‖φn‖L2 + ‖φl‖L2
|n − l|m ≤ 2
(
2m
piδ
)m 1
|n − l|m .
(115)
For  > 0,
|n − l| ≥
(
2m
piδ
) (
2

)1/m
,
ensures that |Qnl| ≤ . Based on the preceding inequalities,
one can define the number of dominant diagonals, say, 2Nband
by
Nband() =
(2mpiδ
) (
2

)1/m + 1, (116)
where [x] denotes the integral part of x ∈ R+. While this es-
timate is important as it sets the upper bound3, it is not so
3 This bound can facilitate a search based algorithm to look for more precise
value of the number of dominant diagonals. We leave these issues for future
research.
useful in practice because it greatly overestimates the num-
ber of dominant diagonals. Given that the quadrature matrix
needs to be computed only once, it is rather easy to check the
entries directly and determine the sparsity of this matrix. We
choose to set this tolerance to be  = 10−12. Let Q and Q1/2
denote the banded matrices derived from the dense matrices Q
and Q1/2, then the linear system in (103) can be approximated
by
(I − κQ1/2 P†QPQ1/2 )u1, = Q1/2 p, (117)
where u1, approximates u1. Let us now estimate the cost of
one CG iteration if the matrix-vector multiplications involved
are carried out in a cascaded fashion. The cost of multiplying
Q or Q1/2 with a vector is O(NbandN), the cost of multiply-
ing P or P† with a vector is O(N log N) (where we exploit
the fact that they are Hankel matrices). Therefore the total
cost of one CG iteration is O(N log N) + O(NbandN). In the
asymptotic limit log N  Nband so that the cost works out to
be O(N log N). Therefore, the total cost per sample of the
scattering potential works out to be O(Niter.N log N). Finally,
let us observe that the approximation introduced above adds
an error of O(N) to the original error estimates.
The fast method obtained above can be tested against the
original method to determine its convergence and run-time
behavior. The results of the numerical experiment with the
chirped secant-hyperbolic profile (µ = 10) is shown in Fig. 11.
Here the average run-time is the run-time per sample averaged
over the number of basis functions N ∈ {25, . . . , 211}. Note
that the improvement in the complexity comes at a price of
accuracy as evidenced by somewhat early plateauing of error
in Fig. 11.
IV. CONCLUSION
To conclude, we have presented a sampling theory ap-
proach to inverse scattering transform which is shown to
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achieve algebraic orders of convergence provided the regu-
larity conditions on the input data is fulfilled. The conver-
gence behavior observed in the numerical experiments with
Schwartz class (bandlimited or effectively bandlimited) im-
pulse response tends to exhibit exponential orders of conver-
gence. We hope to improve our theoretical estimates to ex-
plain these observations in the future. The complexity of the
proposed algorithms depend on the linear solvers used. A
conjugate gradient based iterative solver exhibits a complex-
ity of O(Niter.N2) per sample of the signal computed where N
is the number of sampling basis functions used. Using a vari-
ant of the classical sampling series due to Helms and Thomas,
we were able to achieve a complexity of O(Niter.N log N) by
exploiting the Hankel symmetry and approximately banded
structure of the matrices involved. The bandedness of the so
called quadrature matrix can be controlled by a tolerance 
which introduces an error of O(N) in the computed solution.
Finally, let us remark that, apart from the avenues of im-
provement mentioned above, one can identify several other
ways the performance of the proposed algorithms can be im-
proved. The first one has to do with the nature of the basis
functions itself. We know from the work of Kaiblinger and
Madych [31] that orthonormal sampling functions with rapid
decay can be designed which can potentially reduce the er-
rors committed in arriving at an effectively sparse quadrature
matrix. Secondly, the seed for iterative solvers is obtained by
using a direct solver at least once in order to start the algo-
rithm when computing the signal over a grid. In a parallel
implementation this would no longer be a good choice; there-
fore, our algorithm can benefit greatly from a cheaper method
of “guessing” the seed.
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Appendix A: The quadrature matrix
The entries of the quadrature matrix, denoted by Q, are de-
fined as
Qnl =
∫ ∞
0
ψn(s)ψl(s)ds, l, n ∈ Z. (A1)
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It is possible to compute these integrals in terms of the Sine
and the Cosine integrals which are defined as [32, Chap. 6]
Si(t) =
∫ t
0
sin s
s
ds, si(t) = −
∫ ∞
t
sin s
s
ds,
Cin(t) =
∫ t
0
1 − cos s
s
ds, Ci(t) = −
∫ ∞
t
cos s
s
ds,
(A2)
and
si(t) = Si(t) − pi
2
,
Ci(t) = −Cin(t) + log t + γ,
(A3)
where γ is the Euler’s constant. The diagonal entries of Q
works out to be
Qmm = 1
pi
∫ ∞
0
sin2 t
(t − mpi)2 dt =
1
2
− 1
pi
Si(−2mpi). (A4)
Turning to the off-diagonal elements, we have
Qmn = (−1)
m+n
pi
∫ ∞
0
sin2 t
(t − mpi)(t − npi)dt, m , n. (A5)
Note that the integrand of Qmn is an entire function of t. For
the moment, assuming that the origin does not coincide with
npi or mpi, one can deform the contour of integration to write
2pi2(m − n)(−1)m+nQmn
= lim
R→∞
∫ R
0
[
1
(t − mpi) −
1
(t − npi)
]
dt
−
∫ ∞
0
[
1
(t − mpi) −
1
(t − npi)
]
cos(2t)dt
= − log
(m
n
)
+ Ci(−2mpi) − Ci(−2npi),
which yields
Qmn = − (−1)
m+n
2pi2(m − n)×
[Cin(−2mpi) − Cin(−2npi)] , m , n. (A6)
Note that the final result does not have any singularities; there-
fore, we conclude that it is valid for all m, n ∈ Z, m , n. Using
the symmetry properties of the Sine and Cosine integrals, we
have
Qmn =
 12 − 1pi Si(2npi), m = n(−1)m+n
2pi2(m−n) [Cin(2|m|pi) − Cin(2|n|pi)] , m , n.
(A7)
Appendix B: Computing the nonlinear impulse response
The input to the inverse NFT is the reflection coefficient
ρ(ξ); however, the GLM equation based approach requires us
to compute the nonlinear impulse response which is defined
by
p(τ) =
σ
2pi
∫ 1
−1
ρ(σξ)eiξστdξ. (B1)
Ordinarily this integral can be computed quite efficiently us-
ing the FFT algorithm which is based on the trapezoidal rule.
For large values of the quantity στ, the accuracy of the trape-
zoidal rule may degrade; therefore, if extremely high degree
of accuracy is demanded we must turn to other alternatives. It
is well known that Gauss-type quadrature schemes tend to per-
form poorly in computing these integrals on account of the os-
cillatory nature of the integrand which deviates considerably
from polynomials, specially for larger values of στ. There is
a vast amount of literature devoted to treating such problems,
for instance, see [28, Section 2.10]) and the references therein.
Here, we would like to choose the method due to Bakhvalov
and Vasil’eva [29] which begins with the series expansion
ρ(σξ) =
∞∑
n=0
ρˆnLn(ξ), ξ ∈ (−1, 1), (B2)
where Ln(t) denotes the Legendre polynomials. Using the
Legendre-Gauss-Lobatto (LGL) nodes, a finite dimensional
approximations of ρˆn can be obtained via the Legendre trans-
form [33]. Let jn(t) denote the spherical Bessel function of
the first kind [32, Chap. 10]. Now, in order to obtain the exact
result, we recall the identity∫ 1
−1
Ln(ξ)eiξσtdξ = 2in jn(σt). (B3)
Plugging (B2) into (B1), we have
p(τ) =
σ
pi
∞∑
n=0
ρˆnin jn(στ). (B4)
With precomputed LGL nodes and associated weights, the
complexity of obtaining ρˆn, n = 0, 1,Nquad. − 1, is O(N2quad.)
excluding the cost of evaluating ρ(ξ). For an efficient method
of evaluation of the resulting series for p(τ), one may use the
Clenshaw’s algorithm [34, 35] which makes efficient use of
the recurrence relation for the spherical Bessel functions.
