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TORSION POINTS ON ELLIPTIC CURVES
OVER NUMBER FIELDS OF SMALL DEGREE
MAARTEN DERICKX, SHELDON KAMIENNY, WILLIAM STEIN,
AND MICHAEL STOLL
Abstract. We determine the set S(d) of possible prime orders of K-rational
points on elliptic curves over number fields K of degree d, for d = 4, 5 and 6.
1. Introduction
For an integer d ≥ 1, we let S(d) be the set of primes p such that there exists
an elliptic curve E over a number field K of degree d with a K-rational point of
order p in E(K). The notation Primes(n) will be used to denote the set of all
primes ≤ n. Mazur [1977, 1978] has famously proved that
S(1) = Primes(7).
Kamienny [1992b] showed that
S(2) = Primes(13)
and Parent [2000, 2003], extending the techniques used by Mazur and Kamienny,
proved that
S(3) = Primes(13).
In fact S(d) is finite for every d as proven in Merel [1996], and Merel even gave an
explicit but superexponential bound on the largest element of S(d). Shortly after
Merel proved the finiteness of S(d), Oesterle´ managed to improve upon Merel’s
bound by showing S(d) ⊆ Primes((3d/2 + 1)2) if d > 3 and S(3) ⊆ Primes(37) ∪
{43}. The result of Parent mentioned earlier depends on Oesterle´’s bound for S(3)
and a hypothesis Parent denoted by (∗)p [Parent, 2000, p. 724] for the primes
p ≤ 43. The hypothesis (∗)p is that the rank of the winding quotient Jeµ(p) is
zero. Parent already mentioned that (∗)p probably holds for all primes and that
this result would follow from results announced by Kato, but these results were
not yet published at the time that Parent wrote is article. These results have
now indeed been published as Kato [2004]. Details on Jeµ(p) and how to derive
(∗)p from the work of Kato are given in Section 4. Oesterle´ never published his
results, but was kind enough to give us his unpublished notes so that the gap in
the literature could be filled. The Appendix to this article contains his arguments
for showing that S(d) ⊆ Primes((3d/2+1)2) for d ≥ 6 and S(d) ⊆ Primes(410) for
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d = 3, 4, 5 as stated in Theorem A.2. His notes also included a section where he
further improved the bound on S(d) with d = 3, 4, 5, but these are omitted since
we have found it easier to deal with these cases using the techniques developed in
the main text.
Theorem 1.1. Suppose that S(d) ⊆ Primes(2281) for 3 ≤ d ≤ 7, then
S(3) = Primes (13),
S(4) = Primes (17),
S(5) = Primes (19),
S(6) = Primes (19) ∪ {37} and
S(7) ⊆ Primes (23) ∪ {37, 43, 59, 61, 67, 71, 73, 113, 127} .
The reason for including the condition S(d) ⊆ Primes(2281) in the statement is
to make it possible for us to give a proof that does not use Oesterle´’s bound
(Theorem A.1 of the appendix). Theorem A.2 of the appendix tells us that
condition S(d) ⊆ Primes(2281) is satisfied for 3 ≤ d ≤ 7 so the conclusion of
the above Theorem holds unconditionally. Theorem A.1 actually also implies
S(d) ⊆ Primes(2281) for 3 ≤ d ≤ 7, but the proof given in the appendix depends on
Theorem 1.1, so we need to use Theorem A.2 to avoid creating circular references.
Additionally the reason for reproving the already known result on S(3) is because
the results of Parent [2000, 2003] depend on the unpublished results of Oesterle´.
We cannot cite Parent in the appendix in order to prove S(3) ⊆ Primes(43), since
we want to give a proof of Oesterle´’s unpublished results in the appendix.
From our computation it even follows that S(7) ⊆ Primes (23) ∪ {37} if the
condition (∗∗)d,p,ℓ holds for d = 7, p = 43, 59, 61, 67, 71, 73, 113, 127 and ℓ = 2.
The effective divisors D ⊆ X1(p)(d)(Fℓ) such that the associated line
bundle OX1(p)Fℓ (D) lifts to Z(ℓ) are exactly the effective divisors whose
support consists of the cusps mapping to the cusp 0Fℓ of X0(p)(Fℓ).
 (∗∗)d,p,ℓ
This condition is easily seen to be true if p > (ℓd/2 + 1)2, see Section 5.3, and
we managed even to verify it for many p ≤ (2d/2 + 1)2 and d ≤ 7. However the
verification of the condition for the p ≤ (2d/2+1)2 and d ≤ 7 was done using explicit
calculations and careful case by case studies. Finding a theoretical argument that
also works for p ≤ (ℓd/2 + 1)2 is of interest though, since if there exists a function
P ∗∗ : N>0 → R such that for every integer d > 0 and prime p with p > P ∗∗(d)
one can find an ℓ > 2 such that (∗∗)d,p,ℓ holds, then [Parent, 1999, Thm. 1] shows
that S(d) ⊆ Primes(max(P ∗∗(d), 65(2d)6)). So from the existence of a function
P ∗∗(d) < (3d/2+1)2 as above one obtains an improvement upon Oesterle´’s bound.
The reason that one needs l > 2 for the assymptotic argument is because there are
theoretical problems when using l = 2. These theoretical issues can be overcome
by explicit computations, which we have done for degrees up to and including 7.
For more information about the issues using l = 2 see Section 6.2.
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Let S ′(d) be the set of primes p such that there exist infinitely many ellip-
tic curves E with a point of order p and pairwise distinct j-invariants over a
number field K of degree d. One of course has S ′(d) ⊆ S(d). For d = 1, 2 or
3 one even has an equality S ′(d) = S(d), see Mazur [1977], Kamienny [1992b],
Jeon et al. [2011a]. There are a lot more S ′(d) known, indeed S ′(4) = Primes(17)
Jeon et al. [2011b], S ′(5) = S ′(6) = Primes(19) and S ′(7) = S ′(8) = Primes(23)
Derickx and van Hoeij [2014]. These results, together with the fact that a twist
of the elliptic curve y2 + xy + y = x3 + x2 − 8x + 6 has a point of order 37 over
the degree 6 number field Q(
√
5, cos(2π/7)) [Elkies, 1998, Eq. 108], show that we
only need to prove ⊆ instead of = in Theorem 1.1.
The ⊆ inclusions are obtained by studying the points on X1(p) over number
fields of degree d. Indeed if E is an elliptic curve over a number field K of degree
d and P ∈ E(K) a point of order p, then the pair (E, P ) gives rise to a point
s ∈ X1(p)(K). If one lets σ1, . . . , σd : K → Q be the d different embeddings of K
in Q then
s(d) :=
(d)∑
i=1
σi(s) ∈ X1(p)(d)(Q) (1)
is a Q=rational point on the d-th symmetric power of X1(p). Conversely, every
point in X1(p)
(d)(Q) can be written as
∑m
i=1 nis
(di)
i with si ∈ X1(Ki), Ki a number
field of degree di and ni ∈ N>0. So the question whether p ∈ S(d) can be answered
if one can find all Q-rational points on X1(p)(d).
In Section 3 some general theory is developed that, if certain conditions are met,
allows one to find all rational points on the symmetric powers of a curve. This
theory is similar to the Chabauty method for symmetric powers of curves in Siksek
[2009], except for the fact that we use formal immersions, as done in Mazur [1978]
and Kamienny [1992a], instead of the p-adic integration used by Siksek. As we will
see later, this allows us to work over discrete valuation rings with smaller residue
characteristic than Siksek. The discussion of Mazur and Kamienny is specific
to modular curves, whereas in Section 3 we took care to write down how their
arguments work out for arbitrary curves. The most essential part of Section 3
for obtaining Theorem 1.1 is a trick due to Lo¨ıc Merel, which can be found in
Parent [2000]. This trick allows one to also work over discrete valuation rings with
residue characteristic 2, the trick is to assumption (3) instead of assumption (1)
of Proposition 3.4.
In Section 5 we spell out very explicitly what the results of Section 3 mean when
applied to modular curves, giving several variations on the strategies of finding all
rational points on symmetric powers of modular curves as a corollary of Section 3.
We even work out the strategy explicitly enough so that it can be tested by a
computer program written in Sage [2014]. Most cases were handled quite easily
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by this computer program, although the proof that 29, 31, 41 /∈ S(d) for d ≤ 7 and
73 /∈ S(6) required some extra attention.
Acknoweldgements. We would like to thank Bas Edixhoven and Barry Mazur for
their many valuable comments and suggestions, Pierre Parent for his idea to look at
CM elliptic curves for the proof of 73 /∈ S(6), and Tessa Schild for her proofreading.
2. Formal Immersions
Definition / Proposition 2.1 (Formal Immersion). Let φ : X → Y be a mor-
phism of Noetherian schemes and x ∈ X be a point which maps to y ∈ Y . Then φ
is a formal immersion at x if one of the two following equivalent conditions hold:
• the induced morphism of the complete local rings φ̂∗ : ÔY,y → ÔX,x is sur-
jective.
• The maps φ : k(y)→ k(x) and φ∗ : Coty(Y )→ Cotx(X) are both surjective.
Proof. It is clear that the first condition implies the second. The other impli-
cation can be proved by using Nakayama’s lemma to lift a basis of Coty(Y ) to
a set of generators f1, . . . , fn of my, the maximal ideal of ÔY,y. The fact that
φ̂∗(f1), . . . , φ̂∗(fn) generate mx/m
2
x implies that φ̂
∗(f1), . . . , φ̂∗(fn) also generate
mx. As a consequence we get that for all i the map m
i
y/m
i+1
y → mix/mi+1x is sur-
jective, hence by the completeness of ÔY,y we also have that φ̂∗ is surjective. 
There is one important property of formal immersions that we will use:
Lemma 2.2. Let X, Y be Noetherian schemes. Let R be a Noetherian local ring,
with maximal ideal m and residue field k = R/m. Suppose f : X → Y is a
morphism of schemes that is a formal immersion at a point x ∈ X(k) and suppose
P,Q ∈ X(R) are two points such that x = Pk = Qk and f(P ) = f(Q). Then
P = Q.
Proof. Let y = f(x) and view P,Q as morphisms SpecR → X and hence write
f ◦P instead of f(P ). The morphisms P,Q and f induce maps on the local rings,
we will call these P ∗m, Q
∗
m and f
∗
x respectively:
R OX,x OY,y
R̂ ÔX,x ÔY,y
f∗x
P ∗m
Q∗m
f̂∗x
P̂ ∗m
Q̂∗m
Since f ◦ P = f ◦ Q we also know that P̂ ∗m ◦ f̂ ∗x = Q̂∗m ◦ f̂ ∗x . Now f is a formal
immersion at x. This means f̂ ∗x is surjective and hence that P̂
∗
m = Q̂
∗
m. Because R
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is a Noetherian local ring, the map R→ R̂ is injective and hence P ∗m = Q∗m. The
proposition now follows from the following commuting diagrams:
X
SpecR SpecOX,xPm
P
X
SpecR SpecOX,x
Qm
Q

3. Rational points on symmetric powers of curves
This section contains a very general discussion on rational points on symmetric
powers of curves similar to [Siksek, 2009, §3]. There is a huge overlap where both
the results of [Siksek, 2009, §3] and this section are applicable. However, both
Siksek’s and our own results are applicable in situations where the other result is
not; both the overlap and differences will be discussed.
Throughout this section R will be a discrete valuation ring whose residue field k
is perfect. Its fraction field will be denoted by K and its maximal ideal by m. If C
is a smooth and projective curve over R such that CK is geometrically irreducible,
then its Jacobian J exists. Let J0 be the fiberwise connected component of 0,
which is isomorphic to Pic0C/R and semi-Abelian [Bosch et al., 1990, §9.7 Cor. 2].
Since C is smooth over R, actually J0 = J and the special fiber of J is an Abelian
variety, hence J is an Abelian scheme over R.
For any R-scheme S and any x ∈ C(d)(S), define
fd,x : C
(d)
S → JS (2)
as the map that for all S-schemes T and all D ∈ C(d)S (T ) sends D to the class of
OCT (D − xT ) in JS(T ), where we use [Bosch et al., 1990, §9.3 Prop. 3] to see the
points in C
(d)
S (T ) as effective relative Cartier divisors of degree d on CT over T .
The following Lemma is the key Lemma which will be used throughout this
paper to study the rational points on C(d).
Lemma 3.1. Let C be a smooth and projective curve over R with geometrically
irreducible generic fiber and Jacobian J . Let t : J → A be a map of Abelian
schemes1 over R. Let y ∈ C(d)k (k) and assume that the following conditions hold:
(1) t(J1(R)) = {0}, where J1(R) := ker
(
J(R)
red→ J(k)
)
,
1one could even more generally take t to be a map from the formal group of J to a formal
group F over R, and replace fd,y by f̂d,y : Spf ÔC(d)
k
,y
→ Spf ÔJk,0. But in the case where
we want to apply this lemma the Abelian variety JK is of GL2 type and hence J has enough
endomorphisms to not need to use the formal group version
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(2) the map t ◦ fd,y : C(d)k → Ak is a formal immersion at y.
Then there is at most one point in C(d)(R) whose reduction is y.
Proof. If there is no point in C(d)(R) whose reduction is y, then there is nothing to
prove, so let x ∈ C(d)(R) be a point whose reduction is y. Then condition 2 above
ensures that t ◦ fd,x : C(d) → A is a formal immersion at y. Indeed, the kernels of
Coty C
(d) → Coty C(d)k and Coty A→ Coty Ak are both canonically isomorphic with
m/m2 = Cotk R, hence the surjectivity of t ◦ fd,x∗ : Cot0A → Coty C(d) follows
from the surjectivity of (t◦fd,y)∗ : Cot0Ak → Coty C(d)k . Now let x′ ∈ C(d)(R) be a
point whose reduction is y, then condition 1 together with fd,x(x
′)k = 0k = fd,x(x)k
imply that t ◦ fd,x(x′) = 0R = t ◦ fd,x(x). Finally, according to Lemma 2.2 the fact
that t ◦ fd,x is a formal immersion implies x′ = x. 
The most straightforward way to turn the above lemma into a way to determine
all rational points in C(d)(R) is the following:
Theorem 3.2. Let C be a curve that is smooth and projective over R such that
CK is geometrically irreducible, and let J denote its Jacobian over R. Let d be a
positive integer and S ⊆ C(d)(R) be a finite set. Let t : J → A be a map of Abelian
schemes over R, denote by redk the reduction to k map and µ : C
(d) → PicdC/R
the map sending a divisor to its associated line bundle. Assume that the following
conditions hold:
(1) t(J1(R)) = {0}, where J1(R) := ker
(
J(R)
red→ J(k)
)
,
(2) the map t ◦ fd,s : C(d)k → Ak with fd,s as in Eq. (2) is a formal immersion
at all s ∈ redk(S) and
(3) redk(S) = µ
−1(redk(Pic
d
C/R(R))).
Then S = C(d)(R).
Proof. Condition 3 ensures that redk(C
(d)(R)) = redk(S), and the first two condi-
tions together with Lemma 3.1 ensure that every point in redk(S) has exactly one
point in C(d)(R) reducing to it. 
In the above theorem however the set S might be huge, and it might get im-
practical to verify condition 2 explicitly in concrete examples. It turned out that
this is the case in the situation where we want to apply it. However in our
setup there will often exist a map of curves φ : C → D such that the set S
for which we want to prove S = C(d)(R) is the inverse image of a single point un-
der φ(d) : C(d)(R) → D(d)(R). The following generalization of the above theorem
whose proof is similar will be useful in these cases.
Theorem 3.3. Let C and D be smooth and projective curves over R whose generic
fibers are geometrically irreducible. Let φ : C → D be a non constant map. Denote
by J the Jacobian of D over R. Let d be a positive integer and S ⊆ C(d)(R) and
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T ⊆ D(d)(R) be finite sets such that S = φ(d)−1(T ) ⊆ C(d)(R). Let t : J → A be a
map of Abelian schemes over R, denote by µ : C(d) → PicdC/R the map sending a
divisor to its associated line bundle. Assume that the following conditions hold:
(1) t(J1(R)) = {0}, where J1(R) := ker
(
J(R)
red→ J(k)
)
,
(2) the map t ◦ fd,s : D(d)k → Ak with fd,s as in Eq. (2) is a formal immersion
at all s ∈ redk(T ) and
(3) φ(d)(µ−1(redk(Pic
d
C/R(R)))) ⊆ redk(T ).
Then S = C(d)(R).
S _

// T _

PicdC/R(R)
redk

C(d)(R)
µ
oo
redk

φ(d)
// D(d)(R)
redk

PicdC/R(k) C
(d)(k)
µ
oo
φ(d)
// D(d)(k)
Proof. Condition (3) ensures that
redk(φ
(d)(C(d)(R))) = φ(d)(redk(C
(d)(R))) ⊆ redk(T ),
and the first two conditions together with Lemma 3.1 ensure that every point
in redk(T ) has exactly one point in D
(d)(R) reducing to it. So we can conclude
that φ(d)(C(d)(R)) = T , hence the theorem follows from the assumption S =
φ(d)
−1
(T ). 
Remark. Theorems 3.2 and 3.3 are still true if one lets t depend on s. Theoretically
this is not a huge gain since one can always take t : J → A to be the universal
map of Abelian schemes such that (1) holds. However, if one wants to restrict the
choice of t to t ∈ EndR J , then the elements such that (1) holds form a two sided
ideal I ⊆ EndR J . If this ideal is not principal then it might pay to use a t that
depends on s.
If condition (3) of Theorem 3.2 holds, then taking T = φ(d)(S) ensures that (3)
of Theorem 3.3 holds. However, even in the case that (3) of Theorem 3.2 fails
to hold for S = C(d)(R), it might still be possible to find a φ : C → D and a
T ⊆ D(d)(R) such that (3) of Theorem 3.3 holds. The only case where we will
make use of this is for showing that 73 /∈ S(6). There we found a Q-rational point
x(6) ∈ (X1(73)/〈10〉)(6)(Q) that was the only Q-rational point in its residue class
mod 2. We could show that none of the points X1(73)
(6)(Q) mapping to x(6) were
defined over Q, hence we could show that the 4 points in X1(73)(6)(F2) mapping
to x
(6)
F2
had no Q-rational points above them.
If the curve C is a smooth curve over some global field and one has generators
for a finite index subgroup of the Mordell-Weil group of (a quotient of) J , then
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instead of using Theorem 3.2 or Theorem 3.3 for a single prime, one could use the
Mordell-Weil sieve as described in [Siksek, 2009, §5] to combine the information
about the rational points of C(d) obtained by Lemma 3.1 for several primes. This
however, was not necessary for our purposes.
In the setting where we want to apply Lemma 3.1, the ring R will be Z(ℓ). In
this case J1(R) is a finite index subgroup of J(R) and hence we need t(J(R)) to be
finite in order for condition (1) to be satisfied. Conversely if t(J(R)) is finite, then
there are some quite mild conditions on t, A and R that imply that condition(1)
is satisfied.
Proposition 3.4. Suppose that R = Z(ℓ) and t(J(R)) is finite and either
(1) ℓ > 2,
(2) ℓ = 2 and A(R)[2] injects into A(F2), or
(3) ℓ = 2 and t = t2 ◦ t1 where t1 : J → A′, t2 : A′ → A are maps of Abelian
schemes such that t1(J(R)) is finite and t2 kills all the elements in A
′(R)[2]
that reduce to 0 mod 2.
then condition (1) of Lemma 3.1 is satisfied.
Proof. If either ℓ > 2, or ℓ = 2 and A(R)[2] injects into A(k), then t(J(R)) →
A(k) is injective, hence t(J1(R)) = {0} which deals with the first two cases.
Alternatively one could see them as special cases of the third one with t2 = 1.
In the third case we know that t1(J
1(R)) is finite and contained in the kernel of
reduction. But a Z(2) valued torsion point that specializes to the identity mod 2
on a group scheme must be a two torsion point [Parent, 2000, Lem 1.7 ]. This
means that t1(J
1(R)) ⊂ A′(R)[2] and hence t2 ◦ t1(J1(R)) = {0} by the definition
of t2. 
A more general statement of the above proposition over arbitrary discrete valu-
ation rings of unequal characteristics also easily obtained by using [Parent, 2000,
Prop 2.3 ] in the proof instead of Lemma 1.7 of loc. cit..
In the case that the map t of Lemma 3.1 is the identity map, condition (2) of
that Lemma can be nicely restated in terms of C
(d)
2,k where C
(d)
2,k ⊆ C(d)k is defined
as the closed sub-variety corresponding to the divisors D over k¯ of degree d such
that H0(Ck¯,OCk¯(D)) is a k¯ vector space whose dimension is at least 2.
Proposition 3.5. Let y ∈ C(d)k (k¯) be a point then the map fd,y : C(d)k¯ → Jk¯ is a
formal immersion at y if and only if y /∈ C(d)2,k(k¯). In particular if C(k) 6= ∅, then
fd,y is a formal immersion at all points in C
(d)
k (k) if and only if k(Ck) contains no
non-constant functions of degree ≤ d.
Proof. Since the map L 7→ L(−y) induces an isomorphism PicdCk → J , we see
that fd,y is a formal immersion at y if and only if the canonical map C
(d)
k → PicdCk/k
is. The map C
(d)
k \C(d)2,k → PicdCk/k is an isomorphism onto its image, which proves
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the “if”-part. For the “only if”-part one just notices that if y ∈ C(d)2,k , then the
connected component of y of the fiber of fd,y above 0 = fd,y(y) contains a P1. The
tangent directions inside this P1 at y are all sent to 0 by fd,y, hence fd,y is not a
formal immersion. 
Let C be as in the above proposition, let x ∈ Ck be a closed point, k(x) be its
residue field and q ∈ ÔCk,x be a uniformizer. The completed local ring ÔCk,x is
isomorphic to k(x)[[q]], and if we have a global 1-form ω ∈ Ω1Ck/k(Ck), then we can
write its pullback to ÔCk ,x as fdq with f in ÔCk ,x, hence we can write:
ωOCk,x =
∞∑
n=1
anq
n−1dq, an ∈ k(x). (3)
The right hand side of the above formula is called the q-expansion of ω.
The map f1,x : Ck(x) → Jk(x) induces an isomorphism f ∗1,x : H0(Jk(x),Ω1) →
H0(Ck(x),Ω
1) and evaluation in zero gives an isomorphismH0(Jk(x),Ω
1)→ Cot0 Jk(x).
If ω′ ∈ Cot0 Jk(x) corresponds to ω ∈ H0(Ck(x),Ω1) under these isomorphisms then
we also say that
∑∞
n=1 anq
n−1dq is the q-expansion of ω′.
The following complete local rings are equal
Ô
C
(d)
k(x)
,dx
= k(x)[[q1, . . . , qd]]
Sd = k(x)[[σ1, . . . , σd]] (4)
where qi is the pullback of q along the i’th projection map πi : C
d
k(x) → Ck(x) and
σ1 := q1+ · · ·+qd up to σd := q1q2 · · · qd are the elementary symmetric polynomials
in q1 up to qd. Let dσi denote the image of dσi in Cotdx C
(d)
k(x), then dσ1 up to dσd
form a basis of Cotdx C
(d)
k(x). The following Lemma is due to Kamienny and can be
found implicitly for example in the proof of Proposition 3.1 of Kamienny [1992a].
Lemma 3.6. Let d be an integer, C, J and fd,dx : C
(d)
k(x) → Jk(x) be as in the setup
of Lemma 3.1 for x ∈ Ck a closed point. Let q be a uniformizer at x, qi, σi as
above and ω ∈ Cot0 Jk(x) an element with q-expansion
∑∞
n=1 anq
n−1dq. Then
d∑
n=1
(−1)n−1andσn = f ∗d,dxω ∈ Cotdx C(d)k(x)
Proof. Let p : Cdk(x) → C(d)k(x) denote the quotient map then fd,dx ◦p =
∑d
i=1 f1,x ◦πi
where πi : C
d
k(x) → Ck(x) denotes the i’th projection map. In particular,
(fd,dx ◦ p)∗(ω) =
∞∑
n=1
an
(
d∑
i=1
qn−1i dqi
)
.
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For a ring B consider the map of B[[σ1, . . . , σd]]-modules
DB :
d⊕
j=1
B[[σ1, . . . , σd]]dσj →
d⊕
i=1
B[[q1, . . . , qd]]dqi
given by dσj 7→
∑d
i=1
∂σj
∂qi
dqi. If we define sj :=
∑d
i=1 q
j
i for all integers j and
σj = 0 for all j > d, then Newton’s identities give
sn +
n−1∑
j=1
(−1)jσjsn−j = (−1)n−1nσn.
Applying d to this expression shows that
(−1)n−1dσn −
d∑
i=1
qn−1i dqi =
1
n
d
(
n−1∑
j=1
(−1)jσjsn−j
)
for B = Q. The right hand side is actually contained in
⊕n−1
j=1 Idσj where I ⊂
Z[[σ1, . . . , σd]] is the ideal generated σ1 up to σd. The proposition follows by base
changing DZ to Dk and quotienting out by
⊕d
j=1 Idσj . 
In the proposition below and its proof we identify C(d)(k) with the set of k-
rational effective divisors of degree d on C.
Proposition 3.7. Let y ∈ C(d)(k) be a point and write y = ∑mj=1 njyj with yj ∈
C(dj)(k¯) distinct and m,n1, . . . , nm ∈ N>0. Let qj be a uniformizer at yj, e be
a positive integer and ω1, · · · , ωe ∈ t∗(Cot0Ak¯) ⊆ Cot0 Jk¯. For 1 ≤ i ≤ e and
1 ≤ j ≤ m let a(ωi, qj, nj) := (a1(ωi), . . . , anj(ωi)) be the row vector of the first nj
coefficients of ωi’s qj-expansion.
Then t ◦ fd,y : C(d)k → Ak is a formal immersion at y if the matrix
A :=

a(ω1, q1, n1) a(ω1, q2, n2) · · · a(ω1, q1, nm)
a(ω2, q1, n1) a(ω2, q2, n2) · · · a(ω2, q1, nm)
...
...
. . .
...
a(ωe, q1, n1) a(ωe, q2, n2) · · · a(ωe, q1, nm)
 (5)
has rank d. If ω1, · · · , ωe generate t∗(Cot0Ak¯), then the previous statement even
becomes an equivalence.
Proof. The natural map
∏m
j=1C
(nj)
k¯
→ C(d)
k¯
is e´tale at (n1y1, n2y2, . . . , nmym),
hence we get an isomorphism of cotangent spaces
Coty C
(d)
k¯
∼=
m⊕
j=1
Cotdjyj C
(dj)
k¯
.
For j from 1 up to m and 1 ≤ i ≤ nj let σj,i be the symmetric functions associated
to qj as in (4). The elements (−1)i−1dσj,i with 1 ≤ j ≤ m and 1 ≤ i ≤ nj form a
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basis of Coty C
(d)
k¯
under this isomorphism. The corollary follows since if 1 ≤ h ≤ e
is an integer then the h’th row of A is just f ∗d,y(ωh) with respect to this basis. 
3.1. Comparison with Sikseks symmetric power Chabauty. If one takes
R = Zℓ with ℓ > maxi(ni) then the matrix A in Theorem 1 of Siksek [2009] is ob-
tained by dividing the columns of the matrix A above by certain column dependent
integers ≤ maxi(ni). Actually, there is a huge overlap between Theorem 1 of Siksek
[2009] and the result one gets when combining Lemma 3.1 and Proposition 3.7.
Our version has the advantage that one doesn’t have the condition ℓ > maxi(ni).
The reason is that the formal immersion criterion does not introduce denominators
in the matrix A, while the p-adic logarithm in Siksek’s Chabauty approach does
introduce them. Theorem 1 of Siksek [2009] has the advantage that one has more
freedom in the choice of the one-forms ωi. For example, our version is useless if J is
simple and has rank r > 0, while Siksek’s version is still applicable in cases where
r + d ≤ g where g is the genus of C. The main reason for not using the results
of Siksek [2009] is that we really want to take ℓ = 2, since usually the number of
points on C(d)(Fℓ) is the smallest for ℓ = 2. This has the advantage that we need
to check the formal immersion condition (2) of Lemma 3.1 for fewer points, and it
also reduces the number of points in C(d)(Fℓ) that do not come from C(d)(Q).
One might try to mitigate the problems occuring for example when J is simple
and of postitive rank by using formal groups. To be precise let ĴZℓ be the comple-
tion of JZℓ along the zero section. The entire strategy outlined in this section also
works if one replaces t by a map t : ĴZℓ → G where G is a formal group over Zℓ and
t a morphism of formal groups whose coefficients lie Zℓ. Every map t : JZℓ → AZℓ
of abelian varieties gives rise to a map of formal groups t̂ : ĴZℓ → ÂZℓ . A natural
question to ask related to how much one can gain by using formal groups is wether
one has that the image of Hom(JZℓ , AZℓ) → Hom(ĴZℓ , ÂZℓ) is dense. If J and
A are both geometrically simple of the same dimension and one instead studies
Hom(J,A) → Hom(Ĵ , Â) where this time we consider the completions along the
zero section over Z then Theorem 1.1 of Graftieaux [2001] states that at least
Hom(J,A) and Hom(Ĵ , Â) have the same image in Hom(Tan0(J),Tan0(A)) sug-
gesting that in order to find interesting extra possibilities for t one should really
work ℓ-adically instead of over Z.
4. The winding quotient
The entire strategy in the previous section depends on the existence of a map
t : J → A of Abelian varieties whose image contains only finitely many rational
points as in Proposition 3.4. The main goal of this section is to explicitly describe
a quotient of J that has only finitely many rational points in the case that C is a
modular curve.
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In this section we will let N be an integer and H ⊆ (Z/NZ)∗ a subgroup. The
curveXH over Z[1/N ] is defined to be the quotient curveX1(N)/H where (Z/NZ)∗
acts as the diamond operators. Taking H = 1 gives X1(N) and H = (Z/NZ)∗
gives X0(N).
Integration gives a map
H1(XH(C), XH \ YH ;Z)→ HomC(H0(XH(C),Ω1),C) ∼= H1(XH(C),R).
By a theorem of Manin and Drinfeld the image of this map is contained in
H1(XH(C),Q). Let {0,∞} ∈ H1(XH(C), XH \ YH ;Z) be the element coming
from a path from 0 to i∞ in the complex upper half plane.
Definition 4.1. The element e := ω 7→ ∫
{0,∞}
ω ∈ H1(XH(C),Q) is called the
winding element and the corresponding ideal Ae := Ann(e) ⊆ T, consisting of the
elements annihilating e, is called the winding ideal. The quotient JeH := JH/AeJH
is called the winding quotient.
One can also define Xµ,H to be the quotient of Xµ(N) by H . The winding
element and the winding quotient can be defined in the same way, and the latter
will be denoted by Jeµ,H . The isomorphism
WN : Xµ(N)→ X1(N) (6)
sending (E, f : µN → E[N ]) to (E/ im(f), f∨ : Z/NZ → E[N ]/ im(f)) is defined
over Z[1/N ]. It interchanges the cusps 0 and ∞ and commutes with taking the
quotient by H . This isomorphism sends the winding ideal of Xµ,H to the winding
ideal of XH and hence we get an isomorphism J
e
µ,H
∼= JeH .
The essential property of the winding quotient is that its group of rational points
is finite.
Theorem 4.2. The ranks of JeH(Q) and J
e
µ,H(Q) are 0 .
Merel in [Merel, 1996, §1] was the first one to introduce the winding quotient
for J0(p) with p prime, where he also proves that its rank is finite using a result
from Kolyvagin and Logache¨v [1989]. This result states that an abelian variety A
over Q that is a quotient of J0(N)Q has Mordel-Weil rank 0 if its analytic rank is
zero. Parent in [Parent, 1999, §3.8] generalized Merels statement it to composite
numbers N . The result of Kolyvagin and Logache¨v was generalized by Kato [Kato,
2004, Cor. 14.3] to abelian varieties that are a quotient of J1(N)Q. In both Parent
[2000] and Parent [2003] it is mentioned that the theorem follows from using Kato’s
generalization. Here is a short sketch how to deduce the finiteness of the winding
quotient form the work of Kato, where we closely follow the arguments of [Parent,
1999, §3.8].
Proof. Because JeH is a quotient of J
e
1 (N) and J
e
H
∼= Jeµ,H , it suffices to show the
theorem for Je1 (N).
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The Hecke algebra TQ viewed as subalgebra of the endomorphism ring of S2(Γ1(N))Q
can be written as
TQ := Rf1 × Rf2 . . .× Rfk
where the fi range over all Galois orbits of newforms for Γ1 of level Mi dividing
N and Rfi is the restriction of TQ to the subspace Efi of S2(Γ1(N))Q consisting of
all elements that can be written as Q-linear combinations of the Galois conjugates
of Bd(g) with g ∈ fi and d | N/Mi and Bd : X1(N) → X1(M) the degeneracy
maps [Parent, 1999, Thm. 3.5]. Now let M be an integer that divides N and d
an integer dividing N/M . The degeneracy map Bd : X1(N) → X1(M) gives rise
to B∗d : J1(M)Q → J1(N)Q and we can define
J1(N)
new
Q := J1(N)Q/
∑
M |N,M 6=N,d|N/M
imB∗d.
And we can use the maps Bd,∗ : J1(N)Q → J1(M)Q to define a map of abelian
varieties
Φ: J1(N)Q →
⊕
M |N
⊕
d|N/M
J1(M)
new
Q .
Now the identification
S2(Γ1(N))C ∼= H0(X1(N)C,Ω1) ∼= H0(J1(N)C,Ω1) ∼= Cot0(J1(N)C)
together with the isomorphism ⊕M |N ⊕d|N/M S2(Γ1(M))newC → S2(Γ1(N))C shows
that ΦC is an isogeny, so Φ is one also. We also have an isogeny J1(M)
new → ⊕Jf
where f runs over the Galois orbits of newforms in S2(Γ1(M)) and Jf is the abelian
variety attached to such a Galois orbit. Combining these isogenies with Φ we get
an isogeny
J1(N)Q →
⊕
i
⊕
d|N/Mi
Jfi,Q.
where the fi range over all Galois orbits of newforms for Γ1 of level Mi dividing
N . Define Rfi as ⊕j 6=iRfj , with this definition the product ⊕d|N/MiJfi,Q will be
isogenous to J1(N)Q/R
fiJ1(N)Q.
Now Parent shows that if the integration pairing 〈e, fi〉 is non-zero, then Ae,Q∩
Rfi = 0 and conversely that if 〈e, fi〉 = 0, then Ae,Q ∩ Rfi = Rfi . Now since
L(fi, 1) = 2π〈e, fi〉 we can write
Ae,Q =
⊕
i:L(fi,1)=0
Rfi.
Combining this with the previous discussion we get an isogeny
Je1 (N)→
⊕
i:L(fi,1)6=0
Je1 (N)/R
fiJe1 (N)→
⊕
i:L(fi,1)6=0
⊕d|N/MiJfi,Q
where the latter product has rank 0 by Kato’s theorem. 
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5. The conditions of 3.3 for Xµ(N)→ Xµ,H .
Let p be a prime. In order to determine X1(p)
(d)(Q), or equivalently Xµ(p)(d)(Q)
by using the isomorphism Wp defined in (6), we will apply Theorem 3.3 to the
quotient map f : Xµ(p) → Xµ,H where H ⊆ (Z/pZ)∗ is some subgroup such that
we manage to verify all conditions. Much of the strategy also works if one drops
the assumption that p is a prime.
5.1. Condition 1: Using the winding quotient. Let N be an integer, ℓ ∤ N
a prime and H ⊆ (Z/NZ)∗ a subgroup. Then we can use Theorem 4.2 and
Proposition 3.4 to construct a t : Jµ,H → A for some Abelian variety A such that
(1) of Theorem 3.3 holds, i.e. such that t(J1µ,H(Z(ℓ))) = 0 where J
1
µ,H(Z(ℓ)) is the
kernel of reduction. One way to do this is the following:
Proposition 5.1. Let ℓ > 2 be a prime coprime to N , then condition (1) of
Theorem 3.3 is satisfied with R = Z(ℓ) for the quotient map t : Jµ,H → Jeµ,H .
This proposition will not be used in this text, but it is stated since it allows for
comparison with other approaches of determining or bounding S(d).
The proposition above is used for J0(p) with p prime and an ℓ that depends
on p in the argument of Merel [1996], and is used for J0(p
n) for ℓ = 3 or 5 in
the argument of Parent [1999]. It was used by Oesterle´ with ℓ = 3 to prove his
exponential bound (3d/2 + 1)2, although it is only implicitly used in the Appendix
since the part of Oesterle´’s argument that uses it is replaced by a citation to Parent
[1999]. The need for ℓ > 2 is also the reason for the occurrence of 3 and not 2 as
the base for the exponent in Oesterle´’s bound.
The set Xµ(N)
(d)(Fℓ) tends to have fewer elements for smaller ℓ so one would
like to use ℓ = 2 if 2 ∤ N in view of applying Lemma 3.1. However, there are
two difficulties that arise when doing so. The first one is that it is not necessarily
true that the Jµ,H(Q)tors injects into Jµ,H(F2). The second difficulty arises when
determining which elements in Cot0 (Jµ,H)Fl come from Cot0 (J
e
µ,H)Fl as needed for
Proposition 3.7. This is because the exact sequence that relates Cot0 (Jµ,H)Fl to
Cot0 (J
e
µ,H)Fl for ℓ > 2 is not necessarily exact for ℓ = 2. In Parent [2000] there
is already a way of dealing with these difficulties when using Xµ(N). His solution
is to take t1 : Jµ(N) → Jµ(N) to be a Hecke operator that factors via Jeµ and
t2 : Jµ(N)→ Jµ(N) such that it kills all the two torsion in J1µ(N)(Z(2)) and apply
Proposition 3.4.
The operator t2 as needed for Proposition 3.4 can be obtained using the following
proposition.
Proposition 5.2. Let q ∤ N be a prime, then (Tq − 〈q〉 − q)(Q) = 0for all Q ∈
Jµ,H(Q)tors of order coprime to q.2
2This is slightly different from [Parent, 2000, prop. 1.8], in that proposition it should also
read aq := Tq−〈q〉− q. The mistake in that paper comes from Parent using the Eichler-Shimura
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Proof. Let Q ∈ Jµ,H(Q) be torsion of order coprime to q, then (Tq − 〈q〉 − q)(Q)
is also a point of order coprime to q. Now let QFq ∈ JH(p)Fq(Fq) be its spe-
cialisation and let Frobq be the Frobenius on JH(p)Fq and Verq its dual (ver-
schiebung). Then we have the Eichler-Shimura relation Tq,Fq = 〈q〉Frobq +Verq
see [Diamond and Im, 1995, p. 87] and Verq ◦Frobq = q in EndFq(JH(p)Fq). So
Tq,Fq(QFq) = 〈q〉Frobq(QFq) + Verq(QFq) = 〈q〉QFq + qQFq
giving (Tq,Fq −〈q〉− q)(QFq) = 0. Since specializing a point on a group scheme can
only change its order by a power of the characteristic of the residue field we see
that the order of (Tq − 〈q〉 − q)(Q) must be a power of q, and coprime to q at the
same time hence (Tq − 〈q〉 − q)(Q) = 0. 
What we need now is to find a way to find a Hecke operator t1 as in Proposi-
tion 3.4. Now suppose t1 ∈ T is such that t1Ae = 0, then t1 is a Hecke operator
such that t1 : Jµ,H → Jµ,H factors via Jeµ,H . Lemma 1.9 of Parent [1999] already
gives a way of finding such Hecke operators for Jµ as soon as we have found an el-
ement t that generates the Hecke algebra T1(N)Q. If N is a prime, then the Hecke
algebra T1(N)Q is of prime level and weight 2, so it is a product of number fields.
In particular we know that such a t exists. By just trying “random” elements we
should probably find such a t reasonably fast. However if N is composite, this is
not necessarily true. And even in the prime case, testing whether t is a genera-
tor is a computationally expensive task, so we don’t want to try many different
t’s. Therefore we generalize his Lemma slightly so that we don’t need t to be a
generator.
Proposition 5.3. Let t ∈ TΓH be an element and let P (X) =
∏n
i=1 Pi(X)
ei be its
factorized characteristic polynomial when viewing t as an element of EndS2(ΓH)Q.
Define
I := {i ∈ {1, . . . , n} | (P/Pi)(t)e = 0 or ei > 1}
then t1(t) :=
∏
i∈I P
ei
i (t) is such that t1Ae = 0.
Proof. We have already seen that the Hecke algebra TΓH ,Q viewed as subalgebra
of the endomorphism ring of S2(ΓH)Q can be written as
TΓH ,Q := Rf1 × Rf2 . . .×Rfk
where the fi range over all Galois orbits of newforms for ΓH of level Mi dividing N
and the Rfi are the restriction of TΓH ,Q to certain subspaces Efi of S2(ΓΓH ,Q)Q. And
we have also seen that Ae,Q = ⊕i:L(fi,1)=0Rfi . Now define Ee := ⊕i:L(fi,1)=0Efi and
E⊥e := ⊕i:L(fi,1)6=0Efi then S2(ΓH)Q = Ee ⊕ E⊥e and Ae,Q :=
{
t′ ∈ TQ | t′|E⊥e = 0
}
,j
so in particular t1Ae,Q = 0 if t1|Ee = 0. So it suffices to show that t1|Efi = 0 for all
i such that L(fi, 1) = 0. Now all Ei are contained in some generalized eigenspace
relation for X1(N) while in his article he is working with Xµ(N), although he denotes our
Xµ(N) by X1(N). For more details on the Eichler-Shimura relations on Xµ(N) and X1(N) see
[Diamond and Im, 1995, p. 87]
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corresponding to the factor P
eji
ji
for some ji depending on i. Now for the i such
that eji > 1 we have P
eji
ji
(t)|Efi = 0 so t1|Efi = 0. For the other i we have eji = 1
and in particular Efi = kerPji(t) so that we have P/Pji(t) ∈ Ri, now L(fi, 1) = 0
implies P/Pji(t)e = 0 hence ji ∈ I and hence t1|Efi = t1|kerPji (t) = 0 
If N is composite then one can get away with a smaller set than I in the previous
proposition, because then not all the terms with ei > 1 are needed. On can see
which ones are not needed by studying the action of t on the space of newforms of
Γ1(M)ΓH for all M | N . But this is not necessary for our application.
5.2. Condition 2: Kamienny’s criterion. Let N be an integer and H ⊆
(Z/NZ)∗ a subgroup, denote by S∞ ⊆ Xµ,H(Q) the set of cusps that map to
the cusp ∞ under the map Xµ,H → X0(N). On has that there are exactly
φ(N)/# {±H} elements in S∞, where φ is Euler’s totient function. Actually
(Z/NZ)∗/ {±H} acts transitively and freely on them. Define
S(d)∞ := π(S
d
∞) ⊆ X(d)µ,H(Q), (7)
where π : Xdµ,H → X(d)µ,H is the quotient map. Then we want to be able to check
whether condition (2) of Theorem 3.3 holds for S = S
(d)
∞ . In order to do this we
make the following definition.
Definition 5.4. Let d be an integer, n0 ≥ n1 ≥ . . . ≥ ni ≥ 1 a sequence of
integers that sum to d and c0, . . . , ci pairwise distinct cusps in Xµ,H that lie above
∞ ∈ X0(N), then we call n0c0+ . . .+nici an ordered sum ∞-cusps (of degree
d).
It is clear that every element of S
(d)
∞ can be written as an ordered sum of ∞-
cusps.
Remark. If Xµ,H = X0(p), then there is only one ordered sum of∞-cusps of degree
d, namely d∞. So in this case condition (2) is the easiest to verify.
The proposition we will use to verify (2) of Theorem 3.3 is the following variant
of Kamienny’s Criterion, which is a slight generalization of the variant [Parent,
2000, Prop. 2.8].
Proposition 5.5 (Kamienny’s Criterion). Let ℓ ∤ N be a prime, c = n1c1 + . . .+
nmcm be an ordered sum of ∞-cusps of Xµ,H of degree d. Let 〈d1〉, . . . , 〈dm〉 ∈
(Z/NZ)∗/ {±H} be the diamond operators such that ∞ = 〈dj〉cj, where this time
∞ is the cusp of Xµ,H corresponding to ∞ ∈ P1(Q). Let fd,c : X(d)µ,H → Jµ,H as in
Eq. (2), let t ∈ TΓH and view t as a map Jµ,H → Jµ,H , then t ◦ fd,c : is a formal
immersion at cFℓ if and only if the d Hecke operators
(Ti〈dj〉t)j∈1,...,m
i∈1,...,nj
(8)
are Fℓ-linearly independent in TΓH ⊗ Fℓ.
TORSION POINTS ON ELLIPTIC CURVES 17
Specializing to the case Xµ,H = X0(N), where S
(d)
∞ = {d∞}, the condition in
Eq. (8) becomes: The map t ◦ fd,d∞ is a formal immersion at d∞Fℓ if and only if
the d Hecke operators
T1t, T2t, . . . , Tdt (9)
are Fℓ-linearly independent in TΓ0(N) ⊗ Fℓ.
Proof of Proposition 5.5. We have k(t ◦ fd,c(cFℓ)) = k(0Fℓ) = Fl = k(cFℓ) so we
only need to check that the linear independence criterion is equivalent to
(t ◦ fd,c)∗ : Cot0Fℓ Jµ,H → CotcFℓ X
(d)
µ,H
being surjective.
Let Eq/Z[1/N ][[q]] be the Tate curve. It has a canonical µN,Z[1/N ][[q]] embedding
α coming from the unifomization map. The pair (Eq, α) gives a formal coordinate
at the cusp ∞ of Xµ(N)Z[1/N ] and since Xµ(N) → Xµ,H is unramified at ∞. it
also gives a formal coordinate on Xµ,H at ∞. An element ω ∈ H0(Xµ,H,Z[1/N ],Ω1)
with q-expansion
∑∞
i=1 aiq
i−1dq is sent to the cusp form fω :=
∑∞
i=1 aiq
i under
the isomorphism H0(Xµ,H,Z[1/N ],Ω
1) ∼= S2(ΓH ,Z[1/N ]). Let qj = 〈dj〉∗q, then qj is
a formal coordinate at cj . And the qj-expansion of ω at cj is 〈dj〉fdqj/qj. This
shows that the a(ω, qj, nj) defined as in Proposition 3.7 is given by
a(ω, qj, nj) = a1(〈dj〉fω), a2(〈dj〉fω), . . . , anj (〈dj〉fω).
The q-expansion of t∗ω is tfω, now let ω1, · · · , ωg be generators ofH0(Xµ,H,Z[1/N ],Ω1),
then t∗ω1, · · · , t∗ωg generate t∗H0(Xµ,H,Z[1/N ],Ω1). In particular, using Proposi-
tion 3.7 we see that t∗fd,c is a formal immersion at cFℓ if and only if the matrix
A :=

a(t∗ω1, q1, n1) a(t
∗ω1, q2, n2) · · · a(t∗ω1, q1, nm)
a(t∗ω2, q1, n1) a(t
∗ω2, q2, n2) · · · a(t∗ω2, q1, nm)
...
...
. . .
...
a(t∗ωg, q1, n1) a(t
∗ωg, q2, n2) · · · a(t∗ωg, q1, nm)
 (10)
has rank d over Fℓ.
Now by formula (5.13) of Diamond and Shurman [2005] we have for an integer
1 ≤ n ≤ nj that a(t∗ωi, qj , nj)n = an(〈dj〉tfωi) = a1(Tn〈dj〉tfωi). Using the isomor-
phism TΓH/ℓTΓH → Hom(S2(ΓH ,Fℓ),Fℓ) [Diamond and Im, 1995, Prop. 12.4.13]
3 given by T 7→ (f 7→ a1(Tf)) we see that for all 1 ≤ i ≤ g and n ≤ nj we can
replace the column of A that contains the elements a(t∗ωi, qj , nj)n by Tn〈dj〉t. 
3There they show it only for ΓH = Γ0(N) or ΓH = Γ1(N), however the statement for ΓH
follows from the statement for Γ1(N), because S2(ΓH ,Z) = S2(Γ1(N),Z)ΓH/Γ1(N) and TΓH =
TΓ1(N)|S2(ΓH ,Z).
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5.2.1. Speeding up the testing of Kamienny’s criterion for Xµ,H . As we have al-
ready seen, Kamienny’s criterion for Xµ(N) requires the testing of a lot of linear
independence relations, while Kamienny’s criterion forX0(N) requires testing only
one linear independence relation. To be more specific about what we mean by “a
lot”, suppose that d is the degree and p = N the the prime for which we want
to check Kamienny’s criterion for Xµ(p) and we only consider the ordered sums
of ∞-cusps n1c1 + · · · + nici where the multiplicities n1, . . . , ni are all equal to 1
(hence i = d) then there are already
(
(p−3)/2
d−1
)
different linear independencies we
need to verify. So when doing actual computations using a computer, we rather
use X0(p) instead of Xµ(p) whenever possible. While doing the explicit compu-
tations, it turned out that the X0(p) version of the criterion sometimes fails for
primes which are too big to make it practical to just try the Xµ(p) criterion for all
possible ordered cusp sums. For example, we were unable to find t1 and t2 such
that the X0(p) version of the criterion was satisfied for d = 7 and p = 193. In
this case the Xµ(p) version would require verifying more than 869 million linear
independencies and the matrices involved are 1457 by 1457. But luckily we can do
something smarter.
We again restrict our attention to the ordered sums of∞-cusps n1c1+ · · ·+nici
where the multiplicities n1, . . . , ni are all equal to 1 and hence d = i. Checking
Kamienny’s criterion for all these sums of cusps comes down to checking whether
〈d1〉t, . . . , 〈di〉t are linearly independent for each set of pairwise distinct diamond
operators 〈d1〉, . . . , 〈di〉 where the first one is the identity. However, equivalently
we can also check that all linear dependencies over Fl between the Hecke operators
〈1〉t, . . . , 〈(p− 1)/2〉t involve at least d+1 nonzero coefficients. It turned out that
the dimension of this space of linear dependencies was often zero or of very low
dimension, so it takes no time at all to use a brute force approach and just calculate
the number of nonzero coefficients of all linear dependencies. The following lemma
generalizes this example to the case where the n1, . . . , ni are not necessarily equal
to 1. This trick makes it more feasible to check the Xµ(N) version of the criterion
on the computer.
Lemma 5.6. Let ℓ ∤ N be a prime, d be an integer and t ∈ TΓH and let D ⊂ Z
be a set of representatives of (Z/NZ)∗/ {±H} such that 1 ∈ D. Define for all
integers r with ⌊d
2
⌋ ≤ r ≤ d the following set
Dr := {(1, i) | d− r < i ≤ r} ∪ {(k, i) | 1 ≤ i ≤ d− r, k ∈ D} .
Suppose that for all r with ⌊d
2
⌋ ≤ r ≤ d there is no Fℓ linear dependence among
d of the elements (Ti〈k〉t)(k,i)∈Dr in TΓH/ℓTΓH . Then t ◦ fd,c : X
(d)
µ,H → Jµ,H is a
formal immersion at cFℓ for all ordered sums of ∞-cusps c := n1c1 + · · · + nmcm
of degree d.
Proof. Suppose for contradiction that there is an ordered sum of ∞-cusps c :=
n1c1 + · · ·+ nmcm of degree d such that t ◦ fd,c is not a formal immersion at cFℓ.
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Write c1 = 〈dj〉cj with dj ∈ D for 1 ≤ j ≤ m then by 5.5 we see that the d vectors
(Ti〈k〉t)((k,i)∈S) , S := {(dj, i) | 1 ≤ j ≤ m, 1 ≤ i ≤ nj}
are Fl-linearly dependent in TΓH ⊗ Fl. We know that
min(n1, d− n1) ≥ n2 ≥ n3 ≥ . . . ≥ nm.
So if n1 ≥ ⌊d2⌋ then S ⊆ Dn1 and if n1 ≤ ⌊d2⌋ then S ⊆ Dd−n1 so both cases lead
to a contradiction. 
5.2.2. Testing the criterion. Using a computer program written in Sage we first
tested the criterion for X0(p). The program and the output generated by it will
be available at http://www.arxiv.org. The results of testing the criterion are
summarised in the following propositions.
Proposition 5.7. If p = 131, 139, 149, 151, 167, 173, 179, 181, 191 or p is a prime
with 193 < p ≤ 2281 then there are t1, t2 ∈ TΓ0(p) as in Proposition 3.4 with C =
X0(p) and J = A = J0(p) such that T1t1t2, . . . , T7t1t2 are F2-linearly independent
in TΓ0(p) ⊗ F2.
Proof. The computer tested the criterion for all 17 ≤ p ≤ 2281 using different
choices of t1 and t2. The t1 that were tried are t1 = t1(t) as in Proposition 5.3,
using t = T2, . . . , T60, and the t2 that were tried are t2 = Tq − q − 1 for all primes
2 < q < 20 with q 6= p. For all primes mentioned above the computer found at
least one pair t1, t2 such that the linear independence holds. The total time used
was about 2 hours4 when checking the criterion for about 8 primes in parallel so
it could be used to check the criterion for larger d and p. 
Testing the fast version of the criterion for Xµ(p) gives the following proposition:
Proposition 5.8. For all pairs (p, d) with p a prime p ≤ 193 and 3 ≤ d ≤ 7 not
satisfying any of the following conditions:
• d = 3 and p ∈ Primes(17)
• (d = 4 or d = 5) and p ∈ Primes(19) ∪ {29}
• (d = 6 or d = 7) and p ∈ Primes(37)
there are t1, t2 ∈ TΓ1(p) as in Proposition 3.4 with C = Xµ(p) and J = A = Jµ(p)
such that for t = t1t2 the Dr as in lemma 5.6 do not contain a subset of size d
which is linearly dependent over F2.
Proof. This was again verified using the computer. This time the t1, t2 that were
tried are t1 = t1(t) for t = T2, . . . , T20 and t2 = Tq−q−〈q〉 for the primes 2 < q < 20
only trying new choices of t1 and t2 if no successful pair combination of t1 and t2
had been found yet. The most time was spent on the case p = 193 which took
about 14 hours,4even though only one combination of t1 and t2 was tried since
t1 = t1(T2) and t2 = T3 − 3− 〈3〉 already gave the desired result. 
4This is not a very precise timing and is meant for indicative purposes only.
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5.3. Condition 3: Study of X1(p)
(d)(F2). For a prime p > 7 we know from
Mazur [1977] that Y1(p)(Q) = ∅ and hence that X1(p)(Q) consists of (p − 1)/2
cusps that map to the cusp 0 on X0(p). Let S0 ⊆ X1(p)(Q) be the set of these
(p− 1)/2 cusps mapping to 0 on X0(p), and define
S
(d)
0 := π(S
d
0) ⊆ X1(p)(d)(Q) (11)
where π : X1(p)
d → X1(p)(d) is the quotient map. Then S(d)0 = W (d)p (S(d)∞ ). We
would like to verify condition (3) of Theorem 3.2 with S = S
(d)
∞ and C = Xµ(p)
when taking R = Z(ℓ), or condition (3) of Theorem 3.3 with C = Xµ(p), D =
X0(p), S = S
(d)
∞ and T = {d∞}. However since the moduli interpretation of X1(p)
is easier than that of Xµ(p), we instead applyW
(d)
p so that we verify it for S = S
(d)
0
and C = X1(p) instead. One situation in which condition (3) of Theorem 3.3 is
trivially satisfied is if S = S
(d)
0 , X1(p)
(d)(Fℓ) = redFℓ(S) and T = f
(d)(S). For this
it is useful to know X1(p)
(d)(Fℓ). Let y ∈ X1(p)(d)(Fℓ), then y can be written as∑m
i=1 eiy
(fi)
i with m, ei, fi ∈ N≥0 and yi ∈ X1(p)(Fℓfi ) such that each of the yi does
not come from a subfield of Fℓfi and such that all the y
(fj)
i are distinct.
Theorem 5.9. [Waterhouse, 1969, Thm 4.1] Let p, ℓ be distinct primes and d be
an integer then
Y1(p)(Fℓd) = ∅
if and only if the following 5 statements are true
(1) p does not divide any integer n such that both |n − ℓd − 1| < 2ℓd/2 and
gcd(n− 1, ℓ) = 1.
(2) If d is even then p ∤ ℓd + 1± 2ℓd/2.
(3) If d is even and l 6≡ 1 mod 3 then p ∤ ℓd + 1± ℓd/2.
(4) If d is odd and ℓ = 2 or 3 then p ∤ ℓd + 1± ℓ(d+1)/2.
(5) If d is odd or l 6≡ 1 mod 4 then p ∤ ℓd + 1.
moreover if (1) is false, then all points in Y1(p)(Fℓd) are supersingular.
The theorem as stated above only follows from [Waterhouse, 1969, Thm 4.1] for
p ≥ 5 since for those primes the moduli problem for Y1(p) is representable over
Z[1/p], but one easily verifies that Y1(p)(Fℓd) 6= ∅ and that statement 1 is false for
p = 2 or 3.
If we again assume that p ≥ 5 then X1(p)(Q) contains not only the (p − 1)/2
cusps defined over Q, but also the (p− 1)/2 cusps defined over the real subfield of
Q(ζp). The reductions of these (p − 1)/2 non-rational cusps mod ℓ are definable
over Fℓd if and only if p | ℓd−1 or p | ℓd+1. In particular, the above theorem implies
thatX1(p)(Fℓd′ ) = X1(p)(Fℓ) = redkX1(p)(Q) holds for all d
′ ≤ d if p > (ℓd/2 + 1)2.
Specializing to the case ℓ = 2 and 3 ≤ d ≤ 7 one can with a small computation
for the primes p < (2d/2 + 1)2 show the following:
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Proposition 5.10. Let 3 ≤ d ≤ 7 be an integer and p be a prime such that
p ≥ 11 and p 6= 13, if d = 3,
p ≥ 19, if d = 4,
p ≥ 23 and p 6= 31, 41, if d = 5,
p ≥ 23 and p 6= 29, 31, 37, 41, 73, if d = 6, and
p = 47, 53 or (p ≥ 79 and p 6= 113, 127), if d = 7.
then
X1(p)(F2d′ ) = X1(p)(F2) = redF2(X1(p)(Q)) = redF2(S0)
for all d′ ≤ d.
Corollary 5.11. If one takes p, d as in the above proposition and one lets S
(d)
0 as
in Eq. (11), then
X1(p)
(d)(F2) = redF2(S
(d)
0 )
and hence condition (3) of Theorem 3.2 holds for C = X1(p), S = S
(d)
0 and
R = Z(2). Additionally condition (3) of Theorem 3.3 holds for C = X1(p), D =
X0(p), S = S
(d)
0 , T = {d0} and R = Z(2). By applying the Atkin-Lehner op-
erator Wp : X1(p) → Xµ(p) condition (3) of Theorems 3.2 and 3.3 hold for
C = Xµ(p),D = X0(p),S = S
(d)
∞ , T = {d∞} and R = Z(2), where S(d)∞ is as in
Eq. (7).
6. Proof of Theorem 1.1
Proposition 6.1. Let d ≤ 7 be an integer. If S(d) ⊆ Primes(2281), then S(d) ⊆
Primes(193).
Proof. It suffices to show that if d ≤ 7 and 193 < p ≤ 2281 is a prime, then
p /∈ S(d). This is done by applyingTheorem 3.3 with C = Xµ(p), D = X0(p), S =
S
(d)
∞ , T = {d∞} and R = Z(2). By Propositions 3.4, 5.5 and 5.7 we see that there
exists a t such that conditions (1) and (2) are satisfied. By Corollary 5.11 we see
that condition (3) is satisfied so we can indeed apply Theorem 3.3. It follows that
S
(d)
∞ = Xµ(p)
(d)(Q), showing that the only points in Xµ(p) defined over a number
field of degree ≤ d are cusps and hence p /∈ S(d). 
Proposition 6.2. If S(d) ⊆ Primes(193) for all d ≤ 7 then
S(3) ⊆ Primes (17),
S(4) ⊆ Primes (17) ∪ {29} ,
S(5) ⊆ Primes (19) ∪ {29, 31, 41} ,
S(6) ⊆ Primes (19) ∪ {29, 31, 37, 41, 73} and
S(7) ⊆ Primes (43) ∪ {59, 61, 67, 71, 73, 113, 127} .
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Proof. This is proven almost the same as Proposition 6.1, with the difference that
this time one has to use Theorem 3.2 instead of Theorem 3.3, with C and S still
Xµ(p) and S
(d)
∞ . Also Propositions 5.5 and 5.7 have to be replaced by Lemma 5.6
and Proposition 5.8. 
So in order to prove Theorem 1.1 it remains to deal with the primes 17, 29, 31, 41
and 73.
6.1. Proof of Theorem 1.1 for p = 17, 29, 31 or 41. We quote [Conrad et al.,
2003, Prop. 6.2.1.] in an equivalent formulation using that J1(p) ∼= Jµ(p) and
adding some more information from Section 6.2 in loc.cit.
Proposition 6.3. The primes p such that Jµ(p) has rank zero are the primes
p ≤ 31 and 41, 47, 59, and 71.
For all of these, except possibly p = 29, the Mordell-Weil group is generated by
differences of rational cusps, and for all except p = 17, 29, 31 and 41, the order of
J1(p)(Q) is odd.
We can add to this the following new result.
Theorem 6.4. The group J1(29)(Q) is generated by differences of rational cusps.
Proof. Instead of proving this statement for J1(29) we will prove it for Jµ(29).
This suffices because X1(N) and Xµ(N) are isomorphic over Q by an isomorphism
that sends cusps to cusps. This allows us to use the description for the action of
Galois on the cusps of Xµ(N) described in Stevens [1982]. It is already known
that Jµ(29)(Q)[p∞] is generated by differences of rational cusps for all p 6= 2 prime
(see the discussion after Conjecuture 6.2.2 of Conrad et al. [2003]). So it suffices
to prove that Jµ(29)(Q)[2∞] is generated by the rational cusps.
Let q 6= 2, 29 be a prime, then Proposition 5.2 implies that
Jµ(29)(Q)[2
∞] ⊆ Jµ(29)(Q)[2∞, Tq − 〈q〉 − q].
Let τ : Jµ(29)(Q)→ Jµ(29)(Q) be complex conjugation, then also
Jµ(29)(Q)[2
∞] ⊆ Jµ(29)(Q)[2∞, τ − 1].
Using the isomorphism Jµ(29)(Q)[2∞] ∼= lim−→ 2
−iH1(Xµ(29),Z)/H1(Xµ(29),Z) it
is possible to compute the kernels of τ − 1 and Tq − 〈q〉 − q seen as maps on
Jµ(29)(Q)[2∞] purely in terms of modular symbols. Let
M := Jµ(29)(Q)[2
∞, T5 − 〈5〉 − 5, τ − 1]
then a Sage computation shows that M ∼= (Z/4Z)6. Let C ⊆ Jµ(29)(Q(ζ29))
be the subgroup generated by all cusps: using a Sage computation we showed
M = C[2∞]. Using the explicit description of the action of G := Gal(Q(ζ29)/Q)
on the cusps in Stevens [1982] we verified that C[2∞]G = Jµ(29)(Q)[2∞] is indeed
generated by the differences of rational cusps. 
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This shows that for all primes p such that J1(p)(Q) is finite, the latter group is
generated by differences of rational cusps. Now if J1(p)(Q) is finite and J1(p)(Q)[2] →֒
J1(p)(F2) then condition (1) of Theorem 3.2 is satisfied for t = IdJ1(p). For the
primes p = 3, 5, 7, 11, 13, 19, 23, 47, 59 and 71, J1(p)(Q)[2] →֒ J1(p)(F2) is trivially
satisfied, since the group has odd order. Ironically the primes of Proposition 6.3
missing from this sequence are exactly the primes we are interested in.
Proposition 6.5. For p = 17, 29, 31 or 41 one has J1(p)(Q)[2] →֒ J1(p)(F2), and
hence condition (1) of Theorem 3.2 is satisfied for t = IdJ1(p).
Proof. We know that J1(p)(Q) is generated by differences of rational cusps, see
Proposition 6.3 and Theorem 6.4. It is also known what the order of this group is,
see [Conrad et al., 2003, § 6.2.3 and Table 1]. We now use Magma Bosma et al.
[1997] to compute a model of X1(p) over F2 and check that the subgroup of its
Picard group generated by differences of its F2-points (which are the images of the
cusps under reduction mod 2) has the correct order. In fact, it suffices to check
that the 2-primary part of the group has the correct order. For p = 17, we do this
directly. For the other three primes, we use an intermediate curve XH such that
the predicted order of the 2-primary part of JH(Q) equals that of J1(p)(Q), since
the computation using X1(p) directly would be too involved. We check that the
subgroup of JH(F2) generated by differences of the images of cusps has 2-primary
part of the correct size. For p = 29, we use XH corresponding to d = 7 in the
notation of Conrad et al. [2003], for p = 31, we use the curve corresponding to
d = 3, and for p = 41 we use the curve corresponding to d = 4. In each case, the
computation gives the desired result. (It is also possible and not taking too much
time to do the computation directly on X1(p) over F2 for p = 29 and p = 31.) 
Lemma 6.6. Condition (3) of Theorem 3.2 is satisfied for C = X1(29) and C =
X1(31), S = S
(d)
0 , R = Z(2) and d ≤ 7. Here S(d)0 is as in Eq. (11).
Proof. For d < 5, this is covered by Proposition 5.10. For d = 5, 6, 7, we check it by
a Magma calculation. In this calculation we computed the images in PicCF2/F2(F2)
of all points s ∈ C(d)(F2) not coming from a point in S(d)0 . We verified that these
images are not in the subgroup of PicCF2/F2(F2) generated by the points coming
from Q-rational cusps, and we know that the Q-rational cups generate PicCQ/Q(Q)
for these two curves by Proposition 6.3 and Theorem 6.4. 
The above proof involves computing PicCF2/F2(F2) in Magma. For C = X1(41)
this would probably take too long to be practical. Therefore we deal with C =
X1(41) in a slightly different way:
Lemma 6.7. Condition (3) of Theorem 3.2 is satisfied for C = X1(41), S = S
(d)
0 ,
R = Z(2) and d ≤ 7.
Proof. There is no elliptic curve E over F2e with 41 | #E(F2e) if e = 1, 2, 3, 4, 6 or
7. There is exactly one elliptic curve E over F25 with #E(F25) = 41; this is the
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curve y2+y = x3+x+1 already defined over F2. Its automorphism group over F25
is cyclic of order 4; we therefore obtain only 10 = (41 − 1)/4 distinct F25-points
on X1(41) that are not cusps. Let XH be the intermediate curve corresponding to
d = 4 in Conrad et al. [2003]. Then X1(41) → XH is an e´tale cover of degree 5,
and the ten F25-points on X1(41) map to two F2-points on XH . In fact, XH(F2)
consists of six points; four of them are cusps, and the other two are the ones just
mentioned. It can be checked that these two points do not map into the subgroup
of PicXH,F2/F2(F2) generated by the four cusps, which implies condition (3). 
Proposition 6.8. The following exclusions hold:
17 /∈ S(3),
29 /∈ S(4),
29, 31, 41 /∈ S(5),
29, 31, 41 /∈ S(6) and
29, 31, 41 /∈ S(7).
The proof of 17 /∈ S(3) is similar to that in Parent [2003] although we manage
to avoid the careful analysis of the formal group of J1(p)Z2 since we have proven
that J1(p)(Q)[2] →֒ J1(p)(F2)[2] in Proposition 6.5.
Proof. This is again done by applying Theorem 3.2 over R = Z(2), this time with
C = X1(p) and S = S
(d)
0 for the p, d for which we want to show p /∈ S(d). We check
that Theorem 3.2 can indeed be applied by verifying that its conditions (1),(2) and
(3) are satisfied using t = Id : J1(p)→ J1(p).
(1) This follows from Proposition 6.5.
(2) For (p, d) = (17, 3) this is in [Parent, 2000, §4.3].
For p = 29 resp. 31 it is known that the F2 gonality of X1(p) is 11
resp. 12 [Derickx and van Hoeij, 2014, Tbl. 1, Rmk. 1]. So condition (2)
is satisfied by Proposition 3.5.
For p = 41 this follows from Proposition 5.8 together with Lemma 5.6
using the isomorphism Wp : Xµ(p)→ X1(p).
(3) For p = 17 this is Corollary 5.11, for p = 29, 31, 41 it follows from Lem-
mas 6.6 and 6.7.

This leaves us with only one case which we also found the hardest to prove.
6.2. Proof of Theorem 1.1 for p = 73. First we start by analysing the points
in X1(73)(Fd2) for d ≤ 6. The first thing to notice is that for d ≤ 6 the only points
in X1(73)(F2d) \ Y1(73)(F2d) are the points mapping to the cusp 0 on X0(73),
because 2d 6≡ ±1 mod 73 for d ≤ 6. Using the isomorphism Wp : X1(p) →
Xµ(p) and applying Lemma 5.6 and Proposition 5.8 shows that the conditions of
Lemma 3.1 are satisfied for all cuspidal points of X1(73)
(6)(F2). As a result we
TORSION POINTS ON ELLIPTIC CURVES 25
only need to study the residue classes in X1(73)
(6)(F2) that do not consist entirely
of cusps. After a detailed study of these residue classes the proof will be finished
by Proposition 6.9.
We continue by analysing the points of X1(73)
(6)(F2) that do not consist com-
pletely of cusps. For this we first describe the Tate normal form (see Knapp
[1992]) of a point (E, P ) ∈ Y1(N)(K) for K a field and N ≥ 4 an integer co-
prime to the characteristic to K. For every pair (E, P ) where E is an elliptic
curve over K and P a point of order exactly N there are unique b, c ∈ K such
that (E, P ) ∼= (Eb,c, (0, 0)) where Eb,c is the elliptic curve given by the Weierstrass
equation
y2 + (1− c)xy − by = x3 − bx2. (12)
By Theorem 5.9 one sees that there are no points in Y1(73)(F2d) for d ≤ 5
and that all points in Y1(73)(F26) are supersingular. To explicitly find the Tate
normal form of all points in Y1(73)(F26) note that Eb,c has discriminant ∆b,c :=
b3(c4 + c3 + c2 + b+ c) and j-invariant (c+1)
12
∆b,c
in characteristic 2. The curve Eb,c is
supersingular if and only if j = 0, which is equivalent to c = 1. By computing the
73 division polynomial for Eb,1 one sees that the solutions of
(b6 + b+ 1)(b6 + b3 + 1)(b6 + b5 + b2 + b+ 1)(b6 + b5 + b4 + b+ 1) (13)
are exactly the values of b ∈ F26 such that (0, 0) is of order 73. This calculation
shows that X1(73)
(6)(F2) has exactly 4 points that do not consist entirely of cusps,
namely the points corresponding to the 4 factors of (13). Explicitly calculating
the action of (Z/73Z)∗/ {±1} on these 4 points one can show that the diamond
operator 〈10〉 of order 4 acts transitively on them. Let H ⊆ (Z/NZ)∗/ {±1} be
the subgroup generated by 10, then the 4 points in Y1(73)
(6)(F2) map to a single
point on Y
(6)
H (F2) by the discussion above.
If E is an elliptic curve with 73 = 26+1+8 points over F26 then the characteristic
polynomial of Frobenius is
x2 − 8x− 26 = (x− 8ζ3)(x+ 8ζ3 + 8).
Let Eζ3 be an elliptic curve Q(ζ3) that has complex multiplication by Q(ζ3), then
Eζ3 has two isogenies of degree 73 over Q(ζ3), namely 8ζ3 − 1 and −8ζ3 − 9.
The map X1(73) → X0(73) is of degree 36 = (73 − 1)/2. Since the automor-
phism ζ3 of order 3 preserves the kernels of the isogenies 8ζ3 − 1 and −8ζ3 − 9,
we see that the ramification index of π : X1(73) → X0(73) at the points cor-
responding to the isogenies 8ζ3 − 1 and −8ζ3 − 9 is 3. This shows that S :=
π−1({(E, 8ζ3 − 1), (E,−8ζ3 − 9)}) ⊆ X1(73)(Q) is a set of size 24. The action of
Galois on S is transitive because there are no CM elliptic curves with a 73 torsion
point over number fields of degree < 24 [Clark et al., 2013, Table 1]. If one fixes
a prime ℓ above 2 in Q, then reduction modulo ℓ gives a bijection between S and
Y1(73)(F26). The existence of this bijection can be shown either by explicit com-
putation in Sage or by pure thought by showing that for (E, P ) ∈ Y1(73)(6)(F2)
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the canonical lift (or Deuring lift) (E0, φ0) of (E,FrobF26 /8) to Q¯ is either (E, ζ3)
or its Galois conjugate (E,−ζ3 − 1).
The above discussion shows that if one takes x1, . . . , x6 ∈ XH(Q¯) to be the 6
points corresponding to the 6 orbits of 〈10〉 acting on S, that then
x(6) : x1 + · · ·+ x6 ∈ X(6)H (Q) (14)
is a point that reduces to the unique point in the image of Y1(73)
(6)(F2)→ Y (6)H (F2).
Since x(6) corresponds to a CM curve and CM curves over number fields of
degree < 24 have no 73 torsion as mentioned before, and we know that a point in
y ∈ X(6)H (Q) coming from X1(73)(6)(Q) has to specialize to x(6)F2 we can prove that
73 /∈ S(6) by showing:
Proposition 6.9. Let H ⊆ (Z/73Z)∗/ {±1} the subgroup generated by 10. Then
the point x(6) defined above is the unique point in X
(6)
H (Q) reducing to x
(6)
F2 modulo
2.
Proof. We do this by proving instead that W
(6)
p (x(d)) ∈ X(6)µ,H(Q) is the unique
point reducing to W
(6)
p (x
(d)
F2 ). This allows us to work with a model where the cusp
at infinity is rational. We are going to prove that the matrix A of Proposition 3.7
atW
(6)
p (x
(d)
F2
) has rank 6 using an explicit model of Xµ,H,F2. We know that its genus
is 43. Using Sage to compute an explicit basis of H0(Xµ,H,F2,Ω
1) = S2(ΓH ,F2)
shows that q47 is the largest leading term among all modular forms. So giving
the coefficients of a modular form up to and including q47 is enough to deter-
mine it uniquely. The subspace H0(Xµ,H,F2,Ω
1(−41∞)) ⊆ H0(Xµ,H,F2,Ω1) is 3
dimensional and has as basis
ω1 := (q
42 + q47 + q49+O(q50))dq
q
ω2 := (q
43 + q49+O(q50))dq
q
ω3 := (q
47 + q48+O(q50))dq
q
.
Let L ⊆ Ω1Xµ,H,F2 be the line bundle generated by ω1, ω2, ω3, then L has degree
at most 2 · 43 − 2 − 41 = 43. Viewing ω1, ω2, ω3 as sections of L gives us a map
φ : Xµ,H,F2 → P2F2 given by φ(P ) = (ω1(P ) : ω2(P ) : ω3(P )). Its image is given by
a homogeneous polynomial of degree at most 43. Indeed, using the computer to
compare the q-expansions of products of ω1, ω2 and ω3 we found a homogeneous
polynomial fH ∈ F2[x0, x1, x2] of degree 41 describing the image of φ. Since this
is only 2 smaller than expected, we know that Ω1Xµ,H,F2
/L is an effective divisor
of degree 2, in particular there are no points with residue field F26 in its support,
meaning that at least one of ω1, ω2, ω3 is a generator of Ω
1
Xµ,H,F2
at the points we
are interested in. The polynomial fH takes about two pages in LaTeX so we did
not include it here, but we could use Sage to compute with it. Let CH be the curve
TORSION POINTS ON ELLIPTIC CURVES 27
with equation fH , using Sage we computed its geometric genus. Its genus turned
out to be 43, so we know it has to be birational to Xµ,H,F2.
The next step is to find the points in Xµ,H(F26) that are supersingular. For this
we use the Hasse invariant A2, which is a modular form of weight 1 over F2 whose
zeros are exactly the supersingular curves and whose q-expansions is 1 ∈ F2[[q]].
Using Magma we listed all points with residue field F26 on the desingularisation of
imφ ⊂ P2F2. None of these points had 0 as their third coordinate. So we know that
g := A22/ω3 is a function on Xµ,H,F2 which has a zero at all the supersingular points
in Xµ,H(F26). Comparing q-expansions we found two homogeneous polynomials
gnum, gden ∈ F2[x0, x1, x2] of degree 40 such that
A22g
den(ω1, ω2, ω3) = ω3g
num(ω1, ω2, ω3),
so that g = gnum/gden. Choose a c ∈ F26 such that c6 + c5 + 1 = 0. By looking at
the zeros of g we found that, up to relabeling, the points
xi := (0 : c
2i−1 : 1) ∈ (imφ)(F26) ⊂ P2(F26), 1 ≤ i ≤ 6
correspond to the points x1, . . . , x6 of Eq. (14). Define T = (T3 − 〈3〉 − 3)t1(T5)
where t1 is as in Proposition 5.3. Then T is as in Proposition 3.4. The matrix
of T when seen as acting on S2(ΓH ,F2) is of rank 39 showing that the dimension
of T ∗(Cot0 Jµ,H,F2) is 39, providing good hope that we can find ωi such that the
matrix A of Proposition 3.7 has rank 6.
The following q-expansions define elements in T ∗(Cot0 Jµ,H,F2)
ω′1 := (q
40 + q41 + q46 +O(q48))dq
q
ω′2 := (q
37 + q43 +O(q48))dq
q
ω′3 := (q
36 + q38 + q39 + q41 + q46 + q47 +O(q48))dq
q
ω′4 := (q
34 + q39 + q43 + q44 + q45 +O(q48))dq
q
ω′5 := (q
33 + q39 + q45 +O(q48))dq
q
ω′6 := (q
32 + q41 + q44 + q46 + q47 +O(q48))dq
q
.
Let qj be a uniformizer at xj such that and write ω3 = fjdqj and ω
′
i = fi,jdqj . Then
the coefficient a(ω′i, qj, 1) of the matrix A is just fi,j(0). If we view gi := ω
′
i/ω3 as
a function on Xµ,H,F2, then fj(0) 6= 0 as we saw earlier, and hence gi does not have
a pole at xj and gi(xj) = fi,j(0)/fj(0). The rank does not change if we scale the
qj ’th row by fj(0) so the rank of the matrix A is the same as that of (gi(xj))
6
i,j=1.
Comparing q-expansions like we did to write g = gnum/gden, we again managed to
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find the function gi explicitly on our model, allowing us to compute
(gi(xj))
6
i,j=1 :=

c46 c29 c58 c53 c43 c23
c14 c28 c56 c49 c35 c7
c8 c16 c32 c c2 c4
c35 c7 c14 c28 c56 c49
c c2 c4 c8 c16 c32
c5 c10 c20 c40 c17 c34
 .
The fact that each column is the square of the previous column is explained by
gi(xj)
2 = Frob2(gi(xj)) = gi(Frob2(xj)) = gi(xj+1).
The determinant of the above matrix is 1, showing that the map
T ◦ f
6,x
(6)
F2
: X
(6)
µ,H,F2
→ Jµ,H,F2
is a formal immersion at x
(6)
F2
. So we can apply Lemma 3.1 to get the proposition.

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APPENDIX A: OESTERLE´’S BOUND
A.1. Introduction. The goal of this appendix is to publish a proof of the follow-
ing well known theorem.
Theorem A.1 (Oesterle´, 1994, unpublished). Let K/Q be a number field of degree
d, E/K an elliptic curve and P ∈ E(K) a point of prime order p then
p ≤ (3d/2 + 1)2.
Lo¨ıc Merel already proved this theorem in 1994 with a bound of d3d
2
, published
in [Merel, 1996]. Shortly after Merel, Joseph Oesterle´ proved the theorem above
for (d, p) 6= (3, 43) and in fact Oesterle´’s improvement is already announced in
Merel’s article. The case case (d, p) = (3, 43)) was later dealt with in [Parent,
2000]. This appendix closely follows Oesterle´’s notes which he made available to
the first author, although this appendix contains some minor simplifications using
literature which didn’t exist in 1994. The better bound of Oesterle´ is an essential
starting point in order to make the explicit computations in the article to which
this Appendix is attached possible. Conversely, because of Theorem 1.1 of the
main text and the results that p ≤ 7 if d = 1 of [Mazur, 1977] and p ≤ 13 if d = 2
of [Kamienny, 1992b] it suffices to prove the following weaker theorem:
Theorem A.2. Let K/Q be a number field of degree d, E/K an elliptic curve and
P ∈ E(K) a point of prime order p then:
(1) p ≤ (3d/2 + 1)2 if d ≥ 6.
(2) p < 410 if d = 3, 4 or 5.
Actually, in his notes Oesterle´ first establishes Theorem A.2, and then later
goes on to prove Theorem A.1 for (d, p) 6= (3, 43) using a comparable but slightly
different strategy. The section of his notes where Oesterle´ proves Theorem A.1
for d = 3, 4, 5, p < 410 and (d, p) 6= (3, 43) contains no surprising new techniques.
This section is omitted since it is covered by the computations in the main text.
Several of Oesterle´’s ideas can already be found in the literature, since Pierre
Parent generalized several of his ideas to points on elliptic curves whose order is a
prime power in [Parent, 1999]. In fact, Theorem A.2 for d > 25 is an easy corollary
of the following theorem, as will be shown in section A.2.
Theorem A.3. [Parent, 1999, Thm. 1.6] Let E be an elliptic curve over a number
field K of degree d over Q possessing a K-rational point P of prime power order
pn. Let l be prime different from 2∗ and p. Suppose that for every prime ideal ℓ
∗Parent only mentions the condition l 6= p in his Theorem and not l 6= 2. However he mentions
it at the beginning of §1.3 and this condition is necessary for his proof of this Theorem to work.
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of OK dividing l one has that E has split multiplicative reduction and that P has
order pn in the component group of the Ne´ron model of E, then
pn < 65(2d)6 if p > 2 and pn < 129(3d)6 if p = 2.
But not all ideas of Oesterle´ were generalized by Parent. The main ingredients
that are not yet in the literature are the intersection formulas in sections A.5.3
and A.5.4.
Note that from the work of Parent it is also possible to deduce a version of
A.2 with the weaker bound p < 65(2d)6 for d ≤ 25. However the results of
the main text would have been very difficult to obtain starting from this weaker
bound (although maybe not impossible), since it would require significantly more
computer computations as the following table indicates.
d 4 5 6 7 25
⌊(3d/2 + 1)2⌋ 100 275 784 2281 847× 109
65(2d)6 17,039,360 65,000,000 194,088,960 489,419,840 1, 015× 109
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The two sections A.5.3 and A.5.4 and section A.6 are a translation into English
of Oesterle´’s notes, where I added some details making claims easier to verify for
the reader and replaced certain arguments by references. The rest of this article
is a summary of needed background theory and results already present in the
literature, much of which was also already in Oesterle´’s notes.
A.2. Proof of Theorem A.2 for d > 25. To be able to use [Parent, 1999, Thm.
1.6] we first have to check whether its conditions are satisfied. This means we
first need to prove the following proposition which is similar to Proposition 1.4 of
[Parent, 1999].
Proposition A.4. Let K/Q be a number field of degree d, E/K an elliptic curve
with Ne´ron model E˜ and P ∈ E(K) a point of prime order p. If p > (3d/2 + 1)2
then E˜ has split multiplicative reduction at all primes ℓ of OK dividing 3 and P˜OK/ℓ
does not lie in the identity component of E˜OK/ℓ.
Remark. The map X0(p) → X0(1) is unramified at the cusp ∞ and ramified of
order p at the cusp 0 see [Mazur, 1977, p. 64], so one sees that because P˜OK/ℓ lies
in a component that is not the identity implies that the pair (E˜OK/ℓ, 〈P˜OK/ℓ〉) has
to be the cusp 0 of X0(p) [Deligne and Rapoport, 1975, VII, §2]. This however is
inconsistent with the modular interpretation of the cusps on page 159 of [Mazur,
1977]. The description of the cusps in [Deligne and Rapoport, 1975, VII, §2] shows
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that moduli interpretation of the unramified cusp ofX0(p) should be a Ne´ron 1-gon
and that of the ramified cusp a Ne´ron p-gon. Luckily this mistake does not affect
the main results of [Mazur, 1977] since one can apply the Atkin-Lehner operator
Wp to swap the cusps 0 and ∞. This mistake also propagated to works that cite
Mazur his article, among for example [Kamienny, 1992a,b, Kamienny and Mazur,
1995], the first author has notified Kamienny and Mazur of this mistake and an
erratum is being written.
Proof. Let ℓ be a prime ideal of OK dividing 3 and k be its residue field. We want
to rule out all types of reduction except split multiplicative where P˜k does not lie
in the identity component.
The first thing to notice is that p > (31/2 + 1)2 > 3 = char k. This means that
the map E˜[p](OK) → E˜[p](k) is injective and in particular that P˜k ∈ E˜[p](k) has
order p.
• E˜ does not have good reduction at ℓ, because if it has good reduction, then
E˜k is an elliptic curve and hence the Hasse bound gives
#E˜(k) ≤ (
√
#k + 1)2 ≤ (3d/2 + 1)2
which clearly contradicts that E˜(k) has a point of order p > (3d/2 + 1)2.
• E˜ does not have additive reduction at ℓ. This is because additive reduction
means that we have an exact sequence:
Ga(k)→ E˜(k)→ φ(k)
where φ is the component group of E˜k. This means that either P˜k lies in
the image of Ga(k), in which case p = 3 or p | #φ(k) ≤ 4 , with both
possibilities leading to a contradiction with p > (31/2 + 1)2 > 7.
• E˜ does not have non-split multiplicative reduction at ℓ. This is because
this would mean that we have an exact sequence
G˜m,k(k)→ E˜(k)→ φ(k)
G˜m,k is the quadratic twist of the multiplicative group over k. In this case
either
p|#G˜m(k) = #k + 1 < (3
d/2 + 1)2 or p|#φ(k) ≤ 2,
with both possibilities leading to a contradiction with p > (3d/2 + 1)2.
• If E˜ has split multiplicative reduction, then P˜k cannot lie in the identity
component of E˜k. This is because the identity component is isomorphic to
Gm and #Gm(k) = #k − 1 < (3
d/2 + 1)2 < p.

Now Theorem A.2 easily follows from Theorem A.3 using the following inequal-
ity:
If d ≥ 26 then (3d/2 + 1)2 > 65(2d)6. (A.1)
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Indeed, suppose that K is a number field of degree d ≥ 26 over Q, E/K an elliptic
curve and P ∈ E(K) of prime order p. Then Proposition A.4 says that either
p < (3d/2 + 1)2, in which case we are done, or the hypotheses of Theorem A.3 are
satisfied. In the latter case one gets
(3d/2 + 1)2 > 65(2d)6 > p
and Theorem A.2 follows.
A.3. TheWinding Quotient. This section only contains a short summary about
the winding quotient Je0 (Q). For more details and the fact that J
e
0 (Q) is finite, see
either [Merel, 1996, §1] or [Parent, 1999, §3.8] or §4 of the main text. Note that
the finiteness of Je0 (Q) is proved by using the analytic rank 0 implies algebraic
rank 0 case of the BSD conjecture as proven in [Kolyvagin and Logache¨v, 1989]
completed by [Bump et al., 1990] or [Murty and Murty, 1991].
If a, b ∈ Q ∪ {∞} , then we define {a, b} ∈ H1(X0(p)(C), cusps,Z) to be the
element given by a path from a to b in H∪Q∪ {∞}. The element {a, b} is called
a modular symbol. If k ∈ Z(p) is a fraction whose denominator is not divisible by
p, then define
λ(k) := {0, 1/k} . (A.2)
The element λ(k) only depends on k mod p, hence one can also see λ as a map
λ : Z/pZ→ H1(X0(p)(C), cusps,Z).
The λ(k) where k ranges over Z/pZ are known to generate H1(X0(p)(C), cusps,Z)
and if k 6≡ 0 mod p then λ(k) ∈ H1(X0(p)(C),Z), and hence the element λ(0) = {0,∞}
generates the rank 1 Z-module H1(X0(p)(C), cusps,Z)/H1(X0(p)(C),Z).
We have an isomorphism H1(X0(p)(C),R) ∼= H
1(X0(p)(C),Ω
1)∨, of real vector
spaces, given by integration. So the map
e : H1(X0(p)(C),Ω
1)→ C (A.3)
ω 7→ −
∫
{0,∞}
ω
defines an element e ∈ H1(X0(p)(C),R) under this isomorphism, which is called
the winding element. Actually (p−1)e ∈ H1(X0(p)(C),Z) showing that e ∈ H1(X0(p)(C),Q).
Let T be the sub algebra of EndH1(X0(p)(C),Z) generated by the Hecke operators
and the Atkin-Lehner involution, then T also acts faithfully on J0(p), the Jacobian
of X0(p) over Z[1/p]. Let Je ⊆ T be the annihilator of e, then
Je0 := J0(p)/JeJ0(p)
is called the winding quotient.
Let X0(p)
(d) be the d-th symmetric power of the modular curve X0(p), then one
has a natural map X0(p)
(d) → J0(p) by sending a divisor D of degree d to the
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linear equivalence class of D−d∞. Composing with the quotient map J0(p)→ J
e
0
gives us the map
fd : X0(p)
(d) → Je0 . (A.4)
Now if x ∈ X0(p)(K) is a point where K is a number field of degree d and
σ1, . . . , σd : K → Q¯ are the different embeddings, then define
x(d) := σ1(x) + · · ·+ σd(x) ∈ X0(p)
(d)(Q).
We will also write x(d) for
∑d
i=1 x if x ∈ X0(p)(Q).
A.4. Kamienny’s Criterion. The discussion that follows is based on section
4.12 of [Parent, 1999], who himself says that he is following Oesterle´’s unpub-
lished exposition. The main reason for following Parent, is because this allows
certain proofs to be skipped and instead just cite Parent. This section is called
Kamienny’s criterion because the main ideas originate from [Kamienny, 1992a,
§3] , although many of Kamienny’s arguments have been sharpened to get the
needed statement of this section. The following proposition is a slight variation of
[Parent, 1999][Thm. 4.15], although his Theorem is much shorter. The reason the
statement of Theorem 4.15 of Parent is so much shorter is because Parent did not
include his running hypotheses in his Theorem.
Proposition A.5. Let d be an integer and p be a prime such that p > (3d/2+1)2.
If there exists a number field K/Q of degree d, an elliptic curve E/K and a point
P ∈ E(K) of prime order p, then the map fd : X0(p)
(d) → Je0 of equation A.4
above is not a formal immersion at ∞
(d)
F3
.
Proof. LetK/Q be a number field of degree d, E/K an elliptic curve and 0 6= P ∈ E(K)[p].
Consider j resp. j′ ∈ X0(p)(K) to be the points corresponding to (E, 〈P 〉) resp.
(E/〈P 〉, E[p]/〈P 〉). By proposition A.4 one sees that j
(d)
F3
= 0
(d)
F3
and hence j
′(d)
F3
=∞
(d)
F3
.
Now because Je0(Q) is torsion and fd(j
′(d))F3 = fd(∞
(d))F3 = 0 we get fd(j
′(d)) = fd(∞
(d)) = 0.
But j′(d) 6=∞(d), hence we can apply [Parent, 1999][Lemma 4.13] to get the propo-
sition. 
The above proposition reduces the proof of Theorem A.2 to checking whether
fd is a formal immersion.
Theorem A.6. [Parent, 1999][Thm 4.18] Let l > 2 be a prime, then the following
two statements are equivalent:
(1) fd is a formal immersion at ∞
(d)
Fl
.
(2) T1e, . . . , Tde are linearly independent in Te/lTe.
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A.5. Intersection numbers of modular symbols. Since we can view X0(p)(C)
as a smooth oriented real manifold we get an intersection pairing on homology. The
intersection pairing • : H1(X0(p)(C),Z)×H1(X0(p)(C),Z)→ Z also gives a pairing
• : H1(X0(p)(C),Fl) ×H1(X0(p)(C),Fl) → Fl. It would be convenient to be able
to use these pairings to check the linear independence of T1e, . . . , Tde in Te/lTe.
However while Te ⊂ H1(X0(p)(C),Q), it is not true that Te ⊂ H1(X0(p)(C),Z), so
checking the linear independence cannot be checked directly with the intersection
pairing. The solution, which will be worked out in more detail later, is to chose a
Hecke operator I in such a way that Ie ⊆ H1(X0(p)(C),Z) and use this to write
down a linear map
I : Te→ H1(X0(p)(C),Fl)
after which we can use the intersection pairing to check linear independence.
A.5.1. Action of the Hecke operators on homology. For r > 0 an integer and define
σ1(r) :=
∑
d|r,d>0 d. Using this definition one can compute (Tr − σ1(r)) e as follows.
Lemma A.7. [Merel, 1996, Lemma 2] If p is a prime and r < p a positive integer,
then the following equality holds in H1(X0(p)(C),Q)
(Tr − σ1(r)) e = −
∑
a > b ≥ 0
d > c > 0
ad− bc = r
λ(c/d).
Where one should note that our element λ(k) is denoted by ξ(k) in [Merel, 1996].
Remark. Note that since p > r = ad − bc ≥ ad − (a − 1)(d − 1) ≥ d > c > 0, we
see that none of the c and d in the sum are divisible by p. This means that the
right hand side actually is an element of H1(X0(p)(C),Z). Since H1(X0(p)(C),Z)
is torsion free, the equality actually holds in H1(X0(p)(C),Z), and in particular
(Tr − σ1(r)) e ∈ H1(X0(p)(C),Z). This is also something that could have been
seen directly by noting that the boundary of (Tr − σ1(r)) {0,∞} is zero.
A.5.2. The intersection number λ(k) • λ(k′). For p a prime and 1 ≤ k < p an
integer let k∗ be the integer such that 1 ≤ k∗ < p and kk∗ ≡ −1 mod p and let
Ck denote the oriented straight line segment in C from e
2πik/p to e2πik
∗/p. Recall
that if k ∈ Z/pZ∗ then λ(k) was defined as {0, 1/k} ∈ H1(X0(p)(C),Z). The
intersection number of λ(k) and λ(k′) can be computed as follows.
Lemma A.8. [Merel, 1996, Lemma 4.] Let k, k′ be two integers such that 1 ≤ k < p
and 1 ≤ k′ < p. If k′ 6= k and k′ 6= k∗ then λ(k) • λ(k′) equals the intersection
number Ck′ • Ck and λ(k) • λ(k
′) = 0 otherwise.
Where in [Merel, 1996] the element k∗ is denoted by k∗. The fact that λ(k)•λ(k
′) = 0
if k′ = k or k′ = k∗ is not mentioned by Merel. But this follows easily from the
fact that • is an alternating bilinear form and λ(k) = −λ(k∗).
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The reason that the order of intersection is swapped is because Merel first proves
λ(k) • λ(k′) = C ′k • C
′
k′ where C
′
k denotes the oriented straight line segment in C
from e−2πik/p to e−2πik
∗/p, and then concludes by C ′k •C
′
k′ = Ck′ •Ck because both
complex conjugation and reversing the order of intersection changes sign. The
lemma above is independent of the choice of orientation on C as long as one takes
the orientation onX0(p)(C) to be the one compatible with the map H→ X0(p)(C).
From now on we will take the orientation on C such that [−1, 1]• [−i, i] = 1 where
[a, b] denotes the oriented straight line segment from a to b.
Definition A.9. Let H : R→ R be the function given by
H(x) =


1 if x > 0
1
2
if x = 0
0 if x < 0
With this definition the above lemma translates to
λ(k) • λ(k′) = −H(k′ − k) +H(k′ − k∗) +H(k′∗ − k)−H(k′∗ − k∗).
This equality can be verified by first checking that the both sides only depend
on the cyclic ordering, with possible equalities, of k, k∗, k′, k′∗ in Z/pZ. And then
verifying it holds for the possible cyclic orderings.
A.5.3. The intersection number Ire • λ(k). Let p be a prime and let 1 ≤ r < p be
an integer. Define
Ir := Tr − σ1(r),
then Ire ∈ H1(X0(p)(C),Z).
Proposition A.10. Let p be a prime number and let r, k be integers such that
1 ≤ k < p and 1 ≤ r < p, then one has
Ire • λ(k) =
∑
s|r
(⌊
sk
p
⌋
−
⌊
sk∗
p
⌋)
+ vr(k)− vr(k
∗)
where for i ∈ Z one defines vr(i) to be the following quantity
vr(i) = # {a
′, b′, c′, d′ ∈ N≥1 | a
′d′ + b′c′ = r, d′i ≡ c′ mod p}
Proof. Define the map x 7→ kx from P
1(Q) to the set {1, . . . , p} by sending a
simple fraction x where p does not divide the denominator to the unique element
congruent to it modulo p, and one defines kx = p for x = ∞ and the fractions
where p divides the denominator. Combining Lemmas A.7 and A.8 one gets
Ire•λ(k) =
∑
a > b ≥ 0
d > c > 0
ad− bc = r
(
H(k − kc/d)−H(k − k−d/c)−H(k
∗ − kc/d) +H(k
∗ − k−d/c)
)
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The equality stays true if we also include the terms with c = 0 in the sum, since
those terms are all 0. Now let Br be the set of all matrices [ a bc d ] of determinant r
with a > b ≥ 0,d > c ≥ 0 and let B′r (resp. B
′′
r ) be the set of matrices in Br with
b 6= 0 (resp. c 6= 0). Now we have a bijection between B′r and B
′′
r by sending the
matrix [ a bc d ] to
[
b −a+mb
d −c+md
]
where m is the unique integer such that 0 ≤ −a+mb < b
(its inverse is obtained by sending [ a bc d ] to
[
−b+na a
−d+na c
]
where n is the unique integer
such that 0 ≤ −d+ na < c). This shows
Ire • λ(k) = S1 − S2 + S3, where
S1 =
∑
Br\B′r
(
H(k − kc/d)−H(k
∗ − kc/d
)
S2 =
∑
Br\B′′r
(
H(k − k−d/c)−H(k
∗ − k−d/c)
)
S3 =
∑
B′r
(
H(k − kc/d)−H(k − k(c−md)/d)−H(k
∗ − kc/d) +H(k
∗ − k(c−md)/d)
)
Let’s start by calculating S2. The matrices in Br \B
′
r are the matrices of the form
[ a 0c d ] with ad = r and 0 ≤ c < d. For s | r let S1(s) be the contribution to S1
of coming from the matrices such that d = s. The contribution to S1(s) of the
matrix with c = 0 is 0. For 1 ≤ c < d the number kc/d is equal to
up+c
d
, where
u is the element 1 ≤ u < d congruent to −c/p mod d, and kc/d is the smallest
integer ≥ up
d
. The map which associates u to c is a permutation of {1, . . . , d− 1}.
So the number of c ∈ {1, . . . , d− 1} such that kc/d ≤ k is equal to the number of
u ∈ {1, . . . , d− 1} such that up
d
≤ k. An analogues argument with k replaced by
k∗ gives that
S1 =
∑
s|r
(⌊
sk
p
⌋
−
⌊
sk∗
p
⌋)
−
1
2
S ′1 +
1
2
S ′′1 ,
where S ′1 (resp. S
′′
1 ) is the number of pairs of integers (c, d) such that d | r,
1 ≤ c < d and kc/d = k (resp. kc/d = k
∗).
The matrices inBr\B
′′
r all have c = 0, hence k−d/c = p andH(k−k−d/c) = H(k
∗−k−d/c) = 0
implying
S2 = 0.
What remains is to determine S3. Let x = c/d be a rational number occurring
in S3, then one has that p > r ≥ d > 0 hence p ∤ d. In particular if kx 6= 1, then
kx−1 = kx− 1 and hence H(k− kx)−H(k− kx−1) equals −
1
2
if k = kx or k = kx−1
and equals 0 otherwise. If kx = 1 then kx−1 = p and H(k − kx) − H(k − kx−1)
equals 1/2 if k = 1 and 1 if 1 < k < p. In particular, whether kx = 1 or kx 6= 1,
the following always holds
H(k − kx)−H(k − kx−1)−H(k
∗ − kx) +H(k
∗ − kx−1) =
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1
2
(#({k∗} ∩ {kx, kx−1})−#({k} ∩ {kx, kx−1})) .
By induction on m, one sees that for all m ≥ 1,
H(k − kx)−H(k − kx−m)−H(k
∗ − kx) +H(k
∗ − kx−m)
equals the number of integers i ∈ {0, . . . , m} such that k∗ = kx−i minus the number
of integers such that k = kx−i, taking into account that one counts i = 0 and i = m
only for half an integer.
Now to evaluate S3, let us first define U (resp. U
′, resp. U ′′) as the set of pairs
([ a bc d ] , i) with [
a b
c d ] ∈ B
′
r and 1 ≤ i < m (resp. i = 0, resp. i = m) where m is the
unique integer such that 0 ≤ −a +mb < b. Let u(k) (resp. u′(k), resp. u′′(k)) be
the number of these pairs such that k = k(c−id)/d. This means that
S3 = u(k
∗) +
1
2
u′(k∗) +
1
2
u′′(k∗)− u(k)−
1
2
u′(k)−
1
2
u′′(k).
The map ([ a bc d ] , i) 7→
[
b −a+ib
d −c+id
]
is a bijection between U and the set of matrices
of the form
[
a′ −b′
c′ d′
]
with a′, b′, c′, d′ integers ≥ 1 with a′d′ + b′c′ = r (its inverse
is given by sending
[
a′ −b′
c′ d′
]
to
([
b′+ja′ a′
−d′+jc′ c′
]
, j
)
where j is the unique integer such
that 0 ≤ −d′+jc′ < c′). Under this bijection, k = k(c−id)/d if and only if k ≡ −d
′/c′
mod p or equivalently if k∗ ≡ c′/d′ mod p. This shows that u(k) = vr(k
∗) and
u(k∗) = vr(k).
The integer u′(k) equals the number of quadruples of integers (a, b, c, d) such
that a > b > 0, d > c ≥ 0, ad − bc = r and k ≡ c/d mod p. The bijection
between B′r and B
′′
r , one can show that u
′′(k) is equal to the number of quadruples
(a, b, c, d) such that a > b ≥ 0, d > c > 0, ad−bc = r and k ≡ −d/c mod p. From
this it follows that u′′(k) = u′(k∗) + S ′′1 and u
′′(k∗) = u′(k) + S ′1 and hence
S3 = vr(k)− vr(k
∗) +
1
2
S ′1 −
1
2
S ′′1 .
Putting the formulas for S1, S2 and S3 together finally finishes the proof. 
If one defines v′r(i) by the following
v′r(i) := # {a
′, b′, c′, d′ ∈ N≥1 | gcd(c
′, d′) = 1, a′d′ + b′c′ = r, d′i ≡ c′ mod p} ,
then for r < p one has vr(k) =
∑
s|r v
′
s(k). If one also defines the Hecke operators
I ′r for 1 ≤ r < p to be such that
Ir =
∑
s|r
I ′s, (A.5)
then an equivalent form of the above proposition is obtained by using he Mo¨bius
inversion formula to remove the sum over the divisors of r.
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Proposition A.11. Let p be a prime number and let 1 ≤ k, k∗ < p be integers
such that and kk∗ ≡ −1 mod p. If r is an integer such that 1 ≤ r < p then
I ′re • λ(k) =
⌊
rk
p
⌋
−
⌊
rk∗
p
⌋
+ v′r(k)− v
′
r(k
∗)
where for i ∈ Z one defines v′r(i) to be the following quantity
v′r(i) = # {a
′, b′, c′, d′ ∈ N≥1 | gcd(c
′, d′) = 1, a′d′ + b′c′ = r, d′i ≡ c′ mod p}
A.5.4. The intersection number I ′re •
{
0, a
c
}
.
Proposition A.12. Let p be a prime and r, c, d be integers such that 1 ≤ r,
1 ≤ d < c < p
r
and c and d are coprime. Define a, b to be the integers such that
ad− bc = 1, 0 ≤ a < c and 0 ≤ b < d. Define 1 ≤ k < p and 1 ≤ k∗ < p to be the
integers that are equal to c/d and −d/c modulo p and finally let u, u∗ be such that
dk = up+ c and ck∗ = u∗p− d. Then 0 ≤ u < d, 0 ≤ u∗ < c and
I ′re • λ(k) =
⌊ru
d
⌋
−
⌊
rb
d
⌋
+
⌊ra
c
⌋
−
⌊
ru∗
c
⌋
Proof. Because rk
p
= ru
d
+ rc
pd
and 0 ≤ rc
pd
< 1
d
one has⌊
rk
p
⌋
=
⌊ru
d
⌋
.
And because rk
∗
p
= ru
∗
c
− rd
pc
and 0 < rd
pc
< 1
c
one has⌊
rk∗
p
⌋
=
⌊
ru∗ − 1
c
⌋
.
Now let a′, b′, c′, d′ be a quadruple as in the definition of v′r(k), because d
′k ≡ c′
mod p one has c′d ≡ cd′ mod p. Because 1 ≤ cd′ < cr < p and 1 ≤ c′d < rd < p,
one even has c′d = cd′ and because gcd(c′, d′) = gcd(c, d) = 1, it follows that
c = c′ and d = d′. Since rad − rbc = r = a′d + b′c there exists an integer t
such that tc = ra − a′ and td = rb + b′. The fact that a′, b′ ≥ 1 translate into⌊
rb
d
⌋
< t ≤
⌊
ra−1
c
⌋
and since rb
d
< ra
c
one has
⌊
rb
d
⌋
≤
⌊
ra−1
c
⌋
.
This shows that under the assumptions on r, k and p, that v′r(k) is equal to the
number of integers t satisfying
⌊
rb
d
⌋
< t ≤
⌊
ra−1
c
⌋
, or in formulas:
v′r(k) =
⌊
ra− 1
c
⌋
−
⌊
rb
d
⌋
.
Now let a′, b′, c′, d′ be a quadruple as in the definition of v′r(k
∗). Since d′k∗ ≡ c′
mod p, we get cc′ + dd′ ≡ 0 mod p. Now a′d′ + b′c′ = r implies c′ + d′ ≤ r and
hence 1 ≤ cc′ + dd′ < c(c′ + d′) ≤ cr < p which is incompatible with cc′ + dd′ ≡ 0
mod p so,
v′r(k
∗) = 0.
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Putting the above equalities together one gets
I ′re•λ(k) =
⌊
rk
p
⌋
−
⌊
rk∗
p
⌋
+v′r(k)−v
′
r(k
∗) =
⌊ru
d
⌋
−
⌊
rb
d
⌋
+
⌊
ra− 1
c
⌋
−
⌊
ru∗ − 1
c
⌋
.
What remains to be shown is⌊ra
c
⌋
−
⌊
ra− 1
c
⌋
=
⌊
ru∗
c
⌋
−
⌊
ru∗ − 1
c
⌋
But this is indeed the case. Since c is coprime with both u∗ and a, one sees that
the left and right hand side are 1 if c divides r and 0 otherwise. 
Taking 1 < k < p/r an integer and d = 1 and c = k in the above proposition
gives a = 1 which proves:
Corollary A.13. Let p be prime and k ≥ 2, r ≥ 1 be integers such that kr < p,
and let 1 ≤ u∗ < k be the inverse of p modulo k then
I ′re • λ(k) =
⌊ r
k
⌋
−
⌊
ru∗
k
⌋
.
Proposition A.14. Let c ≥ 2, r ≥ 1 be integers such that cr < p and 1 ≤ a < c
an integer coprime to c. Let 1 ≤ u∗ < c be such that apu∗ ≡ 1 mod c then
I ′re •
{
0,
a
c
}
=
⌊ra
c
⌋
−
⌊
ru∗
c
⌋
.
Proof. We do this by induction on c. If c = 2 then a = 1 and it follows from the
above corollary.
For larger c, let b, d such that ad − bc = 1 with 1 ≤ d < c. Because a < c it
follows that b < d. The case d = 1 implies b = 0 and hence a = 1 which is dealt
with by the above corollary, so we can assume d ≥ 2.
Let 1 ≤ k < p be such that k ≡ c/d mod p, then[
a− bk b
c− dk d
]{
0,
1
k
}
=
{
b
d
,
a
c
}
.
Since k ≡ c/d mod p the above matrix is in Γ0(p) and hence λ(k) =
{
b
d
, a
c
}
. Since
ad ≡ 1 mod c we see that the u∗ of this proposition agrees with that of Proposition
A.12. If we take u to be such that pu = dk − c, and using bc ≡ −1 mod d we
get that 1 ≤ u < d and bpu ≡ 1 mod d. So using the induction hypothesis we
have I ′re •
{
0, b
d
}
=
⌊
rb
d
⌋
−
⌊
ru
d
⌋
. Writing
{
0, a
c
}
=
{
0, b
d
}
+
{
b
d
, a
c
}
=
{
0, b
d
}
+ λ(k)
finally gives
I ′re •
{
0,
a
c
}
=
⌊
rb
d
⌋
−
⌊ru
d
⌋
+
⌊ru
d
⌋
−
⌊
rb
d
⌋
+
⌊ra
c
⌋
−
⌊
ru∗
c
⌋
=
⌊ra
c
⌋
−
⌊
ru∗
c
⌋

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A.6. Putting it all together. With all these intersection formulas now at our
disposal it is time to return to the question of when the morphism
fd : X0(p)→ J
e
0
of (A.4) is a formal immersion at ∞
(d)
Fl
using Theorem A.6.
Let T ′r be the Hecke operators such that Tr =
∑
s|r T
′
s then one easily sees that
for r < p one has
∑
s|r I
′
s = Tr − σ1(r) =
∑
s|r(T
′
s − s) and hence I
′
s = T
′
s − s .
Define Lr := T
′
2r − 2T
′
r then Lr = I
′
2r − 2I
′
r. Using T2r = T2Tr if r is odd and
T2r = T2Tr − 2Tr/2 if r is even, one can deduce that for 1 ≤ r < p:∑
s|r
I2T
′
s = (T2 − 3)Tr =
∑
s|r
Ls −
∑
s|r, s even
Ls/2,
from which it follows that
I2T
′
r =
{
Lr if r is odd
Lr − Lr/2 if r is even
Since I2e ∈ H1(X0(p)(C),Z) we have that I2 induces a linear map I2 : Te/lTe→ H1(X0(p)(C),
and we get the following addition to A.6.
Theorem A.15. If l > 2, p are distinct is primes and d > 0 an integer with 2d < p
then fd : X0(p)
(d) → Je0 is a formal immersion at ∞
(d)
Fl
if either
(1) L1e, L2e . . . , Lde are linearly independent in H1(X0(p)(C),Fl),
(2) I ′2e, I
′
3e, . . . , I
′
2de are linearly independent in H1(X0(p)(C),Fl), or
(3) I2e, I3e, . . . , I2de are linearly independent in H1(X0(p)(C),Fl).
In the above theorem the statements 2 and 3 are equivalent and they both
imply the first. In Oesterle´’s notes there is a part where he proved that the
linear independence condition 2 of the above theorem always holds if d > 2 and
p/ log4 p ≥ (2d)6, giving a proof of Theorem A.2 for d > 36. We skip this part of
the argument since a variation of this argument is already in [Parent, 1999, §5].
For the smaller d Oesterle´ verified the linear independence 1 using the following
proposition.
Proposition A.16. Let d ≥ 1 be an integer, M ≥ 3 an odd integer and l ≥ 3 a
prime. Let ε : (Z/MZ)∗ → 0, 1 be the map such that ε(n) = 0 if n is represented by
an integer between 0 and M/2 and 1 otherwise. Let u ∈ (Z/MZ)∗ and define the
matrix Rd,u to be the matrix with rows indexed by {1, . . . , d} and columns indexed
by (Z/MZ)∗ and whose (r, a) entry is ε(ra)− ε(ru/a).
If the matrix Rd,u has rank d modulo l, then L1e, . . . , Lde are linearly inde-
pendent in H1(X0(p)(C),Fl) for all primes p such that p > 2dM , and pu ≡ 1
mod M .
Proof. The congruence pu ≡ 1 mod M implies that ap(u/a) ≡ 1 mod M and
hence u∗ ≡ u/a mod M where u∗ is as in Proposition A.14 with c = M . Now
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because Lr = I
′
2r − 2I
′
r and ε(n) =
⌊
2n
M
⌋
− 2
⌊
n
M
⌋
, it follows from A.14 that for all
primes p such that p > 2dM and pu ≡ 1 mod M that Lre•{0, a/M} = ε(ra)−ε(ru/a).
Hence the linear independence holds if Rd,u has rank d modulo l. 
A.6.1. Proof of Theorem A.2 for 3 ≤ d ≤ 25. The following table lists for all
integers 3 ≤ d ≤ 26 an integer Md such that reduction of the matrix Rd,u modulo
3 of the above proposition has rank d for all u ∈ Z/MZ∗.
d 3 4 5 6 7 8 9 10 11 12 13 14
Md 29 37 41 43 47 47 53 53 53 61 73 73
d 15 16 17 18 19 20 21 22 23 24 25 26
Md 79 79 89 89 89 101 101 109 109 109 127 127
These values ofMd have been found using a computer and the code can be found
at https://sage.math.leidenuniv.nl/home/pub/51. Since the Md in the table
satisfy 2dMd < (3
d/2 + 1)2 if d > 6 and 2dMd ≤ 410 for d = 3, 4, 5 it follows from
Proposition A.16 that L1e, . . . , Lde are linearly independent in H1(X0(p)(C),F3)
for all p > max((3d/2 + 1)2, 410). Hence from Theorem A.15 it follows that
fd : X0(p)
(d) → Jε0 is a formal immersion at ∞
(d)
F3
for all p > max((3d/2 + 1)2, 410),
so that Theorem A.2 follows from Proposition A.5.
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