The research objective herein is to understand the relationships between the interatomic potential parameters and properties used in the training and validation of potentials, specifically using a recently developed modified embedded-atom method (MEAM) potential for saturated hydrocarbons (C-H system). This potential was parameterized to a training set that included bond distances, bond angles, and atomization energies at 0 K of a series of alkane structures from methane to n-octane. In this work, the parameters of the MEAM potential were explored through a fractional factorial design and a Latin hypercube design to better understand how individual MEAM parameters affected several properties of molecules (energy, bond distances, bond angles, and dihedral angles) and also to quantify the relationship/correlation between various molecules in terms of these properties. The generalized methodology presented shows quantitative approaches that can be used in selecting the appropriate parameters for the interatomic potential, selecting the bounds for these parameters (for constrained optimization), selecting the responses for the training set, selecting the weights for various responses in the objective function, and setting up the single/multi-objective optimization process itself. The significance of the approach applied in this study is not only the application to the C-H system but that the broader framework can also be easily applied to any number of systems to understand the significance of parameters, their relationships to properties, and the subsequent steps for designing interatomic potentials under uncertainty.
Introduction
The recent thrust for designing materials and material systems through computational modeling integrated with experiments over multiple length and time scales shows promise in reducing the materials design life-cycle. However, the need to couple models over multiple scales requires passing of not just only information between scales but also requires a firm understanding of the contributions of uncertainty. Added to this that many models are validated with experiments amidst experimental uncertainties and it is clear that understanding and quantifying uncertainty are vital for computationally designing real materials solutions without adding development risk. At the subcontinuum length scales, quantum mechanics and molecular dynamics are often used for materials discovery and/or to compute properties and mechanisms that can inform higher length scale mesoscale and continuum models. The scale bridging between quantum mechanics and molecular dynamics is the interatomic potential. A number of different formulations are often used and various techniques can be applied for developing these potentials, but understanding the uncertainty that enters into molecular dynamics simulations requires a firm understanding of the relationship between the interatomic potential, the responses included in the training set, and the properties computed in atomistic simulations. In fact, there is an increasing amount of interatomic potential research in the community with regards to cataloging interatomic potentials, tests, and properties [1] [2] [3] [4] , optimization techniques for high-dimensional spaces [5] [6] [7] , and understanding the change (or uncertainty) in properties over multiple potentials [8] [9] [10] , all of which are aimed at bringing further understanding to the material constitutive model (i.e., interatomic potentials) that drives atomistic simulations.
The embedded-atom method (EAM), developed by Daw and Baskes [11, 12] , is a semi-empirical N-body potential useful for the atomistic simulations of metal systems. It has successfully been used to calculate the energetics and structures of complex metallic systems involving free surfaces, defects, grain boundaries, etc. [13] . The potential was later modified by Baskes [14] to include the directionality of bonding in covalent materials such as silicon and germanium [15] , leading to the modified embedded-atom method (MEAM) [16] . It has undergone several modifications and enhancements since then to include, for example, second nearestneighbor interactions [17] [18] [19] and, more recently, a multistate formalism [20] . The unique feature of the MEAM formalism is its ability to reproduce the physical properties of a large number of face-centered cubic [19, 21] , body-centered cubic [18, 22] , hexagonal close-packed [23, 24] , and diamond cubic [25] crystal structures in unary, binary, ternary, and higher-order [26] metal systems with the same semiempirical formalism. MEAM is also both reliable and transferable in the sense that it accurately reproduces the physical properties of the element or alloy (reliability) and performs reasonably well under circumstances other than the ones used for its parameterization [5] .
The MEAM formalism has traditionally been used for pure metals and impurities, binary and ternary alloys, and hydride, carbide, and nitride metal systems with great success [27] , as outlined in a review article by Horstemeyer [28] . In addition, complex nanostructured systems have been studied using various MEAM-based potentials. For example, Xiao et al. [29] calculated the interaction of carbon nanotubes with Ni nanoparticles, and 2 Simulation Methodology 2.1 Modified Embedded-Atom Method Theory. In the EAM and MEAM formalisms [11, 12, 16] , the total energy of a system of atoms (E tot ) is given by
where F si is the embedding energy function for element type s i , which is defined as the energy required to embed an atom of element type s i in the background electron density q i at site i, S ij is the screening factor between atoms at sites i and j (defined in Eqs. (25) and (28)), and / sisj is the pair interaction between atoms of element types s i and s j at sites i and j at the separation distance of R ij . To emphasize the multicomponent nature of the model, the element type of the atom at site i is denoted as s i in this paper to distinguish it from site designation i, and the screening factor is explicitly separated from the pair potential. Sections 2.1.1-2.1.3 describe the calculation of the embedding energy function and screening factor for the MEAM formalism.
Embedding Energy Function.
The embedding function is given by the specific simple form
where A si is a scaling factor, E 0 si is the sublimation (cohesive) energy, and q 0 si is the background electron density for the reference structure of the atom of element type s i at site i. For most elements, the reference structure is the equilibrium structure of the element in its reference state. However, the reference structure of carbon is taken as diamond. We will denote the properties of the equilibrium reference state with a superscript zero. The analytic continuation of the embedding function for negative electron densities was considered as a computational convenience to prevent systems from entering this unphysical regime. The origin of negative electron densities arises in Eq. (8) . The MEAM formalism introduces directionality in bonding between atoms through decomposing q i into spherically symmetric (q 
i ) partial electron densities [16, 27, 55] as given by
Transactions of the ASME
(h ¼ {0, 1, 2, 3}) indicate the atomic electron densities from atom of element type s j at site j at distance R ij from site i. R a ij ; R b ij , and R c ij represent the a, b, and c components of the distance vector between atoms at sites i and j, respectively, and t ðhÞ sj (h ¼ {1, 2, 3}) are adjustable element-dependent parameters. The equivalence between these expressions and an expansion in Legendre polynomials has been discussed previously [16] . As previously discussed, we have carefully denoted the element types of the atoms and separated the screening from the atomic electron densities. Equation (3) is the simple linear superposition of atomic densities of the EAM formalism [11, 12] , and Eqs. (4)-(6) reduce to more familiar forms in the original MEAM paper by Baskes [16] for a single-component system. The partial electron densities can be combined in different ways to give the total background electron density at site i ( q i ). Here, we adopt one of the most widely used forms [5, 26, 56] , which is given by
In the absence of angular contributions to the density, C i ¼ 0, G(C i ) ¼ 1, the model reduces to the EAM formalism. For systems with negative t ðhÞ sj values in certain geometries, C i < -1, and for computational convenience, we perform an analytic continuation of G(C i ). We choose to do this by allowing G(C i ) and, hence, q i to become less than zero.
If we apply Eqs. (7) and (9) to the equilibrium reference structure, we obtain q
where we have assumed that the reference structure has only first nearest-neighbor (1NN) interactions. In Eq. (11), q 0 s is an element-dependent electron density scaling factor, and Z 0 s is the first nearest-neighbor coordination number of the reference structure. s ðhÞ s (h ¼ {1, 2, 3}) are "shape factors" that depend on the reference structure for element type s. The shape factors are given in the original MEAM paper by Baskes [16] . The atomic electron density for element type s is calculated from
where b
ðhÞ s (h ¼ {0, 1, 2, 3}) are adjustable element-dependent parameters, and R 0 s is the nearest-neighbor distance in the equilibrium reference structure for the element type s.
The pair interaction for like atoms of element type s can be calculated using a 1NN [16] or second nearest-neighbor [17, 27] formalism. In this work, the former is used [5, 26] and is given by
In this equation, q ref s ðRÞ is the background electron density in the reference structure evaluated from Eqs. (7) to (10) at a nearestneighbor distance of R and is given by q (16) and E u s is the universal equation of state of Rose et al. [57] for element type s given by
In Eqs. (17)- (21) (20) is used when the reference structure is a three-dimensional crystal, and Eq. (21) is used when the reference structure is a diatomic.
The pair interaction for unlike atoms of element types s and t is similarly obtained from the reference structure of the unlike atoms. For this work, the reference structure is taken as the heteronuclear diatomic, which gives
where Z 
ASCE-ASME Note: The tables show the factor levels (À1, 1) associated with different runs, which are also shown in the black and white images. The 128-run 2 fractional factorial design used herein is shown in the right image.
011004-4 / Vol. 4, MARCH 2018
Transactions of the ASME If it is assumed that all the three sites i, j, and k lie on an ellipse on the xy-plane with sites i and j on the x-axis, the following equation can be derived:
where
In Eq. (27) ,
. The screening factor S ikj for like atoms is defined as
where C min (s i , s k , s j ) and C max (s i , s k , s j ) determine the extent of screening of atoms of element type s at sites i and j by an atom at site k. The smooth cutoff function f c is defined as
S ij ¼ 1 means that the interaction between atoms at sites i and j is not screened, while S ij ¼ 0 means the interaction is completely screened. A small molecule database was used in the fitting of the C-H MEAM interatomic potential. Further details of the parameterization are provided in Ref. [51] . The simulations were run using the molecular dynamics code, DYNAMO [58] .
Fractional Factorial Design.
A design of experiments approach was used to assess the influence of each parameter on the small molecule database that was used for tuning the C-H MEAM interatomic potential. A fractional factorial design was chosen to identify the significant main effects on a large number of responses: molecular atomization energies, average bond lengths (C-C, C-H, and H-H), average bond angles (C-C-C, C-C-H, and H-C-H), average dihedral angles (C-C-C-C, C-C-C-H, and H-C-C-H), and difference in the energy versus distance relationship from first principles calculations for several molecules (2C, 2H, C-H, CH 4 , and C 2 H 6 ) and paths. Table 1 shows an example of a fractional factorial experiment for five factors (in this study, we used 38 parameters) with two levels (À1 and þ1). The 2 5 factorial is a full factorial design and requires 32 runs to test all the combinations. For fractional factorial designs, only a fraction of these runs are used, which results in certain effects being confounded with each other (e.g., it may not be possible to understand whether a response is due to factor a or due to a two-factor interaction between factors b and c). The resolution of a fractional factorial design details the extent of confounding within the design. For instance, a 2 5À1 fractional factorial design (16 runs, not shown) is a resolution IV design, where the main effects are not confounded with any other main effects or twofactor interactions, but the two-factor interactions are confounded with each other. The 2 5À2 fractional factorial design is a resolution III design that only requires eight runs (one-quarter of a full factorial design) but where the main effects may be confounded with two-factor interactions. In the present study, a 2 38À31 fractional factorial design is used, which requires 128 runs; the full factorial design is 2 31 (¼2,147,483,648) times larger (i.e., 2 38 ¼ 274,877, 906,944 runs), which may not be feasible or justified. This factorial design is a resolution IV design, so the main effects are unconfounded with each other or with two-factor interactions, providing information about which parameters significantly affect the responses being examined. The 2 38À31 fractional factorial design in shown in Table 1 as an image, where the black (white) pixels represent a factor level of À1 (1) for the particular factor. The ordering of the factors (from left to right) and their associated MEAM parameter are given in Table 2 along with the À1 and þ1 values probed for each factor. The next step is to assign the interatomic potential parameters to the 38 factors and to select appropriate numeric values for the potential parameters (i.e., the À1 and þ1 factor levels). In the following study, the MEAM parameters identified in prior work [51] were used as baseline values and the À1 and þ1 factor levels were chosen to bracket these values. More specifically, ranges were chosen such that C min and C max values extended 0.1 from baseline, b and R values extended 0.01, most d a and d r values extended 0.01, etc. As a baseline study, these ranges were chosen based on prior experience with fitting the reactive potential, but as discussed herein this study could also be used to screen parameters and adjust ranges, as discussed in Sec. 4. Transactions of the ASME 2.3 Tests: Molecules and Property. The last step is to define the responses used for the present study. Figure 1 shows an example of some of the molecules used for parameterization of the potential as well as used herein. The molecule set represents a diversity of potential structures for the C-H MEAM potential: dimers, alkanes, alkenes, alkynes, cycloalkanes, aromatics, and radicals, some of which are depicted in Fig. 1 . The various properties explored for each molecule include 0 K energy, C-C and C-H bond distances, C-C-C, C-C-H, and H-C-H bond angles, and C-C-C-C, C-C-C-H, and H-C-C-H dihedral angles. For the case of molecules with multiple values for bond distances, bond angles, and dihedral angles, the average value for all the bond/angle/dihedral types of that nature are used herein. A few of the molecule names call attention to molecules that are discussed within Sec. 3. First, the cycloalkanes (cC 3 H 6 to cC 6 H 12 ) and their names are shown in the second row of Fig. 1 . As opposed to the linear alkane chains (top row), each of these C atoms is connected to two other C atoms and two H atoms. However, in cycloalkanes with less than six atoms, the C atoms are forced into local environments where "ring strain" can contribute to bond distances and angles that are different than that typically encountered in C atom within a linear chain. The bottom two rows of molecules involve central C atoms with combinations of H, CH 3 , and CH 2 chains (terminated with CH 3 ). There are eight such molecules, the five shown here and three others: isopentane CH 3 CHCH 3 CH 2 CH 3 (iPn), isohexane CH 3 CHCH 3 CH 2 CH 2 CH 3 (i-Hex), and isobutane CH 3 CHCH 3 CH 3 (i-Bu). In each of the cases of these molecules, the shorthand given in parenthesis is used throughout to represent these alkane molecules.
The energy versus distance relationship is also computed for a few dimers and small molecules. For example, Fig. 2 depicts two C 2 H 6 molecules that are oriented in different ways with respect to each other. Each of these molecules is then separated by different distances while constraining the atoms and the energy is calculated. This type of calculation is performed for H 2 , CH 4 , and C 2 H 6 and was compared to first principles results as discussed in Ref. [51] . Figure 3 shows the normalized dataset that is used in the analysis for this study. On the left, the factor levels for the 128 sets of potential parameters are shown. For each of these potentials, the Fig. 3 Heat map showing all the data collected (right) for the 128-run fractional factorial design (left), which includes (from left to right) energies, bond distances (C-C and C-H), bond angles (C-C-C, C-C-H, and H-C-H), dihedral angles (C-C-C-C, C-C-C-H, and H-C-C-H), and the deviation in the energy versus distance plots from first principles results (mean absolute error (MAE) and root-mean-square error (RMSE)). The data have been normalized by subtracting the mean and dividing by the standard deviation. 
-H bond distances, 23 C-C bond distances, 18 C-C-C bond angles, 21 C-C-H bond angles, 23 H-C-H bond angles, 14 C-C-C-C dihedral angles, 18 C-C-C-H dihedral angles, 18 H-C-C-H dihedral angles, and 15 energy versus distance plots (both MAE and RMSE).
Since the dataset is normalized by standard deviation above/below mean, it is clear that there are correlations between molecules within the same response regimes (i.e., horizontal bands within the vertical bands). It is also apparent that as the responses become more complex (e.g., dihedral angles are dependent on interactions between four atoms and show up in multiple areas of the molecules in many cases), there appears to be less correlation between molecules. Both the parameter sensitivity of the various potential parameters and the correlation between responses is quantitatively assessed in Sec. 3. The distances and angles are the mean values of each molecule (i.e., each data point may encompass a distribution of values).
3 Simulation Results and Analysis 3.1 Analysis of Variance. Factorial or fractional factorial designs can be analyzed by describing the response variables in terms of an overall mean, a contribution from the treatment (i.e., due to different factors and factor levels), and a contribution from random error-in the case of minimum energy molecules herein, the responses for each set of parameters is unique and so only one simulation is required. The variability in the responses is a function of the treatment, and hence, the various factors and factor levels. So, an effective method for analyzing factorial experiments is to measure the total deviation from the mean response (i.e., sum of squares) and partition this into different factors (i.e., ANOVA method). This partitioning of the variability into different factors enables testing the hypothesis of whether any particular factor has a significant influence on the total variability; this is often expressed through an F ratio test statistic and a p value.
The ANOVA technique is performed for the energy of the CH 4 molecule in Table 3 to illustrate a summary of the information obtained. Again, recall that the factorial design in Table 1 describes the values for all the MEAM parameters for the 128 different simulations (treatments) of the CH 4 molecule. The CH 4 molecule is minimized using a gradient-based energy minimization technique, and the final energy and positions of the atoms are used for various responses: atomization energy, C-H bond length, and H-C-H bond angle. The data from the ANOVA procedure are listed in Table 3 , which includes several columns of data: (1) the total sum of squares as well as the sum of squares attributed to each factor and the error; (2) the degrees-offreedom, which is equal to one for all the factors; (3) the mean squares of the various factors and the error, which is an unbiased Fig. 4 Summary of ANOVA results for the energies of all the molecules examined. The percent contribution by each of the MEAM parameters was determined by dividing the sum of squares attributed to each parameter by the total sum of squares (e.g., see Table 3 ), which was repeated for each molecule. Fig. 5 Summary of ANOVA results for the (left) C-H and (right) C-C bond distances of all the molecules examined. The percent contribution by each of the MEAM parameters was determined by dividing the sum of squares attributed to each parameter by the total sum of squares (e.g., see Table 3 ), which was repeated for each molecule. The mean bond distance for all the C-H (C-C) bonds was used for those molecules with multiple C-H (C-C) bonds.
estimate of the variance; (4) the F test statistic, which is a ratio of the mean square of the factors to that of the error; and (5) the p value, which is related to the hypothesis that there are differences in the variance due to a particular factor. There are a few important results that can be gleaned from this information. First, the p value indicates which factors are significant; a value below 0.05 indicates a 95% confidence level for significance. Hence, in terms of the energy of this molecule, there are eight statistically significant factors at a 95% confidence level: esub1, asub1, b02, alat2, esub2, deltas12, res12, and cmin212. Second, the sum of squares column indicates the degree of influence of each parameter and dividing by the total sum of squares gives the percent contribution for each factor to the response. So, the percent contribution of each statistically significant factor can be calculated: 49.8% (deltas12), 21.9% (esub2), 17.5% (esub1), and 8.9% (asub1) (i.e., 98.2% of the variability in this study is caused by these four factors). Another way of interpreting this is that a linear regression model is fit using the various parameters outlined Fig. 6 Summary of ANOVA results for the C-C-C bond angles of all the molecules examined. The percent contribution by each of the MEAM parameters was determined by dividing the sum of squares attributed to each parameter by the total sum of squares (e.g., see Table 3 ), which was repeated for each molecule. The mean bond angle for all the C-C-C bond angles was used for those molecules with multiple C-C-C bond angles. Fig. 7 Summary of ANOVA results for the C-C-H bond angles of all the molecules examined. The percent contribution by each of the MEAM parameters was determined by dividing the sum of squares attributed to each parameter by the total sum of squares (e.g., see Table 3 ), which was repeated for each molecule. The mean bond angle for all the C-C-H bond angles was used for those molecules with multiple C-C-H bond angles. Fig. 9 Summary of ANOVA results for the C-C-C-C dihedral angles of all the molecules examined. Since there are primarily two dihedral angles in the tested molecules (60 deg and 180 deg), the absolute value of the minimum difference between each dihedral angle and these two reference angles was used. The percent contribution by each of the MEAM parameters was determined by dividing the sum of squares attributed to each parameter by the total sum of squares (e.g., see Table 3 ), which was repeated for each molecule. The mean dihedral angle for all the C-C-C-C angles was used for those molecules with multiple C-C-C-C dihedral angles. Fig. 8 Summary of ANOVA results for the H-C-H bond angles of all the molecules examined. The percent contribution by each of the MEAM parameters was determined by dividing the sum of squares attributed to each parameter by the total sum of squares (e.g., see Table 3 ), which was repeated for each molecule. The mean bond angle for all the H-C-H bond angles was used for those molecules with multiple H-C-H bond angles.
in Table 3 , and the sum of squares column is simply a reflection of how much of the original variability in properties is accounted for by each parameter. In this manner, the error term gives the ability to describe the data using this linear regression model; in truth, if a predictive model is the goal, then including parameter interaction terms or other surrogate model formulations may better capture the relationship between parameters and responses. This can be easily accomplished but is outside the scope of this work.
Interatomic Potential
Parameter Sensitivity Via Analysis of Variance. The present study contains 30 different molecules, where each of them has a number of different responses that can be evaluated against the factors explored in the factorial design using an ANOVA procedure similar to that illustrated in Table 3 . The large number of responses included in the present study required exploring different techniques for visualizing and analyzing the information. One way to examine this information is to use a heat map to visualize how the percent contribution for each factor changes for each molecule. This type of plot is shown in Fig. 4 , which depicts how the percent contribution to the energy for each factor changes as a function of molecule type. Thirty different molecules are present on the horizontal axis in this study, ranging from C 2 to C 2 H 5 . Thirty-eight different MEAM parameters plus the contribution to the sum of squares from the error (i.e., the model residual) are present on the vertical axis. The colors are related to the percent contribution. The bands of increased percent contribution indicate the parameter sensitivity for the properties (in this case, molecule energy) (i.e., visually depicting the relative influence of parameters for tuning a particular property). In general, the deltas12 term (E 0 CH ) has the largest influence for most molecules, followed by esub1 (E 0 C ) and esub2 (E 0 H ), as might be expected from the formulation of the potential (i.e., these parameters define the sublimation/cohesive energies of the reference state for C, H, and C-H). The bands indicate that these parameters affect the molecule energies in a similar manner despite the very different geometries associated with different molecules. The C and H dimers are heavily influenced by asub1 (A C ) and esub2 (E 0 H ). The fact that the H dimer energy is completely influenced by E 0 H is no surprise; the reference state for the H MEAM potential is the dimer. However, interestingly, the C dimer energy is influenced much more by A C (scaling factor for the background electron density of C, Eq. (2)) rather than E 0 C , Fig. 12 Summary of ANOVA results for the energy versus distance relationships for various molecules and paths. In this heat map, the MAE between the calculated MEAM curve and first principles data at the same distances was used as a response variable. The percent contribution by each of the MEAM parameters was determined by dividing the sum of squares attributed to each parameter by the total sum of squares (e.g., see Table 3 ), which was repeated for each molecule. Fig. 11 Summary of ANOVA results for the H-C-C-H dihedral angles of all the molecules examined. Since there are primarily two dihedral angles in the tested molecules (60 deg and 180 deg), the absolute value of the minimum difference between each dihedral angle and these two reference angles was used. The percent contribution by each of the MEAM parameters was determined by dividing the sum of squares attributed to each parameter by the total sum of squares (e.g., see Table 3 ), which was repeated for each molecule. The mean dihedral angle for all the H-C-C-H angles was used for those molecules with multiple H-C-C-H dihedral angles. Fig. 10 Summary of ANOVA results for the C-C-C-H dihedral angles of all the molecules examined. Since there are primarily two dihedral angles in the tested molecules (60 deg and 180 deg), the absolute value of the minimum difference between each dihedral angle and these two reference angles was used. The percent contribution by each of the MEAM parameters was determined by dividing the sum of squares attributed to each parameter by the total sum of squares (e.g., see Table 3 ), which was repeated for each molecule. The mean dihedral angle for all the C-C-C-H angles was used for those molecules with multiple C-C-C-H dihedral angles.
which is due to the diamond cubic reference state for C as opposed to the dimer reference state.
The data displayed on the subsequent heat maps were computed in the same manner, but with bond distances (Fig. 5) , bond angles (Figs. 6-8 ), dihedral angles (Figs. 9-11) , and the energy versus distance curves for various molecules and paths (Fig. 12) . Figure 5 shows the contribution of the MEAM parameters to the C-H and C-C bond distances. The bond distances are most influenced by res12 (R 0 CH ), asub1 (A C ), and alat1 (R 0 C ). The C-H bond distance is affected by R 0 CH , a parameter associated with the distance of the C-H reference state (dimer), and A C , the scaling factor for the electron density. The C-C bond distance is mainly affected by R 0 C for all the molecules with a minor effect of A C for C 2 and C 2 H 2 . Interestingly, the screening parameters cmin112 (C-C-H) and cmin212 (H-C-H) influence the C-C bond distance as well, indicating that the three-body interaction of C atoms along the polymer chains with neighboring C and H atoms can also contribute to the variation in the C-C bond distance. Figures 6-8 show the contribution of the MEAM parameters to the C-C-C, C-C-H, and H-C-H bond angles, respectively. In initial studies without the screening parameters (not discussed herein), the bond angles were influenced by asub1 (A C ), alat1
H ), and res12 (R 0 CH ). However, when the screening parameters were added to the factorial design, these parameters played a commanding role in the bond angles. For instance, the variation in the C-C-C bond angle was mainly influenced by modifications to the cmin112 MEAM parameter with a minor role of the cmin212 parameter. While this result is not entirely unexpected due to the large number of three-body C-C-H and H-C-H interactions within the molecules herein, it is somewhat surprising that a similar magnitude change in cmin111 (the C-C-C screening term) was overwhelmed by the contribution of cmin112. The cmin112 and cmin212 played similar significant roles in the C-C-H and H-C-H bond angles, with the cmin112 having the most influence on the H-C-H bond angle, as expected. Both Figs. 6 and 7 show that there are significant shifts between different molecule families (alkanes versus cycloalkanes versus polyolefins) in terms of the significance of these two screening parameters as well. For instance, for smaller molecules (e.g., C 2 H 4 , C 2 H 6 , cC 3 H 6 , and cC 4 H 8 ), cmin212 has more influence on C-C-H bond angles, while cmin112 has more influence on C-C-H bond angles for molecules with more C atoms. This can be caused by the increasing number of C-C-H triplets compared to H-C-H triplets, which contribute to the C-C-H bond angles in larger molecules. Moreover, these are the first heat maps where the error term in the ANOVA analysis has a significant percent contribution. Again, this means that a linear model including only the main effects is not sufficient to capture the variation in the data in, for example, cyclopropane (cC 3 H 6 ) or tertiary butane (t-Bu); in these cases, two-factor interactions may be necessary to describe the variation in responses. Figures 9-11 show the contribution of the MEAM parameters to the C-C-C-C, C-C-C-H, and H-C-C-H dihedral angles, respectively. Similar to the bond angles, the dihedral angles are significantly affected by the cmin112 and cmin212 screening parameters along with a minor contribution to the dihedral angle of a few molecules from other MEAM parameters: asub1 (A C ),
H ), and res12 (R 0 CH ). Again, these other MEAM parameters are very minor compared to the effect from the screening parameters cmin112 and cmin212. One of the strongest influences to all of the dihedral angles aside from the screening parameters is from the single element H attrac22 (d a H ) parameter. The influence of various MEAM parameters on the dihedral angle depends on the molecule type, more so than for the other properties. Similar to bond angles, the eight alkanes with a central C atom (e.g., e-MePn, i-Hep, i-Hex (see Fig. 1 ) for C-C-C-C) and some other molecules (e.g., cyclopropane [cC 3 H 6 ] for H-C-C-H) have a large percent contribution associated with error, i.e., the linear model with potential parameters was not sufficient to capture the variability. Figure 12 shows the contribution of the MEAM parameters to the energy versus distance relationships for various molecules and paths, as outlined in Ref. [51] . This figure compares the MEAMcomputed energy versus distance plots to the same first principle energy versus distance plots for various atoms/molecule combinations: C 2 H 6 , CH 4 , H 2 , C, H, and C-H. As a measure of how similar the two curves are, the mean absolute error, the root mean square error, and the maximum absolute error (i.e., related to the L 1 , L 2 , and L 1 norms, respectively) are used as the distance metrics between the curves for this analysis. In general, the same parameters are important for all the three metrics, with little difference between the three distance metrics (not shown). A large number of different MEAM parameters are driving these energy-distance metrics with large contributions from a few parameters: attrac22 (d In general, these analyses can be used in a few ways: uncertainty quantification and potential development. First, the interatomic potential is used to bridge modeling scales between the quantum mechanics and molecular dynamics scales. In doing so, approximations are made within the formulation of the interatomic potential as a tradeoff for the ability to simulate larger length and time scales. However, the potential development has inherent uncertainties associated with the potential formulation, the properties included in the training set, the weights of these properties, the goal values for these properties (e.g., use experimental values or first principles?), and even the optimization methodology itself. In this regard, the potential parameters themselves can be viewed as distribution functions that produce uncertainty in the properties computed within the molecular dynamics framework using these potentials. Hence, understanding how parameters influence properties used in a training set (and also how the training set influences optimal sets of parameters) can help shed light on uncertainty in molecular dynamics simulations.
Second, in the potential development process, Figs. 4-12 can help to evaluate the parameter sensitivity for various properties in the training set. Ultimately, there will be tradeoffs that are encountered and can be managed through a multi-objective optimization approach, but this can help identify which parameters may be involved with optimization of particular properties. In some cases, depending on the level of complexity of the interatomic potential, it may be easier to spawn multiple suboptimization problem formulations for various properties rather than trying to optimize all the properties for all the parameters. This can also be used for defining the appropriate parameter ranges for potential development. While Figs. 4-12 show how important different parameters are for different properties and molecules, it also shows which properties do not significantly influence properties. This analysis may provide guidance in terms of expanding the range of various parameters to assess whether the property in question is truly unaffected by the parameter or whether the parameter range needs to be expanded. Moreover, this analysis shows how sensitive responses are to the range of parameter values selected. For instance, responses for the molecules were far more sensitive to a change of 0.20 for the C min screening parameters than for the same variation for the C max screening parameters, indicating that either the responses are not sensitive to C max or that larger variations are required. The sensitivity of these parameters over particular ranges can also provide insight into the degree of resolution necessary for sampling or optimization strategies in each of these dimensions (i.e., parameters).
Property
The similarity between the properties of different molecules can shed some light on the uniqueness of different molecules for potential use when constructing training sets for interatomic potentials. In this particular study, the aforementioned fractional factorial design and a LHS design were used to sample the 38th-dimensional parameter space and compare correlations. From the LHS design, 1024 different MEAM potentials were each used to generate the 30 different molecules (i.e., over 30,000 molecules) and their corresponding properties. The Pearson correlation coefficient R was used as a metric for similarity of the different properties (stemming from the 1024 different MEAM potentials). Figures 13-17 show the Pearson correlation coefficient for different properties (energies, bond distances, and bond angles) when compared to all the other molecules. For instance, the Pearson correlation coefficients of the energies of the molecules for the Latin hypercube design are shown in Fig. 13 . A high linear correlation coefficient indicates that the energy of the two molecules on the horizontal and vertical axes scales similarly even as the MEAM parameters are changed for the 1024 different MEAM potentials. For example, if a new MEAM interatomic potential is chosen and the energy of C 3 H 8 (E C3H8 ) increases (by dE 1 ), the energy of C 8 H 18 (E C8H18 ) will also increase (by dE 2 ) in such a manner that the slope of the increases is constant and predictable (i.e., E C8H18 ¼ ðdE 2 =dE 1 ÞE C3H8 ). While this is perhaps not unexpected for the different molecules within the alkane series, for instance, it is interesting that there is large correlation (R ¼ 1) between different families of molecules (e.g., between C 8 H 18 and cycloalkane cC 6 H 12 ). A low (or no) correlation indicates that the properties for two molecules are not in line with each other. For instance, the energy of C 2 does not align with the energy of H 2 (not surprising since different parts of the interatomic potential control these properties independent of one another); however, the energy of C 2 is somewhat correlated with the energy of C 2 H, which makes sense considering that only one H atom was added to the C dimer. While this low (or no) correlation for two molecules is in itself not of high value, the rows/columns of low/no correlation can shed light on the uniqueness of certain molecules. For instance, if H 2 dimer is not in a training set for the potential, then one would not expect any of the alkane, cycloalkane, or polyolefin molecules to accurately capture this response. As has been shown in Fig. 4 , this particular situation arises from different potential parameters controlling the response of these molecules. Figure 13 also shows the linear correlation coefficients for the same properties for the fractional factorial design (i.e., 128 MEAM potentials versus the 1024 MEAM potentials in the Latin hypercube design). In general, the fractional factorial design yields similar behavior to the more expansive coverage offered by the 1024-point Latin hypercube sampling strategy, with a fraction of the simulations. Hence, the remainder of the analysis uses the linear correlation coefficients from the fractional factorial design.
This correlation between properties is also plotted for bond distances (Fig. 14) and bond angles (Figs. 15-17) . In terms of the C-H bond distance (Fig. 14) , this is the most correlated properties between the different molecules (i.e., this property behaves similarly with respect to the interatomic potential no matter what the molecule is, the one exception being the C-H dimer bond distance). On the other hand, the C-C bond distance is very different in terms of its correlation between molecules. This plot indicates that C 2 , cC 3 H 6 , cC 4 H 8 , C 2 H 2 , C 2 H 4 , and C 2 H are very dissimilar from the remaining molecules, which tend to have C-C bond distances that are similarly affected by interatomic potential. This is perhaps expected; the dimers (C 2 in this case) tend to have very different properties than the other molecules, the cycloalkanes with C less than four (cC 3 H 6 and cC 4 H 8 ) have constrained bond angles that can alter their properties, and the alkene/alkyne/radical molecules (C 2 H 2 , C 2 H 4 , and C 2 H) have a very different bonding state between the C atoms due to the absence of H atoms. The molecule t-Bu (tertiary butane) also has a different band of correlation due to the central C atom; this is the only molecule with a C atom that does not have any H atoms bonded to it. Interestingly, comparing Fig. 14 with parameter plot in Fig. 5 , one notices subtle changes in the percent contribution of the different MEAM parameters to the C-C bond distance of these molecules; this translates into very noticeable deviations from perfect correlation in Fig. 14 . Again, this would be as expected. For instance, while asub1 (A C ) affects the C-C distance of these molecules, this parameter has little-to-no effect on the other molecules. If held fixed, the correlation will be higher; if allowed to change, this will affect the properties of only a select group of molecules, resulting in a lower correlation as observed herein. Figures 15-17 show the correlation between molecules with respect to the C-C-C, C-C-H, and H-C-H bond angles, respectively. In these cases, there are definitive dissimilarities between different molecules. For instance, the cycloalkanes have a very interesting behavior in terms of the C-C-C bond angles that align with the concept of ring strain; there is a gradual increase in correlation with other molecules as a function of more C atoms in the cycloalkane, with the C 6 H 12 displaying a similar trend as computed in most other molecules. This behavior is also observed in the C-C-H bond angles and H-C-H bond angles, but is not as prominent as in the C-C-C bond angles. Once again, the tertiary butane (t-Bu) is not correlated with any other molecules for C-C-C bond angle (which is explored further in the subsequent paragraph). Similar observations can be made about some of the other molecules and families of molecules. In part, the dissimilarity between molecules, particularly present in Fig. 16 for C-C-H bond angles, can also be driven by the calculation of the bond angle itself. The bond angles represented in this work are the result of taking all the bond angles of a particular type and averaging the values; thus, different local environments (e.g., methyl CH 3 groups on the molecules) can influence the average bond angle. For example, even a simple molecule such as the C 6 H 14 alkane molecule has 19 bonds, 36 bond angles, and 45 dihedral angles, which are broken down in the following manner: 5 C-C bonds, 14 C-H bonds, 4 C-C-C bond angles, 22 C-C-H bond angles, 10 H-C-H bond angles, 3 C-C-C-C dihedral angles, 18 C-C-C-H dihedral angles, and 24 H-C-C-H dihedral angles. Of the 22 C-C-H bond angles, most bond angles are within 0.2 deg of each other (%109.7 deg) except for two bond angles at the head and tail of the molecule that have bond angles of 113.28 deg. However, it was necessary to reduce the dimension of this data in some manner and the average response was deemed as an appropriate measure for the present study (e.g., overall potentials [128 or 1024], 1 C 8 H 18 molecule, 30 different C-C-H bond angles). Finally, the H-C-H bond angles highlight that CH 2 , CH 3 , CH 4 , and the cycloalkane cC 3 H 6 are not well correlated with the remaining molecules, which may be due to the large influence of the cmin screening parameters, such as cmin212, which may not affect these molecules as much as in other molecules.
From a chemical perspective, the tertiary butane (t-Bu) in Fig.  15 is an interesting molecule to explore because of its dissimilarity from other molecules. For instance, the C-C-C bond angle of t-Bu clearly does not correlate with any other molecules. However, the C-C-C bond angles for all the noncyclic alkanes are around 109.47 deg, including the t-Bu molecule. Recall that the correlation between mean C-C-C bond angles is over the entire range of different (potential parameter) runs. For instance, 128 different potentials gave 128 different mean C-C-C bond angles for t-Bu, so it is not necessarily looking at the value of the bond angle, but rather its variability with potential compared to other responses variability with the same potentials. The geometry of the molecule (Fig. 1) , specifically the CH 3 atoms bonded to the central C atom, may have provided a local environment where as potential parameters are varied, this variability affected the C-C-C bond angle differently in this molecule than in others, despite the fact that it is well known to have a similar bond angle to these other noncyclic alkane molecules. Hence, examining these responses in such a manner has identified a molecule and property that may defy prior knowledge and defy expectations, e.g., possibly indicating a bad test set or a discrepancy in the model formulation.
The preceding analysis can be used to better understand the types of molecules or tests that should be included in the training set as well as which ones are duplicates (i.e., correlated). Furthermore, these tests may provide insight as to how to weight different properties within a training set for potential development. For instance, Fig. 13 shows that many of the energies of molecules are correlated. This has several implications in terms of weighting the molecule atomization energies. First, if all are equally weighted during multi-objective optimization of the interatomic potential and most molecules are correlated, then clearly the potential will be biased toward capturing the energies of the correlated molecules rather than the noncorrelated molecules. Second, if the weighting is biased toward the correlated/noncorrelated molecules, then the potential may not be as transferable to other molecules that were not weighted as highly during its formulation. Third, if correlations exist, this can be taken advantage of in the training set in terms of reducing the computational cost. That is, the energy of more complex molecule, which might take much longer time to minimize their structure, can be reformulated as functions of less complex molecules and included in the optimization process without running a simulation (i.e., a surrogate model based on a high degree of correlation with less expensive properties). This may have broad implications. A predictive surrogate model for melting temperature based on MEAM parameters and less expensive properties could be used in the optimization process itself, rather than just as a validation test afterward. These notions and others can be inferred from some of the studies presented within. Understanding and quantifying the relationships between potential parameters and responses from atomistic simulations can help to quantify (and reduce) the uncertainties that arise at these scales.
Discussion
The prior study of parameter sensitivity for multiple responses over the interatomic potential parameter space can help to address some relevant questions pertaining to interatomic potential development. Specifically, the interatomic potential development process requires selecting the appropriate parameters for the interatomic potential, selecting the bounds for these parameters (for constrained optimization), selecting the responses for the training set, selecting the weights for the various responses in the objective function, and setting up the single/multi-objective optimization process itself. Aside from the optimization process, which is not detailed herein, the methodology presented within may help with the selection of the parameters, bounds, responses, and weighting. Interestingly, using the 221 responses from this study (Fig. 3), Figs. 18 and 19 show how this framework and the responses pertain to the aforementioned potential development steps.
The statistical significance of the various potential parameters can provide insight into which potential parameters are important within the design as well as which parameters are not. Figure 18 shows the p values for the 38 different parameters and the 221 different responses (i.e., 221 ANOVA tables), which are ordered by the number of times that a parameter was statistically significant (p 0.05) and the number of times a response garnered statistically significant parameters. This sort of analysis can quickly identify the most statistically significant parameters (1-5: C ]) over all responses. This can help to identify how to reduce the dimensionality of the problem by eliminating less relevant parameters or to adjust the bounds of the parameters. For instance, it can be envisioned that the ranges of the ten least significant parameters could be expanded to test whether the potential parameter either does not affect the responses or whether the lack of sensitivity was caused by the bounds selected.
The correlation between the 221 different responses over the 128 different potential parameter sets can also provide insight into what responses should be included in the training set. For instance, Fig. 19 shows the correlation coefficient R for the 221 responses arranged both in the same order as in Fig. 3 (the upper left inset contour plot) and grouped by various clusters (large contour plot). The clustering in the large contour plot was performed using Euclidean distances (L 2 norm) between rows/columns and then clustering based on maximum distances; there are a number of different distance (or similarity) functions that can be applied to cluster these vectors [59] . The diagonal for this plot is each response compared against itself (i.e., R ¼ 1). However, interestingly, there are different clusters of responses as indicated by the dark red boxes along the diagonal; the size of the boxes indicates the number of responses that are correlated. For example, there are at least eight distinct groupings of responses. The significance of examining the correlation of responses in a manner such as this is that the number of tests included in the training set for optimization may be reduced (no need to run additional tests that are more or less correlated with another response). Furthermore, this plot can help to identify unique tests and/or responses (red boxes of size 1). Moreover, this may help with weighting responses in the training set as well. Either weights can be assigned to each cluster/group according to the size of the cluster (weighing responses according to their density within this set of responses) or weights can be evenly assigned to each cluster/group to more uniformly cover the response space. In the end, this may depend on what regions of the response space the interatomic potential is expected to operate within.
Summary
An interatomic potential for saturated hydrocarbons [51] using MEAM, a semi-empirical many-body potential based on density functional theory, was parameterized to the bond distances, bond angles, and atomization energies at 0 K of a series of alkane structures from methane to n-octane. In this work, the parameters of the MEAM potential were explored through a design of experiments and Latin hypercube sampling approach to better understand how individual MEAM parameters affected several properties of molecules (energy, bond distances, bond angles, and dihedral angles) and the relationship/correlation between various molecules in terms of these properties. The preceding analysis can be used to better understand the types of molecules or tests that should be included in the training set as well as which ones are duplicates (i.e., correlated). Furthermore, these tests may provide insight as to how to weight different properties within a training set for potential development. Beyond these results of sensitivity of MEAM parameters and the correlation between different properties, it was also found that reduced-order fractional factorial design of experiment with 64 MEAM combinations yielded similar results to the Latin hypercube sampling design with 1024 MEAM combinations, for instance. Furthermore, the parameter sensitivity for multiple responses over the interatomic potential parameter space can help to address some relevant questions pertaining to interatomic potential development, namely: (i) selecting the appropriate parameters for the interatomic potential, (ii) selecting the bounds for these parameters (for constrained optimization), (iii) selecting the responses for the training set, and (iv) selecting the weights for the various responses in the objective function. The methodology can be easily extended to other potential formulations and can be useful for understanding parameter effects, understanding similarities between properties/responses, and constructing training set tests for the interatomic potential development process under uncertainty.
