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ABSTRACT
In this paper, we develop a generalization of the Gaussian quasi score
test (GQST) for composite binary hypothesis testing. The proposed
test, called measure transformed GQST (MT-GQST), is based on the
score-function of the measure transformed Gaussian quasi maximum
likelihood estimator (MT-GQMLE) that operates by empirically fit-
ting a Gaussian model to a transformed probability measure of the
data. By judicious choice of the transform we show that, unlike the
GQST, the proposed MT-GQST involves higher-order statistical mo-
ments and can gain resilience to outliers, leading to significant miti-
gation of the model mismatch effect on the decision performance. A
data-driven procedure for optimal selection of the measure transfor-
mation parameters is developed that minimizes the spectral norm of
the empirical asymptotic error-covariance of the MT-GQMLE. This
amounts to maximization of an empirical worst-case asymptotic lo-
cal power at a fixed asymptotic size. The MT-GQST is applied to
location mismatch detection of a near-field point source in a simula-
tion example that illustrates its robustness to outliers.
Index Terms— Composite hypothesis testing, higher-order
statistics, probability measure transform, robust statistics.
1. INTRODUCTION
The score test [1]-[3], also known as Rao’s score test, or the La-
grangian multiplier test, is a well established technique for compos-
ite binary hypothesis testing [1], [4], [5] that is based on the score-
function1of the maximum likelihood estimator (MLE). Unlike the
generalized likelihood ratio test (GLRT) [1], [5] and Wald’s test [1],
[5], [6], it does not necessitate the maximum likelihood estimate un-
der the alternative hypothesis, and therefore, may be significantly
easier to compute. However, similarly to Wald’s test and the GLRT,
it assumes knowledge of the likelihood function. In many practical
scenarios the likelihood function is unknown, and therefore, alterna-
tives to the score test become attractive.
A popular alternative of this kind is the Gaussian quasi score test
(GQST) [7]-[11] that is based on the score-function of the Gaussian
quasi MLE (GQMLE) [7], [11]-[16], which assumes that the sam-
ples obey Gaussian distribution. The GQST has gained popularity
due to its implementation simplicity and ease of performance anal-
ysis that arise from the convenient Gaussian distribution. Despite
the model mismatch, introduced by the normality assumption, the
GQST has the appealing property of consistency under some mild
regularity conditions [8]. However, in some circumstances, such
as for certain types of non-Gaussian data, deviation from normality
can inflict poor decision performance. This can occur when the first
and second-order statistical moments are weakly identifiable over
1Score-function of an estimator is referred here to as the gradient of the
estimator’s objective function w.r.t. the vector parameter.
the parameter space, or in the case of heavy-tailed data when the
non-robust sample mean and covariance provide poor estimates in
the presence of outliers.
In this paper, a generalization of the GQST is developed. The
proposed generalization, called measure transformed GQST (MT-
GQST), is based on the score-function of the measure transformed
GQMLE (MT-GQMLE) [17], [18] that operates by empirically
fitting a Gaussian model to a transformed probability measure of
the data. The considered measure-transformation, also applied in
[19]-[24], is structured by a non-negative function, called the MT-
function, that weights the probability distribution of the data. By
judicious choice of the MT-function we show that, unlike the GQST,
the proposed MT-GQST involves higher-order statistical moments,
can gain resilience to outliers, and yet have the computational and
implementation advantages of the GQST.
Under some mild regularity conditions, we show that the MT-
GQST is consistent. We also show that the asymptotic distribution of
the test-statistic is central chi-squared under the null hypothesis, and
non-central chi-squared under a sequence of local alternatives, with
non-centrality parameter that is increasing with the inverse asymp-
totic error-covariance of the MT-GQMLE. A data driven procedure
for optimal selection of the MT-function within some parametric
class is developed that minimizes the spectral norm of the empirical
asymptotic error-covariance of the MT-GQMLE. We show that this
minimization amounts to maximization of an empirical worst-case
asymptotic local power at a fixed asymptotic size.
The MT-GQST is illustrated for detecting a mismatch in the lo-
cation of a near-field point source in the presence of spherically con-
toured noise. By specifying the MT-function within the family of
zero-centred Gaussian functions parameterized by a scale parameter,
we show that the MT-GQST outperforms the non-robust GQST and
another robust alternative, and attains detection performance that are
significantly closer to those of the omniscient score test that, unlike
the MT-GQST, requires the knowledge of the likelihood function.
The paper is organized as follows. In Sections 2, the MT-
GQMLE is reviewed. In Section 3, the score-function of the MT-
GQMLE is used to construct the proposed MT-GQST. The proposed
test is applied to location mismatch detection in Section 4. In Section
5, the main points of this contribution are summarized.
2. MEASURE TRANSFORMED GQMLE: REVIEW
We begin by reviewing the principles of the parametric probability
measure transform [17], [18]. We then define a parametric measure-
transformed mean vector and covariance matrix and show their rela-
tion to higher-order statistical moments. Furthermore, we formulate
their strongly consistent estimates and state conditions for outlier
resilience. Finally, these quantities are used to construct the MT-
GQMLE [17], [18], whose objective function will be used in the
following section to obtain the proposed MT-GQST.
2.1. Probability measure transform
We define the measure space (X ,SX , PX;θ), where X ⊆ Cp is the
observation space of a random vector X, SX is a σ-algebra over X
and PX;θ is an unknown probability measure on SX parameterized
by a vector parameter θ that belongs to a parameter spaceΘ ⊆ Rm.
Definition 1. Given a non-negative function u : Cp → R+ satisfy-
ing
0 < E [u (X) ;PX;θ] <∞, (1)
where E [u (X) ;PX;θ] ,
∫
X u (x) dPX;θ (x) and x ∈ X , a trans-form on PX;θ is defined via the relation:
Q
(u)
X;θ (A) , Tu [PX;θ] (A) =
∫
A
ϕu (x;θ) dPX;θ (x) , (2)
where A ∈ SX and ϕu (x;θ) , u (x)/E [u (X) ;PX;θ]. The func-
tion u (·) is called the MT-function. [Proof: see Appendix A in [21]]
Proposition 1 (Properties of the transform). Let Q(u)
X;θ be defined by
relation (2). Then 1) Q(u)
X;θ is a probability measure on SX . 2) Q(u)X;θ
is absolutely continuous w.r.t. PX;θ, with Radon-Nikodym derivative
[25]:
dQ
(u)
X;θ (x)/dPX;θ (x) = ϕu (x;θ) . (3)
The probability measureQ(u)
X;θ is said to be generated by the MT-
function u (·).
2.2. The MT-mean and MT-covariance
According to (3) the mean vector and covariance matrix ofX under
Q
(u)
X;θ , that are assumed to be known parameterized functions of θ,
are given by:
µ
(u)
X;θ , E[Xϕu (X;θ) ;PX;θ] (4)
and
Σ
(u)
X;θ , E[XX
Hϕu (X;θ) ;PX;θ]− µ(u)X;θµ(u)HX;θ , (5)
respectively. Equations (4) and (5) imply that µ(u)
X;θ and Σ
(u)
X;θ are
weighted mean and covariance ofX under PX;θ, with the weighting
function ϕu (·; ·) defined below (2). By modifying the MT-function
u (·), such that the condition (1) is satisfied, the MT-mean and MT-
covariance under Q(u)
X;θ are modified. In particular, by choosing u (·)
to be any non-zero constant valued function we have Q(u)
X;θ = PX;θ,
for which the standard mean vector µ
X;θ and covariance matrix
ΣX;θ are obtained. Alternatively, when u (·) is non-constant ana-
lytic function, which has a convergent Taylor series expansion, the
resulting MT-mean and MT-covariance involve higher-order statisti-
cal moments of PX;θ.
2.3. The empirical MT-mean and MT-covariance
Given a sequence of N i.i.d. samples from PX;θ the empirical esti-
mators of µ(u)
X;θ and Σ
(u)
X;θ are defined as:
µˆ
(u)
X
,
∑N
n=1
Xnϕˆu (Xn) (6)
and
Σˆ
(u)
X ,
∑N
n=1
XnX
H
n ϕˆu (Xn)− µˆ(u)x µˆ(u)Hx , (7)
respectively, where ϕˆu (Xn) , u (Xn)/
∑N
n=1 u (Xn). Accord-
ing to Proposition 2 in [21], if E [‖X‖2 u (X) ;PX;θ] < ∞ then
µˆ
(u)
X
w.p. 1−−−−→
N→∞
µ
(u)
X;θ and Σˆ
(u)
X
w.p. 1−−−−→
N→∞
Σ
(u)
X;θ, where “
w.p. 1−−−→” denotes
convergence with probability (w.p.) 1 [26].
Robustness of the empirical MT-covariance (7) to outliers was
studied in [21] using its influence function [27] which describes the
effect on the estimator of an infinitesimal contamination at some
point y ∈ Cp. An estimator is said to be B-robust if its influence
function is bounded [27]. Similarly to the proof of Proposition 3 in
[21] it can be shown that if the MT-function u(y) and the product
u(y)‖y‖2 are bounded over Cp then the influence functions of both
(6) and (7) are bounded.
2.4. The MT-GQMLE
Given a sequence of samples from PX;θ, the MT-GQMLE [18] of θ
minimizes the empirical Kulback-Leibler divergence [28] between
the transformed probability measure Q(u)
X;θ and a complex circular
Gaussian probability distribution Φ(u)
X;ϑ [29], characterized by the
MT-mean µ(u)
X;ϑ and MT-covariance Σ
(u)
X;ϑ. We have shown that this
minimization amounts to maximization of the objective function:
Ju (ϑ) , −D[Σˆ(u)X ||Σ(u)X;ϑ]− ‖µˆ(u)X − µ(u)X;ϑ‖2
Ω
(u)
x;ϑ
, (8)
where D [A||B] , tr [AB−1] − log det [AB−1] − p is the
log-determinant divergence [30] between positive definite ma-
trices A,B, ‖a‖
C
,
√
aHCa denotes the weighted Euclidian
norm of a vector a with positive-definite weighting matrix C and
Ω
(u)
X;ϑ , (Σ
(u)
X;ϑ)
−1
. The MT-GQMLE is given by:
θˆu = argmax
ϑ∈Θ
Ju (ϑ) . (9)
Under some mild regularity conditions, we have shown that the MT-
GQMLE is asymptotically normal and unbiased with convergence
rate of 1/
√
N , i.e.,
√
N(θˆu−θ) D−→ N (0,Ru (θ)) as N →∞,
where “ D−→” denotes convergence in distribution [26]. The asymp-
totic error-covariance is given by
Ru (θ) = F
−1
u (θ)Gu (θ)F
−1
u (θ) , (10)
where
Gu (θ) , E[u2 (X)ψu (X;θ)ψ
T
u (X;θ) ;PX;θ], (11)
ψu (X;θ) , ∇θ log φ(u) (X;θ) , (12)
Fu (θ) , −E [u (X)Γu (X;θ) ;PX;θ] , (13)
Γu (X;θ) , ∇2θ log φ(u) (X;θ) , (14)
φ(u) (X;θ) is the density of the Gaussian measure Φ(u)
X;θ and it is
assumed that Fu (θ) is non-singular.
3. THE MEASURE TRANSFORMED GAUSSIAN QUASI
SCORE TEST
Given a sequence of samples from PX;θ, we use the score-function
of the MT-GQMLE (9) to construct the proposed MT-GQST for the
composite hypothesis testing problem:
H0 : θ = θ0 (15)
H1 : θ 6= θ0.
Under some mild regularity conditions we show that the MT-GQST
is consistent. Furthermore, we derive the asymptotic distribution
of its test-statistic under the null hypothesis and under a sequence
of local alternatives. Finally, a data driven procedure for optimal
selection of the MT-function is developed.
3.1. The MT-GQST
Notice that by (6) and (7) the objective function (8) is an empirical
estimate of J¯u (θ,ϑ) , −D[Σ(u)X;θ||Σ(u)X;ϑ]− ‖µ(u)X;θ − µ(u)X;ϑ‖2
Ω
(u)
x;ϑ
.
One can verify that when J¯u (θ,ϑ) is ϑ-differentiable it has a
stationary point at ϑ = θ. Assuming that this stationary point is
unique ∇ϑJ¯u (θ,θ0) = 0 when θ = θ0 and ∇ϑJ¯u (θ,θ0) 6= 0
when θ 6= θ0. This motivates the use of ∇Ju (θ), i.e., the
score-function of the MT-GQMLE, for testing between H0 and
H1. Hence, we define the normalized score-function: ηu (θ) ,
∇Ju (θ)× (1/
√
N)
∑N
n=1 u (Xn). By (6)-(8)
ηu (θ) = (1/
√
N)
∑N
n=1
u (Xn)ψu (Xn;θ) , (16)
where ψu (X;θ) is defined in (12). Furthermore, we define the em-
pirical estimate of (11):
Gˆu(θ) , N−1
∑N
n=1
u2 (Xn)ψu (Xn;θ)ψ
T
u (Xn;θ) . (17)
The MT-GQST for the hypothesis testing problem (15) is defined as:
Tu , ηTu (θ0) Gˆ
−1
u (θ0)ηu (θ0)
H1
R
H0
t, (18)
where t ∈ R+ denotes a threshold. By modifying the MT-function
u (·) such that condition (1) is satisfied the MT-GQST is modified,
resulting in a family of tests. In particular, when u (·) is any non-zero
constant function Q(u)
X;θ = PX;θ and the standard GQST is obtained
that only involves first and second-order statistical moments.
3.2. Asymptotic performance analysis
Here, we study the asymptotic performance of the proposed test (18).
We assume that a sequence of i.i.d. samples Xn, n = 1, . . . , N
from PX;θ is available and that the parameter space Θ is compact.
We begin by stating some regularity conditions that will be used in
the sequel:
(A-1) E [u (X)ψu (X;θ0) ;PX;θ] 6= 0 for θ 6= θ0.
(A-2) E[u2 (X)ψu (X;θ0)ψTu (X;θ0) ;PX;θ] is non-singular.
(A-3) µ(u)
X;θ and Σ
(u)
X;θ are twice continuously differentiable inΘ.
(A-4) E [u4 (X) ;PX;θ] and E [‖X‖8 u4 (X) ;PX;θ] are bounded.
(A-5) Gu (θ) is bounded and non-singular.
(A-6) The density of PX;θ is continuous inΘ a.e. over X .
(A-7) The Fisher information matrix IFIM (θ) [29] is bounded.
The following proposition states consistency conditions.
Proposition 2 (Consistency). Assume that conditions A-1−A-4 are
satisfied. Then, for any t ∈ R
Pr [Tu > t] −−−−→
N→∞
1 under H1. (19)
[A proof is given in Appendix A]
Next, we derive the asymptotic distribution of the test-statistic
under the null hypothesis and under a sequence of local alternatives.
Proposition 3 (Asymptotic distribution under the null hypothesis).
Assume that conditions A-3−A-5 are satisfied. Then,
Tu
D−−−−→
N→∞
χ2m under H0, (20)
where χ2m denotes a central chi-squared distribution withm-degrees
of freedom. [A proof appears in Appendix B]
Theorem 1 (Asymptotic distribution under local alternatives). As-
sume that conditions A-3−A-7 are satisfied. Furthermore, consider
a sequence of local alternatives that converges to θ0 at a rate of
1/
√
N . Specifically, consider
H1 : θ = θ0 + h/
√
N, (21)
where h ∈ Rm is a non-zero locality parameter. Then,
Tu
D−−−−→
N→∞
χ2m (λu(h)) under H1, (22)
where χ2m (λu(h)) is a non-central chi-squared distribution with
m-degrees of freedom and non-centrality parameter λu(h) ,
hTR−1u (θ0)h. The matrixRu(·) is the asymptotic error-covariance
(10) of the MT-GQMLE (9). [A proof appears in Appendix C]
The following Corollary is a direct consequence of (22), the
Rayleigh-Ritz Theorem [41] and the property that the right-tail prob-
ability of the non-central chi-squared distribution is monotonically
increasing in the non-centrality parameter [32].
Corollary 1 (Asymptotic local power). Assume that conditions A-
3−A-7 hold. Under the local alternatives (21), the asymptotic power
at a fixed asymptotic size α satisfies
β(α)u (h) = Qχ2m(λu(h))
(
Q−1
χ2m
(α)
)
, (23)
where Qχ2m (·) and Qχ2m(·) (·) denote the right-tail probabilities of
the central and non-central chi-squared distributions, respectively.
Furthermore, for any c > 0 the worst-case asymptotic power
β¯(α)u (c) , min
h:‖h‖≥c
β(α)u (h) = Qχ2m(γu(c))
(
Q−1
χ2m
(α)
)
, (24)
where γu(c) , c2 ‖Ru(θ0)‖−1S and ‖·‖S denotes the spectral norm.
3.3. Selection of the MT-function
While according to Propositions 2 and 3, the asymptotic global
power and size are invariant to the choice of the MT-function u(·),
by Corollary 1 one sees that it controls the asymptotic local power
through the error-covariance Ru(θ0) (10). Since the tail proba-
bility of the non-central chi-squared distribution is monotonically
increasing in the non-centrality parameter [32], minimization of
the spectral norm ‖Ru(θ0)‖S amounts to maximization of the
worst case asymptotic local power β¯(α)u (c) (24) for any fixed c
and asymptotic size α. Hence, we propose to choose u(·) that
minimizes ‖Rˆu(θ0)‖S , where Rˆu(θ) is an empirical estimate of
error-covariance (10) defined as:
Rˆu(θ) , Fˆ−1u (θ)Gˆu(θ)Fˆ
−1
u (θ), (25)
where Fˆu (θ) , −N−1∑Nn=1 u (Xn)Γu (Xn;θ) is an estimate
of (13) and Gˆu (θ) is defined in (17). It can be shown that if condi-
tions A-3, A-4, A-5, A-7, are satisfied then Rˆu(θ0) P−−−−→
N→∞
Ru(θ0)
under the local alternatives (21).
Here, we restrict the class of MT-functions to some parametric
family {u (X;ω) ,ω ∈ Ω ⊆ Cr} that satisfies the conditions stated
in Definition 1 and Theorem 1. For example, the Gaussian family of
functions that satisfy the robustness conditions stated at the ending
paragraph of Subsection 2.3 is a natural choice for inducing outlier
resilience. Hence, an optimal choice of the MT-function parameter
ω would minimize ‖Rˆu(θ0)‖S that is constructed from (25) by the
same sequence of samples used for obtaining the MT-GQST (18).
4. NUMERICAL EXAMPLE
We consider the problem of detecting a mismatch in the location of
an emitting narrowband near-field point source that is formulated as
the following composite binary hypothesis testing problem:
H0 : Xn = Sna (θ0) +Wn, n = 1, . . . , N, (26)
H1 : Xn = Sna (θ) +Wn, θ 6= θ0, n = 1, . . . , N,
where {Xn ∈ Cp} is an observation process, {Sn ∈ C} is
an i.i.d. symmetrically distributed random signal process, and
{Wn ∈ Cp} is an i.i.d noise process that is statistically indepen-
dent of {Sn}. We assume that the noise component is spherically
contoured [33] with stochastic representation Wn = νnZn, where
{νn ∈ R++} is an i.i.d. process and {Zn ∈ Cp} is a proper-
complex wide-sense stationary Gaussian process with zero-mean
and scaled unit covariance σ2ZI. The processes {νn} and {Zn}
are assumed to be statistically independent. The vector a (θ),
θ , [r, ϑ]T , is the steering vector of a uniform linear array of
p sensors with inter-element spacing d that receive a signal with
wavelength λ generated by a narrowband near-field point source
with range r and bearing ϑ. By Fresnel’s approximation [34], [35]
when 0.62(d3(p− 1)3/λ)1/2 < r < 2d2(p− 1)2/λ we have
[a (θ)]k = exp
(
j(ωek + φek
2 +O(d2/r2))
)
, k = 0, . . . , p − 1,
where ωe , −2pid sin (ϑ)/λ and φe , pid2 cos2(ϑ)/(λr) are
called “electrical angles”.
In order to gain robustness against outliers, as well as sensitivity
to higher-order moments, we specify the MT-function in the zero-
centred Gaussian family of functions parametrized by a width pa-
rameter ω, i.e.,
u (x;ω) = exp
(−‖x‖2/ω2) , ω ∈ R++. (27)
Notice that the MT-function (27) satisfies the robustness conditions
stated at the ending paragraph of Subsection 2.3. To obtain the corre-
sponding test-statistic (18) and the empirical error-covariance (25),
one has to compute the vector and matrix functions ψu (·;θ) and
Γu (·; θ), defined in (12) and (14), respectively. By (4), (5), (12),
(14), (26) and (27) these quantities take the following simple forms:
ψu (X;θ) = ξ (ω)∇θ|XHa (θ) |2,
Γu (X;θ) = ξ (ω)
[
∇2r
∣∣XHa (θ)∣∣2 ∇2rϑ ∣∣XHa (θ)∣∣2
∇2rϑ
∣∣XHa (θ)∣∣2 ∇2ϑ ∣∣XHa (θ)∣∣2
]
,
where ξ (ω) is a strictly positive functions of ω. It is important
to note that the resulting test-statistic (18) and the empirical error-
covariance (25) are independent of ξ (ω).
In the following simulation we evaluate the detection perfor-
mance of the proposed MT-GQST as compared to the score test,
the GQST, and another robust GQST extension, called here ZMNL-
GQST. The ZMNL-GQST operates by applying GQST after passing
the data through a zero-memory non-linear (ZMNL) function that
suppresses outliers by clipping the amplitude of the observations.
We use the same ZMNL preprocessing approach that has been ap-
plied in [36]-[38] to robustify the MUSIC algorithm [16] .
We considered a BPSK signal with variance σ2S impinging on
p = 8 sensors with inter-element spacing d = λ/4 = 0.25 [m].
Two types of noise distributions were examined: 1) Gaussian and
2) heavy-tailed K-distributed noise [33] with shape parameter κ =
0.75. The sample size was set to N = 1000. The signal-to-noise-
ratio (SNR), used to index the detection performance, is defined as
SNR , 10 log10 σ
2
S/σ
2
Z. The location vector parameter at the null
was set to θ0 = [r0, ϑ0]T , where r0 = 1.5 [m] and ϑ0 = 0◦.
We considered a specific local alternative θ1 = [r1, ϑ1]T , corre-
sponding to h =
√
N (θ1 − θ0) in (21), where r1 = r0 + 0.01
[m] and ϑ1 = ϑ0 + 0.5◦. The optimal width parameter ωopt of
Gaussian MT-function (27) was obtained by minimizing the spec-
tral norm ‖Rˆu(θ0)‖S of the empirical error-covariance (25) over
Ω = [1, 30]. All empirical power curves were obtained using 104
Monte-Carlo simulations.
Fig. 1 depicts the empirical and asymptotic (23) power curves
of the MT-GQST as compared to the empirical power curves of the
GQST, ZMNL-GQST and the score test for a fixed test size equal to
10−2. Notice that when the noise is Gaussian, the MT-GQST, GQST
and ZMNL-GQST attain similar performance. For theK-distributed
noise, the MT-GQST outperforms the GQST and ZMNL-GQST, and
significantly reduces the gap towards the score test, which unlike the
MT-GQST, assumes knowledge of the likelihood function.
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Fig. 1. Location mismatch detection in Gaussian noise (top) and
K-distributed noise (bottom).
5. CONCLUSION
In this paper a new score-type test, called MT-GQST, was derived
based on the score-function of the measure transformed GQMLE. By
specifying the MT-function in the Gaussian family, the proposed test
was applied to location mismatch detection in non-Gaussian noise.
Exploration of other MT-functions may result in additional tests in
this class that have different useful properties.
Appendices
A. Proof of Proposition 2:
We first show that ηu (θ0) and Gˆu(θ0) satisfy
1√
N
ηu (θ0)
w.p. 1−−−−→
N→∞
E [u (X)ψu (X;θ0) ;PX;θ] (28)
and
Gˆu(θ0)
w.p. 1−−−−→
N→∞
E[u2 (X)ψu (X;θ0)ψ
T
u (X;θ0) ;PX;θ]. (29)
Since {Xn}Nn=1 are i.i.d. random variables and the functions u (·)
and ψu (·, ·) are real, the products {u (Xn)ψu (Xn,θ0)}Nn=1
and {u (Xn)ψu (Xn, θ0)ψTu (Xn,θ0)}Nn=1, comprising (16) and
(17), respectively, are real and i.i.d. Furthermore, by (12), (60) and
assumption A-3 it can be shown that there exists a positive con-
stant B such that
∣∣[ψu (X,θ)]k∣∣ ≤ B∑2l=0 ‖X‖l, k = 1, . . . , p
and |[ψu (X;θ)ψTu (X;θ)]k,j | ≤ B
∑4
l=0 ‖X‖l, k, j = 1, . . . , p.
Hence, according to (1), Assumption A-4 and Ho¨lder’s inequality
[26] the expectations {E[u (X) ∣∣[ψu (X,θ0)]k∣∣ ;PX;θ]}pk=1 and
{E[u2 (X) |[ψu (X;θ0)ψTu (X;θ0)]k,j |;PX;θ]}pk,j=1 are finite.
Therefore, by (16), (17) and Khinchine’s strong law of large num-
bers [25] relations (28) and (29) must hold.
Thus, by (18), (28), (29), Assumptions A-1, A-2 and the Mann-
Wald theorem [39] we conclude that 1
N
Tu
w.p. 1−−−−→
N→∞
C under H1,
where C denotes some positive constant. The relation (19) directly
follows.
B. Proof of Proposition 3:
Under assumptions A-3 and A-4 it is shown in Lemma 5 stated in
Appendix B in [18] that the normalized score function (16) satisfies
ηu (θ0)
D−−−−→
N→∞
N (0,Gu (θ0)) . (30)
Furthermore, by assumptions A-3 and A-4 it also follows from rela-
tion (29) in Appendix A that under H0 (PX;θ = PX;θ0 )
Gˆu (θ0)
w.p. 1−−−−→
N→∞
Gu (θ0) , (31)
where according to assumption A-5Gu (θ0) is non-singular. Hence,
relation (20) follows from (30), (31), Slutskey’s Theorem [26],
Mann-Wald’s Theorem [39] and the properties of quadratic forms of
Gaussian random variables [5].
C. Proof of Theorem 1:
In Propositions 4 and 5 stated below we show that ηu (θ0)
D−−−−→
N→∞
N (Fu (θ0)h,Gu (θ0)) and Gˆu (θ0) P−−−−→
N→∞
Gu (θ0). Hence,
by (18) relation (22) follows from Slutskey’s Theorem [26], Mann-
Wald’s Theorem [39] and the properties of quadratic forms of Gaus-
sian random variables [5].
The following lemmas are based on the fact that since by (21) the
parameter θ changes with the sample size N , the observations form
a triangular array [40] (rather than a sequence) of random vectors:
XN,k, k = 1, . . . , N ,N ≥ 1, (32)
where XN,k, k = 1, . . . , N are i.i.d. with probability distribution
P
X;θ0+
h√
N
.
Proposition 4. Assume that conditions A-3-A-7 are satisfied. Under
the local alternatives (21), the normalized score function ηu (θ0)
(16) satisfies:
ηu (θ0)
D−−−−→
N→∞
N (Fu (θ0)h,Gu (θ0)) . (33)
Proof. By assumption A-3, the vector function ψu (x;θ) defined
in (12) is continuous in Θ for any x ∈ X . Therefore, by Identity
1, the normalized score function (16) satisfies ηu (θ0) = ηu (θ) +
Fˆu (θ
∗)h, where Fˆu (·) is defined below (25) and θ∗ lies in the
line segment connecting θ and θ0. Furthermore, by Lemmas 1 and
2 stated below in Appendix D, ηu (θ)
D−−−−→
N→∞
N (0,Gu (θ0)) and
Fˆu (θ
∗)
P−−−−→
N→∞
Fu (θ0). Therefore, the relation (33) follows di-
rectly from Slutskey’s Theorem [26].
Proposition 5. Assume that conditions A-3, A-4, A-6, A-7 are satis-
fied. Then, under (21)
Gˆu (θ0)
P−−−−→
N→∞
Gu (θ0) . (34)
Proof. Define a triangular array of real random variables obtained
from the array (32):
YN,k , g (XN,k) , k = 1, . . . , N, N ≥ 1, (35)
where
g (X) , u2 (X) [ψu (X;θ0)]l [ψu (X;θ0)]m . (36)
Since XN,k, k = 1, . . . , N are i.i.d. and the functions u (·) and
ψu (·; ·) are real, then YN,k, k = 1, . . . , N are real and i.i.d. Fur-
thermore, define the random variable
Y , g (X) , (37)
whereX has probability distribution PX;θ0 .
Let FYN,1 (·) and FY (·) denote the c.d.fs of YN,1 and Y , re-
spectively. We show that
FYN,1 (y) −−−−→
N→∞
FY (y) ∀y ∈ C, (38)
where C ⊆ R denotes the set of continuity points of FY (y).
Let ζYN,1 (t) and ζY (t) denote the characteristic functions of
YN,1 and Y , respectively. By (35) and (37) their difference sat-
isfies
∣∣ζYN,1 (t)− ζY (t)∣∣ = ∫X eitg(x)(f(x;θ)−f(x;θ0))dρ (x),
where f(x; θ) , dPX;θ(x)/dρ(x) is the density function of PX;θ
w.r.t a dominating σ-finite measure ρ on SX . Hence, by (21), (65)
and assumption A-6
∣∣ζYN,1 (t)− ζY (t)∣∣ (a)≤
∫
X
∣∣hTη(X;θ∗)∣∣ f (x;θ∗) dρ (x)√
N
=
E
[∣∣hTη(X;θ∗)∣∣ ;PX;θ∗]√
N
(b)
≤
√
E
[|hTη(X;θ∗)|2 ;PX;θ∗]√
N
=
‖h‖
IFIM(θ
∗)√
N
, (39)
where η(x;θ) , ∇θ log f(x;θ), IFIM , E[η(x;θ)ηT (x;θ)] is
the Fisher-information matrix [42],θ∗ lies in the line segment con-
necting θ = θ0 + h√
N
and θ0, (a) follows from the triangle inequal-
ity, and (b) follows from Ho¨lder’s inequality [26]. Therefore, by (39)
and (62) ζYN (t) −−−−→
N→∞
ζY (t) for any t ∈ R. Hence, by Theorem
11.2.2 in [1] (38) must hold. Next, we show that
E
[|YN,1| ;PYN,1] −−−−→
N→∞
E [|Y | ;PY ] <∞. (40)
By (35), (37) and (65) it is implied that
E
[|YN,1| ;PYN,1] = E [|Y | ;PY ]
+
1√
N
E
[
|g (X)|hTη (X;θ∗) ;PX;θ∗
]
,
where, by Ho¨lder’s inequality
E2[|g (X)|hTη (X;θ) ;PX;θ] ≤ E[|g (X)|2 ;PX;θ] ‖h‖2IFIM(θ) .
According to (12), (36), (60), assumption A-4, the compactness ofΘ
and Ho¨lder’s inequality [26], there exists a constant B > 0 such that
h (x) , Bu4 (x)
∑8
r=0 ‖x‖r ≥ |g (x) |2 and E [h (X) ;PX;θ]
is bounded. Hence, by (62) we conclude that the expectation
E
[|g (X)|hTη (X;θ) ;PX;θ] must be bounded, and therefore,
the relation (40) must hold.
Finally, by (11), (17), (35)-(38), (40) and Lemma 15.4.1 in [1]
we concluded that Gˆu (θ0) P−−−−→
N→∞
Gu (θ0)
D. Auxiliary Lemmas for Proposition 4:
Lemma 1. Assume that conditions A-3-A-5 are satisfied. Under the
local alternatives (21), the normalized score function (16) satisfies:
ηu (θ)
D−−−−→
N→∞
N (0,Gu (θ0)) . (41)
Proof. Define a triangular array of real random variables obtained
from the array in (32):
YN,k , g (XN,k) , k = 1, . . . , N, N ≥ 1, (42)
where
g (x) , u (x) tTψu (x;θ) (43)
and t is an arbitrary non-zero vector in Rm. Since XN,k, k =
1, . . . , N are i.i.d. and the functions u (·) and ψu (·; ·) are real, then
YN,k, k = 1, . . . , N are real and i.i.d.
In the following we show some properties of the statistical mo-
ments of YN,k. By Identity 2,
E
[
YN,k;PYN,1
]
= 0. (44)
Moreover, by (11), (42), (43), assumption A-5 and the compactness
ofΘ there exists a constant M > 0 such that
E
[
Y 2N,k;PYN,1
]
= ‖t‖2
Gu(θ)
≤M ∀θ ∈ Θ, (45)
where under (21) we have that
‖t‖
Gu(θ)
−−−−→
N→∞
‖t‖
Gu(θ0)
> 0. (46)
Using (42), (43), (60), assumptions A-3, A-4, the compactness ofΘ
and Ho¨lder’s inequality [26] it can be shown that the exists a constant
M ′ > 0, such that
E
[|YN,k|4 ;PYN,1] = E [g4 (X) ;PX;θ] ≤M ′ ∀θ ∈ Θ. (47)
Clearly, by (45)
s2N ,
N∑
k=1
E[Y 2N,k;PYN,1 ] = N ‖t‖2Gu(θ) . (48)
Therefore, by (46)-(48)
1
s4N
N∑
k=1
E
[|YN,k|4 ;PYN,1] = E
[|YN,1|4 ;PYN,1]
N ‖t‖4
Gu(θ)
−−−−→
N→∞
0.
Hence, by Lyapounov’s central limit theorem [1], (46) and Slutskey’s
Theorem [26] we conclude that
1√
N
N∑
k=1
YN,k
D−−−−→
N→∞
N
(
0, ‖t‖2
Gu(θ0)
)
. (49)
The relation (41) follows directly from (42), (43), (49) and the
Crame´r-Wold Device [1].
Lemma 2. Assume that conditions A-3, A-4, A-6, and A-7 are satis-
fied. Under the local alternatives (21)
Fˆu (θ
∗)
P−−−−→
N→∞
Fu (θ0) . (50)
Proof. Define a triangular array of real random variables obtained
from the array (32):
YN,k , g (XN,k;θ∗) , k = 1, . . . , N, N ≥ 1, (51)
where
g (X;θ) , u (X) [Γu (x;θ)]l,m (52)
and Γu (·; ·) is defined in (14). Since XN,k, k = 1, . . . , N are
i.i.d. and the functions u (·) and Γu (·; ·) are real, then YN,k, k =
1, . . . , N are real and i.i.d. Furthermore, define the random variable
Y , g (X;θ0) , (53)
whereX has probability distribution PX;θ0 .
Let FYN,1 (·) and FY (·) denote the c.d.fs of YN,1 and Y , re-
spectively. We show that
FYN,1 (y) −−−−→
N→∞
FY (y) ∀y ∈ C, (54)
where C ⊆ R denotes the set of continuity points of FY (y). Let
ζYN,1 (t) and ζY (t) denote the characteristic functions of YN,1 and
Y , respectively. By (51), (53), assumption A-6 and Identity 3 their
difference satisfies:∣∣ζYN,1 (t)− ζY (t)∣∣ = ∣∣∣E [eig(X;θ∗)t − eig(X;θ0)t;PX;θ0]
+
1√
N
E
[
h
T
η (X;θ∗) ;PX;θ∗
] ∣∣∣
(a)
≤ E
[∣∣∣eig(X;θ∗)t − eig(X;θ0)t∣∣∣ ;PX;θ0]
+
1√
N
E
[∣∣∣hTη (X;θ∗)∣∣∣ ;PX;θ∗]
(b)
≤ E [|s (X;θ∗,θ0, t)| ;PX;θ0 ] (55)
+
1√
N
‖h‖
IFIM(θ
∗) ,
where η(x;θ) , ∇θ log f(x;θ), IFIM , E[η(x;θ)ηT (x;θ)] is
the Fisher-information matrix [42], and the term s (x;θ,θ0, t) ,
2 sin ((g (x;θ)− g (x;θ0)) t). We note that (a) follows from
the triangle inequality, while (b) follows from Ho¨lder’s inequal-
ity [26] and the definition of the Fisher-information matrix. No-
tice that s (x;θ,θ0, t) is bounded and by (14), (52) and A-3
it is also continuous at θ = θ0 for any x ∈ X . Therefore,
since θ∗ −−−−→
N→∞
θ0, by the bounded convergence theorem [26]
we conclude that E [|s (X;θ∗,θ0, t)| ;PX;θ0 ] −−−−→
N→∞
0 for any
t ∈ R. Furthermore, by assumption A-7 and (62) the weighted
Euclidean norm ‖h‖2
IFIM(θ)
is bounded over Θ, and therefore, by
(55) ζYN (t) −−−−→
N→∞
ζY (t) for any t ∈ R. Hence, by Theorem
11.2.2 in [1] (54) must hold.
Next, we show that
E
[|YN,1| ;PYN,1] −−−−→
N→∞
E [|Y | ;PY ] <∞. (56)
By (51), (53) and (65)
E
[|YN,1| ;PYN,1] = E [|g (X;θ∗)| ;PX;θ0 ] (57)
+
E
[|g (X;θ∗)|hTη (X;θ∗) ;PX;θ∗]√
N
According to (14), (52) and assumption A-3 g (x,θ) is continuous
in Θ for any x ∈ X . Moreover, by (14), (52), (61), assumptions
A-3, A-4, the compactness of Θ and Ho¨lder’s inequality [26] there
exist positive constants B,C such that:
h (x) , B
2∑
r=0
‖x‖r ≥ |g (x,θ)| (58)
and
E [h (X) ;PX;θ] ≤ E
[
h2 (X) ;PX;θ
] ≤ C. (59)
Therefore, since θ∗ −−−−→
N→∞
θ0, by (53), (58), (59) and the dom-
inated convergence theorem [26] we conclude that the expec-
tation E [|g (X;θ∗)| ;PX;θ0 ] −−−−→
N→∞
E [|g (X;θ0)| ;PX;θ0 ] ,
E [|Y | ;PY ] < ∞. We now show that the second summand
in (57) converges to zero as θ∗ approaches θ0. By Ho¨lder’s
inequality [26], (58) and (59) |E[|g(X;θ
∗)|hT η(X;θ∗);Px;θ∗ ]|2
‖h‖2
IFIM(θ
∗)
≤
E
[|g (X;θ∗)|2 ;PX;θ∗] ≤ E [h2 (X) ;PX;θ∗] ≤ C. Therefore, by
(62) we conclude that the nominator in (57) is bounded, and hence,
the right summand in the l.h.s. of (56) approaches zero as N →∞.
Finally, by (14), [Fhat], (51)-(54), (56) and Lemma 15.4.1 in [1]
we conclude that (50) holds.
E. Useful relations and identities:
Relation 1. Assume that the parameter space Θ is compact. Fur-
thermore, assume thatµ(u)
X
(θ) andΣ(u)
X
(θ) are twice continuously
differentiable inΘ. Define d (x) ,∑2r=0 ‖x‖r . According to (12),
(14) the triangle inequality, the Cauchy-Schwartz inequality and its
the matrix extension [43], there exist positive constants B1 and B2,
such that for any (x,θ) ∈ X ×Θ:
[ψu(x;θ)]k ≤ B1d (x) , ∀k = 1, . . . , m (60)
and
[Γu (x;θ)]k,l ≤ B2d (x) ∀k, l = 1, . . . ,m. (61)
Relation 2. Assume that the parameter space Θ is compact. Fur-
thermore, assume that the Fisher-Information matrix IFIM (θ) [42]
is continuous inΘ. For any h ∈ Rm there exists a positive constant
M such that
‖h‖2
IFIM(θ)
≤M ∀θ ∈ Θ. (62)
Identity 1. Assume that the vector function ψu (x;θ) (12) is con-
tinuous in Θ for any x ∈ X . Furthermore, let θ = θ0 + h√
N
. By
the mean-value Theorem [44], applied to each entry of ψu (x;θ)
and (14), the normalized score function ηu (θ) (16) satisfies:
ηu (θ0) = ηu (θ) + Fˆu (θ
∗)h (63)
where Fˆu (·) is defined below (25) and θ∗ lies in the line segment
connecting θ and θ0.
Identity 2. The vector function ψu (X;θ) (12) satisfies:
E [u (X)ψu (X;θ) ;PX;θ] = 0. (64)
[The proof appears in Lemma 6 in [18]]
Identity 3. Let f (x;θ) , dPX;θ(x)/dρ(x) denote the density
function of PX;θ w.r.t. a σ-finite measure ρ on SX . Assume that
f (x;θ) is continuous in Θ ρ-a.e. Furthermore, let θ = θ0 + h√
N
.
By the mean-value Theorem [44]
f (x;θ) = f(x;θ0) +
hT√
N
η(x;θ∗)f(x;θ∗) ρ-a.e., (65)
where η(x;θ) , ∇θ log f(x;θ) and θ∗ lies in the line segment
connecting θ and θ0.
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