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Abstract
We apply Hilbert module methods to show that normal completely
positive maps admit weak tensor dilations. Appealing to a duality
between weak tensor dilations and extensions of CP-maps, we get an
existence proof for certain extensions. We point out that this duality
is part of a far reaching duality between a von Neumann bimodule and
its commutant in which also other dualities, known and new, find their
natural common place.
1 Introduction
A dilation of a CP-map (a completely positive mapping) S between C∗–
algebras A and B is a homomorphism j from A to another C∗–algebra
D containing B and a conditional expectation P : D → B such that S is
recovered as S = P ◦ j.
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S // B
D ⊃ B
P
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We assume that the C∗–algebras have a unit. A dilation is unital , if j is
unital and if the unit of B ⊂ D is the unit of D. On the contrary, a dilation is
a weak dilation, if the conditional expectation has the form P (d) = 1IB d 1IB
(i.e. B is a corner of D).
A
j
&&NN
N
NN
N
N
NN
N
NN
N
S // B
D
1IB•1IB
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This excludes (except in trivial cases) that 1IB = 1ID.
Remark 1.1 The name weak dilation is borrowed from Bhat and Partha-
sarathy [BP94]. They consider the case when A = B and when j factors
through a (usually unital) endomorphism ϑ of D (i.e. j = ϑ ◦ idB) such that
a simultaneous dilation is obtained for the whole semigroup (Sn)n∈N0 to the
semigroup (ϑn)n∈N0 of (unital) endomorphisms of D.
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D
ϑ
// D
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B
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D
ϑn
// D
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Such a dilation is then a weak dilation in the sense of [BP94] and, in partic-
ular, it is a weak dilation in the sense above.
Gohm [Goh04, Goh03] worked with weak tensor dilations, where the
“big” algebra D is just a tensor product B ⊗ C, and where the conditional
expectation is obtained from a state on the second factor. (We give im-
mediately the version for von Neumann algebras, because our results apply
only to that case. The tensor product is, therefore, that of von Neumann
algebras.)
Definition 1.2 Let A,B, C be von Neumann algebras. Let S : A → B be
a normal (unital) CP-map. A normal homomorphism j : A → B ⊗ C (not
necessarily unital) is a weak tensor dilation, if there is a normal state ψ
on C such that S = Pψ ◦ j, where Pψ : B ⊗ C → B denotes the conditional
expectation determined by Pψ(b⊗ c) = b ψ(c).
A
j ''OO
OO
OO
OO
OO
OO
O
S // B
B ⊗ C
Pψ=idB ⊗ψ
OO
Remark 1.3 Evidently, this is not a weak dilation, because the embedding
of B into D = B ⊗ C is unital. The possibility of a unital embedding of
B is due to the simple tensor product structure and should be considered
as a benefit rather than an obstruction. We shall stay with the term weak
tensor dilation, because it is always possible to modify C (making it bigger)
such that the unital embedding B → B ⊗ C may be substituted by a non-
unital one B → B ⊗ pψ, where pψ is a suitable projection in the bigger C,
such that P = 1I ⊗ pψ • 1I ⊗ pψ does the job. (For instance, if the GNS-
construction of ψ is faithful, then we identify C as a subset of B(K) where
K is the GNS-Hilbert space. Then ψ(c) = 〈k, ck〉 for a cyclic vector k ∈ K.
Enlarging C such that the rank-one projection pψ = |k〉〈k| is contained,
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actually means setting C = B(K). The argument may be modified suitably,
if the GNS-representation is not faithful.) In this way we can also reinterpret
unital tensor dilations, extensively studied by Ku¨mmerer in [Ku¨m85], as
weak tensor dilations. Note that in Ku¨mmerer’s setting, where all mappings
are required unital and all states are required faithful, it is known that such
dilations do not always exist, see [Ku¨m85], 2.1.8.
A basic result is the following existence theorem for weak tensor dilations
which confirms that weak tensor dilations are a useful tool in the study of
completely positive mappings.
Theorem 1.4 For any normal unital completely positive map S : A → B
there exists a weak tensor dilation j : A → B ⊗B(K), with a vector state ψ
given by k0 ∈ K.
A proof of Theorem 1.4 in the case A = B(F ) and B = B(G) using
the Stinespring representation and the form of normal representations of
algebras B(H) is rather plain and well-known. In the general case when
B ⊂ B(G) it is not difficult to construct in a similar way a homomorphism
j : A → B(G) ⊗B(K) dilating S. This can even be done on a C∗-algebraic
level. See for example [Goh04], 1.3.3. But the result is not a weak tensor
dilation for S : A→ B, because the range of that j need not be contained in
B⊗B(K). (In Section 4 we will learn that a necessary and sufficient condition
is that a certain isometry from the space of the Stinespring representation to
G⊗K interwines the action of the commutant lifting of B′ and the natural
action of B′ on G⊗K.)
It seems that a proof of Theorem 1.4, generally, requires arguments in-
volving von Neumann algebras. In Section 2 we prove Theorem 1.4 by using
von Neumann modules as introduced in Skeide [Ske00]. In Section 3 we il-
lustrate the construction in a simple finite-dimensional example. After com-
pleting our proof we learned that Hensz-Chadzynska, Jajte and Paszkiewicz
in [HCJP98, Proposition 3.4] have shown a similar result with a proof based
on the comparison theorem for projections in von Neumann algebras.
Our approach here underlines a far reaching duality between objects of
categories that involve von Neumann algebras and in each case a correspond-
ing category that involves the commutants of those von Neumann algebras.
(See papers by Albeverio, Connes, Hoegh-Krohn, Muhly, Rieffel, Skeide and
Solel [Rie74, AHK78, Con80, Ske03a, Ske03b, MS03, MSS04, Ske04].) Our
proof of Theorem 1.4 is based on existence of a complete quasi orthonormal
system in every von Neumann B–module; see [Pas73]. Under the duality von
Neumann B–modules become representations of B′ and existence of complete
quasi orthonormal systems translates into the amplification-induction theo-
rem, that is, the representation theory of B′; see Remark 4.3. (Notice that in
the proof of Theorem 1.4 we do not apply the representation theory to the
Stinespring representation of A. The representation to which the duality
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applies would be Arveson’s commutant lifting of B′ and we do not need the
representation theory of the commutant lifting in the proof. The commutant
lifting has its appearance not before Section 4.)
A further instance of the duality is the correspondence (see Albeve-
rio and Hoegh-Krohn [AHK78]) between unital CP-maps S : A → B and
S′ : B′ → A′ where the maps are covariant with respect to certain vector
states. In Theorem 4.10 we reprove a duality from [Goh04, Goh03] between
covariant extensions Z : B(F ) → B(G) of S and weak tensor dilations of
S′. This makes Theorem 1.4 actually two theorems, one on existence of
weak tensor dilations (Theorem 1.4) and another one on existence of ex-
tensions of CP-maps (Theorem 4.11). As explained in [Goh04], there are
applications in the theory of noncommutative Markov processes and in par-
ticular in Ku¨mmerer-Maassen scattering theory [KM00]. The statement of
this duality has been the original motivation for the notion of weak tensor
dilation because here the relaxed versions of dilation mentioned above are
not sufficient. By applying the methods of [Ske04] for a reconstruction of
the correspondence between dilations and extensions we put not only that
duality but a couple of others into a new unified perspective. Combining the
correspondence with the existence of weak tensor dilations given by Theo-
rem 1.4, we infer an existence result for extensions of completely positive
maps with states (Theorem 4.11), which is a refinement of a well known
extension result of Arveson [Arv69].
We illustrate the connections in the following diagram.
AEB oo
[Ske03a, MS03] //
B′E
′
A′
(ρ, ρ′,H)
))[Con80]
iiRRRRRRRRRRRRRRRR uu [Con80]
55jjjjjjjjjjjjjjjj
EB oo
[Rie74] // (ρ′,H) = B′E
′

∃ CQONS
[Pas73]
OO
// induction-
amplification
S
Thm. 4.11
%%
OO
[Pas73]

oo [AHK78] // S′OO
[Pas73]

(E, ξ)GNS oo // (E
′, ξ′)GNS
Thm. 1.4

Z oo
[Goh04] // (j, C, ψ)
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Here ρ and ρ′ are a pair of representations of A and of B′, respectively,
on the same Hilbert space whose ranges mutually commute. (E, ξ)GNS
and (E′, ξ′)GNS denote the GNS-modules and cyclic vector of S and S
′,
respectively. In the case of these GNS-constructions ρ is the Stinespring
representation of A for S and the commutant lifting of A for S′, while ρ′ is
the commutant lifting of B′ for S and the Stinespring representation of B′
for S′. (We see: Looking only at the Stinespring representation of a CP-
map misses half the information. Only taking also into account Arveson’s
commutant lifting gives full information. However, looking at the pair is the
same as looking immediately at the GNS-module.)
2 Proof of Theorem 1.4
Von Neumann modules can be characterized as self-dual Hilbert modules
over von Neumann algebras. In this algebraic and intrinsic form the char-
acterization is suitable also for modules over W ∗–algebras. For these our
essential tool here, existence of complete quasi orthonormal systems, was
proved already by Paschke [Pas73]. We put, however, emphasis on consider-
ing a von Neumann algebra B acting (always non-degenerately) as a concrete
strongly closed subalgebra of operators on a Hilbert space G and, following
Skeide [Ske00], we consider von Neumann B–modules E as concrete strongly
closed submodules of operators between Hilbert spaces G and H. Once the
identifying representation of B on G is fixed, the construction of H and of
the embedding E → B(G,H) is canonical.
We start by recalling the definition and basic properties of von Neumann
modules as introduced in [Ske00]. For a more detailed account we refer the
reader to Skeide [Ske01, Ske04].
Let B ⊂ B(G) be a von Neumann algebra. Furthermore, let E be a
Hilbert B–module. Then the (interior) tensor product (over B) H = E ⊙G
of the Hilbert B–module E and the Hilbert B–C–module G is a Hilbert C–
module, i.e. a Hilbert space, with inner product 〈x⊙g, x′⊙g′〉 = 〈g, 〈x, x′〉g′〉.
Every element x ∈ E gives rise to a mapping Lx ∈ B(G,H) defined by
Lxg = x⊙g with adjoint L
∗
x(y⊙g) = 〈x, y〉g. One verifies that 〈x, y〉 = L
∗
xLy
and that Lxb = Lxb. In other words, we may and, from now on, we will
identify a Hilbert module over a von Neumann algebra B ⊂ B(G) as a
submodule of B(G,H) with the natural operations.
An (adjointable and, therefore, bounded) operator a ∈ Ba(E) gives rise
to an operator x⊙g 7→ ax⊙g in B(H). We, therefore, may and will identify
the C∗–algebra Ba(E) as a subalgebra of B(H).
Definition 2.1 A Hilbert module E over a von Neumann algebra B ⊂ B(G)
is a von Neumann B–module, if E is strongly closed in B(G,H).
It is immediate that in this case Ba(E) is a von Neumann subalgebra of
B(H).
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The basic tool in establishing the criterion from [Ske00, Ske01] that E
is a von Neumann module, if and only if it is self-dual (i.e. every bounded
right linear mapping E → B has the form 〈x, •〉 for a unique x ∈ E) was the
construction of a quasi orthonormal system. (See, however, Skeide [Ske03b]
for a new quick proof without using quasi orthonormal systems based on
methods from [Ske04].)
Definition 2.2 A quasi orthonormal system is a family
(
ei, pi
)
i∈I
of
pairs consisting of an element ei ∈ E and a non-zero projection pi ∈ B such
that
〈ei, ei′〉 = piδii′ .
We say the family is orthonormal, if pi = 1 for all i ∈ I.
In particular, the ei are partial isometries and the net of projections
(∑
i∈I′
eie
∗
i
)
I′⊂I,#I′<∞
is increasing in Ba(E) over the finite subsets I ′ of I and converges, therefore,
to an element pI ∈ B
a(E). Obviously, pI is the projection onto the von
Neumann B–submodule of E generated by
(
ei
)
i∈I
.
Definition 2.3 A quasi orthonormal system
(
ei, pi
)
i∈I
is called complete,
if pI = 1I.
Of course,
(
ei, pi
)
i∈I
is a complete quasi orthonormal system for pIE.
Existence of a complete quasi orthonormal system follows now as a standard
application of Zorn’s lemma. In particular, a complete quasi orthonormal
system can be chosen such that it contains a given quasi orthonormal system.
Proposition 2.4 Every von Neumann B–module is isomorphic to the (von
Neumann module) direct sum
E =
⊕
i∈I
piB
of right ideals piB for some complete quasi orthonormal system
(
ei, pi
)
i∈I
.
It is, therefore, isomorphic to a complemented submodule of
⊕
i∈I
B = B ⊗K
where K is a Hilbert space with orthonormal basis
(
ki
)
i∈I
and B ⊗K is the
strong closure of the (right) B–submodule of B(G,G ⊗K) generated by the
mappings g 7→ g ⊗ k (k ∈ K).
6
Explicitly, an element eib ∈ E corresponds to pib ⊗ ki ∈ B ⊗ K and is
represented by the mapping g 7→ pibg⊗ki in B(G,G⊗K). Clearly,
(
ei, pi
)
i∈I
is still a quasi orthonormal system (in general, not complete, of course) for
B ⊗K and pI is the projection onto E.
Definition 2.5 Let A be another von Neumann algebra. A von Neumann
A–B–module is an A–B–module and a von Neumann B–module such that
the left action defines a normal (unital, because the action of A is unital)
representation of A on H.
Remark 2.6 Let S : A → B be a normal CP-map. Then the strong closure
of the GNS-module E of S (that is the unique Hilbert A–B–module gener-
ated by a single element ξ which fulfills 〈ξ, aξ〉 = S(a); see Paschke [Pas73])
is a von Neumann A–B–module; see Bhat and Skeide [BS00] and [Ske01].
Observe that A → B(H) is the Stinespring representation and that
ξ∗aξ = S(a).
Proof of Theorem 1.4. Let S : A → B be a unital CP-map and let E
be its GNS-module with cyclic vector ξ. Since S is unital, ξ is a unit vector,
i.e. 〈ξ, ξ〉 = 1I. Let
(
ei, pi
)
i∈I
be a complete quasi orthonormal system which
contains ξ = e0 and identify E as a submodule of B ⊗ K as described in
Proposition 2.4. Then ξ ≃ 1I⊗ k0.
Now j : a 7→ apI defines a (usually non-unital) normal homomorphism
A → Ba(B⊗K). There is a well-known identification Ba(B⊗K) = B⊗B(K),
see [Ske01]. Explicitly, |b1 ⊗ η1〉〈b2 ⊗ η2| ∈ B
a(B ⊗ K) is identified with
b1b
⋆
2 ⊗ |η1〉〈η2| ∈ B ⊗B(K). Then we can compute
(idB⊗〈k0, •k0〉) ◦ j(a) = 〈1I⊗ k0, j(a)1I ⊗ k0〉 = 〈ξ, aξ〉 = S(a).
In other words, (j, 〈k0, •k0〉) is a weak tensor dilation of S (to B⊗B(K)).
Remark 2.7 The result can be saved partly, if S is not unital. Then ξ
is not a unit vector, but it posesses a polar decomposition ξ0 |ξ| with
|ξ| =
√
〈ξ, ξ〉. In this case, 〈ξ0, ξ0〉 = p0 is a projection. We do the same
construction and may express S as
(
(|ξ| • |ξ|)⊗ 〈k0, •k0〉
)
◦ j.
3 An example
The following example illustrates the construction of the preceding section.
We consider the stochastic matrix S = 12
(
1 1
1 1
)
, i.e. A = B = C2 and S
(
a1
a2
)
=
1
2
(
a1+a2
a1+a2
)
. Then the GNS-module is E = A ⊗ B = C2 ⊗ C2. In fact, for
x1, x2, y1, y2 ∈ A and p1 =
(
1
0
)
, p2 =
(
0
1
)
the inner product for x = x1⊗ p1+
x2 ⊗ p2 and y = y1 ⊗ p1 + y2 ⊗ p2 takes the form
〈x, y〉 =
2∑
i,j=1
p⋆iS(x
⋆
i yj)pj = p1 S(x
⋆
1 y1) + p2 S(x
⋆
2 y2).
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In particular, there are no non-trivial vectors of zero length. With this
formula we can also check that
{
e0 := 1I⊗ 1I, e1 :=
(
1
−1
)
⊗ p1, e2 :=
(
1
−1
)
⊗ p2
}
is a complete quasi orthonormal system for E. In fact, its B-linear span is
E and we have
〈e0, e0〉 = 1I, 〈e1, e1〉 = p1, 〈e2, e2〉 = p2 and 〈ei, ej〉 = 0 for i 6= j.
Now let K be a 3-dimensional Hilbert space with ONB {k0, k1, k2} as in
Proposition 2.4, so that E can be identified with the module pI(B ⊗K) for
pI =
(
1I
p1
p2
)
∈ M3(C
2) ≃ B ⊗B(K).
According to Theorem 1.4 and its proof, we can now construct a weak tensor
dilation j : A → B⊗B(K) by j(a) := a pI , where we use the left action of A
on E ⊂ B⊗K. Let us compute explicitly the matrix of j(a) for a =
(
a1
a2
)
∈ A
with respect to the B–module basis {1I⊗ k0, 1I⊗ k1, 1I⊗ k2} of B ⊗K. With
a e0 =
(
a1
a2
)
⊗ 1I = 12(a1 + a2)e0 +
1
2(a1 − a2)(e1 + e2)
and with pI1I⊗ ki = pi ⊗ ki ≃ ei we find that
j(a)1I ⊗ k0 =
1
2(a1 + a2) 1I⊗ k0 +
1
2(a1 − a2) (p1 ⊗ k1 + p2 ⊗ k2).
Thus, for example,
j(a)10 = 〈1I⊗ k1, j(a)1I ⊗ k0〉 =
1
2(a1 − a2)p1.
By similar computations we get
j(a) ≃
1
2


a1 + a2 (a1 − a2)p1 (a1 − a2)p2
(a1 − a2)p1 (a1 + a2)p1 0
(a1 − a2)p2 0 (a1 + a2)p2


≃ p1 ⊗
1
2


a1 + a2 a1 − a2 0
a1 − a2 a1 + a2 0
0 0 0

+ p2 ⊗ 1
2


a1 + a2 0 a1 − a2
0 0 0
a1 − a2 0 a1 + a2


in B⊗B(K). Using different methods, in [Goh04, Goh03] a complete classi-
fication of weak tensor dilations for this particular map S has been obtained.
Comparing the matrix for j(a) with this classification, it is easy to check that
the weak tensor dilation j constructed above coincides with j0 in [Goh04,
1.7.1].
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4 Weak tensor dilations and extensions of CP-
maps revisited
In this section we want to reconstruct the duality theory for dilations and
extensions of [Goh04, Goh03] in terms of von Neumann modules. In the
end, we will deal with a pair of CP-maps S : A → B and S′ : B′ → A′ which,
under certain conditions, are related by a duality. Extensions to mappings
B(F )→ B(G) of S correspond, then, to weak tensor dilations of S′. For the
sake of clarity, however, we introduce at each step only as much structure
as is necessary to make the argument work.
Let B ⊂ B(G) be a von Neumann algebra and let E be a von Neumann
B–module. As in Section 2, we identify E as a subset of B(G,H) with
H = E ⊙G and xg = x⊙ g. A new ingredient comes from the observation
that there is an associated normal unital representation ρ′ of the commutant
B′ of B ⊂ B(G) on H = E ⊙ G where ρ′(b′) lets act an element b′ ∈ B′ in
the natural way on x ⊙ g as idE ⊙b
′. (Since b′ is a bilinear operator on the
B–C–module G, the operator ρ′(b′) is well-defined, and it is routine to check
that ρ′ is normal.)
Remark 4.1 In the case when E is the (strong closure of the) GNS-module
of a CP-map (see Remark 2.6), thus, H is the representation space of the
Stinespring construction, this representation of B′ is known as commutant
lifting from Arveson [Arv69].
We recover E as the intertwiner space
CB′(B(G,H)) =
{
x ∈ B(G,H) : ρ′(b′)x = xb′ (b′ ∈ B′)
}
.
To see this, we observe that CB′(B(G,H)) is a von Neumann B–module
which, clearly, contains E. On the other hand, the complement of E is
{0}, since spanEG = H. In analogy with Hilbert spaces, a submodule of
a von Neumann module with zero-complement is strongly total (see [Ske00,
Ske01]), and since E is strongly closed it must be all of CB′(B(G,H)). (In
other words, for a given representation ρ′ of B′ on H there is at most one
von Neumann B–submodule E of B(G,H) such that H = E⊙G = spanEG
and ρ′ is the commutant lifting.)
The converse of the observation that every normal unital representation
ρ′ of B′ on a Hilbert space H gives rise to a von Neumann B–module E =
CB′(B(G,H)) can be traced back already to Rieffel [Rie74]. (The crucial
point for the direction here is a lemma from Muhly and Solel [MS02] which
asserts that spanCB′(B(G,H))G = H.) In other words, von Neumann B–
modules and normal unital representations of B′ are two ways to speak about
the same object; see [Ske04].
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Remark 4.2 It is not difficult to see that Ba(E) is the commutant of ρ′(B′)
in B(H). In fact, the correspondence E ⊂ B(G,H) ↔ (ρ′,H) extends to
a functor which sends the morphisms a ∈ Ba(E1, E2) to the morphisms
a⊙ idG ∈ B
bil(H1,H2) and back.
Remark 4.3 The so-called amplification-induction theorem, which summa-
rizes the representation theory of von Neumann algebras, (see, e.g., [Tak79,
IV.5.5]) is now a corollary of Proposition 2.4. Concretely, given a nor-
mal unital representation ρ′ of B′ on H, there is a Hilbert space K and a
projection pI ∈ (B
′ ⊗ idK)
′ = B ⊗ B(K) such that H = pI(G ⊗ K) and
ρ′(b′) = pI(b
′ ⊗ idK). Additionally, we can say that pI =
⊕
i∈I pi ⊗ |ki〉〈ki|
is diagonal in the basis of K.
Now suppose E is a von Neumann A–B–module where A ⊂ B(F ) is
another von Neumann algebra. On H = E ⊙ G we have the Stinespring
representation ρ of A and the commutant lifting ρ′ of B′. By the preceding
discussion we can recover the right module E as intertwiner subspace of
B(G,H) for B′ via ρ′ and its left action via ρ. In other words, von Neumann
A–B–modules and pairs of normal unital representations ρ of A and ρ′ of B′
on the same Hilbert space H with commuting range ([ρ(A), ρ′(B′)] = {0})
are two sides of the same coin.
By an observation from Skeide [Ske03a] (for the case A = B) and Muhly
and Solel [MS03] (for the general case) nobody prevents us from exchanging
the roles of A and B′. In other words, we can construct the intertwiner space
E′ = CA(B(F,H)) =
{
x′ ∈ B(F,H)) : ρ(a)x′ = x′a (a ∈ A)
}
which is a von Neumann A′–module and which inherits a left action of B′ via
ρ′. In other words, there is a duality between von Neumann A–B–modules
and von Neumann B′–A′–modules. We call E′ the commutant of E. (The
notion of commutant of B is contained when E is the von Neumann B–B–
module B.) Clearly, E′′ = E and there is also the analogue of von Neumann’s
double commutant theorem.
Remark 4.4 In [Ske04] this duality plays a crucial role in developing the
complete theory of normal representations of Ba(E) for a von Neumann B–
module by adjointable operators on a von Neumann C–module generalizing
Arveson’s technique of intertwiner spaces for B(G). Meanwhile, in Muhly,
Skeide and Solel [MSS04] there exists a simpler approach that works already
in the C∗–case (of course, without nice relations to commutants).
So far, we have a duality, the commutant, between von Neumann A–
B–modules E ⊂ B(G,H) and von Neumann B′–A′–modules E′ ⊂ B(F,H).
Now suppose that S is a normal unital CP-map from a von Neumann algebra
A ⊂ B(F ) to a von Neumann algebra B ⊂ B(G). Furthermore, let E be a
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von NeumannA–B–module that contains a vector ξ such that S(a) = 〈ξ, aξ〉.
(That is, the von Neumann A–B–submodule of E generated by ξ is the
(strong closure of the) GNS-module of S.) We ask, whether we can extend
the duality between the modules E and E′ to a duality between (unital
normal) CP-maps S : A → B and S′ : B′ → A′. In other words, given E
with the unit vector ξ, can we construct in a “reasonable” way a unit vector
ξ′ ∈ E′ (defining a unital normal CP-map S′ = 〈ξ′, •ξ′〉)? Can we apply the
construction to ξ′ ∈ E′ such that it gives back ξ completing the duality?
Such a construction is possible but needs for additional structure in either
direction. Let us start with the assumptions for the construction of ξ′ ∈ E′
from ξ ∈ E. So, as before, let E be a von Neumann A–B–module with
commutant E′ and with a unit vector ξ ∈ E so that S = 〈ξ, •ξ〉 defines a
normal unital CP-map A→ B. Furthermore, suppose that f and g are unit
vectors in F and G such that the vector states ϕf = 〈f, •f〉 and ϕg = 〈g, •g〉
are covariant for S, i.e. ϕf = ϕg ◦ S. Finally, suppose that f is cyclic
for A. Then, with the help of the vector ξ ∈ E, we can define an isometry
ξ′ : F → Hby setting
ξ′ : af 7−→ aξ ⊙ g. (4.1)
By definition ξ′ intertwines the actions of A and, therefore, is a unit vector
in E′. Using ρ′(b′)ξ = ξb′, we obtain the following result.
Proposition 4.5 The mapping S′ : B′ → A′ defined by S′(b′) = 〈ξ′, b′ξ′〉 is
the unique (unital normal) CP-map fulfilling ϕf ◦S
′ = ϕg and ϕg(b
′S(a)) =
ϕf (S
′(b′)a). It is called the dual map of S.
Moreover, exchanging the roles of A and B′, if also g is cyclic for B′,
then S′′ = S so that we obtain a true duality S ↔ S′.
Remark 4.6 For faithful states and from a different point of view this
duality was discussed by Albeverio and Hoegh-Krohn in [AHK78].
Remark 4.7 If, under the cyclicity conditions for f and g, the vector ξ
is cyclic for E, i.e. if E is the GNS-module of S, then ξ′ is cyclic for E′,
i.e. E′ is the GNS-module of S′. Indeed, ξ is cyclic for E, if and only if
spanAξG = H (because then the orthogonal complement is {0}). Likewise,
ξ′ is cyclic for E′, if and only if spanB′ξ′F = H. By (4.1) we find
b′ξ′af = aξb′g,
so that cyclicity of f for A, cyclicity of ξ for E and cyclicity of g for B′ imply
cyclicity of ξ′ for E′.
Remark 4.8 What happens, if the conditions are weakened? If, for in-
stance, S is not unital, i.e. if ξ is not a unit vector but S still satisfies
the covariance condition, then (4.1) still defines an isometry. That is for
the backwards direction (g assumed cyclic for B′) we will never get back ξ.
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On the other hand, if f is not cyclic for A we can still use (4.1) to define a
(unique) partial isometry with cokernel Af resulting in a possibly non-unital
CP-map S′. Also we may, in general, not hope to recover ξ without g being
cyclic for B′. So, partly, the constructions work also under more general
assumptions, but they do not yield as nice structures.
Now we can construct the duality between weak tensor dilations of S′
and extensions of S for certain covariant vector states ϕf and ϕg. Every
direction involves the construction of that mapping (S or S′) that is not
given in the beginning. Correspondingly, every direction needs only one of
the cyclicity conditions for the duality between S and S′.
Let us start with a weak tensor dilation (j : B′ → A′⊗B(L), ϕℓ = 〈ℓ, •ℓ〉)
of a given CP-map S′ : B′ → A′ where L is Hilbert space and ℓ is a unit
vector in L. Then A′ ⊗ L ⊂ B(F,F ⊗ L) as a von Neumann A′–module
is exactly the intertwiner subspace of B(F,F ⊗ L) for the representation
a 7→ a ⊗ idL of A. Therefore, by Remark 4.2, A
′ ⊗ B(L) = (A ⊗ idL)
′
is exactly the algebra Ba(A′ ⊗ L) of adjointable operators on A′ ⊗ L. In
particular, j(1IB′) is a projection in B
a(A′ ⊗ L). Furthermore,
(idF ⊗ℓ)
∗j(b′)(idF ⊗ℓ) = S
′(b′)
so that E′ = j(1IB′)(A
′ ⊗ L) is a von Neumann B′–A′–submodule of A′ ⊗ L
with left multiplication via j which contains a vector ξ′ = (idF ⊗ℓ) ∈ E
′ ⊂
A′ ⊗ L such that ξ′∗b′ξ′ = S′(b′). In other words, we have identified H =
E′⊙F with the subspace j(1IB′)(F ⊗L) of F ⊗L. Because a⊗ idL commutes
with j(1IB′) it restricts to the operator (a⊗ idL)j(1IB′) = ρ(a) on H. We are
now in the situation as described after Remark 4.4. In particular, we have
the von Neumann A–B–module
E = E′′ = CB′(B(G,H)) ⊂ B(G,F ⊗ L)
(with left multiplication via ρ) and, supposing that g is cyclic for B′, we get
an isometry ξ : G→ H ⊂ F ⊗ L in E by setting
ξ(b′g) = b′ξ′ ⊙ f = j(b′)(f ⊗ ℓ)
so that
S(a) = ξ∗ρ(a)ξ = ξ∗(a⊗ idL)ξ
is the dual map S = S′′ of S′. (In [Goh04, Goh03] ξ is called the isometry
associated with the dilation j and with g.) Summarizing, the weak tensor
dilation of S′ provides us with a larger space F ⊗L and with corresponding
embeddings of our objects and cyclicity of g for B′ provides us with the
dual CP-map S of S′. The following observation is now easily checked: The
mapping Z : x 7→ ξ∗(x ⊗ idL)ξ (x ∈ B(F )) is an extension of S to a unital
completely positive mapping B(F )→ B(G) which fulfills ϕf = ϕg ◦ Z.
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Conversely, let Z : B(F )→ B(G) be a unital normal completely positive
extension of a given CP-map S : A → B fulfilling ϕf = ϕg ◦ Z. Like every
unital completely positive mapping B(F )→ B(G), also Z can be written in
the form x 7→ ξ∗(x⊗ idL)ξ for a suitable (isometric) mapping ξ ∈ B(G,F ⊗
L). (This is so, because all von Neumann B(F )–B(G)–modules have the
particularly simple form B(G,F ⊗ L) for a suitable Hilbert space L with
the canonical actions of B(F ) and B(G); see [BS00, Ske01].) Let E denote
the strongly closed A–B–submodule of B(G,F ⊗L) generated by ξ. Clearly,
E is the GNS-module of S and ξ is the cyclic vector. More precisely, H =
span(A ⊗ idL)ξBG = E ⊙ G and ξ = pHξ. Therefore, on H there is the
commutant lifting ρ′ of B′ which we can use to define a (usually non-unital)
homomorphism j(b′) = ρ′(b′)pH . It is clear that j(b
′) and a⊗ idL commute,
because (a⊗ idL)pH ∈ B
a(E); cf. Remark 4.2. Furthermore,
〈f, xf〉 = 〈g, ξ∗(x⊗ idL)ξg〉 = 〈ξg, (x⊗ idL)ξg〉,
and, in particular,
1 =
〈
f,
(
|f〉〈f |
)
f
〉
=
〈
ξg,
(
|f〉〈f | ⊗ idL
)
ξg
〉
.
Therefore, ξg is in the range f ⊗ L of the projection |f〉〈f | ⊗ idL and ℓ =
(〈f | ⊗ idL)ξg is the unique unit vector in L such that ξg = f ⊗ ℓ. Define
ϕℓ = 〈ℓ, •ℓ〉. Supposing now that f is cyclic for A, we define S
′ as the dual
CP-map of S. We find
〈a1f, (idF ⊗ϕℓ) ◦ j(b
′)a2f〉 = 〈f ⊗ ℓ, (a
∗
1 ⊗ idL)j(b
′)(a2 ⊗ idL)(f ⊗ ℓ)〉
= 〈ξg, (a∗1a2 ⊗ idL)j(b
′)ξg〉 = 〈ξg, (a∗1a2 ⊗ idL)pHξb
′g〉 = 〈g, S(a∗1a2)b
′g〉
= 〈f, a∗1a2S
′(b′)f〉 = 〈a1f, S
′(b)a2f〉.
Since f is cyclic for A, it follows that (idF ⊗ϕℓ) ◦ j(b
′) = S′(b′). In other
words, (j, ϕℓ) is a weak tensor dilation of S
′.
Remark 4.9 While in the direction Z → j (f cyclic) the module E is the
GNS-module of S (hence, if g is also cyclic, then by Remark 4.7 E′ is the
GNS-module of S′, too), in the opposite direction j → Z (g cyclic) the situ-
ation is more general in that here E′ need only to contain the GNS-module
of S′. If E′ is the GNS-module of S′ (and if g and f are cyclic), then it is
easy to check that the construction Z → j applied to the result of j → Z
gives back the same weak dilation we started with. The difference between
E′ ⊃ GNSS′ and E
′ = GNSS′ is the same as the difference between an
arbitrary weak tensor dilation and its minimal version. Under a suitable
notion of equivalence for weak tensor dilations (where every weak tensor
dilation is equivalent to its unique minimal version) the correspondence be-
tween extensions and dilations is, indeed, one to one. The relation between
this subtle equivalence relation among weak tensor dilations (finer than just
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unitary equivalence, because all minimal weak dilations are unitarily equiv-
alent) and a certain “subconvex” structure among the expansion coefficients
with respect to some QONB (Kraus decomposition of S) will be investigated
elsewhere.
These correspondences between completely positive extensions of S and
weak tensor dilations of S′ (under the conditions that f is cyclic for A for
the one direction and that g is cyclic for B′ for the other direction) are the
main results of the first chapter of [Goh04]. We recover them here by more
module orientated methods and put them into perspective with the recent
developments in [Ske04] as a part of a more far reaching duality between
“von Neumann objects” and their commutants.
Let us summarize the duality in form of a theorem (due to [Goh04]) and
then combine it with Theorem 1.4.
Theorem 4.10 Let A ⊂ B(F ) and B ⊂ B(G) be von Neumann algebras
with vector states ϕf (f ∈ F ) and ϕg (g ∈ G) where f is cyclic for A and
g is cyclic for B′. Then the duality S ↔ S′ between CP-maps for which the
states are covariant, extends to a (still one-to-one) duality between normal
unital completely positive covariant extensions Z : B(F ) → B(G) of S and
minimal weak tensor dilations of S′.
Theorem 4.11 Suppose that S is a normal unital CP-map from a von
Neumann algebra A ⊂ B(F ) to a von Neumann algebra B ⊂ B(G) with
ϕf = ϕg ◦ S, where f is cyclic for A and g is cyclic for B
′. Then there
exists a normal unital completely positive extension Z : B(F ) → B(G) of
S : A→ B such that also the equation ϕf = ϕg ◦ S extends to ϕf = ϕg ◦ Z.
Proof. We have the duality S ↔ S′. By Theorem 1.4 there exists a
weak tensor dilation for S′. Now the construction j → Z above or its
analogue in [Goh04, Goh03] applies and yields an extension Z with the
required properties.
The study of extensions of completely positive maps originated in the
work of Arveson [Arv69]. See also Effros and Ruan [ER00], Chapter 4, for a
recent account. Our result shows that preservation of states can be included
in the extension. This is interesting, especially, when these mappings are
interpreted as transition operators in noncommutative probability theory.
See [Goh04] for applications along these lines.
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