Our goal was to use dental CT images combined with texture analysis to investigate the trabecular structure of human jaw specimens and to compare these techniques with local bone density in the prediction and classification of bone quality. These findings may provide the clinician with guidelines for dental implant surgical procedures (i.e., to determine whether a one-stage or a two-stage protocol is required). Forty-five designated implant sites were selected. In each site texture features were extracted using gray level co-occurrence matrices (GLCM), Run length matrices, Histogram based ridgelet analysis, Minkowski dimensions (MDs). The operator subjectively rated the bone density during the osteotomy procedure. Then, Support Vector Machine, LDA networks are employed to build the mapping relationships between these features and quality of the bone respectively. A very difficult problem in classification techniques is the choice of features to distinguish between classes. Principal component analysis, ridgelet based feature vector algorithm and gray level features are compared in terms of the best recognition rate achieved and the optimal number of features. The classification performance of 75% is achieved with first two principal components of ridgelet based feature vector using SVM with rbf kernel compared to LDA (60%). The normal and bone lesion regions are classified with an accuracy of 93.2% using the entire feature set using SVM with rbf kernel. In PCA, the classification performance of 92.7% is obtained using the first two principal components.The experiment results show that SVM classify the bone images more excellently and get a relative reliable prediction of bone quality based on these features.
INTRODUCTION
Bone mass, structural properties and material properties (modules of elasticity, mineral density) constitute mechanical competence of bone, which is commonly referred to as bone quality in implant dentistry. Since early times of implantation era preoperative studies includes incision of gingiva in order to get a view of the bone surface. Preoperative studies required because a jaw bone must offer an adequate quality and quantity of the bone. The overall dental implant success rate is considered to be influenced by both the volume (quantity) and density (quality) of available bone for implant placement. Successful implants require good bone and plenty of it. The thickness of the bone and height of the bone available is easily measured on CT dental scans. Quality of bone is one of the variables that, unfortunately, cannot be accurately determined prior to the placement of the implant. Bone quality, as described by Lekhom and Zarb, 1 is of major importance for the success of an implant placement. For preoperative planning bone quality has been categorized into five classes that basically describe the relation of cortical and cancellous bone in a specified region of the jaw (Table 1) . Clinical dental CT is frequently used as a noninvasive in vivo measurement tool for cancellous bone density, the denser the bone, the higher amount of X-ray energy is attenuated, resulting in varying intensities in resultant CT data sets. 5, 7 CT image inferred bone density and mechanical property relationships are important for osteoporosis research, computational modeling of patient specific bony anatomical structures, surgical planning and tissue engineering. Substantial inter and intra 4, 6 patient variations in bone quality in corresponding anatomical sites exist, and many studies have established the direct correlation between bone quality and implant success rates (Cox and Zarb 1987; Jemt and Lekholm 1993) . Dental implant is mainly in contact with cancellous part of bone and mechanical characteristics of cancellous bone also influence the load bearing capacity of implant bone union. The aim of this study is to evaluate the texture variations of bone in designated implant sites, correlate with bone density measurements in Houns field scale and classify the bone whether it is suitable for implants or not.
MULTIRESOLUTION ANALYSIS
Multiresolution analysis allows for the preservation of an image according to certain levels of resolution or blurring. Broadly speaking, multiresolution analysis allow for the zooming in and out of the under lying texture structure. The theoretic framework and the ability for multiresolution analysis make the wavelet transform attractive for texture classification. 8, 9 Therefore, the texture extraction is not effected by the size of the pixel neighborhood. By decomposing the image into a series of high pass and low pass bands, the wavelet transform extracts directional details that capture horizontal, vertical and diagonal activity. Because of this multiresolution quality, wavelets have been useful in image compression, image denoising, and image classification. However, these three linear, directions are limiting and might not capture enough directional information in noisy images, such as medical CT scans, which do not have strong horizontal, vertical and diagonal directional elements. Current texture feature extraction methods are mostly based on statistical, signal processing and model based techniques. Examples of the methods include cooccurrence matrix, Gaussian Markov random fields, auto regression models and analysis of images response to filter bank. A widely used feature is the energy distribution over sub-bands after an image is decomposed with the wavelet basis. Most of the features, either with or without the wavelet transform are not rotation invariant. Hence in this paper a rotation invariant feature based on the ridgelet transform is used along a variety of directions. The rotation in the images will cause shift in the angle parameter in the ridgelet domain. The Fourier transform is then applied in the ridgelet domain to convert the angle shift into phase shift. The magnitude of Fourier transform which is invariant to the shift is extracted as the rotation invariant feature. In recent years, Candes and Donoho introduced new multiscale systems like curvelets 12,13 and ridgelets 10, 11 which are very different from wavelet-like systems and are better adapted to anisotropic data. Curvelets and ridgelets take the form of basis elements which exhibit very high directional sensitivity and are highly anisotropic. Typically the 2D wavelet transform is good at capturing point singularities, while the ridgelet transform is good at capturing line singularities.
Ridgelet Transform
Ridgelet analysis can be viewed as a form of wavelet analysis in the radon domain. The radon transform of an object f is given by:
Where, δ is the Dirac distribution. The ridgelet transform is precisely the application of a 1D wavelet transform to the slices of the radon transform where the angular variable θ is constant and t is varying. A fast implementation of the ridgelet transform can be performed in the Fourier domain. First the radon transform is performed through a 2D-FFT, whose result is interpolated on 2n radial lines by means of a recto polar grid. Then orthogonal 1D wavelet transform is applied to each separated radial line.
METHODOLOGY
The algorithm proposed in this article consists of four main steps: Segmentation of regions of interest, application of the discrete ridgelet transform, extraction of most discriminative texture features, statistical analysis between HU and texture features and creation of a classifier. The following Flow Chart 1 describes the data set, segmentation process and classification. The images were analyzed to obtain texture parameters such as the fractal geometry based box-counting dimension, histogram based parameters and ridgelet co-occurrence parameters. Fractal dimension showed moderate correlation and decreased with age. A one tailed t-test was used to determine the level of significance of the differences between the density and texture parameters at implant recipient sites of both male and female patients.
The Data Set
A total of 52 implants were placed in 29 patients. Single, partial, or total edentulous patients were included. In order to assess bone density of implant recipient sites, a spiral computerized tomography machine (CT) was utilized.
Cross-sectional images are acquired at each bone site with multislice spiral CT scans (120 kV and 300 mAs, with a slice thickness of 0.625 mm, pitch 0.4 mm, scan time 750 MSI GE's medical systems). The choice of ROI is 1. Square 2. Must exclude the cortical bone 3. It is selected by a doctor. The images were transformed via ethernet to a nearby computer work station in DICOM format consists of 190 consecutive 2D slices each slice being 512 × 512 and have 16 bit gray level resolution. Density of cancellous bone in Hounsfield units (HU) was determined through a function of the CT equipment by averaging the readings of multiple slices with in respective sites and recorded. The Table 2 gives the quality of bone depends on its HU value. The algorithm proposed in this article consists of four main steps: Segmentation of regions of interest, application of the discrete ridgelet transform, extraction of texture features, and statistical analysis between HU and texture features. Ridgelets like wavelets are extremely sensitive to contrast in the gray level intensity, the segmented images need further processing. In order to effectively use Ridgelet based texture descriptors, it is necessary to eliminate all background pixels to avoid mistaking the edge between the artificial background and the tissue as a texture feature. Each slice was therefore further cropped, and only square 31 × 31 subimage fully contained in the interior of the segmented area are generated. This size was chosen since the digital ridgelet requires prime size image.
Feature Extraction
Bone is segmented in MSCT image using a global threshold approach, i.e. a single threshold is used to segment the whole object everywhere in the image. For each image, the histogram of image intensities is constructed within a rectangular region of interest containing the bone structure to be segmented, whereby only intensity values corresponding to bone and soft tissue are considered by specifying a suitable lower intensity limit to exclude the image background. Once the bone images were preprocessed Flow Chart 1: The scheme of ridgelet-based feature extraction and classification of image The finite ridgelet transform was applied to each of the images. The ridgelet transform comprises of a calculation of a discrete radon transform and an application of a 1D wavelet transform. The radon transform was also computed in two steps: a calculation of the 2D fast Fourier transform of the image and an application of a 1D inverse Fourier transform on each of the 32 radial directions of the radon projection. A 1D Haar wavelet was applied to each of the radial directions, for three levels of resolution. A histogram was initially calculated for each radial direction and resolution level of the wavelet details. The following texture descriptors were then calculated from histograms: mean, standard deviation, energy, entropy.
Gray level co-occurrence matrices (GLCM) were also calculated for each detail sub-band and level of resolution. For computational efficiency, the detail sub-bands were binned for the co-occurrence matrix to reduce the size of the matrix. A co-occurrence matrix C is n x n matrix, where n is the number of gray-levels with in the image. Four co-occurrence matrices were calculated for each ridgelet sub-band at each resolution level. We compute 13 texture features from each GLCM and concatenate GLCM texture features computed from all the sub-bands to form a ridgelet co-occurrence signature. The fractal dimension (FD) of the ROI is also included in the feature set. Textural measures based on ridgelet co-occurrence signatures, histogram features, FD are used to characterize bone texture.
Dimensionality Reduction Using PCA
PCA is one of the best known techniques for feature extraction. Effectively it projects the measurement space on a plane such that the variance of the data is optimally preserved. This analysis transforms the input data so that the elements of the input vector set will be uncorrelated. In addition the size of the input vectors may be reduced by retaining only those components, which contribute more than a specified fraction of the total variation in the data set. The texture features extracted from the ROI is reduced using PCA.
Texture Classification Based on SVM
SVM is based on the principle of structural risk minimization. Given a training set of instance-label pairs (x i , y i ), i = 1, 2, -N, x i ∈ R d , y i ∈ {-1, + 1}, SVM requires the solution of the following optimization problem:
Here training vectors x i are mapped into a higher dimensional space by the function ϕ. Then SVM finds a linear separating hyper plane with the maximal margin in this higher dimensional space. C > 0 is the penalty parameter of the error term.
is called the kernel function. Three basic kernel functions are linear, quadratic and radial basis function. Preliminary results showed that RBF kernel function outperforms the linear and quadratic kernel. Furthermore; the RBF kernel has less hyperparameters than the linear kernel. The classification step was carried out to test the predictive power of the histogram features, run length features and ridgelet based cooccurrence features to classify implant recipient sites based on type of the bone by using the Linear discriminate analysis and Support vector machine. However, the performance of any classifier is not optimized when all features are used.
In deed in such a case, the correct classification rate usually deteriorates. The use of an algorithm that selects a subset of features which optimizes the CCR is necessary.
RESULTS
A significant correlation between local BMD measured with dental CT and texture parameters of dental implants ( Figs 1A and B) could clearly be established. The strong correlations between bone density and FD, bone density and run length parameters and bone density and ridgelet based co-occurrence parameters in the present study are consistent with a previous study by Turkyilmaz and coworkers. The data consists of implant recipient sites of healthy bone and pathological bone. Hence the data has been divided into data-set 1 (healthy bone regions) and dataset 2 (pathological bone). For the data set 1 the bone images are classified based on the quality with an accuracy of 75% using the entire feature set (24 features) ( Table 3 ). In PCA, Figs 1A and B: Correlation of fractal dimension and energy with local bone density at implant recipient sites the classification performance of 72% is obtained using the first two principle components (Table 4 ). For the dataset 2.
The normal and pathology regions of the bone images are classified with an accuracy of 100% using the entire feature set (eighteen features) ( Table 5 ). In PCA, the classification performance of 93% is obtained using the first two principal components (Table 6 ). Although PCA reduces the number of features considered by the classifier but do not actually reduce the number of features, which must be measured for classification, since each extracted feature is usually a linear combination of features. Multiple regression analysis using all subset regression with the various local bone density values and texture parameters as independent variables suggested that ASM, Entropy, FD and RP were the best predictors of cancellous bone quality. Significant correlations found between bone quality and texture parameters indicate that clinicians may predict primary stability before implant insertion, and they may modify their treatment plans before implant surgery, where the bone quality is poor.
DISCUSSION
Previously, periapical radiography, panoramic radiography and cephalometric radiography were the only means available to identify dental deficiencies. Owing to the limitation of 2D, the data of alveolar jaw construction might be incomplete and incorrect. Dentists can only determine the height of upper and lower alveolar jaw bone and the dimensions of missing tooth area. However, they still cannot know the type of bone quality and whether bone must be implanted. The research presented in this article is aimed at the development of an automated imaging system for classification of bone samples based on quality at the implant recipient sites obtained from dental CT scans. Dentists can save their time on sizing the tooth implant, preparing the bone implant material or other preoperative preparations and spend less time on the surgery. For the dataset 1, using LDA the classification accuracy was in the range of 55 to 75%, with all 24 features. With PCA the classification performance of 72% is obtained using the first two principal components (SVM with rbf kernel). For the dataset 2 the quality of the bone at the implant recipient site was classified with an accuracy of 100% using entire feature set (24 features). A significant correlation between local bone density measured by CT and texture parameters could clearly be established (Fig. 2) . When considering all implant sites, the mean bone density was 788 ± 210, in this study, which is higher than that reported by Norton and Gamble. 5 The difference might result from the distribution of the sites evaluated.
