Alinhamento de corpora paralelos by Simões, Alberto
Alinhamento de corpora paralelos
Alberto Manuel Simo˜es
albie@alfarrabio.di.uminho.pt
Resumo Este documento apresenta um conjunto
de ferramentas denominado NATools para o alinha-
mento de corpora paralelos. E´ apresentado o proces-
so de alinhamento tendo em conta os va´rios n´ıveis
intervenientes, desde o convencional alinhamento a`
frase, ate´ ao alinhamento a` palavra, com a criac¸a˜o
dos respectivos diciona´rios de traduc¸a˜o.
Sa˜o apresentadas medidas em relac¸a˜o ao tempo usa-
do para o alinhamento, bem como resultados obti-
dos. Sa˜o discutidas te´cnicas para a detecc¸a˜o de tra-
duc¸o˜es de termos multi-palavra usando o algoritmo
de alinhamento a` palavra.
Os diciona´rios de traduc¸a˜o obtidos ira˜o ser expli-
cados e as suas aplicac¸o˜es exploradas: navegac¸a˜o e
consulta web dos diciona´rios produzidos e corpora
usado; alinhamento ao segmento de palavra (ou tra-
duc¸a˜o “por exemplo”); classificac¸a˜o automa´tica da
qualidade de um par de traduc¸o˜es.
1 Introduc¸a˜o
Este trabalho, realizado sobre o alinhamento de corpora
paralelos faz parte do projecto TerminUM[2] apresenta-
do anteriormente nestas actas.
O processo de alinhamento de corpora paralelos e´ um
dos mais importantes na concepc¸a˜o e tratamento destes.
De facto, sem um qualquer n´ıvel de alinhamento entre
dois textos paralelos, de pouco nos serve o seu parale-
lismo, a na˜o ser para estudos constrativos de le´xico e
frequeˆncias.
O alinhamento de corpora paralelos e´ normalmente
classificado em alinhamento a` frase, a` palavra e alinha-
mento ao caracter (este u´ltimo muito pouco utilizado a
na˜o ser para proceder a um dos alinhamentos referidos
anteriormente).
Neste documento vamos abordar o alinhamento a` fra-
se, a` palavra e tambe´m a` sequeˆncia de palavras (ou ali-
nhamento de chunks), usando o pacote (ou banca de
trabalho) NATools.
O alinhamento a` palavra que vamos descrever depen-
de do pre´-alinhamento a` frase de corpus. Da mesma
forma, o alinhamento a` sequeˆncia de palavras e´ depen-
dente do pre´-alinhamento a` palavra. Desta forma, po-
demos descrever o processo de alinhamento como:
1. Segmentac¸a˜o (ou tokenizac¸a˜o) dos textos,
dividindo-os em para´grafos, frases e palavras
(ver secc¸a˜o 2);
2. Alinhamento a` frase usando um de dois alinhadores,
como discutido na secc¸a˜o 3;
3. Alinhamento a` palavra usando uma variante do
Twente-Aligner, explicado na secc¸a˜o 4; Esta secc¸a˜o
inclui tambe´m discussa˜o dos resultados obtidos pe-
lo alinhador, assim como algumas te´cnicas para os
melhorar;
4. Aplicac¸o˜es dos diciona´rios de traduc¸a˜o obtidos a
partir do alinhamento a` palavra, das quais se des-
taca: o processo de alinhamento a` sequeˆncia de pa-
lavras; traduc¸a˜o estat´ıstica ou “por exemplo”; clas-
sificac¸a˜o de traduc¸o˜es; assim como outras.
Finalmente, terminamos com uma secc¸a˜o de concluso˜es
e trabalho futuro que apontam as linhas que este traba-
lho pretende seguir.
2 Segmentac¸a˜o
Inicialmente, os textos sa˜o segmentados em para´grafos
e frases, usando te´cnicas comuns. Para a detecc¸a˜o de
para´grafos usa-se especialmente o conhecimento da es-
trutura dos documentos que estamos a processar. A de-
tecc¸a˜o de frases tentam encontrar-se sinais de pontuac¸a˜o
que as indiciem. Esta detecc¸a˜o da pontuac¸a˜o tem de ser
suficientemente inteligente para detectar abreviaturas,
acro´nimos, e-mails, URLs, e todo o tipo de escrita me-
nos convencional.
Da mesma forma, a detecc¸a˜o e posterior divisa˜o em
palavras tambe´m e´ delicada. Na˜o so´ e´ preciso ter em
atenc¸a˜o os caracteres que existem (ou na˜o) na l´ıngua
que estamos a processar, como os caracteres que podem
(ou na˜o) fazer parte das palavras. Como exemplo, e´
mais comum o h´ıfen ser usado em Portugueˆs numa u´nica
palavra do que em Ingleˆs em que, quase de certeza, ira´
ser um ponto de divisa˜o de palavras.
3 Alinhamento a` frase
Para alinhar os corpora paralelos a` frase utilizamos
duas ferramentas distintas: easy-align[8] ou o Vanilla
Aligner[1, 5].
Na˜o se pretende comparar os alinhadores em termos
de qualidade ou velocidade. De facto, o easy-align e´
muito mais robusto do que o Vanilla Aligner so´ que com
o inconveniente de na˜o ser Software livre. O Vanilla
Aligner e´ baseado em co´digo aberto, pelo que pode ser
distribu´ıdo livremente. Uma discussa˜o mais aprofunda-
da sobre o alinhamento a` frase pode ser encontrado em
[3].
3.1 Vanilla Aligner
O algoritmo usado por Church & Gale e´ baseado no
tamanho das frases de cada um dos corpus, tentando
alinhar frases, ou pares de frases, com tamanhos simila-
res.
O alinhamento resultante e´ sempre da forma n para m
em que (n,m) ∈ {(0, 1), (1, 0), (1, 1), (1, 2), (2, 1)}, dado
que para detectar pares da forma (1, 3) ou (3, 1) seria
necessa´rio desligar a detecc¸a˜o de pares como (0, 1) ou
(1, 0), ou o algoritmo na˜o iria conseguir distinguir pares
da forma (3, 1) de sequeˆncias como (2, 1)(1, 0).
3.2 Easy-Align
O easy-align faz parte do IMS Workbench[8]. Usa um
me´todo de alinhamento chamado lingu´ıstico. Procura
palavras com baixa distaˆncia de edic¸a˜o (nu´mero de ca-
racteres a ser aumentado e removido de forma a que
as palavras se tornem iguais) e usa-as como aˆncoras no
processo de alinhamento.
Ale´m destas palavras e´ poss´ıvel passar-lhe um dici-
ona´rio bilingue com traduc¸o˜es para serem usadas como
aˆncoras.
4 Alinhamento a` palavra
Para o alinhamento a` palavra sa˜o usados pares de fi-
cheiros, previamente alinhados a` frase. O alinhador e´
uma versa˜o melhorada do Twente-aligner[7, 6], desen-
volvido por Djoerd Hiemstra, na qual foram alterados
va´rios algoritmos e estruturas de dados.
4.1 Processo de alinhamento
O processo de alinhamento e´ baseado na correlac¸a˜o de
ocorreˆncias de cada termo. O seu fluxo de dados e´ apre-
sentado na figura 1 e explicado de seguida.
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Figura 1: Fluxo de dados do alinhador a` palavra do
NATools
• o processo inicia com dois ficheiros alinhados a` frase
(em que cada frase e´ separada da outra por uma
linha contendo apenas o caracter $) a que iremos
chamar CorpusA e CorpusB.
• o primeiro passo constitu´ıdo por dois filtros a que
chamamos filter1 e filter2 e´ o u´nico dependente
da l´ıngua dos corpora, raza˜o que levou a dar-lhes
nomes diferentes. O seu objectivo e´ segmentar as
frases previamente alinhadas em palavras. No en-
tanto, este passo veio a tornar-se u´til para a reali-
zac¸a˜o de outras operac¸o˜es sobre o texto original co-
mo seja a lematizac¸a˜o de verbos em Portugueˆs (para
aumentar a correlac¸a˜o entre as va´rias formas ver-
bais portuguesas e, por exemplo, as pouqu´ıssimas
formas inglesas. Da mesma forma, para um corpus
ingleˆs pode ser u´til remover os genitivos (possessi-
vos) substituindo-os por um segment de caracteres
especial (token);
• os ficheiros pre´-processados ira˜o ser analizados pala-
vra por palavra. A cada palavra diferente encontra-
da e´ associando um identificador u´nico nesse corpus
(valor inteiro) e criado um ı´ndice de indirecc¸a˜o que
permita rapidamente obter o identificador a partir
da palavra e vice-versa. Dizemos que estes fichei-
ros armazenam o le´xico dos corpora em questa˜o e
chamamos-lhes A.lex e B.lex. Ale´m deste par de fi-
cheiros, um outro par (A.crp e A.crp) e´ criado com
cada um dos corpora codificados: em vez de conter
a sequeˆncia de palavras que constituem o corpus,
estes ficheiros conteˆm a sequeˆncia dos identificado-
res, o que transforma as complexas comparac¸o˜es
entre palavras em simples comparac¸o˜es de inteiros;
• para o ca´lculo das co-ocorreˆncias de palavras e´ usa-
da uma matriz esparsa em que cada ı´ndice de linha
corresponde a uma palavra no corpus de origem e
cada ı´ndice de coluna corresponde a uma palavra
no corpus destino. Desta forma, cada ce´lula repre-
senta a relac¸a˜o R entre palavras de cada corpus
(wα ∈ A ∧ wβ ∈ B) definida por:
wαRwβ ⇔ wα ∈ siα ⊂ A ∧ wβ ∈ sjβ ⊂ B ∧ i = j
em que snγ e´ uma frase de cada um dos corpora e n
e´ o nu´mero de ordem dessa frase. Sempre que um
par de palavras co-ocorre o valor da ce´lula corres-
pondente e´ alterado convenientemente.
• o passo seguinte denominado na terminologia in-
glesa de EM-Algorithm (Entropy Maximization
Algorithm-Algoritmo de maximizac¸a˜o da entropia)
tem como objectivo realc¸ar na matriz as ce´lulas de
forte correlac¸a˜o, reduzindo o valor das outras. Para
mais informac¸o˜es sobre este algoritmo aconselho a
consulta de [9], uma bibliografia detalhada escrita
por Ted Pederson.
• finalmente, a matriz e´ interpretada e os diciona´rios
de traduc¸a˜o sa˜o criados. O sistema para a criac¸a˜o
da matriz na˜o e´ sime´trico o que produz uma matriz
assime´trica, implicando a criac¸a˜o de um diciona´rio
de traduc¸a˜o da l´ıngua de origem para a l´ıngua de
destino e um outro diciona´rio da l´ıngua de destino
para a l´ıngua de origem.
O resultado deste alinhamento e´ um par de diciona´rios
de traduc¸a˜o em que a cada palavra se faz corresponder
um conjunto de poss´ıveis traduc¸o˜es associadas a` sua pro-
babilidade de ser uma traduc¸a˜o correcta.
Podemos especificar matematicamente a estrutura
deste diciona´rio como
wα 7→ (#occ× wβ 7→ P (T (wα) = wβ))
do corpus de origem Cα para o corpus de destino Cβ :
• wα ∈ Cα ∧ wβ ∈ Cβ ;
• #occ e´ o nu´mero de ocorreˆncias de wα no corpus
Cα;
• P (T (wα) = wβ) e´ a probabilidade de wβ ser uma
traduc¸a˜o de wα;
A tabela 1 mostra dois extractos dos diciona´rios re-
sultantes do alinhamento da B´ıblia.
Deus God
God 0.86 Deus 1.00
(null) 0.04
God’s 0.03
He 0.01
Yahweh 0.01
him 0.01
has 0.01
gosta loves
loves 0.43 ama 0.67
detests 0.29 gosta 0.08
likes 0.29 amas 0.05
estima 0.03
conquista 0.02
acabara´ 0.02
curta 0.02
Tabela 1: Extracto do diciona´rio de alinhamento de
B´ıblia
Nestes extractos e´ de salientar:
• a palavra nula (null) aparece com alguma proba-
bilidade como traduc¸a˜o poss´ıvel de “Deus”. Isto
deve-se a frases em que o sujeito se subentenda;
• “God’s” aparece como uma palavra. No entanto, o
pre´-processamento do corpus poderia substituir es-
te ge´nero de construc¸o˜es por “God GENITIVO ”,
o que iria aumentar a probabilidade da traduc¸a˜o
correcta;
• no segundo exemplo, e´ curioso o uso de “loves” e
“detests”, ambos como sino´nimos de “gosta”. Na
verdade, o “detests” deveria ser traduzido pelo “na˜o
gosta”, mas o algoritmo de tratamento da matriz
leva a que a correlac¸a˜o de “na˜o” com “gosta” desa-
parec¸a;
4.2 Ana´lise de Resultados
As estruturas de dados e seus algoritmos associados fo-
ram alterados de forma a melhorar a eficieˆncia a va´rios
n´ıveis. A tabela 4.2 mostra a comparac¸a˜o entre os tem-
pos de processamento dos passos mais demorados no
sistema de alinhamento.
Embora o tempo de processamento tenha diminu´ıdo
para corpora grandes continuamos com tempos ra-
zoa´veis como se pode verificar na tabela 3 para cinco
corpora de tamanhos bastante diferentes. Fica aqui uma
breve descric¸a˜o dos mesmos:
TS Tom Sawyer de Mark Twain (PT–EN);
HP Harry Potter e a Pedra Filosofal (PT–EN);
Twente NATools
Ana´lise do corpus 180 seg 4 seg
Inicial da matriz 390 seg 21 seg
Me´todo iterativo 2128 seg 270 seg
Tabela 2: Comparac¸a˜o dos tempos de alguns dos passos
do sistema de alinhamento para um corpus de 800 mil
palavras (EN-PT)
IPC Corpus recolhido automaticamente da Internet
http://www.ipc.pt (PT–EN);
Bib B´ıblia (PT–EN);
EP Metade de um corpus de 6 milho˜es de palavras cri-
ado por Andrius Utka do Centro de Lingu´ıstica de
Corpus da Universidade de Birmingham com base
em documentos do Parlamento Europeu;
TS HP IPC Bib EP
mil palavras 77 94 118 805 3 500
Ana´lise (seg) 0.5 1 1 5 67
Matriz (seg) 6 8 4 57 893
EM-Algorithm (seg) 42 73 44 468 5 523
Tabela 3: Times comparison for five different corpora
Torna-se aqui importante realc¸ar o facto pelo qual
apenas metade do corpus do Parlamento Europeu. Na
verdade, na maquina usada (Pentium IV a 1.5Ghz, 512
Mb de RAM) a matriz de co-ocorreˆncias de todo o cor-
pus ocupa mais de 500 Mbytes. Na˜o foi poss´ıvel testar
o alinhamento numa ma´quina com mais memo´ria.
Este facto levou ao desenvolvimento de um me´todo
de adic¸a˜o de diciona´rios de traduc¸a˜o. Este me´todo e´
apresentado na secc¸a˜o 4.4.
4.3 Alinhamento de tuplos
A diminuic¸a˜o dra´stica do tempo de alinhamento torna
poss´ıvel o alinhamento de corpora maior mas tambe´m
a execuc¸a˜o de novas experieˆncias. Este e´ um caso de
experieˆncia bem sucedida: o alinhamento de tuplos de
palavras.
No primeiro caso realizou-se o alinhamento de pares.
Aplicou-se a cada corpora um pre´-processador que junta
palavras da seguinte forma:
Era uma vez um macaco .
seria substitu´ıdo por:
BEGIN_Era Era_uma uma_vez
vez_um um_macaco macaco_. ._END
O alinhamento do corpus depois de processado au-
menta o nu´mero de palavras diferentes para mais do
dobro (pelo que o me´todo pode na˜o ser aplica´vel a cor-
pora grandes). No entanto, este tipo de alinhamento
mostrou-se bastante interessante para a extracc¸a˜o de
termos multi-palavra (de tamanho dois).
A tabela 4 mostra dois extractos dos diciona´rios ge-
rados ao alinhar a B´ıblia em pares de palavras.
Foram realizadas algumas experieˆncias com tuplos de
tamanho maior que resultaram em matrizes de corre-
lac¸a˜o enormes, e resultados pra´ticos desanimadores.
Jesus Cristo Christ Jesus
Christ Jesus 0.67 Jesus Cristo 0.94
Jesus Christ 0.26 (null) 0.04
(null) 0.03 Cristo , 0.01
Messiah , 0.01
Christ who 0.01
the Messiah 0.01
um pouco a little
a little 0.68 um pouco 0.54
(null) 0.19 (null) 0.27
a while 0.03 Pouco depois 0.06
me a 0.03 e , 0.03
your company 0.02 uma crianc¸a 0.03
BEGIN Then 0.01 BEGIN Daqui 0.02
Tabela 4: Diciona´rios resultantes do alinhamento de pa-
res de palavras
4.4 Alinhamento por fases
Como foi referido anteriormente, o facto de o alinhamen-
to de corpora grandes na˜o ser poss´ıvel de realizar em
ma´quinas com memo´ria limitada, torna-se importante
a soma de diciona´rios de traduc¸a˜o. Com este objectivo
desenvolveu-se uma aplicac¸a˜o para somar diciona´rios.
A soma de diciona´rios e´ trivial no que respeita a` soma
do nu´mero de ocorreˆncias de cada palavra mas a soma
das probabilidades na˜o pode ser realizada de forma ta˜o
simples.
A fo´rmula em questa˜o deve:
• privilegiar as probabilidades do diciona´rio com mai-
or nu´mero de ocorreˆncias;
• privilegiar as probabilidades do diciona´rio em re-
lac¸a˜o ao nu´mero de ocorreˆncias em relac¸a˜o ao ta-
manho do corpus;
Dados estes objectivos, a fo´rmula usada foi:
P1(wα, wβ)× #1(wα)S1 + P2(wα, wβ)×
#2(wα)
S2
#1(wα)
S1 +
#2(wα)
S2
onde:
• Pn(wα, wβ) = P (T (wα) = wβ) do diciona´rio n;
• #n(wα) e´ o nu´mero de ocorreˆncias de wα no corpus
de origem do diciona´rio n;
• Sn e´ o nu´mero total de palavras do corpus que deu
origem ao diciona´rio, ou seja, para um diciona´rio
Dn temos Sn =
∑
w∈Dn #n(w).
O processo de alinhamento preveˆ verificar e nu´mero de
palavras de cada corpus e de os dividir automaticamente
para que o processo de alinhamento possa ser feito por
fases.
Os corpora sa˜o analisados em relac¸a˜o ao
nu´mero de palavras e caso necessa´rio sa˜o di-
vididos em porc¸o˜es. Cada porc¸a˜o e´ analisada
criando um ficheiro de corpus para cada porc¸a˜o
(A1.crp,B1.crp), (A2.crp,B2.crp), . . . , (An.crp,Bn.crp)
mas apenas um ficheiro de le´xico para cada corpus
(A.lex,B.lex). Isto deve-se ao facto de que se assim
na˜o for feito cada fatia alinhada iria ter identificadores
das palavras diferentes o que levava a` possibilidade
de aparecimento de palavras repetidas nos diciona´rios
(umas em minu´sculas e outras em maiu´sculas). Este
processo esta´ a ser revisto para facilitar a junc¸a˜o de
diciona´rios na˜o provenientes de alinhamento com os
mesmos ficheiros de le´xico.
O processo restante ate´ a` gerac¸a˜o dos diciona´rios e´
igual a` ja´ apresentada. Finalmente, os diciona´rios gera-
dos sa˜o somados para a criac¸a˜o de um u´nico diciona´rio
por sequeˆncia de l´ınguas.
5 Aplicac¸o˜es
Muitas sa˜o as aplicac¸o˜es dos diciona´rios de traduc¸a˜o:
1. navegac¸a˜o sobre uma rede de palavras e respectivas
traduc¸o˜es, com consulta directa no corpus que lhes
deu origem;
2. classificac¸a˜o de traduc¸o˜es mediante os diciona´rios
extra´ıdos. Esta classificac¸a˜o pode ser usada para
classificar memo´rias de traduc¸a˜o de acordo com a
sua qualidade, assim como para que se possa apre-
sentar extractos de corpora ordenados em relac¸a˜o a`
qualidade de traduc¸a˜o;
3. alinhamento ao segmento de palavras, que tambe´m
da´ origem a` traduc¸a˜o por exemplo. Ou seja, realizar
um tipo de traduc¸a˜o semelhante ao usado nos siste-
mas de memo´ria de traduc¸a˜o, mas com segmentos
mais curtos;
5.1 Navegac¸a˜o WEB
Os diciona´rios criados pelos me´todos de alinhamento sa˜o
grandes e dif´ıceis de consultar. Para facilitar o seu estu-
do desenvolveu-se um conjunto de aplicac¸o˜es WEB para
navegar sobre estes diciona´rios.
A figura 2 mostra o diciona´rio a ser consultado, de
Ingleˆs para Portugueˆs, em relac¸a˜o a` palavra “owl”.
O sistema de navegac¸a˜o mostra dois n´ıveis de tra-
duc¸a˜o: para a palavra em causa mostra as suas poss´ıveis
traduc¸o˜es e, para cada uma destas, as traduc¸o˜es que
aceita. No caso de a palavra que esta´ a ser consulta-
da (wα) aparecer como traduc¸a˜o poss´ıvel de uma das
suas traduc¸o˜es (wβ), esta (wβ) aparecera´ com uma cor
diferente.
Da mesma forma, um sistema de cores e´ usado para
salientar o valor da probabilidade de traduc¸a˜o: verde
para probabilidades superiores a 70%, amarelo para as
de 30% a 70% e para as restantes, a cor vermelha.
Esta consulta permite aceder a`s ocorreˆncias da pala-
vra no corpus como e´ mostrado na figura 3. Torna-se
poss´ıvel ao utilizador verificar quais os pares de frases
que provavelmente tera˜o dado resultados menos espera-
dos.
5.2 Classificac¸a˜o de traduc¸o˜es
Dado que temos um diciona´rio de traduc¸a˜o com proba-
bilidades de traduc¸a˜o entre duas palavras podemos usa´-
lo para tentar obter a probabilidade de traduc¸a˜o entre
duas sequeˆncias de palavras.
Este me´todo, a que chamamos “classificac¸a˜o de tra-
duc¸o˜es” usa os diciona´rios calculados com um qualquer
Figura 3: Consulta do corpora paralelo do Harry Potter
par de corpus nas l´ınguas que queremos avaliar para
classificar as traduc¸o˜es. E´ assim poss´ıvel avaliar frases
de um corpus paralelo sem o alinhar previamente a` pa-
lavra.
O algoritmo usado inicia com um par de frases
a ser avaliadas (sα = w1,αw2,α . . . wn,α e sβ =
w1,βw2,β . . . wm,β). O me´todo e´ calculado bidireccional-
mente e e´ calculada uma me´dia dos valores obtidos. Su-
pondo que estamos a calcular de sα para sβ , para cada
palavra wi,α sa˜o encontradas as suas poss´ıveis traduc¸o˜es
e, para cada uma delas (iniciando na com maior proba-
bilidade de traduc¸a˜o) e´ verificado se esta se encontra em
sβ . Caso exista, esse valor e´ somado. Caso na˜o exista,
e´ somado o valor 0. A soma e´ dividida finalmente pelo
nu´mero de palavras da frase original (n).
A tabela 5 mostra os resultados deste me´todo de ava-
liac¸a˜o para dois pares de frases.
Este valores podem ser u´teis para:
• classificac¸o˜es de entradas numa memo´ria de tra-
duc¸a˜o;
• ordenamento de frases de um corpus paralelo de for-
ma a que quando consultado sejam mostradas em
primeiro lugar os pares com uma boa classificac¸a˜o;
• verificar, dados dois ficheiros, ate´ que ponto podem
ser considerados traduc¸o˜es um do outro;
Portugueˆs English P(x)
Paulo, Apo´stolo de
Jesus Cristo por
vontade e chama-
mento de Deus, e o
irma˜o So´stenes
From Paul, called
to be an apostle of
Christ Jesus by the
will of God, and
from Sosthenes, our
brother
0.88
Pois em Jesus e´ que
recebestes todas as
riquezas, tanto da
palavra como do co-
nhecimento
For you have been
fully enriched in him
with words as well as
with knowledge
0.18
Tabela 5: Exemplo de avaliac¸a˜o de traduc¸o˜es
5.3 Alinhamento ao segmento de
palavras
Dado um segmento de palavras o seu alinhamento esta´
a ser realizado com base no corpus paralelo existente
e no algoritmo de avaliac¸a˜o de traduc¸o˜es apresentado
na secc¸a˜o anterior. Todas as ocorreˆncias do segmento
de palavras e´ procurado no corpus. As frases em que
o segmento ocorre e a sua respectiva traduc¸a˜o ira˜o ser
analisadas para tentar encontrar a traduc¸a˜o do segmento
de palavras original.
Dado o tamanho do segmento original (n), e´ usado
Figura 2: Navegac¸a˜o sobre o corpus do Harry Potter
um algoritmo de janela deslizante (treˆs vezes, com n −
1, n e n + 1) para encontrar qual a janela com maior
probabilidade de ser uma traduc¸a˜o do segmento, usando
o me´todo apresentado na secc¸a˜o anterior.
As treˆs melhores janelas (com tamanhos diferentes)
sera˜o de novo avaliadas e escolhida a melhor traduc¸a˜o
do segmento original.
A figura 4 mostra uma pequena linha de comando a
alinhar segmentos de palavras sobre o corpus do parla-
mento europeu (EN-FR).
==> difficult situation
Using 6 occurrences (0.732864 seconds)
situation difficile - 0.8025
situation tre`s difficile - 0.8025
situation aussi difficile - 0.8025
==> sentenced to death
Using 1 occurrences (0.214145 seconds)
condamne´ a` mort - 0.443333333333333
==> final version
Using 7 occurrences (0.843922 seconds)
version de´finitive - 0.5075
de´finitive - 0.09
de´finitif - 0.0875
Figura 4: Alinhamento de segmentos de palavras
Este me´todo e´ usado na˜o so´ para alinhamento ao seg-
mento de palavras mas tambe´m para o que chamamos
de “traduc¸a˜o por exemplo” ou “traduc¸a˜o estat´ıstica”.
E´ poss´ıvel dotar um tradutor de um sistema que, para
pequenas sequeˆncias de palavras as procure nos diversos
corpora que tem dispon´ıveis e proponha as respectivas
traduc¸o˜es. A` sequeˆncia e´ aumentada uma palavra (a` di-
reita) e removida a primeira (da esquerda) vontando-se
a consultar o corpus. Esta sequeˆncia pode dar resulta-
dos interessantes.
No entanto, o me´todo de alinhamento ao segmento e´,
por vezes, bastante demorado devido ao grande nu´mero
de ocorreˆncia do segmento em causa. Para resolver este
problema sa˜o pre´-calculados ı´ndices de qualidade de tra-
duc¸a˜o para todas as frases do corpus. Assim, o me´todo
de alinhamento pode usar apenas as n melhores tra-
duc¸o˜es.
6 Concluso˜es e trabalho futuro
Embora o trabalho no desenvolvimento do alinhador a`
palavra tenha sido feito na sua maioria por Djoerd Hi-
emstra, o aumento de eficieˆncia que se conseguiu tornou
poss´ıvel novas metas, novas experieˆncias. E´ de salientar
que na˜o fosse o programa ter como direito de co´pia a
licenc¸a GPL[4] (e portanto, ser software livre) na˜o seria
poss´ıvel ser melhorado e distribu´ıdo por outra pessoa, e
ate´ com outro nome.
Embora existam outras ferramentas para alinhamento
a` frase (como o easy-align) e outras ferramentas para ali-
nhamento a` palavra, poucas sa˜o as que esta˜o dispon´ıveis
livremente para serem usadas por qualquer pessoa.
O alinhamento de corpora paralelos e´ crucial para o
desenvolvimento de ferramentas de traduc¸a˜o, na˜o so´ co-
mo gerador de terminologia bilingue mas tambe´m como
extractor de determinadas construc¸o˜es e respectivas tra-
duc¸o˜es por exemplo.
Futuramente pretende-se utilizar de forma macic¸a o
alinhamento a` palavra a grandes corpora e das mais va-
riadas fontes para proceder a` ana´lise dos respectivos di-
ciona´rios antes e depois de serem somados. Para este
exerc´ıcio pretende-se alinhar:
• livros, romances, aventuras dispon´ıveis em mais do
que uma l´ıngua (como os va´rios Harry Potter, Tom
Sawyer, Moby Dick e muitos outros);
• textos recolhidos de instituic¸o˜es que publicam do-
cumentac¸a˜o em mais do que uma l´ıngua (como o
Parlamento Europeu);
• pa´ginas extra´ıdas de va´rios sites multilingues dis-
pon´ıveis na Internet;
• legendas de filmes (dispon´ıveis pela Internet fora,
embora por vezes com pouca qualidade);
• ficheiros de traduc¸a˜o de software (i18n);
• manuais variados
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