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ABSTRACT
Wide-field imaging has become a major challenge for modern radio astronomy, which
uses high sensitivity acquisition systems that deal with huge amounts of data. In
this paper we investigate a fast wide-field imaging solution based on the w-projection
algorithm, which is intended for modern astronomy systems. The core idea of the
proposed method is to reduce the computational complexity of the convolution kernel
generation step, specifically by replacing the standard two-dimensional FFT by the
one-dimensional Hankel transform. Experimental results show that the optimised w-
projection proposed here produces equivalent dirty image results in a circular image
region, at a significantly lower computational cost than standard w-projection. One of
the main advantages of the proposed solution is its slow scaling with the number of
w-planes, thus enabling more accurate output results at a lower computational cost.
Key words: techniques: image processing – techniques: interferometric – methods:
observational
1 INTRODUCTION
A major obstacle to wide-field imaging in radio interferome-
try is the non-coplanarity of interferometer baselines. While
this effect was not a substantial limitation for early inter-
ferometers, which had limited sensitivity and small fields-of-
view (FOVs), as the sensitivity of radio telescopes improved
over the years the need to implement a full field of view
correction became essential.
The main problem caused by the effect of non-coplanar
baselines is that it prevents the use of a simple two-
dimensional approximation to the transform relationship be-
tween the sky brightness distribution, I, and the measured
visibility data, V , (Taylor et al. 1999) given by:
V(u, v) =
∫
I(l,m)e−j2pi(ul+vm)dldm. (1)
In this equation, the sky brightness distribution at a
given frequency is represented as a function of the direction
cosines, (l,m). The visibility data corresponds to the output
of the correlation of a pair of antennas, given as a function of
baseline coordinates u, v,w expressed in units of wavelength.
For larger fields of view, the w-term becomes important
resulting in a more complex relationship than the 2D Fourier
transform:
V(u, v,w) =
∫
I(l,m)√
1 − l2 − m2
e−j2pi[ul+vm+w(
√
1−l2−m2−1)] dl dm.
? E-mail: luisfrlucas@gmail.com
(2)
As a consequence, the sky brightness cannot be estimated
using a simple Fourier inversion of the measured visibility
records. In practice, it can be shown that the w-term effect
becomes more significant when the field of view is compara-
ble to or greater than the square root of the resolution (both
measured in radians) or when the Fresnel number (NF ) is
less than unity, with:
NF =
D2
Bλ
, (3)
where B is the maximum baseline length, D is the antenna di-
ameter, and λ is the observing wavelength. The non-coplanar
baseline effect will thus occur for small apertures, long base-
lines or long wavelengths.
The effect of this non-coplanarity is to attenuate and
smear out sources away from the phase centre of the image.
A number of different approaches to correcting for this ef-
fect have been described in the literature and implemented
in radio imaging software. The most accurate of these cor-
rections are highly computationally expensive and, in con-
sequence, significant effort has also been given to deriving
more computationally efficient approaches that approximate
a full w-correction. Here we present a new optimisation of the
w-projection method (Cornwell et al. 2008) using the Han-
kel Transform for faster performance. Hankel Transforms
have previously been proposed to reduce the complexity of
Fourier analysis for radially symmetric functions in astron-
omy before (e.g. Birkinshaw 1994), but have not been im-
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plemented as part of interferometric image reconstruction
algorithms.
The paper is structured as follows, in § 2 we give a brief
overview of existing approaches to w-correction; in § 3 we
describe our reference implementation and in § 4 we describe
our optimized w-projection algorithm; in § 5 we describe
the simulation data; in § 6 we present a comparison between
these algorithms; in § 7 we compare our imager performance
with CASApy software and in § 8 we draw our conclusions.
2 OVERVIEW OF W-CORRECTION
APPROACHES
Various approaches have been proposed in the literature for
correcting the effect of the w-term. Here we present a brief
overview of the currently available algorithms.
2.1 3D transforms
The Fourier inversion of Equation 2 can be written as a
three-dimensional Fourier inversion, assuming a 3D space
with axes (l,m, n):
V(u, v,w) =
∫
I(l,m)δ(n −
√
1 − l2 − m2)
n
e−j2pi[ul+vm+wn] dl dm dn.
(4)
This equation may be solved using a 3D FFT or, alterna-
tively, using 2D FFTs in (l,m) and a DFT in n; however,
a major drawback of this approach is that a large propor-
tion of the three-dimensional space will be empty, wasting a
significant amount of memory.
2.2 Faceting
Any wide-field image can be divided into a number of smaller
images, usually referred to as facets. For sufficiently small
images, the w-term can be considered to be near zero, and
so facets can be imaged individually using the small-field
approximation given by Equation 1.
Each facet is imaged in two dimensions onto a plane
that is tangent to the unit sphere at a different point corre-
sponding to the phase center of the individual facet. For each
facet, both the visibility phases and the (u, v,w) coordinates
are then adjusted to a common phase center. This approach
is referred to as image-domain faceting, with the small facet
images being deconvolved separately before being stitched
together (Cornwell & Perley 1992). An alternative is to grid
the visibility data multiple times onto the same uv-grid, each
time for a different phase center, resulting in a single dirty
image that is deconvolved entirely using a single PSF (Sault,
R. J. et al. 1999). This approach tends to be fast as it avoids
dealing with a large number of facet images.
2.3 Warped snapshots
For short (snapshot) observations, an array is instanta-
neously co-planar, which means that the w-term can be
related to (u, v) by a simple linear relationship (Bracewell
1984):
w = au + bv. (5)
As a consequence, the w-term can be eliminated from Equa-
tion 2 at the cost of a distortion in the image coordinate
system. This coordinate distortion can then be corrected in
the image plane for each snapshot using interpolation tech-
niques.
Thus, the relationship between the sky brightness dis-
tribution and the visibility may be rewritten as in Equation
1 by introducing distorted coordinates (l ′,m′) where:
l ′ = l + tan(Z) sin(X)(
√
1 − l2 − m2 − 1)
m′ = m − tan(Z) cos(X)(
√
1 − l2 − m2 − 1)
(6)
where Z is the Zenith angle, and X is the parallactic angle
at the time of observation.
A major issue for this approach is the large compu-
tational complexity due to the high accuracy required for
the image re-projection. However, when used in conjunc-
tion with w-projection, an optimum trade-off between the
computational resources needed for each method can be
achieved, see § 2.6.
2.4 W-stacking
The w-stacking approach grids visibility records onto differ-
ent w-layers and performs the w-correction after the inverse
Fourier transform. The w-stacking method can be easily de-
rived from Equation 2, which can be rewritten as:
I ′(l,m)(wmax − wmin)√
1 − l2 − m2
=
∫ wmax
wmin
e j2piw(
√
1−l2−m2−1)
×
∫ ∫
V(u, v,w)e j2pi(ul+vm) du dv dw.
(7)
This equation shows that the sky image can be obtained
using the following steps:
(i) Grid visibility data with equal w-terms;
(ii) Calculate the inverse FFT;
(iii) Multiply by the phase shift e j2piw(
√
1−l2−m2−1);
(iv) Repeat the previous steps for all w-terms and add
the results together;
(v) Apply the final scaling
(wmax−wmin)√
1−l2−m2
More details about the w-stacking algorithm are given in
Offringa (2014).
2.5 W-projection
While w-stacking expresses the w-term as a multiplicative
effect in the image domain, w-projection exploits the fact
that the w-term is a convolution in Fourier space. In fact,
w-projection re-projects visibility data from any position in
(u, v,w) space to the w = 0 plane using a convolution with a
known kernel. This result can be derived by rewriting Equa-
tion 2 as:
V(u, v,w) =
∫
I(l,m)√
1 − l2 − m2
G(l,m,w)e−j2pi[ul+vm] dl dm, (8)
with:
G(l,m,w) = e−j2pi[w(
√
1−l2−m2−1)]. (9)
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Using the convolution theorem, Equation 8 can then be writ-
ten as:
V(u, v,w) = G˜(u, v,w) ∗ V(u, v,w = 0), (10)
where G˜(u, v,w) is the Fourier transform of G(l,m,w).
This equation explicitly shows the convolution relation-
ship between any position in the (u, v,w) space and the w = 0
plane, and illustrates that interferometers with the same
(u, v) but different w-terms provide substantially different in-
formation about the sky brightness. An interesting interpre-
tation of w-projection is given by Fresnel diffraction theory
presented in Cornwell et al. (2008).
2.6 W-snapshots
The w-snapshots approach combines the w-projection and
warped snapshots methods so that an optimum trade-off in
computational resources can be obtained (Cornwell et al.
2012). This method expresses the w-term as a linear plane,
as given in Equation 5 for the warped snapshots approach,
plus a deviation ∆w, resulting in:
w = au + bv + ∆w. (11)
The best choice of plane in u, v,w space is chosen using a
least-squares fit, and w-projection is used to correct the
residual ∆w by projecting all the visibility records onto the
plane. Snapshot imaging is then performed. Plane fitting is
repeated when the deviation from the previous best-fit plane
exceeds a specified tolerance.
3 BASE ALGORITHM
Interferometric imaging revolves around the use of the Fast
Fourier Transform (FFT) in order to minimize computa-
tional complexity. It is for this reason that the measured
visibility data from radio interferometers, which are natively
sampled in time and frequency, are gridded onto a regularly
spaced array of spatial frequencies, (u, v), before being trans-
formed into the image domain.
The gridding operation requires the use of an anti-
aliasing (AA) gridding convolution function (GCF) in or-
der to avoid artefacts appearing in the output image due to
the periodic nature of the input grid. As a consequence, the
output dirty image obtained after FFT will also require a
correction to be made in order to compensate for this op-
eration. This correction is simply the division of the output
dirty image by the FFT of the GCF.
The form of the AA-kernel can be any function with
non-zero compact support within the required FOV of the
output image; the 2D Gaussian function can be used for this
purpose, but the most commonly used AA-kernel is the pro-
late spheroidal wavefunction (PSWF). Typically, the AA-
kernel is found to be a separable function, i.e. it can be
written as the outer product of two vectors, which reduces
both the computational and memory requirements of its use.
In practice, the implementation of the w-projection al-
gorithm described in § 2.5 consists in modifying the GCF.
If the w-term is significant, the GCF is modified to include
its effect. This consists in multiplying G(l,m,w) (see Eq. 9)
with the Fourier transform of the AA function and then
transforming the result back to the Fourier space to create
a modified GCF. A description of the standard w-projection
algorithm is given in Algorithm 1.
Algorithm 1 Detailed algorithm of standard w-projection.
1: Sort input visibility records by increasing w-term.
2: Divide visibility records into M equally-sized w-planes
based on sorted w-terms.
3: Compute the average (or median) w-term for each w-
plane.
4: Compute image-domain AA-kernel (IAA-kernel) in
workspace with image size.
5: for each w-plane do
6: Compute w-kernel, G(l,m,w), for current w-term (use
workspace with image size).
7: Compute image-domain convolution kernel (IConv-
kernel) by multiplying w- and IAA-kernels.
8: if oversampling > 1 then
9: Pad IConv-kernel with zeros (increase size by a fac-
tor equal to oversampling ratio).
10: end if
11: Determine convolution kernel (Conv-kernel) by com-
puting FFT of IConv-kernel.
12: Truncate Conv-kernel (typically at 1%).
13: if oversampling > 1 then
14: Extract kernels at oversampled positions and build
kernel-cache.
15: end if
16: Grid visibility records assigned to the current w-plane
using Conv-kernel (or the kernel cache in the oversam-
pling case).
17: end for
Ideally, a distinct GCF should be computed for each w-
term. Unfortunately, such an approach would be extremely
slow, since the GCF generation from the AA- and the w-
kernels is computationally expensive. To reduce the kernel
generation overhead, the standard w-projection algorithm
(Cornwell et al. 2008) divides the input visibility data into
a limited number of w-planes which are gridded using the
same GCF, reducing thus the total number of convolution
kernels required. For each w-plane, the GCF is determined
using the average or median w-term of the w-plane.
Steps 1 to 3 of Algorithm 1 correspond to the compu-
tation of w-planes. Initially, the visibility data are sorted by
increasing w-term for posterior determination of Nw equally-
sized w-planes. Using the sorted data is also advantageous
for faster computation of the median or average w-term
within each w-plane. Furthermore, since the convolutional
gridding step processes each w-plane at a time, accessing
the data sequentially from the sorted array has performance
benefits. The arrays sorted by increasing w-term include the
visibility records, the uvw data and the corresponding weight
values.
When using w-projection it can be impractical to gen-
erate and store the entire kernel cache of all w-planes before
the gridding step due to the large number of kernels involved.
For example, without w-projection, the kernel cache for an
oversampling ratio of 8 would contain 64 different kernels.
In the case of w-projection, assuming the same oversam-
pling ratio and Nw = 100 w-planes, a cache of 6400 kernels
would be required, which is two orders of magnitude larger.
MNRAS 000, 1–16 (2019)
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Additionally, the memory used per kernel would also be sig-
nificantly larger as the support for the w-kernels is typically
larger than for the AA-kernel only. Thus, the kernel cache
is typically computed for each w-plane.
The for cycle in step 5 of Algorithm 1 reflects the ker-
nel cache update per w-plane. The iteration over each w-
plane requires computing the GCF, building the kernel cache
(when oversampling is used) and performing the convolu-
tional gridding. The AA-kernel generation (step 4 of Algo-
rithm 1) is the only step that can be performed once before
the gridder loop.
3.1 Convolution kernel generation
As previously described, the w-projection GCF is built from
the AA-kernel and w-kernel. Two main approaches can be
used to combine these kernels:
(i) Multiply image-domain AA- and w-kernels and com-
pute the DFT of the result;
(ii) Convolve the Fourier-domain AA- and w-kernels.
Given that the convolution operation tends to be computa-
tionally complex, common w-projection algorithms use the
first approach, which multiplies the image-domain kernels
and transforms the result to the Fourier domain. However,
the additional Fourier transforms required by the first ap-
proach can also be computationally expensive. Typically,
the image-domain AA- and w-kernels are computed in a
workspace area equivalent to the size of the image. The
image-domain AA-kernel only needs to be computed once,
since it does not change in the gridding procedure.
After multiplying the image-domain AA- and w-kernels,
an FFT is applied to obtain the convolution kernel in the
Fourier domain. w-kernel computation, kernel multiplication
and FFT are each performed within the gridding loop for
each w-plane, as represented in Algorithm 1 by steps 6 to 11.
To limit the size of the convolution kernel, 1% kernel trunca-
tion is typically applied (see step 12 of Algorithm 1). Kernel
truncation consists of limiting the kernel size to an extent
where the absolute amplitude of the function becomes less
than 1% of its maximum (at the function centre).
As the convolution kernel is generated through the use
of an FFT, which is intrinsically discrete, it is not possible to
produce kernels at exact uvw positions. Kernel oversampling
is therefore used to improve the accuracy of w-projection.
Over-sampling is achieved by zero padding the multiplied
AA- and w-kernels (before the FFT step) by an amount
equal to the oversampling ratio, as described in step 9 of
Algorithm 1.
A major issue associated with the kernel oversampling
is the increase in computational complexity caused by the
larger FFT size. For example, for an oversampling ratio of
8, the FFT size is 8 times larger than the image size, which
according to O(N2 log2 N2) asymptotic complexity (for N×N
function) has a high impact on the computational complex-
ity.
It is thus crucial to investigate efficient solutions that
minimise the cost of the convolution kernel generation in
w-projection.
4 OPTIMISED ALGORITHM
From a starting point of our base algorithm we now describe
the new fast w-projection algorithm which forms the focus
of this paper. The main optimisation techniques described
here involve the use of absolute w-terms, workspace under-
sampling and the Hankel transform.
4.1 Absolute w-term
The first optimisation we propose is to compute convolution
kernels using the absolute w-terms, exploiting the fact that
the negative w-term produces a convolution kernel that is
the conjugate of that with a positive w-term. Given that the
visibility data always contain pairs of positive and negative
w-terms, this optimisation allows one to reduce the number
of computed convolution kernels by a factor of two. Further-
more, it simplifies data partitioning into w-planes, since the
data sorting and w-plane determination can be performed
using the absolute w-terms.
4.2 Workspace undersampling
As explained in previous section, the GCF is generated in
a workspace with the same size as the image, for an accu-
rate result. However, the 1% GCF truncation usually oc-
curs at a significantly smaller size (in the Fourier domain),
since the amplitude of the GCF tends to drop quickly to
small values around zero. Given that the size of the GCF
in the Fourier domain is usually significantly smaller than
the image size, assuming that the GCF is zero beyond the
truncation size, we can reduce the workspace size in the
image domain (where image-domain AA- and w-kernels are
multiplied) to the same the truncated size for a faster and
approximately equivalent GCF computation.
To exploit this optimisation, it is thus necessary to know
the truncated size of the GCF. Since this varies with w-plane
and is not known before the Fourier transform is performed,
we added an input parameter to the imager which defines
the maximum allowed convolution kernel size. The maxi-
mum GCF size must thus be defined to be a sufficiently
large value, ensuring that it is not less than the largest GCF
truncation size. Otherwise, relevant GCF values with non-
negligible amplitude may be discarded, affecting the com-
puted GCF accuracy.
We called this method workspace undersampling, be-
cause it reduces the workspace size of the AA- and w-kernels
by undersampling these kernels. In fact, we are doing exactly
the opposite of the oversampling technique which uses zero
padding in one domain to get an oversampled function in
the other domain. Here, we are undersampling a function in
one domain to remove zero padding (all values beyond the
truncation size) in the other domain.
By reducing the workspace size, we obtain significant
computational performance gains, given that the number of
points required to compute the AA- and w-kernels is much
smaller. Furthermore, the FFT size that generates the GCF
is significantly smaller. Due to the fact that our C++ imple-
mentation of the algorithm uses pre-optimised FFTW (Frigo
& Johnson 2017, 2005) plans for power of two sizes, the al-
gorithm always approximates the undersampled workspace
size to the next highest power of two size.
MNRAS 000, 1–16 (2019)
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4.3 Hankel transform
Unlike the AA-kernel, the w-kernel is not separable, in spite
of being a radially symmetric function. The same applies to
the product of the AA- and w-kernels, which also cannot
be written as the outer product of two vectors. This fact
prevents the potentially large gain in performance that could
be obtained by replacing the 2D-FFT by a single 1D-FFT.
However, although it is not separable, the product of the
AA- and w-kernels does possess a radial symmetry. Here we
exploit this symmetry for better performance by using the
Hankel (or Bessel) transform (HT) (Piessens 2000).
The Hankel transform of order n provides an efficient
solution to transforming radially symmetric functions. In
particular, the zeroth order HT is equivalent to the two-
dimensional Fourier transform of a radially symmetric func-
tion. This equivalence can be demonstrated using the Fourier
transform definition by introducing polar coordinates and
considering the fact that radially symmetric functions are
independent of θ.
The Hankel transform of order ν, Gν(k), expresses any
given function, g(r), as the weighted sum of an infinite num-
ber of Bessel functions of the first kind, Jν(kr), such that,
Gν(k) =
∫ ∞
0
g(r)Jν(kr) r dr . (12)
For a more detailed discussion of Hankel transforms please
see Piessens (2000).
The approximate Hankel Transform of a given discrete
signal can be obtained using the discrete HT transform ma-
trix, by multiplying this matrix and the input signal rep-
resented as a vector. Ignoring the HT matrix computation
(which only needs to be done once), this solution has an
asymptotic complexity of O(N2) due to the matrix-vector
product, which is less than the 2D FFT asymptotic com-
plexity of O(N2 log2(N2)). Consequently, even a naive im-
plementation of this approach should therefore have supe-
rior performance characteristics; however, here we present
an even more efficient implementation of the Hankel trans-
form, which exploits the use of the projection-slice theorem
and is described as follows.
4.3.1 Projection-slice theorem
The projection-slice theorem states that the one-dimensional
Fourier transform of the projection of a given function f (x, y)
onto a line in the x − y plane at any angle is a slice of F(u, v)
(the Fourier transform of f (x, y)) along a radial line in the
u − v plane at the same angle. Considering a slice of F(u, v)
at v = 0, or equivalently, Gν(k), the Hankel transform in
Equation 12 can be rewritten according to projection-slice
theorem as:
Gν(k) =
∫ ∞
−∞
e j2piuxp(x)dx , (13)
where p(x) is the projection of f (x, y) given by:
p(x) =
∫ ∞
−∞
f (x, y)dy . (14)
From these equations, we conclude that the HT can be
implemented using a 1D FFT and function projection, which
corresponds to an asymptotic complexity of O(N log2(N)),
due to the 1D FFT. Note that the projection step in dis-
crete time does not involve a multiplication, but is obtained
from N2 sums. This complexity contrasts with the previ-
ously presented complexity of the matrix-vector HT method
of O(N2).
4.3.2 2D-kernel interpolation
A consequence of using the HT is that the convolution kernel
is generated in one-dimension (a radial line). However, for
the uv-gridding process a two-dimensional convolution ker-
nel is required. To achieve this we generate the 2D-kernel by
interpolating the radial kernel line produced by the Hankel
transform.
In our algorithm, interpolation can be performed using
a linear or a cubic spline. Due to the reduced number of cal-
culations involved, the linear spline performs faster than a
cubic spline; however, the accuracy of the output image may
be superior with cubic spline interpolation. We implemented
both interpolation methods using an efficient solution that
first computes all the interpolation coefficients for the avail-
able points, so that any given point can be immediately in-
terpolated from the pre-computed coefficients.
4.4 Optimised w-projection algorithm
A detailed description of the optimised w-projection algo-
rithm developed here is shown in Algorithm 2. One of the
main advantages of Hankel Transform optimisation is the
fact that kernel oversampling may be performed using signif-
icantly less memory. Rather than zero padding a 2D kernel,
as is done in the standard w-projection algorithm, here zero
padding is applied to the one-dimensional projected func-
tion. Also, as kernel oversampling directly affects the Fourier
transform size, its impact on the computational complexity
is significantly inferior in the optimized approach which uses
a 1D FFT.
The output image from our optimised w-projection dif-
fers from the standard approach, producing a circularly
shaped dirty image, instead of a square image. The circular
dirty image shape is a consequence of the 2D interpolation
of the convolution kernel by radial rotation, and corresponds
to a circular image-domain AA-kernel. This affects the im-
age correction step which attenuates the regions outside a
circular image region, compared to using the square shaped
AA-kernel (see § 6.1).
5 SIMULATION SETTINGS
In order to demonstrate the optimized w-projection algo-
rithm, we simulated visibility data affected by non-coplanar
baselines effects. The telescope configuration used was based
on the one described in Cornwell et al. (2008), which has
been used with sixty six sources taken from the Wester-
bork Northern Sky Survey (WENSS) (Rengelink, R. B. et al.
1997). The main details of this configuration are:
• 74 MHz VLA-C telescope (a low frequency observation
increases the non-coplanar baseline effect);
• Pointing centre at J 12h56m57.2 +47d20m20.8;
• Measurement set of 505440 visibility records.
MNRAS 000, 1–16 (2019)
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Algorithm 2 Optimised w-projection algorithm using Han-
kel transform.
1: Sort input visibility records by increasing absolute w-
term.
2: Divide visibility records into M equally-sized w-planes
based on corresponding sorted absolute w-terms.
3: Compute the average (or median) w-term for each w-
plane.
4: Determine the undersampled workspace size.
5: Compute image-domain AA-kernel (IAA-kernel) using
workspace size.
6: for each w-plane do
7: Compute w-kernel for current w-term (use workspace
size).
8: Compute image-domain convolution kernel (IConv-
kernel) by multiplying w-kernel and IAA-kernel.
9: Compute 1D projection function of IConv-kernel.
10: if oversampling > 1 then
11: Pad projected function with zeros (increase size by
a factor equal to the oversampling ratio).
12: end if
13: Determine 1D convolution kernel (Conv-kernel) by
computing 1D-FFT of the zero padded projected func-
tion.
14: Truncate 1D Conv-kernel at selected percentage (de-
fault is 1%).
15: Interpolate 2D Conv-kernel from 1D array, using lin-
ear or cubic splines.
16: if oversampling > 1 then
17: Extract kernels at oversampled positions and build
kernel-cache.
18: end if
19: Grid visibility records assigned to the current w-plane
using 2D Conv-kernel (or the kernel cache in the over-
sampling case).
20: end for
For the simulated source distributions, two different sce-
narios were used:
WENSS 66 sources taken from the Westerbork North-
ern Sky Survey with a brightness larger than 2 Jy within
12 degrees of the specified centre (based on Cornwell et al.
(2008)). The brightest source has a strength of 47.8 Jy and
has been chosen to lie at the field center.
5DIAG 5 sources with a strength of 1 Jy each, positioned
on the image diagonal with equally spaced positions from
the field centre to the bottom-right field corner with the
furthest source at a radial distance of 12 degrees.
The standard and optimised w-projection approaches
were implemented in C++ in the context of the SKA Sci-
ence Data Processor (SDP) Slow Transients Pipeline (STP)
design demonstrator software (Lucas et al. 2017), available
online in GitHub (Lucas 2019). The implementation uses
multi-core processing based on the Intel Threading Building
Blocks (TBB) (Intel 2017). For this paper, the STP software
has been compiled using double-precision floating-point rep-
resentation, although it can also be compiled using single-
precision format for faster execution. The experiments were
performed using an Intel i7-3720QM CPU machine running
at 2.6 GHz, with 32 GB RAM, hyper-threading disabled and
running the Debian 9.0 operating system.
The following standard w-projection settings were used
for both the WENSS and 5DIAG simulated data sets:
num wplanes : 128 ,
wplanes median : f a l s e ,
max wpconv support : 127 ,
hanke l opt : f a l s e ,
h a n k e l p r o j s l i c e : f a l s e ,
undersampl ing opt : 1 ,
k e r n e l t r u n c p e r c : 1 . 0 ,
i n t e r p t y p e : cubic
The above configuration is used for the standard w-
projection setting that uses a 2D FFT to generate the con-
volution kernels, which we refer to as WP-FFT. In addition,
we define the WP-Hankel configuration which differs from
WP-FFT only by the “hankel opt” and “hankel proj slice”
settings, which are set to true. By default, the number of w-
planes is set to 128 in both configurations. It is important to
note that in the case of STP, this is the number of w-planes
computed in the positive w-domain. In practice, as the neg-
ative w-planes are computed from the positive w-planes, the
total number of w-planes actually used is equivalent to twice
the configuration setting (e.g. STP uses 256 in this case).
The second setting indicates that each w-plane is computed
from the average w-values. The maximum convolution kernel
support size is set to 127, which corresponds to a full kernel
size of 255 × 255. Workspace undersampling is enabled for
both configurations and the kernel truncation percentage is
set to 1%. In the case of the WP-Hankel configuration the
kernel interpolation type is set to cubic.
In practice, the difference between WP-FFT and WP-
Hankel configurations is essentially the use of the Hankel
transform optimisation. Both configurations use the abso-
lute w-term optimisation (§ 4.1) and workspace undersam-
pling (§ 4.2). In fact, the use of workspace undersampling
is essential, otherwise the volume of memory and com-
putational complexity used would be prohibitive. For in-
stance, using an image size of 16384 × 16384 and oversam-
pling of 8 would result in a zero padded workspace size of
131072 × 131072 pixels (a 275 GB array of complex data).
In addition to the w-projection settings, some imager
settings need to be defined. In these experiments, two sets
of imager configurations were used, namely:
• IM-S - Image size 2048 × 2048 and cell size of 60 arcsec;
• IM-L - Image size 16384 × 16384 and cell size of
7.5 arcsec.
These configurations correspond to a large and small
image size setting, using the same field-of-view size, a con-
sequence of the distinct cell sizes. The imager settings also
include a default oversampling ratio of 8 and an AA-kernel
defined as a Gaussian function. It is important to refer that
the Gaussian convolution kernel is chosen as an alternative
to the widely used prolate spheroidal wave function (PSWF)
due to the radially symmetric property of the 2D Gaussian,
obtained by the cross product of two 1D Gaussian func-
tions. This is because the 2D PSWF is not exactly radially
symmetric when computed from the cross product of 1D
functions. Radial symmetry could be enforced using inter-
polation methods to generate 2D PSWF, but this approach
would be more complex and less precise than using the sep-
arable representation of the Gaussian kernel.
MNRAS 000, 1–16 (2019)
Fast W-Projection 7
Note also that STP uses pre-computed FFTW plans
for faster FFT execution in the target machine. These plans
were pre-generated only for power of two matrix sizes. It
would be impractical to pre-compute optimised plans for
thousands of possible matrix sizes. Due to this restriction,
the workspace size used for oversampled convolution kernel
generation is set to a power of two value determined from
the maximum support size specified in the w-projection con-
figuration.
6 COMPARISON TO STANDARD
W-PROJECTION
In this section we evaluate both standard and optimised
w-projection algorithms implemented in the context of the
STP, referred to WP-FFT and WP-Hankel, respectively. It
is important to note that the STP imager performs only the
gridding and inverse Fourier steps to produce a dirty image,
and thus does not implement the CLEAN operation.
In these experiments we analyse the influence of each
w-projection setting on the run time and source peak ampli-
tude, by plotting these metrics as a function of some vary-
ing parameter value. The source peak amplitude has been
detected using the source find algorithm proposed in Lu-
cas et al. (2019) for the STP, using analysis and detection
thresholds equal to 20σ.
For the benchmark tests we measure the run time in sec-
onds. Although the absolute run time may vary significantly
between different machines and depends on the implemen-
tation, it does provide a realistic measure of the algorithm’s
computational complexity. This statement can be justified
by the fact that the number of operations alone does not re-
liably estimate the computational complexity. For instance,
cache reuse and locality, and access patterns to main mem-
ory are also important aspects of an algorithm which are
not reflected in the number of operations. Sometimes, al-
gorithms that perform fewer operations might require more
complex memory access patterns, and thus be far slower
than alternative implementations requiring more operations.
Additionally, often the number of operations can be reduced
by using cached data. Thus, in order to account for all these
aspects in the computational complexity evaluation, we opt
to measure the execution time of the algorithms, using a
C++ implementation which has been optimised to the best
of our knowledge.
For most benchmarks, in addition to the total run time
of the imager (gridding + FFT), we provide the time used
for the gridding step, as well as the time used for convolu-
tion kernel generation, which is part of the gridding step,
separately. To evaluate the accuracy of the output dirty im-
age, we measure the peak amplitude in Janskys for each
detected source, comparing it with the expected amplitude.
For simplicity, the amplitude results are demonstrated using
the 5DIAG data, which contains a limited number of sources
distributed at different distances from the field centre with
equal expected peak amplitudes of 1.0 Jy.
6.1 Results using default settings
In this subsection, we provide the first analysis of the imager
results, when not using w-projection (WP-Off ), using the
standard w-projection (WP-FFT ) and using the optimised
w-projection (WP-Hankel) for the default settings presented
in § 5. We used the IM-L imager configuration (image size
of 16384 × 16384).
Table 1 presents the run time and source peak ampli-
tude results for the 5DIAG measurement set. We observe
that the STP imager takes approximately 2 seconds to gen-
erate a 16384 × 16384 image on the 4-core machine when
w-projection is disabled. The use of w-projection increases
the computational complexity as expected, but the increase
for the optimised WP-Hankel is smaller, being about 3 times
slower than WP-Off, in contrast with the standard approach
WP-FFT, which is about 5.5 slower. As we will discuss in the
rest of the paper, the potential gain of WP-Hankel relative
to WP-FFT is increasingly superior when a larger number
of w-planes is used. Regarding the use of the WENSS mea-
surement set, we observed the same run time results as the
ones for 5DIAG. Note that both 5DIAG and WENSS mea-
surement sets have the same number of visibility records,
differing just in the source distribution.
The source peak amplitude results for the 5DIAG data
are presented in the last 5 columns of Table 1. S1 corre-
sponds to the source at the field centre while S5 corre-
sponds to the furthest source. We may observe that both
WP-FFT and WP-Hankel present similar peak amplitude
results, close to the expected value of 1 Jy, and the ampli-
tude error increases with distance to the field centre. When
w-projection is disabled, the peak amplitude of the sources
strongly decays with the distance to the field centre and the
furthest 3 sources are not even detected due to smearing.
The output dirty images generated by the three eval-
uated w-projection configurations are shown in Figure 1
for both 5DIAG (left column) and WENSS (right column)
measurement sets. From these pictures, the necessity of w-
projection for accurate generation of wide field images is
evident. In the case of the optimised w-projection, one may
notice (mainly in the WENSS result) that the image corners
are attenuated. This is a consequence of the radial convo-
lution kernel generated by interpolation, meaning that the
optimised w-projection only works within a circular region
of the output dirty image with a diameter of image size. In
the case of the simulated test data, the image size and cell
size parameters where chosen so that the obtained field-of-
view captures all the expected sources with a comfortable
margin to the border (padded region).
6.2 Influence of the number of W-planes
Here we discuss the influence of the number of w-planes
on the computational performance of the imager. Figure 2
shows the run time results (left image) and the source peak
amplitude results (right image) for the WP-FFT and WP-
Hankel configurations as a function of the number of w-
planes (varying from 16 up to 1024), using the IM-L im-
ager configuration (image size 16384×16384) and the 5DIAG
data.
In w-projection, a distinct convolution kernel needs to
be generated to grid the visibility records associated with
each w-plane. As the number of w-planes increases, the run
time of the convolution kernel generation step will increase
in the same proportion. This observation is demonstrated
by the results of Figure 2 (left), where the run time curves
MNRAS 000, 1–16 (2019)
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Figure 1. Output dirty images produced by STP imager using the 5DIAG (left column) and WENSS (right column) data for three
different w-projection configurations: WP-Off (top row), WP-FFT (middle row) and WP-Hankel (bottom row).
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Table 1. STP imager run times (in seconds) and source peak amplitude results (in Jansky) for IM-L imager setting (16384 × 16384)
and three w-projection configurations: w-projection disabled (WP-Off), using standard w-projection (WP-FFT) and using optimised
w-projection (WP-Hankel).
Config Run Time [s] S1 [Jy] S2 [Jy] S3 [Jy] S4 [Jy] S5 [Jy]
WP-Off 2.099 1.00072 0.37259 Not detected Not detected Not detected
WP-FFT 11.514 1.0007 1.00189 0.970408 0.964346 0.928649
WP-Hankel 6.479 1.00077 1.00176 0.970096 0.96484 0.931308
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Figure 2. Run time results [seconds] (left) and source peak amplitude results [Jansky] (right) of the WP-FFT and WP-Hankel w-
projection configurations, using 5DIAG measurement set and IM-L imager configuration (image size 16384 × 16384), varying the number
of w-planes.
increase linearly with the number of w-planes. However, the
increase rate is significantly different for WP-FFT and WP-
Hankel configurations. By comparing the KernelGen curve
of WP-FFT and WP-Hankel, we can estimate that WP-
Hankel kernel generation is about 10 times faster than WP-
FFT in this experiment. Note that this result may depend
on the test data, since the generated kernel sizes depend on
the actual w-plane values, a consequence of the 1% kernel
truncation feature.
Regarding the source peak amplitude results in the right
image of Figure 2, we observe that the number of w-planes is
important for the recovered source accuracy. As the number
of w-planes increases, the source peak amplitude gets closer
to the expected strength of 1.0 Jy. This is most pronounced
for the furthest sources, such as S5 (at 12 degrees from the
field centre), which reduces the amplitude error from 0.5 Jy
to 0.02 Jy when the number of w-planes changes from 16
to 1024. For a limited amplitude error, less than 5%, at
least 200 w-planes should be used. The benefit of increasing
the number of w-planes above 512 is quite limited, as the
accuracy improvements are minimal and the computational
complexity increase is high.
Comparing the source peak amplitude results between
WP-FFT and WP-Hankel configurations, we observe almost
no relevant difference, showing that WP-Hankel configu-
ration can obtain the same source amplitude accuracy re-
sults by using much less computational effort. This is one of
the main advantages of the proposed solution, which scales
slowly with the number of w-planes, enabling thus more ac-
curate results for the same computational complexity, by
using a larger number of w-planes.
Another interesting observation in the run time results
of Figure 2 is the fact that most of the time of the gridding
step in WP-FFT configuration is used for the convolution
kernel generation. The remaining time in the gridding step
(given by the difference between curves Gridder and Kernel-
Gen) is mainly used for the gridder convolution operation.
This time is similar for both WP-FFT and WP-Hankel, es-
sentially because the same number of visibility records is
used in both experiments. Note that the convolution opera-
tion time will vary only with the number of visibility records
and this can be observed in all the experiments presented in
this paper. The gain provided by the optimised w-projection
is visible only in the kernel generation step.
From Figure 2 we can also observe that most of the im-
ager time (Total curve) is used by the gridding step. The
observed difference between the Total and Gridder curves is
the time used by the Fourier inversion of the gridded data
(i.e. FFT ) that generates the dirty image. The complexity
of this FFT depends on the image size used. For large image
sizes its complexity can be larger than the gridder complex-
ity. In the following, we analyse the impact of the image size
on w-projection.
6.3 Influence of the image size
To show the influence of the image size in w-projection per-
formance, we repeated the previous experiments for 5DIAG
MNRAS 000, 1–16 (2019)
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Figure 3. Run time results [seconds] (left) and source peak amplitude results [Jansky] (right) of the WP-FFT and WP-Hankel w-
projection configurations, using 5DIAG measurement set and IM-S imager configuration (image size 2048× 2048), varying the number of
w-planes.
data using a smaller image size, as specified by IM-S imager
configuration (image size 2048 × 2048). Note that the IM-S
configuration also changes the cell size, so that the field-of-
view is kept constant.
The results obtained are presented in Figure 3. As can
be observed, the run times of the gridding and kernel gen-
eration steps are quite similar to the ones of Figure 2 pre-
sented in previous subsection for image size 16384 × 16384.
The main noticeable difference is the imager Total run time
curve, which in Figure 3 is almost overlapping the Grid-
der curve. This result can be explained by the fact that
the FFT of the gridded data with size 2048 × 2048 presents
a quite small computational complexity when compared to
the gridding step. Thus, the imager run time is mostly the
gridding step run time. Regarding the source peak ampli-
tude results, the same conclusions as the ones presented in
the previous subsection for the 16384× 16384 image size are
drawn. Given the unnoticeable influence of the image size
in the gridder run time, the remaining experiments of the
paper use only the IM-L imager configuration.
6.4 Influence of convolution kernel size
The maximum allowed support size for the convolution ker-
nel is an input parameter of the imager algorithm. It is used
to determine the workspace size when the undersampling
optimisation is enabled, instead of using the image size. The
workspace size shall be a power of two value immediately
above the maximum kernel size given by 2×support+1. Note
that we use a power of two workspace size to enable the use
of pre-optimised FFTW plans, which are more efficient than
runtime plan optimisation. When oversampling is used, the
workspace is further increased by using zero padding by an
amount equal to the oversampling ratio (typically 8 times).
Figure 4 presents the run time results (left image) and
the source peak amplitude results (right image) for the WP-
FFT and WP-Hankel configurations as a function of the
maximum kernel support, using the IM-L imager configu-
ration (image size 16384 × 16384) and the 5DIAG data. To
make the maximum kernel size as close as possible from a
power of two value (and thus the workspace size), we used
the following support values: 31, 63, 127, 255 and 511, which
corresponds to the workspace sizes: 64, 128, 256, 512 and
1024, respectively.
The experimental results show that the kernel gen-
eration complexity in WP-Hankel configuration increases
slightly with the support size, while it presents an expo-
nential grow in WP-FFT configuration. This difference can
be explained by the fact that most computational complex-
ity of the kernel generation step in WP-FFT configuration
is associated to the two-dimensional FFT with the size of
the workspace zero padded by the oversampling factor of
8. Thus, due to the oversampling feature, the sizes of the
2D-FFT performed for the curve points shown in Figure 4
are: 512 × 512, 1024 × 1024, 2048 × 2048, 4096 × 4096 and
8192 × 8192. The equivalent one-dimensional sizes are used
for the Hankel transform in WP-Hankel configuration.
The kernel generation results of WP-FFT and WP-
Hankel configurations can thus be explained mainly by
the asymptotic complexities of the 2D-FFT and 1D-FFT
(used for Hankel transform), which are O(N2 log N2) and
O(N log N), respectively. To be precise, the complexity of
Hankel transform approach must account also for the ker-
nel projection and kernel interpolation steps. Furthermore,
both WP-FFT and WP-Hankel need to build the oversam-
pled kernel cache as part of the kernel generation step. Re-
garding the complexity of the gridder convolution operation,
no difference is noticeable between both configurations (see
the difference between Gridder and KernelGen curves), as
expected.
Although the final convolution kernel size is determined
by the kernel truncation feature, the use of a large enough
workspace is required to enable wide convolution kernels
which tend to occur when w-term is large. For instance, in
these experiments it was observed that the largest convo-
lution kernel size generated with 1% kernel truncation was
255. Thus, in order to generate kernels up to the 255 size,
the support size can not be less than 127. The use of op-
timised w-projection is thus advantageous as it can handle
larger workspaces without a noticeable impact on the com-
putational complexity of the algorithm.
Regarding the source peak amplitude results of Fig-
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Figure 4. Run time results [seconds] (left) and source peak amplitude results [Jansky] (right) of the WP-FFT and WP-Hankel w-
projection configurations, using 5DIAG measurement set and IM-L imager configuration (image size 16384×16384), varying the maximum
support size of the convolution kernel.
ure 4, we observe that both WP-FFT and WP-Hankel con-
figurations present similar and well-behaved results for sup-
port sizes above 127. However, for small support values, a
significant amplitude error is created because the workspace
size is not enough to represent the full convolution kernel
with 1% truncation. Such situations should not occur and
they can be prevented by setting a large enough value for
the maximum kernel support.
6.5 Influence of the kernel truncation percentage
Here, we analyse the influence of the convolution kernel trun-
cation percentage on the imager computational performance
and output source amplitude. The kernel truncation is ap-
plied to reduce the gridder computational effort at the cost of
some accuracy loss in the output source amplitude. In these
tests, we vary kernel truncation percentage between 0.01%
and 10%, but typically 1% is used. The results using WP-
FFT and WP-Hankel configurations for the 5DIAG data
and IM-L imager configuration (image size 16384 × 16384)
are presented in Figure 5.
From the presented results, we can observe that de-
creasing the kernel truncation percentage tends to increase
the gridding step and consequently the imager run time. A
smaller truncation percentage originates larger convolution
kernels which significantly increase the gridder convolution
time for both WP-FFT and WP-Hankel configurations (see
the difference between Gridder and KernelGen curves). It
also increases the kernel generation time, mostly due to the
kernel cache building step, which needs to store larger ker-
nel arrays. For the smaller kernel truncation value (0.01%),
the results of Figure 5 seem to saturate, because the most
kernels are not being truncated, i.e. their size is limited by
the maximum support of 127 pixels (with the maximum size
of a convolution kernel being 255).
In the case of the WP-Hankel, the reduced kernel trun-
cation percentage also affects the interpolation step nega-
tively, as it depends on the truncated kernel size. We can
observe in Figure 5, that the kernel generation speedup of
WP-Hankel for the kernel truncation of 0.01% is about 3
times, rather than 10 times, as discussed in § 6.2 for 1% ker-
nel truncation. However, such small kernel truncation values
shall not be used, as they do not provide noticeable improve-
ment in the source amplitude results. When increasing the
truncation percentage above 1%, large amplitude errors can
arise, as observed in Figure 5.
6.6 Influence of the oversampling ratio
The influence of the oversampling ratio in the imager per-
formance is shown in Figure 6 for the 5DIAG data and IM-L
imager configuration (image size 16384 × 16384). It can be
observed that the oversampling ratio has a high impact on
the run time of the kernel generation step. This result is
explained by the fact that oversampling is achieved by zero
padding the workspace area resulting in much larger FFT
sizes and consequently slower executions. The impact on the
computational complexity is significantly larger on the WP-
FFT because the FFT for convolution kernel generation is
two dimensional.
The peak amplitude results of the detected sources
prove that the use of oversampling is of utmost importance.
Significant amplitude errors are obtained when oversampling
is disabled, i.e. when it is zero. Also, using oversampling val-
ues above 8 seems not to be worth as there are no visible
improvements in the amplitude results. The use of oversam-
pling is more important for the WP-Hankel, because it helps
in reducing the errors in the kernel interpolation step. This
can be seen in Figure 6 by the fact that the lack of over-
sampling causes larger source amplitude errors on the WP-
Hankel configuration. Given that oversampling is required
for a reasonable output accuracy performance, this should
not be an issue of the WP-Hankel approach.
6.7 Influence of the interpolation type
The use of Hankel transform optimisation requires 2D-kernel
interpolation from the 1D transformed array. In Figure 7 we
evaluate the imager performance of linear and cubic inter-
polation techniques when using the IM-L imager configura-
tion (image size 16384 × 16384) and WP-Hankel configura-
tion with the 5DIAG data. In terms of the execution per-
MNRAS 000, 1–16 (2019)
12 Lucas, Skipper & Scaife
 0
 10
 20
 30
 40
 50
 60
 70
 0.01  0.1  1  10
R
un
ni
ng
 ti
m
e 
[s]
Truncation Percentage [%]
STP-WP timings varying truncation percentage - Image Size 16384
Total WP-FFT
Gridder WP-FFT
KernelGen WP-FFT
Total WP-Hankel
Gridder WP-Hankel
KernelGen WP-Hankel
 0.6
 0.65
 0.7
 0.75
 0.8
 0.85
 0.9
 0.95
 1
 1.05
 0.01  0.1  1  10
So
ur
ce
 a
m
pl
itu
de
 p
ea
k 
[Jy
]
Truncation Percentage [%]
STP-WP accuracy varying truncation percentage - Image Size 16384
S1 WP-FFT
S2 WP-FFT
S3 WP-FFT
S4 WP-FFT
S5 WP-FFT
S1 WP-Hankel
S2 WP-Hankel
S3 WP-Hankel
S4 WP-Hankel
S5 WP-Hankel
Figure 5. Run time results [seconds] (left) and source peak amplitude results [Jansky] (right) of the WP-FFT and WP-Hankel w-
projection configurations, using 5DIAG measurement set and IM-L imager configuration (image size 16384 × 16384), varying the kernel
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formance, it was observed that linear interpolation provides
a slight run time reduction of about 0.05 seconds in the to-
tal run time of 6.479 seconds. On the other hand, the peak
amplitude of each source varies according to Figure 7 (right
image). From these results we may conclude that kernel in-
terpolation has quite small influence in the amplitude error,
increasing slightly by a few thousandths of Jansky. However,
given the small impact on the computational complexity we
opt to use cubic interpolation by default.
6.8 Multi-threaded performance
To evaluate the multi-threading gains of the proposed im-
plementation, we run the imager in both single- and multi-
threaded modes and we computed the parallel efficiency us-
ing:
η =
speedup
Ncores
× 100 , (15)
where speedup is the ratio between the single-threaded and
multi-threaded run times, and Ncores is the number of phys-
Table 2. Single- and multi-threaded run times of the imager (in
seconds) for the 5DIAG data, using the IM-L imager configura-
tion (image size 16384 × 16384) and three distinct w-projection
configurations: WP-Off, WP-Hankel and WP-FFT.
Config. Singlethread Multithread Parallel
[s] [s] Eff.
WP-Off 3.619 2.099 43%
WP-FFT 27.688 11.514 60%
WP-Hankel 18.179 6.479 70%
ical threads of the CPU, which for the case of the machine
used in these tests, without using hyper-threading, is given
by Ncores = 4.
For single-threaded execution we used the taskset tool
available in Linux OS to restrict the number of usable CPU
cores to one. The results obtained for single- and the multi-
threaded executions are shown in Table 2, for the WP-FFT,
MNRAS 000, 1–16 (2019)
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Figure 7. Source peak amplitude results [Jansky] of the WP-
Hankel configuration with linear and cubic interpolation meth-
ods, using the 5DIAG measurement set and IM-L imager config-
uration (image size 16384 × 16384).
WP-Hankel and WP-Off configurations. We can observe
that the tests present a parallel efficiency between 43% and
70%. In fact, several technical issues prevent an ideal paral-
lel efficiency, such as thread synchronisation, thread creation
overhead, short non-parallelisable tasks, among others.
The use of w-projection tends to increase parallel ef-
ficiency essentially due to the larger kernel sizes used in
the convolutional gridder. These kernels increase the con-
volution complexity which takes longer in multi-threaded
execution improving thus the parallel efficiency. In fact, we
observed that the gridding step itself presents a parallel ef-
ficiency above 90% in WP-Hankel configuration. The main
reason for the lower total parallel efficiency of 70% is the
low multi-threading performance of the FFT calls. This is
also the justification for the higher parallel efficiency of WP-
Hankel when compared with WP-FFT, because the latter
uses more time performing FFT for the convolution kernel
generation.
7 COMPARISON TO CASAPY SOFTWARE
In this section we compare the performance of the proposed
w-projection algorithm with the widely used CASApy soft-
ware1 (McMullin, J. P. et al. 2007). The results include the
peak amplitude errors and position errors of each source
detected in the output dirty image, using the STP source
finder (Lucas et al. 2019). We note that timing benchmarks
are not performed here because CASApy has a high over-
head in setting up the imager and writing the output results,
which would make direct comparison unfair.
Regarding the algorithm settings, we used the default
WP-FFT and WP-Hankel configuration as well as the IM-
S imager configuration (image size 2048 × 2048). Regarding
CASApy software, we tried to match its configuration with
the one of the STP algorithm, from the few available param-
eters. We used the following settings:
1 https://casa.nrao.edu
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Figure 8. Source peak amplitude errors [Jansky] and source po-
sition errors [arcsec] using WP-FFT (top), WP-Hankel (middle)
and CASApy (bottom), the 5DIAG measurement set and IM-S
imager configuration (image size 2048 × 2048).
gridmode=‘ w i de f i e l d ’
n i t e r = 0
ims i z e = 2048
c e l l =‘60 arcsec ’
wprojp lanes = 128
where niter = 0 is used to disable deconvolution.
Figure 8 presents the peak amplitude errors [Jansky]
and position errors [arcsec] for each of the 5 sources of
5DIAG measurement set using the WP-FFT configuration,
WP-Hankel configuration and the CASApy software, respec-
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Figure 9. Source position errors [arcsec] (left) and source peak amplitude errors [Jansky] (right) using the WP-FFT configuration, the
5DIAG measurement set and IM-S imager configuration (image size 2048 × 2048).
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Figure 10. Source position errors [arcsec] (left) and source peak amplitude errors [Jansky] (right) using the WP-Hankel configuration,
the 5DIAG measurement set and IM-S imager configuration (image size 2048 × 2048).
tively. In these results, we may observe that STP experi-
ments seem to provide smaller errors in the position of the
detected sources than CASApy. However, regarding the am-
plitude errors, there are slight differences which can favour
STP or CASApy depending on the source. As expected, the
peak amplitude error increases with the distance to the field
centre, reaching up to an error of approximately 8% for the
farthest source (index 5 in the plot). It is important to note
that these results can be significantly improved by increased
the number of w-planes used for w-projection in all algo-
rithms. The main objective of these tests is to show that the
developed algorithms perform with an accuracy performance
comparable with a known imager implementation.
We also present the peak amplitude errors and posi-
tion errors for the WENSS test data. These results are
shown in Figures 9, 10 and 11 for the WP-FFT configura-
tion, WP-Hankel configuration and the CASApy software,
respectively. Due to the fact that some sources are partially
overlapped, not being distinguished by the source detection
algorithm, we present the results only for 47 well detected
sources in all 3 experiments. We can observe that position
and amplitude errors present a similar distribution in all the
figures, but some slight differences are visible between the
MNRAS 000, 1–16 (2019)
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Figure 11. Source position errors [arcsec] (left) and source peak amplitude errors [Jansky] (right) using the CASApy software with the
5DIAG measurement set and image size 2048 × 2048.
CASApy and the STP plots. The average fractional ampli-
tude error measured for WP-FFT, WP-Hankel and CAS-
Apy is 5.66 %, 5.68 % and 5.65 %, respectively. These re-
sults demonstrate that the methods operate quite similarly,
although some slight differences may exist due to different
implementation details, numeric errors or different settings
(e.g. CASApy may not be using a Gaussian GCF).
8 CONCLUSIONS
Upcoming radio telescopes for wide field observations de-
mand highly efficient imaging algorithms. In this paper we
presented an optimised w-projection algorithm, which has
been implemented and evaluated in the context of the SKA
SDP STP software. The major difference between the pro-
posed algorithm and the standard approach to w-projection
is the use of a Hankel transform to speed-up the generation
of the convolution kernels for wide-field imaging algorithms.
The experimental results presented here demonstrate
the superior computational complexity of our proposed ap-
proach, which can generate convolution kernels 10 times
faster than the standard 2D-FFT based approach. When
analysing the impact of the proposed optimisation on global
imager performance, we show that for a typical wide field
imaging problem with image size of 16384 × 16384 pixels,
a speedup of ∼ 2 is seen relative to standard w-projection
on a 4-core machine. Furthermore, we demonstrate that
this difference can be significantly larger when using an in-
creased number of w-planes for improved output accuracy.
This is due to the slow scaling of our proposed method with
the number of w-planes, thus providing a computationally
cheaper solution for higher output accuracy.
ACKNOWLEDGEMENTS
The authors gratefully acknowledge support from the UK
Science & Technology Facilities Council (STFC).
REFERENCES
Birkinshaw M., 1994, in Crabtree D. R., Hanisch R. J., Barnes
J., eds, Astronomical Society of the Pacific Conference Series
Vol. 61, Astronomical Data Analysis Software and Systems
III. p. 249
Bracewell R. N., 1984, in Roberts J. A., ed., Indirect Imaging.
Measurement and Processing for Indirect Imaging. p. 177
Cornwell T. J., Perley R. A., 1992, Astronomy and Astrophysics,
261, 353
Cornwell T. J., Golap K., Bhatnagar S., 2008, IEEE J. Sel. Top.
Sig. Proc., 2, 647
Cornwell T. J., Voronkov M. A., Humphreys B., 2012, in Image
Reconstruction from Incomplete Data VII.
Frigo M., Johnson S. G., 2005, Proceedings of the IEEE, 93, 216
Frigo M., Johnson S. G., 2017, FFTW - A free (GPL) C library
for computing discrete Fourier transforms in one or more di-
mensions, of arbitrary size, using the Cooley-Tukey algorithm,
http://www.fftw.org
Intel 2017, Intel Threading Building Blocks, https://www.
threadingbuildingblocks.org
Lucas L., 2019, Slow Transients Pipeline Proto-
type - C++ implementation, https://github.com/
SKA-ScienceDataProcessor/FastImaging
Lucas L., Lourenc¸o C., Almeida G., Staley T., Scaife A., 2017,
Technical report, Slow Transients Pipeline Prototype V.2. Sci-
ence Data Processor Consortium
Lucas L., Staley T., Scaife A., 2019, Astronomy and Computing,
27, 96
McMullin, J. P. Waters, B. Schiebel, D. Young, W. Golap, K.
2007, in Astronomical Data Analysis Software and Systems
XVI (ASP Conf. Ser. 376), ed. R. A. Shaw, F. Hill, & D. J.
Bell (San Francisco, CA: ASP). p. 127
Offringa e. a., 2014, Monthly Notices of the Royal Astronomical
Society, 444, 606
MNRAS 000, 1–16 (2019)
16 Lucas, Skipper & Scaife
Piessens R., 2000, in Poularikas A. D., ed., , The Transforms and
Applications Handbook: Second Edition. CRC Press LLC,
Boca Raton, Chapt. 9
Rengelink, R. B. Tang, Y. de Bruyn, A. G. Miley, G. K. Bremer,
M. N. Ro¨ttgering, H. J.A. Bremer, M. A.R. 1997, Astron.
Astrophys. Suppl. Ser., 124, 259
Sault, R. J. Bock, D.C.-J. Duncan, A. R. 1999, Astron. Astrophys.
Suppl. Ser., 139, 387
Taylor G. B., Carilli C. L., Perley R. A., eds, 1999, Synthesis
Imaging in Radio Astronomy II Astronomical Society of the
Pacific Conference Series Vol. 180
This paper has been typeset from a TEX/LATEX file prepared by
the author.
MNRAS 000, 1–16 (2019)
