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A Markovian process of a system is defined classically as a process in which the future state of
the system is fully determined by only its present state, not by its previous history. There have
been several measures of non-Markovianity to quantify the degrees of non-Markovian effect in a
process of an open quantum system based on information backflow from the environment to the
system. However, the condition for the witness of the system information backflow does not coincide
with the classical definition of a Markovian process. Recently, a new measure with a condition that
coincides with the classical definition in the relevant limit has been proposed. Here, we focus on the
new definition (measure) for quantum non-Markovian processes, and characterize the Markovian
condition as a quantum process that has no information backflow through the reduced environ-
ment state (IBTRES) and no system-environment correlation effect (SECE). The action of IBTRES
produces non-Markovian effects by flowing the information of quantum operations performed by
an experimenter at earlier times back to the system through the environment, while the SECE can
produce non-Markovian effect without carrying any earlier quantum operation information. We give
the necessary and sufficient conditions for no IBTRES and no SECE, respectively, and show that
a process is Markovian if and only if it has no IBTRES and no SECE. The quantitative measures
and algorithms for calculating non-Markovianity, IBTRES and soly-SECE are explicitly presented.
PACS numbers: 03.65.Xp, 03.65.Yz, 03.65.Ta
I. INTRODUCTION
The Markovian approximation is a useful and often
made approximation to describe the dynamics of both
classical and quantum systems. This approximation
makes the future system state depend on only the present
one, not on its previous history, such that the system
dynamics is easier to solve and described. In an open
quantum system, the Markovian evolution equation of
the reduced system density matrix used to be defined
as the celebrated Lindblad master equation [1]. How-
ever, the Markovian approximation or master equation
breaks down in systems with strong coupling to their en-
vironments, with structured environment spectral den-
sities, and at low temperatures. A non-Markovian dy-
namics can keep the previous system state information
in the environment or/and in the quantum correlation
between the system and environment, and then flows
back the memory information to the system in the fu-
ture. This information backflow action breaks the Marko-
vian approximation. In recent years, there have been
many studies that tend to qualify the memory effects in
quantum processes using different witness measures for
non-Markovianity [2–17], such as measures based on the
information backflow from the environment to the sys-
tem in [2–10], on the positivity of dynamical maps in
[9–14], on the conditional past-future independence [15],
on the two-time correlation functions [16] and on the dis-
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tance between dynamical maps and the map in experi-
ential form, exp(L), where L is a Lindblad operator [17].
Several review articles on quantum non-Markovianity are
available [18–21].
Previous measures [2–21] are all witness of a non-
Markovian process. They are sufficient but not necessary
conditions for a non-Markovian process. A Markovian
process in a classical system is described by the definition
that the future state of the system depends on only the
present state, not on the states in its history. Recently,
a new definition of a quantum Markovian process with
operational interpretation was proposed [22, 23], and it
coincides with the definition of a classical Markovian pro-
cess.
In this paper, we make a connection of the new
Markovian process definition with the process of infor-
mation backflow. We characterize a Markovian process
as a quantum process that has no information backflow
through the reduced environment state (IBTRES) and
no system-environment correlation effect (SECE). We
find that IBTRES can produce the non-Markovian ef-
fect by sending the system state information at earlier
time steps (history state information) to the final system
state, while SECE can produce the non-Markovian effect
without carrying any history state information. We give
the operational definition and the necessary and sufficient
conditions for no IBTRES and no SECE. The necessary
and sufficient conditions for no IBTRES and no SECE in
the process tensor representation are also presented. We
show that a quantum process is Markovian if and only if it
has no IBTRES and no SECE. Quantitative measures for
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2non-Markovianity, IBTRES, and SECE, and algorithms
to calculate these measures are presented and described.
The paper is organized as follows. In Sec. II, we de-
fine and describe quantum maps and quantum operations
in three representations (forms): the tensor representa-
tion, the map representation and the Choi matrix rep-
resentation. This also enables us to introduce the no-
tations we use in this paper. In Sec. III, we show that
a process is Markovian if and only if it has no-IBTRES
and no-SECE. In Sec.IV, we review the concept and def-
inition of process tensors. In Sec. V and Sec. VI, we
give the operational definitions (in terms of process ten-
sors) and distance measures for non-Markovianity and
IBTRES, and describe corresponding algorithms to cal-
culate the distance measures. In Sec. VII, we present
the operational definition (in terms of process tensors)
and distance measures for SECE. In Sec. VIII, the def-
inition and measure of solely SECE are introduced and
an algorithm for calculating the measure quantitatively
is presented. In Sec. IX, we compare the difference be-
tween SECE and IBTRES in a quantum process. Finally
a short conclusion is given in Sec. X.
II. REPRESENTATIONS AND NOTATIONS
In this section, we define the physical quantities and
quantum maps in different representations or forms,
and introduce also the notations we use in this pa-
per. The density matrices of a single-party system
ρS ∈ B (HS) and a bipartite system-environment joint
system ρSE ∈ B (HSE), where B (HS) and B (HSE) [25]
are the corresponding Hilbert spaces of bounded opera-
tors of the single-party system and the bipartite system-
environment joint system, respectively, can be written
as
ρS =
∑
ij
ρSij |i〉S 〈j| (1)
and
ρSE =
∑
ijαβ
ρSEij,αβ |i〉S 〈j| ⊗ |α〉E 〈β| . (2)
Here we have used the Roman letters {|i〉} to denote an
orthonormal basis of the system Hilbert space and the
Greek letters {|α〉} to denote an orthonormal basis of
the environment Hilbert space. The tensor representa-
tions (forms) of these two matrices are ρSij and ρ
SE
ij,αβ ,
respectively.
A quantum map A can be written A : B (Hin) →
B (Hout) as a mapping from bounded operators on the
input Hilbert space to bounded operators on the out-
put Hilbert space. Three representations or forms of a
quantum map A are used in this paper, and they are the
tensor form Ai0j0i1j1 , the Choi matrix form [24] A and the
map form A. To be more precise, suppose a quantum
map A is written as
A [|i0〉in 〈j0|] =
∑
i1j1
Ai0j0i1j1 |i1〉out 〈j1| , (3)
then its tensor form is given by Ai0j0i1j1 , and its Choi matrix
form is
A =
∑
i0j0i1j1
Ai0j0i1j1 |i1〉out 〈j1| ⊗ |i0〉in 〈j0| , (4)
where the subscripts in and out indicate the input state
and output state, respectively. These three forms or rep-
resentations are isomorphic. The definition of a trace-
preserving map is described in Appendix A.
A quantum operation is Hermiticity preserving, trace
non-increasing and completely positive. Its correspond-
ing Choi matrix must be a density matrix with a normal-
ization factor nd and obey the trace preserving condition
of Eq. (A5). Here nd is the dimension of the Hilbert space
that the map acts on.
Let ρ′S be the result of the map A acting on ρS :
ρ′S = A[ρS ] =
∑
i0j0
Ai0j0i1j1ρ
S
i0j0 |i1〉 〈j1| , (5)
and its tensor representation is
ρ′Si1j1 = A
i0j0
i1j1
ρSi0j0 , (6)
where we have used the convention that repeated indices
represent that the indices should be summed over.
A single-party map A acting on the system of a bipar-
ties system-environment density matrix ρSE is written as
A ⊗ IE [ρSE ] = A[ρSE ], where the identity map on the
environment IE is usually ignored. Following [22, 23],
we restrict the quantum operations with notations A, Λρ
and T[n] to act only on the system space.
In this paper, U represents a total unitary map acting
on both the system and environment Hilbert spaces, and
we denote ρ′SE = U [ρSE ] = UρSEU†, where U is the uni-
tary matrix operator corresponding to the map U . The
tensor form of the process of the map is
ρ′SEi1j1,α1β1 = U
i0j0,α0β0
i1j1,α1β1
ρSEi0j0,α0β0 . (7)
Note that U i0j0,α0β0i1j1,α1β1 is not the entries of unitary matrix
operator U but the entries of the Choi matrix of the map
U :∑
U i0j0,α0β0i1j1,α1β1 |i1〉 〈j1| ⊗ |i0〉 〈j0| ⊗ |α1〉 〈β1| ⊗ |α0〉 〈β0| .
(8)
In our notation, the superscripts of the tensor form of
a map correspond to the orthonormal basis indexes of
the input Hilbert space, and the subscripts correspond
to the orthonormal basis indexes of the output Hilbert
space. The columns of The index pairs of superscripts
and subscripts in the same column in the tensor form of
a map correspond to the same system Hilbert space. For
3Figure 1. Schematice illustrations of (a) an m-time-step pro-
cess, (b) the first single-time-step process, and (c) the first
two-time-step process.
example, (i0j0) and (i1j1) [ (α0, β0) and (α1, β1)] in the
same column in U i0j0,α0β0i1j1,α1β1 correspond to the input and
output system ( environment) space. The indexes of a
tensor are sorted from up to down and right to left in
time. The corresponding Choi matrix basis indexes are
sorted from right to left, e.g.,
T i3j3,i1j1i4j4,i2j2,i0j0
→
∑
T i3j3,i1j1i4j4,i2j2,i0j0
× |i4〉 〈j4| ⊗ |i3〉 〈j3| ⊗ |i2〉 〈j2| ⊗ |i1〉 〈j1| ⊗ |i0〉 〈j0| .
We use the symbol ”◦” to represent the composition
of maps. For example, A′ ◦ A[ρ] means A′[ρ′], where
ρ′ = A[ρ]. Sometimes, when there is no confusion, we
ignore the composite symbol ”◦” and write only A′A[ρ].
III. QUANTUM PROCESS
Following Refs. [22, 23], we make the following two
assumptions, Assumptions 1 and 2, about quantum op-
erations that can be applied to the systems.
Assumption 1. For a composite quantum system com-
posed of a system and an environment, it is assumed that
an experimenter can apply quantum operations (e.g., A)
only on the system and also possibly on ancillary systems
but not on the environment.
Assumption 2. Quantum operations (eg. A ) performed
by an experimenter are assumed to be instantaneous in
time, i.e., on a much shorter time scale than any other
state dynamics.
Definition 1. The reduced dynamic described by
ρS[m] = trE U[m−1]◦A[m−1]◦· · ·◦U[1]◦A[1]⊗U[0]◦A[0][ρSE[0] ]
(9)
is an m-time-step process. Here, ρSE[0] ∈ B
(HSE) is a
fixed initial system-environment state. U[n] : B
(HSE)→
B (HSE) is the total unitary evolution map, and A[n] :
B (HS)→ B (HS) is the quantum operation map at time
step n with 0 ≤ n ≤ m− 1.
A schematic illustration of an m-time-step process is
shown in Fig. 1(a). The first single-time-step process
with m = 1 in Eq. (9) is illustrated in Fig. 1(b) and
described as
ρS[1] = trE U[0] ◦ A[0][ρSE[0] ]. (10)
In this paper, ρSE[0] is a fixed initial system-environment
state. Similarly, the first two-time-step process with m =
2 in Eq. (9) is illustrated in Fig. 1(c) and described as
ρS[2] = trEU[1] ◦ A[1] ◦ U[0] ◦ A[0][ρSE[0] ]. (11)
The system-environment state at time step n can be writ-
ten as
ρSE[n] = U[n−1] ◦ A[n−1][ρSE[n−1]], n = 1, 2, · · · ,m, (12)
and the reduced system state and reduced environment
state of ρSE[n] are ρ
S
[n] = trE(ρ
SE
[n] ) and ρ
E
[n] = trS(ρ
SE
[n] ),
respectively. The nth time-step process, defined as the
process from time step (n − 1) to time step n, in an m-
time-step process is described by
ρS[n] = trE U[n−1] ◦A[n−1][ρSE[n−1]], n = 1, 2 · · · ,m. (13)
Definition 2. (Markovian process) A quantum system
process is Markovian if and only if the future system
state at next time step ρS[n+1] depends solely on the
present one A[n][ρS[n]], no matter what quantum opera-
tions A[n−1],A[n−2], · · · ,A[0] were previously applied to
the system by an experimenter (i.e., independent of the
state history of the process).
Definition 2 is equivalent to the definition of a Marko-
vian process described in Ref. [22, 23].
Definition 3. (No SECE) The system-environment cor-
relation of ρSE[n−1] through the nth time-step process, de-
fined in Eq. (13), can not be detected by an experimenter
if and only if
trE U[n−1]◦A[n−1][ρSE[n−1]] =
trE U[n−1] ◦ A[n−1][ρS[n−1] ⊗ ρE[n−1]]
tr(ρE[n−1])
,
(14)
where A[n−1] is any quantum operation applied by the
experimenter at time step (n−1). An m-time-step process
has no SECE if and only if it satisfies Eq. (14) for all
possible values n of 1 ≤ n ≤ m.
This definition is obvious because if the the correlated
system-environment state ρSE[n−1] on the left hand side of
Eq. (14) replaced by the factorized state ρS[n−1]⊗ρE[n−1] as
4shown on the right hand side produces no difference, then
there is no SECE. The denominator tr(ρE[n−1]) in Eq. (14)
is the normalization factor for the reduced environment
state.
To discuss a process that has no IBTRES, let us define
following trace-preserving maps:
T[0][ρS ] ≡
trEU[0][ρS ⊗ ρE[0]]
tr(ρE[0])
(15)
for the first time step, and for the nth time step
L[n]
[
ρS ,A[n−1],A[n−2], · · · ,A[0]
] ≡ trEU[n][ρS ⊗ ρE[n]]
tr(ρE[n])
(16)
with n = 1, 2, · · · ,m − 1, where ρS ∈ B (HS) is an ar-
bitary system state. Since the reduced environment state
ρE[n] at time step n in general depends on quantum oper-
ations (A[n−1],A[n−2], · · · ,A[0]) at previous time steps,
L[n] should be a function of (A[n−1],A[n−2], · · · ,A[0]),
i.e., the information of the previous quantum operations
can flow back through the reduced environment state ρE[n].
Definition 4. (No IBTRES) An m-time-step pro-
cess with m ≥ 2 has no IBTRES if and only if
for all possible values n of 1 ≤ n ≤ m − 1,
L[n]
[
ρS ,A[n−1],A[n−2], · · · ,A[0]
]
is independent of all
quantum operations ( A[n−1],A[n−2], · · · ,A[0] ).
Note that no IBTRES can only be defined for an m ≥ 2
process. We say an m-times-step process has no IB-
TRES if and only if it obeys Definition 4. If a map
L[n]
[
ρS ,A[n−1],A[n−2], · · · ,A[0]
]
obeys Definition 4, we
set
L[n]
[
ρS ,A[n−1],A[n−2], · · · ,A[0]
]
= T[n][ρS ], (17)
and notice that T[0][ρS ] is defined in Eq. (15). In Sec.VI,
we give an operational description of Definition 4 for a
two-time-step process that has no IBTRES.
Definition 5. (Constant map) Λρconst is a constant map
if and only if
Λρconst [ρ] = ρconst, (18)
∀ρ ∈ B (HS0) with trS0(ρ) = 1, and ρconst ∈ B (HS1) is
a unique state (density matrix) with trS1(ρconst) = 1.
Note that in general HS0 and HS1 may not be the
same. The constant map maps an arbitrary density ma-
trix ρ with unit trace to a unique fixed density matrix
ρconst with unit trace. In Appendix B, we give the ten-
sor representation of the constant map. A constant map
has the action that Λρconst ⊗ IE [ρSE ] = ρconst ⊗ ρE ,
∀ρSE ∈ B (HSE), i.e., a constant map can destroy the
system-environment correlation of ρSE and erase the in-
formation of the system state (see Appendix C).
Proposition 1. The first single-time-step process is
Markovian if and only if it has no SECE.
Proof. Let us fist prove that if the first single-time-step
process has no SECE, then it is Markovian. Taking
n = 1 in Eq. (14) for the first single-time-step process
of Eq. (10), one obtains
ρS[1] = TrE U[0] ◦ A[0][ρSE[0] ]
=
TrE U[0] ◦ A[0][ρS[0] ⊗ ρE[0]]
tr(ρE[0])
, (19)
where ρSE[0] is the fixed system-environment state at initial
time t = 0. If Eq. (19) holds, one can decompose the right
hand side of Eq. (19) into an operator sum form by using
Kraus’ theorem [26, 27]:
trE U[0] ◦ A[0][ρS[0] ⊗ ρE[0]]
tr(ρE[0])
=
∑
i
Vi
(
A[0][ρS[0]]
)
V †i
= T[0] ◦ A[0][ρS[0]], (20)
where Vi are the Kraus operators and depend only on
U[0] and ρE[0] but not on A[0] and ρS[0]. As a result, the
output system state ρS[1] depends on only the system state
A[0][ρS[0]], i.e., the process is Markovian.
The reverse proof is as follows. Let A[0] and A′[0] be
two different quantum operations and their correspond-
ing output states of the first single-time-step process,
Eq. (10), be ρS[1] and ρ
′S
[1], respectively. Suppose that the
process is Markovian, and then by Definition 2, if
A[0][ρS[0]] = A′[0][ρ′S[0]], (21)
then
ρS[1] = ρ
′S
[1]. (22)
One can set
A′[0] = A[0] ◦ ΛρS[0]/tr(ρS[0]), (23)
where ΛρS
[0]
/tr(ρS
[0]
) is a constant map which maps the in-
put system state ρS to a system state tr(ρS)ρS[0]/tr(ρ
S
[0]).
Then one obtains
A′[0][ρS[0]] = A[0] ◦ ΛρS[0]/tr(ρS[0])[ρ
S
[0]] = A[0][ρS[0]], (24)
which is just Eq. (21). Thus using Eq. (22) and Eq. (10)
yields
trE U[0] ◦ A[0][ρSE[0] ] = trE U[0] ◦ A′[0][ρSE[0] ]
= trE U[0] ◦ A[0] ◦ ΛρS
[0]
/tr(ρS
[0]
)[ρ
SE
[0] ].(25)
Applying the identity ΛρS
[0]
/tr(ρS
[0]
)[ρ
SE
[0] ] =
ρS[0]⊗ ρE[0]
tr(ρS
[0]
)
to
5Figure 2. Relationship among Markovian, no-SECE and no-
IBTRES processes. The ellipse represents a collection of
m-time-step processes defined in Definition 1 with m ≥ 2.
The red set shaded by oblique lines represents a collection
of processes with no IBTRES. The blue set shaded by verti-
cal lines represents a collection of processes with no SECE.
A Markovian process belongs to the intersection of the red
set and the blue set. The non-Markovianity DNM and IB-
TRES DIBTRES of a specific process T can be defined as the
minimum distances from T to the Markovian set and to the
no-IBTRES set, respectively. The distance DNM , DIBTRES
and Dsolely−SECE form a triangle.
Eq. (25), one obtains
trE U[0] ◦ A[0][ρSE[0] ] =
trE U[0] ◦ A[0][ρS[0] ⊗ ρE[0]]
tr(ρS[0])
=
trE U[0] ◦ A[0][ρS[0] ⊗ ρE[0]]
tr(ρE[0])
, (26)
where we have used the fact that tr(ρE[0]) = tr(ρ
S
[0]) for
the last equality. Equation (26) is just Eq. (19), i.e., the
definition of no SECE defined in Eq. (14) for n = 1.
Proposition 2. An m-time-step process with m ≥ 2 is
Markovian if and only if the process has no SECE and
no IBTRES.
Proof. The process from the time step (n−1) to the time
step n is described by
ρS[n] = trEU[n−1]A[n−1][ρSE[n−1]], (27)
where 1 ≤ n ≤ m. Now, we consider the process that has
no SECE. By Definition 3, the m-time-step process must
satisfy Eq. (14) for every time step n of 1 ≤ n ≤ m. Thus
the first time step process obtained by setting n = 1 in
Eq. (27) becomes
ρS[1] = trE U[0] ◦ A[0][ρSE[0] ]
=
1
tr(ρE[0])
· trE U[0] ◦ A[0][ρS[0] ⊗ ρE[0]]
= T[0] ◦ A[0][ρS[0]] (28)
and similarly the nth time step (2 ≤ n ≤ m) process
becomes
ρS[n] =trEU[n−1] ◦ A[n−1][ρSE[n−1]]
=
1
ρE[n−1]
trEU[n−1] ◦ A[n−1][ρS[n−1] ⊗ ρE[n−1]]
=L[n−1][A[n−1][ρS[n−1]],A[n−2],A[n−3], · · · ,A[0]],
(29)
where we have used the definitions of T[0][ρS ] in Eq. (15)
and L[n] in Eq. (16).
If the process has also no IBTRES, using Eq. (17) that
no previous information of the quantum operations flows
back from ρE[n−1] to the system, one obtains from Eq. (29)
the nth time step (2 ≤ n ≤ m) process
ρS[n] = T[n−1] ◦ A[n−1][ρS[n−1]]. (30)
By writing out the expression of Eq. (30) explicitly step
by step for each n of 1 ≤ n ≤ m, the total evolution
process, Eq. (9), becomes
ρS[m] = T[m−1]◦A[m−1] · · ·◦T[1]◦A[1]◦T[0]◦A[0][ρS[0]], (31)
i.e., in a divisible form. Since T[n] is defined in Eq. (17)
as a map independent of previous quantum operations,
Eq. (31) describes a Markovian process because the fu-
ture system state ρS[n+1] depends on only the previous
system state A[n][ρS[n]].
The proof for the reverse statement is shown below.
To see whether a process has IBTRES, we set the quan-
tum operation A[n] = ΛρS/tr(ρS), where ΛρS/tr(ρS) is a
constant map and ρS is an arbitrary system state. Then
we obtain
ρS[n] = trEU[n−1]ΛρS/tr(ρS)[ρSE[n−1]]
= trEU[n−1] ◦ [ρS ⊗ ρE[n−1]]/tr(ρS)
= trEU[n−1] ◦ [ρS ⊗ ρE[n−1]]/tr(ρE)
= L[n−1]
[
ρS ,A[n−2],A[n−3], · · · ,A[0]
]
(32)
If the process is Markovian, by Definition 2, L[n−1] does
not depend on (A[n−2],A[n−3], · · · ,A[0]). Therefore the
process has no IBTRES by Definition 4. To show that a
Markovian process has no SECE, the skill and procedure
we used in the proof of Proposition 1 to show the first
single-time-step Markovian process has no SECE can be
applied directly to a general single-time-step process of
Eq. (27). In other words, by the replacement of 1 → n
and 0→ n−1 for the expression from Eq. (26) to Eq. (26),
one can show that a Markovian process has no SECE
for a general single time step process. Consequently, a
Markovian process must have no SECE for every time
step process.
Proposition 2 is the most important result in this pa-
per.
6We have characterized an m-time-step (m ≥ 2) Marko-
vian process by two process sets: { no-SECE } and {
no-IBTRES }. These two sets and their relations to the
set of Markovian processes are schematically illustrated
in Fig. 2 and summarized below.
• Intersection of the { no-SECE } and { no-IBTRES
} sets is the Markovian set.
• The non-Markovian effect in the difference of the
two sets { no-SECE } and { Markovian }, { no-
SECE } − {Markovian }, is due to solely IBTRES.
• The non-Markovian effect in the difference of the
two sets { no-IBTRES } and { Markovian }, { no-
IBTRES } − {Markovian }, is due to solely SECE.
In the following sections, we will discuss the proper-
ties of these process sets in terms of process tensors. We
give the necessary and sufficient conditions for no IB-
TRES and no SECE, respectively, and present explicitly
the quantitative measures and algorithms for calculating
non-Markovianity, IBTRES and soly-SECE.
IV. PROCESS TENSOR REPRESENTATION
FOR SINGLE-TIME-STEP PROCESS AND
TWO-TIME-STEP PROCESS
In this section, we first argue that we can check
whether a process is Markovian by investigating a two-
time-step process with the time in the middle tunable
from the initial time to the final time. After that, review
briefly the properties of process tensors of a single-time-
step process and a two-time-step process in Refs. [22, 23]
as we will use the process tensors to represent iff condi-
tions for no IBTRES and no SECE, and to describe the
qualitative measures and optimization algorithms.
For a quantum process with a fixed initial time t0 and
a final time t2, it seems that one has to show that the
process can be written in a divisible form as in Eq. (31)
with m → ∞. This is because showing an m-time-step
process being Markovian for a finitem does not guarantee
an (m+1)-time-step process being Markovian. However,
we can verify whether the process is Markovian with only
a two-time-step process by checking whether the process
satisfies the following Markovian condition:
ρS[2](t2) =trEU[1](t2, t1) ◦ A[1] ◦ U[0](t1, t0) ◦ A[0][ρSE[0] (t0)]
= T[1](t2, t1) ◦ A[1] ◦ T[0](t1, t0) ◦ A[0][ρS[0](t0)].
(33)
with the time t1 in the middle continually varied from t0
to t2. Therefore, in the following part of this paper, we
consider only the two-time-step process from t0 to t1 and
t1 to t2. We will sometimes abbreviate U[n](tn, tn−1) as
U[n] and T[n](tn, tn−1) as T[n] for n = 1, 2.
A. Process tensor for the first single-time-step
process
The process tensor is a representation for an open
quantum system process and is a mapping from the se-
quence of quantum operations to the final system state
[22, 23]. The final output system state ρS[1] in Eq. (10)
can be written as a function of the quantum operation
A[0] :
ρS[1] = trEU[0]A[0][ρSE[0] ] ≡M[A[0]], (34)
whereM is called the map form of the process tensor for
the first single-time-step process.
The tensor form of Eq. (34) can be written as
ρS[1];i1j1 = δα1β1U
i
0′ j0′ ,α0β0
[0];i1j1 ,α1β1
A i0j0[0];i0′ j0′
ρSE[0]i0j0α0β0 (35)
Here, ρSE ∈ B (HS0E), A ∈ B (HS0′S0) and M ∈
B (HS1S0′S0) with HS0 = HS being the Hilbert space
of the system state. We sort the indexes by the following
way (· · · , n′, n, · · · , 1′, 1, 0′, 0) such that the quantum op-
eration A injn[n];in′ jn′
with index n carries the indexes in, jn,
in′ and jn′ in a multi-time-step process. The Kronecker
delta symbol δα1β1 corresponds to a trace operation over
the environment degrees of freedom. The tensor repre-
sentation of the process tensor is to just remove A i0j0[0];i0′ j0′
in Eq. (35) and is
M
i0′ j0′
i1j1,i0j0
= δα1β1U
i
0′ j0′ ,α0β0
[0];i1j1 ,α1β1
ρSE[0]i0j0α0β0 . (36)
B. Process tensor for the two-time-step process
The final output system state ρS[2] of the two-time-step
process Eq. (11) can be written as a function of the quan-
tum operations A[0] and A[1]:
ρS[2] = trEU[1]A[1]U[0]A[0][ρSE[0] ] ≡ T [A[1],A[0]], (37)
where T is the map form of a two-time-step process ten-
sor that sends A[0], A[1] to the final state ρS[2]. In tensor
form, Eq. (37) becomes
ρS[2];i2j2 = δα2β2U
i
1′ j1′ ,α1β1
[1];i2j2 ,α2β2
A i1j1[1];i1′ j1′
· U i0′ j0′ ,α0β0[0];i1j1 ,α1β1 A
i0j0
[0];i0′ j0′
ρSE[0]i0j0α0β0 ,
(38)
The tensor representation of the process tensor is just to
remove A i0j0[0];i0′ j0′
and A i1j1[1];i1′ j1′
in Eq. (38):
T
i1′ j1′ ,i0′ j0′
i2j2 ,i1j1 ,i0j0
= δα2β2U
i
1′ j1′ ,α1β1
[1];i2j2 ,α2β2
·U i0′ j0′ ,α0β0[0];i1j1 ,α1β1 ρ
SE
[0]i0j0α0β0
(39)
In matrix representation, T ∈ B (HS2S1′S1S0′S0) and is
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T =
∑
T
i1′ j1′ ,i0′ j0′
i2j2,i1j1,i0j0
|i2i1′i1i0′i0〉 〈j2j1′j1j0′j0| . (40)
with HS0 = HS being the Hilbert space of the system
state.
If initially, the system and environment are uncorre-
lated or in a factorized state, i.e., ρSE[0] = ρ
S
[0] ⊗ ρE[0], we
can define a reduced process tensor T˜ in matrix form for
two-time-step process as
T = T˜ ⊗ ρS[0], (41)
where T˜ ∈ B (HS2S1′S1S0′ ). Using Eq. (39), we have its
tensor form
T˜
i1′ j1′ ,i0′ j0′
i2j2 ,i1j1
= δα2β2U
i
1′ j1′ ,α1β1
[1];i2j2 ,α2β2
· U i0′ j0′ ,α0β0[0];i1j1 ,α1β1 ρ
E
[0]α0β0
.
(42)
The reduced process tensor is useful to simplify algo-
rithms (discussed later) for calculating various distance
measures for an initial factorized system-environment
state.
V. MARKOVIAN PROCESS FOR A
TWO-TIME-STEP QUANTUM PROCESS
In this section, we give the operational definition
for Markovian process, the distance measure for non-
Markovianity and an optimization algorithm for calcu-
lating the distance measure.
A. Operational definition
A two-time-step process is Markovian if and only if the
process tensor has following form [22, 23]
T = T[1] ⊗ T[0] ⊗ ρS[0], (43)
where T[0] and T[1] are the Choi matrices of T[0] and T[1] in
Eq. (31), respectively. The operation description and the
condition that the process tensor of a Markovian process
must be in a product form of Eq. (43) had been given in
[22, 23]. In this paper, we go one step further to present
how to construct the maps T[0] and T[1] [see Eq. (15),
Eq. (17) and Eq. (16) and characterize the Markovian
process as having no IBTRES and no SECE. The no IB-
TRES is strongly connected to the information backflow
measures for non-Markovianity discussed in the literature
[2–10].
B. Distance measure for non-Markovianity
The non-Markovianity for the two-time-step process is
defined as the minimum distance between the process
tensor T (t2, t1, t0) and all possible Markovian process
tensors TMarkov [22, 23] as
DNM (t2, t1, t0) = min
TMarkov∈product form
D (T (t2, t1, t0), TMarkov) ,
(44)
where D is a distance measure. The non-Markovianity
N (t2) defined in [2, 9] is given by
N (t2) =
ˆ t2
t0=0
n(t1)dt1, (45)
where n(t1) is the non-Markovianity in the time inter-
val [t1, t1 + dt1], and N (t2) is the total integrated effect
for t1 from t0 = 0 to t2. The non-Markovianity defi-
nition of N (t2) is very different from the definition of
DNM (t2, t1, t0) because N (t2) depends only on t2, but
DNM (t2, t1, t0) depends on t0, t1 and t2, i.e., the dynam-
ics in DNM (t2, t1, t0) is influenced by intervention at time
t1 while the dynamics inN (t2) is not. For a specific t2, we
can also define the integrated non-Markovianity ND(t2)
by
ND(t2) =
ˆ t2
0
dt1DNM (t2, t1, 0). (46)
The minimization for Eq. (44) is not easy to perform.
If we choose the distance measure D as quantum rel-
ative entropy R and normalize the matrix form of the
process tenser, the closest Markovian process is straight-
forwardly found by discarding the correlations [22, 23].
However, the quantum relative entropy may diverge in
some cases. For example, the quantum relative en-
tropy of density matrix ρ1 with respect to density matrix
ρ2, R(ρ1, ρ2) = trρ1(logρ1 − logρ2), is well-defined only
for any pair of positive semi-definite matrices for which
ker(ρ2) ⊂ ker(ρ1) [28]. Here, ker(ρ)= {v ∈ H|ρ v = 0}
is called the kernel (or null space) of ρ : H → H and
is the set of state vectors v in the vector space H sat-
isfying ρ v = 0. Therefore, we present an algorithm for
finding DNM by choosing D to be a convex function in
next subsection.
C. Optimization algorithm for finding DNM
We describe here an algorithm to minimize Eq. (44).
We restrict the distance measure D to be a convex func-
tion (e.g., trace distance). The convex optimization is
an efficient method to find the global minimum [29, 30].
Unfortunately, it can not be directly implemented to
Eq. (44) because the set {TMarkov = T1⊗T0⊗ρS} is non-
convex, where ρS is an arbitrary system state, T1 and
T0 are arbitrary trace preserving and completely positive
(TPCP) maps which send a system state to another sys-
tem state. However, the individual sets of T1, T0 and ρ
S
are all convex.
8Therefor, we split the minimization procedure
min
T1⊗T0⊗ρS
D (T, T1 ⊗ T0 ⊗ ρS) (47)
of the two-time-step process into three steps: with T1
and T0 fixed, varying ρ
S to minimize
min
ρS
D (T, T1 ⊗ T0 ⊗ ρS) , (48)
with T1 and ρ
S fixed, varying T0 to minimize
min
T0
D (T, T1 ⊗ T0 ⊗ ρS) (49)
and with T0 and ρ
S fixed, varying T1 to minimize
min
T1
D (T, T1 ⊗ T0 ⊗ ρS) . (50)
Since the varying feasible sets and the objective func-
tion D in Eq. (48), Eq. (49) and Eq. (50) are all convex,
and the convex optimization algorithm can be employed.
If we could test every posible T1 and T0 in Eq. (48), the
minimum of Eq. (47) would be found. However, a much
more efficient way to perform the optimization is given
by the following steps.
Step 1: Guess trials T1 and T0.
Step 2: Solve Eq. (48) by the convex optimization algo-
rithm to obtain the minimum value and optimal
ρS . Here, T1 and T0 are given by the previous step.
Step 3: Solve Eq. (49) by the convex optimization algo-
rithm to obtain the minimum value and optimal
T0. Here, T1 and ρ
S are given by the previous step.
Step 4: Solve Eq. (50) by convex optimization algorithm to
obtain the minimum value and optimal T1. Here,
T0 and ρ
S are given by the previous step.
Step 5: Repeat Step 2, Step 3 and Step 4 until T1, T0 and
ρS are all invariant at the end of each loop.
Step 6: Repeat Step 1 to step 5 many times to obtain the
optimized distance values.
Step 7: Take the minimum value of the optimized distance
values.
One should notice that T1 and T0 are not only posi-
tive but also restricted by the trace preserving condition
Eq. (A5).
The optimization algorithm for the two-time-step pro-
cess with an initial factorized system and environment
state is simpler. In this case, the process tensor given
by Eq. (41) indicates that one can fix the initial system
state ρS[0] in the optimization procedure. Therefore, the
corresponding modified optimization algorithm is just to
fix ρS = ρS[0], ignore Step 2 and replace Step 1 with Step
1′: Guess a trial T1.
Figure 3. Schematic illustrations of the Schematical illustra-
tion of a two-time-step process. (a) Operational definition
to check whether a two-time-step process has IBTRES. (b)
Equivalent circuit for (a) achieved by setting the quantum
operation A[1] = AB ◦ ΛρS
A
in Fig. 1(c).
VI. NO IBTRES FOR A TWO-TIME-STEP
QUANTUM PROCESS
In this section, we present an operational definition for
no IBTRES and a distance measure for IBTRES, and
describe an optimization algorithm for calculating the
distance measure. We will also discuss the relation of
our IBTRES with other studies of information backflow
in the recent literature [21, 31].
A. Operational definition of no IBTRES
The operational description of IBTRES in a two-time-
step process is defined by the following experiment. As
shown in Fig. 3(a), Alice wants to send information to
Bob through an open quantum system by the following
method:
Step 1: Alice applies an operation A[0] on an initial system-
environment state ρSAE[0] and sendsA[0][ρSAE[0] ] to the
system-environment unitary evolution U[0].
Step 2: Alice keeps the system part to herself and leaves
the output of environment part of Step 1 (ρE[1]) to
Bob.
Step 3: Bob produces a new arbitrary state ρSBB for a new
system with dimension dim(ρS[0]) =dim(ρ
SB
B ) to in-
teract with the environment ρE[1] with the same
system-environment Hamiltonian as the original
system, and then the system-environment state
(ρSBB ⊗ρE[1]) undergoes the system-environment uni-
tary U[1].
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If varying A[0] results in the same ρS[2], then the
process has no IBTRES.
In this experiment, the information, which is sent from
Alice to Bob, can pass only through the reduced environ-
ment state ρE[1]. Note that Step 3 corresponds to Eq. (16)
for n = 1. A two-time-step process has no IBTRES if and
only if Alice can not signal to Bob by this experiment.
Next, we obtain the if-and-only-if (iff) condition for no
IBTRES in terms of process tensor. For this purpose,
we should choose a suitable A[1] in Fig. 1(c) to represent
the experimental setting shown in Fig. 3(a). This can
be achieved by setting A[1] as a constant map ΛρSA com-
posite with an arbitrary trace preserving and completely
positive (TPCP) map AB as shown in Fig. 3(b). Because
ΛρSA [ρ
SE
[1] ] = ρ
S
A⊗ρE[1], the experiment setting in Fig. 3(b)
is equivalent to original experiment setting in Fig. 3(a)
if one replaces Step 2 by Step 2′ and Step 3 by Step3′ as
follows.
Step 2′: Alice applies a constant map ΛρSA on the same
original system, sends the total output state ΛρSA [ρ
SE
[0] ] =
ρSA ⊗ ρE[1] to Bob, and tells Bob what ρSA is.
Step 3′: Bob applies a quantum operation AB on the
system part of the total state ρSA ⊗ ρE[1] he received from
Alice and sends the resultant state AB [ρSA ⊗ ρE[1]] into
the unitary map U[1], where AB [ρSA] ≡ ρSB is the state
produced by Bob in Step 3.
The operational description of no IBTRES in Fig. 3(b)
is more feasible in a realistic experiment [31]. A similar
procedure to that in Fig. 3(b) is called a causal break in-
troduced in [22] to break the causal link between the past
and the future of the system when discussing the criterion
for a quantum Markovian process. Generally, any opera-
tion whose output is independent of its input constitutes
a causal break, and an example of causal break given in
[22] is to perform a quantum measurement on the system
and then reprepare the post-measurement system state
into a known state randomly chosen from some set.
Corollary 1. A two-time-step process of Eq. (40) has
no IBTRES if and only if the process tensor in matrix
form T satisfies the following equation
trS1(T ) = T
′S2S1′
[1] ⊗ IS0′ ⊗ ρS[0], (51)
where T
′S2S1′
[1] is the Choi matrix of a TPCP quantum
map, and IS0′ is the identity matrix.
Proof. See Appendix D.
B. Distance measure for IBTRES
Given the process tensor in matrix form T of a two-
time-step-process and a distance measure D, the measure
of IBTRES of the process is defined by the minimum
distance between T and the set Tno−IBTRES as shown in
Fig. 2:
DIBTRES = min
Tno−IB∈{Tno−IBTRES}
D(T, Tno−IB). (52)
Here, {Tno−IBTRES} is the collection of the two-time-step
processes with no IBTRES, and Tno−IB is a possible pro-
cess tensor in the set {Tno−IBTRES}.
C. Optimization algorithm for finding DIBTRES
In this subsection, we describe an algorithm to min-
imize Eq. (52) for two-time-step processes. By using
Eq. (51), Eq. (52) can be represented by the following
form:
DIBTRES = min
T ′S2S1′∈TPCP map
ρS∈density matrix
trS1 (Tno−IB)=T
′S2S1′⊗IS0′⊗ρS
D(T, Tno−IB).
(53)
If the distance measure D is convex, we can use the sim-
ilar procedure in Sec.V C to perform the optimization by
exploiting the convex optimization algorithm. We split
the minimization procedure of Eq. (53) into two steps:
(1) Fix ρS and vary Tno−IB to find optimal T ′S2S1′ to
minimize
min
T ′S2S1′∈TPCP map
trS1 (Tno−IB)=T
′S2S1′⊗IS0′⊗ρS
D(T, Tno−IB). (54)
(2) Fix T ′S2S1′ and vary Tno−IB to find optimal ρS to
minimize
min
ρS∈density matrix
trS1 (Tno−IB)=T
′S2S1′⊗IS0′⊗ρS
D(T, Tno−IB). (55)
Eq. (54) and Eq. (55) are both convex and the convex
optimization algorithm can be implemented. Similar to
the algorithm in Sec.V C, Eq. (53) can be performed by
the following algorithm:
Step 1: Guess a trial ρS .
Step 2: Solve Eq. (54) by the convex optimization algo-
rithm to obtain the minimum value and optimal
T ′S2S1′ . Here, ρS is given by the previous step.
Step 3: Solve Eq. (55) by the convex optimization algo-
rithm to obtain the minimum value and optimal
ρS . Here, T ′S2S1′ is given by the previous step.
Step 4: Repeat Step 2 and Step 3 until ρS and T ′S2S1′ are
both invariant at the end of each loop.
Step 5: Repeat Step 1 to step 4 many times to obtain the
optimized distance values.
Step 6: Take the minimum value of the optimized distance
values.
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The algorithm can be much simplified if the following
two additional constrains are both satisfied: (a) the ini-
tial system-environment state of the process is uncorre-
lated or factorized, ρSE[0] = ρ
S
[0]⊗ρE[0], so the process tensor
in matrix form T = T˜⊗ρS[0] is also in an uncorrelated from
of Eq. (41). (b) the distance measure D is not only a con-
vex function but also contractive under trace preserving
and completely positive (TPCP) maps, i.e., if ATPCP is a
TPCP map, then D(ρ1, ρ2) ≥ D(ATPCP[ρ1],ATPCP[ρ2])
for arbitrary density matrices ρ1 and ρ2. The trace dis-
tance, for example, as a distance measure satisfies con-
dition (b). With these two additional constrains, one
obtains
D(T, Tno−IB) = D(T˜ ⊗ ρS[0], Tno−IB)
≥ D(ΛρS0 [T˜ ⊗ ρ
S
[0]],ΛρS0 [Tno−IB])
= D(T˜ ⊗ ρS[0], T˜no−IB ⊗ ρS[0]), (56)
where ΛρS0 is the constant map (a TPCP map) applied
only on the system state space and T˜no−IB = trS(Tno−IB).
Equation (53) can be simplified by the inequality of
Eq. (56):
DIBTRES = min
T ′S2S1′∈TPCP map
ρS∈density matrix
trS1 (Tno−IB)=T
′S2S1′⊗IS0′⊗ρS
D(T, Tno−IB)
= min
T ′S2S1′∈TPCP map
ρS∈density matrix
trS1 (Tno−IB)=T
′S2S1′⊗IS0′⊗ρS
D(T˜ ⊗ ρS[0], T˜no−IB ⊗ ρS[0]).
(57)
Note that the minimum value will happen at ρS = ρS[0].
So ρS is fixed, and can be remove from the minimizeation
variables. Therefore Eq. (57) becomes
DIBTRES
= min
T ′S2S1′∈TPCP map
trS1 (T˜no−IB)=T
′S2S1′⊗IS0′
D(T˜ ⊗ ρS[0], T˜no−IB ⊗ ρS[0]).
(58)
Equation (58) can be solved by the convex optimization
algorithm efficiently and the condition
trS1 T˜ = T
′S2S1′ ⊗ IS0′ (59)
in the minimization is the iff condition for a process
with no IBTRES and with an initial factorized system-
environment state.
D. Relation with other information backflow
studies
We notice a recent study that discusses the completely
positive (CP) divisibility for a quantum process with
an initial factorized system-environment state [31] using
the idea of no information backflow. The conditional
non-signaling condition defined in [31] for a two-time-
step process (time: r, s, t) is the no-IBTRES process
with an initial factorized system-environment state dis-
cussed here. Our description here for no-IBTRES pro-
cess is, however, for a general initial correlated system-
environment state. For an m-time-step process, the au-
thors in [31] define an operational dynamical map Ξn2,n1
from time step n1 to time step n2 (with n1 < n2) by
setting the quantum operation A[n1] at time step n1 as
a constant map, i.e. A[n1] = Λρ and measure the out-
put of the system state at time step n2. The operational
dynamical map Ξn2,n1 can then be obtained by varying
the state ρ of Λρ and performing the process tomogra-
phy for Ξn2,n1 . They define that the dynamics of an m-
time-step process is operational CP divisible if and only
if Ξm,0 = Ξm,n ◦ Ξn,0. In this case, the process has no
IBTRES for the two-time-step process with time steps:
(0,n,m). The operational CP divisibility defined in [31]
using a constant map is a necessary but not sufficient
condition for a Markovian process.
We notice that another idea of no information backflow
similar to the no-IBTRES effect has been proposed by L.
Li et al. [21]. There, the constant map is applied on
the environment rather than the system (see Appendix
E). In contrast, the general quantum regression formula
described also in [21] involves interventions at different
times on the open system itself and is very closely re-
lated to the approach for a Markovian process discussed
here. We show in Appendix F that the general quantum
regression formula is a sufficient but not necessary condi-
tion for a Markovian process. We also define the extended
general quantum regression formula (see Definition 8 in
Appendix F) and prove that a process is Markovian if
and only if it satisfies the extended general quantum re-
gression formula.
VII. NO SECE FOR A TWO-TIME-STEP
QUANTUM PROCESS
In this section, we present an operational definition for
no SECE and a distance measure for SECE.
A. Operational definition
We give here the iff condition of a two-time-step pro-
cess that has no SECE in terms of process tensor. The
conditions of no SECE for a single-time-step process (M),
and the first-time-step process of a two-time-step process
[see Eq. (27] for n = 1) are equivalent to the process
tensor condition of an initial uncorrelated or factorized
system-environment state. Thus from Eq. (41), the corre-
sponding process tensors are given by the product forms:
M = T[1] ⊗ ρS[0] (60)
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and
T = T˜ ⊗ ρS[0], (61)
respectively, where, T˜ ∈ B (HS2S1′S1S0′ ). In the remain-
ing part of this subsection, we focus on the iff condition
of no SECE for the process in the second time step of the
two-time-step process (see Eq. (27) for n = 2).
Lemma 1. The second-time-step process of a two-time-
step process has no SECE if and only if the process tensor
in map form satisfies
T [A[1],A[0]] = T [A[1] ◦ ΛρS
[1]
/tr(ρS
[1]
),A[0]], (62)
or equivalently, in tensor form satisfies
T
i1′ j1′ ,i0′ j0′
i2j2, i1j1, i0j0
A i0j0[0];i0′ j0′A
i1j1
[1];i1′ j1′
(δx0′y0′ρ
S
[1];x0′ ,y0′
)
= T
i1′ j1′ ,i0′ j0′
i2j2, x0y0, i0j0
A i0j0[0];i0′ j0′A
i1j1
[1];i1′ j1′
· δx0y0ρS[1];i1,j1 .
(63)
Lemma 1 follows direct from the fact that
ΛρS
[1]
/tr(ρS
[1]
)[ρ
SE
[1] ] = ρ
S
[1]⊗ ρE[1]/tr(ρS[1]) = ρS[1]⊗ ρE[1]/tr(ρE[1])
and Eq. (14) in Definition 3. The factor δx0y0ρ
S
[1];i1,j1
and (δx0′y0′ρ
S
[1];x0′ ,y0′
) in Eq. (63) corresponds to the
constant map
ΛρS
[1]
/tr(ρS
[1]
)[ρ] = tr(ρ)ρ
S
[1]/tr(ρ
S
[1]), (64)
where the divisor tr(ρS[1]) makes ΛρS[1]/tr(ρ
S
[1]
) trace-
preserving. In obtaining Eq. (63), we have multiplied
the factor tr(ρS[1]) (i.e., δx0′y0′ρ
S
[1];x0′ ,y0′
) to the both sides
of Eq. (62).
The iff condition, Eq. (62), of Lemma 1 is elegantly
described but hard to verify in practice as one needs to
know ρS[1] to construct ΛρS[1]/tr(ρ
S
[1]
) which violate the no-
cloning theorem. We give below a verifiable iff condition
that requires only the process tensor T in matrix form is
known.
To this end, let us first set
L = trS1(T ) (65)
N = trS1(M) (66)
where M = 1nd trS2S1′ (T ), with nd the dimension of the
Hilbert space, is the single-time-step process tensor in
matrix form, and L is the matrix form of L[n] in Eq. (16)
for n = 1. Then the iff condition in matrix form in
terms of the tensor products of the matrices (N⊗T ) and
(L ⊗M) in a relabeled basis state vector can be obtain
as shown in Corollary 2 below.
Corollary 2. The second-time-step process in a two-
time-step process has no SECE if and only if
(I + S30′ ◦ S2′0)N ⊗ T
= S32 ◦ S2′1′ ◦ (I + S20′ ◦ S1′0)L⊗M, (67)
where the indexes of the basis vectors in the matrix
form of Eq. (67) are written as |i3〉3 〈j3| ⊗ |i2′〉2′ 〈j2′ | ⊗|i2〉2 〈j2| ⊗ |i1′〉1′ 〈j1′ | ⊗ |i1〉1 〈j1| ⊗ |i0′〉0′ 〈j0′ | ⊗ |i0〉0 〈j0|,I is the identity map and Smn is the SWAP operation
which swaps the basis state indexes between m and n,
e.g., S2′1′ [· · ·⊗|i〉2′ 〈j|⊗· · · |k〉1′ 〈l|⊗· · · ] = · · ·⊗|k〉2′ 〈l|⊗· · · |i〉1′ 〈j| ⊗ · · · .
Proof. See Appendix G.
Corollary 3. A two-time-step process has no SECE if
and only if
T = T˜ ⊗ ρS[0] (68)
and
(I + S0′0)[T˜ ⊗ I] = (I + S0′0) ◦ S10′ [L˜⊗ M˜ ], (69)
where I is the identy map, T˜ = trS0T , M˜ = trS0M ,
L˜ = trS0L, and the SWAP operaiton Smn is defined in
Corollary 2.
Proof. See Appendix H.
Note that the map (I + S0′0) in Eq. (69) is non-
invertible, and thus it can not be removed from the both
sides of the equation. As on can obtain process tensor
T experimentally, Eq. (68) and Eq. (69) in Corollary 3
give the operational description of the no SECE since
T˜ , M˜ and L˜ can be calculated form the experimentally
obtained T .
B. Distance measure for SECE
As before, one can define a measure of SECE, DSECE,
as
DSECE = min
Tno∈{Tno−SECE}
D(T, Tno). (70)
However, the constrain Tno ∈ {Tno−SECE} given by
Eq. (67) is hard to calculate, so we do not give an al-
gorithm for Eq. (70) here. A simple but not so accurate
way for SECE is to use the distance difference between
the two sides of Eq. (69).
VIII. SOLELY SECE FOR A TWO-TIME-STEP
QUANTUM PROCESS
From the geometry point of view of Fig 2, we can define
the distance of the solely SECE. We describe below the
distance measure for solely SECE, and an optimization
algorithm for calculating the distance measure.
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A. Distance measure for Solely SECE
Definition 6. The distance of the solely SECE of a
quantum process T is defined by D(TminMarkov, Tminno−IBTRES).
Here, D is some distance measure, TminMarkov and
Tminno−IBTRES are the process tensors in the Markovian pro-
cess set and the no-IBTRES process set, respectively (see
Fig. 2), which have the minimum distance with the pro-
cess tensor T .
If TminMarkov and T
min
no−IBTRES are not unique, one should
take the minimum value between them:
Dsolely−SECE = min
TM∈{TminMarkov}
Tno−IB∈{Tminno−IBTRES}
D(TM , Tno−IB).
(71)
Corollary 4. A Markovian process has no solely-SECE.
Proof. From Proposition 2, a Markovian process has no
IBTRES. Thus the statement in Corollary 4 is obvious
because the set of solely-SECE is a subset of no IBTRES.
Alternatively, one can argue it by the triangle inequality.
Let T be the process tensor in matrix form of the pro-
cess we consider. The non-Markovianity, no IBTRES
and solely SECE can be characterized by D(T, TminMarkov),D(T, Tminno−IBTRES) and D(TminMarkov, Tminno−IBTRES), respec-
tively, which satisfy the triangle inequality:
|D(T, TminMarkov)−D(T, Tminno−IBTRES)|
≤ D(TminMarkov, Tminno−IBTRES)
≤ |D(T, TminMarkov) +D(T, Tminno−IBTRES)|. (72)
Because T is Markovian, D(T, TminMarkov) = 0. Fur-
thermore, a Markovian process has no IBTRES, so
D(T, Tno−IBTRES) = 0. As a result, one obtains form
Eq. (72), D(TminMarkov, Tminno−IBTRES) = 0.
The triangle inequality is useful for processes with
Dno−IBTRES ≈ 0. in this case, the solely SECE can be
found by Dsolely−SECE ≈ DNM.
B. Optimization Algorithm for finding Dsolely−SECE
The measure for the degrees of solely SECE is defined
by Eq. (71). A naive method is using all possible process
tensers TM ∈
{
TminMarkov
}
and Tno−IB ∈
{
Tminno−IBTRES
}
to
find the minimum distance by calculating the distance
between every pair of the process tensors in these two
sets. However, one can make the optimization easier by
splitting Eq.(71) into
min
TM∈{TminMarkov}
D(TM , Tno−IB), (73)
and
min
Tno−IB∈{Tminno−IBTRES}
D(TM , Tno−IB). (74)
If the initial system-environment state is uncorrelated,
ρSE[0] = ρ
S
[0] ⊗ ρE[0] and the distance measure D is not
only a convex function but also contractive under TPCP
maps, then the convex optimization algorithm can be
implement to Eq. (74). By using an equation similar to
Eq. (56) with T → TM , Eq. (74) becomes
min
T˜no−IB⊗ρS[0]∈{Tminno−IBTRES}
D(T˜M ⊗ ρS[0], T˜no−IB ⊗ ρS[0]),
(75)
where T˜M and T˜no−IB are the reduced process tensors
in matrix form. The minimization constraint Tno−IB ∈
{Tminno−IBTRES} in Eq. (75) can be regarded equivalently
as T ∈ {Tno−IBTRES} and D(T, Tno−IB) = DIBTRES.
Moreover, one can replace D(T, Tno−IB) = DIBTRES
with D(T, Tno−IB) ≤ DIBTRES as the minimum value is
just DIBTRES. This inequality relation D(T, Tno−IB) ≤
DIBTRES , however, makes the minimization constrain
formally convex. Therefor, Eq. (75) can be written as
min
T˜no−IB⊗ρS[0]∈{Tno−IBTRES}
D(T,T˜no−IB⊗ρS[0])≤DIBTRES
D(T˜M ⊗ ρS[0], T˜no−IB ⊗ ρS[0]),
(76)
and one can perform the minimization using the convex
optimization algorithm. Similar to the arguments for
obtaining Eq. (58) from Eq. (57), one can obtain from
Eq. (76) the following equation:
min
trS1 T˜=T
′S2S1′⊗IS0′
D(T,T˜no−IB⊗ρS[0])≤DIBTRES
D(T˜M ⊗ ρS[0], T˜no−IB ⊗ ρS[0]).
(77)
The algorithm for obtaining the Dsolely−SECE is then
given by following steps.
Step 1: Find {TminMarkov} using the optimization algorithm
for non-Markoviantiy DNM.
Step 2: Find DIBTRES using the optimization algorithm for
DIBTRES.
Step 3: Solve Eq. (76) using the convex optimization algo-
rithm for every TM ∈ {TminMarkov} found in Step 1,
and record the result.
Step 4: Take the minimum value of the optimized distance
values recorded in Step 3.
Note that in this algorithm, DNM, DIBTRES and
Dsolely−SECE are obtained by Step 1, Step 2 and Step
4, respectively.
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IX. DIFFERENCE BETWEEN IBTRES AND
SECE
There is a distinct difference between IBTRES and
SECE. IBTRES induces non-Markovian effects by send-
ing the information of quantum operations A[0] (for the
case of an initial factorized system-environment state, it
is the initial system state A[0][ρS[0]] information ) to final
state. However, SECE can induce non-Markovian effects
without sending any previous system information.
Proposition 3. SECE can induce non-Markovian ef-
fects without sending any information of A[0] .
Proof. Here, we prove the statement by constructing a
valid example (see Fig. 4). Let the initial total state
be a tripartite state ρS ⊗ |0〉E1 〈0| ⊗ |0〉E2 〈0|, where,
ρS = A[0][ρS[0]] is an arbitrary system state that the ex-
perimenter produces initially, and |0〉E1 〈0| ⊗ |0〉E2 〈0| is
the bipartite environment state. Let U[0] be the total
unitary applied on the total state and let
trE2U[0][ρS ⊗ |0〉E1 〈0| ⊗ |0〉E2 〈0|] ≡ ΛρSE1const [ρ
S ] = ρSE1const,
(78)
where Λ
ρ
SE1
const
is a constant map which maps an arbitrary
system state to a fixed biparties system-environment
state ρSE1const. The state ρ
SE1
const takes no information about
the initial state ρS because the constant map Λ
ρ
SE1
const
erase
it. In a real experiment, this map can be produced by
the long time evolution of a dissipative system. Next, the
opeartion A[1] is applied on the state ρ
SE1
const, and after the
bipartie unitary U[1], one obtains the final state ρS[2] as
trE1U[1]A[1][ρSE1const] = ρS[2] (79)
Note that Eq. (79) can be non-Markovian if SECE exists.
This process has no IBTRES because the constant map
erase it, so the non-Markovian effect is produced only by
SECE. In other words, this non-Markovian process has
only SECE but takes no the initial state information to
the final state.
X. CONCLUSION
We have characterized a Markovian process of an open
quantum system as a quantum process that has no IB-
TRES and no SECE. In addition to showing that a pro-
cess is Markovian if and only if it has no IBTRES and
no SECE, and that the process tensor of a two-time-step
Markovian process must be in a product form of Eq. (43),
we go one step further than [22, 23] to present how to
construct the maps T[0] and T[1] [see Eq. (15), Eq. (17)
and Eq. (16)]. We have also provided the operational
Figure 4. Schematic illustration of an example for Proposi-
tion 3.
definitions of no IBTRES and no SECE and derived nec-
essary and sufficient (iff) conditions of no IBTRES and
no SECE in terms of process tenser representation for
a two-time-step process. We have shown moreover that
SECE can produce non-Markovian effect without carry-
ing any initial system state information but IBTRES can
not. The distance measures and algorithms for calcu-
lating non-Markovianity, IBTRES and solely-SECE have
also been explicitly presented. We will present the re-
sults of applying the qualitative definitions and quanti-
tative distance measures discussed here to various open
quantum bit systems or spin-boson models in a separate
paper. Our study will help experimentalists in character-
izing Markovian and non-Markovian processes and noises
for building near-term quantum technologies.
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Appendix A: Trace-preserving map
A map A defined in Eq. (3) is trace-preserving if and
only if
∑
i1
Ai0j0i1i1 = δi0j0 , or equivalently,
trout(A) = Iin, (A1)
where trout denotes a trace over the output Hilbert space
of the map A and Iin is the identity matrix on the input
space.
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Proof. By omitting “in” and “out” subscripts, one can
write Eq. (3) as
A[|i0〉 〈j0|] =
∑
i1j1
Ai0j0i1j1 |i1〉 〈j1| . (A2)
Letting ρ =
∑
i0j0
ρi0j0 |i0〉 〈j0|, one has
A[
∑
i0j0
ρi0j0 |i0〉 〈j0|] =
∑
i0j0
ρi0j0A[|i0〉 〈j0|]
=
∑
i0j0
ρi0j0
∑
i1j1
Ai0j0i1j1 |i1〉 〈j1| .
(A3)
For i0 = j0, one can, without loss of generality, set
ρ = |0〉 〈0| such that A[|0〉 〈0|] = ∑i1j1 A00i1j1 |i1〉 〈j1|.
Applying the trace preserving condition, one obtains
tr(|0〉 〈0|) = 1 = tr(A[|0〉 〈0|]) = ∑i1 A00i1i1 . In general, if
one sets ρ = |k〉 〈k|, then one can prove∑i1 Akki1i1 = 1,∀k.
For i0 6= j0, let us construct a density matrix with
four elements labeled by two indexes i0 and j0. One
can, without loss of generality, set i0 = 0, j0 = 1 and
ρ = 12 (|0〉 〈0|+|1〉 〈1|)+ρ01 |0〉 〈1|+ρ10 |0〉 〈1| = 12 (|0〉 〈0|+|1〉 〈1|) + ρ01 |0〉 〈1| + ρ∗01 |1〉 〈0|. Here ρ01 is chosen such
that ρ is a density matrix satisfying ρ = ρ†, ρ ≥ 0 and
tr(ρ2) ≤ 1. Applying the trace preserving condition,
trρ = 1
= tr(A[ 1
2
(|0〉 〈0|+ |1〉 〈1|) + ρ01 |0〉 〈1|+ ρ∗01 |1〉 〈0|])
=
1
2
(
∑
A00i1i1 +
∑
A11i1i1) +
∑
ρ01A
01
i1i1 +
∑
ρ∗01A
10
i1i1 .
Because we have shown
∑
i1
A00i1i1 =
∑
i1
A11i1i1 = 1,
ρ01
∑
i1
A01i1i1 + ρ
∗
01
∑
i1
A10i1i1 = 0. (A4)
Since ρ01 and ρ
∗
01 are linearly independent, one obtains∑
i1
A01i1i1 =
∑
i1
A10i1i1 = 0
Combining the results for the case of i0 = j0 with the
case i0 6= j0, one obtains for general indexes i0 and j0:∑
i1
Ai0j0i1i1 = δi0j0 . (A5)
Appendix B: Tensor representation of a constant
map
In this Appendix, we show that a map maps ∀ρ ∈
B(HS0) with trS0(ρ) = 1 to a constant density ma-
trix ρconst ∈ B(HS1) with trS1(ρconst) = 1, i.e., satisfies
Eq. (18), if and only if
Λρconst [|i0〉 〈j0|] = δi0j0
∑
i1j1
ρconst;i1,j1 |i1〉 〈j1| , (B1)
where {|i0〉} and {|ii〉} denote orthonormal bases of the
Hilbert spaces (HS0) and (HS1), respectively.
Proof. Without loss of generality, let us set
Λρconst [|i0〉 〈j0|] =
∑
i1j1
λi0j0i1j1 |i1〉 〈j1|. Then the re-
sult of the constant map acting on an arbitrary density
matrix ρ =
∑
i0j0
ρi0j0 |i0〉 〈j0| ∈ B(HS0) becomes
Λρconst [
∑
i0j0
ρi0j0 |i0〉 〈j0|] =
∑
i1j1i0j0
λi0j0i1j1ρi0j0 |i1〉 〈j1| .
(B2)
Similar to the proof given in Appendix A, we set, without
loss of generality, ρ = ρ00 |0〉 〈0|+ρ11 |1〉 〈1|+ρ01 |0〉 〈1|+
ρ∗01 |1〉 〈0|. Then from Eq. (B2), one obtains
Λρconst [ρ] = ρ00λ
00
i1j1 |i1〉 〈j1|+ ρ11λ11i1j1 |i1〉 〈j1|
+ρ01λ
01
i1j1 |i1〉 〈j1|+ ρ∗01λ10i1j1 |i1〉 〈j1| .(B3)
Using the property that trS0(ρ) equals to a finite constant
c, i.e., ρ00 + ρ11 = c, and then taking the derivative
of ∂/(∂ρ00) on the both sides of Eq. (B3), one obtains
0 = λ00i1j1 −λ11i1j1 . The derivative of the left hand side is 0
because the left hand side is a constant matrix. Thus, one
can generalize the above relation to λi0i0i1j1 = λ
00
i1j1
for every
i0. Setting ρ01 = α+iβ with α and β being real numbers,
and then taking the derivative of ∂/(∂α) on the both
sides of Eq. (B3), one has 0 = λ01i1j1 + λ
10
i1j1
. Similarly,
for the derivetive of ∂/(∂β), one has 0 = λ01i1j1 − λ10i1j1 .
From these results, one concludes λ10i1j1 = 0. One can
generalize the result for genreal indexes i0 and j0 and
obtains that λi0j0i1j1 = 0 for i0 6= j0.
Substituting the two results of λi0i0i1j1 = λ
00
i1j1
being in-
dependent of i0, and λ
i0j0
i1j1
= 0 for i0 6= j0 into Eq. (B2),
one obtains
Λρconst [
∑
i0j0
ρi0j0 |i0〉 〈j0|] =
∑
i1j1
λi0j0i1j1
∑
i0j0
δi0j0ρi0j0 |i1〉 〈j1| .
(B4)
On the other hand, let ρconst =
∑
i1j1
ρconst;i1j1 |i1〉 〈j1| ∈
B(HS1), one has, from Eq. (18),
Λρconst [
∑
i0j0
ρi0j0 |i0〉 〈j0|] =
∑
i1j1
ρconst;i1j1 |i1〉 〈j1| .(B5)
Using the condition that the trace
∑
i0j0
δi0j0ρi0j0 = 1 for
Eq. (B4), and then comparing the resultant equation to
Eq. (B5), one can identify λi0j0i1j1 = δi0j0ρconst;i1j1 . Finally,
one arrives at Eq. (B1).
We can extend directly the constant map for density
matrix of Eq. (B1) to the constant map for process tensor
T as:
Λ′Tconst [A[ρSfixed]] = Tconst · tr(A[ρSfixed]). (B6)
Here, A acts on the system S, Tconst is a fixed process
tensor and ρSfixed is an arbitrary fixed density matrix.
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Appendix C: Constant map erasing the information
of the system and correlation
If Λρconst :B
(HS) → B (HS) is a constant map, then
Λρconst [ρ
SE ] = ρconst ⊗ ρE ,∀ρSE ∈ B
(HSE).
Proof. Let ρSE =
∑
ijαβ ρ
SE
ij,αβ |i〉 〈j| ⊗ |α〉 〈β| and
ρconst =
∑
mn ρconst;mn |m〉 〈n|. Then
Λρconst [ρ
SE ] = Λρconst [
∑
ijαβ
ρSEij,αβ |i〉 〈j| ⊗ |α〉 〈β|]
=
∑
ijαβ
ρSEij,αβΛρconst [|i〉 〈j|]⊗ |α〉 〈β|
=
∑
ijαβ
ρSEij,αβδij
∑
mn
ρconst;mn |m〉 〈n| ⊗ |α〉 〈β|
=
∑
mn
ρconst;mn |m〉 〈n| ⊗
∑
ijαβ
δijρ
SE
ij,αβ |α〉 〈β|
= ρconst ⊗ trS(ρSE)
= ρconst ⊗ ρE , (C1)
where we have used Eq. (B1) in the derivation for
Eq. (C1). One can see from Eq. (C1) that a constant
map can destroy the system-environment correlation of
ρSE and erase the information of the system state.
Appendix D: Proof of Corollary 1
Proof. We can represent the schematic illustration for a
two-time-step process of Fig. 3(b) as the following equa-
tion:
A mnB;i1′ j1′ρ
S
A;mnδi1j1T
i1′ j1′ ,i0′ j0′
i2j2,i1j1,i0j0
A i0j0[0];i0′ j0′
= ρS[2];i2j2 .
(D1)
Here, ρSA;mnδi1j1 is the constant map [see Eq. (B1)],
A mnB;i1′ j1′ is the quantum operation that Bob applys on
the system. Setting A mnB;i1′ j1′ρ
S
A;mn ≡ ρB;i1′ j1′ to be an
arbitrary system state produced by Bob, we obtain an
effective map from ρB to ρ[2] as
T
′ i1′ j1′
[1];i2j2
ρB;i1′ j1′ = ρ
S
[2];i2j2
, (D2)
where
δi1j1T
i1′ j1′ ,i0′ j0′
i2j2,i1j1,i0j0
A i0j0[0];i0′ j0′
≡ T ′ i1′ j1′[1];i2j2 . (D3)
The process has no IBTRES if and only if the final state
ρS[2] does not depend on A[0]. That means A[0] can not
affect the map T ′[1]. As a result, the process tensor
δi1j1T
i1′ j1′ ,i0′ j0′
i2j2,i1j1,i0j0
in Eq. (D3) is a constant map, which
maps an arbitrary A i0j0[0];i0′ j0′
to a unique T
′ i1′ j1′
[1];i2j2
. Us-
ing the form of the constant map for a process tensor of
Eq. (B6) in tensor form, one can write
δi1j1T
i1′ j1′ ,i0′ j0′
i2j2,i1j1,i0j0
= ρSfixed;i0j0δi0′ j0′T
′ i1′ j1′
[1];i2j2
, (D4)
with ρSfixed a fixed density matrix to be determined. Be-
cause trS2S1′S1S0′ (T ) ∝ ρS[0], performing the same trace
operations on the right hand side of Eq. (D4) leads to
a result proportional to ρSfixed. Therefore, one concludes
ρSfixed = ρ
S
[0] Consequently,
δi1j1T
i1′ j1′ ,i0′ j0′
i2j2,i1j1,i0j0
= ρS[0];i0j0δi0′ j0′T
′ i1′ j1′
[1];i2j2
. (D5)
Equation (D5) written in matrix form is Eq. (51) in the
main text.
Appendix E: No information backflow effect
described in [21]
We discuss the definition of no information backflow
defined in [21] and compare their definition to ours here.
Below is the definition of no information backflow in [21]:
Definition 7. A process with an initial environment
state ρE[0] ∈ B
(HE) exhibits no information backflow if
and only if for all times t1 of t2 ≥ t1 ≥ t0, there exists a
constant map Λρ′E(t1): B
(HE)→ B (HE) such that
U[1](t2, t1) ◦ U[0](t1, t0)[ρS ⊗ ρE[0]]
= U[1](t2, t1) ◦ Λρ′E(t1) ◦ U[0](t1, t0)[ρS ⊗ ρE[0]] (E1)
for all ρS ∈ B (HS).
This definition is similar to our definition of no IB-
TRES, but with an important difference in that the
constant map (called replacement channel in Ref.[21])
in Eq. (E1) is applied on the environment state rather
than on the system state in our definition. The constant
map applied on the environment erases both the infor-
mation of the initial environment state and the system-
environment correlation, but not the system state infor-
mation. It is a sufficient condition for no IBTRES in
our definition, but not a necessary one. For most cases,
the dimension of environment state is infinite, and that
makes this definition hard to implement experimentally
and hard to calculate in practice. In contrast, our defini-
tion is operational because the constant map operation
is applied only on the system.
Appendix F: General quantum regression formula
defined in [21]
We compare the general quantum regression formula
described in Sec. 3.4.2 and reformulated in Sec. 3.5.2 of
[21] to the approach for a Markovian process discussed
here. Note that the combined system-environment state
at the initial time is assumed to be factorizable in [21].
We first represent the equation of the general quantum
regression formula, Eq.(42), in [21] using our notaition
as follows. The open quantum system dynamics of an
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m-time-step process satisfying the general quantum re-
gression formula if and only if there exists a set of unitary
maps {W[n]|n = 0, 1, · · · (m − 1)} acting only on the en-
vironment state space such that
ρS[m] = T Ref[m−1]A[m−1] · · · T Ref[1] A[1]T Ref[0] A[0][ρS[0]], (F1)
where
T Ref[n] [ρS ] = trEU[n][ρS ⊗ ρ˜En ], (F2)
with
ρ˜En =W[n][ρE[0]]. (F3)
The general quantum regression formula described in [21]
hinges on the condition to replace the joint state ρSEn at
time step n by a factorized state ρSn ⊗ ρ˜En in the time-
ordered correlation function, conceptually related to the
factorization approximation defined in Eq. (16) of [21],
where ρ˜En is defined in Eq. (F3) resulting from unitary
map W[n]. One may notice that Eq. (F1) is very sim-
ilar to Eq. (31) that describes a Markovian process in
our approach. Thus the general quantum regression for-
mula is Markovian because Eq. (F1) is in a divisible form.
However, a Markovian process may not satisfy the gen-
eral quantum regression formula. One can prove this by
using the following definition.
Definition 8. An m-time-steps process satisfy the ex-
tended general quantum regression formula if and only if
there exists a set of TPCP maps {C[n]|n = 0, 1, · · · (m −
1)} such that
ρS[m] = T New[m−1]A[m−1] · · · T New[1] A[1]T New[0] A[0][ρS[0]], (F4)
where
T New[n] [ρS ] = trEU[n][ρS ⊗ ρˆEn ] (F5)
with
ρˆEn = C[n][ρE[0]]. (F6)
The name of the extended general quantum regression
formula in Definition 8 comes from the fact that the set of
unitary maps {W[n]|n = 0, 1, · · · (m − 1)} is extended to
(replaced by) a set of TPCP maps {C[n]|n = 0, 1, · · · (m−
1)} in the definition of the general quantum regression
formula of Eqs. (F1)–(F3), resulting in Eqs. (F4)–(F6).
The set of quantum processes described by the original
general quantum regression formula is a subset of Defini-
tion 8 because the set of unitary maps {W[n]} is a subset
of TPCP maps {C[n]}. Because Eq. (F4) is in a divisible
form, quantum processes described by it are Markovian.
But not all the Markovian process described by Eq. (F4)
satisfy the general quantum regression formula, Eq. (F1).
Corollary 5. An m-time-step process satisfies Defini-
tion 2 if and only if it satisfies Definition 8.
Proof. If an m-time-step process is Markovian (Defini-
tion 2), it satisfies Eq. (31). To prove that a Markovian
process also satisfies Definition 8, one needs to find a suit-
able {C[n]} such that Eqs. (F4) is equivalent to Eq. (31).
One can set
C[n] = ΛρE
[n]
/tr(ρE[n]), (F7)
a constant map acting on the initial environment state,
where ρE[n] = trS(ρ
SE
[n] ) is the reduced (marginal) environ-
mrnt state at time step n. Therefore, one has
C[n][ρE[0]] = ρE[n]/tr(ρE[n]), (F8)
and
T New[n] [ρS ] = trEU[n][ρS ⊗ ρE[n]]/tr(ρE[n])
= L[n]
[
ρS ,A[n−1],A[n−2], · · · ,A[0]
]
, (F9)
where Eq. (16) has been used for the last equality in
Eq. (F9). By Proposition 2, a Markovian process having
neither SECE nor IBTRES, we employ the equation for
no IBTRES, i.e., Eq. (17) in Definition 4, to obtain
T New[n] [ρS ] = T[n][ρS ]. (F10)
As a consequence, Eq. (F5) is true because it can be con-
structed by T[n]. Equation (F4) can be also made true
by writing out Eq. (F5) step by step with the replace-
ment of T New[n] [ρS ] = T[n][ρS ], Eq. (F10), and the resultant
equation is just Eq. (31). Thus the Markovian m-time-
steps process satisfies Eqs. (F4)–(F6) of Definition 8 with
T New[n] [ρS ] = T[n][ρS ].
The proof for the reverse statement that if an m-time-
step process satisfies Definition 8, then it also satisfies
Definition 2 is straightforward. As Eq. (F4) in Defini-
tion 8 is in a divisible form, the future system state of
the process at time step (n + 1) depends solely on the
present state at time step n. So the process is Markovian
and satisfies Definition 2.
We remark from the above proof that to make a
full one-to-one correspondence between the definition of
Markovianity in Definition 2 and the (extended) general
quantum regression formula is to consider the environ-
ment state ρ˜En in Eq. (F2) or ρˆ
E
n in Eq. (F5) as the nor-
malized reduced (marginal) state of the environment at
time step n, Eq. (F8), rather than the environment stae
connected to the initial state by a unitary map,W[n][ρE[0]],
as described in Eq. (F3) or in [21].
In summary, we show that by replacing the set of lo-
cal unitary maps {W[n]} with a set of TPCP maps {C[n]},
the general quantum regression formula is a sufficient but
not necessary condition for a Markovian process. We
also show that an m-time-steps process satisfying the re-
sultant extended general quantum regression formula of
Definition 8 satisfies also Definition 2 and Eq. (31) that
describes a Markovian process, and vice versa.
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Appendix G: Proof of Corollary 2
We give the proof for Corollary 2 here. Substituting
ρS[1] =M[A[0]] into Eq. (63), we obtain
T
i1′ j1′ ,i0′ j0′
i2j2, i1j1, i0j0
A i0j0[0];i0′ j0′
A i1j1[1];i1′ j1′
(δx0′y0′M
i3j3
x0′y0′ ,i2′ j2′
A
i2′ j2′
[0];i3j3
)
= T
i1′ j1′ ,i0′ j0′
i2j2, x0y0, i0j0
A i0j0[0];i0′ j0′
A i1j1[1];i1′ j1′
δx0,y0 ·M i3j3i1j1,i2′ j2′A
i2′ j2′
[0];i3j3
.
(G1)
From Eqs. (65) and (66), substituting the ex-
pressions δx0′y0′M
i3j3
x0′y0′ ,i2′ j2′
≡
(
N i3j3i2′ j2′
)
and
T
i1′ j1′ ,i0′ j0′
i2j2, x0y0, i0j0
δx0y0 ≡
(
L
i1′ j1′ ,i0′ j0′
i2j2, ,i0j0
)
into Eq. (G1),
we obtain
T
i1′ j1′ ,i0′ j0′
i2j2, i1j1, i0j0
A i0j0[0];i0′ j0′
A i1j1[1];i1′ j1′
(
N i3j3i2′ j2′
)
A
i2′ j2′
[0];i3j3
=
(
L
i1′ j1′ ,i0′ j0′
i2j2, ,i0j0
)
A i0j0[0];i0′ j0′
A i1j1[1];i1′ j1′
M i3j3i1j1,i2′ j2′A
i2′ j2′
[0];i3j3
,
(G2)
where we have used the notations that the indexes of a
tensor are sorted form up to down and right to left in
time so that the empty space in the subscripts indicates
that the indexes disappear due to a trace over the system
Hilbert space HS1 . As A[1] ∈ B
(HS1′S1) is an arbitrary
quantum operation, we can rewrite Eq. (G2) into another
process that can be characterized by performing a process
tomography via varying A[1]. As a result, we can remove
A[1] form the both sides of Eq. (G2) and obtains
T
i1′ j1′ ,i0′ j0′
i2j2, i1j1, i0j0
A i0j0[0];i0′ j0′
(
N i3j3i2′ j2′
)
A
i2′ j2′
[0];i3j3
=
(
L
i1′ j1′ ,i0′ j0′
i2j2, ,i0j0
)
A i0j0[0];i0′ j0′
M i3j3i1j1,i2′ j2′A
i2′ j2′
[0];i3j3
.(G3)
In contrast, the two A[0]’s appearing in either Eq. (G2)
or Eq. (G3) cannot be removed from the both sides of
the equation. This is because the two A[0] ⊗ A[0] ∈
B (HS0′S0)⊗B (HS2′S3) are the same operation and thus
can not be varied independently to form a complete ba-
sis required for constructing a process without A[0]’s in
Eq. (G3) by process tomography. Thus, let
A[0] = αA+ βA′, (G4)
where α and β are positive real numbers with 0 ≤ α+β ≤
1, A and A′ are arbitrarily chosen quantum operations
satisfying Eq. (G4). Substituting Eq. (G4) in tensor form
into Eq. (G3) leads to
T
i1′ j1′ ,i0′ j0′
i2j2, i1j1, i0j0
(
αAi0j0i0′ j0′ + βA
′i0j0
i0′ j0′
)
·
(
N i3j3i2′ j2′
)(
αA
i2′ j2′
i3j3
+ βA
′i2′ j2′
i3j3
)
=
(
L
i1′ j1′ ,i0′ j0′
i2j2, ,i0j0
)(
αAi0j0i0′ j0′ + βA
′i0j0
i0′ j0′
)
·M i3j3i1j1,i2′ j2′
(
αA
i2′ j2′
i3j3
+ βA
′i2′ j2′
i3j3
)
. (G5)
The terms with the factor αβ on the both sides of
Eq. (G5) must equal to each other as A[0] and the de-
composition of Eq. (G4) are arbitrary. So we have
αβ · T i1′ j1′ ,i0′ j0′i2j2, i1j1, i0j0
(
N i3j3i2′ j2′
)
Ai0j0i0′ j0′A
′i2′ j2′
i3j3
+αβ · T i1′ j1′ ,i3j3i2j2, i1j1, i2′ j2′
(
N
i0′ j0′
i0j0
)
A′i0j0i0′ j0′A
i2′ j2′
i3j3
= αβ ·
(
L
i1′ j1′ ,i0′ j0′
i2j2, ,i0j0
)
M i3j3i1j1,i2′ j2′A
i0j0
i0′ j0′
A
′i2′ j2′
i3j3
+αβ ·
(
L
i1′ j1′ ,i3j3
i2j2, ,i2′ j2′
)
M
i0′ j0′
i1j1,i0j0
A′i0j0i0′ j0′A
i2′ j2′
i3j3
.(G6)
We can relabel the dummy variables in A and A′,e.g.,
A
i2′ j2′
i3j3
→ Ai0j0i0′ j0′ and A
′i0j0
i0′ j0′
→ A′i2′ j2′i3j3 . The respective
dummy variable in T ,L,M and N are also changed. As
a result, Eq. (G6) becomes
T
i1′ j1′ ,i0′ j0′
i2j2, i1j1, i0j0
(
N i3j3i2′ j2′
)
Ai0j0i0′ j0′A
′i2′ j2′
i3j3
+T
i1′ j1′ ,i3j3
i2j2, i1j1, i2′ j2′
(
N
i0′ j0′
i0j0
)
Ai0j0i0′ j0′A
′i2′ j2′
i3j3
=
(
L
i1′ j1′ ,i0′ j0′
i2j2, ,i0j0
)
M i3j3i1j1,i2′ j2′A
i0j0
i0′ j0′
A
′i2′ j2′
i3j3
+
(
L
i1′ j1′ ,i3j3
i2j2, ,i2′ j2′
)
M
i0′ j0′
i1j1,i0j0
Ai0j0i0′ j0′A
′i2′ j2′
i3j3
.(G7)
We can then remove Ai0j0i0′ j0′A
′i2′ j2′
i3j3
from the both sides of
Eq. (G7) and obtain
T
i1′ j1′ ,i0′ j0′
i2j2, i1j1, i0j0
(
N i3j3i2′ j2′
)
+T
i1′ j1′ ,i3j3
i2j2, i1j1, i2′ j2′
(
N
i0′ j0′
i0j0
)
=
(
L
i1′ j1′ ,i0′ j0′
i2j2, ,i0j0
)
M i3j3i1j1,i2′ j2′
+
(
L
i1′ j1′ ,i3j3
i2j2, ,i2′ j2′
)
M
i0′ j0′
i1j1,i0j0
. (G8)
Adding the basis vectors |i3〉3 〈j3| ⊗ |i2′〉2′ 〈j2′ | ⊗|i2〉2 〈j2|⊗|i1′〉1′ 〈j1′ |⊗|i1〉1 〈j1|⊗|i0′〉0′ 〈j0′ |⊗|i0〉0 〈j0| to
Eq. (G8), we can write down the matrix form of Eq. (G8)
as
N ⊗ T + S30′ ◦ S2′0 (N ⊗ T )
= S32 ◦ S2′1′(L⊗M) + S32 ◦ S2′1′ ◦ S20′ ◦ S1′0(L⊗M).
(G9)
By writing Eq. (G9) in a more concise expression, we
finally arrive at
(I + S30′ ◦ S2′0) (N ⊗ T )
= S32 ◦ S2′1′ ◦ (I + S20′ ◦ S1′0) (L⊗M) (G10)
which is just Eq. (67) in the main text.
The proof for the reverse statement can be easily car-
ried out as the derivation steps and equations in the proof
are reversible.
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Appendix H: Proof of Corollary 3
The proof of Eq. (68) for no SECE in the first time step
is the same as the proof for Proposition 1. So we focus on
the proof for Eq. (69) in the second time step. The result
of Eq. (68) indicates that the initial system-environment
state is effectively uncorrelated, and thus we can use the
reduced process tensor T˜ to express equation for a two-
time-step process that has no SECE. Using the trace pre-
serving condition M˜
i0′ j0′
i1j1
δi1j1 = δi0′ j0′ for the definition(
N
i0′ j0′
i0j0
)
= ρS[0];i0j0M˜
i0′ j0′
i1j1
δi1j1 = ρ
S
[0];i0j0
δi0′ j0′ , one
obtains(
N
i0′ j0′
i0j0
)
A′i0j0i0′ j0′ = ρ
S
[0];i0j0
δi0′ j0′A
′i0j0
i0′ j0′
= ρ′i0′ j0′ δi0′ j0′ .
(H1)
Therefore, employing Eq. (H1) and substituting the def-
initions of
ρS[0];i0j0A
i0j0
i0′ j0′
≡ ρi0′ j0′ , (H2)
ρS[0];i0j0A
′i0j0
i0′ j0′
≡ ρ′i0′ j0′ (H3)
into Eq. (G7), we obtain
T˜
i1′ j1′ ,i0′ j0′
i2j2, i1j1
ρi0′ j0′ρ
′
i3j3δi3j3 + T˜
i1′ j1′ ,i3j3
i2j2, i1j1
ρ′i3j3ρi0′ j0′ δi0′ j0′
= L˜
i1′ j1′ ,i0′ j0′
i2j2
M˜ i3j3i1j1 ρi0′ j0′ρ
′
i3j3 + L˜
i1′ j1′ ,i3j3
i2j2
M˜
i0′ j0′
i1j1
ρi0′ j0′ρ
′
i3j3 .
(H4)
Removing ρi0′ j0′ρ
′
i3j3
from the both sides of Eq. (H4) and
relabeling (i3, j3)→ (i0, j0), we arrive at
T˜
i1′ j1′ ,i0′ j0′
i2j2, i1j1
δi0j0 + T˜
i1′ j1′ ,i0j0
i2j2, i1j1
δi0′ j0′ (H5)
= L˜
i1′ j1′ ,i0′ j0′
i2j2
M˜ i0j0i1j1 + L˜
i1′ j1′ ,i0j0
i2j2
M˜
i0′ j0′
i1j1
. (H6)
Adding the basis vectors |i2′〉2′ 〈j2′ | ⊗ |i2〉2 〈j2| ⊗|i1′〉1′ 〈j1′ |⊗|i1〉1 〈j1|⊗|i0′〉0′ 〈j0′ |⊗|i0〉0 〈j0| to Eq. (H5),
we finally obtain the matrix form of Eq. (H5):
(I + S0′0)[T˜ ⊗ I] = (I + S0′0) ◦ S10′ [L˜⊗ M˜ ], (H7)
which is just Eq. (69) in the main text.
The proof for the reverse statement is easy as the
derivation procedure is reversible.
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