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Abstract
Emission profiles of the resonantly scattered OII 83.4 nm triplet can
in principle be used to estimate O+ density profiles in the F2 region of
the ionosphere. Given the emission source profile, solution of this inverse
problem is possible, but requires significant computation. The traditional
Feautrier solution to the radiative transfer problem requires many itera-
tions to converge, making it time-consuming to compute. A Markov chain
approach to the problem produces similar results by directly construct-
ing a matrix that maps the source emission rate to an effective emission
rate which includes scattering to all orders. The Markov chain approach
presented here yields faster results and therefore can be used to perform
the O+ density retrieval with higher resolution than would otherwise be
possible.
1 Introduction
One of the brightest features in the extreme ultraviolet (EUV) dayglow is the
OII 83.4 nm emission which is resonantly scattered by O+ ions. The resonant
scattering increases the brightness and distribution of the 83.4 nm limb, and
can be used to determine O+ density in the ionosphere [Kumar et al., 1983,
McCoy et al., 1985, Stephan, 2016].
The OII 83.4 nm limb has been observed by the EUV spectrograph of the Re-
mote Atmospheric and Ionospheric Detection System (RAIDS EUVS), mounted
on the International Space Station. Past studies of limb profiles from RAIDS
EUVS have shown good agreement with a radiative transfer model [Douglas
et al., 2012]. Picone et al. [1997] describe how to retrieve O+ density from
OII 83.4 nm limb intensities using Discrete Inverse Theory (DIT), but high-
precision measurements to test the theory have been scarce. A new generation
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of ultraviolet airglow instruments are beginning operation in the next year.
New missions such as the Limb-Imaging Ionospheric and Thermospheric EUV
Spectrograph (LITES) [Stephan et al., 2014] and the Ionospheric Connection
Explorer (ICON) [Rider et al., 2015] will measure OII 83.4 nm dayglow with
unprecedented precision. The ability to efficiently solve the inverse problem of
O+ density retrieval is advantageous to make full use of these data. A real-
time retrieval of ionospheric parameters from space-based airglow observations
could constrain assimilative ionosphere models in regions where ground-based
measurements are not possible, for instance. Solving the inverse problem en-
tails solving the OII 83.4 nm radiative transport problem for the OII 83.4 nm
emission (“the forward model”) many times. The forward model used in the
inversion procedure is critical to the physical validity of the result and the ef-
ficiency of the computation. The radiative transport for this application is
typically calculated using an iterative method such as the Feautrier approx-
imation [Feautrier , 1964]. However, the radiative transport problem can be
formulated as a random walk which can be solved using a Markov chain with
no iteration required [Esposito and House, 1978]. In this paper we will develop
a Markov chain model for OII 83.4 nm resonant scattering, building on a model
presented by Vickers [1996], compare it to an iterative method, and present an
example of an O+ density retrieval. In section 2 we describe the Markov chain
scattering model. In section 2.4 we compare an implementation of the Markov
chain model to results from AURIC [Strickland et al., 1999]. In section 3 we
apply a Bayesian estimation technique to retrieve an O+ density profile from
RAIDS EUVS OII 83.4 nm limb observations.
2 Forward Model
The radiative transport equation can be expressed as an integral equation which
is often difficult to solve numerically. A common approach to its solution origi-
nates from Feautrier [1964] and is centered around a change of variables based
on the two-stream approximation.
Photons in the OII 83.4 nm triplet may be resonantly scattered by ground
state O+ ions as they travel through the ionosphere. The path taken by a
photon in a scattering medium is a random walk and a Markov chain is a matrix
containing the probabilities for each possible step [Esposito and House, 1978].
A photon’s state is described by its direction of travel (nˆ), its frequency (ν),
and the location of the photon (r). We will ignore polarization effects. A step
in the Markov chain is a transition from one state (r, nˆ, ν) to another (r′, nˆ′, ν′),
illustrated in Figure 1. Given a photon in one state, it will make a transition
to another state with some probability, P (Equation 1). P is the product of
PT , the transmission probability from r to r
′ and PS , the probability to scatter
at the end of the transmission path. The probabilities corresponding to each
possible step from one state to another are the elements of the Markov chain
matrix.
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P (r′, nˆ′, ν′|r, nˆ, ν) = PT (r′|r, nˆ, ν)PS(nˆ′, ν′|r′, nˆ, ν). (1)
The photon originating from r will be absorbed or scattered at r′ with prob-
ability
PT = e
−τ(r,r′,ν), (2)
where τ(r, r′, ν) is the optical depth along the path (Equation 3), nˆ is a unit
vector along the path (Equation 4), and where κ(r, ν) is the extinction coefficient
(Equation 5),
τ(r, r′, ν) =
∫ |r′−r|
0
κ(r + nˆs, ν) ds (3)
nˆ =
r′ − r
|r′ − r| (4)
κ(r, ν) =
∑
speciesX
[X](z)σX(ν) (5)
The probability that the event that occurs at r′ is scattering rather than ab-
sorption is the albedo, $(r′, ν) = κs(r
′,ν)
κs(r′,ν)+κ(r′,ν)
. The scattering probability Ps
is the product of the albedo and some redistribution function, R(nˆ, nˆ′, ν, ν′, r′).
In general, the redistribution function can couple almost all of the variables
together, making the integration difficult. In the following sections, we will
simplify the redistribution function by introducing the assumptions of complete
frequency redistribution and a plane-parallel, azimuthally symmetric geometry.
2.1 Complete Frequency Redistribution
Line center optical depths for the OII 83.4 nm emission in the terrestrial iono-
sphere are typically of order 1-10. This is thick enough for scattering to change
the emission intensity but small enough to assume the scattering is incoherent.
In this case we make the approximation of complete frequency redistribution,
R = p(nˆ, nˆ′)
φ(a, ν)√
pi∆νD
φ(a, ν′)√
pi∆ν′D
, (6)
where p can be chosen as either the Rayleigh phase function or 14pi for isotropic
scattering, ∆νD =
√
8kT ln 2
mOc2
ν0 is the Doppler width, and φ is the Voigt lineshape
function [Meier , 1991].
The lineshape of the scattering cross section describes how photons which are
slightly off of the line center due to Doppler shift will interact with the scattering
medium. The Voigt function is the convolution of the natural lineshape and a
Doppler-broadened Gaussian lineshape. The unnormalized Voigt function is,
φ(a, x) =
a
pi
∫ ∞
−∞
exp(−y2)
(x− y)2 + a2 dy, (7)
3
where a = A4pi∆νD is the Voigt parameter, A is the reciprocal of the natural
lifetime and x = ν−ν0∆νD is a frequency parameter.
2.2 Geometry
In order to cast the problem into a matrix form, we must divide the continuous
space of photon states into discrete bins. For the spatial variables r, r′, we
chose an azimuthally symmetric, plane-parallel geometry. This choice simplifies
the numerical implementation of the problem by allowing us to substitute the
altitude variable z for the optical depth from infinity,
τ(z, ν) =
∫ ∞
z
n(z)σ(T )φ(a, ν)dz +
∑
x
∫ ∞
z
κx(z)dz, (8)
where T is the temperature at altitude z and κx is the extinction cross section
for neutral species x.
We replace the continuous variable τ with a discrete set of values {τ1, τ2..., τn},
with τi+1 > τi and τ0 = 0, as shown in Figure 2.
We will also consider a discrete set of zenith angles {µ1, µ2..., µm} at which
photons can travel. We employ Legendre-Gauss quadrature to replace the inte-
gral over angle with a weighted sum,∫ +1
−1
f(µ)dµ ≈
m∑
i=1
wif(µi). (9)
With the assumptions made thus far, the mean probability of a single scat-
tering event is,
Pij =
∫ τi+1
τi
dτ
∫ τj+1
τj
dτ ′ww′e(τ−τi)/µe(τi−τj+1)/µe(τj+1−τ
′)/µ$(τ ′, ν)R(µ, µ′, ν, ν′, τ)∫
dτ
∫
dτ ′
,
(10)
where $ =
[O+]σO+∑
x
[x]σx
is the single-scattering albedo. In order to integrate
equation (10), we will assume that the temperature is nearly constant within
each optical depth bin. We will also assume $(τ) is constant across each bin.
This will allow us to obtain an analytical expression for the average probability
contained in a bin. In practice, simply taking the albedo value from the top or
bottom of the bin has little effect on model output.
To evaluate (10) under these assumptions we use the integral,∫ ∆τ
0
eτdτ = (e∆τ − 1). (11)
The step probability averaged over a set of optical depth bins becomes,
Pij =
ww′
4
$jR
µ2
∆τi∆τj
(e−∆τi/µ − 1)(1− e−∆τj/µ)e−(τj−τi)/µ, (12)
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where ∆τi = τi+1 − τi, $j = $(τj), R = R(µ, µ′, ν, ν′, τ), and w is the Gauss-
Legendre weight corresponding to the angle µ.
2.3 Markov Chain Formalism
Now we may construct the single scattering matrix, Q. We integrate the Equa-
tion (12) over the frequency and angle variables to obtain the probability for a
photon emitted at optical depth τi to be scattered at τj ,
Qij =
∑
a,b
wa
2
wb
2
∫ ∞
−∞
dν
∫ ∞
−∞
dν′Pij(µa, µb, ν, ν′) (13)
The multiply scattered profile consists of photons scattered zero, one, two,
three times, and so on in a geometric progression G = 1 + Q + Q2 + · · · =
(1−Q)−1. The final multiply-scattered profile, Pf , is simply the product of the
initial source distribution and the multiple-scattering matrix,
Pf = P0(1−Q)−1. (14)
The observed intensity profile can be obtained from the multiply scattered
profile via another matrix, V , which integrates the profile along sight lines. The
intensity of the limb predicted by the model can be written,
yˆ = V Pf . (15)
This can be rearranged to reveal that yˆ is the solution to a linear system of
equations which is easier to compute than a matrix inversion:
yˆ(1−Q) = V P0. (16)
This can be quite fast to calculate as long as the spatial bins are small enough
that the errors incurred by averaging over the bin are not significant.
The plane-parallel assumption greatly simplifies the Feautrier solution. It is
possible to extend this solution to non-plane-parallel atmospheres, but at a high
computational cost [Anderson and Hord , 1977]. In multiple dimensions, optical
depth no longer increases monotonically with physical location, and therefore
cannot be substituted for the location variables directly.
The Markov chain method described in this paper can accommodate multi-
dimensional atmospheres. The formula for the matrix elements does not assume
a particular spatial relationship between them. The single scattering matrix can
be calculated on any finite set of grid points. The main change to the formula
would be that the optical depth must be computed between cells as τij and
not simply the difference of tabulated depths from the top of the atmosphere,
τj − τi.
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2.4 Validation
To validate our Markov chain radiative transfer approach model described above,
we compare the results to a iterative Feautrier solution. The radiative transfer
equation with resonant scattering and frequency redistribution can be written,
µ
dI
dτ
(τ, µ, ν) = I(τ, µ, ν)−S(τ, µ, ν)−
∫
dµ′ dν′ I(τ, µ′, ν′)$(τ, ν′)R(µ, µ′, ν, ν′, τ),
(17)
where S(τ, µ, ν) is the intensity of the initial photoemission and the integral
expression represents the scattered component of the source function. The two
terms can be combined into an effective source function which depends on the
intensity,
S(I, τ, µ, ν) = S(τ, µ, ν) +
∫
dµ′ dν′ I(τ, µ′, ν′)$(τ, ν′)R(µ, µ′, ν, ν′, τ). (18)
Next, we define a new set of variables,
h(τ, µ, ν) =
1
2
[I(τ, µ, ν)− I(τ,−µ, ν)] , (19)
j(τ, µ, ν) =
1
2
[I(τ, µ, ν) + I(τ,−µ, ν)] . (20)
We can manipulate Equation 17 using these variables to obtain,
µ2
d2j
dτ2
(τ, µ, ν) = j(τ, µ, ν)− S(I, τ, µ, ν). (21)
Equation 21 can be solved for j using a finite difference method, then we
can compute I and use it to estimate S. Repeating this process will eventually
converge to a solution.
Figure 3 shows agreement at the 10% level between the two models below 500
km. Above 500 km there is an excess of scattered light which grows to almost
a factor of 2 difference from the Feautrier model at 1000 km. However, this is
unlikely to impact the retrieval for an instrument such as LITES, which will
fly at 400 km and will not observe high altitudes. Instruments that observe at
higher altitudes should be able to distinguish between the two model predictions.
3 Inverse Model
In order to minimize overfitting, we chose a simple constant scale height Chapman−α
function to model the O+ density profile,
n(z|Nm, hm, H) = Nm
√
exp
[
1− z − hm
H
− exp
(
−z − hm
H
)]
, (22)
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where Nm is the density at the peak of the ionosphere, hm is the height of the
peak of the ionosphere, and H is the scale height. This is a useful starting
point, as it has been shown that this simple model of the ionosphere sufficiently
approximates the height of the F2 peak for OII 83.4 nm modeling [Douglas
et al., 2012]. Models with additional parameters can yield good retrieval results
as long as the parameters are nondegenerate, and additional parameterizations
will be the topic of future work.
In order to use the Markov chain forward model of section 2 we must sup-
ply an initial source of 83.4 nm photons. The primary source of these is from
excited O+ ions decaying to the ground state. Ions are excited into this state
by solar photoionization, secondary electron impact ionization, and dissociative
ionization of O2. There is also a negligible contribution from scattered solar pho-
tons [Meier , 1991]. The combined contribution of scattered solar flux, secondary
electrons, and dissociative ionization is less than 10 percent of the total emission
source, so we will consider only the O+(4S)← O+(4P ) photoemission rate in our
initial source contribution [Vickers, 1996]. We compute the photoemission rate
using the Atmospheric Ultraviolet Irradiance Code (AURIC) [Strickland et al.,
1999] to simulate a scattered limb intensity profile using the forward model de-
scribed in section 2. AURIC employs NRLMSISE-90 and a modified version of
the Hinteregger solar flux model to compute the initial photoproduction rate of
OII 83.4 nm and other airglow features. Emmert et al. [2010] found that den-
sity of O during the 2007-2009 solar minimum was as much as 12% below values
predicted by MSIS, while other species were as much as 3% below expected val-
ues. Errors in the modeled neutral atmosphere will of course affect the initial
photoproduction rate as well. We denote the simulated limb intensity profile
corresponding to the chapman parameters {Nm, hm, H} as yˆ(θ|Nm, H, hm).
The limb intensity data from RAIDS EUVS are a vector of intensities y and
look directions θ. The RAIDS EUVS scans across the limb to collect data with
the tangent point altitudes ranging from 100 km to 300 km. The data have been
co-added over a 3 minute period and collected into 11 altitude bins to increase
the signal to noise ratio (SNR). The integration time in each altitude bin is
therefore 180 s/11 ≈ 16 s. The OII 83.4 nm emission is of order 500 Rayleighs,
giving a SNR of
√
16× 0.5× 500 ≈ 63, so we assume measurement errors fol-
low a Gaussian distribution. Given a proposed set of Chapman parameters
{Nm, H, hm} we compute the likelihood that the observed data were obtained
from the corresponding emission predicted by our forward model [VanderPlas,
2014],
P (y|Nm, H, hm) =
N∏
i=1
1√
2piσ2i
exp
[
− (yi − yˆ(θi|Nm, H, hm))
2
2σ2i
]
. (23)
The retrieved parameters are those which maximize the likelihood of obtain-
ing the observed data. In order to find the maximum likelihood parameters,
we need to thoroughly sample the space of possible input parameters. The
DIT approach of Picone et al. [1997] is a robust method to invert a physical
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system when uncertainties in model parameters and measurements are both ap-
proximately Gaussian. However, real observational uncertainties are not exactly
Gaussian, particularly at high altitudes where the limb is not bright and photon
counts are Poisson-distributed. Model parameters retrieved from Gaussian ob-
servations will not have Gaussian errors since the parameters are simply linear
functions of observed limb intensity. In this case, DIT or the iterative methods
used by Vickers [1996] may converge on a local minimum or fail to converge at
all. Monte Carlo techniques randomly sample a parameter space in a way that
is stable to anomalies and local minima [Sambridge and Mosegaard , 2002].
Our model does propagate O+ density parameters non-linearly, so we chose
to sample the Chapman parameter space using a Markov chain Monte Carlo
(MCMC) technique. Since each radiative transfer calculation is computation-
ally intensive, a short algorithm convergence time minimizing the number of for-
ward model runs is important for future efforts to parameterize the ionosphere
in real time via 83.4 nm observation. Goodman and Weare [2010] described an
affine-invariant sampler which converges more rapidly than the more common
Metropolis-Hastings MCMC method for skewed datasets where the likelihood
is asymmetrical in parameter space which is used by the python package em-
cee [Foreman-Mackey et al., 2013]. We used emcee to sample the Chapman
parameter space for the retrieval of O+ density. While faster convergence could
be expected with a prior based on solar conditions or ground-based measure-
ments, we begin with the na¨ıve case of a uniform prior of Chapman parameters
in the region [20 < H < 60, 200 < h < 300, 7 < log10N < 11].
4 Results
We have tested our retrieval algorithm by applying it to RAIDS EUVS OII 83.4 nm
limb data. We compare the retrieval results to a coincident O+ density measure-
ment from the Millstone Hill incoherent scatter radar (ISR). Although the ISR
measures electron density rather than O+ density, O+ ions dominate the iono-
sphere between 200 km and 600 km, so there should be good agreement between
the two. In addition, the ISR measurement is associated with a fixed location
while the RAIDS EUVS limb is integrated over about 1500 km of orbit, covering
about 10 degrees of latitude. The set of tangent points included in each of the
two limb intensity profiles we use here is shown in Figure 1 of Douglas et al.
[2012]. It is important to note that observed 83.4 nm limb intensity originates
from a point closer to the observer than the tangent point of the line of sight,
so information retrieved from such a measurement is about that point rather
than the tangent point itself. However the region with which the retrieval is
best associated will depend on the retrieved parameters, so we will continue to
associate retrievals with tangent point for convenience. The emcee configuration
used for retrieval is shown in Table 2. The configuration thoroughly sampled
the parameter space with 26,400 forward models (48 walks of 550 steps each).
The total runtime was limited to 15 minutes due to system constraints. Figure
4 shows 100 randomly drawn forward models after the burn-in time, showing
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each realization is a qualitatively plausible fit at the level of the forward models
presented in Douglas et al. [2012]. Figures 5 and 6 show the posterior proba-
bility distributions for the same two observations as forward modeled from the
Millstone Hill radar. In these “corner” plots [Foreman-Mackey et al., 2014] each
histogram represents the marginal distribution of a single retrieved Chapman
parameter. Each two-dimensional plot represents the joint distribution of two
Chapman parameters. Although the prior distribution is uniform for each pa-
rameter, the retrieved (posterior) distributions are informed by observed data
and measure confidence that a particular Chapman ionosphere could produce
the observed scattered limb emission. The ground-truth Millstone Hill ISR mea-
surements of the corresponding Chapman−α parameters are shown as vertical
lines in each histogram and intersecting lines in the density plots. Since there
is a large uncertainty in the instrument calibration, the magnitude S0 has been
adjusted by an altitude constant scale factor such that peak of the retrieved
Nm matches the ground-truth measurement. (While similar and analogous to
rescaling the final profile in the forward model comparison, adjusting S0 rather
than the final profile is biased toward correction of the volume excitation rate
than the instrument calibration). In the figures shown, the multiplicative scal-
ing factor for the 15 January, 2010 observation is 1.7× and on 1.25× 10 March,
2010. While manual rescaling prohibits the single dataset retrieval of all three
Chapman parameters without an external calibration, it shows that Nm can be
retrieved given hm or an external calibration. Thus, this observation provides
information constraining the ionosphere to a range of scale heights and peak
altitudes.
While a degeneracy between peak height and peak density can clearly be
observed (first column, middle row) there is a well localized region of high prob-
ability slightly offset from the radar parameter peak for the 15 January 2010
dataset, while the scale-height (bottom row) is poorly constrained but peaked
near the true value. There are only a small number of close overflights of RAIDS
coincident with ISR measurements, so it is not possible to definitively determine
whether the distinct offset between retrieved values and ground based measure-
ments is due to differences in the ionospheric volume space sampled by the ISR
and RAIDS EUVS observations or deficiencies in the forward model. The more
uniformly bright limb profile on 10 March 2010 provides less constraint on the
probable scale height, implying the topside morphology (the decline in intensity
at high altitudes visible on 15 Jan) drives the information content of the obser-
vation. An instrument which measures OII 83.4 nm emission at a wider range of
tangent-point altitudes, either by observing from a higher altitude than the ISS
[McCoy et al., 1985] or by slowly rotating (e.g. Cotton et al. [2000]) would bet-
ter constrain the morphology and narrow the retrieved parameter probabilities.
Thus, another means of breaking the degeneracy between Chapman parameters
is required.
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4.1 Other data sources
Previous studies of 83.4 nm emission have emphasized the “uniqueness” of the
ionospheric density retrieved in the narrow sense of whether a single “best-fit”
exists and closely approximates the expected ionosphere. The best-fit approach
breaks down for noisy data such as the presented RAIDS EUV profiles. The
results of the preceding MCMC retrieval analysis of RAIDS EUVS data show
that additional information is required to constrain the retrieved ionosphere to
the underlying physical parameters when observation uncertainty is too large.
A Bayesian approach permits integrative analysis of the ionosphere, maximiz-
ing the leverage of even a poor measurement via straightforward inclusion of
additional data. An auxiliary data source could improve the retrieval quality
significantly given an appropriate prior distribution. For example, a measure-
ment that fixes either Nm or hm would break the degeneracy between those
parameters and allow the other to be retrieved accurately as well. For exam-
ple the peak density and peak height could be compared to results from the
digisonde network of the Global Ionospheric Radio Observatory (GIRO). Total
electron content from GPS are available as well and would break the Nm, hm
degeneracy as well since they are proportional to the peak density but not the
peak altitude.
4.2 Future Observations
Retrievals informed by external data sources suffer from mismatches in calibra-
tion, thus there is also an incentive to increase the information recovered from
a single EUV measurement. The absolute calibration of the RAIDS EUVS is of
order twenty-percent [Stephan et al., 2009, Christensen et al., 1992a] while MSIS
neutral oxygen densities have uncertainties exceeding twenty-percent. This un-
certainty, coupled with uncertainty in the solar irradiance explains the difficulty
in determining the source function intensity. As presented previously, forward
modeling of RAIDS data found a calibration error of up to 21% [Douglas et al.,
2012].
The RAIDS EUVS is mounted on a nodding platform with a slit that has a
2.4◦ (horizontal) by 0.1◦ (vertical) field of view. This slit scans across the limb
to sweep out a 16.5◦ field of regard. The soon-to-be-launched LITES employs
a toroidal spectrograph and a 10◦ × 10◦ field of view to facilitate continuous
spectral observation of multiple zenith angles [Cotton et al., 1994]. The larger
field of view enables LITES to observe all altitudes simultaneously, with a vari-
able exposure time. Furthermore, the LITES detector has a sensitivity of 15
counts per second per Rayleigh, 30 times higher than RAIDS EUVS [Stephan
et al., 2014, Christensen et al., 1992b]. Taking into account the different fields
of view, the sensitivity along a particular look direction is 50% higher in LITES
than RAIDS EUVS, which will put tighter constraints on retrieved parameters.
The co-adding of RAIDS EUVS measurements to generate profiles requires
including measurements over a wide geographic range. Thus, alternatively, the
increased LITES signal allows binning observations to SNR equal to that of
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RAIDS EUVS for increased spatial resolution. A LITES measurement of the
same signal-to-noise as these RAIDS EUVS observation would cover a much
shorter ground track and corresponding ionospheric volume, reducing the vari-
ability in measured emission rate due to small and medium scale structures such
as traveling ionospheric disturbances and the equatorial ionization anomaly.
The increased precision will tightly constrain the morphology, suggesting
value in attempting to retrieve alternate parameterizations of the O+ density,
such as a linearly changing scale height Chapman layer model. There is still
an uncertainty associated with the initial production of the 83.4 nm emission.
The production source will be measured indirectly by observing the optically
thin OII 61.7 nm feature [Stephan et al., 2012]. OII 61.7 nm shares the same
production mechanism as OII 83.4 nm, but it is not scattered at all. This feature
is not as bright as OII 83.4 nm, and the assumption of Gaussian observation
uncertainty may not hold. Making use of this measurement in the Bayesian
retrieval method is possible, but will require a model describing the exact ratio
of the two emission rates. Including an observation of OII 61.7 nm is expected
to improve accuracy by eliminating the dependence on solar EUV flux and
neutral density models, but further work is required to confirm and quantify
this improvement.
5 Conclusion
We have developed a linearized solution to the radiative transfer problem. This
solution is useful for retrieving O+ density profiles from OII 83.4 nm limb ob-
servations.
We have shown how to compute a matrix that transforms source emission
profiles to multiply-scattered dayglow profiles in a plane-parallel atmosphere
and ionosphere. This method does not require iteration of the solution, and is
therefore very straightforward to apply. We have compared this method to the
more commonly used Feautrier method, and have shown that it yields similar
results.
We have also presented a Bayesian approach to retrieval of a Chapman layer
O+ density profile from OII 83.4 nm limb observations.
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Figure 2: A photon emitted in region I at optical depth τ at an angle µ to the
zenith escapes region I, passes through region II and is scattered into a new
trajectory at angle µ′ at optical depth τ ′ in region III.
Table 1: Input parameters for Figure 3.
Parameter Value
Date 2010-03-10
UTC 15:00:00
Geographic Latitude 42
Geographic Longitude 288
F107 79.3
F107 Average 80.7
ap 9
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Figure 3: The Markov chain model agrees with the iterative Feautrier method
very closely below 600 km. There is a discrepancy at the peak where optical
depth and albedo are both changing rapidly. Inputs to the model are an MSISE-
00 atmosphere and an IRI90 ionosphere with space weather conditions shown
in Table 1.
16
200 220 240 260 280 300 320 340 360 380
Rayleighs
100
120
140
160
180
200
220
240
260
280
A
lt
it
u
d
e
 [
k
m
]
Figure 4: Comparison of the March 10, 2010 limb profile with 100 randomly
drawn forward models after burn-in of the MCMC sampler.
Table 2: Inputs used for the Monte Carlo sampler emcee in the retrieval tests.
The walker number and step length were tuned to keep the runtime below 15
minutes while still achieving good coverage of parameter space. Runtime is for a
Intel(R) Xeon(R) CPU E5-2670 v2 at 2.50GHz with 10 cores and a maximum of
20 threads per core on the Massachusetts Green High Performance Computing
Center.
Parameter Value
Dimensions 3
Walkers 48
Steps 550
nburn 50
Typical Runtime [min.] 14.5
Threads 30
H Initial Guess range [km] 20-60
hm Initial Guess range [km] 200-300
Nm initial Guess range [m
3] 5× 107 − 5× 1011
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Figure 5: Posterior probability distributions for a three-parameter Chapman-α
ionosphere given the January 15, 2010 RAIDS EUVS profile illustrating the mor-
phological information content of 83.4 nm emission profiles. Distributions were
generated by emcee sampling of parameter space and forward modeling with
the Markov chain model. Ground truth Millstone Hill ISR best-fit Chapman-α
parameters are shown as vertical lines in each histogram. The source function
was rescaled by a constant multiplicative calibration factor until the plasma
density approximated the ground truth ISR best-fit value from Douglas et al.
[2012]. (A rescaling factor of 1.7×S0 was used to generate this figure). The
plasma density vs. peak height relation is well constrained and the peak of
the scale-height probability agrees well with the ground based measurement,
but the uncertainties are large and the individual parameters are not uniquely
determined.
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Figure 6: Posterior probability distributions for a three-parameter Chapman-α
ionosphere given the March 10, 2010 RAIDS EUVS profile illustrating the mor-
phological information content of 83.4 nm emission profiles. Distributions were
generated by emcee sampling of parameter space and forward modeling with
the Matrix Model. Ground truth Millstone Hill ISR best-fit Chapman-α param-
eters are shown as vertical lines in each histogram. The initial source function is
increased by a factor of 1.25, which is of the order of the instrument calibration
error, neglecting the source function and neutral density uncertainties. While
a peak height versus density relation is still visible, the flatter emission pro-
file shows increased degeneracy with the equiprobability region poorly localized
compared to the January 15, 2010 example and lacks a single peak in the H or
hm probabilities across expected values.19
