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Abstract. The classical boundary conditions at ﬂat liquid-liquid interfaces are
continuity of the velocity and of the tangential component of stress; for curved
interfaces, one also demands that the jump in the normal stress at the interface
is balanced by the product of the interfacial tension and curvature. While these
conditions are widely accepted, and are often used at the macro scale, the recent
interest in micro and nano-ﬂuidics challenges their validity. At molten polymer-
polymer interfaces, for instance, it has been consistently shown by direct and indirect
measurements that, apparent, velocity jumps exist and can be modelled eﬀectively via
a Navier slip condition (NSC). Here, we discuss that if a viscosity, which accounts for
the density and mole fraction distributions, is included in the Navier-Stokes equations,
we can describe, naturally, and without recourse to ad-hoc models such as the NSC,
the velocity proﬁle in the interfacial region separating two ﬂuids. This approach is
supported by the observation that there is a relation between apparent slip and density
distribution across the interface.
1. Introduction
Liquid-Liquid Interfaces (LLI) characterise and inﬂuence the behaviours of several
macro- and micro-systems. For instance, in biology, interfaces between two immiscible
liquid electrolyte solutions are of great importance as they occur in tissues and cells of all
living organisms. In oil and gas industry, the balance between break-up and coalescence
(both interfacial phenomena) determine the occurrence of phase inversion, a process
that can lead to the blockage of the entire pipeline. Furthermore, in recent lab-on-a-chip
technology, liquid droplets, moving through an immiscible liquid, are used as chemical
(and biological) reactors, where reactions are carried out while the droplet is transported
along micro-channels. The proper understanding and modelling of liquid-liquid interface
dynamics is not only a challenging problem from a fundamental viewpoint, but it is of
great signiﬁcance to many industries. Experiments at liquid-liquid interfaces are diﬃcult
to perform due to the presence of thermal and hydrodynamic ﬂuctuations and direct
visualisations are carried out only at very particular conditions. One of the problems
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when dealing with ﬂows in micro- and nano-scales is the proper formulation of boundary
conditions. The classical boundary conditions at liquid-liquid interfaces are continuity
of the velocity and of the tangential component of stress and jump in the normal stress
at the interface is balanced by the product of the interfacial tension and curvature [1].
However, the recent interest in micro-[2] and nano-ﬂuidics [3] challenges their validity. At
molten polymer-polymer interfaces, for instance, it has been shown by direct and indirect
measurements [4] that, apparent, velocity jumps exist and can be modelled eﬀectively
via a Navier slip condition. In this paper, we show that if a viscosity proﬁle is included
in the Navier-Stokes equations, we can describe, the velocity proﬁle in the interfacial
region separating two ﬂuids. This approach is supported by the observation that there
is a relation between apparent slip and the viscosity proﬁle across the interface [5]. For
simple ﬂuids, only few recent MD simulations pinpoint the presence of an apparent slip
velocity, i.e. a region, whose thickness is of the molecular size, close to the interface
where the velocity changes very rapidly. Similarly to solid-liquid interfaces [6], this rapid
change is replaced by a velocity jump, Δu, and described by a NSC [5], Δu = ατ , where
Δu is proportional to the shear stress, τ , through a slip length, α. Another possibility
is the introduction of an interfacial viscosity [7] within a layer (whose thickness must
be determined by previous MD simulations) across the interface. While both strategies
prove eﬀective in describing the velocity proﬁle far from the interface, they require case-
speciﬁc information: a MD simulation must be carried out to extract, for instance,
the slip length, which is, then, used as an interfacial condition for the solution of the
Navier-Stokes equations.
These approaches lack generality and cannot describe the very rapid velocity
transition across the interface, which is simply replaced by an unphysical discontinuity
in the velocity proﬁle. These diﬃculties can in principle be alleviated by full MD
simulations, which are, however, computationally impossible in large scale geometries.
The aim of this work is to further investigate this aspect and to relate the velocity
discontinuity at liquid-liquid interfaces to the degree of mixing of the liquid. In particular
we want to question the validity of simple potentials− such as Lennard-Jones interaction
− on the few results on the slip velocity obtained so far. Diﬀerent mixtures are used
to show that if the eﬀect of viscosity proﬁle is accounted for, then the Navier-Stokes
equations can predict the full velocity proﬁle, including, crucially, the rapid change in
velocity across the interface, which is often interpreted as, apparent, slip.
Our method represents a mulitscale approach where pieces of information collected
from MD simulation are enforced into Navier-Stokes continuum theory. In this work,
we only limit ourselves to the investigation of Lennard-Jones ﬂuids, while we leave to
Ref. [8] the problem for molecular liquids.
2. Molecular dynamics simulations details
As a test geometry, we consider a simple steady Couette ﬂow [1] between two planes at
y = ± L with the streamwise component of the velocity u (y = ± L) = ± V, of two
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Figure 1: Numerical set-up
liquids, with the interface at y = 0; here, y represents the wall-normal direction, and L
and V are constants as shown in Fig. [1].
All the Molecular Dynamics simulations presented in the paper are carried out by
the code LAMMPS [9]. In the following, details are provided. The simulations are
performed using the properties of liquid Argon and a modiﬁed Lennard Jones potential
is implemented as follow:
Uij = 4ε
⎡
⎣
(
σ
rij
)6
− βij
(
σ
rij
)12⎤⎦
where the parameter βij allows to change the miscibility between the two ﬂuids. βij
= 1 if i = j; if i = j the parameter βij is used to change the miscibility of the two
liquids. βij = 0 corresponds to immiscibility, βij = 1 corresponds to full miscibility;
0 < βij < 1 corresponds the partial miscibility. The values of ε and σ are ε/kB = 120
K and σ = 3.4 A˚, where kB is the Boltzmann constant. The mass is taken equal to M
= 39.948 Kg/kmol. All the simulations are NVT thermostatted at T = 130 K using a
Nose´-Hoover thermostat. A fully period box (Ly = 160.82 A˚, Lx = Lz = 102.34 A˚) is
used in all the simulations. Each box is divided into 700 bins (δy = 0.23 A˚, δx = δz =
Lx = Lz). The resulting constitutive relations are provided in Figs. [2]
2.1. Calculation of the viscosity
After stabilizing the simulation at equilibrium conditions, the viscosity is computed
using the Muller-Plathe method − see Figs. [2] where the constitutive relation between
the shear viscosity μ and the density ρ and mole fraction χ is provided, i.e. μ = μ(ρ, χ).
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Figure 2: Constitutive relations μ = μ(ρ, χ) for the Lennard-Jones ﬂuids at diﬀerent
values of β. The two ﬂuids have the same mass M .
The shear viscosity μ is computed using the well-known Muller-Plathe method by
imposing a shear rate γ˙ that induces a velocity gradient dv/dy and by computing the
virial stress σ as
μ = − σyz
dv/dy
σyz =
1
V
N∑
i=1
〈
S iyz
〉
S iyz = −miviz +
1
2
N∑
j =i
∂U(rij)
∂rij
rijzrijy
rij
where N is the total number of particles and V is the volume, viz and viy are the z and
y component of velocity vector vi, rijz and rijy are the z and y component of vector ri
and rj; mi is the mass of the i
th particle.
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2.2. Simulation with imposed shear
A Couette ﬂow, with a given shear rate γ˙ is obtained by applying opposing velocities
±V along the y-axis. The velocity V is enforced by applying an additional body force
FV in the y direction of each atom within the two external bins and within the central
bin. Further details can be found in Ref. [10]. The application of the force FV is based
on the following (leap-frog) scheme. For a system on n particles, the center of mass
velocity along one dimension is given as
v
t− 1
2
com =
1
n
n∑
i=1
v
t− 1
2
i ;
if the total force at step t is F tcom =
∑n
i=1 F
t
i , then we look for an additional body force
F tV to be uniformly applied to each atom so to drive the ﬂow with a velocity uc. By
setting v
t− 1
2
com = V , we get
V = v
t− 1
2
com +
δt
nM
F tcom +
δt
nM
n∑
i=1
F tV
where nM is the total mass of the system and δt is the imposed time step. Solving for
the total mass force, we obtain :
n∑
i=1
F tV =
[
V − vt−
1
2
com
]
δt
nM
− F tcom
that translates into a force to be applied to each particle
F tV =
[
V − vt−
1
2
com
]
δt
M
− F
t
com
n
.
3. Navier-Stokes − continuum scale − solution
A plane Couette ﬂow, with non uniform viscosity, is described by the following equation
d
dy
[
μ(ρ, χ)
(
du
dy
)]
= 0. (1)
A constitutive relation to describe how viscosity changes as function of density and
composition, μ = μ(ρ, χ), is needed to solve this equation. Here we assume that the
conditions are laminar, and therefore Re << 1. Such a relation is obtained, in our case,
by MD simulations μ = μ(ρ, χ).
4. Results
The ﬁrst example is given by two identical immiscible atomic ﬂuids. This simpliﬁed
case allows us to compute the density and mole fraction proﬁles across the interface
using DFT (see Fig. [3]); the viscosity distribution is then computed using a theoretical
approach developed for a strongly inhomogeneous Lennard-Jones ﬂuid [11]. Substitution
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Figure 3: Close-up of the normalized streamwise velocity component in the interfacial
region, obtained via MD simulations (orange line), and solution of the Navier-Stokes
equations with μ(ρ) calculated using DFT (blue line) and MD (red line) for the case
of two immiscible, symmetrical Lennard-Jones ﬂuids (V = 25 m/s, L = 46.65 A˚,
Lx = Lz = 108.34 A˚). The density (see insert, ρ0 = 1.1705 g/ml) used to solve the
NS equations was obtained from DFT [12] (blue line) and MD simulations (red line).
The MD simulation uses 17248 particles for each ﬂuid.
of the relation μ = μ(ρ, χ) into the Navier-Stokes equations, and their subsequent
numerical solution yields the results shown in Fig. [3]. As can be seen, the agreement
with the predictions [12] of the full MD simulations is very good.
The viscosity distribution μ = μ(ρ, χ) is obtained using the distribution of ρ(y) and
χ(y) at equilibrium conditions and, therefore, does not depend upon the speciﬁc state.
This is in contrast with the other approaches where the non-equilibrium properties,
such as slip length [13] and interfacial viscosity [14], depend upon the speciﬁc state,
characterised, for instance, by the imposed shear rate γ˙. As the ﬂuid structure and the
intermolecular interactions become more complex, however, the required information
can not be obtained via a purely theoretical approach and MD becomes the only feasible
option. If we extract from the MD simulations the relation μ = μ(ρ, χ) for the case we
have just described, we can see from Fig. [3] that the results compare very well in this
case as well; here, the constitutive relation μ = μ(ρ, χ) is computed through equilibrium
MD simulations. The constitutive relation here is characteristic for this type of ﬂuids,
while is other ﬂuid will be characterised by other relations. The density distribution
across the interface is computed by equilibrium simulation, namely without any shear
velocity imposed at the boundary.
In Fig. [4], we show the same results for two identical Lennard-Jones ﬂuids
with diﬀerent levels of miscibility, induced by changing the interaction parameter β.
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Changing the interaction (between the two ﬂuids) results in diﬀerent density proﬁles
at the interface; when we move from complete immiscibility (β = 0) to full miscibility
(β = 1), the density proﬁle changes and the dip (molecular depletion region) gradually
reduces to zero at full miscibility. Due to molecular depletion, the shear viscosity at
the interfaces is lower than in the bulk region showing that the transport of momentum
in the former region is less eﬃcient than in the bulk; to balance the viscosity decrease,
the velocity gradient increases, as shown in Fig. [4], leading to apparent slip. As the
density contrast disappears, the associated variation in the velocity proﬁle ﬂattens and
the apparent slip is not present anymore. If we introduce the corresponding density
variation into the Navier-Stokes equations, numerical solutions of the latter are in
excellent agreement with MD predictions.
In Fig. 5, we show that our approach is valid for diﬀerent imposed shear rate (γ˙),
without requiring new, or ad-hoc conditions, as opposite to to approaches that rely on
the use of slip models [15]. The density distribution does not depend on γ˙, supporting
the choice of computing at equilibrium conditions.
5. Conclusions
We have shown that the apparent slip velocity results from a molecular depletion at
the interface, which is a direct consequence of the molecular interactions and, therefore,
a property of the ﬂuids not of shear rate γ˙. When the two ﬂuids are well-mixed at
the interface, no apparent slip is present. This conclusion is further supported by
the observation that the density distribution, which, in turn, determines the apparent
slip, does not depend on the shear rate (as long as the ﬂuids behave as Newtonian),
but only on the intermolecular interactions. Furthermore, we have shown that if we
account for the viscosity dependence on the density variation across the interface, the
Navier-Stokes equations can be used to predict the velocity distribution throughout the
domain, without the need for ad-hoc boundary conditions such as slip models, but all
the properties can be independently measured.
With such a multi-scale approach, we can enforce some microscopic features into
Navier-Stokes equations; the ﬁnal result is therefore a better and physically sound
description of liquid-liquid interactions.
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Figure 4: Normalized streamwise velocity component (V = 50 m/s, L = 40.205 A˚, Lx
= Lz = 108.34 A˚) across the interface (a), obtained for diﬀerent density distributions
(ρ(γ˙ = 0) ≡ ρ0 = 1.36 g/ml), (b), calculated by varying the parameter βij in the
intermolecular potential used in the MD simulations. The Navier-Stokes solutions that
use these distributions and MD velocity predictions are shown in (a) by the solid lines
and symbols, respectively. The MD simulations use 17248 particles for each ﬂuid.
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