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RÉSUMÉ
Dans cette thèse, une méthode de classification markovienne pyramidale a été
adaptée aux images satellitaires en se basant sur les champs aléatoires de Markov et sur
la distribution de Gibbs. Le modèle des champs aléatoires de Markov et la distribution
de Gibbs exploitent la dépendance entre les pixels voisins dans les images.
L’incorporation de nouvelles fonctions d’énergie dans la distribution de Gibbs permet
d’améliorer l’exactitude de la classification d’images satellitaires. Ces fonctions
d’énergie permettent non seulement une homogénéité du champ de classe, mais aussi la
préservation des principales discontinuités. En plus des nouvelles fonctions d’énergie,
certaines méthodes de calculs statistiques ont été examinées afin de prendre en compte
l’information spectrale fournie par l’ensemble des canaux de l’image.
L’ensemble des modifications apportées à l’algorithme 1CM (Iterated Conditional
Modes) a permis d’améliorer l’exactitude de la classification de façon qualitative et
quantitative. Cependant, la complexité des fonctions d’énergie a augmenté le temps de
traitement sur ordinateur. Cet inconvénient a été éliminé en appliquant l’analyse
pyramidale à la classification des images satellitaires.
La performance des modèles de fonction d’énergie proposés est examinée par
l’application de l’algorithme 1CM-2 (1CM utilisant les nouvelles fonctions d’énergie) aux
images multispectrales SPOT et Landsat acquises respectivement au-dessus de zones
agricoles et forestières. Cet algorithme est comparé à une série d’algorithmes de
classification conventionnels tels que le maximum de vraisemblance, Isodata, SEM
(Stochastic Estimation Maximisation) et 1CM-1 (avant la modification). L’analyse des
résultats montre qu’une fonction robuste, parmi les fonctions d’énergie adaptées dans
l’algorithme 1CM, apporte une amélioration dans l’exactitude de la classification. Cette
fonction permet de préserver les principales discontinuités et d’introduire une parfaite
homogénéité du champ de classe.
Nous pouvons conclure que le modèle de préservation des discontinuités est très
utile dans la classification des images satellitaires multispecfrales. Cette conclusion est
faite en se basant d’une part, sur les notions théoriques de base des nouveaux modèles
de fonction d’énergie introduits dans la distribution de Gibbs et du champ aléatoire de
Markov et, d’autre part, sur les résultats expérimentaux encourageants de cette étude.
ABSTRACT
In this thesis, a method of pyramidal markovian classification was adapted to satellite
image data based on Markov random fields and the Gibbs distribution. fie Markov
random field model and the Gibbs distribution exploit the dependence between
neighboring pixels in images. The incorporation of new energy functions into the Gibbs
distribution improves the precision of satellite image classification. These energy
functions permit both better homogeneity in the class field and the preservation of
principal discontinuities. In addition to new energy functions, certain meffiods of
statistical analysis were also examined in order to take into consideration the spectral
information provided by the image channels as a whole.
The general modifications brought to the classical 1CM algorithm (Iterated Conditional
Modes) cf markovian classification improves classification accuracy both qualitatively
and quantitatively. However, the complexity cf energy functions leads to an increase in
processing time. This drawback was eliminated by applying the concept of pyramidal
analysis to the classification of satellite images.
The performance of the proposed energy function models is examined through the
application cf the modified 1CM algorithm to Landsat and SPOT multispectral images
acquired respectively over agricultural and forest areas. The algorithm is compared to a
series cf conventional classification algorithms such as the maximum likelyhood,
Isodata, SEM (Stochastic Estimation Maximisation) and classical 1CM (before
modification). The analysis of resuits shows that a robust function, among the energy
functions adapted to the 1CM aÏgorithm, provides an ïmprovement in classification
accuracy. This function permits the preservation of principal discontinuities and the
introduction cf perfect homogeneity in the class field.
We can conclude that the discontinuity preservation model is quite useful in the
classification of multispectral satellite images. This conclusion is based on the basic
theoretical notions cf the new energy function models introduced by the Gibbs
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CHAPITRE I INTRODUCTION
1.1 Apport de la télédétection dans la cartographie de l’occupation du sol
Dans le passé, le contrôle et l’inventaire de l’occupation du sol dans les
régions forestières et agricoles s’effectuaient par des méthodes classiques (photo
interprétation et levés de terrain). Ces méthodes sont considérées longues et
coûteuses (Selleron, 1985). Actuellement, le développement de la télédétection
satellitaire propose des solutions aux besoins en information pour ce qui est de
l’inventaire et de la gestion des ressources forestières et agricoles. Les images
satellitaires multispectrales peuvent couvrir de grandes surfaces en offrant une
information spectrale. Les techniques de classification sont utiles et profitables dans
la discrimination des objets sur les images.
La classification des données multispectrales est une étape importante dans le
traitement des images car elle permet de répertorier l’ensemble des pixels en un
nombre limité de classes en se basant sur un processus de décision (Estes et aL,
1983). La classification automatique d’images permet de mettre en évidence et de
suivre l’évolution des peuplements forestiers et des champs agricoles. Actuellement,
on utilise des méthodes dirigées, qui se basent sur la règle de décision du maximum
de vraisemblance, ou non dirigées, basées sur la distance minimale. Ces méthodes
utilisent uniquement le contexte spectral afin de classifier chaque pixel dans l’image.
Le contexte spectral se réfère aux différentes bandes du spectre électromagnétique.
L’utilisation des bandes multispectrales améliore la séparation entre les différents
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éléments de l’image par comparaison à l’analyse d’image à une seule bande.
Cependant, lors de la classification, le contexte spectral peut fournir des
informations incomplètes concernant les caractéristiques des objets. En incorporant
le contexte spatial à l’analyse spectrale, plusieurs informations complémentaires
peuvent être dérivées.
En plus de leur limitation au contexte spectral, les méthodes
conventiormelles font appel à l’information concernant les probabilités a priori
(Strahier, 1980; Swain et al., 1981). Or, ces probabilités peuvent être calculées
lorsqu’on a une connaissance des proportions de chaque classe sur le terrain. Dans
le cas contraire, ces probabilités sont supposées égales pour toutes les classes, ce qui
est généralement incorrect, avec les données naturelles. Il est donc important de
développer des méthodes de classification qui compensent cette faiblesse de la
classification.
Dans la littérature, de nombreuses études ont montré que la classification
contextuelle est plus précise que les méthodes de classification du pixel
indépendamment de son voisinage (Derin et al., 1984; Van Zyl et al., 1989). Nous
constatons, en particulier, un grand intérêt pour la classification non dirigée
utilisant des champs aléatoires de Markov et la distribution de Gibbs (Derin et al.,
1985; Derin and Elliott, 1987). Les champs de Markov et la distribution de Gibbs
permettent d’introduire dans la classification la notion de voisinage et de
dépendance locale des pixels voisins. Les champs markoviens permettent de tenir
compte de la notion de contexte spatial qui se traduit par des propriétés telles que
l’uniformité d’une région. Par conséquent, la classification markovienne demeure
l’une des méthodes prometteuses pour améliorer l’exactitude de la classification
non dirigée.
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1.2 Problématique de la recherche
Besag (1986) a développé un algorithme de classification markovienne appelé
Iterated Conditional Modes (1CM). Le processus de classification de cet algorithme
consiste à maximiser la probabilité a posteriori en se basant sur les données observées
et sur l’information du voisinage de chaque pixel segmenté. Cette information du
voisinage est utilisée pour calculer la probabilité a priori basée sur un modèle simple
de fonction appelé la fonction d’énergie.
L’algorithme 1CM a été uniquement appliqué à des images artificielles et non
véritablement employé sur des images réelles de télédétection. L’application de
l’algorithme 1CM donne de bons résultats dans le cas d’images binaires (images
artificielles à deux classes) (Fau, 1992). Cependant, le modèle de fonction d’énergie
choisi, modèle multilogistique, amène à des prises de décision parfois trop brutales
et à un risque de sur-segmentation. De plus, ce modèle de fonction d’énergie ne
tient pas compte des caractéristiques spectrales de chaque classe dans les images
multispectrales. Par conséquent, d’autres modèles de fonctions d’énergie doivent
être considérés pour améliorer les performances de la classification markovienne
d’images satellitaires. Autrement dit, l’objectif consiste à trouver un modèle de
fonction d’énergie qui peut représenter les contours les plus importants des entités
du champ de classe et à intégrer ce modèle dans le calcul de probabilité a priori afin
d’améliorer l’exactitude de la classification d’images satellitaires. En plus, il s’agit
d’examiner certaines méthodes de calcul statistique afin de tenir compte des
caractéristiques spectrales de chaque classe dans le nouveau modèle de fonction
d’énergie. On abordera par la suite les algorithmes 1CM-1 (1CM classique) avec
modèle multilogistique et 1CM-2 (1CM utilisant les nouvelles fonctions d’énergie)
avec d’autres fonctions d’énergie.
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1.3 Objectifs de la recherche
L’objectif principal du projet de recherche est d’adapter la classification
markovienne à des données de télédétection, tout en améliorant ses performances
afin de la rendre applicable pour ce type de données.
Les objectifs spécifiques de la recherche consistent à:
* adapter l’algorithme de classification markovienne 1CM aux images
satellitaires de la façon suivante:
1) modifier la fonction d’énergie utilisée dans la distribution de Gibbs
afin d’optimiser l’exactitude des résultats;
2) introduire les caractéristiques spectrales de chaque classe dans le
calcul des fonctions d’énergie afin de déterminer la probabilité
a priori;
3) adapter l’analyse pyramidale à la classification markovienne afin
de diminuer le temps de calcul de façon significative.
* trouver les paramètres optimaux de la classification markovienne qui
permettent d’arriver à un résultat précis.
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1.4 Hypothèses de la recherche
Dans le cadre de ce projet, trois hypothèses sont formulées:
Hypothèse 1: une fonction d’énergie adéquate permet d’adapter davantage
la classification markovienne aux images de télédétection.
Hypothèse 2: en utilisant l’algorithme de classification markovienne avec les
paramètres adéquats, l’information du voisinage permet
d’améliorer le taux de classification des images.
Hypothèse 3: l’analyse pyramidale permet de réduire le temps de calcul lors
de la classification d’images satellitaires.
1.5 Organisation de la thèse
Cette thèse présente la classification d’images satellitaires basée sur la
modélisation des champs aléatoires de Markov et la distribution de Gibbs. De
nouveaux modèles de fonction d’énergie sont proposés afin de préserver les
contours et d’introduire l’homogénéité du champ des classes. Ces modèles sont
inclus dans la distribution de Gibbs afin de calculer la probabilité a priori.
La performance des modèles proposés est examinée sur des images
multispectrales SPOT et Landsat acquises au-dessus de zones agricoles et
forestières. Les nouveaux modèles de fonction d’énergie proposés dans l’algorithme
1CM-2 présentent une amélioration significative par rapport au modèle de référence
adapté à l’algorithme 1CM-1. La performance de l’algorithme 1CM-2 (1CM utilisant
les nouvelles fonctions d’énergie) est comparée à celle des algorithmes
conventionnels de classification tels que le maximum de vraisemblance, Isodata et
SEM (Stochastic Estimation Maximisation). L’algorithme 1CM-2 a une meilleure
exactitude sur les plans qualitatif et quantitatif malgré son temps de traitement plus
long.
Étant donné que le coût de calcul est l’un des facteurs limitants des
algorithmes de classification d’images, nous avons adapté l’analyse pyramidale à la
classification markovienne. Cette adaptation a permis de diminuer le temps de
calcul de façon significative.
Cette thèse se présente comme suit t le premier chapitre introduit la
problématique de la recherche. Il traite également des objectifs et des hypothèses de
la recherche. Le deuxième chapitre expose les généralités sur les travaux antérieurs
et la méthodologie de la recherche.
Le troisième chapitre est réservé à la présentation de la classification
markovienne et de la stratégie bayésienne. Nous traitons de la modélisation du
champ des observations et de la modélisation markovienne du champ des classes
utilisé dans cette classification. Pour terminer ce chapitre, nous exposons le mode de
fonctionnement de l’algorithme 1CM, en montrant ses avantages et ses limites.
Le quatrième chapitre présente les modifications apportées à l’algorithme
1CM-1. Dans un premier temps, nous présentons les fonctions d’énergie introduisant
l’homogénéité du champ des classes. Fuis, dans un deuxième temps, nous
présentons les fonctions d’énergie tenant compte des contours à l’intérieur d’une
image classifiée. Ce chapitre expose aussi les méthodes de calcul statistique utilisées
pour prendre en compte les caractéristiques spectrales de chaque classe dans les
modèles de fonction d’énergie.
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Le cinquième chapitre traite de l’analyse pyramidale et de son adaptation à
l’algorithme 1CM-2. Nous présentons les techniques de construction des pyramides.
Puis, nous décrivons la méthode d’adaptation de cette analyse à l’algorithme 1CM-2.
Le sixième chapitre décrit les zones d’étude et les différentes phases de la
collecte des données et de l’établissement de la réalité de terrain qui servira à l’étude
expérimentale permettant d’évaluer les performances de l’algorithme 1CM modifié.
Le septième chapitre conclut avec l’application de l’algorithme 1CM modifié
et l’analyse des résultats obtenus lors de l’utilisation de l’analyse pyramidale. Ce
chapitre se termine par une analyse comparative des résultats de l’algorithme 1CM
modifié et des algorithmes de classification conventionnels.
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CHAPITRE II GÉNÉRALITÉS SUR LES TRAVAUX ANTÉRIEURS
ET LA MÉTHODOLOGIE DE LA RECHERCHE
2.1 Travaux antérieurs
Les techniques de classification d’image jouent un rôle très important dans la
reconnaissance de formes et dans l’analyse quantitative d’images. Ces techniques
servent à regrouper les objets d’une image (pixels, régions) en un certain nombre de
classes qui correspondent, avec une fidélité plus ou moins grande, à des entités ou
objets significatifs de l’image (cultures, forêt, route, etc.) (Lillesand and Kiefer, 1987).
Dans les applications de la télédétection, les données multispectrales sont
souvent utilisées dans la classification. Ces données sont caractérisées par leurs
attributs spectraux et par leurs attributs spatiaux. L’incorporation des données du
contexte spatial en relation avec les données du contexte spectral a amélioré
significativement la performance de la classification dans plusieurs applications en
comparaison à la classification basée uniquement sur l’information du pixel
(Haralik, 1983). L’information contextuelle a permis d’exploiter la propriété de
dépendance des classes des pixels dans un voisinage donné. Pour une revue
générale sur l’incorporation du contexte spatial dans la classification, le lecteur peut
se référer à Kittler et Foglein (1984).
Dans la littérature, l’utilisation du contexte spatial est généralement divisée
en trois approches différentes: 1) après la classification; 2) avant la classification;
3) pendant la classification. Les sections suivantes décrivent ces trois d’approches.
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2.1.1 Approche du contexte spatial après la classification
Cette première approche est obtenue en utilisant les filtres tels que le filtre de
la moyenne qui permet de calculer la moyenne des éléments à l’intérieur d’une
fenêtre contenant les éléments du voisinage et qui affecte le résultat au pixel central.
Cette sorte de filtrage entraîne le lissage de l’image segmentée (Richards, 1986). Le
filtrage permet de modifier l’apparence d’une image segmentée de manière à
extraire l’information désirée plus facilement. Il permet aussi d’améliorer la qualité
d’une image qui a été dégradée. Pour une revue générale sur l’utilisation des filtres,
le lecteur peut se référer à Robinson (1977) et Kunt (1991).
2.1.2 Approche du contexte spatial avant la classification
Cette deuxice approche est basée sur la méthode de segmentation utilisant
le processus d’extraction des régions. En télédétection, la segmentation consiste à
affecter chaque pixel à une entité homogène définie par ses propriétés
radiométriques et spatiales. Autrement dit, selon Kunt (1993), la segmentation vise
une représentation dans laquelle les points images partageant une même propriété
sont groupés pour former des régions.
En général, on distingue trois méthodes de segmentation d’images utilisant
l’information du voisinage: 1) les méthodes basées sur la détection d’arêtes; 2) les
méthodes basées sur l’identification des régions; 3) les méthodes hybrides qui
intègrent les deux premières.
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2.1.2.1 Segmentation par détection d’arêtes
Les arêtes sont des «pixels-frontières» (bordures entre régions). La
segmentation basée sur la détection d’arêtes divise l’image en se référant
uniquement aux changements brusques dans l’intensité des pixels voisins. Le
résultat de la détection d’arêtes est une image binaire indiquant la présence ou
l’absence de contours. Parmi les algorithmes qui permettent de tracer les contours
des entités, il existe l’algorithme développé par Lineberry (1982). La procédure de
base de cet algorithme de segmentation par détection d’arêtes peut être résumée
dans les trois étapes suivantes:
1) détection d’arêtes sur l’image brute au moyen d’opérateurs appropriés;
2) formation et affinage des lignes de contours (ou frontières de régions);
3) étiquetage des régions fermées, d’où l’image segmentée.
Les principaux opérateurs de détection d’arêtes proposés dans la littérature
sont les filtres de Roberts, Sobel et Prewitt (Robinson, 1977). Ces opérateurs sont
basés généralement sur le calcul de dérivées locales qui peuvent être obtenues au
moyen du gradient ou du Laplacien pour un point donné. Lineberry a utilisé
l’opérateur du Laplacien qui est une méthode plus robuste de détection parce
qu’elle permet de sélectionner parmi les pixels d’arêtes ceux qui vont former les
«vraies » frontières entre les régions de l’image.
Pratiquement, l’image gradient est composée d’un ensemble de pixels
candidats aux frontières, mais ces pixels ne peuvent en général caractériser
complètement une frontière à cause du bruit et de la discontinuité dans celle-ci.
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L’algorithme de Lineberry présente plusieurs avantages tels que
l’autonomie, l’automatisation et l’adaptation aux différents types d’image.
Cependant, sa difficulté à affiner des lignes incomplètes constitue le point faible de
cet algorithme. La détection des contours est généralement sensible au bruit,
particulièrement entre les régions présentant des petites différences de contraste.
2.1.2.2 Segmentation par extraction des régions
La méthode de segmentation basée sur l’agrégation (< pixel linking and
region growing ») permet d’utiliser le contexte spatial en regroupant les pixels
caractérisés par des intensités similaires dans les régions. Parmi les algorithmes
basés sur l’extraction de régions, il y a l’algorithme de segmentation hiérarchique à
optimisation par étape (SHOE ou «HSWO» (HierarchicaÏ Step-Wise Optimisation),
développé par Beaulieu (1984) et modifié par Bénié (1986). Une segmentation
hiérarchique implique la fusion ou la partition de segments, selon qu’elle est
ascendante ou descendante. Cette hiérarchie peut être représentée par un arbre,
dont les segments au plus bas niveau sont fusionnés pour former des segments à un
niveau plus élevé. Les noeuds de l’arbre indiquent les segments et les liens de
jonction désignent la fusion. La segmentation hiérarchique peut être résumée dans
les trois opérations suivantes:
1) diviser l’image en régions disjointes;
2) fusionner toutes les régions adjacentes identiques;
3) arrêter la segmentation lorsque la partition ou la fusion ne sont plus
possibles.
L’algorithme de segmentation hiérarchique à optimisation séquentielle
combine la segmentation hiérarchique et l’optimisation de la segmentation. Il
11
s’inspire des techniques de regroupement hiérarchique des données en minimisant
une fonction objective en terme de la somme des carrés des écarts (Beaulieu and
Golgberg, 1989). À partir de cette fonction objective, il dérive un critère de similarité
que Beaulieu qualifie de critère d’étape.
L’algorithme de segmentation HSWO débute par une image brute de «n»
segments, dans laquelle chaque pixel est considéré comme un segment (n = nombre
de pixels x nombre de lignes). Ce nombre est réduit au fur et à mesure qu’il y a
fusion. À chaque itération, les segments sont comparés seulement avec leurs «m»
voisins (m est le nombre moyen de segments voisins du segment examiné). Ceci
permet de réduire énormément le temps de calcul, mais aussi de tenir compte des
contraintes de disjonction et de connectivité.
Les bonnes performances de l’algorithme HSWO proviennent de la nature
graduelle de l’optimisation qui dérive d’un critère global. L’aspect graduel a
l’avantage de produire non pas une seule partition, mais une séquence de partitions.
L’algorithme est conçu de façon à réduire au maximum le temps de calcul par
rapport à la segmentation hiérarchique ordinaire. Cependant, il nécessite un volume
substantiel d’espace mémoire temporaire pour stocker les paramètres descriptifs, les
listes de voisins et les valeurs du critère de similarité. L’algorithme HSWO, comme
tous les algorithmes de regroupement hiérarchique de régions, présente des
difficultés. Parmi ces dernières, il y a la définition d’une partition initiale de l’image
pour démarrer la segmentation et l’évaluation d’un critère de segmentation.
En conclusion, la majorité des algorithmes de segmentation utilisent le
contexte spatial. Ils sont basés sur l’une des deux propriétés de base: la
discontinuité de niveau de gris ou la similarité entre les régions. Les algorithmes
basés sur la discontinuité permettent de détecter les contours (arêtes) des différentes
régions de l’image, alors que les algorithmes basés sur la similarité mettent en
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évidence les régions homogènes de l’image. Comme chaque algorithme présente des
avantages et des inconvénients, il est extrêmement difficile de mettre au point un
algorithme de segmentation qui fonctionne correctement dans tous les cas.
2.1.2.3 Méthodes hyprides
Les algorithmes hybrides exploitent le principe de détection d’arêtes et celui
d’extraction de régions. Nous résumons ci-dessous les méthodes de Gagalowicz
(1985) et de Harris (1980).
Gagalowicz (1985) propose un algorithme de regroupement hiérarchique
utilisant de façon séquentielle cinq critères. Parmi ces critères, il y a la différence
absolue des moyennes, la variance et le gradient. La première étape de la
segmentation traite l’image par le premier critère, le résultat obtenu est de nouveau
traité par le critère suivant et ainsi de suite jusqu’à la cinquième étape. Gagalowicz
conclut alors que la stratégie de fusion utilisée par son algorithme est judicieuse
mais les critères eux-mêmes sont classiques.
Harris (1980) recommande de tenir compte de l’aspect spectral et spatial de
l’image et propose d’élaborer des algorithmes d’analyse d’image qui procèdent de
façon hiérarchique. Le niveau le plus bas de la hiérarchie correspond à l’extraction
des primitives de l’image, c’est-à-dire les arêtes et les régions.
r-
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2.1.3 Approche du contexte spatial pendant la classification
Cette troisième approche correspond à la classification markovienne. Les
champs aléatoires de Markov fournissent un cadre de recherche permettant à
l’information spatiale d’être incorporée à l’information spectrale dans la
classification d’images. Les champs aléatoires de Markov sont utilisés généralement
pour modéliser le contexte spatial (Geman and Geman, 1984). La propriété la plus
importante de ces modèles est que les informations a priori et les données observées
peuvent être combinées à travers l’utilisation de fonctions d’énergie appropriées.
Avec l’utilisation des champs markoviens, l’analyse des images est entrée dans une
phase de maturité puisque les champs markoviens définissent un cadre de
modélisation particulièrement riche et efficace. La description de cette technique
sera présentée en détail dans le chapitre suivant.
L’information spatiale extraite à partir du voisinage des pixels améliore
significativement les résultats de la classification par comparaison à la classification
pixel par pixel (Kittier and Foglein, 1984). Pour une revue générale sur
l’incorporation du contexte spatial dans la classification, le lecteur peut se référer à
Haralik (1983), à Kittler et Foglein (1964), et à Toussaint (1978). L’information
spatiale est utilisée dans un modèle markovien de probabilité tel que le modèle de
Derin (Derin and Effiott, 1987) qui permet effectivement d’incorporer l’information
contextuelle dans la méthode de classification. Cette sorte de classification suppose
généralement une dépendance locale d’un pixel avec son voisinage et le résultat de
classification est obtenu d’une façon itérative. La méthode de classification utilisant
les champs de Markov et le contexte spatial est basée sur la dépendance statistique
entre les réponses spectrales des pixels adjacents et sur la dépendance entre leurs
classes. Cette dépendance peut fournir des informations discriminantes en ajout aux
réponses spectrales utilisées pour classifier chaque pixel observé. La procédure de la
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classification contextuelle proposée dans la présente recherche coïncide avec cette
catégorie.
L’affectation de chaque classe dans la classification markovienne est effectuée
d’une façon raisonnable en se basant sur les données observées et le modèle a priori.
Le critère populaire utilisé pour trouver la classe la plus probable est le maximum
de distribution a posteriori (MAP). Cela correspond à minimiser la solution d’une
fonction d’énergie. Plusieurs algorithmes sont utilisés pour trouver une solution
itérative à ce problème (Geman and Geman, 1984), tels que des algorithmes de
relaxation stochastique et des algorithmes de relaxation déterministes dont
l’algorithme 1CM (Iterative Conditional Modes). La méthode de relaxation introduit
une adaptation itérative d’appartenance de chaque pixel à une classe donnée en se
basant sur l’information contextuelle spatiale du voisinage d’un pixel. Les
algorithmes stochastiques convergent théoriquement vers un maximum global de la
probabilité a posteriori, mais avec un temps de traitement très long. On leur préfère
donc souvent des algorithmes déterministes puisqu’ils convergent beaucoup plus
rapidement.
Les champs aléatoires de Markov sont connus et étudiés en mathématique
depuis près de vingt ans (Besag, 1974). Ils ont fait leur apparition effective dans le
domaine du traitement d’images au début des années 1980 (Cross and Jain, 1983).
Les champs de Markov ont permis d’importants progrès théoriques et pratiques en
analyse d’images. Ils ont été utilisés avec succès dans des domaines aussi variés que
la restauration d’images (Chalmond, 1988; Geman and Reynolds, 1992), l’analyse et
la synthèse de textures (Chellappa and Chatterjee, 1985; Cross and Jain, 1983) et la
classification des images (Boucher et al., 1994; Masson et Pieczynski, 1991). L’objectif
principal de ces applications est de préserver une homogénéité du champ de classes
dans les images.
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Malgré le fait que la plupart des travaux reliés au modèle du champ aléatoire
de Markov s’occupent d’homogénéité des champs de classes en utilisant
l’information du voisinage de chaque pixel, la présente recherche propose d’utiliser
d’autres modèles de fonction d’énergie afin de tenir compte de la préservation des
discontinuités en plus de l’homogénéité des classes.
2.2 Description générale de la méthodologie de la recherche
Les principales étapes de la méthodologie de cette recherche (figure 2.1) sont:
1. Une recherche bibliographique sur la classification markovienne et l’analyse
pyramidale : elle inclut aussi une synthèse des connaissances sur l’algorithme
1CM (présentation, forces et faiblesses).
2. Le choix des fonctions d’énergie appropriées permettant des mesures de
similarité: il est basé sur des critères tels que la préservation des contours,
l’homogénéité des classes, la forme des objets et, finalement, le temps de
traitement.
3. L’identification des différentes façons d’intégrer les caractéristiques des
classes, telles que la moyenne et la variance des classes, dans les
fonctions d’énergie choisies.
4. La programmation de l’algorithme 1CM-2 : il s’agit de coder, en
langage C, les modifications au niveau des fonctions d’énergie et l’intégration
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Figure 2.1 DESCRiPTION GÉNÉRALE DE LA MÉTHODOLOGIE
DE LA RECHERCHE
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5. La collecte de données et l’établissement de la réalité de terrain: cette étape
permet l’établissement de l’image de réalité de terrain utilisée pour le
contrôle des résultats de la classification. Afin d’évaluer la classification
markovienne en télédétection en terme d’exactitude des résultats, nous la
comparons à des méthodes de classification conventionnelles (maximum de
vraisemblance et Isodata).
6. L’application de l’algorithme 1CM-2 aux images satellitaires : cette
étape commence par la détermination des paramètres optimaux de
l’algorithme 1CM-2 et se termine par l’analyse des résultats obtenus.
7. L’adaptation de l’algorithme 1CM-2 à l’analyse pyramidale: elle
est utilisée afin de réduire le temps de traitement.
8. L’étude comparative des résultats de l’algorithme 1CM-2 et des
résultats des algorithmes de classification conventionnels (maximum de
vraisemblance, Isodada, SEM et 1CM-1): elle est basée sur les critères
suivants: exactitude qualitative et quantitative, temps d’exécution du
programme et forme des objets.
L’originalité de cette recherche concerne l’adaptation de la classification
markovienne pyramidale aux images de télédétection et la proposition d’un
nouveau critère de classffication d’images multispectrales qui préserve les contours.
Ce critère se compose de trois facteurs:
1. la propriété statistique de dépendance des classes;
2. l’homogénéité spatiale de l’image;
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3. la propriété de préservation des contours.
Le chapitre suivant donnera une description détaillée de la classification
markovienne. Cette technique utilise un modèle hiérarchique à deux niveaux: le
premier niveau est un modèle gaussien qui décrit les statistiques des classes et les
données observées, tandis que le second niveau est un modèle de Markov
modélisant les régions dans l’image. La maximisation de la distribution a posteriori
sera effectuée par l’algorithme 1CM pour classifier des images.
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CHAPITRE III CLASSIFICATION MARKOVIENNE
ET STRATÉGIE BAYÉSIENNE
3.1 Introduction
Ce chapitre traite spécifiquement du problème de la classification
markovienne d’images. Cette classification utilise l’estimateur du maximum a
posteriori (MAP) qui est mis en oeuvre par un algorithme de relaxation déterministe.
La première partie de ce chapitre expose le principe de classification
bayésienne. La description détaillée aura traité d’une part, à la modélisation du
champ d’observations utilisant le modèle de distribution de probabilité
conditionnelle et, d’autre part, à la modélisation markovienne du champ des classes
utilisant la distribution de probabilité a priori. La deuxième partie de ce chapitre sera
consacrée à l’étude de l’algorithme 1CM en présentant ses étapes de fonctionnement,
ses forces et ses faiblesses.
3.2 Définition du problème de la classification d’images
Une image est un réseau de pixels. Chaque pixel peut être repéré par un
couple d’indices ligne-colonne (i, J) (avec 1 i m et 1 j n, (m, n) correspondant
au nombre de lignes et de colonnes respectivement) ou par un numéro «s» (dans ce
cas, le pixel s’appelle site). Pour un réseau donné, une image est caractérisée par les
valeurs de niveau de gris. Ces valeurs sont quantifiées par un entier variant dans un
intervalle fixé (généralement [o, 255]).
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Le principe de la classification des images est le suivant:
Soit X (X X2 ‘XN) le champ des classes. Pour chaque site
s e {i, 2 , N}(ensemble de pixels), X, prend sa valeur dans
Q = ((Di, (02 , (0k) ensemble des classes, K étant le nombre de classes.
L’image des classes n’est pas directement accessible et le champ Y = (Y1’ Y2’ . YN)’
appelé champ des observations, représente une image bruitée. II s’agit alors, à partir
d’une réalisation l y” d’un champ aléatoire Y, d’attribuer une estimation “î”.
La classification utilise le critère du maximum de probabilité a posteriori
(MAP) P(X = xl Y = y). Cette approche est dite bayésienne. Elle est motivée par le
désir d’obtenir une classification qui tienne compte de l’information a priori dans les
données d’image. La section suivante décrit la stratégie bayésienne et le principe du
maximum de probabilité a posteriori.
3.3 Stratégie bayésienne
Cette classification est basée sur une stratégie bayésienne qui cherche la classe
la plus probable au sens de la probabilité a posteriori, obtenue par la
maximisation de P(X = xl Y = y), (Pieczynski, 1992):
î = Arg max P(X=x/Y=y) (3.1)
où Arg: argument;
max: maximum;
P(X = xl Y = y): la probabilité conditionnelle de la classe “x’T sachant
l’observation tT H
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P(Y = y! X = x): représente la distribution de probabilité conditionnelle de
l’observation “y” sachant la classe “X “.
P(X = x): est la distribution de la probabilité d’occurrence de la classe “x’
(probabilité a priori) qui peut être modélisée en imposant une
contrainte de connectivité spatiale sur la classification.
P(Y = y): est la distribution de probabilité que l’observation “y”
survienne.
En supposant que P(Y = y) est la même pour toutes les observations “y “,
maximiser P(X / Y) revient à maximiser P(YI X) F(X)
P(X/Y) P(Y/X).P(X) (3.3)
Donc, pour obtenir de la classe la plus probable “î” de l’équation (3.1) en utilisant
la maximisation de la probabilité a posteriori, il est nécessaire de réaliser les deux
étapes suivantes:
1. La première étape est la modélisation du champ des observations et
celle du champ des classes, c’est-à-dire trouver le modèle statistique
de P(Y = y I X = x) et le modèle de F(X = x). Dans notre recherche, la
modélisation des observations est basée sur le modèle gaussien utilisé
dans la littérature (Derin and Elliott, 1987), alors que la modélisation
du champ de classes est basée sur un champ markovien permettant de
prendre en compte les dépendances statistiques spatiales entre sites
22
adjacents. Ces deux modèles seront explicités dans les sections 3.4 et
3.5.
2. La deuxième étape est l’optimisation de la probabilité a posteriori.
Cette optimisation sera effectuée en utilisant une approche de type
déterministe réalisée par l’algorithme 1CM. Cette approche sera
décrite dans la section 3.6.
3.4 Modélisation du champ des observations
La densité de probabilité conditionnelle P(Y = y! X = x) de léquation (3.3)
peut être modélisée par une loi gaussienne.
Dans le cas dune image contenant un seul canal, la probabilité
F (Y = Y1 X = k) (avec y désigne la valeur observée du site
5u.) peut être
modélisée sous la forme suivante (Derin et Elliott, 1987):
1 (Yk)
P (Y= y5/X=k) = yr (y/k) = 2 e 2
(3.4)
où c est la variance de la classe k;
1k est la moyenne de la classe k.
La détermination de cette probabilité est liée à l’ensemble des moyennes et
des variances des classes. Cet ensemble forme le vecteur des paramètres a à estimer.
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Dans le cas des images à plusieurs canaux, on utilise des lois gaussiennes








y est le vecteur constitué par les valeurs du pixel “ s” sur
les M canaux
utilisés;
Ak est la matrice de covariance entre les canaux pour la classe k;
1 k est le vecteur des moyennes pour la classe k.
L’ensemble des matrices de covariance et des moyennes de classes désigne le
vecteur cx à estimer.
En supposant que P (Y5 = Y5’ X5 = k) soit strictement supérieure à zéro, on
pose:
E1(ylx) —lflP(y5=y/X5=k) (3.6)
E1 sera considéré comme une composante de l’énergie globale qui sera utilisée pour
déterminer la classe la plus probable.
Selon Rignot et Chellapa (1991), l’utilisation de l’expression exacte de la
probabilité conditionnelle n’améliore pas d’une façon significative les résultats, en
regard de la complexité et du temps de calcul supplémentaire. Par ailleurs, l’apport
de l’information contextuelle est introduite tout naturellement dans le modèle
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markovien du champ des classes. Ce dernier point sera développé dans la section
3.5.
3.5 Modélisation markovienne du champ des classes
Généralement, dans les méthodes de classification conventionnelles telles que
la méthode du maximum de vraisemblance, la probabilité a priori est supposée
identique pour toutes les classes. Cela est incorrecte en général, en ce qui concerne
les objets d’une scène naturelle. De plus, le produit final de classification peut
inclure des régions isolées à cause de la présence du bruit. Afin d’éviter à ces
problèmes, l’utilisation de l’information du voisinage permet de jouer un grand rôle
dans la détermination des probabilités a priori. Il s’agit d’assimiler le champ des
classes à un champ markovien. Avant d’utiliser le champ markovien, nous allons
donc définir un système de voisinage adapté aux images.
3.5.1 Définition du système de voisinage
Un système de voisinage d’une image S est un ensemble {T7j s E S , 17 étant un
voisinage de “s”; i c S. L’ensemble des voisins d’un pixel “s’ d’une image est
considéré comme l’ensemble des sites “t” dont la distance entre “s” et “t” est
inférieure à une constante fixée:
= { s tel que ( — s )2 a} où “a” est une constante fixée.
La figure 3.1 représente le système de voisinage de premier ordre avec les quatre
plus proches voisins et de deuxième ordre avec les huit plus proches voisins.
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3.5.2 Cliques associées à un voisinage
En se basant sur la définition du voisinage, on peut déduire les cliques qui lui
sont associées. Une ‘clique c” est un ensemble de sites tous voisins les uns des
autres tels que:
* “c” est le site lui-même (singleton);
ou
* “c’ est composé de plusieurs sites, si “s” et “t” sont deux sites voisins;
cela implique que
Le nombre de cliques dépend du système de voisinage utilisé:
* pour un système de voisinage de premier ordre avec 4 types de
connexité (figure 3.1), nous avons deux types de cliques;
* pour un système de voisinage de deuxième ordre (8 connexités), nous
pouvons avoir des cliques d’ordre 2, 3, 4. Les types de cliques utilisés
sont illustrés dans la figure 3.1.
3.5.3 Hypothèses markoviennes
On suppose que chaque pixel est étroitement lié à ses voisins. Le champ de
classes X est considéré comme un champ aléatoire de Markov par rapport au
système de voisinage si la loi de probabilité conditionnelle de xs sachant (xj, (avec
T s et “T” est l’ensemble des pixels dans l’image), est égale à la loi de probabilité
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Figure 3.1 L’ordre du voisinage d’un pixel et les types de clique
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P( X=x /XT=XT, T s) = P( X=x /X=x, t e i) (37)
Cela signifie que la connaissance d’un voisinage local ‘q du pixel “s” est suffisante
pour calculer la probabilité en chaque pixel “s”.
3.5.4 Champ de Markov et distribution de Gibbs
Le champ de Markov permet de préciser la dépendance aléatoire entre les
pixels voisins : qu’on observe l’image entière (sauf le pixel “s”) ou le voisinage 1]
(sauf le pixel “s”), on obtient la même densité de probabilité conditionnelle (Hillion
et aL. 1989). La supposition que toutes les configurations du champ X ont une
probabilité non nulle de se produire permet de considérer que le champ X des
classes a une distribution de Gibbs relative à (S, li). Une discussion détaillée des
modèles du champ aléatoire de Gibbs utilisés dans le traitement d’images peut être
trouvée dans les références (Besag, 1986; Geman and Geman, 1984). La distribution
de Gibbs permet d’imposer la contrainte de connectivité sur le champ de classe.
Cette distribution est une mesure de probabilité it (x) sur l’ensemble des classes sous
la forme suivante:
D (X =x) = 2V (x) = (3.8)
où E2 est une fonction d’énergie (décrite ci-dessous);




Le théorème d’Hammersley-Clifford (Besag, 1974) permet alors d’exprimer la
fonction d’énergie E2 en fonction des valeurs de “x” sur “les cliques” du voisinage
(Tis) utilisé (Geman and Geman, 1984). La fonction d’énergie E2(x) est obtenue sous
la forme d’une somme de potentiels locaux v(x ) sur les cliques c de C, de la façon
suivante:
E2(x ) = v. (3.10)
c€C
où est la fonction de potentiel associée à chaque clique c. C est l’ensemble de
cliques correspondant au voisinage choisi. La fonction de potentiel permet de
caractériser la différence ou la ressemblance entre les pixels de chaque clique.
En utilisant un système de voisinage des quatre ou huit plus proches voisins
et en considérant seulement les cliques à deux pixels, la fonction de potentiel y, est
choisie comme suit (Pappas, 1992):
= fi si les deux pixels de la clique ont des valeurs différentes
=
— fi si les deux pixels de la clique ont la même valeur.
où f3 est un paramètre positif à estimer. Le rôle de ce paramètre est de favoriser
l’homogénéité spatiale entre pixels voisins.
Cette fonction de potentiel impose une contrainte de connectivité spatiale sur
la classification. L’affectation du potentiel permet de donner une probabilité élevée
pour les paires de pixels ayant des étiquettes identiques et une probabilité faible
pour les paires de pixels ayant des étiquettes distinctes.
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L’énergie E2 (x) de l’équation (3.10) peut être considérée comme un terme
énergétique comparable à E1 (y/x) de léquation (3.6).
3.5.5 Fonction d’énergie globale
Comme nous l’avons vu dans les équations précédentes (3.5) et (3.8), P(Y/X)
et P(X) sont des fonctions exponentielles. Si nous supposons que:
E1 (y/x) = —in P(Y=y/X=x) (3.11)
et
E2 (x) = —in P(X=x) (3.12)
l’estimateur du maximum a posteriori de l’équation (3.1) devient
î = Arg maxx€ (exp — {Ei(yIxHE2(x)}) (3.13)
Lorsque, seules, les fonctions d’énergie sont considérées, nous avons:
î = Arg min (Ei(y/x)+E2(x)) (3.14)
Donc, la configuration de la classe la plus probable est celle qui présente une
énergie globale minimale EG, avec:
EG(x,y) = E1(ylx)+E2(x) (3.15)
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Nous constatons que la fonction globale d’énergie a deux composantes : l’une
utilise l’intensité des régions obtenue à partir des données observées et l’autre
impose la connectivité spatiale entre les classes. Par conséquent, l’estimation de la
classification ne dépend pas uniquement de l’intensité des images, mais aussi des
propriétés spatiales imposées par le modèle du champ aléatoire de Markov.
L’utilisation de la distribution de Gibbs revient à apporter l’information a priori à
travers le modèle énergétique markovien.
Nous venons d’expliquer dans cette section les fondements mathématiques
de la stratégie bayésienne et les modélisations du champ de classes et du champ
d’observation. Les deux modélisations, présentées ci-dessus, seront appliquées dans
l’algorithme d’optimisation de maximisation de la probabilité a posteriori:
l’algorithme 1CM. La description de cet algorithme sera détaillée dans la section
suivante.
3.6 Optimisation de la probabilité a posteriori l’algorithme 1CM-1
La classification au sens de la maximisation a posteriori (MAP) consiste à
déterminer la valeur de la classe la plus probable î qui maximise P( X I Y) ou de
manière équivalente, qui minimise la fonction d’énergie globale E(x,y). Dans la
littérature, cette optimisation peut être effectuée soit par des méthodes
stochastiques, soit par des méthodes déterministes. Les méthodes stochastiques
sont très longues du point de vue du temps de calcul (Kirkpatrick et al., 1983). Les
méthodes itératives déterministes, bien que ne fournissant pas toujours l’optimum
global, étant plus rapides, sont fréquemment plus utilisées que les méthodes
stochastiques. Parmi les algorithmes déterministes, il y a l’algorithme 1CM utilisé
dans notre recherche.
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L’algorithme 1CM est considéré comme un élément principal dans le cadre de
cette recherche. L’étude du principe de cet algorithme et la compréhension de
l’ensemble de ses étapes permettent de déterminer ses forces et ses faiblesses.
L’algorithme 1CM cherche le minimum global de la fonction d’énergie. Il est
basé sur la loi de Gibbs. Cette loi a pour origine la thermodynamique statistique et le
magnétisme. C’est pour cela qu’une terminologie propre aux physiciens (terme
d’< énergie ») se trouve souvent dans la description de l’algorithme.
Le déroulement de cet algorithme se présente comme suit (figure 3.2):
i) Initialisation de l’algorithme 1CM: il s’agit de fournir à l’algorithme 1CM une
image classifiée et d’estimer les paramètres Œ de la classification initiale.
Les paramètres Œ correspondent à la moyenne et à la variance de chaque
classe.
ii) À partir d’une configuration initiale, les étapes suivantes sont réalisées pour
chaque pixel:
a) Pour chaque classe:
1) calcul de l’énergie E; (équation 3.6);
2) calcul de l’énergie E2 (équation 3.10);
3) calcul de l’énergie globale E = E1 + E2 (équation 3.15).
b) Recherche de la classe d’énergie minimale.
iii) On affecte l’étiquette de la classe, trouvée dans l’étape b), au site courant.
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iv) S’il y a eu des changements sur l’image classifiée et si le nombre de
changements est supérieur à un seuil défini par l’utilisateur, on retourne à
l’étape (ii). Sinon, l’algorithme 1CM s’arrête.
L’algorithme 1CM, proposé par Besag (1986), s’avère important puisqu’il se
base sur une méthode déterministe qui a la propriété de converger rapidement. Il
est déterministe dans le sens où, l’examen d’un site “s” permet systématiquement
d’affecter au site la classe pour laquelle l’énergie est minimale. L’algorithme 1CM est
un algorithme itératif et permet de minimiser la fonction d’énergie à chaque pixel,
connaissant la valeur observée du pixel et la classe courante de tous les autres pixels
à l’intérieur de la fenêtre du voisinage. L’ensemble des pixels de la fenêtre du
voisinage est utilisé dans le calcul de la probabilité a priori basée sur la loi de Gibbs.
Le résultat de l’algorithme 1CM dépend du choix de l’image d’initialisation.
Par conséquent, un bon algorithme d’initialisation doit être utilisé. L’initialisation,
ou la pré-classification, est une étape fondamentale dans la procédure de
classification. Elle est obtenue dans cette étude par l’algorithme SEM (Stochastic
Estimation Maximisation) (Celeux et Diebolt, 1986). Le principe de cet algorithme
est détaillé dans l’annexe A. Le résultat de l’initialisation est ensuite raffiné par
l’algorithme de relaxation déterministe 1CM.
La maximisation de l’algorithme 1CM est effectuée à chaque point dans
l’image et le cycle est répété jusqu’à la convergence. L’itération continue tant que le
nombre de changements sur l’image classifiée est supérieur à un seuil défini par
l’utilisateur (Fau, 1992). Généralement, le seuil est de l’ordre de 10 ¾ du nombre








Figure 3.2 L’algorithme 1CM-1
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Maintenant que les avantages et les inconvénients de l’algorithme 1CM ont
été présentés, la suite de ce document portera sur les modifications de cet
algorithme. Ces modifications permettront d’adapter l’algorithme 1CM aux images
multispectrales et d’en améliorer la précision en tenant compte aussi bien de
l’homogénéité que de la préservation des principales discontinuités. La description
détaillée de ces modifications est présentée dans le chapitre suivant.
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CHAPITRE IV MODIFICATION DE L’ALGORITHME 1CM-1
4.1 Introduction
Lors de la modélisation markovienne du champ des classes décrite dans la
section 3.5, l’algorithme 1CM se base sur un modèle de fonction
d’énergie E2 (équation 3.10). Ce modèle est utilisé dans la distribution de Gibbs afin
de calculer la probabilité a priori (équation 3.8). Le modèle de fonction d’énergie est
caractérisé par une très grande simplicité. Il peut fournir, sans difficulté, de bons
résultats dans le cas des images binaires (images artificielles à 2 niveaux de gris).
Cependant, le modèle de fonction d’énergie choisi, modèle multilogistique, amène à
des décisions parfois trop brutales et à un risque de sur-segmentation. De même, il
ne prend pas en compte la dimension spectrale des images multibandes dans le
calcul de fonctions d’énergie.
L’objectif est de modifier le modèle de la fonction d’énergie E2 situé dans
l’algorithme 1CM par d’autres modèles de similarité utilisant des fonctions d’énergie
appropriées. Ces nouveaux modèles vont permettre d’améliorer l’exactitude de la
classification et d’adapter la classification markovienne aux images de télédétection.
Il faut choisir alors une fonction d’énergie de type continu qui ne fait apparaître que
les discontinuités majeures, certains contours n’étant pas significatifs d’un
changement de classes. Deuxièmement, nous proposons de tenir compte des
caractéristiques spectrales des classes telles que la moyenne et la variance dans les
fonctions d’énergie choisies. La figure 4.1 présente la nouvelle version de
l’algorithme 1CM-2. Les figures 4.2 et 4.3 représentent les modèles de fonctions
d’énergie proposées et les différentes méthodes pour tenir compte des
36
caractéristiques spectrales des classes dans les fonctions d’énergie. De même, deux
façons d’intégrer les caractéristiques spectrales de chaque classe dans les fonctions
d’énergie choisies sont présentées. Il est nécessaire de veiller à ce que
l’enrichissement du modèle choisi n1entrafne pas une augmentation excessive de la
complexité de l’algorithme 1CM et du temps de traitement.
Dans un premier temps, nous commençons par les fonctions d’énergie
introduisant l’homogénéité des classes. Puis, les formules découlant de la théorie et
de la pratique des fonctions d’énergie qui peuvent être utilisées en traitement
d’images sont détaillées, dans ure optique de conservation des discontinuités et de
préservation des contours lors d’une classification donnée. Ce chapitre présente
également les deux façons d’inclure les caractéristiques spectrales des classes dans
les fonctions d’énergie proposées.
4.2 Fonctions d’énergie tenant compte de l’homogénéité
Le choix des fonctions d’énergie est un problème difficile à résoudre pour
obtenir de bons résultats avec un algorithme de classification donné. Il faut que la
formule définissant l’énergie permette des classifications correctes, sans entraîner




















Méthodes de représentation des caractéristiques
des classes dans les fonctions d’énergie
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Ising a proposé un modèle de fonction d’énergie (sigelle, 1990). L’énergie est
définie comme étant la somme des potentiels de toutes les cliques de l’image:
E2(x ) = (4.1)
cEC
avec Vc représentant le potentiel d’un des éléments de la clique. Ce potentiel
est sous la forme:
V. (X) = x+ $2 + x+1, ÷ + x,÷1) (4.2)
p et p sont des paramètres à estimer. Le modèle d’Ising est l’un des
premiers à avoir donné des résultats intéressants. Cependant, il n’est
utilisable que dans le cas d’images binaires (sigelle, 1990); ceci l’exclut dans le
cas de la classification des images satellitaires ayant plus de deux niveaux de
gris.
La littérature présente d’autres modèles de fonction d’énergie tels que
la fonction quadratique (Blanc-Férand et Barland, 1990), la fonction de la
valeur absolue (Lamotte and Alt, 1994), la fonction de Lamotte (Lamotte and
Alt, 1994) et la fonction de Geman et Mc Clure (Geman and Mc Clure, 1985).
Ces modèles se présentent comme suit:
* Fonction quadratique (Blanc-Féraud et Barland, 1990)




* Fonction de la valeur absolue (Lamotte and Alt, 1994):
E22(X )=P. x—xj (4.4)
j jET7












i = position du pixel à classifier;
j = position du pixel voisin;
x = valeur du pixel classé;
x• = valeur du pixel voisin;
ni = voisinage d’un pixel i;
fi = paramètre de régularisation de lissage;
Cste constante de normalisation.
Dans le cas où la rapidité de l’exécution d’une classification est primordiale,
l’énergie E241 proposée par Geman et Mc Clure, ne paraît pas un choix
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judicieux. En effet, elle nécessite un temps de calcul relativement long par rapport
aux trois autres fonctions d’énergie.
Les modèles cités ci-dessus permettent de faire un lien entre les valeurs de
chaque pixel classé et celles des autres pixels du voisinage. Ces modèles sont
appliqués dans des techniques de filtrage sur des images à une seule bande.
L’application de ces modèles permet d’introduire une homogénéité du champ de
classes. Cependant, ils comportent une limitation lorsque le champ de classe
présente des discontinuités. Par conséquent, il faut choisir d’autres modèles de
fonction d’énergie qui peuvent préserver les discontinuités des contours dans une
classification donnée.
4.3 Fonctions d’énergie tenant compte de l’homogénéité et de la préservation
des discontinuités
4.3.1 Modélisation théorique
Le lissage du champ de niveaux de gris et la détection des discontinuités
peuvent être modélisés à l’aide d’une fonction d’énergie présentant l’interaction
appropriée entre le champ des niveaux de gris et le champ de lignes représentant les
discontinuités. Une version de ce modèle est proposée par Mumford et Shah (1985).
Ce modèle est représenté par:
E2 = fhIDCt(s)) ds ÷ yfds (4.7)
où E2 est la fonction d’énergie;
x est le champ des classes;
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s est la position d’un pixel particulier dans un espace donné;
D est l’ensemble des positions des pixels dans la scène;
C est l’ensemble des positions des pixels représentant les contours;
Vx(s) est le gradient du champ de classes;
f3 est un paramètre de régularisation de lissage;
y est un paramètre de régularisation de pénalité. Ce paramètre ajuste le prix à
payer pour préserver les contours
* Le premier terme de l’équation (4.7) est appelé le terme de lissage. Il
introduit le lissage dans tout le champ de classe à l’exception des contours C.
* Le deuxième terme de l’équation (4.7) est appelé le terme de coût ou de
pénalité. Il établit le prix à payer pour préserver les contours C.
Ambrosio (198$) propose une autre formule théorique pour modéliser le
lissage du champ des classes et la préservation de contours. Cette formule se
présente sous la forme suivante:
E2 P ID {(Vx(s))2 + (Vl(s))2} x (1—1(s))ds + yf ds (4.8)
où t est le champ des contours;
s est la largeur du contour.
1(s) O implique que 1(s) correspond à un élément de contour. Ambrosio (1988)
démontre que cette dernière formule est équivalente à celle de Mumford et Shah
(4.7) lorsque la largeur du contour s tend vers zéro (s —+ O).
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Étant donné que l’image est de nature discrète, le passage de la fonction
théorique à la fonction pratique peut être résolu en remplaçant les intégrations par
des sommations sur tous les pixels de l’image, et les gradients par des différences
entre pixels en ligne et colonne.
4.3.2 Modélisation pratique
Dans les conditions pratiques, la préservation des discontinuités dans une
image exige d’introduire dans la fonction d’énergie l’idée d’un champ
correspondant au champ de lignes localisé sur lTimage. Ce champ représente la
présence ou l’absence des discontinuités qui permet d’arrêter le lissage sur l’image
classifiée. Le champ de lignes se compose de deux champs (figure 4.4), l’un
correspondant aux lignes horizontales (h,) et l’autre correspondant aux lignes
verticales Les lignes horizontales (hJ connectent le site (i, j) au site (i+1, j) et
créent des discontinuités entre les pixels le long de la direction verticale (figure
4.5.a), tandis que les lignes verticales (V) connectent le site (i, J) au site (i, j+1) et
créent des discontinuités le long de la direction horizontale (figure 4.5.5). À titre de
simplification, les lignes obliques ne sont pas considérées dans cette étude.
En utilisant les 3 champs de Markov (x représente le champ de classes, h et y
représentent les champs de lignes horizontales et verticales respectivement), la















Figure 4.5 Processus de lignes a) horizontales et b) verticales
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La fonction d’énergie (E2 ) peut être constituée de deux composantes (E2,1) et (E22)
de la façon suivante:
E2 (x,h,v) = E2,1 (x,h, y) + E2,2 (h,v) (4.10)
où E2.1 (x, h, y) exprime la dépendance entre les intensités des pixels et
la configuration des éléments linéaires;
E2,2(h,v) exprime la dépendance entre les éléments linéaires.








/3 = paramètre positif de régularisation;
F = dimension de la fenêtre du voisinage;
= valeurs associées aux éléments linéaires horizontaux;
= valeurs associées aux éléments linéaires verticaux;
t,J
x = valeur du pixel classé;
x,1÷1 et = valeurs des pixels voisins.
La définition de E2,1 (x, h, y) est basée sur la mesure des différences de potentiel
entre les cliques choisies. Cette quantité mesure la ressemblance entre les niveaux de
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gris des pixels associés aux différentes cliques afin de fournir l’information
concernant la présence de discontinuités dans l’image originale.
Le terme E2.1(x,h,v) permet le lissage et la préservation des contours. Il
contient l’interaction entre le champ de classe et le processus de ligne. Si le gradient
horizontal ou vertical est très élevé, au site (i, j), le processus de ligne correspondant
signale une discontinuité (V = 1 ou h= 1), ce qui permet d’augmenter P(x, h, y).
Dans le cas contraire, il n’y a pas de discontinuités (V = O ou h, = 0). Le choix des
valeurs O et 1 peut annuler le terme E2,1 (x, h, y). Afin d’éviter cette situation, les
valeurs 0,1 et 0,9 sont choisies à la place de O et 1. La valeur de 0,1 correspond à
l’absence de discontinuité et la valeur 0,9 correspond à la présence de discontinuité.
Le terme E2,2(h,v) de l’énergie a priori (E2) peut être choisi de deux façons
différentes. La première représentation est obtenue sous la forme suivante (Blanc
Féraud et Barlaud, 1990):
F-1f-1
E2,2(1’) y (v1,+h1,) (4.12)
=1 j=I
où y est un paramètre de pénalité.
La détermination de E2,2 (h, e) est obtenue par la sommation de tous les éléments
linéaires horizontaux et verticaux sans distinguer les différentes configurations du
contour.
La deuxième représentation E2,22(h,v) répond à la faiblesse de la première en
distinguant chaque type de configuration (figure 4.6). E2,22(h,v) est définie par:
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F-1F-t
E2,2,(h,v) = y. v(h.,v.,h.+1,v.÷1.) (4.13)
- i=1 j=1
où V est une fonction représentant les valeurs associées à toutes les configurations
décrites à la figure (4.6). Une faible valeur du potentiel signifie une configuration
plus probable (Wright, 1989). Par exemple, dans le cas d’une image satellitaire, un
potentiel élevé est associé à l’extrémité d’un contour alors qu’un potentiel plus faible
est associé à un contour continu. Cela permet de traduire la faible probabilité
d’occurrence des fins de lignes. Autrement dit, le terme E2,22(h, V) tient compte du prix
à payer chaque fois qu’une discontinuité est créée.
En plus des quatre fonctions d’énergie vues dans la section 4.2, la cinquième
fonction d’énergie est obtenue selon la forme des équations 4.8 et 4.10 par la somme
des deux termesE21(xh.v)(équation 4.11) et E2,2,(h,v) (équation 4.12), présentée ci
dessus, sous la forme suivante:
E25(x,h,v) E2,1 (x,h,v) +E22(h,v) (4.14)
Selon les équations 4.8 et 4.10, la sixième fonction choisie dans cette recherche sera
obtenue par la somme des deux termes E21x,h,v (équation 4.11) et E22(h,v) (équation
4.13). Cette dernière fonction est représentée par:
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Figure 4.6 Différents types de discontinuités
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E26(X,h,V) = E2,1 (x,h,v) +E22(h,V) (4.15)
En conclusion, les fonctions d’énergie E25 et E26 présentées ci-dessus
tiennent compte de la préservation des discontinuités. L’application de
l’ensemble de ces fonctions d’énergie sera traitée dans le chapitre VII.
En utilisant les fonctions d’énergie préservant les discontinuités, deux
problèmes principaux seront soulevés. Le premier problème consiste à estimer les
paramètres de la fonction d’énergie utilisée. Le deuxième problème est la durée de
traitement exigée par l’algorithme 1CM-2. Afin de résoudre ces problèmes, une
étude expérimentale sera effectuée pour déterminer les paramètres les plus
appropriés des fonctions d’énergie, alors que l’analyse pyramidale permettra de
réduire le temps de traitement requis par l’algorithme 1CM-2.
4.4 Adaptation des fonctions d’énergie choisies aux caractéristiques spectrales
des classes
Afin d’adapter l’algorithme 1CM aux images satellitaires, le calcul des
fonctions d’énergie doit tenir compte des différentes caractéristiques des classes
obtenues à partir de la classification des images multispectrales. Par conséquent,
d’autres modifications doivent être apportées à l’algorithme 1CM afin de tenir
compte de ces caractéristiques des classes dans les fonctions d’énergie.
Au moment de la classification initiale, chaque classe est codée par une
étiquette. La valeur de cette étiquette sert uniquement pour l’identification de la
classe sur l’image classifiée. Cette valeur ne représente pas les caractéristiques
spectrales de la classe telles que la moyenne et la variance de chaque classe. Afin de
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tenir compte de ces caractéristiques dans les fonctions d’énergie choisies, nous
avons remplacé la valeur d’étiquette affectée à chaque classe par la moyenne de
la classe. Cette méthode est valable uniquement dans le cas d’un seul canal.
La détermination des valeurs spectrales des classes devient plus difficile dans
le cas de plusieurs canaux. Pour résoudre ce problème, nous avons proposé les
deux méthodes suivantes:
1) la méthode de la moyenne arithmétique;
2) la méthode de la moyenne pondérée.
4.4.1 Méthode de la moyenne arithmétique
Il s’agit de considérer pour chaque classe, la moyenne arithmétique des
moyennes spectrales fournies par l’ensemble des canaux. À titre d’exemple,
considérons le cas d’une image à trois classes et trois canaux: chaque classe est
caractérisée par un vecteur de moyennes correspondant à la valeur spectrale dans
chaque canal. Les moyennes de chaque classe dans chaque canal sont les suivantes:
canal 1 canal 2 canal 3
classe 1 111,1 111.2
classe 2 112, !12.2 112.3
classe 3 /Ç, 113.2
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La moyenne arithmétique est obtenue de la façon suivante:
___
= M (4.16)
avec la moyenne de chaque classe k dans chaque canal m. Et M est le nombre
de canaux.
En adaptant cette procédure, les fonctions d’énergie choisies sont considérées
comme dans le cas de la classification d’un seul canal, (section 4.3) en modifiant
chaque X par la valeur de la moyenne arithmétique “k de chaque classe.
Cependant, cette procédure a comme inconvénient de ne pas tenir compte des
relations entre les canaux. En effet, la moyenne des canaux pour une classe peut
introduire des erreurs de discrimination dans certains cas d’occupation des sols.
Cette méthode doit être utilisée avec précaution.
4.4.2 Méthode de la moyenne pondérée
La moyenne pondérée a été proposée afin de tenir compte des relations entre
les canaux en utilisant les moyennes et les variances de chaque classe.
Généralement, les séries des moyennes d’une classe ne sont pas toutes déterminées
avec la même exactitude. Par conséquent, il est préférable d’introduire un poids
dans la détermination de la valeur de la moyenne de chaque classe. Le calcul de la







avec PZ1, le poids correspondant à la classe k dans le canal m.
La détermination du poids peut être obtenue en utilisant la formule suivante
(Parratt, 1961):
(4.18)
avec Om’ la variance de la classe k dans le cana
l m. II s’agit de remplacer le poids






En adaptant cette procédure, les fonctions dénergie sont considérées comme
dans le cas de la classification d’un seul canal, (section 4.3) en remplaçant chaque X
par la moyenne pondérée /i”°” de chaque classe.
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En conclusion, ce chapitre a présenté une nouvelle façon version de
l’algorithme 1CM axée sur la présentation des principales discontinuités du champ
des contours et sur l’introduction de l’homogénéité des champs de classes.
La programmation de l’ensemble des modifications proposées dans ce
chapitre est effectuée en langage C et introduite dans le programme 1CM-2. La
nouvelle version de l’algorithme 1CM-2 est représentée à la figure 4.1 (voir section
4.1). L’objectif de l’application de l’algorithme 1CM-2 (chapitre VII) vise à tester le
niveau d’adaptation de la classification markovienne aux images de télédétection et
à déterminer la performance de l’algorithme 1CM-2. Cependant, il apparaît que les
modifications apportées à l’algorithme 1CM-2 peuvent augmenter le temps de
traitement dû à la complexité des fonctions d’énergie. Afin de réduire ce temps et le
volume des données, le chapitre suivant expliquera l’analyse pyramidale et son
adaptation à l’algorithme 1CM-2.
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CHAPITRE V L’ANALYSE PYRAMIDALE ET SON ADAPTATION À
LA CLASSIFICATION MARKOVIENNE
5.1 Introduction
Le traitement d’images en général, et la classification d’images en particulier,
font face à des problèmes de volume de traitement à cause de l’énorme quantité de
données. Par conséquent, il s’agit de chercher une structure de données permettant
d’accélérer les performances globales de l’algorithme 1CM-2, de réduire le volume
des données et le temps de traitement. Parmi les solutions à ce problème, il y a la
construction de pyramides ( Kim and Crawford, 1991; fau et al., 1993). Cette
technique permet de décomposer l’image en plusieurs résolutions, de plus en plus
faibles. Elle permet de traiter des caractéristiques de l’image en abordant la phase de
traitement sur l’image de plus faible résolution, puis en progressant vers l’image
«pleine résolution» (l’image originale).
Dans ce chapitre, les particularités des structures pyramidales et l’adaptation
de l’analyse pyramidale à l’algorithme 1CM-2 sont décrites.
5.2 Particularités des structures pyramidales
Dans une pyramide, l’image pleine résolution peut avoir une taille par
exemple de 21 X 21÷1 et être située à la base de la pyramide (niveau L=O). Pour un
niveau L=1, la taille de l’image est alors 2] X 2], avec dans ce cas-ci un facteur de
réduction égal à 4 entre deux niveaux de la pyramide.
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Le passage d’un niveau de la pyramide à un autre entraîne un changement
d’échelle de l’image. L’échelle de l’image est proportionnelle au nombre
d’échantillons ou pixels dans une unité de support spatial. Dans le cas d’une
pyramide, le changement d’échelle est causé par une opération de sous ou sur-
échantillonnage. Le niveau le plus haut de la pyramide correspond à l’échelle la plus
petite, alors que le niveau le plus bas de la pyramide correspond à l’échelle la plus
grande.
Chaque niveau de la pyramide peut être obtenu par filtrage passe-bas suivi
d’un sous-échantillonnage en conservant un pixel sur deux suivant les lignes et les
colonnes. Le filtre passe-bas peut être construit empiriquement (Meyer et al., 1987)
ou provenir de la théorie des ondelettes (Daubechies, 198$; Mallat, 1989; Fau et al.,
1993). Ces deux processus sont explicités dans l’annexe B.
5.3 Adaptation de l’analyse pyramidale dans l’algorithme 1CM-2
L’annexe B décrit le principe de l’analyse pyramidale qui permet de
décomposer une image à des résolutions de plus en plus faibles. Cette section traite
de l’adaptation de l’analyse pyramidale à l’algorithme 1CM afin de montrer son
apport dans la réduction du temps de traitement.
L’idée de base dans l’approche pyramidale en traitement d’images est
d’effectuer ce traitement sur une image à résolution très réduite, puis de
redescendre la pyramide vers la résolution de l’image originale. Cela permet de
traiter rapidement les caractéristiques de l’image à une résolution très réduite, puis
de traiter les détails à des résolutions plus élevées. Dépendamment du type de filtre
utilisé, il est possible de distinguer trois sortes d’algorithmes 1CM pyramidaux
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l’algorithme ICM-2-P-F-Burt, l’algorithme ICM-2-P-F-Meyer et l’algorithme 1CM-2
pyramidal par ondelettes avec filtre de Daubechies. Les sections suivantes décrivent
les grandes lignes de ces algorithmes.
5.3.1 Algorithmes 1CM-2 pyramidaux : ICM-2-P-F-Burt
et ICM-2-P-F-Meyer
Lors de la construction d’une pyramide, et plus précisément lors du passage
d’un niveau à l’autre, l’algorithme ICM-2-P-F-Burt utilise le filtrage passe-bas obtenu
par le filtre de Burt, alors que l’algorithme ICM-2-P-f-Meyer utilise le filtre de
Meyer. Selon Meyer et aÏ. (1987), ces filtres tendent à préserver les contrastes, la
forme et les détails des niveaux de gris.
Une fois que la pyramide passe-bas de l’image observée est construite en
choisissant un des deux filtres mentionnés ci-dessus, les deux algorithmes 1CM-2
pyramidaux modifiés se déroulent comme suit (figures 5.1 et 5.2):
1) Il faut effectuer une classification de l’image du dernier niveau de la
pyramide par un algorithme d’initialisation;
2) Cette image classifiée sert d’initialisation pour l’algorithme 1CM-2;
3) L’algorithme 1CM-2 pour le niveau courant est appliqué;
4) Si l’on n’est pas au niveau O (résolution originale) de la pyramide, il faut
projeter l’image classifiée résultant de la convergence de l’algorithme 1CM-2
sur le niveau de résolution immédiatement supérieur. Cette image va servir









Figure 5.1 Adaptation de l’analyse pyramidale à la classification markovienne
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Construction des pyramides et adaptation de l’analyse pyramidale
à la classification markovienne
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au niveau O de la pyramide, l’algorithme prend fin: l’image classifiée de ce
niveau constitue le résultat de l’algorithme global.
En utilisant l’analyse pyramidale obtenue par les opérations de filtrage
“passe-bas et de sous-échantillonnage, il est possible de provoquer généralement,
sur les images classifiées, des pertes d’information soit sur les contours de limage,
soit sur les portions non homogènes. Dans ces deux cas, le travail de l’algorithme de
classification doit être accentué. Parmi les techniques qui permettent de tenir compte
des informations perdues afin d’accentuer la classification, il y a l’algorithme 1CM-2
pyramidal par ondelettes.
5.3.2 Algorithme 1CM-2 pyramidal par ondelettes
L’idée directrice de l’algorithme 1CM-2 pyramidal par ondelettes est de
construire une image appelée carte des contours qui indique à l’algorithme les zones
à discriminer. Ces zones correspondent aux contours ou aux fortes poussées de bruit
(Fau, 1992). La carte des contours est obtenue à partir des images de haute fréquence
dérivées de l’analyse multirésolution par ondelettes. Il s’agit de réunir les trois
images de détails en une seule appelée image haute fréquence. Cette image servira à
indiquer à l’algorithme où accentuer son travail. La démarche opératoire est la
suivante:
* Pour chaque image de détail, il faut considérer l’image en valeur absolue et
cadrer la valeur des coefficients d’ondelette sur lTéchelle complète des
niveaux de gris (de O à 255);
* Lorsque les trois images sont réunies, pour chaque pixel, le coefficient
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d’ondelette le plus élevé est conservé. On fait donc apparaître sur une seule
image les coefficients d’ondelette les plus élevés, c’est-à-dire les contours.
En se basant sur l’image résultant des hautes fréquences dans chaque niveau,
la carte d’homogénéité est alors construite ainsi:
1) Pour le dernier niveau de la pyramide (niveau haut), tous les pixels
sont déclarés non homogènes: ainsi, la classification s’effectue sur tous
les pixels.
2) Ensuite, les règles suivantes sont appliquées:
* Si un pixel a une valeur différente de O sur l’image haute
fréquence, alors il est aussitôt déclaré non-homogène;
* Si un pixel a une valeur de O sur l’image haute fréquence, on
examine la valeur de son père (pixel au niveau supérieur) pour
savoir si l’on peut faire confiance à la classification existante:
- si le père est non-homogène, alors le pixel est lui aussi
déclaré non-homogène;
- si le père est homogène, alors le pixel est déclaré
homogène.
L’algorithme 1CM-2 pyramidal par ondeleftes utilise la carte d’homogénéité
pour éviter de travailler sur des zones homogènes qui sont en fait classifiées sur les
niveaux supérieurs de la pyramide. L’algorithme global se déroule alors de la















1) Une classification est effectuée grâce à l’algorithme SEM en utilisant l’image
du dernier niveau de la pyramide;
2) Cette image classifiée sert d’initialisation pour l’algorithme 1CM-2;
3) Sur le dernier niveau de la pyramide, l’algorithme 1CM-2 est appliqué à
l’ensemble des pixels;
4) L’image classifiée est projetée sur le niveau de résolution immédiatement
supérieur;
5) L’algorithme 1CM-2 est appliqué. Cependant, on ne remet pas en cause
la classification des pixels des zones homogènes. Lorsque l’algorithme a
onvergé, et si l’on n’est pas au niveau O de la pyramide, on reprend au pas
4).
En conclusion, l’analyse pyramidale est utilisée pour réduire le temps de
traitement. L’algorithme 1CM-2 pyramidal permet premièrement de classifier
l’image à une faible résolution, puis continue de s’orienter progressivement vers les
résolutions supérieures jusqu’à ce que tous les pixels individuels soient classifiés. À
chaque résolution, l’algorithme 1CM-2 est utilisé pour établir la classification et le
résultat obtenu sert ensuite comme une condition initiale à la résolution suivante.
L’application de l’analyse pyramidale et de l’algorithme 1CM-2 sera effectuée dans
le chapitre suivant.
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CHAPITRE VI COLLECTE DES DONNÉES
ET APPLICATION DES MÉTHODES
CONVENTIONNELLES
6.1 COLLECTE DES DONNÉES ET ÉTABLISSEMENT DE LA RÉALITÉ DE
TERRAIN
6.1.1 Description de la zone d’étude la forêt de Mamora
La forêt de Mamora se situe au nord-ouest du Maroc (figure 6.1). Elle
constitue une unité écologique typique composée d’une forêt naturelle de chênes-
liège et de plantation d’eucalyptus. Elle couvre une superficie d’environ 60 km de
l’ouest à l’est et de 35 km du sud au nord. Elle est limitée par l’Océan Atlantique à
l’ouest, la route de Kénitra-Sidi Kacem au nord, l’Oued Beht à l’est et la ville de
Rabat au sud. Vue l’importance de la surface de cette forêt, une sous-zone d’essai à
l’intérieur de celle-ci a été choisie. La zone d’essai est caractérisée par une
hétérogénéité dans la répartition des peuplements forestiers. Elle est occupée
principalement par une végétation naturelle et du reboisement. La végétation
naturelle est caractérisée par des peuplements forestiers arborescents de chênes-
liège. Le chêne-liège est un arbre à feuillage semi-persistant, dont la forte charpente
et la cime s’étalent largement. Le tronc est recouvert d’une épaisse écorce de liège.
La hauteur totale de l’arbre est au maximum de 15 à 20 m. Les feuilles sont de
forme ovale et de couleur vert foncé. Les reboisements pratiqués dans cette zone
sont constitués d’espèces exotiques d’eucalyptus jeune et d’eucalyptus âgé. Les
eucalyptus sont des arbres à tronc élancé et à cime développée. La hauteur de
l’eucalyptus varie entre 20 et 40 m selon l’âge. Son écorce est plus ou moins




Figure 6.1 Situation de la forêt de Mamora
La zone d’étude est délimitée par les coordonnées UTM suivantes: (X=417,78
km, Y=398,27 km) et (X=422,88 km, Y=403,37 km). Cette sous-zone est limitée à
l’ouest par l’Oued Tiflet, à l’est par l’Oued Touirza. Elle est limitée au nord par la
route principale N° 3, partant de Sidi Yahya-du Gharb vers Fès, et au sud par la
tranchée centrale de Mamora. Cette zone est caractérisée par un terrain plat, sur une
altitude moyenne de 95 m par rapport au niveau moyen des mers. La pente du
terrain est de l’ordre de 2 %. Par ailleurs, les sols de Mamora contiennent au moins
deux sortes de dépôts : le sable et l’argile. Il en résulte parfois des horizons sableux
caractérisés par une très forte perméabilité, reposant sur des horizons argileux très
imperméables. Quant au climat, la zone est caractérisée par un bioclimat semi-aride
à hiver tempéré. La pluviométrie annuelle est en moyenne de 530 mm. La
température minimale est de 5°C et la température maximale est de 35°C. D’une
manière générale, le climat est favorable à la végétation forestière.
6.1.2 Sources des données
Les données utilisées dans notre étude sont : l’image satellitaire du Système
pour l’observation de la terre (SPOT) de la forêt de Mamora, les documents
cartographiques, les photographies aériennes et les rapports des différentes études
effectuées dans cette zone d’étude.
a) L’image satellitaire
Une image multispectrale SPOT a été utilisée. Cette image représente la zone
de Mamora (figure 6.2). Elle a été acquise en juillet 1991 avec une résolution spatiale







Image multispectrale SPOT de Mamora
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b) Les photographies aériennes et les documents cartographiques
Les photographies aériennes sont considérées comme un bon support pour
faciliter la collecte des données sur le terrain. Les photographies de la zone de
Mamora sont à l’échelle de 1/40000. Elles ont été acquises au mois de juillet 1991
par la direction de la Conservation foncière du cadastre et de la cartographie du
Maroc. La qualité de ces photographies permet de faciliter l’extraction de la réalité
de terrain.
La seconde source d’information comprend les feuillets cartographiques au
1/50000 et au 1/100000 relatifs à la zone d’étude choisie. Ces documents ont été
utilisés pour la localisation de la zone d’étude et pour la rectification des données
numérisées par rapport au système de projection Lambert.
6.1.3 Équipements et logiciels utilisés
Le système d’information géographique ARC/INFO a été utilisé dans la
phase de l’établissement de la carte de réalité de terrain. Ce système permet
l’acquisition, la manipulation, l’analyse et la visualisation des données
cartographiques et alphanumériques sous forme numérique (ESRI, 1991).
La classification markovienne, adaptée aux images de télédétection, a été
réalisée à l’aide du programme 1CM-1 et installé sur station UNIX (IBM RISC 6000).
Le traitement de l’image satellitaire, utilisant des méthodes conventionnelles,
a été réalisé à l’aide du système ERDAS (Earth Resource Data Analysis Systems). Ce
système permet la visualisation et une grande série d’opérations de traitement
68
d’images telles que le rehaussement, la rectification et la classification des images
(ERDAS, 1994).
6.1.4 Réalité de terrain et vérification de la collecte des données
La carte d’occupation du sol de Mamora a été obtenue par la photo-
interprétation des photographies aériennes suivie d’une vérification sur le terrain.
La détection des objets sur les photographies est basée sur la forme, la texture, la
taffle et la teinte des objets. Le résultat de la photo-interprétation est un document
de base représentant les différentes zones détectées sur les photographies.
L’interprétation des photographies aériennes et de l’image satellitaire de
Mamora a été complétée par une vérification de la réalité de terrain. La vérification
consiste à déterminer le contenu des zones décelées par la photo-interprétation. Elle
permet de confirmer la relation entre le paysage et son apparence sur les
photographies aériennes et sur l’image satellitaire. Précisément, la vérification de la
réalité de terrain a permis d’une part, d’identifier la nature des différentes classes et
de corriger les résultats de la photo-interprétation et, d’autre part, de définir une
légende précisant le contenu de chaque classe.
Après la vérification des données sur le terrain, la numérisation des cartes
obtenues à partir de la photo-interprétation a été effectuée en utilisant le système
d’information géographique ARC/INFO. Les principales étapes suivies sont:
* la numérisation de la carte d’occupation des sols;
* la correction des erreurs de numérisation;
* l’enregistrement des étiquettes d’identification de chaque zone;
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* la transformation des données numérisées dans le système de coordonnées
géographiques.
Suite aux étapes citées ci-dessus, une image de réalité de terrain est obtenue
en transformant les données vectorielles de la numérisation en données matricielles.
Cette image est composée d’un seul canal ayant des pixels de même résolution que
les images multispectrales de SPOT. Le résultat de la carte de réalité de terrain de la
zone de Mamora est présenté sur la figure 6.3.
6.2 Collecte des données pour la validation de la recherche
Afin de valider notre recherche, deux autres images ont été choisies: l’image
de Gharb représentant un secteur agricole du Maroc et l’image de Matagami
représentant une zone forestière du Québec. Les caractéristiques principales de ces
images et de la collecte des données sont mentionnées dans les sections suivantes.
6.2.1 La plaine du Gharb
La plaine du Gharb est une surface agricole située au nord-ouest du Maroc.
Elle occupe une surface de 616 000 ha sous forme d’une cuvette très basse. Le climat
est de type méditerranéen, avec une influence océanique favorable au
développement d’une large gamme de cultures. Les températures moyennes
oscillent entre 11° C pendant l’hiver et 27° C pendant l’été. La pluviométrie
annuelle moyenne est de l’ordre de 480 mm. En général, la plaine du Gharb est






Figure 6.3 Carte de réalité de terrain de Mamora
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Vue l’importance de la surface de la plaine du Gharb, une petite zone de
cette plaine a été choisie pour faire la présente étude. La zone sélectionnée
correspond au secteur Su caractérisé par l’opération de remembrement. Ce
secteur est délimité par les coordonnées suivantes: (X = 443405 m, Y = 434909 m) et
(X 448522 m, Y = 440025 m). En plus des sols nus, ce secteur est caractérisé par
une variété de cultures telles que la betterave à sucre, la canne à sucre et les
céréales.
L’image satellitaire de Gharb a été acquise par le système SPOT en avril 1995.
Elle est composée de trois bandes spectrales, (voir figure 1.C, annexe C). Cette
image a été fournie par l’Office régional de mise en valeur agricole du Gharb. Le
résultat de la réalité de terrain est reporté sur un plan parcellaire du secteur Su
(voir figure 2.C, l’annexe C).
6.2.2 La zone de Matagami
La zone de Matagami (Québec) représente une zone forestière. Cette zone est
couverte par une image acquise par le système 1M de Landsat. L’image
multispectrale de la zone de Matagami est présentée sur la figure 1.D (Annexe D).
L’occupation du sol de cette image est composée de quatre classes: marécage, forêt
de feuillus, forêt de conifère et coupe totale. La réalité de terrain est obtenue par le
résultat de la combinaison de la photo-interprétation et de la classification par
maximum de vraisemblance (voir figure 2.D, Annexe D). Cette image est une
gracieuseté du Centre de foresterie des Laurentides (Sainte-Foy).
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6.3 Application et analyse des résultats des méthodes conventionnelles
de classification
6.3.1 Classification non dirigée à l’aide de l’algorithme Isodata
La classification non dirigée de l’image satellitaire est considérée
importante afin de faciliter l’extraction des différentes zones forestières lors de
l’opération de photo-interprétation et de simplifier, sur le terrain, l’opération de
vérification de la nature de l’occupation du sol. Cette classification consiste à tirer le
maximum d’information de l’image de télédétection à l’aide de traitements
statistiques en regroupant les pixels selon leurs caractéristiques spectrales (Bonn et
Rochon, 1992).
Dans ce type de classification non dirigée, il s’agit de faire seulement
l’analyse de l’image sans connaissance a priori de la réalité de terrain. Autrement
dit, seules les caractéristiques spectrales des pixels sont connues ou prises en
considération, sans référence à d’éventuelles classes thématiques. La classification
non dirigée est effectuée à l’aide de l’algorithme Isodata. Cet algorithme permet de
diviser les données de l’image selon un nombre de classes choisi arbitrairement
(Richards, 1986). Le résultat de la classification non dirigée de l’image de Mamora
utilisant l’algorithme Isodata est présenté sur la figure 6.4. Ce résultat a été utilisé
dans la photo-interprétation et dans la collecte des données sur le terrain. De même,
il servira dans l’étude comparative entre la classification markovienne et les
méthodes conventionnelles de classification (section 7.4).
L’analyse qualitative du résultat de l’algorithme Isodata montre que
l’eucalyptus âgé est bien discriminé, alors que les autres classes (eucalyptus jeune,
chêne-liège et sol nu) sont confondues. Les classes présentent des pixels isolés.
L’exactitude globale du résultat de l’algorithme Isodata est de 68 % (tableau 6.1).
L’analyse quantitative de ce résultat montre que l’eucalyptus âgé est classifié
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avec une exactitude de 83 % alors que les autres thèmes sont classifiés avec une
exactitude inférieure à 6$ %.
6.3.2 Classification dirigée à l’aide de l’algorithme du maximum de
vraisemblance
Afin d’évaluer la classification markovienne en télédétection en terme
d’exactitude des résultats, la classification dirigée par maximum de vraisemblance a
été réalisée sur l’image de Mamora. Cette classification consiste à reconnaître les
pixels qui présentent une signature connue correspondant aux classes thématiques
(Duda and Hart, 1973). Afin de réaliser cette opération, la localisation et
l’identification de la nature d’un groupe d’objets déterminés sur le terrain
permettent de choisir les sites d’entraînement lors de la classification dirigée de
l’image satellitaire. Parallèlement, le choix des sites d’entraînement a été effectué en
se basant sur la composition colorée de l’image multispectrale (figure 6.2) et sur la
localisation des sites correspondant aux échantillons de terrain. Les sites
d’entraînement servent à établir les signatures spectrales de chaque classe. Ces
signatures sont utilisées pour classifier l’image entière. La classification dirigée
consiste à extrapoler cette information à l’ensemble de l’image en affectant chacun
des pixels dans la classe correspondante. Le résultat de la classification dirigée
obtenue à l’aide du maximum de vraisemblance est présenté sur la figure (6.5).
L’analyse qualitative du résultat du maximum de vraisemblance montre que
le chêne-liège et l’eucalyptus jeune sont bien discriminés, alors que l’eucalyptus âgé
et le sol nu sont complètement mélangés. En nous basant sur la matrice de confusion
(tableau 6.2), l’exactitude globale du résultat du maximum de vraisemblance est de
74 %. L’analyse quantitative du résultat de cet algorithme montre que le










Figure 6.5 Résultat de la classffication dirigée de Mamora obtenue à l’aide de
l’algorithme du maximum de vraisemblance




Tableau 6.1 Matrice de confusion de la classification non dirigée d’Isodata
(zone de Mamora)
Eucalyptus Eucalyptus Chêne- Sol nu
Classe
âgé (¾) jeune (%) liège (¾) (¾)
Eucalyptus âgé 83 22 16 7
Eucalyptus jeune 4 60 6 4
Chêne-liège 12 15 68 30
Soinu 1 3 10 59
Exactitude globale dela classification: 68 %
Erreur totale de la classification t 32 %
Tableau 6.2 Matrice de confusion de la classification dirigée du maximum de
vraisemblance (zone de Mamora)
Eucalyptus Eucalyptus Chêne- Sol nu
Classe
âgé (¾) jeune (%) liège (¾) (%)
Eucalyptus âgé 74 6 8 2
Eucalyptus jeune 7 71 7 2
Chêne-liège 18 21 80 45
Soinu 1 2 5 51
Exactitude globale de la classffication: 74 ¾
Erreur totale de la classification: 26 %
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présentent des exactitudes inférieures à 74 ¾. Comme pour l’algorithme Isodata,
l’algorithme du maximum de vraisemblance a dormé plusieurs pixels isolés. Cela est
dû à l’absence de l’apport du contexte spatial utilisant l’information du voisinage.
6.3.3 Application des algorithmes SEM et 1CM-1 avant
la modification
L’algorithme SEM est un algorithme d’initialisation de la classification. E
permet l’estimation de la probabilité a priori de chaque classe, de la moyenne et de la
variance utilisées dans le cas de la densité conditionnelle de forme gaussienne. Cet
algorithme a été appliqué à l’image de Mamora. Son résultat est présenté sur la figure
6.6 avec un nombre de classes égal à quatre. L’algorithme SEM est un algorithme moins
coûteux en temps de calcul. Le traitement d’une image de 256 par 256 pixels est effectué
dans un temps de 15 min 28 s, avec un nombre de 12 itérations sur station Unix (IBM RISC
6000). Notons que cet algorithme n’est pas encore dans une version optimale sur le plan
informatique. Cela explique le temps élevé pour une imagette de 256 par 256 pixels.
L’analyse qualitative du résultat de l’algorithme SEM montre que toutes les
classes sont complètement mélangées avec une abondance de pixels isolés. L’analyse
quantitative du résultat de SEM montre que l’exactitude globale de la classification
est assez faible. Elle est de l’ordre de 58 ¾. La matrice de confusion montre des
confusions entre l’eucalyptus jeune et l’eucalyptus âgé, et entre le chêne-liège et le
sol nu (tableau 6.3). L’utilisation du résultat de SEM dans l’initialisation peut par
conséquent influencer les résultats des algorithmes de classification markovienne.
À titre de comparaison, l’algorithme 1CM-1 avant la modification a été
appliqué à l’image de Mamora. Le résultat de cet algorithme est représenté à la
figure 6.7. L’analyse qualitative du résultat de l’algorithme 1CM-1 montre qu’il y a
une amélioration par rapport aux autres méthodes conventionnelles
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(maximum de vraisemblance, Isodata et SEM). L’exactitude globale du résultat de
l’algorithme 1CM-1 est de 76 % (tableau 6.4). L’eucalyptus jeune a présenté une
exactitude de 83 % et les autres classes ont des exactitudes entre 70 et 77 ¾.
Cependant, il est possible de constater que l’algorithme 1CM-1 est sensible à
toutes discontinuités à l’intérieur de chaque zone classée. De plus, il n’y a pas de
préservation des contours principaux. Cela est dû à l’effet du modèle de fonction
d’énergie utilisé dans l’algorithme 1CM-1.
6.3.4 Conclusion partielle
Les résultats des algorithmes conventionnels (maximum de vraisemblance,
Isodata, SEM et 1CM-1) sont comparés à la carte de réalité de terrain pour générer
des matrices de confusion et évaluer l’exactitude des classifications. Il a été possible
de constater que le fait d’utiliser le contexte du voisinage dans l’algorithme 1CM-1 a
amélioré l’exactitude de la classification par rapport aux autres algorithmes
conventionnels. Cependant, l’algorithme 1CM-1 a introduit trop de lissage et n’a pas
préservé les discontinuités. Faisant suite à cette application et aux analyses qui en
découlent, le prochain chapitre montrera essentiellement l’apport des nouvelles













Figure 6.6 Résultat de la classification de Mamora obtenue à l’aide de
l’algorithme SEM
Figure 6.7 Résultat de la classification markovienne obtenue à l’aide de
l’algorithme 1CM-1
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Tableau 6.3 Matrice de confusion de la classification non dirigée par SEM
(zone de Mamora)
Eucalyptus Eucalyptus Chêne- Sol nu
Classe
âgé (%) jeune (%) liège (%) (%)
Eucalyptus âgé 69 12 4 2
Eucalyptus jeune 25 54 26 4
Chêne-liège 5 31 54 20
Soinu 1 3 16 74
Exactitude globale de la classification: 58 %
Erreur totale de la classification : 42 %
Tableau 6.4 Matrice de confusion de la classification markovienne par 1CM-1
(zone de Mamora)
Eucalyptus Eucalyptus Chêne- Sol nu
Classe
âgé (%) jeune (%) liège (¾) (¾)
Eucalyptus âgé 77 6 2 1
Eucalyptus jeune 17 83 20 3
Chêne-liège 5 10 73 26
Solnu 1 1 5 70
Exactitude globale de la classification: 76 %
Erreur totale de la classification: 24 %
$0




L’objectif de l’application de l’algorithme 1CM-2 vise à tester l’adaptation de
la classification markovienne aux images satellitaires. L’application de cet
algorithme permettra de choisir la meilleure fonction d’énergie parmi celles
proposées dans les sections 4.2 et 4.3. La principale image utilisée pour tester
l’algorithme 1CM-2 est l’image forestière de Mamora dont la dimension est de 256
par 256 pixels. Cette image provient du satellite SPOT et est composée de 3 canaux.
Le niveau de gris des pixels dans chaque canal est codé en 8 bits et varie entre O et
255. Les caractéristiques de la zone de Mamora sont décrites dans la section 6.1. Les
différentes classes de cette zone sont constituées d’eucalyptus jeunes, d’eucalyptus
âgés, de chênes-liège et de sol nu.
Dans ce chapitre, la performance de l’algorithme 1CM-2 est examinée sur
l’image de Mamora. Dans un premier temps, il y aura une présentation des résultats
et des analyses de l’ensemble des modifications apportées à cet algorithme. Les
résultats et les analyses sont présentés d’une part, par rapport aux fonctions
d’énergie et, d’autre part, par rapport aux deux méthodes introduisant les
caractéristiques spectrales de chaque classe. Dans un deuxième temps, l’apport de
l’analyse pyramidale sur l’algorithme 1CM-2 est étudié. Finalement, ce chapitre se
termine par une étude comparative entre les résultats de l’algorithme 1CM-2 et ceux
des algorithmes conventionnels de classffication. Les critères de comparaison sont
basés sur la qualité de la classification (pourcentage d’erreur), le temps de calcul et
la forme des objets.
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7.2 Application et analyse des résultats de l’algorithme 1CM-2
7.2.1 Résultats et analyses des fonctions d’énergie
L’algorithme 1CM-2 a été appliqué à l’image de Mamora en choisissant
consécutivement les différents modèles de fonction d’énergie proposés dans les
sections 4.2 et 4.3. Les fonctions d’énergie sont composées de quatre modèles
simples de lissage E2’E2E23etE2 et de deux modèles complexes
préservant les discontinuités E25 et E26. Les résultats de l’application de
l’algorithme 1CM-2, utilisant les troisième et sixième modèles de
fonction d’énergie E23 et E26, sont présentés à titre d’exemples sur les figures
7.1 et 7.2. Les pourcentages d’erreur des résultats de la classification, obtenus en
appliquant l’ensemble des modèles de fonctions d’énergie à l’image, sont présentés
au tableau 7.1. Ces pourcentages d’erreur dépendent du type de paramètre le
paramètre f3 de régularisation du lissage utilisé dans toutes les fonctions et le
paramètre y de régularisation de pénalité utilisé dans le cas des fonctions préservant
les discontinuités (E25 et E). Les paramètres optimaux permettant d’arriver à un
résultat plus précis sont déterminés d’une manière expérimentale. Le choix de ces
paramètres sera discuté dans la section suivante.
Afin d’analyser les résultats des fonctions d’énergie, une étude comparative a
été effectuée en se basant sur les pourcentages d’erreur obtenus pour chaque
fonction. La première comparaison a été effectuée entre les résultats des
différents modèles d’homogénéité (E2, E22 E2, et E24 de la section 4.2). Or, il est
possible de constater que la troisième fonctionE2, est plus précise que les autres






Figure 7.2 Résultat de la classification markovienne obtenue à l’aide de
l’algorithme 1CM-2 par la sixième fonction de préservation
des discontinuités E2
Figure 7.1 Résultat de la classification markovienne de Mamora obtenue à l’aide








Tableau 7.1 Résultats des différents modèles de fonction d’énergie:
pourcentage d’erreur et paramètres de lissage et de pénalité
Fonction Paramètre de lissage Paramètre de pénalité ¾ d’erreur
-Y
E2, 1 --- 29
E2, 1 --- 26
E2, 1 --- 24
E24 1 37
E2, 0,2 6 22
E26 0,2 10 20
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Cependant, l’analyse qualitative de ce résultat montre que la fonction E2,
introduit d’une part trop de lissage et, d’autre part, une perte de discontinuité
(figure 7.1). Les classes de chênes-liège, d’eucalyptus jeunes et d’eucalyptus âgés
sont bien discriminées. Notons aussi une bonne discrimination entre le sol nu et le
chêne-liège qui sont généralement confondus par les autres algorithmes
conventionnels. L’analyse quantitative du résultat de 1CM-2 par la fonction E2,
montre une exactitude globale de 76 ¾ (24 % d’erreur) et une exactitude de 87 ¾
pour la classe chêne-liège (tableau 7.2).
Une deuxième comparaison a été effectuée entre les résultats des fonctions
d’énergie conservant les discontinuités (fonctions E2, et E2, de la section 4.3.2). Le
modèle de la sixième fonction E26, qui introduit un poids pour chaque type de
discontinuité, est supérieur au modèle de la cinquième fonction d’énergie E25. Cela
peut sexpliquer par le relativement faible pourcentage d’erreur (20 %), obtenu lors
de la classification markovienne de la zone de Mamora utilisant la fonction E26. De
plus, le résultat de ce modèle E26 est caractérisé d’une part par la préservation des
principales discontinuités et, d’autre part, par une homogénéité à l’intérieur de
chaque classe (figure 7.2). Sur ce résultat, il est effectivement possible d’observer une
préservation des contours des limites des zones frontières et des contours du réseau
routier ainsi qu’un lissage des différents bruits à l’intérieur des classes.
L’analyse qualitative du résultat de 1CM-2 avec la fonction E26 montre que
toutes les classes de la zone de Mamora sont bien discriminées. Il y a une
préservation des contours et il n’existe pas trop de lissage. Le résultat obtenu est
plus proche de la réalité de terrain. Quantitativement, les classes d’eucalyptus
jeunes et de chênes-liège présentent des exactitudes de 84 et 60 % respectivement
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(tableau 7.3). Il existe moins de confusion par comparaison aux autres résultats des
algorithmes conventionnels. L’exactitude globale est de 80 ¾ (20 % d’erreur). Le sol
nu et l’eucalyptus âgé, qui sont presque toujours confondus par les autres
algorithmes, sont ici très bien discriminés.
Une comparaison est effectuée entre le résultat de la troisième fonction
d’homogénéité (E23) et celui de la sixième fonction de préservation des
discontinuités (E26) discutées ci-dessus. Cette comparaison a permis de conclure
que le résultat de l’algorithme 1CM-2 par le modèle de préservation de discontinuité
E26 est le plus robuste. Cela peut s’expliquer par la présence de lissage (zones
homogènes), la préservation des discontinuités (contours significatifs) et le faible
pourcentage d’erreur. Le meilleur résultat de l’algorithme 1CM-2, utilisant la
fonction E26, est obtenu grâce à l’utilisation du champ de ligne et du poids affecté à
chaque type de discontinuité. Lorsque le champ de ligne n’est pas utilisé dans cette
fonction (en remplaçant h=0 et v=0 dans les équations 4.11 et 4.13 de la section
4.1.2.b), le résultat de l’algorithme 1CM-2 ne montre ni lissage ni préservation des
contours. Le résultat du test ressemble aux résultats des algorithmes non contextuels
tels que ceux du maximum de vraisemblance et Isodata dont les résultats sont
présentés dans les figures 6.4 et 6.5 de la section 6.3.
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Tableau 7.2 Matrice de confusion de l’algorithme 1CM-2 avec la troisième
fonction de lissage E2, (zone de Mamora)
Eucalyptus âgé Eucalyptus Chêne-liège Sol nu
Classe
(¾) jeune (%) (%) (%)
Eucalyptus âgé 74 4 1 2
Eucalyptus jeune 18 69 4 1
Chêne-liège 7 22 87 31
Soinu 1 5 7 66
Exactitude globale de la classification: 76 ¾
Erreur totale de la classification: 24 ¾
Tableau 7.3 Matrice de confusion de l’algorithme 1CM-2 avec la sixième
fonction de préservation des discontinuités E1 (zone de Mamora)
Eucalyptus âgé Eucalyptus Chêne-liège Sol nu
Classe
(%) jeune (%) (%) (%)
Eucalyptus âgé 72 3 1 1
Eucalyptus jeune 18 84 $ $
Chêne-liège 10 12 80 15
Soinu 0 1 11 76
Exactitude globale de la classification: 80 ¾
Erreur totale de la classification: 20 %
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7.2.2. Effet de variation des paramètres t3 et y sur la fonction d’énergie
L’exactitude de la classification markovienne utilisant la sixième fonction
d’énergie E26 dépend du choix du paramètre de lissage f3 et du facteur de pénalité
Le paramètre f3 correspond au facteur de régularisation de l’homogénéité, alors que
le paramètre y correspond au coût à payer pour préserver une discontinuité. La
détermination de ces paramètres est effectuée à l’aide d’une étude expérimentale.
Les résultats de l’étude expérimentale sur la variation des paramètres sont
présentés dans les figures 7.3 et 7.4. L’analyse de la figure 7.3 permet de constater
que le plus faible pourcentage d’erreur de classification (20 ¾) est obtenu lorsque la
valeur de f3 est égale à 0,2 (figure 7.3). Ce résultat est obtenu en fixant le paramètre y
de pénalité et le seuil d’arrêt de la classification (section 7.2.3). En analysant la
courbe de variation de y représentée sur la figure 7.4, il est possible de constater que
le plus faible pourcentage d’erreur est obtenu lorsque y est égal à la valeur 10. Cette
valeur est obtenue en fixant le paramètre f3 et le seuil d’arrêt de la classification.
L’augmentation du paramètre f3 correspond à une augmentation du lissage, tandis
que le choix d’une valeur y différente de 10 permet de réduire la préservation des
contours. En ce qui concerne les paramètres de la cinquième fonction E25, une
même démarche de variation a été adoptée et les paramètres obtenus sont f3 = 0,2 et
y =6.
7.2.3 Effet du seuil d’arrêt sur l’algorithme 1CM-2
La classification markovienne utilisant l’algorithme 1CM-2 dépend aussi du
choix du seuil d’arrêt de la classification. Ce seuil correspond au nombre de
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Figure 7.3 Représentation de l’effet de la variation du paramètre de lissage f3
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Figure 7.4 Représentation de l’effet de la variation du paramètre de pénalité y
sur les pourcentages d’erreur des fonctions E25 et E
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être égal à 10 ¾ du nombre des pixels de l’image (Pappas, 1992). Dans la présente
recherche, une étude expérimentale a été effectuée afin de déterminer ce seuil et le
résultat est présenté à la figure 7.5. En choisissant une grande variété de seuils
variant entre O et 6000, il est possible de constater que le meilleur résultat de
l’algorithme 1CM-2 par la sixième fonction E26 est obtenu avec un seuil égal à 1000.
Ce seuil correspond à 2 ¾ du nombre de pixels de l’image. Or, il a été constaté aussi
que plus le seuil est petit, plus le pourcentage d’erreur de classification est faible, de
même qu’au-delà d’une certaine limite de ce seuil (1000 dans le cas
présent), le pourcentage d’erreur de l’algorithme 1CM-2 est presque constant.
7.2.4 Résultats et analyses des méthodes d’utilisation des caractéristiques
spectrales des classes dans le calcul d’énergie
Dans la modification de l’algorithme 1CM, les caractéristiques spectrales de
chaque classe ont été introduites dans les fonctions d’énergie. Ces caractéristiques
sont composées de la moyenne et de la variance de chaque classe obtenue à partir de
l’ensemble des canaux de l’image satellitaire. Les deux méthodes introduisant les
caractéristiques spectrales de chaque classe sont présentées dans la section 4.4. Ces
méthodes sont: la méthode de la moyenne arithmétique et la méthode de la
moyenne pondérée. L’objectif principal de ces méthodes est de changer les valeurs
des étiquettes données lors de la classification initiale par des valeurs plus
appropriées.
Les résultats de l’application de l’algorithme 1CM-2 utilisant ces deux
méthodes sont présentés dans le tableau 7.4. Les pourcentages d’erreur obtenus
dépendent des méthodes de codage caractérisant les classes et des nouvelles
fonctions d’énergie introduites dans l’algorithme 1CM. L’analyse de ces
pourcentages d’erreur permet de constater que la méthode de la moyenne pondérée
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donne les résultats les plus précis comparativement à la méthode de la moyenne
arithmétique. La méthode de la moyenne pondérée introduit la relation entre les
canaux en utilisant les moyennes et les variances de chaque classe.
En conclusion, les modifications apportées à l’algorithme 1CM sont d’une
part, l’utilisation d’une série de fonctions d’énergie et, d’autre part, l’incorporation
des caractéristiques spectrales des classes dans les fonctions d’énergie. La sixième
fonction d’énergie permet le lissage du champ des classes tout en préservant les
discontinuités et favorise la création de lignes dans les directions perpendiculaires
au gradient du champ des classes. La méthode de la moyenne pondérée a donné de
meilleurs résultats par rapport à la méthode de la moyenne arithmétique. Cela
s’explique par le fait qu’elle permet d’introduire les moyennes de chaque classe et
de tenir compte des relations entre les canaux en utilisant les variances des classes.
7.3 Application de l’analyse pyramidale à l’algorithme 1CM-2:
résultats et analyses
Le contexte pyramidal de l’algorithme 1CM-2 a été appliqué afin de réduire le
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Figure 7.5 Représentation de l’effet de seuil sur les pourcentages d’erreur de
la fonction E26
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Tableau 7.4 Pourcentage d’erreur des deux méthodes introduisant des
caractéristiques spectrales des classes dans les fonctions d’énergie
Fonction Moyenne arithmétique Moyenne pondérée














* ICM-2-P-F-Burt: algorithme 1CM-2 pyramidal utilisant le filtre de Burt.
* ICM-2-P-F-Meyer: algorithme 1CM-2 pyramidal utilisant le filtre de Meyer.
* ICM-2-PO-F-Daubechies: algorithme 1CM-2 pyramidal par ondelettes
utilisant les filtres de Daubechies.
Les principales étapes de fonctionnement de ces algorithmes sont décrites
dans les sections 5.2 et 5.3. Les paramètres de classification sont choisis comme suit:
- Tous les algorithmes sont initialisés par une image classifiée obtenue par
12 itérations en utilisant l’algorithme SEM;
- En utilisant la sixième fonction d’énergie E26, le paramètre 3 est fixé à 0,2 et
le paramètre y est fixé à 10;
- Pour les algorithmes pyramidaux, le nombre de niveaux des pyramides est
fixé à trois puisque les images utilisées dans notre application ont un nombre
restreint de lignes et de colonnes
Les éléments déterminés sont les suivants:
* Iter I : le nombre d’itérations effectuées sur le niveau I de la pyramide.
* Iter Equi: le nombre d’itérations équivalentes effectuées par un
algorithme pyramidal ramené à la résolution de l’image
originale. Le mode de calcul de Iter Equi est le suivant
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Pour un algorithme pyramidal sans ondelette:
Iter Equi = Iter 2 / 16 + Iter 1 / 4 + Iter O
où
Iter O = nombre d’itérations effectuées sur le niveau O de
la pyramide (niveau original);
Iter 1 = nombre d’itérations effectuées sur le niveau 1 de
la pyramide (niveau intermédiaire);
Iter 2 = nombre d’itérations effectuées sur le niveau 2 de
la pyramide (niveau inférieur);
La constante 4 correspond au facteur de réduction du nombre
de pixels entre le niveau O et le niveau 1.
La constante 16 correspond au facteur de réduction du nombre
de pixels entre le niveau O et le niveau 2.
Pour un algorithme pyramidal par ondelettes (supposant que 40 ¾ des
pixels ne sont pas considérés aux niveaux 1 et 0), l’algorithme se
présentera ainsi:
Iter Equi = Iter 2 / 16 + Iter 1 / 4 * 0,6+ Iter O * 0,6
La constante 0,6 correspond à 60 ¾ des pixels considérés aux niveaux O et 1.
* Tps Cpu: temps CPU pris pour l’exécution du programme. Dans le cas des
algorithmes pyramidaux, il inclut le temps de construction des pyramides. Ce
temps permet de donner une idée générale sur la rapidité des algorithmes et,
surtout, il permet de comparer objectivement les algorithmes entre eux;
* % Erreur : pourcentage d’erreur de la classification.
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Les résultats de ces algorithmes sont présentés sur les figures 7.6, 7.7, 7.8 et
7.9 et les tableaux 7.5, 7.6 et 7.7. Le tableau 7.8 montre le pourcentage d’erreur et le
temps de traitement de chaque algorithme.
L’analyse qualitative du résultat de l’algorithme ICM-2-P-F-Burt montre que
les trois classes eucalyptus âgé, eucalyptus jeune et chêne-liège sont bien identifiées,
alors que le sol nu est confondu avec le chêne-liège (figure 7.6). Il y a une disparition
de quelques contours. Cela peut être dû à l’effet de filtrage et de sous-
échantillonnage. L’analyse qualitative du résultat de l’algorithme ICM-2-P-F-Burt
montre une exactitude globale de l’ordre de 78 % (tableau 7.5).
L’analyse qualitative du résultat d’ICM-2-P-F-Meyer montre une confusion
entre le chêne-liège, l’eucalyptus âgé et l’eucalyptus jeune (figure 7.7) et une
disparition du réseau routier facilement détectée par 1CM-2 sans analyse
pyramidale. L’analyse quantitative du résultat de l’algorithme ICM-2-P-F-Meyer
montre que la classe sol nu a une faible exactitude de 31 % (tableau 7.6).
L’exactitude globale de l’ensemble des classes est de 76 %.
L’analyse qualitative du résultat de l’algorithme ICM-2-PO-F-Daubechies
montre qu’il y a une très grande confusion entre l’eucalyptus jeune et l’eucalyptus
âgé et une confusion entre le chêne-liège et le sol nu (figure 7.8). Le réseau routier
n’est pas détecté. L’analyse quantitative montre que les classes eucalyptus âgé et
eucalyptus jeune ont des exactitudes de 64 et 72 % respectivement, alors que la
classe sol nu présente une exactitude faible de 41 ¾ (tableau 7.7).
À la suite de l’analyse, une comparaison des résultats des algorithmes
pyramidaux a été effectuée et le meilleur de ces résultats a ensuite été comparé avec
l’algorithme 1CM-2 sans analyse pyramidale (figure 7.2). La comparaison est basée
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sur les critères suivants: le pourcentage d’erreur de la classification par rapport à la
réalité de terrain, le temps de traitement et la qualité de la forme des objets.
Les algorithmes 1CM-2 pyramidaux sont sensiblement équivalents du point
de vue du temps de calcul, avec toutefois un petit avantage en rapidité pour
l’algorithme ICM-2-PO-F-Daubechies, qui converge avec un nombre inférieur
d’itérations (tableau 7.8). L’algorithme ICM-2-PO-F-Daubechies donne le meilleur
temps de traitement (7 min 23 s). Par contre, il n’a pas fourni de bons résultats sur
les plans qualitatif et quantitatif, car l’information de contour est très imprécise et
non raffinée (figure 7.8). Cela peut être dû aux effets de filtrage et de sous-
échantillonnage introduits dans l’analyse pyramidale. Ces effets peuvent nuire
à l’exactitude de la préservation des contours.
Le résultat de l’algorithme ICM-2-P-F-Burt (figure 7.6) s’avère meilleur par
rapport à ceux des autres algorithmes de classification markovienne pyramidale
(ICM-2-P-f-Meyer et ICM-2-PO-F-Daubechies (figures 7.7 et 7.8) puisque la forme
des objets est davantage conservée et le pourcentage d’erreur est réduit. En
comparant ICM-2-P-f-Burt à l’algorithme 1CM-2 sans analyse pyramidale (figure
7.2), nous concluons que l’algorithme 1CM-2 pyramidal utilisant le filtre de Burt
reste plus proche, du point de vue de la qualité, de l’algorithme 1CM-2.
Globalement, les résultats permettent de constater que les différences de
rapidité entre les algorithmes 1CM-2 pyramidaux et l’algorithme 1CM-2 sans analyse
pyramidale sont de l’ordre de 50 ¾. Généralement, moins de 8 itérations sont
obtenues lorsque l’analyse pyramidale est utilisée, alors que sans l’analyse
pyramidale, l’algorithme 1CM-2 converge après 28 itérations. Cependant, cette
pénalité en temps de calcul est compensée par une qualité supérieure du résultat de
la classification de l’image sur le plan spatial.
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En conclusion, l’application de l’algorithme 1CM-2 à l’image satellitaire de
Mamora indique une exactitude accrue de la classification en réduisant le
pourcentage d’erreur de 42 à 20 %, alors que l’adaptation de l’analyse pyramidale à
cet algorithme a permis de réduire le temps de traitement de 17 min 31 s à 9 min 14
s, soit un gain en terme de temps de l’ordre de 50 ¾. Autrement dit, l’application
de la classification markovienne pyramidale aux images de télédétection est













Figure 7.6 Résultat de l’algorithme ICM-2-P-F-Burt






Figure 7.8 Résultat de l’algorithme ICM-2-PO-F-Daubechies
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Tableau 7.5 Matrice de confusion de l’algorithme ICM-2-P-F-Burt par la
sixième fonction de préservation des discontinuités E26 (zone de
Mamora)
Eucalyptus Eucalyptus Chêne- Sol nu
Classe
âgé (%) jeune (%) liège (%) (¾)
Eucalyptus âgé 73 5 4 2
Eucalyptus jeune 19 86 12 9
Chêne-liège 8 8 80 49
Solnu 0 1 4 40
Exactitude de la classification: 78 ¾
Erreur totale de la classification : 22 ¾
Tableau 7.6 Matrice de confusion de l’algorithme 1CM-2-P-f-Meyer par la
sixième fonction de préservation des discontinuités E26 (zone de
Mamora)
Eucalyptus Eucalyptus Chêne- Sol nu
Classe
âgé (¾) jeune (¾) liège (¾) (%)
Eucalyptus âgé 81 7 5 2
Eucalyptus jeune 10 79 14 3
Chêne-liège 9 12 78 M
Solnu 0 2 3 31
Exactitude de la classification: 76 ¾
Erreur totale de la classification: 24 %
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Tableau 7.7 Matrice de confusion de l’algorithme ICM-2-PO-f-Daubechies
par la sixième fonction de préservation des discontinuités E26
(zone de Mamora)
Eucalyptus Eucalyptus Chêne- Sol nu
Classe
âgé (¾) jeune (%) liège (%) (¾)
Eucalyptus âgé 64 5 3 3
Eucalyptus jeune 28 72 13 9
Chêne-liège 6 22 81 47
Soinu 2 1 3 41
Exactitude de la classification: 72 %
Erreur totale de la classification: 2$ %
Tableau 7.8 Comparaison des différents algorithmes de classification markovienne
pyramidale (zone de Mamora)
Algorithme Iter niv -2 Iter niv-1 Iter niv-O Iter Egui Tps CPU ¾ d’erreur
1CM-2 ---- —-- —- 28 17 min 31 s 20
ICM-2-P-F-Burt 4 4 7 8,3 9 min 14 s 22
1CM-2-P-F-Meyer 3 6 7 7,6 $ min 46 s 24
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Figure 7.9 Comparaison des pourcentages d’erreur des différents algorithmes
de classification markovienne pyramidale (zone de Mamora)
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7.4 Étude comparative entre les résultats de l’algorithme 1CM-2
et ceux des algorithmes de classification conventionnels
Une étude comparative a été effectuée entre les résultats de l’algorithme
1CM-2 et ceux des algorithmes de classification conventionnels. L’objectif de cette
étude est de déterminer l’algorithme le plus efficace du point de vue exactitude et
rapidité. Les algorithmes de classification markovienne choisis pour cette
comparaison sont l’algorithme 1CM-2 et l’algorithme ICM-2-P-F-Burt. Ces deux
algorithmes utilisent la sixième fonction d’énergie (E2j, préservant les
discontinuités lors de la classification markovienne. Les algorithmes conventionnels
sont: l’algorithme du maximum de vraisemblance dirigé, l’algorithme Isodata non
dirigé, l’algorithme 1CM et l’algorithme SEM d’initialisation.
L’étude comparative a été effectuée en se basant sur les critères suivants:
l’exactitude de la classification, la qualité de la forme des objets et le temps Je
traitement. L’exactitude de la classification de chaque algorithme est liée au
pourcentage d’erreur obtenu par comparaison avec la réalité de terrain.
7.4.1 Comparaison de la qualité des résultats de l’algorithme 1CM-2 par
rapport aux résultats des algorithmes conventionnels
Le résultat de cette étude est résumé au tableau 7.9 et à la figure 7.10. Ce
résultat fait ressortir les points suivants:
1) Les résultats du maximum de vraisemblance, Isodata et SEM sont
caractérisés par une qualité inférieure par rapport à l’algorithme 1CM-2. Le
pourcentage d’erreur du maximum de vraisemblance est de l’ordre de 26 ¾,
alors que ceux d’Isodata et de SEM sont respectivement de l’ordre de 32 et
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41%. Ces pourcentages d’erreur élevés sont dus à la nature du problème de
reconstruction en supposant que la probabilité a priori est la même pour
toutes les classes. Les résultats de ces algorithmes (figures 6.4, 6.5 et 6.6)
(section 6.3) ne présentent ni d’homogénéité à l’intérieur des classes, ni de
préservation des contours les plus importants. Ces résultats sont considérés
comme bruités étant donné que les algorithmes n’utilisent ni l’information du
voisinage, ni la distribution de Gibbs afin de calculer la probabilité a priori.
2) L’algorithme 1CM-1 présente un pourcentage d’erreur de l’ordre de
24 %. Le résultat de cet algorithme représente une variété de contours en plus
des pixels isolés (figure 6.7). Il ne présente pas une bonne homogénéité à
l’intérieur de chaque zone. En comparant le résultat de cet algorithme avec le
résultat de l’algorithme 1CM-2, utilisant la sixième fonction d’énergie E26, il
est possible de constater que ce dernier est plus précis et plus long que
l’algorithme 1CM-1. Cette constatation est évidente puisque dans un choix des
fonctions d’énergie, le dilemme entre le temps de calcul et l’exactitude de la
classification existe toujours. Autrement dit, il s’agit du compromis à faire
entre, d’une part, l’exactitude en utilisant un modèle complexe et lent et,
d’autre part, la rapidité de traitement en utilisant un modèle plus simple
mais moins précis.
3) L’algorithme 1CM-2 donne de bons résultats par rapport aux
algorithmes conventionnels. Le pourcentage d’erreur de la classification de cet
algorithme est de 20 ¾. Cet algorithme présente l’avantage de l’homogénéité
à l’intérieur de chaque zone avec une bonne préservation des discontinuités.
Cependant, il présente l’inconvénient du temps de calcul plus élevé. Cela
provient de la complexité de la fonction d’énergie.
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4) L’algorithme 1CM pyramidal utilisant le filtre de Burt est plus rapide que
les autres algorithmes de classification markovienne. De plus, cet algorithme
présente une bonne homogénéité à l’intérieur des zones malgré la disparition
de quelques contours (figure 7.6) due à l’opération d’échantillonnage
effectuée lors de la construction des pyramides. Cette dernière opération
introduit une perte d’information.
En conclusion, l’analyse qualitative des résultats obtenus montre que
l’algorithme 1CM-2 est le seul algorithme qui a discriminé toutes les classes avec
moins de confusion. L’exactitude globale du résultat de l’algorithme 1CM-2 est de 80
%. On peut également conclure que l’algorithme 1CM-2-P-F-Burt a aussi montré une
bonne performance. Cependant, il a perdu quelques contours. Cela peut être dû à
l’effet de filtrage et de sous-échantillonnage utilisé lors de la
construction de la pyramide.
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Algorithme Eucalyptus Eucalyptus Chêne-liège Sol nu Exactitude ¾
âgé (%) jeune (%) (¾) (%) globale (%) d’erreur
MDV 74 71 80 51 74 26
ISODATA 83 60 68 59 68 32
1CM-1 77 83 73 70 76 24
1CM-2 72 84 $0 76 80 20

















figure 7.10 Comparaison des pourcentages d’erreur des différents algorithmes de
classification markovienne pyramidale et de classification
conventionnelle (zone de Mamora)
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7.4.2 Comparaison de la rapidité de l’algorithme 1CM-2 par rapport
aux algorithmes conventionnels
Le tableau 7.10 résume les temps de calcul nécessaires pour les différents
algorithmes de classification markovienne et conventionnelle pour la zone de
Mamora. Avant de commencer la comparaison des temps de traitement, il est
nécessaire d’ajouter le temps du choix des sites d’échantillonnage de 20 minutes au
temps CPU de l’algorithme du MDV qui est de 5 minutes. En appliquant cette
opération, l’algorithme MDV apparaît le plus lent par rapport aux autres
algorithmes.
La comparaison des temps de calcul des algorithmes conventionnels Isodata
et SEM avec celui de l’algorithme 1CM-2 permet de constater que les premiers
restent les plus rapides. Cela est dû à la simplicité de leurs modèles mathématiques.
Toutefois, les algorithmes Isodata et SEM sont moins précis que les autres
algorithmes de classification.
En comparant les temps de traitement requis par les algorithmes de
classification markovienne entre eux (1CM-1, 1CM-2 et ICM-2-P-F-Burt), l’algorithme
1CM-2-P-f-Burt est le plus rapide. Le temps mis par ICM-2-P-F-Burt est de 9 min 14
s (tableau 7.10). La rapidité de cet algorithme est due à l’effet de l’analyse
pyramidale qui a entraîné une réduction du volume de données à traiter.
Conclusion: l’algorithme 1CM-2, qui incorpore les contraintes spatiales et la
préservation des discontinuités, est supérieur aux algorithmes conventionnels. De
plus, l’algorithme 1CM-2 est meilleur à l’algorithme 1CM-1. Autrement dit, les
résultats expérimentaux obtenus sur des images satellitaires indiquent que
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Tableau 7.10 Temps de CPU et pourcentages d’erreur des différents
algorithmes de classification markovienne pyramidale
et de classification conventionnelle (zone de Mamora)
Algorithme MDV ISODATA 1CM-1 1CM-2 1CM-2-P-F-
Burt
Temps de CPU 5 min 6 min 46 s 15 min 28 s 17 min 31 s 9 min 14 s
% d’erreur 26 32 24 20 22
109
la performance de l’algorithme 1CM-2 est supérieure aux résultats de l’algorithme
1CM-1 et ceux des méthodes conventionnelles.
7.5 Validation de l’algorithme 1CM-2 sur d’autres images
En plus de l’image de base de Mamora, l’algorithme 1CM-2 a été testé sur
d’autres images sélectionnées en tenant compte de leur nombre de classes, de leur
hétérogénéité et de la présence de contours de leurs classes. Les images utilisées
dans la validation sont:
* l’image de Gharb: une image « agricole » d’un secteur situé au nord ouest
du Maroc. Cette image présente les classes suivantes : betterave à sucre,
canne à sucre, céréales et sol nu.
* l’image de Matagami : une image forestière d’un secteur situé dans la
province de Québec. Cette image présente les classes suivantes: marécages,
conifères, feuillus et coupes forestières totales.
Les images utilisées dans la validation sont accompagnées de leur réalité de
terrain afin de déterminer le degré de confiance de l’algorithme 1CM-2. Les données
in-situ relative à ces images sont décrites dans la section 6.2.
Les résultats de la validation de l’algorithme 1CM-2, utilisant les images de
Gharb et de Matagami, sont présentés dans les annexes C et D. Ces annexes
contiennent aussi les résultats des algorithmes conventionnels de classification
(MDV, Isodata, SEM et 1CM-1). L’analyse des résultats de la classification des
images de Gharb et de Matagami a permis de constater que l’algorithme 1CM-2 reste
l’algorithme le plus précis par rapport aux algorithmes de comparaison. De plus,
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l’analyse pyramidale permet d’assurer un gain en temps de 50 ¾. Le résultat de
l’algorithme 1CM-l présente toujours le problème des pixels isolés et celui de la
séparation des surfaces d’intensité uniforme. Par contre, l’algorithme 1CM-2 donne
une classification supérieure en introduisant une homogénéité au champ des classes
et en préservant les discontinuités des contours.
La validation des paramètres de lissage et de pénalité a aussi été effectuée sur
les images de Gharb et de Matagami (Annexes C et D). Les résultats de la validation
de ces paramètres montrent que les valeurs des paramètres f3=0,2 et ‘y=lO de la
sixième fonction E26 sont des valeurs robustes permettant de donner le plus faible
pourcentage d’erreur dans la classification des deux images en utilisant l’algorithme
1CM-2.
L’algorithme 1CM-2 est testé aussi sur une image radar représentant une zone
agricole. Cette image est caractérisée par une présence accentuée de chatoiement. Le
résultat de la classification de l’image radar n’est pas satisfaisant. Cela est dû d’une
part, à l’abondance du chatoiement, caractéristique de l’imagerie radar, et d’autre
part, au modèle gaussien utilisé dans le calcul des probabilités conditionnelles. Afin
d’améliorer l’exactitude de la classification de l’image radar, il est recommandé
d’introduire la distribution Gamma qui cadre mieux avec l’imagerie radar au lieu de
la loi normale.
7.6 Conclusions partielles
L’algorithme 1CM-2 est méthode itérative permettant l’estimation des
caractéristiques de chaque classe et la classification des images.
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Les modifications apportées à l’algorithme 1CM sont, d’une part, l’utilisation
d’une série de fonctions d’énergie et, d’autre part, l’incorporation des
caractéristiques spectrales des classes dans les fonctions d’énergie. La sixième
fonction d’énergie est considérée importante puisqu’elle permet d’incorporer
plusieurs éléments de base utilisés pour améliorer la classification des images
satellitaires. Elle permet le lissage du champ des classes avec une préservation des
discontinuités et favorise la création des lignes dans les directions perpendiculaires
au gradient du champ des classes. La méthode de la moyenne pondérée a donné un
meilleur résultat par rapport à la méthode de la moyenne arithmétique, car elle
permet d’introduire les moyennes de chaque classe dans les fonctions d’énergie et
de tenir compte des relations entre les canaux en utilisant les variances des classes.
Pour tester la performance de l’algorithme 1CM-2 et les modifications
proposées dans cette thèse, des images satellitaires ont été utilisées. Une étude
comparative entre l’algorithme 1CM-2 et d’autres algorithmes conventionnels a été
effectuée. La performance de la classification est calculée en terme de pourcentage
d’erreur obtenu à partir des matrices de confusion. Les résultats des algorithmes
sont comparés selon un premier critère (subjectif) qui juge la qualité visuelle de la
classification et un second critère (objectif) qui quantifie le pourcentage d’erreur et
le temps de calcul.
L’algorithme 1CM-2 produit une meilleure représentation de l’image en
retenant la plupart des informations importantes. Cet algorithme a un haut taux de
succès dans la préservation des contours lors de la classification. Les principaux
avantages de l’algorithme 1CM-2 sont:
* la prise en compte des interactions locales au niveau du pixel;
* l’utilisation des processus de ligne pour la détection des contours;
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* l’incorporation d’une fonction d’énergie adaptée aux deux premiers points;
* l’obtention d’une solution déterministe plus précise par rapport aux
algorithmes de comparaison.
L’analyse des exactitudes des classifications à l’aide des différentes méthodes
permet de dire à vue d’oeil qu’il n’y a pas de différences significatives entre les taux
de bonne classification. Toutefois, l’excellente qualité des classes issues de l’ICM-2
sur le plan géométrique, constitue un avantage certain sur les autres méthodes.
En utilisant l’analyse pyramidale, l’algorithme 1CM-2-P utilisant le filtre de
Burt se caractérise par une plus grande rapidité de traitement. Plus précisément,
l’analyse pyramidale est appliquée avec succès au modèle de préservation des
contours. Cet algorithme conduit à des configurations finales proches de celles
obtenues avec l’algorithme 1CM-2, sans analyse pyramidale. L’analyse pyramidale a
permis un gain correspondant à 50 ¾ en temps de traitement.
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CONCLUSION ET RECOMMANDATIONS
* La classification markovienne est une méthode prometteuse qui
exploit la notion de voisinage et la notion de dépendance locale des pixels
voisins.
* L’adaptation de l’algorithme 1CM-2 aux images de télédétection,
tenant compte de la préservation des discontinuités, a amélioré l’exactitude
de la classification. L’algorithme 1CM-2 permet de prendre en compte des
interactions locales au niveau des pixels. Il permet l’utilisation des processus
de lignes pour la détection des contours en utilisant des fonctions d’énergie
appropriées.
* Globalement, sur l’ensemble des images réelles étudiées, l’algorithme
1CM-2, utilisant la fonction de préservation des discontinuités, fournit des
résultats proches de la réalité de terrain, car il donne le plus faible
pourcentage d’erreur des pixels et la meilleure qualité visuelle des images
classifiées en préservant les discontinuités des contours et en homogénéisant
l’intérieur de chaque zone classée. Cependant, le temps de calcul requis est
relativement plus important puisque, pour chaque pixel, il faut calculer la
fonction d’énergie et tenir compte de la pénalité préservant les principales
discontinuités.
* L’excellente qualité des classes issues de l’algorithme 1CM-2 sur le plan
géométrique, constitue un avantage certain sur les autres méthodes
conventionnelles malgré que l’analyse des exactitudes de classification des
algorithmes n’est pas significative.
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* La validation de l’algorithme 1CM-2 et des paramètres qui
permettent d’arriver à un résultat plus précis est réalisée de manière
expérimentale. Cette validation est effectuée en appliquant l’algorithme
1CM-2 sur d’autres images satellitaires.
* L’adaptation de l’analyse pyramidale à la classification markovienne
permis de réduire le temps de traitement en appliquant les opérations de
filtrage et de sous échantillonnage. L’analyse pyramidale apporte un gain de
50% sur le temps de traitement avec une réduction du pourcentage
d’exactitude.
* L’étude d’évaluation de la classification markovienne pyramidale par
rapport aux méthodes de classification conventionnelles a montré que
l’algorithme ICMP-2 est plus précis et plus rapide.
* Pour continuer la recherche, l’utilisation de l’algorithme 1CM-2
par la fonction d’énergie préservant les discontinuités est recommandée avec
une variation des paramètres f3 et ‘y à chaque itération. L’amélioration de
l’exactitude peut être obtenue en commençant par une faible valeur de f3 et ‘y,
suivie d’une augmentation à chaque itération. De même, nous
recommandons d’utiliser les cliques obliques dans la fonction d’énergie
préservant les discontinuités et de voir l’effet de ces cliques sur l’exactitude
de la classification.
* Afin de classifier les images radar par l’algorithme 1CM-2,
nous recommandons d’exploiter la loi de distribution Gamina dans la
modélisation de probabilité conditionnelle. L’information du contexte spatial
peut améliorer la classification lorsque la forme de loi conditionnelle est bien
adaptée.
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* Nous recommandons également d’opter pour une autre méthode
d’initialisation parce que l’algorithme SEM offre des résultats peu
intéressants. Il serait aussi important de choisir une nouvelle base
d’ondelettes munie d’un système de rééchantillonnage moins dommageable
sur le plan spatial.
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ÉTAPES DE L’ALGORITHME SEM
L’exactitude de l’algorithme 1CM-2 est basée sur l’image d’initialisation. Cette
image est obtenue par l’algorithme SEM (Stochastic Estimation Maximisation).
L’algorithme SEM utilise une méthode locale dans laquelle les pixels sont considérés
comme indépendants.
Les principales étapes de cet algorithme sont l’estimation des paramètres et la
classification des pixels. Les paramètres à estimer sont les paramètres de probabilité
a priori ak, ainsi que ceux de la densité de probabilité conditionnelle k moyenne et
variance de chaque classe.
L’initialisation de l’algorithme SEM s’effectue de la façon suivante:
Étape d’initialisation: on fixe un majorant K au nombre de classes et un seuil
compris entre O et 1. On choisit K classes a priori en découpant l’histogramme de
l’image et on effectue un nombre « n» d’itérations de la manière suivante:
1) On tire la valeur X. = (Os, pour tout pixel « s» de l’image S suivant la loi a
posteriori.
Étape Stochastique: on effectue un tirage aléatoire suivant une loi multinomiale. Il
s’agit d’affecter chaque pixel dans une classe suivant une loi uniforme, dans
l’intervalle (0, 1) et on compare la valeur aux différentes probabilités. La plus
proche supérieurement donne la valeur du pixel. On obtient alors une partition de
l’image en classes. Si le nombre d’éléments de la classe choisie est inférieur à N.c, N
étant le nombre total de pixel, on réinitialise l’algorithme.
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avec R : le nombre de pixel affecté dans la classe i à l’itération «n »;
R’ le nombre total de pixel dans l’image.
n+1
L’estimation des Pic s’effectue par le calcul des moyennes empiriques sur l’image
initiale classifiée par le champ des classes obtenues à l’étape précédente.
On calcule la loi a posteriori:
pn+t(X
= 03k’ . =
= pn+i
. p’(y3 i x5 =
Étape Maximisation: la classification de chaque pixel est obtenue par le critère du
maximum a posteriori en utilisant la règle de décision suivante:
Xs = (Ok <=> g. = max g.
avec g. = (Ok i y5 = y) pour tous lesO)’
= I K
On estime la moyenne /1 et la matrice de covariance A’ pour les estimateurs
classiques (moyenne et matrice decovariance empiriques):
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+1 1 card
Im = Ymcard m
- 1 a) (Ym
)t
cardm
et les probabilités t priori par les fréquences:
n+1 — card
- K
où K: nombre de classes;
n : numéro d’itération;









MÉTHODES DE CONSTRUCTION DES PYRAMIDES
Après avoir introduit le modèle architectural pyramidal et ses notations dans
la section 5.2 du chapitre V, deux méthodes de construction de pyramide, par
filtrage passe-bas et par transformée en ondelettes, sont présentées dans cette
annexe.
1. Les pyramides “PASSE-BAS”
1.1 Principe
À chaque niveau de la pyramide, correspond une version à résolution réduite
de l’image initiale contenue dans la base de la pyramide. Un niveau L÷1 de la
pyramide est construit par filtrage passe-bas du niveau L, puis un sous-
échantillonnage un pixel sur deux suivant les lignes et les colonnes, est conservé.
Dans le domaine spatial, l’opération de filtrage est caractérisée par un
masque de pondération (ou noyau générateur) W de taille F x F. Ce noyau est
convolué avec l’image du niveau L pour construire le niveau L+1.
On peut définir ce masque soit par des contraintes spatiales, soit par des
contraintes fréquentielles (Fau, 1992).
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1.2 Filtrage passe-bas défini par des contraintes spatiales
Burt (1981) définit quatre contraintes dans le domaine spatial. Ces contraintes





On conserve ainsi le domaine de variation de l’information dans l’image.
2) Symétrie:
W(m,n)= W(F—1—m,n)= W(m,K—1—n) = W(f—1—m,F—l—n)
On ne favorise aucune direction dans l’image.
3) Unimodalité:
OW(m,n)W(p,q) pourm p F12 etn q F12.
Ceci assure la présence des poids les plus forts au centre du masque.
4) Équidistribution au niveau supérieur:
F-1 F—1 ï
W(m + 2i, n + 2f) = -,- pour (m, n) = (0, 1)
m=O n=O
Tout pixel d’un niveau donné intervient pour le même poids dans la
construction d’un niveau supérieur.
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1.3 Filtrage passe-bas défini par des contraintes fréguentielles
On cherche ici à définir le filtre passe-bas idéal par rapport au sous-
échantillonnage réalisé. Soit w(f1 ,f). la transformée de Fourier du noyau W. On
veut donc:
1 pourOf1,f21/4
W (f1 f2) O pour Ï / 4 f1, f 112
Il s’agit donc d’un filtrage passe-bas rectangulaire parfait. Le but est de
perdre un minimum d’information du niveau L au niveau L+1. Ce filtre permet:
- d’éviter les phénomènes de repliement du spectre lors du sous-
échantillonnage;
- de conserver un maximum d’information dans les basses fréquences.
Dans le domaine spatial, ce filtre idéal correspond à un sinus cardinal
détendue infinie sur les lignes et les colonnes. Il n’est donc pas réalisable.
Meyer et al., (1987) propose la synthèse d’un filtre réalisable équivalent au
filtre “idéal” réalisable. La solution retenue est un filtre demi-bande séparable de
taille K=13. C’est-à-dire que l’on a:








g(5) = g(7) = 0,298
g(6) = 0.475
Le fait d’avoir un filtre demi-bande (1 coefficient sur 2 est nul) permet de
réduire le nombre d’opérations par 2 sans perte de performances fréquentielles.
Il apparaît selon Meyer et al., (1987) que ce filtre a un bon comportement
fréquentiel, au sens d’un indice de non repliement spectral et d’un indice de qualité
de filtrage dans les basses fréquences. Ainsi, il tend à préserver les contrastes, la
forme et les détails du niveau de gris.
2. La représentation par ondelettes - Analyse multirésolution par
ondelettes
La transformation en ondelettes est une branche mathématique développée
récemment pour analyser les signaux sous forme de canaux de fréquences. La
théorie de la représentation multirésolution par ondelettes a été développée par
Mallat (1989) et la démarche générale de cette approche est d’organiser l’information
de l’image en une série de détails apparaissant à différentes résolutions.
Les représentations multirésolutions consistent à faire une approximation du
signal à une résolution donnée. La différence d’information entre deux niveaux
successifs peut être extraite en décomposant le signal sur une base orthogonale
d’ondelettes. Cette décomposition définit une représentation multirésolution
orthogonale appelée représentation en ondelettes. Elle est complète et orthogonale,
c’est-à-dire qu’elle est caractérisée par l’absence de redondance et de perte
d’information. Cette décomposition peut être obtenue à l’aide d’un algorithme
pyramidal basé sur des convolutions avec des filtres miroir en quadrature.
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L’idée de pyramide ou d’analyse multirésolution par ondelettes est de
représenter les fonctions de l’espace vectoriel L2(R) par plusieurs fonctions, chacune
étant une approximation de la fonction originale à une résolution particulière. Selon
Meyer (1990), une analyse multirésolution de L2(Rj est par définition une suite
croissante de sous-espaces vectoriels V2 de L2(R”). Ces sous-espaces vectoriels ont
comme principales propriétés:
fl = O } et U V2’ donne L2(R)
La pyramide multirésolution est constituée de plusieurs niveaux de
décomposition, avec le signal d’origine au niveau O (L=0). Le niveau suivant (L+1)
est obtenu par une opération de ifitrage passe-bas. Par la suite, le signal est sous-
échantillonné par un facteur 2. Le résultat obtenu est une approximation du signal
d’origine.
L’approximation multirésolution A2’f() d’un signal f (,z) à la résolution
2’peut être effectuée à l’aide d’une fonction d’échelle a. Cette dernière est
considérée comme un filtre passe-bas et le signalA2f peut être interprété comme
un filtrage passe-bas de f(n) suivi par un échantillonnage uniforme. Cette
approximation peut être interprétée comme un produit de convolution évalué par:
A2’f(n) = f(n) *
L’opération de filtrage est caractérisée par un masque de pondération (Ou
noyau générateur) W de taille F x F. Ce noyau est convolué avec l’image du niveau
L pour construire le niveau L±1. Malheureusement, cette sorte de ifitrage introduit
une perte d’information en utilisant seulement les filtres à basses fréquences.
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Considérons maintenant la partie de l’information qui a été perdue entre les 2
niveaux. Cette information représente les détails du signal et elle peut être récupérée
par une simple soustraction du signal de niveau L+1 ( préalablement sur-
échantillonné et interpolé avec un filtre passe-bas) avec celui du niveau L (signal
d’origine). Cette information perdue peut s’évaluer en filtrant le signal avec un filtre
passe-haut. Chaque niveau comprend donc un signal approximatif (obtenu par le
filtrage passe-bas du niveau précédent) et un signal détail (obtenu par le filtrage
passe-haut du niveau précédent) qui représente la perte d’information entre les 2
niveaux.
Afin de définir une représentation multirésolution complète et orthogonale, il
faut construire une approximation multirésolution basée sur les différences entre les
informations contenues dans deux résolutions successives 2 et 2 Cette
représentation peut être calculée directement en décomposant le signal dans une
base orthonormale d’ondelettes.
D’après le travail effectué par Fau (1992) sur des images artificielles,
l’adaptation de l’algorithme 1CM au contexte pyramidal à ondelettes montre
globalement un gain de temps de calcul de l’ordre de 40 à 50%. Et puisque
l’accentuation et la pondération ont été effectuées à l’aide des ondelettes, une
meilleure exactitude est attendue.
Dans le cas d’un signal, soit A2•’ f Af (n) A2f (n) la représentation de
aux échelles ‘‘ - ‘. ..i Q.’ 2 .2 2 La difference d mformation entre les approximations
A2iifQz) et A2f() aux échelles 2 + 1 et 2 est appelée le signal détail D2f (à la
résolution Ce signal détail est complémentaire au signal A2f tel que:
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A2if(n) + D2i*f(n) = A2if(n)
En plus de la complémentarité, les deux signaux sous espace A2f et
D2f sont orthogonaux, c’est-à-dire:
A2i.if(n) ±D2i.if(n)
La différence d’information D2f entre A2’f et A2f peut être interprétée




L’ondelette peut être vue comme un filtre à haute fréquence.
Donc, la décomposition multirésolution en ondelettes d’ane fonction f (n)
dépend du choix de deux fonctions inter-reliées : (n) la fonction d’échelle et
p(n) la fonction d’ondelette. La fonction d’échelle Ø(n) est caractérisée par un filtre
passe-bas alors que la fonction d’ondelette r(n) est caractérisée par un filtre passe
haut. Selon Mallat (1989), la transformation de Fourier de la fonction d’échelle (n)
est exprimée par une fonction «spiine» polynomiale et la fonction d’ondelette
y(n) est reliée à la fonction d’échelle 4(n).
Les représentations A2’f et D’f peuvent être évaluées par un processus de
filtrage appliqué à A2f:
133
A2*t f(n) = h(2n—k) A2 f(n)
D2’ f(n) g(2n — k) A2 f(n)
où h(n) est un filtre passe-bas et g(n) est un filtre passe-haut. Les coefficients du filtre
h(n) peuvent être calculés à l’aide de (n) (fonction d’échelle):
hk = (çb(n), çt(2n — k))
Un type de coefficient du filtre passe-bas h(n) de dimension 2 par 2 sont les





Les valeurs des coefficients doivent être divisées par un facteur pour
obtenir un filtre normalisé.
Les coefficients du filtre g(n) sont déduits des coefficients du ifitre passe-bas.
Ils sont calculés par:
g(n) = (-1) ‘ h(l-n)
Cette dépendance est nécessaire pour conserver la propriété d’orthogonalité.
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Jusqu’ici, seul le cas général d’un signal quelconque a été considéré. Dans le
cas des images à deux dimensions, le signal est caractérisé par une fonction f(u,v) où
(u, y) indique la position du pixel sur l’image. Ces signaux sont traités dans le cadre
de l’analyse multirésolution par des filtrages séparés des lignes et des colonnes.
L’approximation multirésolution de l’image est obtenue à l’aide d’une fonction
d’échelle sous la forme:
b (u,v) tb(u) . (v)
Par contre, la différence d’information entre deux niveaux successifs peut être
obtenue à l’aide des trois ondelettes:
tJJ’(u,v) = (u) .
VJ2 (u y) = VJ(u) . çb(v)
Vf3(u,v) yf(u) . J(v)
Autrement dit, chaque niveau de décomposition par ondelettes contient une
image approximative appelée image basses fréquences, et trois autres images détails
appelées images hautes fréquences. L’image approximative est obtenue par des
filtrages passe-bas des lignes et des colonnes, et les images détails sont obtenues
par:
1. le filtrage passe-bas des lignes et le filtrage passe-haut des colonnes;
2. le filtrage passe-haut des lignes et le filtrage passe-bas des colonnes;
3. le filtrage passe-haut des lignes et des colonnes.
La décomposition en ondelettes peut être interprétée comme une
décomposition du signal en une série de canaux indépendants et de fréquences
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spatialement orientées. L’image A2f est décomposée en A2f,Df
(Fig. 1.B). L’image A2f correspond aux fréquences basses, alors que les autres
images Df correspondent aux images de détails à haute fréquence. La figure 2.B
illustre bien ce processus en décomposant une image originale représentant un carré
blanc sur un fond noir (Fig. 2.B.a). Les pixels noirs, gris et blancs correspondent
respectivement aux coefficients négatifs, nuls et positifs (Fig. 2.B.b). En appliquant la
valeur absolue aux différentes images de détails, il est possible de constater que les
images de détails ont une valeur élevée sur les bordures horizontales, verticales et
aux différents coins (Fig. 2.B.c).
Il existe plusieurs sortes de filtres utilisés pour la décomposition par
ondelettes (Daubechies, 1988; Mallat, 1989). Les filtres de Daubechies (filtres miroirs
en quadrature monodimensionnels) sont les plus utilisés puisqu’ils font ressortir de
manière satisfaisante les zones homogènes et leurs contours (Fau et al., 1993; Fau,
1992). Le filtre H correspond à une fonction d’échelle (Fig. 3.B), il s’agit d’un filtre à
basse fréquence. Le filtre G correspond à l’ondelette orthogonale associée à la
fonction d’échelle, il s’agit d’un filtre à hautes fréquences.
Le but de l’utilisation d’une transformation par ondelettes est d’obtenir une
information haute fréquence. Celle-ci est constituée des coefficients d’ondelette des
trois sous-images détails qui ont les plus grandes valeurs absolues. Ces coefficients




Décomposition de 1image en canal passe-bas et canaux hautes
fréquences
D
a) Image originale: un carré blanc sur un fond noir
b) Représentation par ondelettes sur deux niveaux


















Filtrage par le filtre H, filtre passe-bas (fonction d’échelle)
Filtrage par le filtre G, filtre passe-haut (fonction d’ondelette)
Sous échantillonnage conserver une colonne sur deux
Sous échantillonnage : conserver une ligne sur deux
Figure 3.B Décomposition de l’image par ondelettes
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ANNEXE C
Résultats de la zone de Gharb
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Figure 2.C Carte de réalité de terrain de Gharb
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Figure 4.C Résultat de la classification dirigée de Gharb obtenue à l’aide de












Figure 5.C Résultat de la classification de Gharb obtenue à l’aide de
l’algorithme SEM
Figure 6.C Résultat de la classification markovienne de Gharb obtenue à
l’aide de l’algorithme 1CM-l
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Figure 7.C
• Betterave à sucre
• Canne à sucre
• Cra1es
Sol nu
Résultat de la classification markovienne obtenue à l’aide de
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Figure 8.C Résultat de l’algorithme JCMP-F-Burt, zone de Gharb
Figure 9.C Résultat de l’algorithme ICMP-F-Meyer, zone de Gharb
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Figure IO.C Résultat de l’algorithme ICMPO-F-Daubechies, zone de Gharb
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Tableau 1.C Matrice de confusion de la classification non dirigée d’Isodata
(zone de Gharb)
Classe Canne à Céréale Betterave à Sol nu
sucre (¾) (%) sucre (¾) (%)
Canneàsucre 40 2 5 7
Céréale 4 62 7 3
Betterave à sucre 43 31 81 17
Soinu 13 5 7 74
Exactitude globale de la classification: 74 %
Erreur totale de la classification : 26 %
Tableau 2.C Matrice de confusion de la classification dirigée de maximum de
vraisemblance (zone de Gharb)
Classe Canne à Céréale Betterave à Sol nu
sucre (%) (%) sucre (¾) (¾)
Canne à sucre 56 2 8 7
Céréale 2 67 6 2
Betterave à sucre 32 27 81 14
Soinu 10 4 5 77
Exactitude globale de la classification: 78 %
Erreur totale de la classification: 22 %
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Tableau 3.C Matrice de confusion de la classification non dirigée par SEM
(zone de Gharb)
Classe Canne à Céréale Betterave à Sol nu
sucre (¾) (¾) sucre (%) (%)
Canne à sucre 47 1 3 10
Céréale 4 84 18 4
Betterave à sucre 17 7 45 35
Soinu 32 8 34 51
Exactitude globale de la classification: 67 %
Erreur totale de la classification: 33 %
Tableau 4.C Matrice de confusion de la classification markovienne par 1CM-1
(zone de Gharb)
Classe Canne à Céréale Betterave à Sol nu
sucre (%) (¾) sucre (%) (¾)
Canneàsucre 71 4 15 15
Céréale 3 76 5 2
Betterave à sucre 22 20 78 28
Soinu 4 0 2 55
Exactitude globale de la classification: 77 %
Erreur totale de la classification: 23 %
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Tableau 5.C Matrice de confusion de l’algorithme 1CM-2 avec la sixième
fonction de préservation des discontinuités E2 (zone de Gharb)
Classe Canne à Céréale Betterave à Sol nu
sucre (%) (%) sucre (%) (¾)
Canne à sucre 71 2 17 5
Céréale 3 77 8 2
Betterave à sucre 8 15 59 1
Soinu 18 6 16 92
Exactitude globale de la classification: 81 %
Erreur totale de la classification: 19 %
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Tableau 6.C Matrice de confusion de l’algorithme ICM-2-P-F-Burt modifié avec la
sixième fonction de préservation des discontinuités E2
(zone de Gharb)
Classe Canne à Céréale Betterave à Sol nu
sucre (¾) (%) sucre (%) (%)
Canneàsucre 64 1 13 4
Céréale 2 74 6 1
Betterave à sucre 13 20 65 3
Soinu 21 5 16 92
Exactitude glooale de la classification: $0 %
Erreur totale de la classification: 20 %
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Tableau 7.C Comparaison des différents algorithmes 1CM-2 pyramidaux modifiés
Algorithmes Iter Iter Iter Iter Equi Temps %
niv-2 niv-1 niv-0 CPU d’erreur
1CM-2 --- --- --- 15 11 min 08s 19
ICM-2-P-F-Burl 5 6 6 7,8 7 min 56 s 20
ICM-2-P-F-Meyer 4 5 5 6,5 7 min 44 s 26













Figure 11.C Comparaison des pourcentages d’erreur des différents
algorithmes 1CM-2 pyramidaux modifiés (zone de Gharb)
1cM-2 KDM-2-P-F-Burt IcM-2-P-F-Meyer KDM-2-FO-F-Daubechis
Algorithm es
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Tableau 8.C Comparaison des différents algorithmes de classification
markovienne pyramidale et de classification conventionnelle
Algorithmes MDV ISODATA 1CM-1 1CM-2 1CM-2-P-F-
Burt
Temps CPU 5min 6min46s 10 min lOs llminO8s 7min56











Figure 12.C Comparaison des pourcentages d’erreur des différents algorithmes
de classification markovienne pyramidale (zone de Gharb)

























Figure 4.D Résultat de la classification dirigée de Matagami obtenue à l’aide de
l’algorithme du maximum de vraisemblance
Figure 3.D Résultat de la classification non dirigée de Matagami obtenue










Figure 5.D Résultat de la classification de Matagami obtenue à l’aide de
l’algorithme SEM
u
Figure 6.D Résultat de la classification markovienne de Matagami






figure 7.D Résultat de la classification markovienne obtenue à l’aide de











Figure 8.D Résultat de l’algorithme ICM-2-P-F-Burt, zone de Matagami






Figure 1O.D Résultat de l’algorithme ICM-2-PO-F-Daubechies, zone de Matagami
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Tableau 1.D Matrice de confusion de la classification non dirigée d’Isodata
(zone de Matagami)
Classe Feufflus Conifère Marécage Coupe
(¾) (¾) (%) totale (%)
Feuillus 60 4 0 1
Conifère 36 70 7 6
Marécage 4 26 93 22
Coupe totale 0 0 0 71
Exactitude globale de la classification: 69 %
Erreur totale de la classification: 31 %
Tableau 2.D Matrice de confusion de la classification dirigée du maximum de
vraisemblance (zone de Matagami) -
Classe Feuillus Conifère Marécage Coupe
(¾) (¾) (%) totale (¾)
Feuillus 76 14 0 1
Conifère 21 71 13 8
Marécage 3 15 87 20
Coupe totale O O 0 71
Exactitude globale de la classification: 74 %
Erreur totale de la classification: 26 ¾
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Tableau 3.D Matrice de confusion de la classification non dirigée par SEM
(zone de Matagami)
Classes Feuillus Conifère Marécage Coupe
(¾) (¾) (%) totale (%)
Feuillus 60 6 0 3
Conifère 38 78 15 22
Marécage 2 15 52 36
Coupe totale 0 1 33 39
Exactitude globale de la classification: 61 %
Erreur totale de la classification: 39 %
Tableau 4.D Matrice de confusion de la classification markovienne par
1CM-1 (zone de Matagami)
Classe Feuillus Conifère Marécage Coupe
(%) (¾) (¾) totale (%)
Feuillus 81 24 1 2
Conifère 15 68 6 20
Marécage 2 1 91 1
Coupe totale 2 7 2 77
Exactitude globale de la classification: 76 %
Erreur totale de la classification: 24 ¾
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Tableau 5.D Matrice de confusion de l’algorithme 1CM-2 avec la sixième
fonction de préservation des discontinuités E2 (zone de Matagami)
Classe Feuillus Conifère Marécage Coupe
(%) (%) (¾) totale (%)
Feuillus 73 9 0 1
Conifère 23 85 14 7
Marécage 2 0 82 2
Coupe totale 2 6 4 90
Exactitude globale de la classification: 82 %
Erreur totale de la classification: 18 %
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Tableau 6.D Matrice de confusion de l’algorithme ICM-2-P-F-Burt modifié avec
la sixième fonction de préservation des discontinuités E2
(zone de Matagami)
Classe feuillus Conifère Marécage Coupe
(¾) (¾) (%) totale (¾)
feuillus 72 7 0 1
Conifère 23 81 11 6
Marécage 1 0 86 2
Coupe totale 4 12 3 91
Exactitude globale de la classification: 81 %
Erreur totale de la classification: 19 %
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Tableau 7D Comparaison du pourcentage d’erreur, du nombre d’itérations et de
temps de traitement des différents algorithmes de classification
markovienne pyramidale
1
Algorithme Iter niv -2 Iter niv-1 Iter niv-0 Iter Egui Temps CPU % d’erreur
1CM-2 --- --- --- 22 15 min 54 s 18
ICM-2-P-f-Burt 4 4 6 7,2 8 min 36 s 19
1CM-2-P-f-Meyer 3 4 7 8,2 9 min 12 s 22









figure 11.D Comparaison des pourcentages d’erreur des différents algorithmes de








Temps CPU et pourcentage d’erreur des différents
algorithmes de classification markovienne pyramidale
et des algorithmes conventionnels (zone de Matagami)
Algorithme MDV ISODATA 1CM-1 1CM-2 1CM-2-P
-F-Burt
TempsCPU 5min 6min46s l6minlOslSmin54s 8m1n36









Figure 12.D Comparaison des pourcentages d’erreur des différents
algorithmes de classification markovienne pyramidale
et des algorithmes conventionnels (zone de Matagami)
Algorfthm es
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