This paper presents a joint optimization of caching and multicast beamforming for a content-centric transmission in a fog radio access network (F-RAN). Users requesting the same file are grouped together and served using multicast transmission. Each edge node (EN) has a local cache and can pre-store contents via partition-based caching. To improve cache performance and reduce fronthaul cost, the maximum distance separable (MDS) code is applied to the file coding. We consider the mixed timescale joint optimization. In short-term optimization, our goal is to optimize the beamforming vector to minimize the total network consumption under the quality-of-service (QoS) constraint. Meanwhile, semi-definite relaxation (SDR) and convex-concave procedure (CCP) algorithms are introduced to solve short-term problem. In long-term optimization, based on the channel state information (CSI) and user requests, we formulate an integer programming problem of minimizing the expectation of the total network consumption under the constraint of cache capacity and the parameter of MDS code. Furthermore, the considered long-term problem is decomposed and a heuristic method is proposed by replacing the objective function with the expectation of the file splitting number. After transforming the integer variables, the subproblem is transformed into the difference of convex (DC) programs and effectively solved using the CCP algorithm. Numerical results show that the proposed content-centric transmission can strike a better balance between power consumption and fronthaul consumption than existing schemes.
transmission can provide efficient content delivery in wireless networks [6] . Users requesting the same content form one multicast group and are served by a cluster of ENs. As a result, the joint optimization of caching and multicast beamforming has been drawing people's attention in recent years [6] [7] [8] [9] [10] [11] [12] [13] .
The traditional user-centric joint optimization design is introduced in [7]- [11] . In [7] , the user-centric base station (BS) clustering and sparse beamforming (SBF) design is considered and a iterative reweighted l 1 -norm approach is adopted to find an approximate solution. Simulation results demonstrate the effectiveness of the user-centric architecture. A greedy content placement algorithm is proposed in [8] and it can reduce the average file transmission delay up to 45 percent compared with the non-cooperative schemes. The partial coordination transmission is investigated in [9] and it is shown that the joint design scheme is suitable for scenarios where having perfect and complete channel state information at transmitters is infeasible. A joint remote radio heads selection and power minimization beamforming problem is formulated in [10] and a greedy selection algorithm is considered to reduce the complexity. Numerical results demonstrated that the greedy selection method can always achieve nearly optimal performance. In [11] , two heuristic static clustering schemes are proposed to solve the network utility maximization problem and the considered algorithms can already achieve a substantial portion of the performance gain. However, most of these previous works assume users normally send requests in a uniform manner, regardless of the content diversity, which is not conformed with the real case. In practice, the content requests from a fixed community of mobile users are distributed according to the certain content popularity distribution, e.g., the Zipf' law [14] .
To take advantage of such content popularity, the contentcentric design is utilized in radio access network (RANs) [6] , [12] , [13] . In [6] , an equivalent SBF problem is formulated and three heuristic caching strategies are considered to investigate the transmission performance. Simulation results show that three caching methods have similar energy efficiency in the case of sufficient available fronthaul resource. While the popularity-aware caching (PopC) has better performance when the content popularity is unequal. A layered group SBF modeling framework is proposed in [12] and it can significantly reduce the total network power consumption via a joint design of adaptive base station selection, fronthaul content assignment and multicast beamforming. The beamforming design under limited fronthaul and cache storage is investigated in [13] and it is shown that available fronthaul and cache resource lead to different transmission strategies. It was demonstrated that caching tends to play a more significant part in networks with higher user densities and less power-efficient fronthaul links. However, the fronthaul cost cannot be effectively controlled in the content-centric network with simple caching strategy.
In this paper, we propose a joint optimization in F-RAN with partition-based caching to reduce the fronthaul cost. The MDS code is applied to the file coding and splitting. A complete file is encoded and partitioned into multiple segments and cached at a subset of the ENs. Different from the traditional content-centric design, the mixed timescale optimization is utilized in this paper. Under this transmission framework, we seek to reduce fronthaul cost by the joint optimization of caching and multicast beamforming.
The main contributions of this paper are summarized as follows:
• Mixed Timescale Joint Optimization: To the best of our knowledge, this is the first study focusing on mixed timescale joint optimization in F-RAN with partition-based caching. Specifically, the short-term content delivery optimization is adaptive to each transmission slot, while the long-term cache placement and file splitting optimization is adaptive to multiple transmission slots.
• New Problem Formulation: For short-term optimization, a problem of minimizing total network cost under the nonconvex QoS constraint for each user is formulated. It's worth noting that the short-term problem is challenging due to the coupling between the decoding order and the beamforming vectors. In long-term optimization, we formulate a mixed-integer non-linear programming (MINLP) problem to minimize the expectation of the total network consumption under the constraint of cache capacity and the parameter of MDS code. Note that determining the exact objective function of the long-term problem is as difficult as solving the problem itself.
• CCP-Based Heuristic Algorithm: Based on the distributed caching mechanism, the optimization problem is transformed into a series of subproblems related to MDS parameters. The equivalent problem is still challenging due to that the exact objective function is hard to be formulated. According to the theoretical analysis, we design a heuristic algorithm by replacing the objective function with the expectation of the file splitting number. Then the splitting and relaxation of integer variables [15] are utilized in CCP algorithm to solve the convex optimization problem.
• Promising Simulation Results: Numerical results show that the transmission design can fully exploit the advantages of partition-based caching. And the proposed scheme can strike a better balance between fronthaul capacity and transmit power of cache-enabled multicasting F-RAN. The rest of this paper is structured as follows. The network structure is presented in Section II. In section III, the short-term optimization and two algorithms are introduced. Section IV provides the problem analysis and presents the proposed long-term joint optimization design. Comprehensive simulation results will be assessed in Section V, followed by the conclusion in Section VI.
II. NETWORK STRUCTURE A. SYSTEM MODEL
Consider the downlink multicast transmission of a F-RAN consisting of N multi-antenna ENs and K single-antenna users in Fig. 1 . Each cache enabled EN is equipped with L transmit antennas and is connected to the centralized virtual baseband unit (BBU) pool via the capacity-limited fronthaul link. A database of F contents with equal normalized size 1 is located at BBU pool. Denote by N = {1, 2, · · · , N }, F = {1, 2, · · · , F}, and K = {1, 2, · · · , K } the index set of ENs, contents and users, respectively. According to certain demand probabilities, each user makes at most one content request at the beginning of each transmission interval. The static content-centric EN clustering and multicast beamforming on a transmission frame basis are considered in this system. Users requesting the same file are recorded as a multicast group and served by a cluster of ENs. The transmission time interval is assumed to contain enough number of transmission frames for the system to complete the content delivery. Note that the number of multicast groups is M (1≤M ≤min{F, K }), the set of users in group m can be expressed as G m (m = 1, 2, · · · , M ), and Q m (m = 1, 2, · · · , M ) denotes the serving ENs set of group m. Thus,
B. FILE CODING STRATEGY AND CACHE MODEL
An example is shown in Fig. 2 , the MDS code is applied to the file coding. File f is split into n f portions and then encoded as d subfiles with equal size 1/n f , where n f ∈ {0, 1, 2, · · · , m} and n f = 0 denotes the file is unsplit and not stored at ENs. b is the maximum splitting number for each file. Each EN stores 1 of the d subfiles, that is, d ≤ N . According to the MDS code, when file f is requested by a user, it only needs to receive n f of the d subfiles to recover the original file. If some files are not cached in ENs, they have to be fetched from the BBU pool via the fronthaul links, causing fronthaul cost. Notice that the MDS parameter n f of different content f is determined by the request probability of the files. The local storage size of each EN is C, where the cache state should
C. TRANSMISSION MODEL
Denote the network beamforming vector of multicast group m from EN n as w n,m ∈ C L×1 , where w n,m = 0 if n / ∈ Q m . The signal received by user k can be expressed as
where h i,k is the channel vector from EN i to user k, n f m is the MDS parameter of file f m which is requested by group m, x m ∈ C denotes the data symbol of group m with E[|x m | 2 ] = 1, and n k ∼ CN (0, σ 2 ) represents the additive white Gaussian noise at user k. Note that h H t,k w t,m x m denote the interference information from other multicast groups and same multicast group, respectively.
According to a certain decoding order, successive interference cancellation (SIC) receiver is utilized at user k to decode the n f m subfiles of its requesting content m. Finding the optimal decoding order in SIC receivers is vitally important to guarantee content delivery. A universal regulation is to determine the decoding order based on the received signal strength of each substream [16] , [17] . The subfiles with larger channel gain should be prior decoded, but the received signal strength depends on the beamforming vectors which are tightly coupled with the decoding order. Based on above statement, the alternating optimization [18] is considered in SIC receiver. The decoding order is pre-determined and then the beamforming vectors is optimized.
The SINR for user k ∈ G m decoding the data of EN i ∈ Q m is given by (2) , as shown at the bottom of this page, where Od(i, k) denotes the index set of ENs whose decoding order behind the EN i. The transmission rate of
where B is available channel bandwidth, R 0 stand for the transmission rate of each original file and γ m denotes the lowest received SINR for the users in group m.
D. COST MODEL
The total network consumption for the considered network architecture consists of both the fronthaul cost from BBU pool to all ENs and the transmission power cost of all ENs. Let f m denote the content requested by users in group m. For each serving EN i ∈ Q m , if file f m has been cached in the local storage, the EN can transmit it directly. Otherwise, it will fetch the subfile from the BBU pool via fronthaul links. Similar to [6] , the fronthaul cost can be expressed as:
And the total transmission power cost is given by:
III. SHORT-TERM JOINT OPTIMIZATION DESIGN
In a transmission slot (short-term), the user request (π), CSI (h) and file coding parameter n f are assumed to be available at the BBU pool [19] . The goal is to optimize the beamforming vector to minimize the total network consumption.
In this section, we formulate a short-term optimization problem of minimizing total network cost under the QoS constraint for each user. This is formulated as:
For each given user request (π) and file coding parameter n f , the fronthaul cost C F becomes a constant and problem P S reduces to the following power minimization problem:
Notice that P S is a problem with the nonconvex SINR constraints. Different with traditional unicast beamforming problem, the multicast beamforming problem is NP-hard and the nonconvex SINR constraints can not be transformed into a second-order cone programming (SOCP) problem in general. In the following two subsections, we introduce SDR and CCP algorithms to solve problem P S .
where Tr(X H Y) denotes the inner product between matrices X and Y. By removing the rank constraint W i,m = 1, problem P S can be relaxed as P SS in (8), as shown at the bottom of this page. It is obvious that P SS is a standard semi-definite programming (SDP) problem and can be solved using a generic SDP solver. Notice that the optimal solution w * i,m can be obtained by applying eigen-value decomposition (EVD) of W i,m . If the resulting solution W i,m is not a rank-one matrix, the randomization and scaling method is utilized to generate a suboptimal solution [6] , [20] , [21] . However, the randomization-based solution can be far from optimal when the number of users becomes large.
The overall algorithm is summarized in in Alg. 1.
B. CCP-BASED SHORT-TERM OPTIMIZATION ALGORITHM
Since the randomization-based SDR solution will be far from rank-one solution as the scale of programming becomes very large [6] . The CCP-based algorithm is also considered in short-term optimization. By introducing auxiliary variables t i,m , problem P S can be transformed into iteration subproblem as P SC in (9) , as shown at the bottom of the next page, which is a quadratically constrained quadratic programming (QCQP) problem. The CCP algorithm needs a feasible starting point. Different from the single-group multicast beamforming problems, where any starting point after simple scaling can be feasible, the starting point of P SC needs to be chosen carefully. We propose to find a feasible starting point through solving the following 
problem P SCini with the randomization and scaling method in SDR. After finding a feasible solution of P SCini , w i,m √ p i,m will be used as a starting point for P SC . The details are summarized in Alg. 2
IV. LONG-TERM JOINT OPTIMIZATION DESIGN
In this section, we aim to minimize the expectation of the fronthaul cost and transmit power under the constraint of cache size and the parameter of MDS code. Notice that the cache placement and file splitting are the primary optimization object in a much larger time scale while content delivery is in a short-term optimization [19] . Similar to [4] , [6] , the user request (π) are assumed to be available at the Algorithm 2 (CCP-ST) CCP Based Short-Term Optimization Algorithm Initialization:
1) Determine the decoding order Od randomly.
2) Set the small constant and temporary variables p, δ.
3) Solve P SCini , and denote the feasible starting point as w i,m . Repeat 1) Solve P SC using CCP at the feasible starting point w i,m and denote the solution as w t i,m , t i,m .
2) According h
Output solution w i,m ∀i, ∀m.
BBU pool. But CSI (h) is still an unpredictable parameter in long-term problems.
The optimization problem can be formulated as:
This is a MINLP problem and the exact objective function is hard to be formulated.
A. PROBLEM ANALYSIS AND HEURISTIC STRATEGY
Notice that F f =1 n f 0 denotes total number of partitioned files while n f represents file f should be split into n f portions. When a user requests file f which is partitioned, coded and cached in ENs, the network cost only includes C P and does not consider C F . Suppose there are 4 files [f 1 , f 2 , f 3 , f 4 ] with equal size 1 and they are arranged in order of request probability from high to low. The local cache space of each EN is 1. If all files are not split, only file f 1 will be stored by all ENs. The following notations and explanations reveal some insights on cache placement and file splitting.
Notations 1: Under certain F f =1 n f 0 , the n f of more popular files should be smaller.
Explanation 1: Assume F f =1 n f 0 = 3, the splitting method [2, 4, 4, 0] is better than [4, 4, 2, 0] . If popular contents are split into more subfiles, the SIC calculating quantity will increase at users and multicast group will bring more interference to users belonging to other multicast groups, resulting in the increase of C P .
Notations 2: Under certain F f =1 n f 0 , underutilization of cache will increase C P .
Explanation 2: When F f =1 n f 0 = 3, the split scheme [3, 3, 4, 0] obviously does not fully utilize the cache space, while [3, 3, 3, 0] does. Incomplete utilization of cache space indicated that contents with lower probability of requests are split into more portions. According to Explanation 1, C P will increase.
Notations 3: For different F f =1 n f 0 , there is no comparability between content splitting schemes.
Explanation 3: Two splitting methods are [2, 2, 0, 0] and [3, 3, 3, 0], which satisfy Notation 1 and Notation 2. Due to fewer split files, C P is reletivly low in scheme 1. However, when user requests the unsplit file, it will be delivered to user through fronthaul links, resulting in C F increase. The effect of scheme 2 is opposite to that of scheme 1. In addition, once F f =1 n f 0 is determined, C F can also be determined based on the user requests. Therefore, the splitting methods of different F f =1 n f 0 only focus on different resource allocation, and are not comparable.
Then the optimization problem can be transformed into how to split each file to minimize the expectation of C P if F f =1 n f 0 is a certain value:
where C k ∈ {C, C + 1, · · · , bC} denotes the total number of split files. It is important to note that n f = 0, which means that the first C k files must be split and encoded in the local cache. Problem P L1 (C k ) is still a MINLP problem with undefined objective function, which is NP-hard in general. Since C p is a quantity changing with n f , i.e. C P ∝ F f =1 n f 0 . Splitting popular contents into fewer subfiles results in a decrease of C P . A heuristic method is proposed by replacing the objective function E π,h (C P ) with the expectation of n f . Notation 1 gives the rationality of this substitution. In addition, we compare the heuristic method with the exhaustive search to show the algorithm performance in finding the optimal solution of file splitting.
Problem P L1 (C k ) reduces to the following minimization problem:
where p f is the request probability of file f . Problem P L2 (C k ) is a non-convex integer programing problem. The relaxation of integer variables should be considered.
where λ is a weighting parameter to control the proportion. The penalty term accounts for a high proportion when λ is large. In order to reduce the objective function, the penalty term will be greatly reduced until it is 0.
In the meantime, P L4 (C k , λ, c t ) is gradually equivalent to P L3 (C k , c t ). Therefore, λ will be initialized with a small value. After P L4 (C k , λ, c t ) temporarily converges, λ is gradually increased. It is obvious that P L4 (C k , λ, c t ) is a DC programming since both the objective and the constraints are DC functions. Hence, the CCP algorithm can be applied to solve convex subproblem P L4 (C k , λ, c t ). Note that a feasible starting point is required for iteration. Firstly, a bunch of c f ,i are randomly generated where 0 ≤ c f ,i ≤ 1. In order to satisfy the constraints in P L4 (C k , λ, c t ), the feasible initial point can be found through the following stretching transformation:
where the optimal solution c 0 f ,i = α f ,i c f ,i is regarded as a feasible starting point. The details to address long-term joint optimization are summarized in Alg. 3.
Algorithm 3 (CCP-HEU) CCP Based Heuristic Algorithm Initialization:
1) Generate the starting point c f ,i and calculate n f . 2) Solve P Lini (C k ) and denote the solution as c t f ,i , n f . 3) Set the step factor β and small constant . Repeat 1) Solve P L4 (C k , λ, c t ) using CCP at the feasible point c t f ,i and denote the solution as c * f ,i .
Output c * f ,i , n * f as an optimal solution.
Since CCP algorithm only converge to one local optimal solution, the first step of initialization can be carried out for several times to obtain multiple initial points. Afterwards, follow the steps in Alg. 3 to obtain and select the point that minimizes the value of the target function as the result.
V. SIMULATION RESULTS
We consider a hexagonal multicell F-RAN network with N = 7 ENs located at the center of each cell. Assume each EN has L = 3 antennas and the distance between adjacent ENs is 500m. All mobile users are uniformly distributed in the network. The transmit antenna power gain at each EN is 10dBi and all ENs are equipped with equal cache size of Y. The path loss is PL(dB) = 148.1 + 37.6 log 10 (d), where d indicates the distance between EN and user in kilometers. The available channel bandwidth is 10Mhz. The log-normal shadowing parameter is 8dB and the small-scale fading is the normalized Rayleigh fading. The noise power over the available channel bandwidth is −102dBm. The contents are requested by Zipf distribution with parameter a. Assume the maximum splitting number of each file is b = 4. We adopt the CVX package with SDPT3 solver to solve the convex subproblem. All the results are average over 100 independent simulations.
A. COMPARISON BETWEEN THE SDR-ST AND THE CCP-ST
We compare the simulation running time of the two short-term optimization algorithms in Table. 1. Both K = 30 and K = 5 users are considered. And 5 different file splitting strategies are taken into account. It is seen from Table 1 that more running time of two algorithms will be comsumed as the splitting strategies get complicated. Besides, the SDR-ST can demonstrate good performance for small K , where the percentage of rank-one solution is high. While CCP-ST algorithm outperforms the SDR-ST method as K becomes large. Therefore, SDR-ST method is adaptive to small-scale problems, while CCP-ST algorithm will be considered in large-scale problems. 
B. COMPARISON BETWEEN THE CCP-HEU AND THE EXHAUSTIVE SEARCH ALGORITHM
We first focus on the feasibility of the heuristic method in Table. 2. For illustration purpose, the number of files is F = 8. All file splitting schemes meet the notations in Section III. For different a, the first column is the result of exhaustive search while the second column is the choice made by heuristic strategy, where 1 indicates that the corresponding file splitting strategy is chosen. It can be concluded that the splitting method obtained by two algorithms are basically same for different a.
In Fig. 3 , we compare the network consumption performance of the CCP-HEU strategy and the exhaustive search algorithm. It can be seen clearly that the performance curve of the proposed method coincides with the benchmark. Besides, it is observed that the network will consume less fronthaul resource when a becomes larger. The main reason is large a means more user requests are concentrated on fewer popular files.
From the above comparison, it can be concluded that the proposed heuristic method has good performance in finding the optimal solution of file splitting.
C. EFFECTS OF PARTITION-BASED CACHING
The following 3 direct caching strategies and 1 partitionbased caching method are considered as baselines:
• Random Caching (Ran): Each EN caches the files randomly with equal probabilities regardless of content popularity distribution and request probability. • Partition-based popularity caching (Ppop): Each file is split uniformly and the subfiles of most popular contents are cached in each EN. It is seen from Fig. 4 that when a = 1, the proposed file splitting strategy can reduce fronthaul cost. Assume the number of files is F = 100. The result shows that Pop leads to less transmission power cost but higher minimum fronthaul consumption. Ran has the worst performance due to ignoring content popularity distribution and request probability. In addition, Prop can achieve lower minimal fronthaul consumption relatively at the cost of high transmission power. Compared with caching without partition, the proposed caching strategy can make better balance between transmission power cost and fronthaul cost. The reason is that file splitting can enable ENs to store more different contents which is critical for cache hit probability. It's worth noting that splitting contents also slightly increase the transmission power. In Fig. 5 , we compare the performance of two splitting strategies for unequal content popularity. It is interestingly observed that when a = 0.6, the proposed algorithm and Ppop perform almost the same in the entire curve, in sharp contrary to the common belief that heuristic algorithm may outperform Ppop because of cache hit rate. This observation is because when a is small, user requests are scattered, and hence the benefits of cache hit rate in proposed algorithm may vanish. On the other hand, with a = 1 and a = 1.5, simulation results show that the proposed algorithm reduces fronthaul cost at the same transmission power. Under the same fronthaul cost, the transmission power obtained by the heuristic algorithm is 3dBm smaller than that deduced by Ppop when a = 1.5. Intuitively, the proposed method can improve the rate of cache hits and make better use of the limited fronthaul resources when user requests are concentrated.
VI. CONCLUSION
In this paper, we investigated the content-centric transmission design in F-RAN with partition-based caching. Contents splitting algorithm is proposed to reduce the fronthaul cost. We consider the mixed timescale joint optimization. For the short-term optimization, a problem of minimizing total network cost under the QoS constraint for each user is formulated. Both SDR-ST and CCP-ST algorithms are introduced to solve short-term problem. The long-term problem was formulated as a MINLP problem with the objective of minimizing the expectation of the fronthaul cost and transmit power under the constraint of cache capacity and the parameter of MDS code. To make the problem more tractable, a heuristic method is proposed by replacing the objective function with the expectation of the file splitting number. We further adopted the relaxation procedure and converted the problem into DC programs, which are then solved using CCP algorithm. The effects of the proposed algorithm is also evaluated. As observed by simulation, contents splitting slightly increase the transmission power. It indicates that the static content-centric EN clustering may be difficult to implement in very large networks. To further contain the transmission power in F-RAN architectures with large number of users, dynamic EN cooperation will be considered in the future work.
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