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B. Selman and HJ. Levesque, Support set selection for abductive and default 
reasoning 
Of all the possible ways of computing abductive xplanations, the ATMS procedure isone of tbe most popular. 
While this procedure is known to run in exponential time in the worst case, the proof actually depends on the 
existence of queries with an exponential number of answers. But how much of the difficulty stems Born having 
to return these large sets of explanations? Here we explore abduction tasks similar to that of the ATMS, but 
which return relatively small answers. The main result is tbat although it is possible to generate some. nontrivial 
explanations quickly, deciding if there is an explanation containing a given hypothesis i NP-complete, as is 
the task of generating even one explanation expressed in terms of a given set of assumption letters. Thus, 
the method of simply listing all explanations, as employed by the ATMS, probably cannot be improved upon. 
An interesting result of our analysis is the discovery of a subtask, we call the Support Set Selection Task, 
that is not only at the core of generating explanations, but is also at the core of generating extensions in 
Reiter’s default logic. Moreover, it is this subtask that accounts for the computational difficulty of both forms 
of reasoning. This establishes for the first time a strong connection between computing abductive xplanations 
and computing extensions in default logic. 
D. Roth, On the hardness of approximate reasoning 
Many Al problems, when formalized, reduce to evaluating the probability that a propositional expression is 
true. In this paper we show that this problem is computationally intractable ven in surprisingly restricted 
cases and even if we settle for an approximation tothis probability. 
We consider various methods used in approximate reasoning such as computing degree of belief and 
Bayesian belief networks, as well as reasoning techniques uch as constraint satisfaction and knowledge 
compilation, that use approximation to avoid computational difficulties, and reduce them to model-counting 
problems over a propositional domain. 
We prove that counting satisfying assignments of propositional languages i  intractable ven for Horn 
and monotone formulae, and even when the size of clauses and number of occurrences of the variables are 
extremely limited. This should be contrasted with the case of deductive reasoning, where. Horn theories and 
theories with binary clauses are distinguished by the existence of linear time satisfiability algorithms. What 
is even more surprising is that, as we show, even approximating the number of satisfying assignments (i.e., 
“approximating” approximate r asoning), is intractable for most of these restricted theories. 
We also identify some restricted classes of propositional formulae for which efficient algorithms for counting 
satisfying assignments can be given. 
Elsevier Science B.V. 
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S. Zilberstein and S. Russell, Optimal composition of real-time systems 
Real-time systems are designed for environments in which the utility of actions is strongly time-dependent. 
Recent work by Dean, Horvitz and others has shown that anytime algorithms ace a useful tool for teal-time 
system design, since they allow computation time to be traded for decision quality. In order to construct com- 
plex systems, however, we need to be able to compose huger systems from smaller, reusable anytime modules. 
This paper addresses two basic problems associated with composition: how to ensure the interruptibifity of the 
composed system; and how to allocate computation time optimally among the components. The first problem 
is solved by a simple and general construction that incurs only a small, constant penalty. The second is solved 
by an off-line compilation process. We show that the general compilation problem is NP-complete. However, 
efficient local compilation techniques, working on a single program structure at a time, yield globally optimal 
allocations for a large class of programs. We illustrate these results with two simple applications. 
Pallab Dasgupta, PJ? Chakrabarti and S.C. DeSarkar, Searching game trees under 
a partial order 
The problem of partial order game tme search arises from game playing situations where multiple, conflicting 
and non-commensurate criteria dictate the merit of a position of the game. In partial order game trees, the 
outcomes evaluated at the tip nodes are vectors, where each dimension of the vector represents a distinct 
criterion of merit. This leads to an interesting variant of the game tree searching problem where corresponding 
to every game playing strategy of a player, several outcomes are possible depending on the individual priorities 
of the opponent. In this paper, we identify the necessary and sufficient conditions for a set of outcomes to 
be inferior to another set of outcomes for every strategy. Using an algebra called Dominance Algebra on sets 
of outcomes, we describe a bottom-up approach to find the non-inferior sets of outcomes at the root node. 
We also identify shallow and deep pruning conditions for partial order game trees and present a partial order 
search algorithm on lines similar to the a-P pruning algorithm for conventional game trees. 
Z. Huang, M. Masuch and L. Pblos, ALX, an action logic for agents with bounded 
rationality 
We propose a modal action logic that combines ideas from H.A. Simon’s bounded rationality, S. Kripke’s 
possible world semantics, G.H. von Wright’s preference logic, Pratt’s dynamic logic, Stalnaker’s minimal 
change and more recent approaches to update semantics. ALX (the xth action logic) is sound, complete 
and decidable, making it the first complete logic for two-place preference operators. ALX avoids impottant 
drawbacks of other action logics, especially the counterintuitive n cessitation rule for goals (every theorem 
must be a goal) and the equally counterintuitive closure of goals under logical implication. 
R. Dechter and A. Dechter, Structure-driven algorithms for truth maintenance 
This paper studies truth maintenance and belief revision tasks on singly-connected structures for the purpose 
of understanding how structural features could be exploited in such tasks. We present distributed algorithms 
and show that, in the JTMS framework, both belief revision and consistency maintenance am linear in the 
size of the knowledge-base on singly-connected structures. However, the ATMS task is exponential in the 
branching degree of the network. The singly-connected model, while restrictive, is useful for three reasons. 
First, efficient algorithms on singly-connected models can be utilized in more general structures by employing 
well-known clustering techniques. Second, these algorithms can serve as approximations or as heuristics in 
algorithms that perform truth maintenance on general problems. Finally, the analysis provides insights for 
understanding the sources of the computational difficulties associated with JTMS and ATMS. 
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L. Vila and H. Reichgelt, The token reification approach to temporal reasoning 
The approach to temporal reasoning which has proven most popular in AI is the reified approach. In this 
approach, one introduces names for events and states and uses special predicates to assert hat an event or 
state occurs or holds at a particular time. However, recently the reified approach as come under attack, both 
on technical and on ontological grounds. Thus, it has been claimed that at least some reified temporal logics 
do not give one more expressive power than provided by alternative approaches. Moreover, it has been argued 
that the reification of event and state types in reified temporal logics, rather than event and state tokens, makes 
the ontology more complicated than necessary. 
In this paper, we present a new reified temporal logic, called TRL, which we believe avoids most of these 
objections. It is based on the idea of reifying event tokens instead of event types. However, unlike other 
such attempts, our logic contains “meaningful” names for event okens, thus allowing us to quantify over all 
event okens that meet a certain criterion. The resulting logic is mom expressive than alternative approaches. 
Moreover, it avoids the ontologically objectionable reification of event types, while staying within classical 
predicate logic. 
D. Geiger and D. Heckerman, Knowledge representation and inference in similarity 
networks and Bayesian multinets 
We examine two representation schemes for uncertain knowledge: the similarity network (Heckerman, 199 1) 
and the Bayesian multinet. These schemes are extensions of the Bayesian etwork model in that they represent 
asymmetric ndependence assertions. We explicate the notion of relevance upon which similarity networks are 
based and present an efficient inference algorithm that works under the assumption that every event has 
a nonzero probability. Another inference algorithm is developed that works under no restriction albeit less 
efficiently. We show that similarity networks are not inferentially complete-namely-not every query can be 
answered. Nonetheless, we show that a similarity network can always answer any query of the form: “What 
is the posterior probability of an hypothesis given evidence?’ We call this property diagnostic completeness. 
Finally, we describe a generalization of similarity networks that can encode more types of asymmetric 
conditional independence assertions than can ordinary similarity networks. 
S. Kambhampati and D.S. Nau, On the nature and role of modal truth criteria in 
planning 
Chapman’s paper, “Planning for conjunctive goals”, has been widely acknowledged for its contribution toward 
understanding the nature of partial-order planning, and it has been one of the bases of later work by others- 
but it is not free of problems. This paper addresses ome problems involving modal truth and the modal 
truth criterion (MTC). Our results are as follows: (i) Even though modal duality is a fundamental property 
of classical modal logics, it does not hold for modal truth in Chapman’s plans; i.e., “necessarily p” is not 
equivalent to “not possibly 1~“. (ii) Although the MTC for necessary truth is correct, the MTC for possible 
truth is incorrect: it provides necessary but insujicient conditions for ensuring possible truth. Furthermore, 
even though necessary truth can be determined in polynomial time, possible truth is NP-hard. (iii) If we 
rewrite the MTC to talk about modal conditional truth (i.e., modal truth conditional on executability) rather 
than modal truth, then both the MTC for necessary conditional truth and the MTC for possible conditional 
truth are correct; and both can be computed in polynomial time. (iv) The MTC plays a different role in plan 
generation than it does in checking the correctness of plans, and this has led to several misconceptions about 
the MTC. Several researchers have mistakenly attempted tosimplify the MTC by eliminating the white-knight 
declobbering clause from it; and others have used Chapman’s results to conjecture that partial-order planning 
will not scale up to more expressive action representations. We point out that these ideas are misconceptions, 
and explain why. 
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R.J. Hickey, Noise modelling and evaluating learning from examples 
The means of evaluating, using artificial data, algorithms, uch as ID3, which learn concepts from examples 
is enhanced and referred to as the method of artificial universes. The central notions ate that of a class model 
and its associated representations i  which a class attribute is treated as a dependent variable with description 
attributes functioning as the independent variables. The nature of noise in the model is discussed and modelled 
using information-theoretic ideas especially that of majorisation. The notion of an irrelevant attribute is also 
considered. The ideas are illustrated through the construction of a small universe which is then altered to 
increase noise. Learning curves for ID3 used on data generated from these universes are estimated from trials. 
These show that increasing noise has a detrimental effect on learning. 
C. Boutilier, Abduction to plausible causes: an event-based model of belief update 
The Katsuno and Mendelzon (KM) theory of belief update has been proposed as a reasonable model for 
revising beliefs about a changing world. However, the semantics of update relies on information which is not 
readily available. We describe an alternative semantical view of update in which observations are incorporated 
into a belief set by: (a) explaining the observation i terms of a set of plausible vents that might have caused 
that observation; and (b) predicting further consequences of those explanations. We also allow the possibility 
of conditional explanations. We show that this picture naturally induces an update operator conforming to 
the KM postulates under certain assumptions. However, we argue that these assumptions ate not always 
reasonable, and they restrict our ability to integrate update with other forms of revision when reasoning about 
action. 
SO. Hansson, Knowledge-level analysis of belief base operations 
Recent developments in philosophical studies of belief revision have led to the construction of models that are 
much closer to actual computing systems than the earlier models. An operation of contraction (revision) on a 
logically closed belief set can be obtained by assigning to it a finite belief base and an operation of contraction 
(revision) on that base. Exact characterizations of such base-generated operations have been obtained. In this 
way, computational tractability and other realistic properties of operations on finite bases can be combined 
with a precise analysis that is independent of the symbolic representation. 
S.O. Hansson, A test battery for rational database updating (Research Note) 
A test battery is proposed that can be used to characterize the behaviour of updating systems. The battery 
is based on 20 rationality postulates of the types developed in studies of theory change and non-monotonic 
reasoning. These postulates are arranged into seven sequences with increasing strength, each of which measures 
the degree of conformity with a basic desideratum for database updating. Some of these desiderata are partly 
in conflict, and they cannot all be satisfied to the highest degree. Mathematical characterizations ate given of 
how far they can be combined. 
R.E. Valdb-P&z, A new theorem in particle physics enabled by machine discovery 
(Research Note) 
A widespread objection to research on scientific discovery is that there has been a noticeable dearth of 
significant novel findings in domain sciences contributed by machine discovery programs. The implication is 
that the essential parts of the discovery process are not captured by these programs. The aim of this note is to 
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document for the AI audience a novel finding in particle physics that was enabled by the machine discovery 
program PAUL1 reported previously. This finding consists of a theorem that expresses the minimum number 
of conservation laws that are needed, mathematically speaking, to account for any consistent experimental 
data on particle reactions. This note also reports how a puzzle raised by the theorem-its conflict with physics 
practice-is resolved. 
A. Borgida, On the relative expressiveness of description logics and predicate logics 
Research Note) 
It is natural to view concept and role definitions in description logics as expressing monadic and dyadic 
predicates in predicate calculus. We show that the descriptions built using the constructors usually considered 
in the DL literature are characterized exactly as the predicates definable by formulas in L3, the subset of 
first order predicate calculus with monadic and dyadic predicates which allows only three variable symbols. 
In order to handle “number bounds”, we allow numeric quantifiers, and for transitive closure of roles we use 
infinitary disjunction. Using previous rest&s in the literature concerning languages with limited numbers of 
variables, we get as corollaries the existence of formulas of FOPC which cannot be expressed as descriptions. 
We also show that by omitting role composition, descriptions express exactly the formulas in %*, which is 
known to be decidable. 
N.J. Nilsson, Book Review of Art@ciul Intelligence: A Modern Approach (Stuart 
Russell and Peter Norvig) 
G.N. Reeke Jr, Book Review of The Computational Brain (Patricia S. Churchland 
and Terrence J. Sejnowski) 
A. Becker and D. Geiger, Optimization of Pearl’s method of conditioning and 
greedy-like approximation algorithms for the vortex feedback set problem 
P. Walley, Measures of Uncertainty in expert systems 
R. Greiner and I? Orponen, Probably approximately optimal satisficing strategies 
Y. Moses and M. Tennenholtz, Off-line reasoning for on-line efficiency: knowledge 
bases 
A.C.C. Say and S. Kuru, Qualitative system identification: deriving structure from 
behavior 
J. Lin, Integration of weighted knowledge bases 
