The objective of the present paper is to investigate the solution of fully coupled mean-field forward-backward stochastic differential equations (FBSDEs in short) and to study the stochastic control problems of mean-field type as well as the mean-field stochastic game problems both in which state processes are described as FBSDEs. By combining classical FBSDEs methods introduced by Hu and Peng [Y. Hu, S. Peng, Solution of forward-backward stochastic differential equations, Probab. Theory Relat. Fields 103 (1995)] with specific arguments for fully coupled mean-field FBSDEs, we prove the existence and uniqueness of the solution to this kind of fully coupled meanfield FBSDEs under a certain "monotonicity" condition. Next, we are interested in optimal control problems for (fully coupled respectively) FBSDEs of mean-field type with a convex control domain. Note that the control problems are time inconsistent in the sense that the Bellman optimality principle does not hold. The stochastic maximum principle (SMP) in integral form for mean-field controls, which is different from the classical one, is derived, specifying the necessary conditions for optimality. Sufficient conditions for the optimality of a control is also obtained under additional assumptions. Then we are concerned the maximum principle for a new class of non-zero sum * Corresponding author. 1 stochastic differential games. This game system differs from the existing literature in the sense that the game systems here are characterized by (fully coupled respectively) FBSDEs in the mean-field framework. Our paper deduces necessary conditions as well as sufficient conditions in the form of maximum principle for open equilibrium point of this class of games respectively.
Introduction
In this paper, we consider the fully coupled forward-backward stochastic differential equations (FBSDEs) of mean-field type 
(Fully coupled) FBSDEs are encountered in the probabilistic interpretation (FeynmanKac formula) of a large kind of second order quasi-linear PDEs, mathematical economics, mathematical finance and especially in the stochastic control problems (cf. [2] - [5] ). There have been many results on the solvability of fully-coupled FBSDEs. Antonelli [6] first studied these equations, and he proved the existence and uniqueness with the help of the fixed point theorem when the time duration T is sufficiently small. Among others, to our knowledge, there exist three main methods to investigate the solvability of an FBSDEs on an arbitrarily prescribed time duration. The first one concerns a kind of "four step scheme" by Ma et al. [7] which can be regarded as a sort of combination of methods of PDEs and probability. The second one is the purely probabilistic method by Hu and Peng [1] , Peng and Wu [4] , Yong [8] and Pardoux and Tang [9] . They required the "monotonicity" condition on the coefficients. The third one is motivated by the study of numerical methods for some linear FBSDEs (see Delarue [10] and Zhang [11] ). Delarue [10] relied on PDEs arguments, so its coefficients have to be deterministic while Zhang [11] imposed some assumptions on the derivatives of the coefficients instead of the monotonicity condition.
Buckdahn, Djehiche, Li, and Peng [12] and Buckdahn and Li et al. [13] investigated a new kind of BSDEs-Mean-field BSDEs, inspired by Lasry and Lions [14] . In the present work, we adapt the methods developed by Hu and Peng [1] in order to establish the existence and uniqueness result for the fully coupled mean-field FBSDEs under the "monotone" condition. The two technical lemmas, aiming to prove the existence result of fully coupled mean-field FBSDEs, differ from the classical lemma in [1] because of the mean-field type. When the coefficients b, σ and f do not depend on ω ′ , the fully coupled equation (1) reduces to the standard one. So our result is nontrivially more general of [1] .
We also consider stochastic optimal control problems and stochastic differential games (SDGs) in which the state variables are described by a system of mean-field FBSDEs. Mean-field control problems were recently studied by many researchers, such as Andersson, Djehiche [15] , Buckdahn, Djehiche and Li [16] , Meyer-Brandis, ∅sendal, and Zhou [17] and Li [18] . Andersson, Djehiche [15] use the methods in Bensoussan [19] to obtain the necessary conditions of the optimality of a control, i.e. they suppose that the control state space is convex so as to make a convex perturbation of the optimal control and obtain a maximum principle of local condition. Buckdahn, Djehiche and Li [16] get a Peng's type maximum principle for a general action space where the action space is not convex, using a spike variation of the optimal control. In Meyer-Brandis, ∅sendal and Zhou [17] , a stochastic maximum principle of mean-field type in a similar setting is studied, but by using Malliavin calculus. Li [18] , also using the convex perturbation technology with the convex assumption for control domain, has a different controlled system and state equation of mean-field type from [15] .
However, the results above are all on the forward control system. As far as we know, Peng [20] originally studied one kind of forward-backward stochastic control system which has the economic background and could be used to study the recursive optimal control problem in the mathematical finance. He obtained the maximum principle for this kind of control system with the control domain being convex. Later, Shi and Wu [21] applied the spike variational technique to derive the maximum principle for fully coupled forward-backward stochastic control system in the global form and indicated that the control domain is not necessarily convex but the control variable can't enter into the diffusion term. In order to study the forward-backward stochastic control problem under the mean-field framework, we apply the convex perturbation methods introduced in Bensoussan [19] and analytical technique provided by [18] to establish a necessary condition for optimality of the control in the form of the maximum principle for the (fully coupled respectively) mean-field forwardbackward stochastic control system in which the state equation is mean-field FBSDE (fully coupled mean-field FBSDE respectively). The adjoint equation, playing an important role in deriving the SMP, is a (fully coupled respectively) mean-field backward SDE and has a unique adapted solution under the given assumptions with the help of the conclusion in [13] (or the conclusion in Theorem 3.1 respectively). Also, we obtain the corresponding sufficient condition, which can check whether the candidate optimal control is optimal or not. Our results can be reviewed as an extension of Peng [20] and Li [18] .
Inspired by Wang and Yu [22] , which gave the maximum principle for non-zero sum differential games of BSDE system, we study the non-zero sum stochastic differential games (SDGs in short) of mean-field type. Differential games, originally studied by Isaacs [23] , are ones in which the position, being controlled by players, evolves continuously. Fleming and Souganidis [24] were the first to study in a rigorous manner two-player zero sum SDGs. Their work has translated former results on differential games by Isaacs [23] , Friedman [25] , and, in particular, Evans and Souganidis [26] from the purely deterministic into the stochastic framework and has given an important impulse for the research in the theory of stochastic differential games. Next, the advances in SDGs appear over a large number of fields (cf.
[27]- [29] ).
We notice that the game literature is mainly restricted to forward (stochastic) systems, i.e., these game systems are described by forward (stochastic) differential equations. Recently, Wang and Yu [22] concerned the theory of backward stochastic differential games and obtained the maximum principle as well as the verification theorem for non-zero sum SDGs of BSDEs in which game systems are described by BSDEs. It is remarkable that this topic about the forward-backward system is quite lacking in literature. To fill the gap, we investigate the theory of forward-backward SDG problems under the mean-field framework. Similar to our stochastic control problems, we study the SDGs with the state equation having two different forms: mean-field FBSDEs and fully coupled mean-field FBSDE. By virtue of an argument of the convex perturbation, we deduce the stochastic maximum principle for the equilibrium point of Problem (FBNZ) (Problem (CFBNZ) respectively), which gives the candidate equilibrium points. By extending classical approaches to the mean-field framework, we prove, under some restrictive assumptions (but comparable with those in the classical case), the sufficiency of the necessary conditions. It is necessary to point that our SDGs conclusion not only extends the result of Wang and Yu [22] but also includes the situation where the state equation of the stochastic game system is classical (i.e. in no mean-field form) FBSDE (fully coupled FBSDE respectively).
Our paper is organized as follows. Section 2 recalls some elements of the theory of FBSDEs and mean-field BSDEs which are needed in what follows. Section 3 investigates the uniqueness and existence of the solution of fully coupled mean-field FBSDEs under the "monotonicity" condition in which two technical lemmas are used to prove the existence result. In Section 4, we study the forward-backward stochastic control system of mean-field type. Specifically, the maximum principle, specifying the necessary condition for optimality, is deduced and we get, under additional assumptions, the corresponding sufficient condition which can check whether the candidate control is optimal or not. Similar results about fully coupled forward-backward stochastic control system of mean-field type are obtained in Section 5. Following the idea introduced in Section 4 and Section 5, we analyze the nonzero sum stochastic differential games of FBSDEs and fully coupled FBSDEs in Section 6 and Section 7, respectively, and derive the necessary condition in the form of the maximum principle as well as the sufficient condition-verification theorem for the equilibrium point.
Preliminaries
Let (Ω, F , F t , P ) be a given complete filtered probability space on which a d-dimensional standard Brownian motion W = (W t ) t≥0 is defined. By F = {F t , 0 ≤ t ≤ T } we denote the natural filtration of W augmented by P −null sets of F , i.e.,
where N P is the set of all P -null sets and T > 0 is a fixed time horizon.
We shall introduce the following two processes which can be used frequently in what follows:
The classical FBSDEs
We first recall some results on FBSDEs, for its proof the reader is referred to Hu and Peng [1] . The FBSDEs they considered has the form
. Some notations and conditions are needed before giving the existence and uniqueness of the solution of such FBSDEs. Let <, > denote the usual inner product in R n , and for
(ii) There exists a constant c 2 > 0, such that 
Mean-field BSDEs and McKean-Vlasov SDEs
This section is devoted to the recall of some basic results on a new type of BSDEs, the so called mean-field BSDEs; the reader interested in more details is referred to Buckdahn, Djehiche, Li, and Peng [12] and Buckdahn and Li et al. [13] . Let (Ω,F,P ) = (Ω × Ω, F ⊗ F , P ⊗ P ) be the (non-completed) product of (Ω, F , P ) with itself. We endow this product space with the filtrationF
; we denote its expectation by
Notice that
, and
The driver of mean-field BSDE is a function f = f (ω ′ , ω, t,ỹ,z, y, z) :
d → R which isF-progressively measurable for all (ỹ,z, y, z), and satisfies the following assumptions.
(H2) (i) There exists a constant C ≥ 0 such that,P -a.s., for all t
(ii) f (·, 0, 0, 0, 0) ∈ HF(0, T ; R).
The main result about mean-field BSDEs of Buckdahn and Li et al. [13] is: Lemma 2. Under the assumptions (H2), for any random variable ξ ∈ L 2 (Ω, F T , P ), the mean-field BSDEs
has a unique adapted solution
Remark 3. The driving coefficient of (2) has to be interpreted as follows:
We shall also consider McKean-Vlasov SDEs (see, e.g., Buckdahn and Li et al. [13] ). Let
be two measurable functions supposed to satisfy the following conditions: (H3) (i) b(·,x, x) and σ(·,x, x) areF-progressively measurable continuous processes for all
x, x ∈ R, and there exists some constant C > 0 such that
(ii) b and σ are Lipschitz inx, x, i.e., there is some constant C > 0 such that
The McKean-Vlasov SDEs parameterized by the initial condition (t, ζ) ∈ [0, T ]×L 2 (Ω, F t , P ; R) is given as follows:
We recall that, due to our notational convention,
Lemma 4. Under Assumption (H3), SDEs () has a unique strong solution.
Remark 5. From standard arguments we also get that, for any p ≥ 2, there exists C p ∈ R, which only depends on the Lipschitz and the growth constants of b and σ, such that for all
P-a.s., for all δ > 0 with t + δ ≤ T . These, in the classical case, well-known standard estimates can be consulted, for instance, in Ikeda and Watanabe [30] (pp. 166-168) and also in Karatzas and Shreve [31] (pp. 289-290).
Fully coupled Mean-field FBSDEs
In this section, we shall investigate a new type of FBSDEs called fully coupled mean-field FBSDEs as follows:
For convenience, we will use the following notations in this section: Let <, > denote the usual inner product in R n and we use the usual Euclidean norm in
Now we give the standard assumptions on the coefficients of mean-field FBSDE:
there exists a constant C > 0, such that:
and
The following monotone conditions are our main assumptions:
where C 1 and µ 1 are given positive constants.
For the mean-field FBSDE (3), we have the the following main result of this section.
Theorem 7.
Under the assumptions (H4) and (H5), there exists a unique adapted solution (X,Y,Z) for mean-field FBSDEs (3).
The proof of this theorem is similar to that of Theorem 3.1 in [1] except the mean-field term. However, to be self-contained, we intend to give the proof. Before giving the proof of this theorem, we need the two technical lemmas below whose proof will be given in the sequel.
, then the following linear mean-field forward-backward stochastic differential equations
have a unique adapted solution:
Now, we define, for any given α ∈ R,
and consider the following equations:
where we use the notation
, assume that Eqs (6) and (7) have an adapted solution. Then there exists a δ 0 ∈ (0, 1) which depends only on c 1 , c 2 and T , such that for all α ∈ [α 0 , α 0 + δ 0 ], and for (6) and (7) have an adapted solution.
Proof of Theorem 7. Uniqueness. If U = (X, Y, Z) andŪ = (X,Ȳ ,Z) are two adapted solutions of (3), we set
From Assumption (A1), it follows that {X t } and {Ŷ t } are continuous, and
Applying the Itô's formula toX tŶt on [0, T ], we have
By assumptions (A1) and (A2), we get then
So, we get U =Ū . Existence. According to Lemma 8, we see immediately that, when α = 0, for any (6) and (7) have an adapted solution.
, we can solve Eqs (6) and (7) successively for the case α
, the adapted solution of Eqs. (6) and (7) exists, then we deduce immediately that the adapted solution of Eqs. (3) exists.
✷ Proof of Lemma 8 Proof. We consider the following BSDEs:
By Lemma 1, the above equation has a unique adapted solution (Ÿ ,Z). Then we solve the following forward equation
and set Y =Ÿ + X, Z =Z, we get
Then we have
So (X, Y, Z) is a solution of Eqs. (4) and (5) . Thus the existence is proved. As for uniqueness, it only has to use the method of the proof of uniqueness in Theorem 3.1 and we omit it.
Proof of Lemma 9
Proof. For simplicity, we set
For any given α 0 ∈ [0, 1] and any δ > 0, we solve iteratively the following equations:
Applying the Itô formula toX i+1 tŶ i+1 t
, on and noticing that
Using the definition ofF (t, Λ), we have the following inequality:
From assumptions (A1), (A2), Eq (10) and the notation
for any α 0 ∈ [0, 1], we deduce easily that
In virtue of
the above inequality yields
+ εb 2 , we can derive
Note that there exists a constant C ′ > 0 which depends only on C and T , such that
Indeed, for i ≥ 1,
Similar to (10) , in the last inequality, we use the fact that
as well asb
where c is a constant which depends on C. One can show thatσ(s,
s ) have the similar results. By a standard method of estimation, the desired result (12) can be derived easily.
From (11) and (12) , we know that there exists a constant K > 0 which depends only on C, C 1 , µ 1 and T , such that
Hence there exists a δ 0 ∈ (0, 1), which depends only on C, C 1 , µ 1 and T , such that when
That is
Repeat the above inequality as many times as you desire, there holds
It turns out that U i is a Cauchy sequence in M 2 (0, T ; R × R × R d ) and its limit is denoted by U = (X, Y, Z). Passing to the limit in Eqs. (8) and (9), we see that, when 0 < δ ≤ δ 0 , U = (X, Y, Z) solves Eqs. (6) and (7) for α = α 0 + δ. The proof is completed.
The condition (A2) can be replaced by the following condition.
We have another parallel existence and uniqueness theorem for mean-field FBSDEs. The method to prove the existence is similar to Theorem 7. We now consider the following (13) for each α ∈ [0, 1] :
where γ, φ and ϕ are given processes in M 2 (0, T ) with values in R, R d , and R, resp., ξ ∈ L 2 (Ω, F T , P ). Clearly the existence of (13) for α = 1 implies the existence of FBSDEs (3). From the existence and uniqueness of SDEs and BSDEs, when α = 0, the equation (13) has a unique solution.
In order to obtain this conclusion, we also need the following lemma. This lemma gives a priori estimate for the existence interval of (13) 
Proof. We use the notations
there exists a unique solution of (13), thus, for each x T ∈ L 2 (Ω, F T , P ) and a triple
We now proceed to prove that, if δ is sufficiently small, the mapping defined by
, and letŪ ×X T = I α 0 +δ (ū ×x T ). Using Itô's formula toX sŶs yields
From (H4) and (H6), we can get
This means
where
On the other hand, for the difference of the solutions (Ŷ ,Ẑ) = (Y −Ȳ , Z −Ẑ), we apply the usual technique to the BSDE part:
Here the constant K 2 depends on the Lipschitz constants C, C 1 , and T . Combining the above two estimates, it is clear that, we have
Here the constant K depends only on C, C 1 , µ 1 , K 1 , and T . We now choose δ 0 =
2K
. It is clear that, for each fixed δ ∈ [0, δ 0 ], the mapping I α 0 +δ is a contraction in the sense that
It follows that this mapping has a unique fixed point U α 0 +δ = (X α 0 +δ , Y α 0 +δ , Z α 0 +δ ) which is the solution of (13) for α = α 0 + δ. The proof is complete.
We now give the proof of Theorem 10. Proof of Theorem 10. The uniqueness is obvious from Theorem 7. When α = 0, the equation (13) has a unique solution. It then follows from Lemma 3.3 that there exists a positive constant δ 0 depending on Lipschitz constants C, C 1 , µ 1 , K 1 and T such that, for each δ ∈ [0, δ 0 ], equation (13) for α = α 0 + δ has a unique solution. We can repeat this process for N-times with 1 ≤ Nδ 0 < 1 + δ 0 . It then follows that, in particular, FBSDEs (13) for α = 1 with ξ = 0 has a unique solution. The proof is complete. ✷ Theorem 10 can ensure the existence and uniqueness of solution to the adjoint forwardbackward systems in Section 5 and Section 7.
Stochastic maximum principle in mean-field controls of FBSDEs
In this section, we study the stochastic maximum principle for mean-field control problem of FBSDEs. The action space U is a non-empty, closed and convex subset of R k (k ∈ N + ), and we define the admissible control set as
For any v(·) ∈ U, we consider the following forward-backward stochastic control system of Mean-field type:
The optimal control problem is to minimize the following expected cost functional over U:
An admissible control u ∈ U is said to be optimal if
Now we give the following conditions in this section.
(A1) The given functions b(t,x, x, v), σ(t,x, x, v), f (t,x,ỹ,z, x, y, z, v), h(t,x,ỹ,z, x, y, z, v), g(x) and γ(y) are continuously differentiable with respect to all of their components respectively.
(A2) All the derivatives in (A1) are Lipschitz continuous and bounded.
For any admissible controls v(·) ∈ U, due to Lemma 2, the mean-field FBSDEs (4) admits a unique solution under assumptions (A1) and (A2), which is denoted by (X t , Y t , Z t ).
Variational equations and variational inequality
Let u(·) be an optimal control and (X u (·), Y u (·), Z u (·)) be the corresponding state trajectory of stochastic control system. For any 0 ≤ θ ≤ 1, we denote by (X 
. (18) where we use the notationf (t,
Then, we have the following convergence result:
Lemma 12. We suppose (A3) and (A4) hold. Then
Proof. Since the coefficients in linear mean-field FBSDE (17) and (18) are bounded, it follows from Proposition 1.2 in [13] that there exists a unique solution (k(t), m(t), n(t)) for equations (17) and (18). The proof for the convergence ofX θ t can be found in Lemma 3.2 of [18] . We need only to deal withỸ 
For convenience, we introduce the notation
Then, we have
where we denote
Indeed, since the Lipschitz continuity of fx(x,ỹ,z, x, y, z), f x (x,ỹ,z, x, y, z) with respect to (x,ỹ,z, x, y, z), there exists a positive constant C, which may differ from line to line if not specified, such that:
is an optimal control of the problem, then
Combining the limits above with (23) and the definition of the cost functional, we derive (22) easily.
Adjoint equation and Maximum principle
For deriving the maximum principle, we introduce the following adjoint equation corresponding to mean-field FBSDEs (4), which is a mean-field FBSDEs and whose solution is denoted
This equation reduces to the standard one, when the coefficients do not depend explicitly on ω ′ of the underlying diffusion. Under the assumptions (A1) and (A2), this is a linear meanfield FBSDEs with bounded coefficients. Moreover, due to Lemma 2.2 and Theorem 4.1 in [13] , it admits a unique F-adapted solution (Q, p, q) such that
Next, we define the Hamiltonian function as follows:
The following theorem constitutes the main result of this section.
Theorem 14. (SMP in Integral Form
). Suppose (A1)-(A2) hold. Let u(·) be an optimal control of the problem, and (X u (·), Y u (·), Z u (·)) denote the corresponding trajectory. Then, for all v ∈ U, there holds
a.e.,a.s., where (p(·), q(·), Q(·)) is the the solution of adjoint equation (24).
Proof. Applying Itô's formula to k t p t + m t Q t yields
Together with Lemma 13, we derive
Thus, we come to the conclusion of this theorem.
Remark 15. From (25), we can get that
dtdP -a.e., for any v ∈ U.
Sufficient conditions for maximum principle
This section is devoted to establish the sufficient maximum principle (also called verification theorem) of the mean-field stochastic control problem. We need the following additional assumptions.
(A3) The function Φ is convex in x. g is convex in x and γ is convex in y. 
hold for all t ∈ [0, T ]. Moreover, suppose function H (t,x,ỹ,z, x, y, z, p, q, Q, v) is convex with respect to (t,x,ỹ,z, x, y, z, v). Then u is an optimal control of problem (4)- (16).
Proof. For any v(·) ∈ U, we consider
with
Since g is convex, it holds that
Due to γ is convex on y, we have
From (28) and (29), we get
Since Φ is convex,
By applying Itô's formula to
The optimal control problem is to minimize the functional J(·) over U. A control that solves this problem is called optimal. We assume: 
) be the corresponding state trajectory of stochastic control system. In this case, the corresponding adjoint equation becomes
in which we use the notationψ(t) = ψ(t, (X
When the coefficients b, σ and f do not depend explicitly on ω ′ , the adjoint equation (36) reduces to the standard adjoint equation (see Shi and Wu [21] ) corresponding to fully coupled FBSDE.
On the other hand, from the assumption (A4) and the fact that (34) satisfies (H4) and (H5), we can easily verify that this adjoint equation (36) satisfies (H4) and (H6). Then, from Theorem 3.2, we know that (36) has a unique F-adapted solution (Q, p, q) such that 
, then there exists a pair (p(·), q(·), Q(·)) of adapted processes which satisfies (36), such that
P-a.s., for all t ∈ [0, T ]. 
for all t ∈ [0, T ], P-a.s., u is an optimal control of problem (34)-(35).
Maximum principle for mean-field stochastic games of FBSDEs
In this section, we consider a class of non-zero sum differential games where state variables are described by the system of FBSDEs of mean-field type. Our objective is to derive necessary conditions for optimality in the form of a stochastic maximum principle and the corresponding verification theorem. We always use the subscript 1 (respectively, subscript 2) to characterize the variables corresponding to Player 1 (respectively, Player 2).
Let action space U i be a non-empty, closed and convex subset of R k (i = 1, 2, k ∈ N + ). The admissible control set is defined as
For any v i (·) ∈ U i (i = 1, 2), we consider the following mean-field FBSDE:
Ensuring to achieve the goal Φ(x T ), Player i (i = 1, 2), who has his own benefits, aims at minimizing the following expected cost functionals:
Suppose each player hopes to minimize her/his cost functional J i (v 1 (·), v 2 (·)) by selecting an appropriate admissible control v i (·) (i = 1, 2). The problem is then to find a pair of admissible controls (u 1 (·), u 2 (·)) ∈ U 1 × U 2 , called a Nash equilibrium point for the non-zero sum game, such that
We call the problem above a forward-backward non-zero sum stochastic differential game of mean-field type, where the word "forward-backward" means that the game system is described by a FBSDE and the reason for calling "mean-field" is the coefficients of the state equation and cost functionals depend on the law of the state process. For simplicity, we denote it by Problem (FBNM). We assume that the following hypothesis holds.
and γ i (y) (i = 1, 2) are continuously differentiable with respect to all of the components in these functions.
(ii) All the derivatives in (i) are Lipschitz continuous and bounded.
For any admissible controls v 1 (·) and v 2 (·), we suppose that (A5) hold. Then we know mean-field FBSDE (39) admits a unique solution ( 
A Pontryagin's stochastic maximum principle
Let (u 1 (·), u 2 (·)) be a Nash equilibrium point of Problem (FBNM) and (X(·), Y (·), Z(·)) be the corresponding state trajectory of game system. For any given v i (·) ∈ U i (i = 1, 2), since U i is convex, then u Fix u 2 (·) (respectively, u 1 (·)), to minimize the cost functional J 1 (v 1 (·), u 2 (·)) (respectively, J 2 (u 1 (·), v 2 (·))) subject to (39) over U 1 (respectively, U 2 ) is an optimal control problem of mean-field FBSDEs. Following the idea developed in Section 4, it is not difficult to analyze the game problem. Thus, we omit the detailed deduction and only state the main result for simplicity.
Theorem 19. (Stochastic Maximum Principle for SDGs) Suppose (A5) hold. Let (u 1 (·), u 2 (·)) be a Nash equilibrium point for our stochastic game problem (FBNM), (X(·), Y (·), Z(·)) be the corresponding trajectory and (p
(·)) be the solution of adjoint equation (42). Then we have
For simplicity, we denote the problem above by Problem (CFBNM). In order to give the maximum principle, we assume that the following hypothesis holds. Let (u 1 (·), u 2 (·)) be a Nash equilibrium point of Problem (CFBNM) and let (X(·), Y (·), Z(·)) be the corresponding trajectory of game system. In this fully coupled case, the adjoint equation, different from the case in Section 6, has the form: for i = 1, 2,
−bz(t)(p i (t)) ′ −σz(t)(q i (t)) ′ −σ z (t)q i (t) −h iz (t) −h iz (t) dW t , 
We define the Hamiltonian function H
= p i (t)b(t,x,ỹ,z, x, y, z, v 1 , v 2 ) + q i (t)σ(t,x,ỹ,z, x, y, z, v 1 , v 2 ) (48) −f (t,x,ỹ,z, x, y, z, v 1 , v 2 )Q i (t) + h i (t,x,ỹ,z, x, y, z, v 1 , v 2 ), (i = 1, 2).
The proof of the maximum principle and verification theorem in this case is practically similar to Section 5. Thus we present these theorems without proof. In this process, the Hamiltonian function is in the form of H(t,x,ỹ,z, x, y, z, p, q, Q, v) = p Ã (t)x + A(t)x + B(t)v + q C (t)x + C(t)x t + D(t)v −Q ã(t)x + a(t)x +b(t)ỹ + b(t)y +β(t)z + β(t)z + E(t)v
where (p(·), q(·), Q(·)) satisfies
−dp t = Ã (t)E[p t ] + A(t)p t +C(t)E[q t ] + C(t)q t −ã(t)E[Q t ] − a(t)Q t dt − q t dW t ,
If u(·) is optimal, then it follows from Theorem 5.1 and (51) that
Moreover, it is easy to check that candidate optimal control (52) is really the optimal control since the coefficients of Eq (50) and cost functional (49) satisfy the assumptions of Theorem 4.2.
Example 25. Let us consider the following forward-backward stochastic control system:
b (t)E[X t ] + b(t)X t +Ã(t)E[Y t ] + A(t)Y t +B(t)E[Z t ] + B(t)Z t + D(t)v(t) dt

+ β (t)E[X t ] + β(t)X t −B(t)E[Y t ] − B(t)Y t +C(t)E[Z t ] + C(t)Z t + E(t)v(t) dW t , −dY t = ã(t)E[X t ] + a(t)X t +b(t)E[Y t ] + b(t)Y t +β(t)E[Z t ] + β(t)Z t + G(t)v(t) dt
where R > 0 is a constant and v ∈ L 2 F (0, T ; U). For simplicity we also suppose that U = R. The cost functional is
where constants M > 0, N > 0. Function L(·) is deterministic and bounded, and L −1 is also bounded. By (37), the Hamiltonian function is given by H(t,x,ỹ,z, x, y, z, p, q, Q, v) = p b (t)x + b(t)x +Ã(t)ỹ + A(t)y +B(t)z + B(t)z + D(t)v +q β (t)x + β(t)x −B(t)ỹ − B(t)y +C(t)ỹ + C(t)z + E(t)v −Q ã(t)x + a(t)x +b(t)ỹ + b(t)y +β(t)z + β(t)z + G(t)v
According to Theorem 17, if u(·) is optimal, then
where (p(·), q(·), Q(·)) is the solution of the following fully coupled Mean-field FBSDEs
b (t)E[Q t ] + b(t)Q t −Ã(t)E[p t ] − A(t)p t +B(t)E[q t ] + B(t)q t dt + β (t)E[Q t ] + β(t)Q t −B(t)E[p t ] − B(t)p t −C(t)E[q t ] − C(t)q t dW t
−dp t = b (t)E[p t ] + b(t)p t +β(t)E[q t ] + β(t)q t −ã(t)E[Q t ] − a(t)Q t dt − q t dW t ,
Similarly, it is easy to verify that the monotonic condition (H6) holds, then from Theorem 10, FBSDEs (25) admits a unique solution (Q(·), p(·), q(·)). Moreover, since g(x) = M T x 2 , γ(y) = Ny 2 , Φ(x) = Rx are convex and H(t,x,ỹ,z, x, y, z, p, q, Q, v) is convex in (x,ỹ,z, x, y, z, v), we can know that the admissible control (55) which satisfying the necessary condition of optimality is really an optimal control.
