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Abstract
A mixed finite element method is developed for a nonlinear fourth-order elliptic problem. Optimal L2
error estimates are proved by using a special interpolation operator on the standard tensor-product finite
elements of order k  1. Then two iterative schemes are presented and proved to keep the same optimal
error estimates. Three numerical examples are provided to support the theoretical analysis.
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1. Introduction
We consider the problem
(au) = f (x, y,u,u) in Ω, (1)
u = 0 and u = 0 on ∂Ω, (2)
where Ω is a bounded connected domain in R2 with boundary ∂Ω. This models the static deflec-
tion of an elastic plate under a lateral loading [13], where a = a(x, y) > 0 is the stiffness of the
plate, f (x, y,u,u) is the loading function which depends on the deflection and the curvature
of the plate. Here we denote u = ∂2u
∂x2
+ ∂2u
∂y2
.
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tained by Pao [13]. Several monotone iterative finite difference schemes were developed for
solving (1)–(2) by Pao [14,15].
The purpose of this article is to present a mixed finite element method for the numerical
solution of (1)–(2). Optimal error estimates are proved by using a special interpolation operator
and integral identity method we used in [8] for a linear fourth-order elliptic problem. Though
many classical results about mixed finite element methods (FEM) exist for linear fourth-order
problems (see [1,3,6,16,4,8,9] and references cited therein), very few [14,15] were devoted to
such nonlinear problem (1)–(2).
First, let us introduce some notation used in the rest of the paper. We denote the stan-
dard Sobolev space Wk,2(Ω) by Hk(Ω), which is equipped with the natural norm ‖v‖k =
[∑|α|k ‖Dαv‖2L2(Ω)]1/2 and the semi-norm |v|k = [∑|α|=k ‖Dαv‖2L2(Ω)]1/2. We also denote
by H 10 (Ω) the closure of C
∞
0 (Ω) in the norm ‖ · ‖1, and the inner product on L2(Ω) by (·,·).
To develop a mixed FEM for numerical solution of (1)–(2), we let v = −au and rewrite (1)
as a coupled system in the form of
−u = bv, −v = f (x, y,u,−bv) in Ω, (3)
u = v = 0 on ∂Ω, (4)
where b = 1/a.
Then the weak variational form of (3)–(4) is: Find (u, v) ∈ H 10 (Ω)×H 10 (Ω) such that
(∇u,∇ψ) = (bv,ψ), ∀ψ ∈ H 10 (Ω), (5)
(∇v,∇φ) = (f (x, y,u,−bv),φ), ∀φ ∈ H 10 (Ω). (6)
The corresponding mixed FEM is: Find (uh, vh) ∈ Skh × Skh such that
(∇uh,∇ψh) = (bvh,ψh), ∀ψh ∈ Skh, (7)
(∇vh,∇φh) =
(
f (x, y,uh,−bvh),φh
)
, ∀φh ∈ Skh, (8)
where Skh ⊂ H 10 (Ω) is the standard tensor-product finite elements [2] of order k on a rectangular
subdivision of Ω of maximum mesh size h.
The organization of the rest paper is as follows: in Section 2 we present a basic theory for
an eigenvalue problem which is needed for our error estimates. A special interpolation operator
is defined in Section 3. Then we prove the optimal L2 error estimates for our mixed FEM in
Section 4. Then in Section 5 we present two iterative mixed FEM and show that optimal con-
vergences still hold true for these iterative mixed FEM. Finally, three numerical examples are
provided in Section 6 to support our theoretical analysis.
2. The eigenvalue problem
The uniqueness of the problem (1)–(2) is related to the smallest eigenvalue of the following
eigenvalue problem [13, Eq. (2.6)]:
−ϕ = λϕ in Ω, ϕ = 0 on ∂Ω. (9)
The variational form of (9) is: Find λ ∈ R and a nonzero ϕ ∈ H 10 (Ω) such that
(∇ϕ,∇ψ) = λ(ϕ,ψ) for all ψ ∈ H 10 (Ω).
Setting ψ = ϕ gives a formula for the eigenvalue λ = (∇ϕ,∇ϕ) corresponding to ϕ.(ϕ,ϕ)
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RQ(ψ) = (∇ψ,∇ψ)
(ψ,ψ)
for nonzero ψ ∈ H 10 (Ω),
the previous equality can be put as λ = RQ(ϕ). In particular, there is a function ϕ0 ∈ H 10 (Ω) that
minimizes the Rayleigh quotient over all functions in H 10 (Ω) and this function is the eigenfunc-
tion corresponding to the smallest eigenvalue λ0 :
λ0 = min
ψ∈H 10 (Ω)
RQ(ψ) = RQ(ϕ0).
We can numerically compute the smallest eigenvalue in the eigenvalue problem (9) by
minimizing the Rayleigh quotient over the usual finite element space Skh ⊂ H 10 (Ω): λh0 =
minψ∈Skh RQ(ψ). Since S
k
h ⊂ H 10 (Ω), we must have λh0  λ0, i.e.,
λ0  λh0 = min
ψ∈Skh
(∇ψ,∇ψ)
(ψ,ψ)
. (10)
Remark. When Ω = (0,1) × (0,1), the smallest eigenvalue for the problem (9) is λ0 = 2π2
[17, p. 24].
3. The special interpolation operator
To prove optimal convergence, we need a special interpolation operator ikhw: w ∈
C0(Ω¯) → Qk defined on each rectangular element τ by the following conditions [7, p. 108]:
ikhw(ai) = w(ai),∫
lj
(
ikhw −w
)
v = 0, ∀v|lj ∈ Pk−2(lj ),
∫
τ
(
ikhw −w
)
v = 0, ∀v|τ ∈ Qk−2(τ ) (11)
for k  2, where ai and lj denote for the vertices and edges of τ, which are illustrated in Fig. 1.
Here Pk is the kth order polynomial in one variable, and we denote by Qk the set of polynomials
a1 a2
a3a4
l1 l2
l4
l3
Fig. 1. Rectangular element τ .
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by (11) only, i.e., i1h is the standard bilinear interpolation. This special interpolation operator has
been constantly used for obtaining superconvergence results (see [12,10,8,18], more details can
be found in [11] and references therein).
By [7, p. 108], ikh is well defined, and has the interpolation estimate∣∣ikhv − v∣∣s Chk+1−s |v|k+1, s = 0,1, ∀v ∈ Hk+1(Ω). (12)
Here and in the rest of the paper, C will denote a generic positive constant, which may be of
different value at each occurrence and independent of the mesh size h.
Lemma 3.1. For any vh ∈ Qk and w ∈ Hk+1(Ω), we have∣∣(∇(ikhw −w),∇vh)∣∣ Chk+1|w|k+3|vh|0 if vh = 0 on ∂Ω.
Proof. By Lemmas 1(II) and 2(II) of [8], we have(
∂(ikhw −w)
∂x
,
∂vh
∂x
)
Chk+1|w|k+3|vh|0 if vh|∂Ω = 0
and (
∂(ikhw −w)
∂y
,
∂vh
∂y
)
Chk+1|w|k+3|vh|0 if vh|∂Ω = 0
which complete the proof. 
4. The error estimates
The existence and uniqueness of a solution to the problem (1)–(2) has been obtained by
Pao [13]. The complete conditions are provided in [13] and restated below.
Definition. A pair of functions u˜, uˆ ∈ C4(Ω) ∩ C2+α(Ω) are called coupled upper and lower
solutions of (1)–(2) if u˜ uˆ,u˜uˆ and
(au˜) f (x, y,u,u˜), (auˆ) f (x, y,u,uˆ) for uˆ u u˜,
u˜ 0 uˆ, au˜ 0 auˆ.
For a given pair of coupled upper and lower solutions u˜, uˆ we denote
〈uˆ, u˜〉 ≡ {u ∈ C2(Ω): uˆ u u˜, u˜uuˆ}
and make the following hypotheses:
(H1) f (x, y,u, v) is Hölder continuous and satisfies the Lipschitz condition∣∣f (x, y,u1, v1)− f (x, y,u2, v2)∣∣K(|u1 − u2| + |v1 − v2|), (x, y) ∈ Ω,
for uˆ uj  u˜, u˜ vj uˆ, j = 1,2,
where K is a positive constant.
(H2) f (x, y,u, v) possesses the monotone nondecreasing property in u:
f (x, y,u1, v) f (x, y,u2, v) for uˆ u1  u2  u˜, u˜ v uˆ.
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f (x, y,u1, v) f (x, y,u2, v) for uˆ u1  u2  u˜, u˜ v uˆ.
Lemma 4.1. (See [13].) Let u˜, uˆ be a pair of coupled upper and lower solutions, and let
(H1) hold. Then there exists at least one solution u∗ ∈ 〈uˆ, u˜〉 to the problem (1)–(2). Further-
more, if (H2) (or (H2)′) holds, then problem (1)–(2) has a maximal solution u¯ and a minimal
solution u such that uˆ u u¯ u˜, where the maximal and minimal solutions are in the sense
that if u is a solution in 〈uˆ, u˜〉, then u u u¯.
To obtain the error estimate, we introduce some notations
a = min
(x,y)∈Ω
a(x, y),
M1 = max
(x,y,u,v)∈Q
∣∣∣∣∂f (x, y,u, v)∂u
∣∣∣∣, M2 = max
(x,y,u,v)∈Q
[
−b(x, y)∂f (x, y,u, v)
∂v
]
,
where Q ≡ {(x, y,u, v): (x, y) ∈ Ω, uˆ u u˜, u˜ v uˆ}.
Also we assume that
λ0(λ0 −M2) > M1
a
, (13)
which along with the conditions in Lemma 4.1 guarantees the uniqueness of (1)–(2) [13,
Eq. (2.8)].
Letting ψ = ψh in (5) and φ = φh in (6), and using (7)–(8), we obtain the error equations for
our mixed FEM:
(∇(u− uh),∇ψh)= (b(v − vh),ψh), ∀ψh ∈ Skh, (14)(∇(v − vh),∇φh)= (f (x, y,u,−bv)− f (x, y,uh,−bvh),φh), ∀φh ∈ Skh. (15)
Lemma 4.2. Let (u, v) be the solution of (5)–(6), and (uh, vh) be the solution of (7)–(8). Then
we have
λ0
∥∥ikhu− uh∥∥0 Chk+1 + 1a
∥∥ikhv − vh∥∥0.
Proof. Using (10) with ψ = ikhu− uh, we have
λ0
∥∥ikhu− uh∥∥20  (∇(ikhu− uh),∇(ikhu− uh))
= (∇(ikhu− u),∇(ikhu− uh))+ (∇(u− uh),∇(ikhu− uh))
= (∇(ikhu− u),∇(ikhu− uh))+ (b(v − vh), ikhu− uh), (16)
where in the last step we used (14) with ψh = ikhu− uh.
By Lemma 3.1, we obtain∣∣(∇(ikhu− u),∇(ikhu− uh))∣∣ Chk+1|u|k+3∥∥ikhu− uh∥∥0. (17)
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(
max
(x,y)∈Ω
∣∣b(x, y)∣∣)‖v − vh‖0∥∥ikhu− uh∥∥0
 1
a
(∥∥v − ikhv∥∥0 +
∥∥ikhv − vh∥∥0)
∥∥ikhu− uh∥∥0
 1
a
(
Chk+1|v|k+1 +
∥∥ikhv − vh∥∥0)
∥∥ikhu− uh∥∥0, (18)
where we used the triangle inequality and the interpolation estimate (12).
By combining (16)–(18), we have
λ0
∥∥ikhu− uh∥∥20 
(
Chk+1|u|k+3 + 1
a
Chk+1|v|k+1 + 1
a
∥∥ikhv − vh∥∥0
)∥∥ikhu− uh∥∥0
from which the lemma follows. 
Lemma 4.3. Let (u, v) be the solution of (5)–(6), and (uh, vh) be the solution of (7)–(8). Then
we have
(λ0 −M2)
∥∥ikhv − vh∥∥0 Chk+1 +M1
∥∥ikhu− uh∥∥0.
Proof. Using (10) with ψ = ikhu− uh, we have
λ0
∥∥ikhv − vh∥∥20  (∇(ikhv − vh),∇(ikhv − vh))
= (∇(ikhv − v),∇(ikhv − vh))+ (∇(v − vh),∇(ikhv − vh)). (19)
Letting φh = ikhv − vh in (15) and applying the mean-value theorem lead to∣∣(∇(v − vh),∇(ikhv − vh))∣∣
= ∣∣(f (x, y,u,−bv)− f (x, y,uh,−bvh), ikhv − vh)∣∣
=
∣∣∣∣
(
∂f
∂u
· (u− uh)− ∂f
∂v
· b(v − vh), ikhv − vh
)∣∣∣∣

∣∣∣∣
(
∂f
∂u
· (u− uh), ikhv − vh
)∣∣∣∣+
∣∣∣∣
(
−b∂f
∂v
(
v − ikhv
)
, ikhv − vh
)∣∣∣∣
+
∣∣∣∣
(
−b∂f
∂v
(
ikhv − vh
)
, ikhv − vh
)∣∣∣∣

(
M1‖u− uh‖0 +Chk+1|v|k+1 +M2
∥∥ikhv − vh∥∥0)
∥∥ikhv − vh∥∥0, (20)
where ∂f
∂u
≡ ∂f
∂u
(x, y, c1, c2) and ∂f∂v ≡ ∂f∂v (x, y, c1, c2) are evaluated at some intermediate points
c1 ∈ (u,uh) and c2 ∈ (−bv,−bvh). Note that in obtaining the last inequality, we used the facts
that ∣∣∣∣
(
∂f
∂u
· (u− uh), ikhv − vh
)∣∣∣∣M1‖u− uh‖0∥∥ikhv − vh∥∥0,∣∣∣∣
(
−b∂f
∂v
(
v − ikhv
)
, ikhv − vh
)∣∣∣∣ Chk+1|v|k+1,∣∣∣∣
(
−b∂f (ikhv − vh), ikhv − vh
)∣∣∣∣M2
∥∥ikhv − vh∥∥20.∂v
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Combining (19)–(21), applying the triangle inequality and the interpolation estimate (12), we
have
(λ0 −M2)
∥∥ikhv − vh∥∥0 M1‖u− uh‖0 +Chk+1(|v|k+3 + |v|k+1)
M1
(∥∥u− ikhu∥∥0 +
∥∥ikhu− uh∥∥0)+Chk+1
 Chk+1 +M1
∥∥ikhu− uh∥∥0,
which completes the proof of the lemma. 
Theorem 4.1. Let (u, v) be the solution of (5)–(6), and (uh, vh) be the solution of (7)–(8). Under
the assumptions of Lemma 4.1 and (13), we have
‖u− uh‖0 + ‖v − vh‖0  Chk+1.
Proof. From Lemma 4.2, we have
∥∥ikhu− uh∥∥0  1λ0 Ch
k+1 + 1
λ0a
∥∥ikhv − vh∥∥0, (22)
which along with Lemma 4.3 gives us
(λ0 −M2)
∥∥ikhv − vh∥∥0  Chk+1 + M1λ0a
∥∥ikhv − vh∥∥0
i.e., (
λ0 −M2 − M1
λ0a
)∥∥ikhv − vh∥∥0  Chk+1,
which along with the assumption (13) leads to∥∥ikhv − vh∥∥0  Chk+1. (23)
Using (23), applying the triangle inequality and the interpolation estimate (12), we obtain
‖v − vh‖0 
∥∥v − ikhv∥∥0 +
∥∥ikhv − vh∥∥0  Chk+1.
Finally using (22), the triangle inequality and (23), we have
‖u− uh‖0 
∥∥u− ikhu∥∥0 +
∥∥ikhu− uh∥∥0 Chk+1,
which concludes the proof. 
Remark. For general quasi-uniform triangular mesh, the superconvergence estimate of Lem-
ma 3.1 is not valid. In this case, we only have the standard estimate∣∣(∇(ikhw −w),∇vh)∣∣ Chk|w|k+1|vh|1  Chk−1|w|k+1‖vh‖0, (24)
where we used the standard inverse inequality |vh|1  Ch−1‖vh‖0 [2] in the last step. (24) will
reduce the estimates of Lemmas 4.2 and 4.3 from hk+1 to hk−1, hence we can only obtain the
estimates
‖u− uh‖0 + ‖v − vh‖0  Chk−1
for triangular elements. This estimate is two-order less optimal than that obtained for rectangular
elements.
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To design a practical algorithm for solving (5)–(6), we consider an iterative mixed FEM: Find
(unh, v
n
h) ∈ Skh × Skh such that(∇unh,∇ψh)= (bvnh,ψh), ∀ψh ∈ Skh, (25)(∇vnh,∇φh)= (f (x, y,un−1h ,−bvn−1h ), φh), ∀φh ∈ Skh, (26)
where n = 1,2, . . . are the iteration numbers. The initial values u0h and v0h can be arbitrary. Here
we need to solve (26) first, then solve (25). Such procedure repeats until it converges.
The corresponding error equations for our iterative mixed FEM are
(∇(u− unh),∇ψh)= (b(v − vnh),ψh), ∀ψh ∈ Skh,(∇(v − vnh),∇φh)= (f (x, y,u,−bv)− f (x, y,un−1h ,−bvn−1h ), φh), ∀φh ∈ Skh.
Theorem 5.1. Let (u, v) be the solution of (5)–(6), and (unh, vnh) be the solution of (25)–(26).
Under the assumptions of Lemma 4.1 and (13), for sufficiently small h and sufficiently large n
we have∥∥u− unh∥∥0 +
∥∥v − vnh∥∥0  Chk+1.
Proof. From the proof of Lemma 4.2, we can see that Lemma 4.2 still holds true for the iterative
method with the replacement of uh by unh and vh by v
n
h , i.e.,
λ0
∥∥ikhu− unh∥∥0  Chk+1 + 1a
∥∥ikhv − vnh∥∥0. (27)
Following the proof of Lemma 4.3, we can obtain
λ0
∥∥ikhv − vnh∥∥0  Chk+1 +M1
∥∥ikhu− un−1h ∥∥0 +M2
∥∥ikhv − vn−1h ∥∥0 (28)
 Chk+1 + M1
λ0a
∥∥ikhv − vn−1h ∥∥0 +M2
∥∥ikhv − vn−1h ∥∥0 (29)
= Chk+1 +
(
M1
λ0a
+M2
)∥∥ikhv − vn−1h ∥∥0, (30)
where we used (27) in the second step.
Denote M = ( M1
λ0a
+ M2)/λ0. By (13), we know that 0 < M < 1. Hence dividing both sides
of (30) by λ0 leads to∥∥ikhv − vnh∥∥0  Chk+1 +M
∥∥ikhv − vn−1h ∥∥0. (31)
Letting h → 0 in (31), we have∥∥ikhv − vnh∥∥0 M
∥∥ikhv − vn−1h ∥∥0 <
∥∥ikhv − vn−1h ∥∥0,
which shows that the sequence {‖ikhv−vnh‖0} is decreasing. Also this sequence is bounded below
(since ‖ikhv − vnh‖0  0), hence the sequence {‖ikhv − vnh‖0} is convergent by the fact that a
decreasing sequence that is bounded below is convergent.
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∥∥ikhv − vnh∥∥0  Chk+1 +M(Chk+1 +M
∥∥ikhv − vn−2h ∥∥0)
= Chk+1(1 +M)+M2∥∥ikhv − vn−2h ∥∥0 (32)
 · · ·Chk+1(1 +M + · · · +Mn−1)+Mn∥∥ikhv − v0h∥∥0 (33)
= Chk+1 · 1 −M
n
1 −M +M
n
∥∥ikhv − v0h∥∥0. (34)
Denote v∞h = limn→∞ vnh. Letting n → ∞ in (34), and using the fact that Mn → 0 and
‖ikhv − v0h‖0 is a fixed value, we obtain∥∥ikhv − v∞h ∥∥0  Chk+1. (35)
Denote u∞h = limn→∞ unh. Letting n → ∞ in (27), and using (35), we have∥∥ikhu− u∞h ∥∥0  Chk+1. (36)
By the triangle inequality, (35), (36) and (12), we have∥∥u− u∞h ∥∥0 +
∥∥v − v∞h ∥∥0  Chk+1,
which completes the proof. 
Similarly we can consider another iterative mixed FEM: Find (unh, v
n
h) ∈ Skh × Skh such that
(∇unh,∇ψh)= (bvn−1h ,ψh), ∀ψh ∈ Skh, (37)(∇vnh,∇φh)= (f (x, y,unh,−bvn−1h ), φh), ∀φh ∈ Skh, (38)
where n = 1,2, . . . are the iteration numbers. Note that here we need to solve (37) first, then
solve (38). Such procedure repeats until it converges. But we only need initial guess for v0h,
which can be arbitrary. We like to remark that similar scheme was proposed by Quarteroni [16,
Remark 4.1] for a linear fourth-order problem without convergence analysis.
The corresponding error equations for this iterative mixed FEM are
(∇(u− unh),∇ψh)= (b(v − vn−1h ),ψh), ∀ψh ∈ Skh,(∇(v − vnh),∇φh)= (f (x, y,u,−bv)− f (x, y,unh,−bvn−1h ), φh), ∀φh ∈ Skh.
Theorem 5.2. Let (u, v) be the solution of (5)–(6), and (unh, vnh) be the solution of (37)–(38).
Under the assumptions of Lemma 4.1 and (13), for sufficiently small h and sufficiently large n
we have∥∥u− unh∥∥0 +
∥∥v − vnh∥∥0 Chk+1.
Proof. Following the proof of Lemma 4.2, we can easily obtain
λ0
∥∥ikhu− unh∥∥0 Chk+1 + 1a
∥∥ikhv − vn−1h ∥∥0. (39)
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λ0
∥∥ikhv − vnh∥∥0  Chk+1 +M1
∥∥ikhu− unh∥∥0 +M2
∥∥ikhv − vn−1h ∥∥0
 Chk+1 + M1
λ0a
∥∥ikhv − vn−1h ∥∥0 +M2
∥∥ikhv − vn−1h ∥∥0 (40)
= Chk+1 +
(
M1
λ0a
+M2
)∥∥ikhv − vn−1h ∥∥0, (41)
where we used (39) in the second step.
The rest proof of this theorem is all the same as that of Theorem 5.1. 
6. Numerical examples
To confirm our theoretical analysis, we consider three examples in Ω = (0,1)× (0,1) solved
by the iterative mixed FEM (37)–(38) using bilinear element on N × N rectangular meshes
(i.e., we have N uniform elements in each direction). In all our calculations, we assume that the
iteration starts with initial guess of u = v = 0, and converges when the maximum errors of both
u and v are less or equal to 0.05. In our examples, we choose
u(x, y) = sin(πx) sin(πy), v(x, y) = −u = 2π2 sin(πx) sin(πy),
so that u(x, y) is a solution of (1)–(2) with a = 1 and different forms of f (x, y,u, v).
Example 1. In our first example, we consider f (x, y,u, v) = 4π4 sin(πx) sin(πy) in (1), i.e., it
is a linear problem.
The convergence history is presented in Table 1, where ∗ means that information is unavail-
able. Note that our iteration method (37)–(38) solves for u first, then solves for v, and the process
repeats until it converges. Our results show that the iterative method converges to the true solu-
tions in only three steps.
Example 2. In the second example, we consider f (x, y,u, v) = u1+u + g(x, y) in (1), where
g(x, y) = (4π4 − 1/(1 + sin(πx) sin(πy))) ∗ sin(πx) sin(πy).
It is easy to verify that f (x, y,u, v) is increasing in u (actually ∂f
∂u
= 1/(1 + u)2 > 0). Further-
more, the condition (13) holds true, since M1 = 1, M2 = 0, a = 1, λ0 = 2π2.
The convergence history is presented in Table 2.
Example 3. In our third example, we consider f (x, y,u, v) = −v ∗ e−2u + g(x, y) in (1), where
g(x, y) = 2π2(2π2 + e−2 sin(πx) sin(πy)) ∗ sin(πx) sin(πy).
Table 1
Convergence history for Example 1
Iteration N = 10 N = 20 N = 40
steps u error v error u error v error u error v error
1 1.0 ∗ 1.0 ∗ 1.0 ∗
2 1.0 0.00188 1.0 0.000116 1.0 6.633E–06
3 0.02465 0.00188 0.00616 0.000116 0.00154 6.633E–06
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Convergence history for Example 2
Iteration N = 10 N = 20 N = 40
steps u error v error u error v error u error v error
1 1.0 ∗ 1.0 ∗ 1.0 ∗
2 1.0 0.03081 1.0 0.0290 1.0 0.02891
3 0.02613 0.03081 0.00766 0.02902 0.00305 0.02891
4 0.02470 0.00274 0.00618 0.00035 0.00155 8.376E–05
Table 3
Convergence history for Example 3
Iteration N = 10 N = 20 N = 40
steps u error v error u error v error u error v error
1 1.0 ∗ 1.0 ∗ 1.0 ∗
2 1.0 0.22933 1.0 0.23044 1.0 0.23042
3 0.01205 0.22933 0.00662 0.23044 0.01130 0.23042
4 0.02513 0.01174 0.00628 0.00259 0.00157 6.224E–04
It is easy to verify that f (x, y,u, v) is increasing in u (actually ∂f
∂u
= 2ve−2u > 0). Note that by
our choices of u and v, we have
0 u 1, 0 v  2π2 ∀(x, y) ∈ Ω.
Hence we can obtain that
M1 = max
∣∣∣∣∂f∂u
∣∣∣∣= max
∣∣∣∣ 2ve2u
∣∣∣∣= 4π2, M2 = max
(
−b∂f
∂v
)
= max(−e−2u)= e2,
from which we can see that
2π2
(
2π2 − e2)> 4π2
holds true, i.e., the condition (13) holds true for this example.
The convergence history is presented in Table 3. Furthermore, the obtained numerical solu-
tions and the maximum errors are provided in Fig. 2 for N = 10,20,40.
Since the obtained L2 errors for u in all examples are almost the same, we just presented them
for Example 3, i.e., the L2 errors for u are
0.0125630774, 0.00314382373, 0.0007860094,
for N = 10,20,40, respectively. The L2 errors for v are
0.00568256667, 0.00125233004, 0.000300571174,
for N = 10,20,40, respectively. These errors show that our iterative method achieves the second-
order accuracy in L2 norm very well, which is consistent with our theoretical results. Actually
Tables 1–3 show the second-order accuracy reasonably well in maximum norm (except Exam-
ple 1, which has some superconvergence for v), though how to prove the convergence in L∞
norm is unachievable at this time.
194 J. Li / J. Math. Anal. Appl. 334 (2007) 183–195Fig. 2. The numerical solutions (shown in left column) and maximum errors (shown in right column) obtained for
Example 3. Top row is for the 10 × 10 mesh. Middle row is for the 20 × 20 mesh. Bottom row is for the 40 × 40 mesh.
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