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0. INTRODUCTION 
We shall denote throughout by X a fixed, locally compact space with countable 
base, on which we shall fix x a positive Radon measure such that supp x = X. 
We shall denote by B = B(X) the space of bounded Bore1 functions on S 
and by P(X) 1 < p < + co the D-spaces associated to the measure x. 
We shall consider then (TV; y  3 0) a Markovian semigroup on B, i.e. a 
family of operators TV (y 3 0) on B that satisfies TaT”f = Ta~i-bf (f E B), 
T”f > 0 (V’JE B, f > 0) for all a, 6 > 0 and such that T”l = 1 (a > 0). 
We shall suppose that Ta contracts all the Ll’ norms (i.e. 11 T”f jjD < iifil,, 
b’f ELI’, a 1;: 0) and that all the Ta’s are self adjoint operators on L’, i.e. 
jx T”fg dx = .,f (Tag) dx f, g WX), a>0 
(dx indicates of course integration w.r.t. x). Observe that the above condition 
implies in particular that x is invariant by the dual action of Ta, i.e. 
i; T”f dx = S, f dx Vf CWX), a 3 0. 
To avoid unnecessary complications I shall further impose the following con- 
tinuity conditions: 
T”fizpf in B Vf f C,(X) 
Thf mf in L2 ‘if l L2(X). 
C,(X) is the space of continuous functions that vanish at GJ (convergence 
in B is of course the uniform convergence). 
The above semigroup admits then a spectral representation 
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in IIs where (E(h); A 0) is an appropriate spectral family (cf. [ 1, $ 1411). 
For any m(h) (A -., 0) bounded bore1 function let us then define 
(0.2) 
T,,, is an operator on I,“. ‘I’hc following theorem is the basic multiplier theorem 
of the general Littlewood-Paley theory and is due to 17. M. Stein (cf. [2, p. 1211 
where it is proved for a slightly larger class of nz’s). 
THEOREM. I,uf :11(f) (f ;; 0) I le a b ounded Bore1 function and let 
n % 
m(h) = x 1 tM(t) e--h’int dt. 
* 0 
(0.3) 
Then for every f  bounded function of compact support on X we have 
:: T,,,J,; 7 c, ‘) 111 lirn !‘f ljr, I<p<-kcx, 
where C, only depe?zds on p (and nothing else not even X or Ty). 
A typical function of the above class is M(X) =-; Ai7 (y E R fixed). 
One of the aims of this paper will be to give a probabilistic proof of this 
theorem (that bypasses the g-functions). One advantage of this approach is 
that it readily general&s to N1 and BAZO. 
More explicitely let us denote by 
PY =: [: e-“l”?J dE(X) (0.4) 
the Poisson semigroup associated to T” (cf. [2, p. 461) and for any f  bounded 
function with compact support on X let us denote by 
I f  llHl = 11 sup I P*f I VI (0.5) 
v>o 
if JIBMO =: SUP pz If - PZfl 25 = (%Y) (0.6) 
TEX,Y>O 
where we adopt the notation PZ.f = P!if(x) Vf E B(X) Vz = (,Y, ~1) F A’ x R ‘. 
The above two expressions are norms ([i \‘Bb,o is in fact, in general, only a semi- 
norm); completing by the above two norms we obtain the two spaces H’(X) 
and BMO(X). 
Under very general conditions on the semigroup TV, which we shall examine 
in $7, we then have 
iI Tmf Ii H’ i c I: M i’r I! f  I!‘+ (0.7) 
1’ Tn,fllgMO .< C ” JZ ;I.,- 1~ f IiBMO (0.8) 
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with J and 11~ as in the theorem and C a constant that only depends (Jn the 
semigroup 7”‘. 
The methods that we shall use are independent of the g-functions. Using 
these methods we can instead obtain some of the standard g-function inequalities 
and also some improvements. 
Towards that let us assume that there exists a positive symmetric kernel 
Ii-ys, ) s,) Ays, ) 321) 2 0, y  9 0, xx‘] ) x^, E A- that is for every fixed y  “: 0 
a Bore1 function on X x X such that 
For ever-v “reasonable” f~ B(X) we shall define then 
(0.10) 
It is then easy to see that g* dominates pointwise the classical g-function that 
is defined (cf. [2, 1~. 741) by 
i.e. we have 
s(fK4 G R”(f)(“)! Vf, V~!r (0.1 I) 
and we have 
I/ B*(f )llp G CD If iI, T p > 2 (0.12) 
for every reasonable f with C, that only depends on p. 
Observe that when X z= R” and when T’J is the heat diffusion semigroup 
(generated by the Laplacian d) then g* is just the Zygmund g$ function with 
X = (n 1~ 1)/n. This incidentally shows that inequality (0.12) cannot possibly 
hold for p < 2 (cf. [3] IV, 2). 
The converse inequality holds instead 
llf IIB < CD II g”(f )ll, 1 <p.<2 
for all reasonable f. With the same restrictions on the semigroup as in (0.7) 
and (0.8) the above inequality extends to p = 1 and we have 
lif l!Hl < cllg*(f)lll . 
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One drawback of our probabilistic methods as compared with the classical 
methods of analysis (cf. [2]) is that we had to introduce a locally compact 
topology on 1Y which is used to obtain path regularity on our hlarkov process 
[cf. $ 21. By considering a more sophisticated probabilistic machinary there 
is a way to get round that and, in fact, treat with this method more general 
measure spaces (X, dx). But this admittedly can only be done at the cxpcnses 
of the relative simplicity and directness of this approach. 
I should observe that in [4] I’. A. Meyer has also proved the general ,c-function 
inequalities with methods analogous to ours. One point that gave me trouble 
was the proof of the “projective theorem” (cf. Appendices I and II). VIcver 
also proved these facts and his proofs are much simpler but the!- seem to apply 
only in the strongly Markovian case. By making the proofs mope complicated 
I have tried to dispense with the extra condition here. 
1. THE INFINITESIMAL GENERATORANDPRODUCT SKMIGROW 
Let us denote by L the subspace of B n L”(X) on which ?‘” acts continuously 
for the norm of B n L” (i.e. f~ L -S T’f -+,-.,,.f in B n L”). By our hypothesis 
L 3 C,,(,X2 n L’(S) and therefore it is dense in every 1.~’ (p , z 2). Let us denote 
b 7 -3 the infinitesimal generator of T” and by D(A) C L its domain (in I1 n I,“). 
I,) t u\ also denote bv e : 
II == {ft Z&4), AfE D(A)} (1.1) 
D will then be assigned with its natural Banach space norm 
It is easy to see that P, the Poisson semigroup associated to ‘l”! 0, ; 0) acts 
continuously on L. Observe however that this Poisson semigroup can no longer 
be defined by the spectral formula (0.4) ( w rc h’ h rs only valid for Hilbert spaces). 
To define Pu in general Banach spaces we have to resort to the general theory 
of semigroups (cf. [5, ch. IS, 5 II]) or use the formula 
(cf. [2, p. 471). 
From the general theory we shall need the following 
PROPOSITION I. I. Let f  E D and let us consider 
?’ - U(N, y) = P”f(X) E L 
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as a function from R+~ into L. The above function is then twice dzjfeerentiable 
and for all y0 > 0 ure haze 
The proof is a “heavy” piece of general theory that the reader can (hopefully) 
dig out of [5, Ch. IX, 4 1 I]. Observe however that in the Hilbert space case 
the analogous proposition is an immediate consequence of the spectral formula 
(0.4). Let us now denote by A, the infinitesimal generator of P!’ on D (which 
incidentally is formally A, = -(-A) 1/Z cf. [5, ch. IS, 4 II]) and let us denote 
by R, = U and by R,, (n 3 1) the intersection of the domains of the operators 
A, , iz,? ,..., i3111. R, can then be assigned with a natural complete norm. 
The space R,, is dense in L for all n 3 0 and therefore also in all Ln (p >: 2). 
Indeed let us denote by D, C D the subspace of D on w&h T” (J :G 0) acts 
continuously (i.e. f~ D, if and only if Tu’ +i/-,j fin D). For cvcrp f E L, every 
g E D, and every I/I E C,-I(O, -;-a) infinitely differentiable function with compact 
support in the open half line we then have 
These facts show that all the R,, are dense in D, and that 11,) is dense in L. 
[Observe also that both TV and P” are holomorphic semigroups; it therefore 
follows by the general theory that for all f~ L and all ,q E D, WC have 
(cf. [5, Ch. IS, 4 10, 5 1 I]) which is another way of seeing the above density]. 
For any 1 < k .s< n and any f~ R,, we shall denote by i,“‘Puf/f;!iLs’.’ the hth 
derivative of o;(y) m-m P?‘f E 1) we then have #Pt’f/?yL’ t R,,_,. This means that 
the function 
y  + a(y) =z= PlJf(x) = z&y) ( 14 
can be thought of as a k-times (boundedly) differentiable function from R 
into R,_,< . 
* 
For all n, h > 0 we shall now denote by R,, @ C”’ the space of those functions 
,f(x, y), x E X, y  E R, which admit a decomposition of the form 
ftx>Y) -: C xjT,(.x) %j(Y) 
j=l 
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with vj E R, , 11 cp3 :lR,, ..I 1, #Jo E CL’(R), i.e. k-times continuously and boundedly 
differentiable with 1’ +j Ic.” :< I( j > l), and also 
7 
The above space (which incidentally is just a projective tensor product) can 
be assigned with a natural complete norm. 
For every 2 < k < n, every fixed a > 0 and every f~ R,, there exists then 
some u,(x, y) E R,-, @ CL-* such that U(S, y) = u,,(x, y) for all x E X and 
0 < y  < a. The best way to see that is to expand the function (1.2) into a 
Fourier series (with coefficients in R,-,) in the interval [0, a]. 
Let us denote then by 2 == X Y, R the Cartesian product of X with the real 
line R and let us denote by 
(1.3) 
the heat diffusion semigroup on R. We shall denote then by Sg = ?“‘/a x WY 
(y 3 0) the Cartesian product semigroup that acts on the space of bounded 
Bore1 functions on Z. 
The infinitesimal generator of S’J is then Q : $(A i- Zz/8y2). !PIore precisely 
for all f(~, y) E D @ C” we have 
(1.4) 
where the limit is taken in the uniform topology and the action of :-I i2/c?y2 _ 
on D @ C” is obvious. 
Let us now fix some f  E A, . It then follows from the above remarks that for 
all a > 0 there exists some u,, such that 
u,(x, y) E D @ C’; u&, y) = u(x, y) =y PJ(x), x E A-, 0 <y <a. (1.5) 
This implies that U, lies in D(Q), th e d omain of Q and I’roposition 1.1 implies 
that Qun = 0 for 0 < y  < a. In other words we have proved that (in the 
above precise sense) Qu(,z) = 0 for all B on the upper half space Z = 
{(x, y) E X x R; y  ‘+ O}. For future use we shall also prove here the following 
easy identity. 
PROPOSITION 1.2. Let f E D and let u(x, y) :== Pvf (x) be its “harmonic extension 
on the upper half space.” We have then 
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Proof. Indeed for all fixed y  > 0 we have by (0.4) 
P?/f = Jlp e-@~ dE( y) f (in L’) 
(-Al/“) &“‘v dE(h) f (in c) 
he-en1’2r d(E(h) f, f) 
where all the above integrals converge normally. 
We deduce therefore that 
dy= yAe~~~“~u d@(h) f, f) dj 
and our proposition follows from the fact that 
x * s (,ye4" dy = ;. 
2. CONSTRUCTION OF THE PROCESS AND MARTINGALES 
Using the semigroup So on 2 = X x R we shall now construct the corre- 
sponding Markov process and regularise the paths so that every path w E 52 
is right continuous and admits left limit points (cadlag-paths). For every path 
w E D we shall denote its position at time t 3 0 by any of the following symbols 
ut , I, 4th zt , h,(t), r&h (4th r(t)>, (.yt , YJ where of course 4) E X 
y(t) E R and z(t) E 2. 
Let us denote by E, (resp. P,) the expectation (resp. probability) of the 
motion starting at z E 2 (i.e. P,[z(O) = x] = 1). The above process is of course 
the Cartesian product of two independent processes. It is the product of the 
process generated on X by T,v = T’Jj2 (y 3 0) [we shall denote by EzX and 
by P,X (x E X) the expectations and the probabilities of the motions starting 
at x E X for that process] and of brownian motion on R [we shall denote by 
EAW and by PAW the expectations and the probabilities of brownian motion 
starting at X E R]. The point is, of course, that the family of variables .5? = 
{x(t); t 2 0} is independent from the family of variables CV = {y(t); t > 0} 
for every probability P, (z E Z), and that the joint distributions of .% and CY 
w.r.t. P, , z = (x, y) E 2 are given by P,X and Pus respectively. 
It follows in particular that (y(t); t 3 0) is brownian motion and therefore, 
since by our original regularisation all the y(t) are right continuous, it follows 
j80/38/1-3 
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that we can restrict our path space Q only to these paths w E Sz for which 
:L(t); f  > Oj- is continuous. For .Q so restricted let us define then 
7 _ inf{t : y(t) 61 O> (2.1) 
TCl := infit \ y(f) :< 0 or y(t) > u). (2.2) 
We have the following analogue of S. Kakutani’s theorem on harmonic 
functions. 
PROPOSITION 2. Let us jix f  E R, and a ; 0 and let us denote by u(s, y) =- 
Pvj(x). Then the process 
x,  q - -  U(Z(T, A t ) ) ;  t  ‘- 0 ;‘- 
is a martingale on (Q, P,) for eaevy fixed z E Z. 
The above process is of course a martingale \y.r.t. the fields 
E7 = (n-field generated in D by z(t), t < s}. 
The key to the proof is the following. 
(2.3) 
LEMMA 2.1. Let f, a and u be as abooe, then JOY all z E Z and t > 0 we har;e 
E&[z(T~~ A t)]: = u(z). (2.4) 
The standard way to prove relations like (2.4) is to apply Dynkin’s formula 
(cf. [6], 2.11, 2.19) and then (2.4) is automatic. Unfortunately to do that we 
must assume that our process is strong Markov and, unless the semigroup TV 
is Feller (i.e. T%,(X) C C,,(X)), that condition is not necessarily satisfied. 
I shall give at the end, in Appendix I, a proof of Lemma 2.1 that applies 
in full generality. 
Proof of proposition. Let us fix t, > t, >, 0 and let us denote by 
G(w) = 4d~a(~) * (h - &))I 
and by 0,: Q - Q the shift operator on the path space defined by [&(w& = q , s 
(w E Q). 
By Markov and (2.4) we have therefore: 
E,[XtI!,‘.6J = E,[G 0 4zl16J = X, 
on the set [TV > t.J. On the other hand we have 
EZ[iYtll:WJ == EJu[z(T~)]:/F~J = u[z(T~)] = Xt2 
on the set [7a 2; tel. 
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WC conclude therefore that EZIXII//SJ = X$, , and this proves our proposi- 
tion. 
From the above proposition and the fact that P,[T T,,] -Jo-,,, 0 it follows 
that for f  and u as above the process S, =-- U[Z(T A t)] is also a martingale on 
(Q, P;) for everv fixed 2 t Z. 
3. THE (UNIFORM INITIAL DISTRIBUTION 
Let us fix h :;? 0 and let us consider the motion on % determined by the 
Markov process in $ 2 with initial distribution p,, =- x 0 8, = m, (where x 
is the 7’~ invariant measure that is fixed on X and 6, is the Dirac a-mass at 
A E R). I.L” is not necessarily of finite mass therefore to verify that it is an 
admissible initial law of a motion on 2 we have to check that S”(m,) = 
T”!“(x) @ IV+&) = x @ IC’(S,) is a Radon measure on 2. This is obvious. 
We shall denote by EA and PA the “expectation” and the “probability” 
attached to that motion on Q. Observe that PA is not necessarily of finite mass 
and is not therefore, strictly speaking, a probability; for all practical purposes 
however it behaves like one. For the above “expectation” WC‘ have 
E’(F) = oxen,,,, dx; (EC,,,, = E, , z = (x”, 4) 
for all F > 0 Bore1 function on Q. We also have the following 
(3.1) 
PROPOSITION 3.1. Let a(x) be a nonnegative Bore1 function on ;“;, and let 
b, /3 be two nonnegative functions measurable w.r.t. the field generated by CP = 
(y(t); t > 0) [i.e. both b and /3 are of the form Q(W) = F{y,(t); t > 0) for some 
appropriate Bore1 function F(a; 01 3 O}]. We then have for every $xed h > 0 
W(wo,(~)) b(w)1 = CT4 !; 44 dx. 
Proof. Indeed by (3.1) we have 
for any Cp 2 0. By the hypothesis on b and /3 we also have 
E,,W[E,X(a(x8)b)] = EA”[bT%z(x)]. 
This implies that 
E”[a(.lc,) b] = EAW [b J; T%(x) dx] = E, w(b) . j-, a(x) dx 
by the invariance of x under TV (cf. (0.1)). 
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An immediate consequence of the above proposition is that 
E”a(x,) =: f a(x) dx Vu > 0 On ,Y 
! 
. P”[z, E E] = dx -= X(E) VECX 
E 
(3.2) 
T is defined in (2.1). 
Using the above proposition we can also compute the Green’s function 
for the above motions. We have 
E” .,I: I[t < ~]f(z~) dt = 
for all h > 0 fixed and all f(x, y) 3 0 defined on 2 (T is as in (2.1)). 
Indeed it is enough to verify the above formula in the special case when 
f(~, y) =: a(m) b(y) (x E X, y  3 0). Using Proposition 3.1 we have then 
EWt G ~1 b( ut) 441 = J; 44 ax * E,,V[t < 4 NYJI 
for all fixed t. Formula (3.3) follows then from the well known formula 
j-= E,aWI[t < ~1 b( yt) dt = 2 j-‘- (A A y) b(y) 4~ 
0 
that gives the Green’s function of one dimensional Brownian motion. (The 
above computation is also explicitly contained in [4]). 
An immediate consequence of (3.3) together with Proposition 1.2 is the formula 
for all f  E D and $2, y) -= Pllf(zc). 
Let us now suppose that x(x) = +co and let us consider a decomposition 
x :-z f J.& ; xn Radon probability measures on X, n g2 1 (3.5) 
?I=1 
and let us suppose that there exists a sequence of disjoint Bore1 subsets (I&, C X; 
71 > 1) such that xn(E,) =~z 1 xn(C E,) = 0. Let us denote then by m, = 
xn @ 6, (n >, 1) and by En and Pn the expectations and probabilities associated 
with the motion constructed from the Markov process of 4 2 with m., as initial 
distribution. We have then PA == cz=, Pfi and there exist disjoint Bore1 subsets 
(s2ncQ,Q,,E~,. :: 1) such that Pn(Qn) =-.= 1, n > 1 (for def. of F. cf. (2.3)). 
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For every u-field ig (SO C $’ C Sa) on 9 and every ~‘F_V~{LI, PA> (some 
1 <p < + co) we can then define the “conditional expectation” E”(F//p) 
which is just a Radon-Nikodym derivative and belongs to LPJR, P*) also. 
We can also define the genuine conditional expectations E12(F//Y) (n 2 I) 
which are r.v. on (Q, P”) defined P” (a.e.). It is cIear then that if we specify 
the value of En(F//%‘) to be 0 on C Sz, (n 3 1) we obtain random variables 
on (B, P”) (i.e. defined PA a.e.> and that we then have 
E"(Fii9) = 5 E"(F/iS); 
S-1 
PA a.e& (3.6) 
It follows in particular that 
II E’(F/Pl’. < IIFilp P-7) 
Let now (A-, ; t > 0) be a family of r.v. on (52, PA>. ‘CVe say that they form 
a martingale (w.r.t. to the infinite probability PA and the subfields TFt (t >z 0) 
(cf. (2.3)) if 
EA(X&Ts) = LY,,. , PA a.e. V/1 2 s (3.8) 
where the notion of conditional expectations has been extended to infinite 
probabilities as above. 
It is clear then from (3.6) that for every ~1 L> 1 we have 
E”(X,//FS) = X, , P” a.e. vt -:-- s w 
i.c. (A-t ; t >- 0) is a martingale for every (genuine) probability P” (n > I). 
Conversely if (X, ; t > 0) is a family of r.v. on (Q, PA) that satisfies (3.9) for all 
n > I, then it satisfies (3.8) and is a martingale (in the above generalised sense) 
for PA. 
Using the above remarks it is easy to see that most of the standard martingale 
theory extends to the above generalised martingales. In particular for any 
finite time division 9: 0 = t, < t, < ..* f,, let us denote 
(Xt satisfies (3.8)); f or every p 3 2 there exists then a constant K,, ,, 0, only 
depending on p, such that 
I/ s(X)ll, < K, sup ji x 1’s 
t 
(3.10) 
(11 jja refers of course toLp(L2; PA) spaces). This is the analogue of the Burkholder- 
Gundy [7] Theorem 5.3(i). 
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Let j’~ R, and u(.w, y) :-= Pry(x) b e as in Proposition 2; it is clear then that 
(~[z(T A t)]; t > 0) and (u[z(T= A t)]; t > 0) are martingales in the above 
general&d sense for all a > 0 and X 3 0; T and t, are defined in (2. I) and (2.2). 
By the usual convexity argument it follows in particular that for every fixed p, 
1 < p < -\ co the quantities // U(Z(T, A t))\l, , (/ U(Z(T A t))]l, , are bounded by 
and 
To see the last inequality observe that 
II +(Tn>]:i; =- E”[lf[~(~,)ll~ I[y(~c,> = o]] -t =[I +(T,,), a]]” I[y(7,,) =- a]] 
and apply Proposition 3.1. 
For all f~ D n Lp (1 %I p < + 00) we also have 
(3.13) 
Indeed we have 
and (3.13) follows from Proposition 3.1. 
4. STOCHASTIC INTEGRATION 
Let Q be the path space of the Markov process constructed in $2. &‘e shall 
then say that G(t) (==G(t; w), w E Sz) t > 0 is a nonanticipating functional 
on D if it is jointly measurable on .Q x [0, +GO) and if G(t,,) is for every fixed 
t, > 0 measurable w.r.t. the field Ft , 
Let p be an arbitrary (Radon) probability measure on X and let us denote by 
E, and P,, the expectation and the probability on Q attached to the motion 
on 2 constructed from our Markov process in 4 2 with p @ 6, as initial distribu- 
tion. Let also G(t) be a norm anticipating functional as above and let us suppose 
that 
Using then the standard Tto-McKean approach [8] we can define the stochastic 
integral 
S,(t) =. f’ G(t) dy(t) t .-I 0 
PROBABILISTIC I.ITTLE%‘OOD-PrlLEY 37 
for P, a.e. w E Q. Indeed {y(t); t > 01. is Brownian motion and the standard 
approach applies verbatum [cf. [8, ch. 21; observe that the fields A, , t 3 0 of 
[S, 2.21 are just our fields ZQ. 
Indeed let us first suppose that G(t) is a simple nonanticipating functional, i.e. 
G(t) =z i A,I([t, , ti+,)) (4.2) 
I 4, 
for 0 < to < t, < ... fnCl finitely many points, and Ai .~~z-n~easurable func- 
tions on Q (0 < i < n). We define then 
.r t G(t) dy(t) = i Ai[ y(t<, 1 A t) - j(tj A t)]. 0 f-0 
We then extend the definition to all G that satisfy (4.1) by the standard 
martingale argument (cf. [8]). 
The above approach can also be adapted to the infinite probability spaces PA 
(provided that the martingale argument above is appropriately adapted). We 
prefer however to proceed in a more mundane manner. 
Let us suppose that x(X) = +so and let G be a nonanticipating functional 
such that 
:, G 11; = EA J‘= ( G(t)/” dt < -+m. (4.3) 
0 
Let us also consider a decomposition of x as in (3.5) and for every n 9z 1 
define the corresponding S,(t) 7~; SJt) for all t 2; 0 and P’l almost all paths 
WEQ. 
Let us also extend the definition of S,(t) to be identically zero for w $Q,, . 
SJt) is thus defined for all t 3 0 and PA almost all w E Q. 
We simply set then 
s t G(s) dy(s) I= 2 s,(t); f  2 0; PA a.c. 0 ?L==l 
It is easy to verify that if G(t) is a simple nonanticipating functional as in 
(4.2) then 
s t G(s) dY(S) = i AdY(fj+l A “) - y(tj A t)), t ‘T: 0; PA a.c. 0 n-0 
It is also clear that for any G we have 
EA IO’ G(s) dy(s) 
I2 f  
= EA ’ 1 G(s)l” ds t ‘> 0. (4.4) 
” 0 
From this and the obvious fact (cf. [8, 2.2, step 41) that the simple non- 
anticipating functionals are dense in the space determined by the norm (4.3) 
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we deduce in particular that the above definition of our stochastic integral 
is independent of the particular decomposition (3.5) that we used. It also follows 
from (4.4) that the space of stochastic integrals obtained as above, which we 
shall denote by Z, is a closed subspace of L2(Q, P”), (2 C L2). We shall denote 
by K the orthogonal projection in L2(Q, P”) onto 2. 
We can state then the following basic 
PROJECTION THEOREM. Let f  E R, and let u(x, y) = P’lf(x). Then foF every 
jixed t, a > 0 we hate 
K{U[Z(T, A f)] - u[z(O)]j = .I’= I[t < T,] g dy(s). 
0 
[T, is dejined in (2.2)]. 
Observe that U[Z(T, A t)] and u[z(O)] lie in L2(Q; P )^ by (3.11) and the 
stochastic integral above lies in 27 by (3.4). 
The proof of the above theorem in full generality is fairly lengthy and will 
be given in Appendix II. If we are prepared, however, to restrict our attention 
to special situations it becomes rather obvious. As an example suppose that 
X = R” (n > 1) and that TV (u 3 0) is the heat diffusion semigroup (generated 
by the ordinary Laplacian d) so that now we are dealing with n + I -dimensional 
brownian motion _b =: (6,) b, ,..., b,) and with ordinary harmonic functions. 
Ito’s formula applies and we have 
U[Z(T, A t)] - z+(O)] = I;“*’ Vu . db. 
The projection theorem follows at once. The same proof (as above) also applies 
when X is a Cm-manifold and T’J (y >, 0) controls a diffusion in X (cf. [8, ch. 31). 
Using the projection theorem we can now prove the main probabilistic 
Littlewood-Paley theorem in this paper. 
THEOREM (L. P.). For all p > 2 there exists a constant K, (only depending 
on p) such that for all h 2 0 and all f E R, n Lp(X) we have 
(T is defined in (2.1) and u(x, y) = Pqf(x)). 
Proof. Let f and u be as in the theorem, let us fix some X and a > 0 and 
let us consider the following (generalised as in $ 3) martingales on (Q, P”) 





2, = xt - 1; ; t > 0. 
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It is then clear that S, =-~ 1; -;- Z, (t 2 0) and also the two martingales 
((:i$; f;J . and (Zt > t 3 0) are orthogonal in the sense that their product 
0) is also a martingale (in the generalised sense) on (Sz; PA). To see 
this it suffices to verify that 
EA[(Z, - Z,y)(Y, - Y’,<)iLFJ =: 0 v’t > s -> 0. (4.7) 
By the projection theorem Z, - Z,$ 1 z‘; on the other hand for every H(s), 
F5-measurable bounded function on Q, we have (I; - I’,$) N(s) E 2 by the 
definition of 2; (4.7) follows. 
We conclude from the above that for every finite sequence of times 9: t,, < 
f,  < ‘.. <, t,, we have the “pointwise” inequality 
From this, from (3.10) and (3.11) we conclude that for every 3 as above we 
have iI SCION < K, llfli, where K, is as in (3.10). Our theorem is then an 
immediate consequence of the following 
I,EMMA. Let G(t) be a nonanticipating functional that satisfies (4.3). Then the 
martingale (in our generalised sense) 
satisjies 
for all p, 1 < p < $-CO, where C, and K, are two positive constants that only 
depend on p, and where the sup9 is taken over all possible choices of finite 
time subdivisions 9. 
The above lemma belongs to the general martingale theory. Indeed the first 
thing to do is to convince ourselves that it is enough to prove it for a genuine 
probability space (i.e. assume that PA(Q) = 1). We then apply Theorem 21.1 
of [9] and see that provided we assume in advance that 11 V, IJn < + r~, for some 
f  > 0 and 1 < p < + co we have the a priori estimate 
This is because V, has continuous paths and therefore the additional term 
1, d* II9 in (21.1) of [9] disappears at the limit when mas / tit1 - tj 1 of z% tends 
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to zero. To get rid of the additional hypothesis that Ij Vt \IP < tat, it suffices 
to consider 
VtM = I“ G,(t) dt 
0 
where GM(t) L= G(t) if / G(t)1 < M and 0 otherwise, and then let M -+ 7-a. 
This proves the right hand side inequality of our Lemma; the details are left 
for the reader. The left hand side inequality is classical (cf. [9]). 
Observe that what we really have proved by the above considerations is 
inequality (4.6) with 7 replaced by T,, for some fixed a. To pass to 7 from that 
we just have to let a + -L co. 
5. THE MULTIPLIER THEOREM 
Let M(t) (t > 0) be a bounded Bore1 function. For any fe R, let us then 
define 
where u(x, y) = Pi and T is as in (2.1). This is possible because 
by (3.4), and we have ‘1 U IiS :< Ii M Ijn iiflii 
Let us also define 
From (3.7) it follows that j/ gA[.z(~)]l;tI~(~,pn) -? ;’ c’ liD (1 S P : 
fore follows from (3.2) that 
-a) it thcre- 
and therefore in particular that 
We have then 




!f =.I’I m(A) dE(h)fEL”(X). 
0 
Ix7e haev then 
X-R A n+m weakly in L2(X) 
PKIU~. I,et us fix h E R, and let us denote by w(x, y) :.= P/z(s). \I’e have by 
the definition of conditional expectation and of K 
But by the projection theorem we have 
K(h[Z(T)]} = K(w[z(r)]) = K(w[z(O)]} t 1: g; dv. 
This follows from (4.5) by letting t and a tend to --CD. [Observe that both 
ZC(T A 1) and fihf (c?zu/ay) dy are L2-bounded martingales (in our generalised 
sense) in f,  therefore the above passage to the limit is possible by (3.13) and 
-the general theory]. We also have EAIU//Fo] = 0. This implies that 
EA(U. K{w[x(O)]}) = EA(U . w[z(O)]) =: 0. 
-We conclude therefore that 
(5.2) 
by (3.3) where for every fixed y  space (au/ijy, aw/8yIx indicates the scalar 
product in L’(S) and where the last integral in (5.2) converges absoluteI> 
by (3.4). By letting A + CO in (5.2) we conclude therefore that 
because the above integral also converges absolutely by Proposition 1.2. 
By differentiating the formula (0.4) for y  > 0 fixed we also obtain 
(5.3) 
(5.4) 
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where the above integral also converges absolutely. A direct substitution of 
(5.4) in (5.3) gives finally 
-- [= m(A) d(E‘(h).f, h> 7 (g, hj. 
This completes the proof of the Lemma 
It follows from the Lemma and (5.1) that 
It also follows from the general properties of stochastic integrals (cf. [9, § 91) 
that for all 1 C. p c: $ CC we have 
(5.6) 
and from (5.5), (5.6) and Theorem L. I?. of $4 we finally conclude that for 
all p > 2 we have 
which is just our multiplier theorem, for p ;; 2. To obtain the theorem for 
1 < p < 2 we use a standard known duality argument (cf. [2, p, 561). This 
completes the proof. 
6. THE DOOB h-PROCESS AND THE g*-FUNCTION 
I shall assume in this section that there exists Kb(q , s.J (J , 0) a positive 
symmetric kernel that satisfies (0.9). In the probabilistic considerations that 
follow I shall be brief and refer the reader to [lo] for details and background 
material. 
Let f~ R4 and let u(z) = Pf(z) with .z = (x,y) E Z~, . By letting then a 
and t tend to 00 in Lemma 2.1 we obtain 
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where r is defined in (2.1) and where we set 
mZ(E) = P&(T) E EJ VECX. 
We conclude therefore that 
dm’(x”) = C(X) x0) dx, = h,,(z) dx, ; vz = (x, y) E z+-. (6.1) 
Let us now consider the motion defined by the process in 5 2 starting at 
.a E Z+- and conditioned by ~(7) = x0 for some fixed x,, E X. Let us denote 
by G%[z; t] the Green’s function of that conditional process on Z’. G%[z; t] 
can in fact be defined by the following formula 
where we denote by df = d[ dq, 6 = (5,~) = X x Rf. The above formula 
does not of course determine Gx for every .r. 
The following equality on measures holds however 
Gr[z; (1 h,(z) d[ dx = G[z; [] IL&) d[ dx. (6.2) 
This can be seen by standard methods (cf. [lo] for the elaboration of the 
above formula). For any fixed A, p > 0 let us then denote by 
1; = EA [(IoT I$ (q) I2 dt).;g]. 
We have then 
where ET,&, denotes the conditional expectation E(,,,)[ . !/Z(T) = axe]. We 
conclude therefore that 
Using then Jensen’s convexity inequality we finally obtain that 
Iv” 3 x n g*W(x,) d++, s VA > 0, pa2 (6.3) 
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But we also have from the definition of G,% 
Substituting (6.5) in (6.4) and using (6.1) we finally obtain 
In (6.6) we shall finally interchange the integration, use 
[which is but a reformulation of (3.3)], and let X -+ cg. We obtain thus, from 
(6.6), 
sup I,” 2 !I g”(f>!l”, 
A>0 
where s*(f) is defined in (0.10). From this and Theorem L. I-‘. of 4 4 WC 
deduce the inequality (0.12). 
It remains to prove inequality (0.11). But this is a consequence of the following 
“subharmonicity” extimate 
[by the semigroup property of Pv, y > O]. 
7. THE If1 AND THE BMO 
In this last section I shall be very sketchy. I shall present a number of exten- 
sions of our previous results with the intention of presenting more details 
in a forthcoming publication. 
First of all under very general conditions on the semigroup 7’” (y 2 0) 
the process constructed in § 2 is such that all its martingales, i.e. martingales 
w.r.t. the subfields 9” (s 3 0) cf. (2.3) are continuous, i.e. have continuous 
paths. If  that happens we shall say that the semigroup is a C-semigroup. Many 
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of the interesting semigroups in analysis are C-semigroups. Let now M 1 
{M, ; t > O> be a continuous path martingale (possibly on an infinite probability 
space as in § 3). We shall define on ll/r the following two norms 
Completing by the above two norms we then obtain the two spaces &I1 and 
BMO which are dual to each other (the Fefferman duality for continuous 
martingales). Let us now fix h and consider a motion constructed from the 
initial distribution m, and a C-semigroup TV as in 4 2, $ 3. For every fixed h 
we can then define two mappings: 
M: B(X) + Lx(Q) 
We have already seen in (3.11) and in (5.1) that the above two mappings contract 
the corresponding D-norms and therefore extend to mappings between the 
spaces U(X; dx) and Lp(Q; PA). 
It is relatively easy also to see that M extends to a mapping 
M: BMO(X) + BMO(9) 
(cf. [l I, 5 21 for a proof), and it is clear that M and A’, when defined, are inverse 
of each other, i.e. we have Ar 0 il2 = Ii. 
We shall now say that a C-semigroup is a “good” semigroup (G-semigroup) 
if the above two mappings extend to bounded mappings between H1 and 
BMO, more explicitly if they extend to mappings 
M: H’(X) ---j zzyq 
N: H’(Q) - H1(X) 
AT: B&‘O(Q) + BMO(X). 
[cf. (0.5), (0.6)]. It is well known (cf. [12, 13, II]) that if X = R” then the 
heat diffusion semigroup generated by the Laplacian A is a G-semigroup. 
In fact it can be shown that if X is a C-manifold and if T’J is generated by 
an elliptic operator on X then T’J is a G-semigroup. 
One immediate consequence of the G-condition is that then HI(X) and 
BMO(X) are dual of each other (this follows from the corresponding proba- 
bilistic result). We also have 
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THEOREM. Let (TV; y  >, 0) be a G-semigroup and let M, m and T, be as in 
the multiplier theorem of 3 0. Then (0.7) and (0.8) hold and T, extends to a 
bounded operator on HI(X) and on BMO(X). 
The proof follows verbatim the argument given for the L”-spaces. Indeed 
the corresponding martingale inequalities easily extend to H1 and BMO. 
One other result that we can obtain with the above methods for G-semigroups 
is the inequality 
llf II H’(X) G c II P I,1 (7.1) 
where g* is defined as in (O.lO), and where C only depends on the semigroup 
in question. 
The way to do that is to reverse the argument of 5 6 which for 1 < p < 2 
reverse all the inequalities and yields 
lifll, < CD IIg*(f)ll, 1 <p<2 (7.2) 
where C’, only depends on p. Inequality (7.2) is of course also an immediate 
consequence of (0.12) and a standard duality argument; we therefore do not 
need to use the above procedure to obtain it. I f  however we “push p to be I” 
in that procedure we obtain inequality (7.1) for G-semigroups. 
In a forthcoming publication I shall examine G-semigroups in more detail 
and show that many interesting semigroups in analysis are G-semigroups. 
Let us mention as a closing remark that the above methods can also be used 
to study Riesz transforms on general Lie groups (or symmetric spaces) G 
(cf. [2]). Everything is much simpler in fact. X m= G here and TV is the diffusion 
semigroup generated by some invariant operator on G [preferably bi-invariant 
operator. Observe that unless G is abelian compact or semisimple such an 
operator does not always exist!] 
A diffusion is then constructed on the upper half space % G x R as 
in $2, Fj 3. Observe that now Z’ is a manifold so the Ito theory of diffusion 
on manifolds and of stochastic equations can be used (cf. [8, Ch. 41). This 
makes our life much easier. The Riesz transforms appear then as simple instances 
of martingale transforms and therefore theirlo and H1 boundedness is automatic. 
This program has been carried out in detail in the abelian case G R” in a 
joint paper with R. Gundy [14]. 
APPENDIX I: PROOF OF LEMMA 2.1 
Let a > 0 be fixed and let 70 be as in (2.2). y(t), the vertical component 
of our motion, is standard Brownian motion. The next lemma is therefore 
a lemma on Brownian motion. 
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LEMMA 1. Let #(y) E C2(R) b e a twice continuous& dzyferentiable function 
with bounded derivatives. Let us denote by 
Let also y0 be fixed with 0 < y,, < a. For every fixed t 3 0 we hazje then 
and the convergence is uniform for t E [to , tJ with 0 < t, < t, fixed. 
Proof. Let us denote by f,(y) 0 < y  < a the density function of the 
distribution of the variable Et = I[t < T,] y(t) [so that PE[oi < 5, < j?] =: 
Jrft(y) dy] and let us also denote by f(y) = supfo4tGt, ft(y). f(j)) is then 
uniformly bounded by a constant (that depends on a, y,, , t,) and jr). 
We have then 
where 
L(y, ) t, h) < 
J‘ ‘1. (39 A(y, h) 4~ 
(A. I ) 
II 
The first term of the above summation stays uniformly bounded and tends 
to zero for every fixed y  as h + 0; this is because the infinitesimal generator 
of brownian motion is $(d”/dy2). The second term can be written 
with 7 -= r, . The claim is that for an arbitrary stopping time 7 we have 
(A.2) is of course obvious if 7 admits only countably many values. The 
general case is obtained by the usual passage to the limit. From (A.2) we finally 
conclude therefore that h(y, h) stays uniformly bounded and tends pointwise 
to zero as h -+ 0. Using this in (A.1) and applying dominated convergence 
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we obtain the first part of our Lemma. The proof of the second part is analogous 
only much easier. 
LEMMA 2. Let F(X) E D (cf. (1.1)) and let us denote vt = y[x(~~ A t)] (t 2 0), 
let also 4 and & (t 2 0) b e as in Lemma 1. Let us finally set F(z) = cp(x) 4(y) 
(z = (x, y) E 2) and F, = CJI& (t 3 0). We have then 
For alljxed z,, z = (x,, , y,,) with 0 < y,, < a and all$xed t > 0 we have 
K,, IV < ~,l / ; Q,,(F, - F,J - OF@(t)) j1 w 0 
and the convergence is uniform for t E [t ,, , tJ with 0 < t, < t, Jixed. [Remember 
that 2QF = +izp, -k p/“, cf. (1.4)]. 
Proof. For all z F- (x, y) fixed we have 
Iising then the fact that 7, is measurable w.r.t. the field generated by ;?J -= 
(-v(t); t > 0) we see that the above expression can be rewritten 
Observe now (again because 7, only depends on 2Y) that 
where K(x, h) is a random variable measurable on the g-field s.t. 
SUP :I K(x, h)lln < ! I  9 ;ID ; sup I/ K(x, fz)lln w 0. 
.r lb 1 
From this it follows that 
where 
/ K*(Z, h)! 5: 1: T 11~ 11 4 lilr ; sup [ K*(z, h)l -e 0. (A.3) 
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From the above relations the first part of the Lemma follows at once (cf. proof 
of Lemma 1). It also follows that on [t < 7-J the expression 
j ; EZdFh - FCJ - !m(t))l 
can be dominated by the sum of the following three terms 
Therefore if we use (A.3) and the following obvious estimates 
J&[I[t < ~~1 Xl < I’ P ID M(yo , t, 11) 
E,$[t < ~“1 1’1 < il v ilK L(?/n , t, RI. 
We see that Lemma 2 follows from Lemma 1. 
LEMMA 3. Let f,  u and ri, be as in Proposition 2. Then *for aIt z,, (.x0 , y,,) 
s.t. 0 <. -v,, -.I a we have 
; I E,,(A;, - &)I < A V%E%, If ;: 0 
where A only ciepends on f. We also have 
Ez$[t < ~“1 j ;W& - 4) I] -ITI;~~-) 0 
and the convergence is uniform for t E [to , tJ with 0 C: t,, < t, jixed. 
Proof. By $ 1 we see that we can write the process Xt as a sum of a series 
.Y, -- zI )L?Fjj’ with ,$ ) Aj ) < +cr 
with F;j’ L. ,&’ $1” satisfying the conditions of Lemma 2 uniformly in j. 
From this and the fact that @(.a) = 0 for all u” := (x, y) 0 .< y  -:’ n [cf. 5 I] 
our lemma follows. 
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We can finally give the 
Proof C$ Lemma 2.1. Let a, f, u and Xt be as in Lemma 2.1. Let us also 
fix T ;;- E .; 0 and set tj -= jT/2” (0 ,( j < 2’“) for some IZ 5 1 fixed. We 
then have for all fixed z. E 2 
(A.4) 
But by the (simple) Markov property we have 
Lemma 3 therefore implies that 
where .;I only depends on f and the convergence to zero is uniform in the range 
j 2 2?‘~ (i.e. SUP~>~,+ 2” I EzOIX, 
it1 - X,J’ -rb& 
0). IJsing the above estimate 
in (A.4) we finally obtain that 
1 EzOIXT - X,,]I i- 2ATc 
and since E is arbitrary we conclude that E,,Xr :: X0 which is a reformulation 
of our Lemma. 
APPENDIX II: THE PROJECTION THEOREM 
This appendix will be devoted to the proof of the Projection theorem. Note 
that in [4, II, 14, 15, p. 1551 this projection theorem is proved in the strong 
Markov case. 
The only proof of that theorem that I could find (which incidentally I worked 
out before P. A. Meyer’s work came to my attention), and which works for the 
simple Markov case, is fairly lengthy but, in some sense, straightforward. It 
depends on a series of lemmas that will be given below. 
All the notations introduced in 5 14 will be preserved. In particular a . 0 
will be fixed and 7C1 will be as in (2.2). To simplify notations in this appendix 
we shall denote throughout T =- 7, (which is not to be confused with (2.1)). 
We shall also fix /3 :i 0 and consider time subdivisions 0 = t, < f,  (.. ..’ t,,, p. 
For such time subdivisions we will find it convenient to introduce the following 
notations 
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fur j =z 0, I ,..., nz. For such a subdivision we shall also denote throughout by 
For arbitrary functions U(X) .v E X and 6(y) y  E R we shall finally denote 
aj ~= a(x& ij = a(izj); bj =: b (y , ) ;  Jj = b(g). 
Our first lemma is an exercise on standard brownian motion. 
LEMMA 1. Let 0 =- t,, < t, < ... < t,, = p be a time subdivision as above. 
We have then: 
PYOO~. Indeed for every fixed j we have by Holder 
EnWII[tj-l < 7 < t.j] 1 yj - yj-1 I”] < IO 1 tj - fj-1 I(PAw[tj-l < 7 < fj])"'. 
For every fixed ~a > 0 we have on the other hand 
sup sup P,W[t+<t++]7-20 
t>co A40 al 
(cf. [15, $ 1.71). The lemma follows at once from the above two facts. 
LEMMA 2. Let a(x) E D [cf. (1. I)] be real vahed, and let 
0 = r. < -rl < ... < T, = b 
be an increasing sequence of nonnegative Bore1 functions on Q that are measurable 
w.r.t. tJzeJield generated by the variables OY = (y(s); s 3 0). (In the applications 
that we have in mind they are in fact stopping times). We then have 
Proof. By Proposition 3.1 we have for all j 
4 = EA I a(x(Tj)> - a(x(~j-l))lz = 2 Jx a(x)” dx - 2EA[a(x(T,)) a(x(~~-~))]. 
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By the independence of the variables 9” = (x(t); t > 0} and the variables 
CY z= (y(t); t ;> 0) and the fact that the T~‘S are functions of the CV, we see that 
for all fixed x E X we have 
where &([, {) gives the point density of (rj , ~--i) w.r.t. P,w. By Markov it is 
clear however that for all [ > 5 fixed we have 
E,K[a(r([)) a(~(~))] == EZX[u(x(<)) T+‘P-%(x(~))] 
and therefore also by Proposition 3.1 
j-; EZX[u(x(4)) a(+))] dx = lx u(x) Ttts-%(x) dx. (A.@ 
Combining (A.5) and (A.6) we therefore see that 
E”[u(x(~~)) u(x(~~-i))] = E,W IX U(X) T”“?-‘j-“u(x) dx 
and conclude that 
A, = 2E,W 
.c 
u(x)[u(x) - Tf(7j-Tj-l)a(x)] dx. 
This by Cauchy-Schwarz gives 
I 4 I < ii a IIS hW(,j - Ed 64.7) 
Summing (A.7) over all j we obtain our Lemma. 
For the next few lemmas we shall fix a simple L2 nonanticipating functional 
where 
G = i G(s,J I[Q-~ , sj) (A-8) 
j=l 
0 = so < s1 < .-* < s, = p (A.9) 
will be fixed and where 
// G 11; = EA s 1 G(t)12 dt < + co. 
(A.10) 
We shall also consider from now onwards only time subdivisions of CO, 131 
0 = t, < t, < ... t,, = p. (A.1 1) 
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That contains the points s of (A.9) [i.e. (tu , t, ,..., t?,J 1 {sO , s1 ,..., sJ]. We 
have then 
LEMMA 3. Let G be as in (A.8) then fog time subdivisions as in (A. 11) zL’e have 
EA f / G(tj-,)j2 I[tj-1 < T < tj] I>‘, - yj-1 1” + 0. 
j=l !  &'O 
Proof. For every K = 0, I,..., n - 1 let us set 
Y, = 1 G(s~)I’ 2 I[tj < T < tj+l] j yj;l - yj 1’ = ) G(s,~)/’ Z,: 
where the summation extends over those j’s for which So :g tj < s~+~. For 
every k we have 
E”J’k = x&~,zd G(d12E~wEil&,l~ dx. I 
(The fields qY are defined in (2.3)] because 2,. “only depends on ,!I/.” Using 
Markov we obtain therefore 
E"Y, = =[I GM" E,U;,,,(&)] 
where 2, is an expression as the one’s that appear inside ,[ > in Lemma I. 
Lemma 1 applies therefore and it follows that EA17, -+*+,, 0 (k 1 0, I,..., n - 1) 
our lemma follows. 
LEMMA 4. Let G be as in (A.8), let a E D [cf. ( 1. l)] be real valued and for 
every time subdivision as in (A. 11) let us denote by 




Proof. (A.12) is immediate by Holder and Lemma 2 [cf. (AlO)]. 
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Kow we clearly have 
Aj = I[7 > tjml ] 24, =z Bj ‘- I[t,_l < 7 < tj] A, 
where 
where 
Bj == I[T > ti] ilj = Cj - Dj 
Cj = G(h) I[T > tj-J(ai - aj-l)(yj - Y~-~) 
Dj = G(tj-1) I[tj-l < T < tj](aj - ~j-l)(yj - yj-1). 
(A.13) is therefore a consequence of the following three relations 
(A.14) 
(A.15) 
EA 1 Cj / < +a; E’Cj = 0; j = 1 ,..., m. (A.16) 
Both (A.14) and (A.15) follows by Holder and Lemmas 2 and 3. To see (A.16) 
observe that for every fixed x we have 
Etz,~)Cj = E(x,A)iG(tj-1) I[7 > tj-11 @j) 
where we have by Markov and the independence of the variables X and ??I 
@j = %,~)[(aj - %-l)(Yj - Y+J//%~-,I 
Ez,-,{[44tj - 4-d) - dx(o))I[~(G - ti-1) - Y(O)II = 0. 
This completes the proof of Lemma 4. 
In the next few lemmas we shall fix 
@(4 = 44 b(Y), z = (x,y).GZ; UED, by P(R) (A.17) 
(b is a bounded twice continuously differentiable function with bounded 1st 
and 2nd derivatives), both a and 6 will be assumed real valued. We have then 
LEMMA 5. Let @ be us in (A.17). For every time subdivision us in (A.1 I), 
let us then define the following simple nonanticipating functional 
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We have then 
E” j” I @[z(t)] - P(t)/” dt s 0. 
0 
Proof. We shall in fact prove the stronger assertion 
E” 1 @[z(t)] - Q*(t)]” s 0 
uniformly for t E [0, /3]. 
(A.18) 
Let us fix a subdivision (A.11) and some t and let us suppose that tj ,( 
t < tj+r for some 0 < j < m - 1. We have then @[z(t)] - Q*(t) = @[z(t)] - 
@[.q] and therefore 
E” / @[z(t)] - @*(t)j2 
< 2 Ij b ll!z EA{/ a[x(t)] - a[x(tj)]12j 
-I- 2 II a I!‘DEAW{I @y(t)] - b[y(tj)l12) = X + Y 
We also have 
X < II b !l”a II a Ii% (t - tj> (A.19) 
by the argument in the proof of Lemma 2 (which is much simpler now since 
we are dealing with constant times). To estimate Y observe that 
KW I &y(t)1 - b[y(W 
= Wtb2(h) + Wtjb2(X) - 2Wj[bW+‘jb](X) 
,< ( Wb2(h) - w+b”(h)l + 2 j W’[b(b - LPjb)](h)J 
where Wt denotes the heat diffusion semigroup (1.3). It follows therefore 
that the above expression can be estimated by C 1) b @(t - tj) [because P(R) 
is in the domain of the infinitesimal generator of IV] where C is some numerical 
constant. 
We conclude therefore that 
From this and (A. 19), (A. 18) follows and the Lemma is proved. 
LEMMA 6. Let @ be as in (A.17). F or every time subdivision (A. 11) let us 
then denote by 
E; = @[xj 9 J’j-I]( yj - yj-1); Ey = @[Xj-l , Yj-I]( yj - yj-1) 
Ej = E; - E; 
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We have then 




Proof. (A.20) is obvious (from Proposition 3.1). 
For every 1 <j < m we also have 
E’\Ej2 < /’ b I12EA[(aj - aj-l)“( yj - JJj-1)2] 
= /! b !i:,(tj - tj-1) /xE,XII 0, - a+1 I”] dx 
= 2 (1 b II: (tj - tiel) !; a(x)[a(x) - Tf(tj-t4(x)] dx 
by the same computation as in the proof of Lemma 2 (only simpler). We 
conclude therefore that 
(A.21) follows. 
LEMMA 7. Let CD be as in (A. 17) and for every time subdivision as in (A.1 I) 
let us denote by 
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proof. LTsing Proposition 3.1 we see that 
EA 1 Fj I2 = 1) a /iiEAW 1 bj - &-, I2 
EA ( Gj I2 = I( a li;EhW I b’( yj-l)(3j - 9j.J” 
both EA ! F, 1” and EA j Gj I2 are therefore dominated by 
s,, u 18,” 11 b l.$EAw (Yj - fj-1 1’ < II a 11: II b II”,~ (ti - fj-1). 
From this (A.22) and (A.23) follow. But similarly using the Taylor develop- 
ment up to 2nd order for 6(Y) we see that 
j Fj - Gj 1 d ~(5) )I b /!c2 j .Yj - jj-1 1’ 
We conclude therefore again by Proposition 3.1 that 
E’ / Fj - G, 1’ ZG // u 11,” 11 b ll’$E,W I yj - gj-1 /* < 10 jl U i;i 1’ b ‘If j tj - tj-1 j’, 
From this (A.24) follows. 
LEnfMA 8. Let G be us in (A.8) and @ as in (A.17). For any time rubdivisiotz 
us in (A.1 1) let us then denote 
ww 4W 
We have then 
(A.25) 
EA(;llW) ~EA~oBl@[4W~~ (A.26) 
EA f I W-M+ - WY, - vj-l)l -G7 Cl. 
j=l 
(A.27) 
Proof. (A.25) follows by the same argument as in the proof of Lemma 7, 
and (A.26) by the martingale properties of stochastic integrables. Let us denote 
by 
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Combining then Lemma 5 and Lemma 6 we see that 
We also clearly have 
(A.28) 
Hj - Kj == I[T > tj] Lj + I[tj_l < 7 < tjl(JF3.j - Kj), 
From this and Holder we deduce that 
E” : I G(tj-.JHj - K,>(Y, - ~41 
kl 
< 2 EA f  1 G(tj-1) I[t,-1 < 
j=l 
. EA f  (1 H, I2 + 1 Ki I”) 1’2 
r j-1 !  
I 
EA f I G(tj-l>(~j - Yj-AI2 
l/2 
t 
i=l i I 
EA f  j L, l”,“2. 1 
j=l 
So if we take into account Lemma 3, (A.lO), (A.25), (A.26) and (A.28) we 
obtain (A.27). This proves the lemma. 
Remark. Observe that Lemmas 5, (A.21), (A.24) and (A.29) also hold if 
we replace @ by an arbitrary function @ E D @ C2(R) i.e. if 
@tx,Y) = jJ xPj(x> b3(Y) -f l&l -=+a (A.29) 
j=l j=l 
with aj , b, satisfying the conditions of (A.17) uniformly in i. The proof of 
that fact is obvious. (Observe that by choosing Ai E C appropriately in (A.29) 
we may suppose that uj, 6, are real valued). We are finally in a position to 
give the 
Proof of the projection theorem. Let ,0 > 0 be fixed and let 7 =- T, as in the 
beginning of this appendix. Let further f~ R, . By 5 1 there exists then 
0 E D B P(R) such that @3(x, y) = u(x, y) = Pvf(x) VO < y  :< a. All our 
previous lemmas apply therefore both for @ and a@/ay by the remark just 
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above. Let now G be as in (A.8) and for any time subdivision as in (:I. 1 1) 
let us denote 




G(t) <V(t) z G(tj-J( -Vj - JJjm1) 
tj-1 
By the martingale properties then of stochastic integrals and of U[Z(T~ A t)] 
WC SW then that 
Xj z F; $- Vi (1 <j<m) (A.32) 
and the above hold of course for any time subdivision (A.1 1). 
On the other hand by Lemma 7 and Lemma 8 (Lemma 8 is used with @ 
replaced with our N’S) combined we obtain 
lising lxmma 4 we also obtain 
Combining therefore (A.30)-(A.34) we finally obtain 
and since, by our choice, G was an arbitrary simpleL” nonanticipating functional. 
The above implies the projection theorem. 
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