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Editorial 
Die Forschung im Bereich der wissensbasierten Systeme in der Medizin war in den 
letzten Jahren einem starken Wandel unterzogen. Auch in Fachkreisen der Medizinischen 
Informatik wurde dieses Forschungsgebiet noch vor fünf Jahren überwiegend mit dem 
Begriff ,Grundlagenforschung' assoziiert. Das Forschungsinteresse galt Fragen wie 
beispielsweise der Verarbeitung unsicheren Wissens mittels ,Neuronaler Netze' oder 
,Kausal Probabilistischer Netze'. Häufig diente das Anwendungsgebiet Medizin nur der 
Evaluation neuer methodischer Ansätze. Zwar besteht nach wie vor ein großer Bedarf 
an Grundlagenforschung - so ist zum Beispiel das Problem der Repräsentation zeitlichen 
Wissens noch unzureichend gelöst - inzwischen existiert jedoch ein für viele medizinische 
Problemstellungen ausreichendes Repertoire an Methoden. Damit gewinnen Probleme, 
die direkt mit dem E insatz wissensbasierter Systeme im medizinischen Umfeld verbunden 
sind, zunehmend an Bedeutung für die Forschung. Ziele einer solchen anwendungsorien-
tierten Forschung sind u. a. die Integration wissensbasierter Systeme in Krankenhaus-
infonnationssysteme, die U nterstützung der Pflege und Fortschreibung existierender 
Wissensbasen oder die Evaluation wissensbasierter Systeme. 
Die Diskussion über die Bedeutung wissensbasierter Systeme fü r die einzelnen Einsatz-
bereiche in der Medizin wird nicht mehr durch die prinzipielle Realisierbarkeit von 
Systemen bestin1mt, sondern durch die Bedingungen, unter denen ihre Entwicklung und 
ihr Einsatz stattfinden. Daz11 gehören die Kosten, die mit der Konstruktion und dem 
Einsatz wissensbasierter Systeme verbunden sind, ebenso wie die Sicherheit der Systeme 
und die Gewährleistung einer kontinuierlichen Pflege des Wissens. 
Diese Entwicklung spiegelt sich auch in dem Förderschwerpunkt ,Medizinische Wissens-
basen' (MEDWIS) des Bundesministeriums für Bildung, Wissenschaft, Forschung und 
Technologie wider. In der laufenden Phase II von MEDWIS werden, beginnend mit 
dem Jahr 1992, derzeit ca. 40 Forschungsvorhaben aus den Bereichen Nemologie, 
Operative Therapie, Stoffwechselerkrankungen, Arzneimittel, lntensivmedizio, Labor-
medizin, bildgebende Verfahren sowie Lehr- und Tutoringsysteme gefördert (eine 
ausführliche Darstellung der Ziele und des Standes des Förderschwerpunktes MEDWIS 
findet sich in [VAN ElMEREN 1995]). Die Vorhaben sind zu Verbunden zusammengefaßt, 
in denen medizinische, medizininformatische und teilweise auch industrielle Partner 
zusammenarbeiten. Die Phase II ist geprägt durch die Entwicklung oder Adaptierung 
geeigneter Methoden u nd Werkzeuge, die zur Lösung konkreter medizinischer Probleme 
in den oben genannten Bereichen verwendet werden können . Die Eignung dieser 
Methoden und Werkzeuge soll zum Ende der Phase II durch die Entwicklung von 
Demonstratoren belegt werden. Erfahrungen aus den einzelnen Vorhaben werden in 
informatischen Arbeitskreisen zusammengetragen und weitergegeben. Ziel der ab Herbst 
1995 beginnenden Phase III ist die Weiterentwicklung von Demonstratoren zu im 
klinischen Umfeld einsetzbaren Prototypen. Eine verstärkte Einbeziehung industrieller 
Partner soll dabei den Wissenstransfer von Forschungsei01ichtungen zur Industrie 
verbessern, die Integration in existierende EDV-Anwendu ngen fö rdern sowie die 
Multiplikation und Pflege der entwickelten Wissensbasen unterstützen . 
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Das hier vorliegende Heft ist das zweite Themenheft, das ausschließlich dem Forschungs-
gebiet der Medizinischen Wissensbasen gewidmet ist. Aus dem Förderschwerpunkt 
MEDWIS wurden Arbeiten ausgewählt, die ein möglichst breites Spektrum grundlagen-
und anwendungsorientierter Forschungstätigkeit repräsentieren. Wenn das Themenheft 
auch kein geschlossenes Bild der Forschung im Bereich medizinischer Wissensbasen in 
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Zusammenfassung 
Das Wissen über ei11en Bereich (z. B. lntensivmedizin) liegt meist nur mit einer gewissen 
( U11-)Sicherheil vor, die sich sowohl auf das „statische" wie auch auf das temporale Wissen 
beziehen kann. Eine zentrale Frage bei der Emwickhmg jedes wissensbasierten Systems 
ist daher die Auswahl einer geeigneten Theorie, mit der die Unsicherheit und Temporalität 
des Wissens erfaßt werden kann. Wir haben deshalb ein erstes Konzept einer automatisierten 
Entscheidungshilfe entwickelt, die den Benutzer bei der Frage unterstützen soll, welche 
Theorie geeignet ist, um das gegebene Wissen adäquat zu repräsentieren. 
Für das Modul zur A 11swahf von temporalen Ansätzen wurde das „Intervall" als einheitliche 
Bezugsgröße gewählt. Dabei wurden bisher zwei temporal-logische Ansätze integriert, der 
l111ervallansatz ( ALLEN 1983, 1984) und der Semi-lntervall-Ansatz ( FREKSA 1992) . Ab-
hängig von der zeitlichen Unsicherheit und Ungenauigkeit des Wissen kann automatisch 
die geeignete Methode zum Schließen gewählt werden. Desweiteren wurde der Umgang mit 
Referenzintervallen und ebenso das Konzept des Referenzzeitpunktes eingebunden, um eine 
Teilwelt auswählen und innerhalb dieser zeitlich schließen zu können. 
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Für die Repräsentation von Unsicherheitstheorien wurde eine auf Carnap ( CARNAP 1950) 
basierende Metasprache entwickelt, die einen einheitlichen formalen B ezugsrahmen bietet, 
um die folgenden unterschiedlichen Unsicherheits-Theorien voneinander abzugrenzen und 
die Auswirkungen ihrer Schlußfolgerungstechniken darzustellen: die Bayes Theorie ( PEARL 
1986), ( PEARL 1988), ( CHARNlAK 1983), die Dempster-Shafer Theorie nach Shafer 
( SHAFER 1976), die Dempster-Shafer Theorie nach Smets ( SMl3TS 1988), ( SMETS und 
KENNES 1989 ), Fuzzy-Set basierte Theorien ( ZADEH 1965 ), ( ZADEH 1979 ) . ( Dunois und 
PRADE 1980 ), sowie die Upper/ Lower Probability Theorie nach Fagin und Ha/pern 
( HALPERN und FAGIN 1992) . 
Summary 
Knowledge concerning a par1icular domain ( e.g., the medical domain) is generally uncertain 
with respect to both "static" and temporal knowledge. Therefore, a central question 
concerning the development of every knowledge-based system is the se/ection of an 
appropriate theory with which the uncertainty and temporality ofknowledge can be captured. 
For this reason we haue developed a preliminary concept of an automated decision-supporl 
system, which supports the user in the selection of an appropriate theory for representing 
the given knowledge. 
In the module for the selection of temporal approaches, we have used the interval as the 
temporal primitive. We haue integra1ed two temporal logic approaches, tlze interval-
approach and the semi-interval-approach. Depending on the temporal uncerlain1y and 
inaccuracy of the knowledge, the appropriate methodfor reasoning is chosen. Furthermore, 
the system allows the use of points in time and intervals of time as a reference for the 
selection of parts of the temporal knowledge. 
For the representation of uncertainty theories, we developed a meta-language based on the 
work of Carnap ( CARNAP 1950), which provides a formal framework to delirnit the 
following uncertainly theories, and to represent the effect of their reasoning techniques: 
the Bayes tlzeory (PEARL 1986), ( PEARL 1988), (CHARNIAK 1983), the Dempster-Shafer 
theory according 10 Slzafer ( SHAFER 1976), the Dempster-Shafer 1heory according to 
Smets ( SMETS 1988), ( SMETS and KENNES 1989), the Fuzzy Set based theories ( ZADEH 
1965), ( ZADEH 1979), (DUBOIS and PRADE 1980), and the Upper/Lower-Probability 
theory according to Fagin and Halpern ( HALPERN und fAGTN 1992). 
1 Einführung 
Die theoretischen Ansätze, die zum Umgang mit unsicherem und zeitlichem Wissen 
existieren, sind umfangreich und problemspezifisch, d. h. es gibt keinen besten Ansatz 
für alle Problemstellungen (SCHILL 1990), (SAFFIOTIT 1987). Dieser Umstand bedeutet, 
daß bei der Entwicklung medizinischer wissensbasierter Systeme in zeitaufwendiger 
Weise untersucht werden muß, welcher Ansatz zur Wissensmodellierung geeignet ist. 
Erschwerend kommt dabei hinzu, daß die Darstellung der existierenden Theorien nicht 
aus einer einheitlichen Sichtweise erfolgt, sondern nahezu jeder Ansatz gemäß einer 
eigenen formalen Sprachtradition formuliert wird. Dies erschwert die Theorien vonein-
ander abzugrenzen und ihre Techniken zum Schließen zu vergleichen. Das hat häufig 
zur Folge, daß gewisse Formalisierungsmöglichkeiten gar nicht erst einbezogen werden 
(wie z.B. für lange Zeit der Ansatz von Dempster/Shafer) oder nur gewisse Aspekte 
aus den theoretischen Ansätzen extrahiert werden, mit der Konsequenz, daß diese 
Methoden im formalen Sinne nicht mehr evaluiert werden können (SCHILL 1990). 
Im folgenden sollen zwei Modu le vorgestellt werden, die eine Basis für eine Entschei-
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dungshilfe bilden sollen. Ziel ist es, jeweils mit einer einheitlichen „Sprache" die 
verschiedenen Ansätze zum Umgang mit zeitlichem und unsicherem Wissen darstellen 
und voneinander abgrenzen zu können, um damit dem Benutzer die Entscheidung einer 
geeigneten Auswahl zu vereinfachen. 
2 Zeltliches Wissen 
Die existierenden Theorien zum Umgang mit zeitlichem Wissen lassen sich in zustands-
basierte Methoden, wie das Situationenkalkül (McCARTHY 1969) und das Ereigniskalkül 
(Even t ca lculus) (KOWALSKI 1986), in Ansätze, die auf nichtlinearer Zeit basieren, sowie 
Linearzeitmodelle einteilen. Die Linearzeitmodelle lassen sich wiederum in punktorien-
tierte, quantitative Ansätze und intervall-orientierte, qualitative Ansätze untergliedern. 
Eine wesentliche Frage bei der Entwicklung des Moduls zum Umgang mit zeitlichem 
Wissen war zunächst, mit welchem Spracbkonzept(en) möglichst viele dieser Ansätze 
darstellbar sind. 
2.1 Intervalle als Basisgröße 
Um einen möglichst einheitlichen Rahmen für die Darstellung der Ansätze zum Umgang 
mit zeitlichem Wissen zu gewährleisten, wurde das „Intervall" als Bezugsgröße gewählt. 
Es zeigt sich nämlich, daß zeitliches Wissen in sehr mächtiger Weise durch die zeitlichen 
Bezüge zwischen Ereignissen definiert werden kann, wobei die Ereignisse durch Intervalle 
repräsentiert werden können. Desweiteren kann eine Intervalldarstcllung bei dem 
Umgang mit unterschiedlichen zeitlichen Granularitäten sehr hilfreich sein. Ein weiteres 
wichtiges Argument für die Verwendung von Intervallen ist, daß sie bei zwei sehr 
mächtigen Formalismen direkt als Basisgröße verwendet werden, nämlich dem lnter-
vallansatz nach Allen (ALLEN 1983, 1984) und dem Semi-Intervall-Ansatz nach Freksa 
(FREKSA 1992). Hinzukommt, daß Ansätze bei denen andere Darstellungsformen für 
das zeitliche Wissen genutzt werden, wie z.B. Zeitpunkte, in lntervallansätze integrierbar 
sind (VJLAIN l 982). Weiter spricht für die Wahl des „Intervalls" als Bezugsgröße, daß 
auch nicht-intervalllbasierte Ansätze auf die Darstellung von Intervallen zu rückgreifen 
müssen. So muß ein wichtiger Vertreter der punktorientierten Theorien, das Axiomen-
system von McDermott (McDERMOTf 1992), das wiederum eine erweiterte Version des 
Situationenkalküls ist, bei einer Darstellung von Abläufen und Ereignissen, aus 
Zeitpunkten Zeitintervalle definieren. 
Neben den oben genannten Argumenten für die Wahl des lntervalls als Bezugsgröße 
spricht aber auch die gute „kognitive Zugänglichkeit", die gerade für eine Entscheidungs-
hilfe wesentlich ist. Daß Intervalle eine wesentliche Basis für den „menschlichen" Umgang 
mit zeitlicher Information spielen, wurde bereits von Gallon (GALTON 1990) hervorge-
hoben. Ebenso legen Modelle für die zeitliche Informationsverarbeitung im Gehirn (PöPPEL 
und SCHILL 1992) nahe, daß Intervalle wichtige Bezugsgrößen für den Menschen sind. 
2.2 Die Intervall-logischen Ansätze 
Erster Schritt bei der Entwicklung der Entscheidungshilfe zum Umgang mit zeitlichem 
Wissen war die Integration der Ansätze von Allen und Freksa, die beide qualitative 
Ansätze zum Umgang mit temporalen Wissen sind, d. h. Ansätze, mit denen in 
nichtnumerischer Weise zeitliche Beziehungen zwischen Ereignissen dargestellt werden 
können und damit zeitlich geschlossen werden kann. Die Ansätze sollten so integriert 
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werden, daß abhängig vom zur Verfügung stehenden Wissen des Benutzers, das Modul 
den geeigneten Ansatz zum Schließen auswählt. Im folgenden sollen die Ansätze kurz 
dargestellt werden. 
Die Entwicklung von intervall-logischen Ansätzen geht im wesentlichen auf Allen 
(ALLEN 1982), (ALLEN 1984) zurück. Der Allen'sche Ansatz ermöglicht qualitatives 
zeitliches Wissen über Ereignisse zu repräsentieren und konsistent mit Hilfe transitiver 
Regeln zeitlich zu schließen. Der Ansatz von Allen setzt das Wissen über Anfänge und 
Enden von Ereignissen voraus, wobei Ereignisse durch zeitl iche Intervalle repräsentiert 
werden. Für den von Allen entwickelten „Intervali-Relation-Reasoner" werden 13 
zeitliche Relationen definiert, die bis auf die „equal"-Relation nicht symmetrisch sind 
und erlauben, alle möglichen zeitlichen Beziehungen zwischen Ereignissen darzustellen. 
Über eine Transitivitätstafel werden die Axiome zum Schlußfolgern mit den 13 Relatio-
nen angegeben, wobei jeweils die transitive Hülle erzeugt werden kann, wenn ein neuer 
Fakt hinzukommt. D. h. sämtliche zeitliche Konsequenzen werden erzeugt, wenn ein 
neuer Fakt hinzukommt und es liegt so die gewünschte vollständige zeitliche Information 
bzgl. des aktuellen Wissens vor. Die Technik kann als „Constraint-Propagation'" 
angesehen werden, wobei eine maximale Einschränkung des Wertebereichs aller Varia-
blen in Abhängigkeit von den aktuellen Fakten stattfindet. 
Wenn das zeitliche Wissen ungenau ist, d. h. nicht sicher ist, in welcher Relation zwei 
Ereignisse zueinander stehen, kann dies innerhalb des Intervall-logischen Ansatzes durch 
die Disjunktion sämtlicher möglicher Relationen dargestellt werden. 
Wenn das Wissen „unvollständiger" ist, d. h. zeitliches Wissen nur bezüglich des Anfangs 
oder nur bezüglich des Endes eines Ereignisses bekannt ist, liegt es nahe, eine kondensierte 
Form des Alleo'scheo Ansatzes zu benutzen, die von Freksa (FREKSA 1992) auf der 
Basis von Semi-Intervallen entwickelt wurde. Dieser Ansatz beruht auf der Definition 
der konzeptuellen Nachbarschaft. Primitive sind dabei die Anfänge oder Enden von 
Ereignissen (Halbintervalle). Der Ansatz ermöglicht mittels der definierten Relationen, 
die zeitlichen Beziehungen zwischen Ereignissen, die nur durch ihren Anfang oder ihr 
Ende charakterisiert sind, zu repräsentieren und damit zu schließen. 
Der Ausgangspunkt bei der Entwicklung des Semi-Intervall-logischen Ansatzes ist der Be-
grifT der konzeptuellen Nachbarschaft, mit dem „grobkörniges zeitliches" Wissen erfaßt 
werden kann, indem „feinere" zeitliche Beziehungen, d ie in einer konzeptuellen Nachbar-
schaft stehen, miteinander verschmolzen werden. Zwei zeitliche Relationen sind dabei kon-
zeptuell benachbart, wenn eine minimale zeitliche Veränderung der involvierten Intervalle 
einen direkten Wechsel zwischen d iesen Relationen hervorrufen kann. So werden z. B. die 
Allen'schen Relationen „before" und „meets" zu einer semi-intervall-logischen Relation 
„precedes" verschmolzen. Um mit diesem groben unvollständigen Wissen umgehen zu 
können, ordnete Freksa die dreizehn Relationen von Allen nach dem Kriterium der konzep-
LUellen Nachbarschaft. Die wichtigsten Nachbarschaften, die als Inferenzen in Allens Tran-
sitivitätstafel auftreten, werden im Serai-Intervall-Ansatz mit eigenem Namen belegt. 
2.3 Konsultationsabhängige Auswahl der beiden Ansätze 
Die beiden oben dargestellten Ansätze ennöglichen somit jeweils unterschiedlich 
(un)vollständiges und (un)genaues zeitliches Wissen zu repräsentieren und damit zu 
schließen. Beide Ansätze ergänzen sieb auf diese Weise und stellen zusammen ein 
wichtiges Werkzeug zur Repräsentation von zeitlichem Wissen und zum zeitlichen 
Schließen dar. Bei der Erstellung des Moduls zur Auswahl des zeitlichen Wissens wurde 
genutzt, daß es eine Kompatibilität der beiden Ansätze gibt, die sich in der gemeinsamen 
Transitivitätsmatrix wiederspiegelt. Die Realisierung des Moduls erfolgt so, daß das zur 
Verfügung stehende zeitliche Wissen sowohl durch Intervalle wie auch durch Semi-
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Intervalle eingebrach t werden kann. Die gegebenen zeitlichen Relationen zwischen zwei 
Intervallen und Semi-Intervallen werden in einer Adjazenzmatrix repräsentiert. Die 
Belegung der Komponenten der Vektoren dieser Matrix definiert dabei jeweils die 
zeitlichen Relationen zwischen zwei Intervallen. Die inversen Relationen werden jeweils 
automatisch in der Adjazenzmatrix aktualisiert. Für das zeitliche Schließen mit den 
Relationen in der Adjazenzmatrix, also zum Erstellen der transitiven Hülle, wurde der 
Warshall-Algori thmus an das Problem angepaßt und implementiert. 
Folgende Auswahlkriterien bestimmen dabei die Auswahl des zeitlichen Ansatzes: 
Werden ausschließlich intervall-logische Relationen eingegeben, bleibt das System 
auf dieser feinen zeitlichen Granularität. 
Bei ausschließlich Semi-lntervaU-logischen Relationen wird mit der groben zeitlichen 
Granularität, den nachbarschaftsbasierten Zeitrelationen, geschlußfolgert. 
lm „Mischfall", bei dem aktuell das Wissen sowohl durch Intervall- wie auch durch 
Semi-lntervall-logische Relationen dargestellt ist, werden die Allen'schen Relationen 
in Nachbarschaftsrelationen transformiert und es wird mit dem Semi-lntervall-
logischen Ansatz geschlußfolgert. 
2.4 Die Auswahl von Teilwelten 
Unabhängig davon welcher der beiden Ansätze genutzt wird, kann bei einer großen 
Anzahl von Ereignissen die Betrachtung der gesamten Hülle unübersichtlich werden. 
Hinzu kommt, daß in vielen Anwendungsfällen nur ein bestimmter Teilbereich des 
insgesamt zur Verfügung stehenden zeitlichen Wissens von Bedeutung für den Benutzer 
ist und eine Teilweltbetrachtung wünschenswert wäre. So ist z. B. bei gewissen medizi-
nischen Problemstellungen nur dasjenige Wissen relevant, das sich auf den Zeitraum vor 
einer bestimmten Therapieform bezieht. 
Eine Möglichkeit Teilwelten zu strukturieren und auszuwählen, besteht in der Definition 
von Referenzhierarchien (ALLEN 1983). Dabei müssen mehrere Ereignisse in einem sie 
umfassenden Zeitabschnitt hierarchisch gegliedert werden können. Dies konnte quasi 
direkt durch den Allen Ansatz für das Modul realisiert werden. 
Da das zeitliche Wissen jedoch häufig nicht in einer solchen eindeutigen zeitlichen 
Baumstrukturierung vorliegt, wurde für das Modul, um einen möglichst flexiblen 
Umgang bei der Auswahl von Teilwelten zu erlauben, die Definition von beliebigen 
Referenzintervallen ermöglicht, die zur Auswahl von Teilbereichen der gesamten 
transitiven Hülle dienen können. Auf dieser Definition aufbauend kann innerhalb der 
Teilwelten geschlußfolgert werden und nach Bedarf die veränderte Teilwelt auch wieder 
in das gesamte Wissen integriert werden. 
2.5 Zeitpunkte als zeitliche Anker 
Die bisher berücksichtigten Ansätze zum Umgang mit zeitlichem Wissen schließen 
zunächst den Zeitpunkt als zeitliche Darstellungsgröße aus. Allerdings kann sich diese 
Anforderung abhängig vom gegebenen Wissen als notwendig erweisen (z. B. zum 
Zeitpunkt der ersten Medikation). Dabei wird der Zeitpunkt als minimales Ereignis 
aufgefaßt. Dieses minimale Ereignis ist jedoch kontextabhängig, und kann wiederum 
in kleinere Ereignisse unterteilt werden. So können verschiedene medizinische Experten 
unterschiedliche Interpretationen bezüglich der zeitlichen Auflösung des Ereignisses 
„Medikation" haben. Um die Ausdrucksmöglichkeiten in dem zeitlichen Schluß-
folgerungsmodul weiter zu erhöhen, wurde das Konzept des Zeitpunktes hinzuge-
nommen. Entgegen der mathematischen Sichtweise, in der der Punkt ohne Ausdehnung 
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Abbildung 1: Die Be-
ziehungen zwischen 
Punkt und Intervall 
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definiert wird, wurde von uns der Zeitpunkt als Intervall dargestellt, dessen Dauer kleiner 
ist als eine von der jeweiligen Betrachtungswelt abhängige Größe e. Die Länge dieses 
Zeitpunktes wird nicht spezifiziert. Die Einführung des Zeitpunktes wird genutzt, um 
Teilwelten abhängig von Zeitpunkten zu definieren. Dabei stellte sich die Frage, wie 
Intervalle und Zeitpunkte zueinander in Relation stehen können und wie dies konsistent 
mit den verwendeten Logiken definiert werden kann. Es zeigte sich, daß für die 
Beschreibung aller möglichen zeitlichen Relationen zwischen Zeitpunkt und Intervall 
fünf Relationen des Intervallbasierten Ansatzes gelten können, nämlich: „before", 
„starts", „inside" ( = „during"), „finish" und „after" (siehe Abbildung 1). 
Auf diese Relationen wurde nun von uns der Ansatz der konzeptuellen Nachbarschaft 
angewendet, um damit „unvollständiges" Wissen auch im Bezug auf Zeitpunkte und 
Semi-Intervalle handhaben zu können. Dies führte zu der Definition der Relation 
„headsided", die durch die Verschmelzung der Disjunktion von „before", „starts" und 
„inside" entsteht und der Definition der Relation „tailsided", die dui·ch die Disjunktion 
der Relationen, „inside", „finish" und „after" entsteht. Damit wurde bereits eine Basis 
für das Schlußfolgern mit Punkten und Intervallen sowie mit Punkten und Semi-
Intervallen definiert. 
3 Unsicheres Wissen 
Um die Bedeutung von Unsicherheitstheorien miteinander vergleichen zu können, 
benötigt man ebenso einen Rahmen, innerhalb dessen ein solcher Vergleich überhaupt 
sinnvoll ist, d. h. man benötigt einen allgemeinen Formalismus fü r die Repräsentation 
von unsicherem Wissen und dem Schlußfolgern mit unsicherem Wissen. 
Im folgenden werden zunächst die Gemeinsamkeiten der von uns untersuchten 
Unsicherheitstheorien (siehe Einleitung) beschrieben, dann ein Überblick über den von 
uns entwickelten Formalismus gegeben und schließlich wird gezeigt, wie die ver-
schiedenen Unsicherheitstheorien in den Formalismus abgebildet werden können. 
Das den Unsicherheitstheorien gemeinsame ist, daß sie eine Menge definieren und 
Elementen, bzw. Verknüpfungen von den Elementen dieser Menge einen Wert oder ein 
Wertepaar aus dem Intervall (0, 1] zuordnen. Ebenso ist eine Menge von Formeln 
gegeben, die die Menge der Element-Wert-Zuordnungen verändern. Die Menge der 
Element-Wert-Zuordnungen repräsentiert das unsichere Wissen und das Anwenden von 
Formeln wird als Schlußfolgern bezeichnet, d. h. also, daß das Schlußfolgern in einem 
gewissen Sinn eine Abbildung einer Wissensrepräsentation auf eine andere Wissens-
repräsentation darstellt. Der Unterschied zwischen den Unsicherheitstheorien besteht 
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nun genau darin, in welcher Weise diese Element-Wert-Zuordnungen erfolgen und 
welcher Art die verwendeten Formeln sind. Sowohl die verschiedenen Repräsentations-
formen, wie auch die verschiedenen ScWußfolgerungsarten sollen nun in den allgemeinen 
Formalismus abgebildet werden können. 
3.1 Allgemeiner Formalismus für unsicheres Wissen 
Die grundlegende Annahme des Formalismus ist: Ein Subjekt macht U11terscheidu11gen 
in der Umwelt. Eine Unterscheidung kann als Grenze gesehen werden, die die Umwelt 
in zwei Teile teilt. Etwas ist oder es ist nicht. Ähnlich einer Aussage. Sie ist entweder 
wahr oder falsch, ein drittes gibt es nicht. Aber eine Unterscheidung ist keine Aussage. 
Eine mögliche Unterscheidung muß nicht ausdrückbar sein. Daß eine Unterscheidung 
gemacht werden kann, impliziert nicht, daß sie benannt werden kann. 
Aus elementaren Unterscheidungen lassen sich komplexe Unterscheidungen bilden. Eine 
komplexe Unterscheidung ist eine Grenze, die aus Grenzen der elementaren Unter-
scheidungen zusammengesetzt ist. Sie teilt die Umwelt somit wiederum in zwei Teile. 
Wenn einem Subject n elementare Unterscheidungen möglich sind, dann wird seine 
Umwelt dadurch in 2" Teile zerlegt. Jeder der durch die Unterscheidungen erzeugten 
Teile ist eine mögliche Beschreibung der Umwelt. 
Manche Unterscheidungen können von dem Objekt benannt werden. Diese Unter-
scheidungen werden als Konzepte bezeichnet. 
Eine weitere Annahme, die wir machen, ist, daß die Umwelt auf das Subjekt einwirkt 
und dadurch Teile, bzw. Beschreibungen der Umwelt unmöglich werden. Wir nennen 
dies Beobacht1111g. 
Ein momentaner Zustand des Subjekts mit einer festen Anzahl von möglichen Unter-
scheidungen und Konzepten und einer Menge von unmöglichen Beschreibungen wird 
als Sprache bzw. Wissen bezeichnet. Wissen und Sprache sind hier also äquivalent. 
Diese Sichtweise von Wissen erscheint auf den ersten Blick etwas ungewöhnlich. Dies 
resultiert daraus, daß üblicherweise unter Wissen nur das ausdrückbare Wissen ver-
standen wird. Hier umfaßt der Begriff Wissen beides - explizites und implizites 
Wissen. 
Unsere These ist nun, daß alle oben genannten Unsicherheitstheorien jeweils eine Menge 
von Sprachen bzw. Wissen repräsentieren (nicht der Formalismus selbst, sondern die 
jeweilige lnstantiierung). Die Unsicherheitstheorien beziehen sich also auf das Wissen 
eines Subjekts, d. h. es gibt unterschiedliche Arten, um das Wissen eines Subjekts zu 
repräsentieren. Aus dieser These folgt, daß eine Formalisierung dessen, was wir hier 
informell beschrieben haben, ermöglicht, die verschiedenen Repräsentationsformen, wie 
auch die verschiedenen Schlußfolgerungsarten in diesen Formalismus abzubilden. 
Die Grundlage des hier vorgestellten Formalismus ist Carnaps Logical Foundations of 
probability (CARNAP 1950). Es kann im folgenden nur ein Überblick gegeben werden. 
3.1.1 Oie Sprachmenge S 
Ein Element der Sprachmenge S wird mit S~/ß bezeichnet. (Erklärung der Symbole 
M. N und ß weiter unten). In diesem Formalismus wird Wissen mit Sprache gleichgesetzt. 
Wenn von Wissen gesprochen wird, ist damit also eine Sprache gemeint. 
Definition: Es gibt zwei Arten von Zeichen in S"t//$: 
1. Konzeptkonstanten (e). Es gibt M Konzeptkonstanten et, c2, ... , cM. Eine Menge 
von Konzeptkonstanten wird mit C oder C1 bezeichnet. 
2. U11tersc'1eidu11gsko11sta11te11 (LI). Es gibt N Unterscheidungskonstanten d 1, d2, •.. , dN, 
und e u LI= Q. 
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Definition: Es gibt nur eine Form für einen Ausdruck in S~/iff: 
ein Element aus 2°. Es wird Beschreibung genannt. 
Definition: Es gibt eine Abbildung in S";//cf: 
Der Sprache S'ß/C ist die Funktion <!:2°-+ {O, l} zugeordnet. 
Definition: Basierend auf der Abbildung cf lassen sieb zwei Klassen von Beschreibungen 
definieren: 
1. Die Menge {x E 2n 1 S(x) = 1} wird Menge der möglichen Beschreibungen genannt 
(A). Eine Teilmenge aus A wird mit ..t oder ?.; bezeichnet. Ein Element aus A wird 
mit x oder X; bezeichnet. 
2. Die Menge {x E 2n 1 cf(x) = O} wird Menge der unmöglichen Beschreibungen genannt. 
Definition: Wir vereinbaren abkürzende Schreibweisen für Teilmengen von möglichen 
Beschreibungen. Die allgemeine Form der Abkürzung : _.tK, wobei K Bezeichner genannt 
wird. Beispiele hierfür sind: 
1. Statt {x l 'v'ce C:c Ex}: A.c. 
2. Statt {x l 3ceC:cex}: ;,.c. 
3. Statt A - J.K: J,.K . 
Definition: Basierend auf der Klasseneinteilung der Beschreibungen läßt sich ein Grad 
des Glaubens in einen Bezeichner K bezüglich eines Bezeichners Kw definieren: 
w (1 ,tKwl 
G(K,K,v) = K . 
l..l wl 
Definition: Basierend auf der Klasseneinteilung der Beschreibungen läßt sich eine Menge 
von Zuordnungsfunktionen ZF definieren; 
ZF(x) = K mit x e _.tK . 
Während die Glaubensfunktion immer eindeutig ist, gibt es in der Regel zu einer Sprache 
eine Menge von Zuordnungsfunktionen. 
3.1 .2 Repräsentation von Sprachmengen 
Die Funktionen Grad des G laubens und Zuordnungsfunktion können dazu verwendet 
werden, um eine Menge von Sprachen festzulegen. Wird eine Konzeptmenge definiert 
und dazu eine Funktion basierend auf dem Grad des Glaubens oder einer Zuordnungs-
funktion, dann gibt es eine Menge von Sprachen, die mit dieser Definition überein-
stimmen. Wir können auf dieser Grundlage eine Menge von möglichen Wissens-
repräsentationsformen erzeugen. 
Der Unterschied zwischen den beiden Funktionen soll hier verdeutlich werden. Auf zwei 
gelben Tellern (ein kleiner und ein großer) und zwei blauen Tellern (ein kleiner und ein 
großer) sind 4 Pralinen verteilt. Wenn Ihnen jemand erzählt, daß sich auf den beiden 
gelben Tellern zusammen drei viertel der Pralinen befinden und auf den zwei kleinen 
Tellern zusammen ein viertel, und Sie Pralinen sehr gerne essen, dann werden Sie sicher 
den gelben, großen Teller auswählen. Wenn Ihnen allerdings jemand berichtet, daß er 
nun drei viertel Pralinen nehmen wird und sie auf die zwei gelben Teller und dann den 
Rest auf die kleinen Teller verteilen wird, dann scheint der kleine gelbe Teller die bessere 
Wahl zu sein. In beiden Situationen werden zur Beschreibung der Situation die selben 
Verhältnisangaben benutzt, jedoch mit verschiedener Bedeutung. 
Diese Wissensrepräsentationen können nun mit jeweils einer Repräsentationsform der 
oben genannten Unsicherheitstheorien gleichgesetzt werden, d. h. die Repräsentations· 
formen der verschiedenen Unsicherheitstheorien können in den Formalismus abgebildet 
werden. Offen bleiben noch die Abbildungen der Schlußfolgerungsarten in den Forma-
lismus. Die Schlußfolgerungsarten entsprechen nun Abbildungen zwischen den Sprach-
mengen. Diese werden wir im nächsten Abschnitt behandeln. 
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3. l.3 Abbildungen von Sprachen 
Diese Abbildungen werden im Hinblick auf die verschiedenen Schlußfolgerungsarten 
der U nsicherheitstheorien definiert. 
Definition: Beobachtung: 
• B: S'; /11 ~ S';J /lj, wobei nur der Übergang von cf;(x) = J zu i!1(x) = 0 möglich ist, 
nicht von 6 1(x) = 0 zu ß1(x) = 1 (daraus folgt: IA.r) < IA811). 8;.rc sei d ie Beobachtung, 
d ie für alle x mit x 1$ ;,,K tß'1(x) = 0 setzt. 
Die Beobachtungsabbildung macht somit mögliche Beschreibungen zu unmöglichen 
Beschreibungen: 
Definition: Beobachtung verallgemeinert auf Mengen von Sprachen: 
l. B;.": {S';f/81} ~ {S';J/81} , wobei {S';J/CJ} = {B;."(S';f/ß1)}. 
2. B'{": {S';f/81} ~ {S';/81}, wobei {S://81} = {S';/ßd ß1(x) = 0 für alle x mit xr/AK}. 
Eine Verallgemeinerung der Beobachtungsabbildung auf Mengen von Sprachen kann 
auf zwei Arten geschehen. Einmal macht die Beobachtung in jeder einzelnen Sprache 
einzelne Beschreibungen unmöglich. Die zweite Art entfernt Sprachen aus der Sprachmen-
ge, d. h. also „einzelne Wissen" werden unmöglich gemacht. 
Definition: Kombination : 
• KOMB({S~'/ß,}, {S';//81}) = {s;~!/tf;} n {S"t//rl1}. 
Bei der Kombinationsabbildung wird aus zwei Sprachmengen die Schnittmenge gebildet. 
Definition: Selektion : 
• SEL({S';J/<11}) = {S';//11}, mit {S';J/IJ ~ {S"t//1 1}. 
Die Selektionsabbildung bildet eine Sprachmenge auf eine Teilmenge ab. 
Definition: Identität : 
• ID(S;~/ß) = S"t/1<$'. 
Die ldentitätsabbildung bildet eine Sprachmenge auf sich selbst ab. 
Auf diese Abbildungen können alle Formeln der oben genannten Unsicherheitstheorien 
abgebildet werden. lm folgenden sollen einige Beispiele aufgezählt werden. Die Berech-
nung der bedingten Wahrscheinlichkeit aus der Wahrscheinlichkeit der Konjunklion 
und der Wahrscheinlichkeit der Bedingung erweist sich als eine Beobachtungsabbildung. 
Die „ Dempster Rule of Combination" stellt eine Kombinationsabbildung mit einer 
anschließenden Selektion dar. Die „Dempster Rule ofConditioning" ist eine Beobachtung 
bezüglich Wissen, während das „Upper/ Lower-Conditioning" eine Beobachtung bezüg-
lich Beschreibungen darstellt. Die Und-Operatoren der Fuzzy-Set-Theorie erweisen sich 
als Selektionen. 
3.2 Entscheidungshilfe zum unsicheren Wissen 
Die Repräsentationsform und das Schlußfolgern der einzelnen Unsicherheitstheorien 
haben nun eine konkrete Bedeutung innerhalb des allgemeinen Formalismus. 
Auf dieser Basis können wir nun die Unsicherheitstheorien bezüglich ihrer Repräsenta-
Lionsformen und Schlußfolgerungsmöglichkeiten klassifizieren und damit eine Entschei-
dungshilfe für die Auswahl einer Unsicherheitstheorie entwickeln. Da vom Benutzer 
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nicht erwartet werden kann, daß er allein auf Grund der Definition dieses Formalismus 
in der Lage ist, Entscheidungen zu treffen, wie z. B., ob eine Repräsentation auf der 
Basis von Glaubensgraden oder Zuordnungsfunktionen angemessener ist, ist auch für 
das Modul zum unsicheren Wissen ein wesentliches Prinzip, die im Formalismus 
verwendeten Begriffe mit Hilfe von Beispielen zu veranschaulichen. 
4 Diskussion 
Es wurden zwei Module entwickelt, d ie eine Basis fü r eine Entscheidungshilfe zum 
Umgang mit zeitlichem und unsicherem Wissen bilden. Diese Module ermöglichen 
bereits jetzt die Integration unterschiedlichster Ansätze in einer einheitlichen Sprache. 
Dies erleichtert die Auseinandersetzung mit den existierenden Theorien und fördert den 
Einsatz von vorhersagbaren Methoden in medizinischen wissensbasierten Systemen. 
Darüberhinaus bietet die Darstellung durch eine einheitliche Sprache die Möglichkeit 
die Ansätze besser voneinander abzugrenzen und ihre jeweilige Mächtigkeit beurteilen 
zu können. Genau diese Transparenz stellt aber auch eine wichtige Voraussetzung für 
die theoretischen Weiterentwicklungen der Ansätze selbst dar. 
Die zukünftige Entwicklung der Entscheidungshilfe wird durch zwei Richtungen 
bestimmt. Um diese Entscheidungshilfe umfassender zu machen, sollen einerseits weitere 
wichtige Ansätze zum Umgang mit zeitlichem und unsicherem Wissen integriert werden. 
Dazu muß u. a. untersucht werden, inwieweit die bisher definierten Sprachen und 
Bezugsgrößen ausreichend sind. 
Andererseits sollen die Benutzer noch stärker durch eine anschauliche und interaktive 
Darstellung der Ansätze bei ihrer Entscheidung unterstützt werden. Dafür sollen 
domänenspezifische medizinische Beispiele, wie z. B. aus der lntensivmedizin dargestellt 
werden. Desweiteren sollen Simulationsmodule entwickelt werden, die ermöglichen, daß 
der Benutzer mit Ausschnitten seines Wissens die Ansätze erproben kann. Diese 
Simulation soll sich sowohl auf den statischen Aspekt der Repräsentation des unsicheren 
und zeitlichen Wissens beziehen, wie auch auf die Auswirkung der jeweiligen Schluß-
folgerungstechnikcn. 
Dieses Projekt wurde im Rahmen des BMFT-Förderschwcrpunktes „Wissensbasen in 
der Medizin" (MEDWIS) entwickelt. 
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Abstract 
The growing number of projects using Artificial Neural Networks ( ANNs) in medical 
care rnakes it necessary to ana/yse the productivity and the ability of quality assurance of 
differe11t ANN approaches. 
After a short presentation of the DIADOQ project and a11 introduction of ANNs, this 
paper addresses the prob/em specification, data preparation as weil as the development of 
appropriate represen1ations, the selection of suitable encodings and the combination of 
encodings in neural network projects. In addilion, strategies for testing cmd evaluating the 
network are described. lt is demonstrated how networks with fas1 learning properties and 
simple network structures can be successfully applied for medica/ tasks. 
During evaluation lhese ANNs are analysed interpreted for qualily assurance purpose. 
Fina/ly, a standard approach and the hereafter presented SENN method are compared 
from tlte point of efficiency and the quality of the results. 
Zusammenfassung 
Die wachsende Anzahl vo11 Projekten, die die Technologie der Kiinstliche11 Neuronalen 
Netze ( ANN) im Gesundheitswesen anwenden, erfordert eine Analyse der Produktivi1ä1 
und der Möglichkei1en zur Qualitätssicherung unterschiedlicher neuronaler Ansätze. 
Nach einer kurzen Vorstellung des DIADOQ-Projektes und einer Ein.fiihrung in die ANN 
behandelt dieser Beitrag die Problemspezifikation, die Datenvorverarbeitung die E111wick-
lung von geeigneten Repräsentationen der Daten, die Auswahl geeigneter Kodierungen und 
deren Kombination in Projekten mit ANN. Desweiteren werden Strategien zum Test und 
zu Evaluation des Netzes beschrieben. Es wird demonstriert, wie schnell lernende ANN 
mit einer einfachen Netzwerkstruktur erfolgreich fiir medizinische Problemstellungen 
Verwendung finden können. 
In der Evaluatio11sphase können die ANN zur Qualitätssicherung c111alysier1 und reinterpre-
t ier t werden. 
Abschließend wird eine Standardmethode zur Eniwicklung neuronaler Netze mit der im 
folgenden näher beschriebenen SENN-Methodik in Bezug auf die Effizienz der Erstellung 
und die Qualität der Ergebnisse verglichen. 
1. lntroduction 
The medical knowledge for an optimized diabetes care is largely availablc aod e.g. 
published in consensus guidelines ofthe international medical societies [NIDDM, !DOM 
1993). Neverthclcss, problems in the management of diabetes patients occur mainly due 
to difficulties in the application of the available knowledge at the appropriate time 
du ring the process of care. In the St. Vincent Declaration [KRANS et al. 1992], an initiative 
of the International Diabetes Federation/Europe and the World Health Organization/ 
Europe, targets like the reduction of diabetes-related amputations for at least 50% 
should be reached within the following 5 years to improve the quality of life of Diabetes 
patienls. Qualily management is ooeoflhekey measures to implement these targcts. 
The members of the consortium regard DIADOQ as one part in a network of dilTercnt 
activities for quality management of Diabetes. DIADOQ aims at assuring the quality 
of the process of health care delivery by means of knowledge bases for clinically relevant 
problcms within diagnosing, therapy planning, and monitoring. 
On the one hand, outcome iodicators like blood glucose and HbA lc are already 
monitored e.g. in thc DiabCare initiative [P1WERNETZ et al. 1993] and comparcd to those 
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of other institutions or accepted standards. From such feedback, irnprovement of the 
quality oftreatment is expected. On tbe other band, knowledge bases mainly for complex 
medical problems like insulin dosage adjustment [HErJLESEN et aL 1993) have been 
developped but not integrated into the computer-based medical record (CPR). Com-
plementary to these approaches DIADOQ aims at directly supporting tbe process of 
health care delivery through tbe integration of knowledge bases into a CPR system and 
therefore into clinical routine. ANNs represent one approach to implement knowledge 
bases particularly weil suited for classification (such as diagnoses and prognoses) and 
approximation problems. 
Tbe DIADOQ CPR system adopts a problem-oriented medical record as a natural 
model of tbe CPR for managing a chronic disease. Patient problems organised in a 
problem list provide a concise medical summary of the patient and serve as justifications 
of perfonned medical acts. They provide the necessary contextual background to 
determine if a medical act has or has not tobe performed. Tbe recording of information 
within the CPR system concerning the medical act leading to each medical item lays 
tbe foundalion for documenting the process of health care provision. This representation 
is tbe prerequisite for the implementation of guidelines and the identification of tbose 
steps within the process of care where knowledge-based support beneficially could be 
applied. 
2. Neural Networks as knowledge bases 
An ANN is a highly adaptive system tbat is able to learn based on examples. ln contrast 
to other methods of knowledge represen tation, the designer of A NNs needs only few 
explicit model knowledge which is in general easy to obtain. 
An ANN consists of a set of higbly interconnected neurons. General knowledge is stored 
in a distributed manner in tbe weights of the connections of tbe ANN whereas the 
current neuron activities represent a specific case. 
Multilayer feedforward networks are uniiversal approximators. Tbus, they can extract 
arbitrary functional dependencies between input and output variables from a statistically 
representative data set provided such dependencies ex.ist. Tbis allows a functional use 
of case-based knowledge. 
The result of the learning process ("training") corresponds to tbe solution of a non-linear 
optirnisation problem. The training airns at adjusting all free model parameters of the 
ANN (its weigbts) in a way such that the mean square difference between the desired 
and the current output of the ANNs is minimised for the examples of the training set. 
The more complex the mapping is and the more weights have to be adjusted the higher 
is the probability to obtain only a sub-optimal solution. Another important drawback 
of !arger ANNs is that they require much more for training tban smaller ANNs. 
As shown in Figure 1, problem relevant input variables are mapped onto the outputs 
of the neurons of the input layer whereas output variables are mapped onto t~e output 
of those of the output layer. Tbe type of mapping, the structuring of additiona l layers 
and connections as weil as the selection of suitable learning algorithms and their 
parameter adjustment have to be done by the designer of the ANN. Although many 
heuristics for this are known, these tasks are commonly performed in a more or less 
empirical way since no general solution exist. · 
An increasing nurnber of papers applying neural networks to medical problems 
[ANDREASSEN 1993, IFEACHOR 1994] have been publisbed for the last years. In medical 
applications, we have often to deal with the following circumstances: 
• sufticient formalised knowledge is unavailable 
• onyl a small number of examples is available 
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Figurc 1: A multilayer fecdforward neural network 
• a lot of possible casual relations must be taken into consideration 
• large normal parameter variations 
• decisions havc an cnormous impact on tbe patient 
On lhe othcr hand, neural networks sbould be used for rnedical tasks only if: 
• a sufficicntly !arge number of examples ofbigb quality is availabe (evaluated examples 
without data collection artefacts, using standardised collection) 
• sufficienl formalised knowledge for a symbolic approach is unavailable and the 
problem has lo deal with fuzzy 1) circumstances 
• only a numbcr ofvariables than can be managed influence the problem solving process 
• an expert of the domain accompanies the project. 
Especially the misrnatcb between the available and required number of cxamples (wbjch 
strongly dcpends on lhe number of variables influencing lhe oulpul that has to be 
dctcrrnined) often endangers the quality of the project. lf the number of available examples 
is to sma ll for an appropriate statistical analysis, neural networks should not be applicd 
cilhcr. l gnoring this may lead to severe quality assurance problems. In order to improve 
the efficicncy and in order to assure the quality of the projects a method for a slructured 
devclopmcnl of neural networks is necessary. This method bas been devcloped for several 
years [W ASCHULZIK 1988, W ASCHULZIK 1990 a] based on the cxperience of industrial 
[WASCllULZIK 1990B, WASCHULZIK 1991] and medical projects [QUANDT 1993, WASCil-
ULZIK 1993, ÜROSTE 1994, ÜÄSCHLEIN 1994]. 
3. Medical problem 
Type II diabetes is characterised by an abnormal insulin secretion and/or a decreased 
insulin effcct on insulin sensitive tissues (insulin resistance) [YK1-JÄRV1NEN 1994). During 
the first stage of Type 11 Diabetes diet alone or in combination with oral antidiabetic 
drugs can compensate for diabetes related metabolic changes. 
Many patients treated with oral hypoglycemic agents may develop a loss of therapeutic 
efficacy which finally results in an additional need for long-term insulin treatment to 
1
) Here the word ruzzy is uscd in 1he orginal way and not in the contexl of fu1Jy-scHheory 
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achieve sufficient metabolic control. This stage of type II diabetes is referred to as 
secondary failure (SF) of the oral diabetic drug treatment. The pathophysiological 
factors Jeading to secondary failw-e are often unknown. Only a minority of these patients 
shows a decrease in insulin secretion. Such a persistent SF has to be d istinguished from 
temporary metabolic derangements due to e.g. transient infections or the use of 
diabetogenic drugs for a limited period of time. Obviously there is an urgent need for 
a reliable and real-time differential diagnoses of SF, to select and start an appropriate 
treatment to assure the best quality of life with the least degree of diabetes related 
complications [EUROPEAN NIDDM POLICY GROUP 1990]. 
The problem "Secondary failure in type lI diabetes" was approached in two different 
ways in order to compare 
Table J: Number of cases in the data sets the proposed method with a 
Data Set SF 
Training Set 219 
Test Set 114 












standard method . Data of 
573 diabetic patients (Ta-
ble l) were available for the 
differential diagnosis of SF 
which can be coosidered a 
classi!icatioo problem. Ad-
ditooal data are being collec-
ted for purposes of valida-
tion. 
4. Struetured development method for feedforward neural networks-SENN 
The SENN method (Strukturierte Entwicklungsmethodik für vorwärtsgerichtete Neu-
ronale Netze) is based on a system life cycle model and refers to techniques commonly 
used in literatw-e. The new aspect is the integration and combination of these techniques 
for quality assurance and efficieny purposes and their support by appropriate tools. 
This paper describes how a knowledge base for the diagnose of SF is realised by neural 
compooeots. The SENN method is described in more detail in [W ASCHULZIK 1995]. 
4.1. Systemanalysis 
The set or input and output variables and a set of possible dependencies for each of 
the output variables from the input variables is one of the results of the system analysis 
in neural oetwork projects. These dependencies as weil as additional information on 
the appropriate representation and encoding of these variables are documented in a 
table of dependencies which is the basis for further system development. We distinguish 
between the representation of the variables (for example, whether a disease is classified 
in ICD9 or SNOMED) and theencoding ofthis representation for the neural network. 
In some projects like the set-up of a system for the support of the differential diagnosis 
of the SF, the table of dependencies can degenerate since the only output variable 
depends on a list ofinput variables. Only unstructured variables are used in this approach 
for the estimation of SF. Thus, no speciaJ techniques for the representation and encoding 
of the variable had to be used. This is favourable for the conventional approach since 
SENN would have made good use of a more complicated internal structure of the 
vaiiable to enhance the information processing of the network. However, the Jack of 
structured variables in this application supports the comparison of the methods. 
In the system analysis, it is also determined how many examples will be necessary and how 
they are avai!able. 
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4.2. System design 
Du ring the design phase of the system it has tobe ensured that all variables needed in the 
tablc of dependencies are available and that a sufficiently !arge number of cxamples 
can be collected in exactly the same way. 
To assure the quality of the resulting system, we have to take care that t he results 
produccd by our prototype a re of the same quality as in the future real-world application. 
Accordingly, we have to split up our data set into three parts: 
training set (to extract the knowledge according to the selected model) 
test set (to adjust the parameters and to compare the different combinati ons of the 
variables) 
assessmcnl sel (to determine which results we will obtain when we apply our system 
in thc lield) 
The assecssment sct is necessary since the system may not only overadapl to the training 
set but also to the test set during system development. Furlhermore, while testing 
different parameter settings for the simulation and models many decisions are made 
based on the results of these systems on our test set. Thus, we cao not cxpect to obtain 
the same results in the practical application as on our test set. We may only use the 
assessment set once in a project to determine the final result for the expected behaviour 
ofthe system. After this evaluation, the assessment data set is lost for further assessments. 
For the final test, the training set and test set can both be used as training data since 
Table 2: Features used by the neural net 
(C = catcgorical value, B = binary, 0 = ordi-
nal, N = number) 
Num- Variable Type 
ber 
1 scx CB 
2 age N 
3 duration of diabetes N 
4 duration of trealment wilh N 
sulfonylureas 
5 duration of poor metabolic N 
control 
6 body-mass-index (BMl) N 
7 wcight changc within lhe CO 
last lhrcc month 
8 fasting blood glucose N 
9 postprandial blood glucose N 
10 llbAI N 
II acctone CO 
12 leukocytes N 
13 cholcsterol N 
14 lrigylcerides N 
15 scdimcnlalion rate of N 
blood (BSR) 
16 diabelogcnic drugs CB 
17 infcctions c 
18 hcart disease c 
19 thyroid diseasc c 
20 urinary tract infcction c 
the assessment set now serves as test set. 
Thus, all available examples are used 
efficieotJy. 
One of the major advantages of using 
neural networks is that usually only few 
lines of code have to bc written for a new 
application. In software projects, one 
general principle of quality assurance is 
the application of Standard components 
wlherever possiblc. Often only interface 
routines and routincs for transformations 
of the raw data havc to be written for 
the neural components. This is one re-
ason for the contentment of users in 
neural systems. 
4.3. Realisation of the system 
The realisation of the system starts with 
the collection of thc data sets and lhe 
se1ection of the examples. In our applica-
tions, the infonnation about the SF and 
the input variables in Table 2 had to be 
registered. Afterwards the appropriate 
representation has to be chosen fol-
lowed by the encoding of the variables 
and the configuration of the network. 
The neural network can be integrated 
into the system after the training and 
testing phase. 
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4.3.1. Representation of the variables 
Sometimes it is advantageous to pre-process raw data before applying to the 
network. For example, in object recognition, it is not useful to present the raw 
pixel information to the neural network since cases with similar outputs might 
have very cLifferent representations at the input. lt is necessary to enhaoce the similaLities 
between the input and output of the neural network. This can be done by ignoring 
useless information because, generally, neural networks are continuous approximators 
that map similarities from the input to the output with sorne non-linear distortions. 
Thus, we have to switch from grey values to contrast pictures. As another step to 
enhance similarities, we have to switch to histograms of edges and combinations of 
edges. Tbis simple representation is of good use for translation- and scale-invariant 
object recognition [POLZER 1992]. 
The quality of the representation can be scrutinised by using and ARE (Associative 
Recall ofExamples). This is achieved by calculating the distance between the representa-
tion of the data set and the current example. The representation is suitable if similar 
patterns yield small distances in between, otherwise the representation has to be 
improved. The efforts for the development of representations and the development of 
networks must be well-balanced. The importance of the representation is also stressed 
in the literature: "A good representation does most of the work. Neural networks no 
matter what kind are weak computers, but a proper representation, coupled with the 
abstracting and eo-operative effects of the oetwork, can become extremely fast, powerful, 
and accurate." A. Rosenfeld in [ANDERSON 1988] accorcLing to [NELSON 1990, page 155]. 
In further investigations we will check whether the results of the ARE using the 
representations and later the encodings can be used as early quality indicators in the 
quality assurance process. 
4.3.2. Encoding of the variables 
The encoding has to present the representations to the network in an appropriate way. 
lt can also be used to combine variables in different ways. In the following a small 
subset of possible encodings and combination techniques for variables is described. 
Categorical variables : 
An euclidian metrics over values of categorical variable is not defined not even if an 
order for possible values exists. Tbis fact forbids to map values from categories to 
numbers and to use tbese numbers for tbe activation of neurons in a neural network 
since otherwise the next step of information processing would implicity assume an 
euclidian or similar metrics. Although tbis procedure of encoding difierent values of 
one category in one neuron is frequently applied we have to be aware that this mapping 
implicitly introduces an euclicLian roetrics over the possible values which is used by the 
neutral network. Doing this is like addi11g a wrong formula to a set of formulas that 
are used for the solution of a problem. Cousequently, the "one of n"-encoding should 
be preferred. lt uses one neuron for each possible value of the cate~ory. lf a value has 
to be encoded only the according neuron is activated. 
In case an order is delined over the possible values, the neighbourhood in the order 
can be presented to the network by activating those neurons (with lower activation) 
whicb encode the categories neighboured to the active category. In this case, a special 
connection exists for modelling the underlying dependencies for every possible value. 
An example of an encoding for hierarcbical categorical variables (e.g. variables encoded 
with ICD9 or SNOMED) can be found in (WASCHULZIK 1993). 
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Continuous variables: 
~~ Over conlinuous variables, an eucli-
~•..,1 dian melrics can be assumcd in most 
cases. Hence, we can initialisc lhe acli-
vity of the encoding neuron wilh an 
activity calculated from lhe value ofthe 
variable. Based on very good exper-
iences (QUANOT 1993, DROSTE, 1994, 
Nemm. WASCHULZIK 1993] we prefer thc lo-
pological encoding [GEIGER 1990]. 
This distributcd cncoding scheme uses 
Figure 2: Thc topological encoding up to n neurons lo represent one 
cootiuous variable and allows to mo-
del even complex funclions with a 
simple pcrceptron [ELDRACHER 1993] and thus avoids the need of a hidden layer in the 
neural network. 
4.3.3. Combination of variables by eocodings 
In most cases a set of input variables is used to determine lhe output variable(s). 
According lo the desired properties of the combination, there are different possibilities 
for lhe combination of the variables. 
Parallel encoding: 
Parallel encoding is thc most common type of variable combinalion. The encoding of 
each variable is delermined by calcuJating the activity of each neuron lhal represents 
the value of the variable. This encoding is referred to as the basic encoding of the 
variable. 
Basic encodings of the variables are simply put side by side inlo lhe inpul layer of the 
network withoul carrying out specific operations. The total number of ncurons for the 
represenlalion of all input variables equals hence the sum of lhe numbers of the ncurons 
used for thc basic encodings. 
This simple approach is advantageous when many variables of different types have lo 
be combined. 
Conjunctive encoding: 
Thc conjunclivc encoding is built upon the basic encodings of lhe variables that are to 
be combined. One neuron is used for every possible combination of the neurons from 
the different basic encodings. The activity of the resulting neuron is calculated by 
mulliplying the activities of the neurons from Lhe basic variable encodings that are 
combined. The conjunctive encoding allows in principal to model cvery possible mapping 
from the input to the output space as it was shown for RBF-Networks in [PARK 1991, 
BENAIM 1994] 2• The disadvaotage of conjunctive encoding is the large number of needed 
neuroos as discussed in [H!NTON 1986, p 90]. 
Ooe resull of our investigation is that conjunctive encoding was less importanl in our 
pratical applications than we had expected. In most of our applications, the conjunctive 
encoding did not yield better results than the parallel encoding with appropriately 
represented variables. These results lead to the impression tbat tbe information about 
the conjuntion of variables in most applications is less important. 
') The topologocal cncodong combined with the conjunctive encoding or all variables corresponds cxactly 10 a RßF nctwork ir the 
inpul variables are cqually distnbuted. The exac1 distribution or tbe R ßF-oeurons is not ne<:CSSllry ror the proors. 
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4.3.4. Network structure 
The first applications we rendered by neural networks were completely neural solutions 
involvingcomplexstructured neuraJ networks for pattern recognition tasks (W ASCHULZIK 
1988, WASCHULZIK 1990b). The complexity of the networks was reduced stepwise to 
improve efficiency and quality assurance. For the same reason we directed our attention 
towa1·ds the development and improvement of the representations and encodings. 
For the majority of the applications we prefer the simple perceptron with one input 
and output Jayer where each input neuron is connected with each output neuron 
Output 
Input 
Figure 3: The simple perceptron 
4.4. Evaluation 
ROSENBLATT 1958). 
The directed connections are 
optimised by a gradient descent 
algorithm, the so called c5-rule 
(WIDROW 1960]. The advant-
ages of the perceptron are its 
good generalisation properties, 
the fast convergence of the trai-
ning algorithm and the possibi-
lity to interpret the nelwork 
structure. 
Theevaluation consists ofverification, validation and assessment [ENGELBRECHT 1994). 
4.4.1. Verification 
The verification is made by analysing the structure of the trained network which is 
important especially theo the results on the assessment data set are better than expected. 
The competence of a network in a special context can also be evaluated by an 
ARE-retrieving similar cases to one special example (which is representing the context) 
from the training set using the same representations and encodings that are used for 
the initialisation for the input and output neurons. lf the ARE finds many cases that 
are similar to such an example from the applicational view then the competence of the 
network is good in the actual context. Furthermore, the training data set can be split 
up into two equally sized parts and the resulting network structurs can be compared 
after training. 
4.4.2. Validation 
Beside the tests with the test set a data set with artificial examples, e.g., prototypicaJ 
cases, can be set up and the results can be compared with textbook knowledge and 
discussed with an expert of the domain. lt is also interesting to analyse the examples 
which yield bad results. 
During tbis validation phase it is necessary that the medical expert "plays" with the 
prototype to decide whether the system meets his expectations or not. This could also 
be considered a "subjective" validatioo. 
4.4.3. Assessment 
The assessment is made on the wbole by the tests with the assessment data set. Also 
statistical tests are recommended to determioe whether the results yield by the neural 
network differ significantly from random choice. 
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Finally, the ANN must be tested with independent data from other sources. Unfor-
tunately, this is expensive aod difficult to achieve as loog as no standard electronic 
medical record is used in practice. However, it should be stressed that with.out this it 
is not allowed to traosfer the knowledge base to other places. 
5. A conventional approach 
In our first approach, we used conventional tools and maioly conventional techniqllles 
despite some influences from SENN introduced by former discussions about neural 
oetwork development methods. 
Neura!Ware's 3 tool DataSculptor® Vl. 53 was used for data pre-processing. Da-
taSculptor® imports different database formats and offers many different ways of 
transfonning raw data. 
NeuralWorks Professional® V5.0 was used for creating the networks and performing 
the simulations. The creation of each network has tobe done maoually by using dialogues 
in a graphical environment where architectures and learning paracligms can be chosen 
from a wide range. Each network has bo be connected with two files: one containing 
the training set, the other cootaining the test set. Both files are created by DataSculptor. 
All network and learning parameters including the number of input and output variables 
must be set by tbe user since they cannot be derived from the data files. During learning 
and testing, different protocols are written to disk (for later analysis) and to the screen 
for instant information. 
5.1 . Description of the simulations 
Binary features were coded by one neuron; ordinal featurs were coded by 0 to n neurons 
using a thermometer code and all other categorical features were coded as 1-of-n. 
Different coding schemes were used for numeric features. Missing va!ues were estima ted 
in rare cases; the a-priori-probability was used for categorical and the mean for numeric 
features. In order to obtain a minimal net with best generalisation characteristics the 
following approaches were undertaken (see also [FÖRSTER 1994]): 
A l) permanent decrease in the total number of free parameters of a multi-layer 
percept.ron with one hidden layer traine<l by back-propagation [WERßOS 1974, 
RUMELl-IART 1986) by training over-dimensioned (!arge) nets and afterwards 
eliminating weights of minor irnportance (weight eliroination) and/or pruning of 
neurons in the hidden layers that had only minor influence on the overall 
performance of the net 
A2) permanent increase in the total number of free parameters of the net by adding 
new neurons until no further improvement of the classification quality can be 
reached (Cascade Correlation [FAHLMAN 1991] 
B) numeric features were coded in three different ways: 
Bi) caled input, unchanged distribution 
B2) scaled input after suitable transformation of the distribution (e.g. log()) in 
order to achieve a more homogeneous distribution 
B3) like B2, in addition, each numeric input is coded as a fuzzy variable where 
every neuron is activated according to a membership function (5 neurons per 
feature, e.g., blood glucose: very low, low, medium, high, very high). 
') We used this tools becausc NeuralWarc is aocording to our information world markct leader in the arca of tools for thc 
development of neural networks and OataSculptur is the only well·known commercial tool for the preparation of dnta for neural 
networks. 
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This fuzzy coding was used in order to preserve similarities of the transformation to a 
maximal extent which would have been partly lost by applying the straight-forward 
splitting into categorical medical categories. 
5.2. Results of the simulations 
The criteria for stopping the learning procedure was the (at a certain point decreasing) 
classification rate on the test set instead of the mean square en-or on the training set. 
Therefore, a cyclic testing based on the test set of the net during learning was performed 
and the currently best net was saved. 
The results of the simulation can be summarised as follows: 
Al) A bad convergence during learning produced relatively poor initial configurations. 
Neither weight elimination nor pruning achieved better generalisation using these 
starting configurations 
A2) Nets of different complexity evolved that did not achieve better generalisation than 
nets of smaller complexity. 
After these disappointing results, different coding schemes for numeric input features 
were applied (Bl-B3) to networks with one or no hidden layer yielding much better 
results. During training, every class is presented with the same frequency, i.e., the 
information of the a-priori probability is discarded. In order to verify the results, a 
logistic regression was performed using the program BMDP®. Afterwards, another net 
was created using only features selected by the logistic regression. 
Keeping in rnind that a subset of features produces sirnilar Simulation results, three 
other different subsets of features were tested. The feature selection was based on 
sensitivity analysis of trained nets as well as on some early results obtained by HEAD. 
A fuzzy coding similar to B3 was used. lt can be stated that networks using only a 
subset of the most important variables yield similar results as the networks using all 
input variables. 
A more detailed description of the results and the approach can be found in [FÖRSTER 
1994] and [WASCHULZIK 1995]. 
6. Approach using SENN 
The same diagnosis of the SF was solved by using the SENN-approach supported by 
HEAD (Hybrid Expert system for the Analysis of !arge Data sets) [NöHMEIER 1994]. 
HEAD is an integrated tool for the data preparation and the development of neural 
networks using SENN. lt is based on routines developed for the analysis of an 
epidemiological study using neural networks [QUANDT J 993] and on an optimised 
simulator for perceptrons [GROTHE 1993). The simulations were performed independently 
from the conventional approach. 
6.1. Data preparation, creation and simulation of the neural networks 
lt was agreed upon that the available data set should be completely used for the 
simulations and that the assement shouJd be performed with examples collected later 
and with examples from other medical institutions. The available data set was split up 
automatically by HEAD into a training and test set. Within HEAD, a network is 
designed by selecting the variables and their encodings for the simulations. The selection 
of the encodings is supported by proposals suggested by HEAD after the analysis of 
the available values for each variable. After the selections, tbe network is automatically 
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generated, trained, tested and the results are analysed. The results are presented on-line 
and are also available in a file that can be easily analysed by sheU-scripts and programs. 
This approach dramatically reduces the amount of time required for the development 
of a network and, in addition, it avoids errors. 
Categorial variables were encoded in the same way as in the conventional approach 
(1-of-N). Applying topological encoding, numeric variables were coded by different 
numbers of neurons . 
6.2. Results of the simulations 
After preparing the data set for the application of HEAD we made simulations in order 
to optimise the number of neurons for the representation of the numeric variables. In 
order to improve the mean value of sensitively and specificy both classes were trained 
with the same frequency. Then we tested the first combinations containing all inpul 
variables and obtained the results of Sl. As a next step we combined only a subset of 
the variables. The best result (sensitivity + specificy)/2 = 72,4%) was obtained in 
simulation S2. For the next simulation, we changed to the routine level of HEAD and 
computed all combinations with three input-variables using both parallel and conjunctive 
encoding. Simulation S3 was the best combination and considered only three input 
variables. The simulations using conjunctive encoding achieved worse results than tbose 
using parallel encoding. 
Examining the results of S3 the effect of overadaption on the test set can be recognised 
(the results on the test sel are better than on the training set). The reason for this is the 
small number of free parameters which inhibits the overadaption effect on the training 
data set. The selection of the best results from a !arge number of simulations encourages 
the overadaption on the test set which is stronger tban the overadaption effect on the 
training set. 
We also tested some combinations ofup to 6 variables where the simulation S4 achieved 
the best results. 
In order to achieve better classification results we altered the training process in such 
a way that the classes were trained taking into account tbeir a-priori probabilities. Now 
simulations using conjunctive encoding achieved better results. For the resulting 
networks, a big difference betweeo tbe sensitivity and the specilicy can be stated oo the 
test set. 
Table 3: Simulation results on the test set (approach with SENN) 
Simulation Test Set Training Set 
lnput variables number classi- sen- specificy classi-
(numbcrs from of free fication sitivity fication 
Table 2) paramcters rate rate 
SI all input variables 418 71% 85% 43% 90% 
S2 4,6,8,10, 12 60 71% 69% 75% 73% 
S3 4,6,12 40 74% 78% 66% 71% 
S4 1,4,6,8,9,12 68 73% 84% 50% 77% 
S5 2x4 x 6 128 74% 94% 32% 71 % 
S6 2 X 4 X 6, 16 132 76% 92% 43% 72% 
S7 2 x4x 6, 19, 11 150 71% 71 % 71% 73% 
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Table 4: Simulation results on the assessment set (approach with SENN) 
Assessment Set Assessment Set Trainig Set & Test Set 
(network trained with (network trained with (network trained witb 
training set) training and tesl set) training and test set) 
classi- sensi- speci- classi- sensi- speci- classi- sensi- speci-
fication tivity ficy fication tivity licy fication tivity ficy 
rate rate rate 
Sl 72% 89% 26% 74% 96% 10% 83% 93% 63% 
S2 71% 72% 68% 79% 90% 47% 78% 87% 60% 
S3 64% 67% 57% 64% 69% 52% 71% 78% 58% 
S4 71% 80% 47% 81% 83% 73% 71% 70% 72% 
S5 74% 98% 5% 78% 100% 15% 73% 93% 32% 
S6 72% 92% 15% 60% 80% 5% 71% 82% 48% 
S7 74% 94% 15% 75% 100% 5% 72% 93% 30% 
6.3. Evaluation 
Finally we ran simulations in order to evaluate the results on the assessment set. The 
tests with the assessment data set show that S 1, SS, S6 and S7 reach a very good 
seositivi ty but such a bad specificy that they will be hardly of any use in the practical 
application. 
The overadaption effect in simulation S3 was confirmed. The results on the assessment 
set of S2 and S4 are astonishing good. We can not expect to obtain these results in a 
practical application . lt has to be critica!Jy analysed whether tbe assessment set is 
statistically representative. In addition, further assessmen l cases have to be collected. 
However, much evaluation work, e.g. the analyses ofthe wrong classified examples, has 
to be carried out. 
Interpretation of tbe weights 
ANNs are often criticised because they are said to be "black boxes". However, this 
holds true only for some widespread types of ANNs such as the multi layer feedforward 
network commonly referred to as the "backpropagation network" . One important aspect 
of using ANNs in medicine is therefore to use those types of ANNs whose structure 
1000 
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can be easily analysed for 
verification purposes. 
The decision to have one 
output neuron for each cate-
gory (one for SF-yes and 
one for SF-no) is primarily 
based on consideratioos of 
interpretability of the trai-
ned network since for a bi-
Figure 4: Resulting weights for 
the neurons topologicaUy cod-
ing the body-mass iodex (BMI) 
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Figure 5: Resulting weights for 
lhe neurons lopologically cod-
ing fasling blood glucose (FBG) 
nary decision one neuron 
would be sufficient. 
Figure 4 and Figure 5 show 
two examples of the inter-
preta tion of the weights the 
ANN has learned . The solid 
line indicates the influence of 
the neurons on the diagnosis 
"no secondary failure", the 
dotted line the influence on 
"secondary failure". Note 
that the leftmost neuroo is coding a variable's mimimum value and the right-
most neuron its maximum value. Mainly the difference between the two lines is of 
interest since this shows the ability of the neurons to differentiate. Interpreting Figure 
4, we can state that a very low BMI is a strong vote for SF, medium and quite high 
BMI are io favour of no SF, whereas very high BMI does not contribute very much to 
the decision. Note that the predictive value of the leftmost and rightmost neurons are 
sometimes of limited value since examples from these extreme categories are ofteo 
under-represented provided the coded variable has a kind of normal distribution. 
Note that the topological coding is also advantageous for a re-interpretation since a 
variable is represented by a set of neurons. 
As a result, discussions with medical experts are facilitated and data ar tefacts or 
overtrained ANNs can be found. 
How good is a classification rate of 70%, 75% or 80%? 
In order to objectively compare a knowledge base with human experts decisions must 
be taken at the same poiot in time and based on the same information. In other words, 
a knowledge base should compete with human experts who are in exactly the same 
situation. 
Hence, it is necessary that some external med ical experts answer the same questions as 
the ANN, i.e. some 100 cases are randomly chosen and given to experts who have to 
answer them (yes, no, can not decide). We expect quite different results from different 
experts and generally classification rates below 100%. An evaluation study [ENTENMANN 
1995] revealed that in an ambulance 34. l % out of 167 patients had a wrong positive 
diagnosis. 
7 Comparison of the SENN and the conventional approach 
The conventional and the SENN-approach led to similar results after additional 
information on a proper encoding of the variables and on good combinations of data 
fields both obtained by SENN was used in the conventional approach. Until now, the 
main difference is to be found in the total time spent in each approach (Table 5). 
Mistakes during the analysis in the conventional approach due to the complexity and 
number of different protocol files created during simulations and tests are another 
important disadvantage of the conventional approach. Because of the lacking integration 
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Table 5: Total time spenl for the development 
aclivity conventional SENN 
approach approach 
total spent time 3 month 2 weeks 4) 
pre-processing 35% 40% 
creation of 15% 
network 
simulations 5% 
analysis and 35% 40% 
selection or 
networks 
evaluation 10% 20% 
of tools in the conventio-
nal approach, this approach 
could not cover as many 
trials as SENN did. 
8 Summary 
Efficiency and quality assu-
rance in medical projects can 
be enhanced by using the 
SENN method and neural 
networks without hidden 
layers. The higher efficiency 
mainly depends on the app-
roach of developing proper 
representation and enco-
dings for the combination 
of variables instead of test-
ing different network types 
(like cascade correlation, back propagation ... ) with a time consuming parameter 
adjustment. The SENN-based development of neural networks can be better supported 
by tools because network parameters for the training of the perceptron can be adjusted 
automatically. Thus, the training and the test of networks can be conducted without 
any further manual interaction of the user. This also improves the quality of the project. 
The use of representations and encodings for an associative recall of examples might 
also enable both an early evaluation of the first project phases as weil as context 
dependent analysis of the competence of the network. 
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Zusammenfassung 
Die von der DIADOQ-Gruppe des BMBF-Förderschwerpunktes MEDWIS angewandten 
Methoden der Konstruktion und der Evaluation von kausal-probabilistischen Exper-
tensystemen werden beschrieben: Wir skizzieren anhand von vier Beispielen drei ver-
schiedene Methoden der Konstruktion der die Wissensbasis dieser Expertensysteme 
darstellenden kausal-probabilistischen Netze und drei verschiedene Methoden der statisti-
schen Evaluation solcher· Expertensysteme. Der Graph und die Markov-Kerne dieser 
kausal-probabilistischen Netze werden aus Kompartmentmodellen durch zeitliche Dis-
kretisierung und Stochastifizierung, aus deterministischen Expertensystemen durch Stocha-
stifizierung oder aus überwiegend qualitativem medizinischen Wissen durch verallgemeinerte 
lineare Modelle gewonnen. Die statistische Evaluation e1folgt durch Monte-Carlo-Simula-
tion der Netze, durch statistische Tests von Marginalverteilungen der zu den Netzen 
gehörigen multivariaten Wahrscheinlichkeitsverteilungen und durch Distanzmessungen 
solcher Marginalverteilungen und entsprechender empirischer Verteilungen. Als Beispiele 
dienen Expertensysteme zum Glukose-Insulin-Metabolismus, zur Progression und Differen-
tialdiagnose der diabetischen Nephropathie und zur Risikoabschätzung der diabetischen 
Retinopathie. 
1) Mathematisches Institut der Ludwig-Maximilians-Universität München 
') Diabeteszenirum München-Bogenhausen 
') Institut für Diabetes Karlsburg 
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diabetic nephropathy, differential diagnosis, diabetic retinopathy 
Abstract 
We sketch the methods of construction and evalua1ion of several expen systems based 
on causal probabilistic networks which have been designed by the DI ADOQ group for the 
estimation of prognosis of diabetic nephropathy and retinopathy andfor lhe simulation of 
1he glucose-insulin metabolism. 
Kurztitel: 
CPN-Expertensysteme in DIADOQ 
1. Einleitung 
Im Förderschwerpunkt MEDWIS des BMBF will das Projekt „DIADOQ: Diabetes 
mellitus, optimierte Betreuung durch wissensbasierte Qualitätssicherung" durch Bereit-
stellung medizinischen Wissens die Qualität der Langzeitbetreuung von Patienten mit 
Diabetes mellitus in Bezug auf die diagnostischen Prozesse, die Therapiefindung und 
-planung sowie deren Überwachung verbessern. Hierzu sollen modulare Wissensbasen 
aufgebaut werden, um die einzelnen Elemente der Betreuung wirkungsvoll im Rahmen 
eines Dokumentationssystems zu unterstützen. Die eingesetzten Methoden der routini-
sierten Qualitätssicherung beziehen sich auf die Versorgung jedes einzelnen Patienten 
und die Qualitätsstandards der gesamten Einrichtung. Maßstab für die verbesserte 
Versorgung ist neben der Ergebnisqualität aller Einzelschritte der effiziente Ressourcen-
einsatz. 
Zu DIADOQ haben sich neun Forschergruppen unter Leitung von R. Engelbrecht (GSF, 
München), U. Fischer (IDK, Karlsburg-Greifswald), A. F. Gries (DFI, Düsseldorf; 
Koordinator), K. D. Hepp (KMB, München), N. Jersch (Boehringer-Mannheim), H. 
Kunath (IMIB, Dresden), Th. Koschinsky (DFI, Düsseldorf), U. G. Oppel (LMU, 
München) und R. B. Sterze! (KSN, Nürnberg) zu einem Forschungsverbund zusanunen-
geschlossen. 
Ziel des Projektes ist also die Verbesserung der Betreuung der Typ I und Typ II Diabetiker 
durch Bereitstellung wissensbasierter Systeme. Diese wissensbasierten Systeme sind 
eingebunden in ein Dokumentationssystem zur Erfassung und Verwaltung von (Patien-
ten- und Theorie-) Daten. Von diesem Dokumentationssystem aus werden sogenannte 
Protokolle und von diesen wiederum spezielle, durch neuronale oder kausal-pro-
babilistische Netze dargestellte Wissensbasen aufgerufen. 
Insbesondere die in Form kausal-probabilistischer Netze dargestellten Wissensbasen 
djenen zur Bearbeitung sehr komplexer Situationen. Sie sind auf Grund ihrer Struktur 
und der für sie vorhandenen Algorithmen zur Diagnose, Prognose und Simulation 
multifaktorieller Zusammenhänge geeignet. 
Viele Bereiche ärztlichen Handelns laufen auf der Basis eines deterministischen Regel-
systems ab. Die oben erwähnten Protokolle stellen ein solches geregeltes Handlungs- und 
Entscheidungsschema dar. Bei der Abarbeitung eines solchen Protokolles kommt es 
aber zu Situationen, wo das dem Arzt zur Verfügung stehende Wissen nicht ausreicht, 
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um die im Rahnien des Protokolls notwendigen Entscheidungen zu treffen. Für solche 
Situationen werden wissensbasierte Systeme bereitgestellt, beispielsweise auf kausal-
probabilistischen Netzen basierende Expertensysteme. 
In einem kausal-probabilistischem Netz (CPN) werden stochastische Ursache-Wirkungs-
beziehungen eines größeren Systems von Eingabe- und Zielgrößen (z.B. Symptome, 
Befunde, Krankheiten) qualitativ durch einen gerichteten Graphen und quantitativ durch 
bedingte Wahrscheinlichkeiten bescluieben. Es hat sich im bisherigen Verlauf des 
Projektes DIADOQ gezeigt, daß entgegen ursprünglicher Annahmen die fü r ein 
kausal-probabilistisches Netz notwendigen bedingten Wahrscheinlichkeiten nicht aus 
dem umfänglichen, aber in Anbetracht der Komplexität der Fragestellung nur spärlichen 
Datenmaterial ermittelt werden können. Darum wurden von der DIADOQ-Arbeits-
gruppe der LMU Methoden entwickelt, welche die Ermittlung der für die Konstruktion 
eines CPN notwendigen Daten erlauben. Diese Methoden bestehen meist aus einer 
Kombination statistischer Verfalu·en mit Expertenbefragungen. 
Ein CPN bietet auf Grund seiner Struktur eine Möglichkeit zur Modellierung äußerst 
komplexen medizinischen Wissens. Die im Rahmen der HUGIN-Shell gegebenen 
Möglichkeiten zur Eingabe neuen Wissens und zu dessen Propagierung erlauben (durch 
Algorithmen auf der Basis der iterierten Anwendung des Satzes der totalen Wahr-
scheinlichkeit und des Satzes von Bayes) Vorwärts- und Rückwärtsschlüsse, die ein noch 
so qualifizierter Wissenschaftler nicht leisten könnte. Diese enorme „Denkfähigkeit" 
eines kausal-probabilistischen Expertensystems erlaubt dann selbst in sehr komplexen 
medizinischen Situationen noch Diagnose, Prognose und Simulation. 
Die Übersetzung des medizinischen Expertenwissen in die für ein CPN notwendige 
quantitative Fo11n muß durch geeignete Evaluationsprozeduren gesichert werden. Hierzu 
hat die LMU-Arbeitsgruppe geeignete Methoden entwickelt und angewandt. Diese 
Methoden sind für eine objektive Evaluation eines CPN unerläßlich, sie beruhen im 
wesentlichen auf einer Methode zur Monte-Carlo-Simulation eines CPN und einer 
Methode zur statistischen Testung (der Marginalverteilungen der assoziierten multi-
variaten Wahrscheinlichkeitsverteilung) des CPN mit Hilfe von Signifikanztests und 
Distanzmaßen. Die Kombination dieser beiden Methoden erlaubt die statistisch objektive 
Überprüfung eines CPN anhand von Patientendaten. 
2. Kausal-probabilistische Netze 
Die Modellierung biologischer Phänomene und Prozesse mit unsicherem Wissen kann 
mit kausal-probabilistischen Netzen (CPN) geschehen, welche im Englischen auch 
„Bayesian belief network" oder „causal probabilistic network" genannt werden; vgl. 
z.B. PEARL (1988), ANDREASSEN et al. (1987), LAURJTZEN et al. (1988) und LAURITZEN 
(1992). 
Bei kausal-probabilistischen Expertensystemen wird die Wissensbasis als CPN model-
liert. Die Wissensbasis wird dabei in Form eines Netzes dargestellt, dessen Knoten 
stochastische G rößen (Zufallsvariable) und dessen gerichtete Kanten qualitativ stochasti-
sche Abhängigkeitsbeziehungen dieser Zufallsvariablen beschreiben. Diese stochasti-
schen Abhängigkeitsbeziehungen beschreiben beispielsweise mit Unsicherheit behaftete 
Ursache-Wirkungsrelationen, wie sie bei komplexen medizinischen Situationen häufig 
auftreten. Quantitativ werden diese Beziehungen durch bedingte Wahrscheinlichkeiten 
beschrieben. Sie stellen zusammen mit der Netzstruktur das Expertenwissen dar. 
Aufgrund dieses Expertenwissens können die Wahrscheinlichkeitsverteilungen der Zu-
fallsvariablen automatisch vom System bestimmt werden. Bei der Eingabe neuer 
Informationen berechnet HUGIN die Wahrscheinlichkeitsverteilungen neu, und zwar 
im Einklang mit dem Expertenwissen und unter Berücksichtigung der neuen In-
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formationen. Dies geschieht mittels einer die Topologie des Netzes ausnutzenden Folge 
von Rückwärts- und Vorwärtsverkettungen. Die Riickwärtsverkettungen basieren auf 
dem Satz von Bayes und damil auf einer bewährten Methode des stochastisch korrekten 
Schließens von der Wirkung auf die Ursache. Die Vorwärtsverkettungen basieren auf 
dem Satz der totalen Wahrscheinlichkeit und damit auf einer stochastisch korrekten 
Methode des Schließens von der Ursache auf die Wirkung. Dieser komplexe Prozeß der 
Bewertung und Neubewertung wird durch die Inferenzmaschine der Shell HUGIN 
erledigt; erst sie ermöglicht den Einsatz dieser Methodik zur Modellierung realistischer 
Systeme und zur Diagnose („Riickwärtsschließen") und Prognose („Vorwärtsschlie-
ßen"). 
Medizinisches Wissen besteht aus Kenntnissen über Einfluß- und Zielgrößen und deren 
Zusammenspiel. Dieses Wissen besteht aus einer Mischung aus reinem Datenwissen, 
aus strukturellem Wissen, welches oft nur durch sporadische Daten gestützt wird, seltener 
aus multifaktoriellem Wissen, zu einem großen Teil aus Analogien und mehr oder 
weniger gesicherten Übertragungen, aus deterministischen und stochastischen Modellen 
und aus qualitativen und quantitativen Theorien. Wenn man medizinisches Wissen in 
Gestalt eines CPN darstellen will, so muß man einen gerichteten Graphen finden, dessen 
Knoten die Einfluß- w1d Zielgrößen repräsentieren und der die (stochastische) Abhängig-
keitsstruktur dieser (im allgemeinen stochastischen) Größen qualitativ charakterisiert. 
Oft läßt sich dieser Graph in Zusammenarbeit mit medizinischen Experten im Rahmen 
der angestrebten Genauigkeit relativ leicht finden. 
Darüber hinaus braucht man zu jedem Knoten eines CPN einen Markov-Kern. Ein 
solcher Markov-Kern besteht aus einer (im allgemeinen großen) Anzahl von bedingten 
Wahrscheinlichkeiten. Jede dieser bedingten Wahrscheinlichkeiten ist eine Zahl, welche 
die Wahrscheinlichkeit des Eintretens eines bestimmten Zustandes der durch den Knoten 
repräsentierten Zufallsvariable angibt unter der Bedingung, daß ganz bestimmte Zu-
stände der durch die Elternknoten des vorgegebenen Knotens repräsentierten Zufalls-
variablen gegeben sind. In dem hier und im folgenden immer betrachteten Fall von 
Zufallsvariablen mit endlich vielen Zuständen besteht a lso ein Markov-Kern für einen 
Knoten aus einer Familie von Zahlen, welche mit den Zuständen der durch den Knoten 
und seine Elternknoten repräsentierten ZufaUsvariablen indiziert sind. Betrachten wir 
ein Beispiel: Ein Knoten habe 5 Elternknoten. Hat jede der zugehörigen Zufallsvariablen 
10 Zustände, so besteht der Markov-Kern aus 106 (= 1000000) bedingten Wahr-
scheinlichkeiten. Zur Schätzung derartig vieler Wahrscheinlichkeiten werden aber wohl 
kaum genügend Daten zur Verfügung stehen. Also müssen für die Ermittlung der für 
ein CPN benötigten Markov-Kerne geeignete Methoden entwickelt werden. 
Zur Konstruktion der Markov-Kerne eines CPN muß man so weit wie möglich 
Strukturen und quantitative Theorien und Modelle ausnutzen und die wegen der großen 
Komplexität nur sporadischen Daten durch geeignete Methoden ergänzen, interpolieren, 
extrapolieren und kombinieren. Dies ist eine Vorgehensweise, die durchaus medizi-
nischem Denken entspricht. Aber je mehr deterministische oder stochastische quantitative 
Theorie vorhanden ist, um so eher wird man eine befriedigende Darstellung eines 
medizinischen Wissensbereiches durch ein CPN erhalten. 
Die LMU-Arbeitsgruppe hat beispielsweise Methoden zur Transformation von durch 
determinfatische Differentialgleichungssysteme beschriebenen Kompartmentmodellen für 
den Glukose-Insulin-Stoffwechsel in ein CPN entwickelt und Werkzeuge zur Auto-
matisierung dieser Transformation erstellt. Ein Ergebnis der Anwendung dieses Trans-
formationsverfahrens ist das unten näher beschriebene CPN „Karlsburger Modell 8/94", 
welches aus dem in Karlsburg am IDK von U. Fischer und E. Salzsieder und ihren 
Mitarbeitern entwickelten Kompartrnodell des Glukose-Insulin-Stoffwechsels abgeleitet 
wurde. Diese Transformation führt zu einem erstens realistischeren stochastischen Modell 
des G lukose-Insulin-Stoffwechsels und erlaubt zweitens eine sehr einfache Handhabung 
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des Modells durch den nicht notwendig mathematisch geschulten Mediziner zur 
Diagnose, Prognose und sonst sehr aufwendigen Bestimmung individueller Modellpara-
meter. 
Außerdem wurden von der LMU-Arbeitsgruppe zur Bestimmung der Markov-Kerne 
lineare Modelle, Momentenschätzer und Monte-Carlo-Simulationsverfahren entwickelt 
und bei zwei der nachfolgend aufgeführten Beispiele (CPN „Nephropathie 12/94" zum 
Progressionsrisiko der diabetischen Nephropathie und CPN „Retinopathie 2/95" zur 
Retinopathie diabetischer Schwangerer) angewandt. Schließlich hat die KMB-Arbeits-
gruppe eine Methode zur Transformation regelbasierter Expertensysteme entwickelt und 
bei dem nachfolgend beschriebenen CPN „Differentialdiagnose" durchgeführt. 
Wen11 endlich ei11e medizinische Wissensbasis in Form eines CPN dargestellt ist, so muß 
überprüft werden, ob die angewandten Methoden und die verwendeten Daten auch zu 
einem richtigen Ergebnis führen. Wir wissen, daß ein CPN in eindeutiger Weise zu einem 
Wahrscheinlichkeitsmaß .IP flihrt, welches dieses Wissen im Sinne der Stochastik 
vollständig beschreibt. Wir könnten also in einem beispielsweise statistischen Test-
verfahren überprüfen, ob dieses JP mit unserem Datenwissen übereinstimmt. Da JP im 
allgemeinen eine hochdimensionale multivariate Wahrscheinlichkeitsverteilung ist, wer-
den wir im allgemeinen wohl nicht genügend Daten haben, um einen Signifikanztest 
ausreichender Güte durchführen zu können. Wir können statt JP aber sicherlich 
niederdimensionale Marginalverteilungen von .IP mit größeren Erfolg statistisch testen. 
An Hand des CPN „Nephropathie 12/94" wurden exemplarisch Marginalverteilungen 
durch Signifikanztests (Chi-Quadrat-Anpassungstest) und durch asymmetrische und 
symmetrische Distanzmaße (z.B. Kullback-Leibler-Divergenz; L 1- und L2-Norm) über-
prüft. Ein wichtiges Mittel bei dieser Art von statistischer Überprüfung eines CPN sind 
Methoden zur Monte-Carlo-Simulation. 
Neben dieser objektiven statistischen Evaluation eines CPN gibt es auch „weichere" 
Überprüfungsmethoden. So kann ein erfahrener Arzt beispielsweise das CPN mit der 
Shell benutzen, um damit Diagnosen oder Prognosen durch Eingabe und P ropagierung 
von Evidenz zu erstellen und diese mit „eigenen" D iagnosen und Prognosen oder 
Beispielfällen zu vergleichen. 
3. Beispiele von kausal-probabilistischen Netzen im Bereich Diabetes 
3.1. Das CPN „ Karlsburger Modell 8/94" 
3.1.1. Aufgabe des CPN „Karlsburger Modell 8/94" 
Training der Diagnose- und Prognosefähigkeit und der Therapieplanung 
Der insulinbehandelte Diabetes mellitus stellt hohe Ansprüche an das Engagement, 
Wissen und Können aller Personen, die am Versorgungsprozeß beteiligt sind (Patienten, 
Ärzte, Diabetesberater). Um die Betreuungsqualität aufrechtzuerhalten und ihre Ver-
besserung langfristig sichern zu können, ergeben sich spezifische Aufgaben an das 
Diabetesmanagement. Hierzu dienen auch modellbasierte Simulationssysteme für die 
Vorhersage von Auswirkungen therapeutischer Maßnahmen auf den Glukosestoff-
wechsel und somit zur Unterstützung der Auswahl geeigneter Therapiestrategien, die es 
dem Nutzer gestatten sollen, seine Entscheidungen an Hand des im Modell integrierten 
Expertenwissens rechnergestützt zu überprüfen. 
Nicht Diabetes-Spezialisten, sondern medizinisch qualifizierte Personen (Studenten, 
Teilnehmer an Qualitätszirkeln) sollen mit dem auf der Shell HUGIN implementierten 
CPN „Karlsburger Modell 8/94" und seinen Verfeinerungen darin unterstützt werden, 
das komplexe Zusammenspiel der verschiedenen Komponenten und Aspekte der 
Diabetesbehandlung leichter zu erfassen. Durch Eingabe individueller Daten (Glukose-
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spiegel, Insulinspiegel, Glukosezufuhr, Intsulingabe, körperliche Aktivität) werden Dia-
gnose, Prognose und Therapieplanung bei der Diabetesbehandlung mit diesem CPN 
wirkungsvoll unterstützt. 
3.1.2. Generierung des CPN „Karlsburger Modell 8/94" 
Die Modellierung des G lukose-Insulin-Stoffwechsels a ls CPN „Karlsburger Modell 8/94" 
basiert auf dem am Institut für Diabetes in Karlsburg seit 1983 entwickelten und vielfach 
getesteten Kompartmentmodell, welches durch das folgende System von vier gekoppelten 
Differentialgleichungen charakterisiert wird: 
dx/dt = U + Gexg (1) 
(x G!ukosekonzentration) 
du/dt = - (b 1 + b2) u - b3(Y + e) + bt(bo - Gexg) (2) 
(u Rate des gesamten endogenen Glukosemetabolismus) 
dy/dt = - ky + lexg (3) 
(y Insulinkonzentration) 
de/dt = - ke + Eexg (4) 
(e Insulin-Äquivalent zu körperlicher Aktivität) 
Gexg exogene Glukosezufuhr 
1 cxg exogene Insulinzufuhr 
Ecxe physische Aktivität 
b0 , bl> b2, b3 und k: individuelle Parameter des Systems 
Bei der Transformation des Differentialgleichungssystems (1)- (4) in ein CPN werden 
die Zustandsvariablen X, u, y und e zeitlich diskretisiert und in Knoten Xm um Y,, und 
E" überführt. Auch die individueUen Parameter des Systems b0 , b 1 , b2, b3 und kund die 
zeitlich variablen „Kontrollfunktionen" Gexg• 1 exg und E ... 
9 
werden als Knoten dargestellt. 
Die für das CPN notwendigen Markov-Kerne erhält man durch Lösen einer sehr großen 
Zahl von Anfangswertproblemen und durch Stochastifizierung der durch diese Lösungen 
der Anfangswertprobleme bestimmten deterministischen Übergänge. Die LMU-Arbeits-
gruppe hat das Programmpaket SNULLIND erstellt, welches diese Aufgabe automatisch 
erledigt. Für Einzelheiten zum Transformationsverfahren und zum resultierenden CPN 
vergleiche man ÜPPEL et al. (1993) und ÜPPEL (1995). 
3.1.3. Evaluation des CPN „Karlsburger Modell 8/94" 
Geht die Stochastifizierung (z.B. im Sinne der schwachen Konvergenz von Verteilungen) 
gegen Null, so konvergiert der stochastifizierte Glukose-Insulin-Prozeß gegen den durch 
das Differentialgleichungssystem (und eventuell eine Startverteilung) gegebenen „deter-
ministischen" Glukose-Insulin-Prozeß (ebenfalls im Sinne der schwachen Konvergenz 
von Verteilungen). Insbesondere erhält man für feste Parameter und feste Anfangs- oder 
Endwerte des Glukose- und des Insulinspiegels bei fest vorgegebenen zeitlich variablen 
Kontrollfunktionen G,x9, I .„9 und E.„9 als Grenzfall des stochastilizierten und in seiner 
Stochastifizierung gegen Null gehenden Prozesses den für d iese Parameter und Werte 
du rch das deterministische Differentialgleichungssystem bestimmten Glukose-Insulin-
Verlauf. Da das deterministische Karlsburger Kompartmentmodell in der Vergangenheit 
in vielfacher Weise getestet und als vernünftig bestätigt wurde, erübrigt sich damit eine 
statistische Evaluation des aus dem Karlsburger Modell durch diese Transformation 
gewonnenen CPNs. Allenfalls sind die Tauglichkeit der Diskretisierung und der Grad 
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der Stochastifizierung zu überprüfen. Man vergleiche hierzu die in ÜPPEL (1995) und 
ÜPPEL et al. (1995A) gemachten Bemerkungen. 
3.1.4. Literatur zum CP N „Karlsburger Modell 8/94" 
ÜPPEL et al. ( J 993), ÜPPEL (1995), ÜPPEL (1995), ÜPPEL et al. (1995 B), SALZSIEDER et al. 
(1994); FISCHER et al. (1980), FISCHER et al. (1986), SALZSIEDER et al. (1985), SALZSIEDER 
et al. (1993), SALZSIEDER et al. (1994). 
3.2. Das CPN „ Nephropathie 12/94" 
3.2.1. Aufgabe des CPN „Nephropathie 12/94" 
Progressionsbeurteilung der diabetischen Nephropathie bei Diabetes mellitus Typ l 
Durch das CPN „Nephropathie 12/94" soll die Risikoabschätzung der P rogression 
erfolgen. Entscheidend hierbei ist das Vorliegen von Verlustvariablen, wie HbAlc, 
Mikroalbumin, alpha-1-Mikroglobulin, Therapie mü ACE-Hemmern und Blutdruck 
über einen Zeitraum von zwei Jahren. Mit Abnahme des Beobachtungszeitraums sinkt 
die Genauigkeit der Progressionsbeurteilung. Derzeit wird die Länge der notwendjgen 
Beobachtungszeit und die Anzahl der entscheidenden Parameter geprüft, welche zur 
Beurteilung des Progressionsrisikos in einem Zeitraum von wenigen Jahren notwendig 
sind. Feststehende Größen wie Alter, Nikotinkonsum oder genetische Belastung wie 
z. B. diabetische Nephropathie der Eltern oder kardiovaskuläre Risikokonstellation der 
Eltern gehen in die R isikobeurteilung mit ein. 
3.2.2. Generierung des CPN „Nephropathie 12/94" 
Bei der Konstruktion eines kausal-probabilistischen Netzes muß eine Auswahl von für 
diese Fragestellw1g möglichst relevanten quantitativen oder qualitativen Einflußgrößen 
erfolgen. Danach ist der gerichtete Graph als die qualitative Darstellung der Interdepen-
denzen dieser Einflußgrößen zu ermitteln. Anschließend müssen die diese Interdepen-
denzen quantitativ beschreibenden bedingten Wahrscheinlichkeiten der Markov-Kerne 
des zu konstruierenden CPNs mit geeigneten Methoden ermittelt werden. 
In enger Zusammenarbeit der DIADOQ-Projektpartner KMB und LMU wurde die 
Fragestellung präzisiert, die Variablen ausgewählt und der Graph und die Markov-Kerne 
ermittelt. Letzteres geschah mit Hilfe einer Methode der linearen Modelle. Eine 
detailliertere Beschreibw1g der Generierung des CPN „Nephropathie 12/94" findet man 
in ÜPPEL et al. (1995B). 
3.2.3. Knoten des CPN „Nephropathie 12/94" 
Alter des Patienten Anamnese der Eltern 
Medikation Rauchgewohnheiten des Patienten 
Bekommt der Patient ACE-Hemmer? (Nikotin) 
HbAlc-Wert Urinalbuminwerte 
Blutdmckwerte alpha-1-Mikroglobulin (Urinwerte) 
Nephropathie-Risiko 
Eine detailliertere Beschreibung der Bedeutung der Knoten und der gewählten Dis-
kretisierung findet man in ÜPPEL et al. (1995B). 
Mittels der Knoten soll das Progressions-Risiko abgeschätzt werden. Dabei haben die 
einzelnen Faktoren ein unterschiedlichen Einnuß auf das Risiko (also: Gewichtung). 
Den stärksten Einfluß haben: HbA l c, Albumin, RR; nächster Faktor in der Rangfolge 
ist: ACE; dann: Alter; den schwächsten Einfluß haben: Anamnese, alpha-1-Mikro-
globulin, Nikotin. 
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Abbildung 3.2. 1: CPN „Nephropathie 12/94". Graph, alle Fenster geöffnet. Die Fenster zeigen die 
eindimensionalen Marginalverteilungen der durch die zugehörigen Knoten bestimmten Variablen 
im lnitialzustand 
3.2.4. Überprüfung des CPN „Nephropathie 12/94'' 
Um das CPN „Nephropathie 12/94" zu testen, stehen mehrere Möglichkeiten zur 
Auswahl, die alle benutzt wurden: 
Ein medizinischer Experte (möglichst ein anderer, als derjenige, der das Netz 
generierte) gibt ihm vertraute Situationen als Evidenzen in der CPN-Shell ein und 
vergleicht die Prognose, die das Netz liefert, mit seiner eigenen Einschätzung des Falls. 
Es werden reale Falldaten (mit bekannter Risiko-Prognose) von Hand als Evidenzen 
in das CPN eingegeben und die Prognosen des Netzes mit denen des Experten (bzw. 
im retrospektiven Fall: mit den Verlaufsdaten) verglichen. (Dies soll durch ein noch 
zu entwickelndes Werkzeug speziell bei größeren Datenmengen auch automatisch 
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Abbildung 3.2.2: CPN „Nephropathie 12/94". Graph. alle Fenster geöffnet. Die Fenster zeigen 
die eindimensionalen Marginalverteilungen der durch die zugehörigen Knoten bestimmten 
Variablen nach Propagierung der Evidenz. Evidenz (100%-Balken) ist eingegeben in die Knoten: 
Alter, Anamnese, ACE, Nikotin, HbAlc; Albumin-v-21 
geschehen können, und zwar in dem Sinne, daß bei großen Datensätzen nicht mehr 
jeder Fall von Hand eingetragen werden muß.) 
Mit Hilfe von Monte-Carlo-Simulationen entsprechend den Markov-Kernen, die die 
Wissensbasis repräsentieren, werden Realisationen der durch das Netz gegebenen 
Wahrscheinlichkeitsverteilung simuliert und mit realen Daten verglichen (z. B. mit 
dem Chi-Quadrat-Anpassungstest, der Kullback-Leibler-Divergenz, der L1- und 
Li-Norm); vgl. ÜPPEL et al. (1995A) und ÜPPEL et al. (1995 B). Dabei erhält man 
Aufschluß über die zu erwartenden Schwankungen der Daten (wie viele Datensätze 
müßten gesammelt werden, um zuverlässige Verteilungen zu erhalten?), sowie ein 
geeignetes Verwerfungskriterium. 
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3.2.5. Literatur zum CPN „Nephropathie 94/12" 
LIESENFELD et al. (1994), ÜPPEL et al. (J 995A), ÜPPEL et al. (1995 B). 
3.3. Das CPN „Differentialdiagnose" 
3.3.1. Aufgabe des CPN „Differentialdiagnose" 
Differentialdiagnose zur Abgrenzung der diabetischen Nephropathie von einer nichtdia-
betischen 
Die Differentialdiagnose gliedert sich in die Teilschritte „Erkennung" und „Differen-
zierung" einer Nephropathie. 
Im Erkennungsschritt werden Serumkreatinin, Proteinurie, Leukozytw·ie oder Hämaturie 
im wesentlichen qualitativ beurteilt, um überhaupt das Vorliegen einer Nierenpathologie 
anzuzeigen. Das Vorliegen einer Albuminurie berechtigt allein bei weitem nicht zur 
Stellung einer bestimmten Diagnose, insbesondere nicht der der diabetischen Nephropa-
thie. 
Im Differenzierungsschritt werden Parameter wie Mikroalbumin, alpha-1-Mikroglobulin, 
alpha-2-Makroglobulin, Immunglobulin G und N-Acetyl-beta-D-Glukosaminidase und 
deren Relation zueinander zur Einordnung der Proteinurie in interstitiell, glomeru1är, 
postrenal oder prärenal herangezogen. Die klinischen Angaben Diabetes mellitus oder 
Retinopathia diabetica erlauben dann mit einiger Sicherheit die Zuordnung zur Gruppe 
der diabetischen Nephropathie, sofern ein typisches Urineiweißmuster vorliegt und keine 
interkurrenten Erkrankungen bestehen. 
3.3.2. Generierung des CPN „Differentialdiagnose" 
Das CPN „Differentialdiagnose" wurde von der KMB-Arbeitsgruppe auf der Basis eines 
von W. Hofmann und W. G. Guder und ihren Mitarbeitern am KMB entwickelten 
deterministischen Regelsystems zm Differentialdiagnose der diabetischen Nephropathie 
konstruiert. Zunächst wurde ein diesem Regelsystem entsprechendes regelbasiertes 
Expertensystem in groben Zügen konzipiert. Mit einer nicht ganz einfach zu findenden 
Diskretisierung und einer anschließenden Stochastifizierung wurde das regelbasierte 
Expertensystem in ein CPN transformiert. Mit den damit möglichen probabilistischen 
Vorwärts- und insbesondere Rückwä1tsschlüssen erhält das auf diesem CPN basierende 
kausal-probabilistische Expertensystem eine ganz andere Qualität als das ursprüngliche 
regelbasierte Expertensystem. 
3.3.3. Knoten des CPN „Differentialdiagnose" 
Stix für Hämoglobin Stix für Leukozyten 
N-Acetyl-Glukosaminidase (NAG) Gesamteiweiß 
Alpha-1-Mikroglobulin Alpha-2-Makroglobulin 
Albumin Immunoglobulin G 
Diabetes Quotient Alpha-1-Mikro/Albumin 
Quotient Alpha-2-Makro/Albumin Quotient Immunglobulin G/Albumin 
Selektivität Prärenale Proteinurie 
Differentialdiagnose Hämaturie 
Harnwegsinfekt (UTI) Diabetische Nephropathie 
Proteinurie Urinstix 
Eine detailliertere Beschreibung findet man in LIESENFELD et aL (1994) und ÜPPEL et al. 
(1995B); vgl. auch GUDER et al. (1993), HOFMANN et al. (1993). 
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3.4. Das CPN „Retinopathie 2/95" 
3.4.1. Aufgabe des CPN „Retinopathie 2/95" 
Progressionsbeurtei!ung der diabetischen Retinopathie bei Schwangeren mit Diabetes 
mellilus Typ 1 
Obwohl die Behandlung des insulinpflichtigen Diabetes mellitus in den letzten Jahren 
einen bemerkenswerten Wandel erfahren hat, wird die diabetische Schwangerschaft auch 
heute als Hochrisikosituation für Mutter und Kind angesehen (!DOM-Konsensus 1993). 
Die Entwicklung oder Progression der diabetesspezifischen Retinopathie stellt für die 
Mutter das Hauptrisiko dar. Ausprägung und Schweregrad sind dabei von präkon-
zeptionell bereits vorhandenen Einflußfaktoren abhängig, deren prognostische Bewer-
tung sowohl im Einzelfall als auch im komplexen Zusammenwirken problematisch ist. 
3.4.2. Generierung des CPN „Retinopathie 2/95" 
Die Konstruktion dieses CPNs erfolgte in enger Zusammenarbeit der Arbeitsgruppen 
des IDK und der LMU. Zunächst wurde von der !OK-Arbeitsgruppe das Problemformat 
und die Fragestellung zur Retinopathie der diabetischen Schwangeren präzisiert: Wie 
wird sich auf Grund der Konstellation der Einflußvariablen in der prägraviden Phase 
das Retinopathiestadium im Verlauf der Schwangerschaft voraussichtlich verändern, 
und welche Maßnahmen sind geeignet, dies günstig zu beeinflussen? Danach wählte die 
!OK-Arbeitsgruppe unter Berücksichtigung ophthalmologischer Gesichtspunkte die 
Variablen aus, die zur Beschreibung des Modells als 
- notwendig (im Sinne von medizinisch relevant) 
- zwnindest in Spezialeinrichtungen (Diabetologen, Ophthalmologen) verfügbar 
erachtet wurden. In einem ersten Testverfahren wurden diese 12 Variablen dann auf ihre 
Korrelation untereinander und auf die Zielvariable, das Retinopathiestadiurn am Ende der 
Schwangerschaft, untersucht. Von der LMU-Arbeitsgruppe wurde zunächst eine vorläufige 
Netzstruktur erstellt, die relativ unstrukturiert war und nur auf den unvollständigen 
statistischen Ergebnissen und groben ophthalmologischen Wertungen basierte. 
Von dieser Grund lage ausgehend, wurde unter Berücksichtigung zusätzlichen oph-
thalmologischen Wissens und eines formalisierten Bewertungsverfahrens die vorliegende 
Netzstruktur von beiden involvierten Arbeitsgruppen gemeinsam entwickelt. Dabei 
wurden zunächst die Eingangsvariablen in vier Hauptgruppen aufgegliedert: Basis-, 
Einfluß-, Stoffwechsel- und Risikofaktoren. Diese Gruppierung entspricht weitgehend 
den Entscheidungskriterien der Ophthalmologen und dient als Grundlage sowohl für 
die Prognose des Retinopathiestadiums als auch der Beurteilung der Stabilität des 
Retinopathiestadiums. (Manchmal wird es für den Patienten als günstiger erachtet, wenn 
er ein zwar höheres, aber dafür stabileres Retinopathiestadium am Ende des Betrach-
tungszeitraumes erreicht.) 
Anhand eines Bewertungsschemas wurden die Eingangsvariablen aus ophthalmolo-
gischer Sicht in Bezug auf die Gruppen gewichtet. So wurden beispielsweise die Zustände 
des Retinopathiestadiums vor der Schwangerschaft (0, l , 2a, 2 b) mit Gewichten versehen 
(Stadium 0 = sehr gut = Gewicht 2; Stadium 2b = sehr schlecht = Gewicht -2), 
diese mit dem Gewicht für den Knoten „Retinopathiestadium" multipliziert und für 
alle Eltern des Knotens „Basisfaktoren" aufsummiert. Dieser Score wurde zum Teil 
linear, zum Teil logarithmisch auf den Wertebereich (gut, indifferent, schlecht) abge-
bildet. Analog wurden die anderen Gruppen bewertet. 
Aus der Prognose des Retinopathiestadiums und dessen Stabilität werden dann mittels 
eines auf einigen einfachen Regeln beruhenden Schemas die einzuleitenden Maßnahmen 
vorgeschlagen (z. B. bei wenig stabi ler prognostizierter Retinopathie in mittlerem 
Stadi um unbedingt vor Schwangerschaft eine Stoffwechselberuhigung erreichen). Für 
weitere Einzelheiten siehe OPPEL et al. (l995B). 
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Abbildung 3.4. I: CPN „Retinopalhie 2/95". Graph, alle Fenster geöffnet. Die Fenster zeigen die 
eindimensionalen Marginalverteilungen der zu den entsprechenden Knoten gehörigen Variablen 
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3.4.4. Evaluation des CPN „Retinopathie 2/95" 
Dieses CPN wird zur Zeit von den Arbeitsgruppen des DFI und des KMB durch 
Inspektion überprüft. Im Anschluß daran soll eine statistische Überprüfung mit den 
nur beim IDK ausreichend vorhandenen Daten erfolgen. 
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Epistemologische Adäquatheit bei 
der Akquisition und formalen Repräsentation 
neurologischen Wissens 
Epistemological Adequacy of the Acquisition 
and Formal Representation of Neurological Knowledge 
Simone Bürsner 1 ), Cord Spreckelsen 1), Johannes Nebe 2 }, Klaus Spitzer 1) 
Kurztitel : 
Wissensmodellierung in der Neurologie 
Zusammenfassung 
Bei der Wissensakquisition in der Neurologie unterscheiden wir zwei Formen von 
Wissensakquisition: Wissensakquisition auf konzeptueller Ebene und interaktive Wissens-
akquisition durch neurologische Fachexperten beim Füllen der Wissensbank mit konkreten 
Inhalten. Ziel des vorliegenden Papiers ist es, die Problematik der einzelnen Entwicklungs-
schritte im Rahmen der Wissensakquisition auf konzeptueller Ebene aufzuzeigen. Der dabei 
erarbeitete Ansatz zw· Wissensrepräsentation ist gekennzeichnet durch das Bemühen um 
eine Repräsentation neurologischen Wissens, die zwar in der Form einheitlich ist, aber 
epistemologische Differenzierungen explizit zum Ausdruck bringt. 
Ziel ist eine solche Modellierung von Domänenwissen, die den Aufsatz abstrakter 
Problemlösemodelle nicht ausschließt, deren feilende Intention es allerdings ist, die 
Wissensbank auf einen menschlichen ,Problemlöser' auszurichten undfor den menschlichen 
Umgang mit Wissen transparent zu gestalten. 
Summary 
With regard to the knowfedge acquisition in neurology we distinguish two different forms 
of knowledge acquisition: knowledge acquisition on the conceptual level and interactive 
knowledge acquisition by neurological experts filling the knowledge base with concrete 
contents. l t is the major aim of this paper to point out the difficulties with respect ro the 
1) Universiliil Heidelberg, Institut für Medizinische Biometrie und Informatik, Abt. Medizinische (nformalik. Meidelbcrg 
2) Univcrsiläl Essen, Neurologische Klinik, Essen 
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different steps of know/edge acquisition 011 the concepcual Level. Our ap proach eo knowledge 
acquisilion is characterized by the endeavour iowards a representa tion of neurological 
knowledge, which is formally homogeneous, but which nevertheless makes epistemological 
differences explicit. 
We are aiming at a domain modelling approach, which does not exc/ude the a/tachment 
of abstract problem solving models. However, the major intention is to adjust the knowledge 
base to a human problem so/ver and 10 make it transparent for the knowledge management 
by human experts. 
Keywords: 
spiralförmige Wissensakquisition; Domänenmode/lierung, Epistemologie; neurologisches 
Wissen; spiral-shaped knowledge acquisition; modelling domain knowledge; epistemology; 
neurological knowledge 
1. Einleitung 
In der Neurologie fehlt es wie in anderen medizinischen Disziplinen bis heute an 
wissensbasierten Systemen, die verschiedenste Arten neurologischen Allgemein- und 
Spezialwissens umfassen können und dieses angepaßt an die jeweils aktuelle klinische 
Fragestellung möglichst schnell verfügbar machen. Einen Beitrag zur Behebung dieses 
Defizites können Assis1enzsysteme leisten. Sie streben keinesfalls an, den medizinischen 
Fachexperten zu ersetzen. Dieser bleibt in der Rolle des ,Problemlösers', dem aber durch 
das Assistenzsystem ein erweiterter Wissensumfang perspektivisch zur Verfügung gestellt 
wird. 1 n Analogie zu einer Inferenzmaschine greift der Fachexperte dabei auf das während 
verschiedener Problemlösungsschritte benötigte, situationsspezifische Wissen zu. Diese 
umfassende Form der Entscheidungsunterstützung übersteigt den L eistungsumfang eng 
begrenzter diagnostischer und therapeutischer Problemlöser (Expertensysteme) [SPITZER 
& BüRSNER 1994]. Die mögliche Realisierung eines solchen Assistenzsystems präsentiert 
sich dem Fachexperten als ,intelligenter' Hypertext. Allerdings können konventionelle 
Hypertextsysteme das erforderliche kontextsensitive Retrieval neurologischen Wissens 
wegen ihrer seitenorientierten Form der Wissensrepräsentation [BüRSNER 1995] nicht 
leisten. 
Das Konzept eines neurologischen Assistenzsystems ist eine Verallgemeinerung und 
Erweiterung der Systemspezifikation von NeuroN, einem wissensbasierten, hypermedia-
len Nachschlagewerk für zerebrovaskuläre Erkrankungen [BüRSNER et al. 1994]. Die 
folgenden Ausführungen basieren auf Erkenntnissen, die im Rahmen der Wissensakquisi-
tion und der formalen Wissensrepräsentation im NeuroN-Projekt gewonnen wurden. 
1.1. Problematik 
Die Anwendbarkeit des Assistenzsystems ist direkt von der Qualität der Wissensakquisi-
tion und der formalen Wissensrepräsentation abhängig: insbesondere gehört zum 
Umfang des zu repräsentierenden Wissens auch solches Expertenwissen, das nur implizit 
gegeben ist. Beispielsweise müssen variable, situationsspezifische Perspektiven akquiriert 
werden [BÜRSNER & SCHMIDT 1995]. Hierzu ist es erforderlich, die Wissensakquisition 
Jnrormatik, Biometrie und Epidemiologie in Medizin und Biologie 3/ 1995 
BORSNER et al., Epistemologische Adäquatheit 231 
so weit wie möglich in die Hände des Fachexperten selbst zu legen. Dazu bedarf es 
eines Prozesses der interaktiven Wissensakquisition, der adäquate Repräsentationsstruk-
turen für verschiedenste Arten neurologischen Wissens voraussetzt. Die Konstruktion 
dieser Strukturen erfordert die Erhebung, Strukturierung und Formalisierung eines 
epistemologisch vielfältig di!Terenzierten Wissens. 
Es wurde früh erkannt, daß die Wissensakquisition dieser Differenzierung des Domänen-
wissens Rechnung tragen muß. KL-ONE stellt dazu - ausgehend von sogenannten 
„epistemological primitives" - Strukturierungshilfsmittel zur Verfügung [BRACHMANN 
& SCHMOLZE 1985). 
Es folgen hier zunächst eine Reihe von Begriffserklärungen (modellbasierte Wissens-
akquisition, Epistemologie und Domänenontologien). Anschließend werden in Abschnitt 2 
die Anforderungen da rgestell t, welche durch die epistemologische Vielfältigkeit an die 
Wissensakquisition insgesamt und im besonderen an die formale Wissensrepräsentation 
gestellt werden. In Abschnitt 3 sollen Lösungsansätze für diese Problematik dargestellt 
werden, anhand derer wir die Strukturierungsprobleme bei der Entwicklung eines 
epistemologisch adäquaten Repräsentationsmodells für neurologisches Wissen veran-
schaulichen. 
1.2. Begriffserklärungen 
Ausgangspunkt der Betrachtungen ist die modellbasierte Wissensakquisition in der 
Neurologie. In diesem Rahmen analysieren wi r die Problematik epistemologischer 
Differenzierungen des Domänenwissens und betrachten deren Konsequenzen für den 
Aufbau von Domänenontologien. 
1.2.1. Modellbasierte Wissensakquisition in der Neurologie 
Bei der modellbasierten Wissensakquisition in der Neurologie unterscheiden wir zwei 
Formen von Wissensakquisition: 
(l ) Wissensakquisition auf konzeptueller Ebene mit dem Ziel, ein Repräsentationsmodell 
neurologischen Wissens und ein entsprechendes Wissensakquisitionswerkzeug zu 
schaffen. Dieses Werkzeug dient einerseits der Akquisition, Operationalisierung und 
Pflege der Repräsentationsstrukturen und andererseits der interaktiven Akquisition 
neurologischen Wissens zum Aufbau einer entsprechenden Wissensbank. 
Das Arbeiten auf konzeptueller Ebene ist eine deklarative und typisierende Struk-
turierung von W.issensbankinhalten. Vergleichbar ist dies mit der Klassendefinition 
in objektorientierten Programmierumgebungen, der Schemadefinition im Daten-
bankbereich und den Konzeptbeschreibungen bei der terminologischen Wissensreprä-
sentation, wie z.B. in der T-Box von KL-ONE (BRACHMANN & SCHMOLZE 1985). 
(2) Interaktive Wissensakquisition durch neurologische Fachexperten beim Füllen der 
Wissensbank mit konkreten Inhalten. 
In dem vorliegenden Papier beschränken wir uns auf die Darstellung der Problematik 
der einzelnen Entwicklungsschritte im Rahmen der Wissensakquisition auf konzeptueller 
Ebene. 
1.2.2. Epistemologie 
Der Begri!T Epistemologie wird in der Informatik diffus verwendet. Daher ist zunächst 
zu klären, in welchem Sinn im folgenden von Epistemologie oder epistemologischen 
Differenzierungen gesprochen wird. 
In der angelsächsischen Philosophie wird Epistemologie oft nicht scharf von Erkenntnis-
oder Wissenschaftstheorie unterschieden. Eine genauere Begriffsbestimmung bildete sich 
im französischen Sprachraum heraus. Epistemologie wird dort als kritisches Studium 
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wissenschaftlicher Erkenntnis, einer Betrachtung ihrer zugrundeliegenden Prinzipien und 
Strukturen sowie ihrer theoretischen und praktischen Methoden im Nachhinein ver-
standen. Entscheidend ist, daß Epistemologie - so verstanden - darauf verzichtet, 
wissenschaftliche Erkenntnisprozesse an vorher gegebenen Prinzipien zu messen, und 
stattdessen einen hohen deskriptiven Anteil hat. Sie wird so einer möglichen Vielfältigkeit 
von Erkenntnisprozessen gerecht. Die mögliche Vielfältigkeit von Erkenntnisprozessen 
spiegelt sich in einer entsprechenden Vielfältigkeit von Wissen wider (vgl. u. a. 
[CANGUILHEM 1979]. 
Aus pragmatischen Gründen können die am Wissen selbst beobachtbaren Differenzie-
rungen in den Vordergrund gestellt werden. Ein solches Vorgeben sieht davon ab, die 
kognitiven Prozesse, die zu diesen Differenzierungen führen, selbst zu klären. Stattdessen 
wird lediglich die Existenz solcher Prozesse unterstellt. Die modellhafte Reproduktion 
oder auch nur die K lassifizierung der Differenzierungen wird zum Gegenstand einer 
epistemologischen Betrachtung. In diesem Sinne erklären BRACHMANN und ScHMOLZE 
ihre Verwendung des Ausdrucks „epistemology", mit dem sie „[ ... ) not a tlzeory of any 
particular domain [ ... ] - but part of a generative theory of the structure and limits of 
thought for a rational agent" bezeichnen [BRACHMANN & SCHMOLZE 1985]. 
In Fortsetzug dieser Tendenz zur Abstraktion von dahinterliegenden kognitiven Pro-
zessen sprechen beispielsweise WETIER und WOODWARD zunächst von der Annahme, daß 
dem „knowledgeable behaviour" kognitive, informationsverarbeitende Prozesse des 
„knowers" zugrundeliegen [WEITER & WooowARD 1990]. Sie trennen in der Folge 
jedoch die Identifizierung, Rekonstruktion und Simulation solcher Prozesse von den 
charakteristischen Strukturen des Wissens selbst und sprechen vom epistemologischen 
Umfang einer Wissensrepräsentationssprache als den „concepts and terms to describe 
knowledge" . 
Diese Sprechweise soll hier übernommen und noch schärfer gefaßt werden: Die Fragen, 
wie, warum oder wozu etwas gewußt wird, zielen auf verschiedene Aspekte (Modalität, 
Kausalität, Finalität) der Beschreibung von Wissen, welche über eine rein inhaltliche 
Charakterisierung des Wissens hinausgehen. Charakteristika, die in entsprechender 
Weise das Wissen selbst betreffen, sollen hier mit dem Ausdruck epistemologische 
Charakteristika bezeichnet werden. Unterscheidet sich Wissen hinsichtlich dieser Charak-
teristika, so wird im folgenden von epistemologischen Differenzierungen gesprochen. 
Werden solche Differenzierungen bei der Modellierung von Domänenwissen explizit 
repräsentiert, so soll das Repräsentationsmodell epistemologisch adäquat heißen. 
1.2.3. Domäoenontologieo 
Die Forderung nach epistemologischer Adäquatheit hat unmittelbare Konsequenzen für 
den Aufbau von Domänenontologien. 
Domänenontologien wurden als abstrakte Bausteine zur Präfigurierung eines konkreten 
Domänenmodells eingeführt: „ We lzave attempted to determine a reasonable sei of 
underlying object and relation types for knowledge structuring." [BRACHMANN & SCHMOLZE 
1985]. 
Schon diese Struktuüerung von Wissen kann im obigen Sinne als epistemologisch 
motiviert gelten. Wir gehen jedoch davon aus, daß es nicht ausreicht, ein Vokabular zu 
schaffen, um generell über Domänenwissen reden zu können. Eine zusätzliche Schwierig-
keit besteht in der Abbildung der epistemologischen Differenziertheit des Domänen-
wissens. Domänenontologien müssen daher, um der Forderung nach epistemologischer 
Adäquatheit Rechnung zu tragen, Ausdruckmittel auch für epistemologische Differen-
zierungen sein. 
Eine speziellere Diskussion ausgewählter Aspekte der Entwicklung von Domänen-
ontologien erfolgt in Abschnitt 4 . 
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2. Probleme mit epistemologischer Vielfältigkeit 
bei der Wissensakquisition und formalen Wissensrepräsentation 
Bei der Entwicklung eines wissensbasierten Systems tritt das Problem der epistemologi-
schen Vielfältigkeit auf. Dieses Problem ist weder durch eine Beschränkung der Domäne 
noch durch die Verwendung einer hybriden Form der Wissensrepräsentation zu 
umgehen: 
(1) Zwar wird die Granularität des Wissens einerseits durch die Beschränkung auf ein 
bestimmtes lnteressensgebiet und andererseits auf die Modellierung einzelner rele-
vanter Perspektiven auf das Domänenwissen vergröbert. Dennoch hat die erste 
Einschränkung keine Auswirkung auf die epistemologische Vielfältigkeit und 
lediglich aus der zweiten resultiert eine Beschränkung der Breite epistemologischer 
Vielfältigkeit. 
(2) Aus der Sicht der Wissensrepräsentation scheint es möglich, durch hybride Wissens-
repräsentationsformate beliebige Wissensinhalte zu operationalisieren. Dadurch 
wird jedoch das Problem epistemologischer Adäquatheit nicht bewältigt. Zum 
Beispiel umfaßt die Ätiologie einer Krankheitsentität kausale Aspekte, die sich im 
allgemeinen hinsichtlich epistemologischer Charakteristika nicht unterscheiden. Die 
Adäquatheit der Modellierung betreffend, ist darauf hinzuweisen, daß der Versuch, 
Kausalität in einem hybriden Repräsentationsmodell - d. h. unter Verwendung 
verschiedener Formate - zu repräsentieren, die genannte Homogenität zerstört. 
Probleme mit hybriden Wissensrepräsentationsformalismen beispielweise hinsichtlich 
der Repräsentation kausalen Wissens werden berei ts in [VAN HEusT, POST & SCHREIBER 
1994] beschrieben. Statt einer Integration verschiedener Repräsentationsformalismen 
auf der Grundlage der „Form" des Wissens, schlagen VAN HEUST et al. eine wissens-
basierte Integration vor. Eine solche basiert auf dem „Inhalt" des Wissens. 
Festzustellen ist ein Mangel an Ansätzen, die der Notwendigkeit einer epistemologisch 
adäquaten Repräsentation von Dornänenwissen Rechnung tragen oder Methoden zur 
Bewältigung epistemologischer Differenzierungen bereitstellen. 
Das Problem epistemologischer Differenzierungen von Domänenwissen verlangt nach 
weitergehender Behandlung. Zu berücksichtigen sind neben den Konsequenzen für den 
Repräsentationsformalismus auch die Auswirkungen auf die Strukturierungen des 
Prozesses der Wissensakquisition. Es liegt nahe, daß hierbei sukzessive bereits repräsen-
tiertes Wissen in epistemologisch unterschiedlichen Kontexten wiederverwendet oder 
dabei neu strukturiert und revidiert werden muß. Einen möglichen Lösungsweg stellt 
ein spiralförmiges Vorgehensmodell dar. 
3. Wissensakquisition in spiralförmigem Vorgehensmodell 
Generell erweist sich die wiederholte Revision gefundener Repräsentationsstrukturen 
im Wissensakquisitionsprozeß als notwendig. Allein dies macht es erforderlich, die zur 
Wissensakquisition nötigen Entwicklungsschritte wiederholt, d. h. zyklisch, durch-
zuführen. Hierzu kommt als weitere Anforderung die sukzessive lntegration bereits 
gefundener Repräsentationsstruktw-en in Metakonstrukten, welche auch epistemologi-
sche Differenzierungen erlauben. Aus der zyklischen Anwendung der Entwicklungs-
schritte resultiert eine spiralförmige Evolution des Repräsentationsmodells. 
Im folgenden gehen wir auf die besonderen Anforderungen und Probleme ein, die nach 
unserer Erfahrung mit einer solchen Vorgehensweise bei der Wissensakquisition ver-
bunden sind. Anhand von Beispielen werden die Probleme und Lösungsansätze erläutert. 
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3.1. Strukturierung - Probleme und Lösungen 
Die geforderte Revidierbarkeit und Integrationsfähigkeit der Repräsentationsstrukturen 
und -inhalte setzt voraus, daß das Prinzip der unilokulären Wissensrepräsentation 
eingehalten wird. Dies bedeutet, daß die Wissensbasis Sachverhalte, welche ein einzelnes 
identifiziertes Objekt betreffen, so organisiert, daß ein Zugriff auf sie an einer einzigen, 
gemeinsamen Stelle erfolgen kann. 
3.1.1. Identifikation von Grundstrukturen 
Ker11wissen: Mit der Forderung unilokulärer Wissensrepräsentation ist die Modellierung 
atomarer Wissensbausteine verbunden. Dazu müssen Kernobjekte und Kernbeziehungen 
identifiziert werden, indem in einem medizinischen Quellentext oder von einem Experten 
zentrale Begriffe gefunden und miteinander in Beziehung gesetzt werden. Eine offensicht-
liche Schwierigkeit dabei ist, daß die übliche medizinische Sprache das Vorhandensein 
eines Kernobjekts in Fällen suggeriert, in denen geringe sprachliche Differenzierungen 
das Erkennen erheblicher sachlicher Unterscheidungen verdecken. 
Zum Beispiel ist der Begriff ,Schwindel' in der geläufigen medizinischen Terminologie 
unscharf: Ein Schwindel mit dem Attribut ,drehend' hat von der neurologischen 
Bedeutung her kaum Gemeinsamkeiten mit einem ,diffusen' Schwindel. Denn während 
der Drehschwindel das diagnostische Denken stark bündelt und auf eine Läsion des 
Vestibularapparates oder anderer Strukturen der Gleichgewichtssteuerung hinweist, läßt 
ein ,diffuser' Schwindel mehr Möglichkeiten offen; hinter ihm verbirgt sich evtl. ein 
leichteres Schwindelgefühl bei Hyperventilation oder ein Schwarzwerden vor Augen bei 
ortl10statischer Dysregulation. Daher sollte für eine adäquate Modellierung des Sach-
verhaltes davon abgesehen werden, ein einziges Kernobjekt ,Schwindel' zu definieren. 
Kernrelationen: Selbst wenn Kernobjekte identifiziert werden konnten, bleibt es pro-
blematisch, unter den Beziehungen zwischen ihnen einen Kern von Relationen, der für 
die Objekte essentiell und definierend ist, von zusätzlichen Relationen, in die die Objekte 
abhängig vom jeweiligen Kontext eintreten, zu unterscheiden. Im folgenden sprechen 
wir in diesem Sinne von internen und externen Relationen (s. die ausführlichere 
Darstellung hierzu in [BÜRSNER & SPRECKELSEN 1995]). 
Beispielsweise wird der Morbus Meniere durch die Trias der Symptome rezidivierende 
Drehschwindelattacken, einseitige Hörminderung und Tinnitus beschrieben. Diese 
Beziehungen zwischen der Krankheit und den Symptomen stellen interne Relationen 
dar. Eine externe Relation wäre die differentialdiagnostische Beziehung zwischen den 
Krankheiten ,benigner paroxysmaler Lagerungsschwindel' und Morbus Meniere, die 
wegen des gemeinsamen Symptoms ,rezidivierende Drehschwindelattacken' besteht. Die 
von einem Objekt ausgehenden internen Relationen stellen objektzen.triertes Wissen dar, 
während externe Relationen zum nicht-objekczentriercen Wissen gehören, welches auch 
Beziehungen zwischen mehr als zwei Objekten umfassen kann. 
Parametrierimg: Viele Beziehungen gelten nur unter bestimmten Voraussetzungen, 
welche bei der Beschreibung der Beziehungen berücksichtigt werden müssen. Beispiels-
weise würde die Kombination ans den Symptomen Hörminderung und Tinnitus bei 
Frauen mit einer Wahrscheinlichkeit X auf einen Morbus Meniere deuten, während für 
Männer eine niedrigere Wahrscheinlichkeit Y anzunehmen ist. Zw- Modellierung solcher 
Sachverhalte führen wir die Möglichkeit ein, Beziehungen durch Parameter zu qualifi-
zieren. Dabei kann, wie im Beispiel eine strukturell identische Beziehung durch zwei 
parallele, aber unterschiedlich parametrierte Verweise zu modellieren sein. 
Eine weitere Schwierigkeit ergibt sich dabei durch die zum Teil vielfältigen Möglichkeiten, 
einen Sachverhalt darzustellen. So kann es sich z.B. bei einer Beziehung zwischen den 
Objekten A und B als ungünstig herausstellen, eine Bedingung dieser Beziehung durch 
eine auf den Fall der Beziehung begrenzte Attributierung des Objekts B darzustellen, 
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statt die Bedingung in die Parametrierung der Beziehung einfließen zu lassen. Grundsätz-
lich ist bei einer adäquaten Modellierung darauf zu achten, daß das angebuudene Objekt 
nur so allgemeingültig attributiert wird, daß es ein Kernobjekt bleibt. 
3.1.2. Strukturierung komplexer Zusammenhänge 
Die lliermit erreichte Modellierungsmächtigkeit erwies sich als zu gering: Lediglich durch 
Kernobjekte und qualifizierte Beziehungen zwischen diesen lassen sieb bestimmte 
Teilbereiche neurologischen Wissens nicht erfassen. 
Metako11strukte: Zur Repräsentation komplexerer Zusammenhänge ist es notwendig, 
aus dem Netz der Kernbeziehungen herauszutreten und dabei beliebige Teilbereiche des 
Netzes einzeln bezeichnen zu können. Repräsentationsobjekte, die auf solche Teilbereiche 
des Kernwissens verweisen, heißen Metakonstrukte. Demnach strukturieren Metakon-
strukte nicht nur einzelne Konzepte des Kernwissens, sondern selektieren auch bestimmte 
Beziehungen zwischen diesen und unterdrücken andere. 
In der Pathophysiologie der Subarachnoidalblutung ist die Blutung aus einem basalen 
Hirngefäß von zwei Faktoren abhängig: Gewöhnlich Liegt eine schwache Stelle io der 
Wand einer Arterie, z.B. ein Aneurysma, vor; ausgelöst wird die Blutung durch eine 
Erhöhung des intravasalen Drucks. Zur Beschreibung eines solchen Zusammenhangs, 
bei dem zwei ursächliche Faktoren einen neuen pathophysiologischen Zustand erzeugen, 
haben wir das Werkzeug eines Metakonstruktes eingeführt. In unserem Beispiel liegen 
dem Metakonstrukt externe Relationen zwischen drei Objekten zugrunde. 
Mit Hilfe von Metakonstrukten lassen sich aber auch umfangreichere Zusammenhänge 
beschreiben: Die Blutung aus einem basalen Hirngefäß steigert das Volumen im 
Subarachnoidalraum. Dadurch erhöht sich der intrakranielle Druck, und als Folge 
werden die cerebralen Gefäße komprimiert. Dies führt zu einer Verringerung der oben 
erwähnten Blutung. Hier ist demnach ein Zyklus bescllrieben, in dem neben ver-
stärkenden Einflüssen auch eine dämpfende Wirkung (Schwächung der Blutung durch 
Kompression der Hirngefäße) enthalten ist und bei dem sich dadurch möglicherweise 
ein stabiler Zustand einstel1t. 
Doch auch Zyklen, in denen die Objekte durchgehend verstärkend aufeinander wirken, 
lassen sich mit einem Metakonstrukt beschreiben. In unserem Beispiel sind die Objekte 
intrakranielle Drucksteigerung und Gefäßkompression gleichzeitig Bestandteil eines 
solchen Circulus vitiosus, der durch die Folge intrakranielle Drucksteigerung --> Gefäß-
kompression --> hypoxischer Hirnschaden --> Hirnödem --> intrakranielle Drucksteigerung 
gebildet wird. 
Hier bestehen parametrierte kausale Kernbeziehungen zwischen Kernobjekten. z. B 
zwischen der Gefäßkompression und dem hypoxischen Hirnschaden. Natfülich gibt es 
außerhalb des hier betrachteten pathophysiologischen Themas weitere Ursachen für 
einen hypoxischen Hirnschaden, z. B. eine globale Abnahme der Sauerstoffkonzen-
trationen bei einer Asystolie. Um den pathophysiologischen Zusammenhang einer 
Subarachnoidalblutung zu beschreiben, ist es unabdingbar, aus dem Netz der Kern-
beziehungen herauszutreten und durch die Verwendung von Metakonstrukten aus dieser 
Perspektive manche Beziehungen zu selektieren und andere zu unterdrücken. 
Die Zusammenfassung einer solchen Auswahl von Kernbeziehungen mit Hilfe eines 
Metakoustruktes etabliert externe Relationen zwischen den beteiligten Objekten. Dazu 
muß im operationalisierbaren Repräsentationsmodell auf alle bisher eingeführten 
Modellkomponenten ein separater Zugriff möglich sein, sowohl auf Kernobjekte als 
auch auf Kernbeziehungen. Es hat sich hierbei als wichtig erwiesen, grundsätzlich zu 
unterscheiden, ob eine adäquate Modellierung von Sachverhalten darin bestehen kann, 
bereits vorhandene Kernbeziehungen anzusprechen, oder ob es nötig ist, weitere 
Kernbeziehungen zu etablieren. 
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In Analogie zur oben beschriebenen Schwierigkeit der Identifikation von Kernobjekten 
stellt sich hier das Problem, sinnvolle Zusammenfassungen zu finden, also im Domänen-
wissen geeignete Metakonstrukte zu identifizieren. 
3.1.3. Strukturierung von ,Expertenwissen' 
Zu den besonderen Herausforderungen der Wissensmodellierung zählt die Darstellung 
des oft nur implizit gegebenen ,Expertenwissens' . Dazu zählt beispielsweise: Regelwissen, 
situationsabhängiges Wissen, didaktisches Wissen, strategisches Wissen zum wissen-
schaftlichen Erkenntnisgewinn, zum Diagnostizieren und zur Informationsbeschaffung, 
Expertenwissen umfaßt zwar komplexes Sachwissen, ist aber in weiten Teilen auch Wissen 
über den Umgang mit neurologischem Wissen. 
Metakonstrukte sind ein geeignetes Werkzeug, um Wissen aufzubereiten, das einem 
Benutzer systematisch vermittelt werden soll. Dabei dienen sie sowohl der Gliederung 
und Themenbildung als auch der Darstellung zeitlicher, logischer oder kausaler Zusam-
menhänge, wie etwa im oben beschriebenen Beispiel der Subarachnoidalblutung. Diese 
Zusammenhänge sind notwendig, um Wissen erklärend darzustellen und didaktisch zu 
ordnen. 
Regelwissen: Schwieriger ist es beispielsweise, einem Experten geeignete Beschreibungs-
mittel für das Wissen an die Hand zu geben, das bei der Sicherung einer Diagnose 
gebraucht wird. Hier bildet das Wissen, welche Symptome bei einer bestimmten 
Krankheit in welcher Häufigkeit vorkommen, nur die Beschreibungsgrundlage. Das 
klinische Diagnostizieren arbeitet dann vorwiegend mit dem Erwägen und dem Aus-
schließen von Differentialdiagnosen. In der Frage, welche Differentialdiagnosen erwogen 
werden müssen, geht das benötigte Wissen über die bloße Feststellung, welche Krank-
heiten häufig gemeinsame Symptome besitzen, deutlich hinaus. Beispielsweise fließen 
Zusatzinformationen wie das Alter, das Geschlecht, die Vorerkrankungen des Patienten, 
seine gegenwärtige Medikation und bereits vorliegende apparativ-diagnostische Ergebnisse 
in die Beurteilung der Situation ein. Alle diese Informationen verändern die Wertigkeit 
der in Betracht zu ziehenden Diagnosen. Ferner ist es möglich, daß bei manchen 
Krankheiten sofort Konsequenzen für die erste Versorgung oder die Therapie resultieren 
würden, auch diese bloße Möglichkeit beeinflußt das diagnostische Vorgehen. Zu beachten 
ist außerdem, daß nicht alle von einem Experten verwendeten Folgerungen die gleiche 
Qualität haben. Im Sinne der Struktu1ierung sind hier unbedingt kausal begründete von 
eher regelhaften, empirisch begründeten Folgerungen zu unterscheiden. 
Kontextsensivitität: Aus struktureller Sicht ist ein Charakteristikum des Vorgehens zur 
diagnostischen Sicherung, daß geltende Zusammenhänge erst unter der Perspektive der 
jeweiligen diagnostischen Situation bewertet und nach jedem Schritt neu gewichtet 
werden. Dabei erscheinen die Objekte situationsabhängig in bestimmten Rollen. Solche 
Rollen können in Metakonstrukten abgebildet werden, die ein Objekt in einer bestimmten 
Rolle beschreiben. Damit ist das Wissen zum Agieren in einer Rolle unabhängig vom 
Kernwissen. Z. B. mag eine Krankheit für eine Zeitlang die Rolle einer Verdachtsdiagnose 
annehmen; dann würde durch das Metakonstrukt der Verdachtsdiagnosenrolle be-
stimmt, welche Differentialdiagnosen zu betrachten sind und welche Untersuchungen die 
Abgrenzung zwischen Verdachtsdiagnose und Differentialdiagnosen am besten ermög-
lichen. 
Prinzipiell scheinen die Metakonstrukte eine wichtige Rolle bei der Darstellung auch 
des Expertenwissens zu spielen. Offensichtlich werden für diesen Fall aber erweiterte 
Metakonstrukte benötigt, wobei die Erweiterungen, die auf das jeweilige Problem 
zugeschnitten sind, regelartig die entsprechend gewichteten Ausschnitte des Wissens 
erzeugen müssen. 
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3.2. Epistemologische Aspekte 
Schon die Unterschiede von objektzentriertem und nicht-objektzentriertem Wissen 
entspricht einer ersten epistemologischen Differenzierung. In diesem Sinne nennen schon 
BRACHMANN und SCHMOLZE die Basiskonzepte ihrer Wissensrepräsentationssprache 
„epistemological primitives" [BRACHMANN & SCHMOLZE]. Die oben eingeführten Meta-
konstrukte und ihre geforderten Erweiterungen erlauben auf der Grundlage der 
Kernstrukturen die Darstellung weiterer epistemologischer Differenzierungen. Dabei 
wird mittels der Metakonstrukte auf bereits repräsentiertes Wissen Bezug genommmen. 
Insofern lassen sich die Metakonstrukte wenigstens zum Teil semantisch qualifizieren 
als „concepts and terms to describe knowledge" [WETTER & WooowARD 1990]. 
In Bezug auf die Wissensrepräsentation ist es nach dem Gesagten erforderl ich, einen 
Repräsentationsformalismus zu finden , der selbst epistemologisch neutral ist. Das 
bedeutet, daß ein auf allen Stufen der Wissensrepräsentation einheitlicher Formalismus 
zur Verfügung gestellt wird, der es erlaubt, im Prozeß der Wissensakquisition sukzessiv 
komplexere Strukturen zu erzeugen und dann explizit mit einer epistemologisch 
differenzierten Semantik zu versehen. Hierzu wurden im einzelnen Kernobjekte, Kern-
relationen, deren Parametrierungen, Metakonstrukte und deren Erweiterungen in einem 
einheitlichen, graphentheoretischen Formalism us beschrieben. Während das vorliegende 
Papier das Ziel hat, die Notwend igkeit einer entsprechenden epistemologisch differen-
zierten Wissensrepräsentation durch Hinweise auf das Domänenwissen selbst zu mo-
tivieren, soll in einer späteren Veröffentlichung der Formalismus detailliert beschrieben 
werden. 
4. Diskussion 
Der vorgestellte Ansatz zum Umgang mit Problemen epistemologischer Adäquatheit in 
der Wissensakquisition und formalen Wissensrepräsentation wird abschließend hinsicht-
lich seiner Konsequenz für die Entwicklung wissensbasierter Systeme betrachtet. Dabei 
werden Unterschiede und Gemeinsamkeiten zu wichtigen bisherigen Konzepten für d ie 
Repräsentation von Domänenwissen diskutiert. Der Beitrag des vorgestellten Ansatzes 
zu einer Verringerung der Kluft zwischen einer abstrakten Modellierung von Domänen-
strukturwissen und der anwendungsbezogenen Domänenmodellierung wird skizziert. 
4.1. Andere Ansätze 
Die Bemühungen um methodische Unterstützung bei der Wissensakquisition im Rahmen 
der Entwicklung wissensbasierter Systeme konzentrierten sich lange Zeit auf die 
Modellierung voa Problemlösewissen. Es entstanden Bibliotheken mit abstrakten, 
wiederverwendbaren Problemlösemodellen (z. B. [BREUKER et al. 1987]). Erst vor einigen 
Monaten erschien die CommonKADS Library [BREUKER & VAN DE VELDE 1994) mit 
einer Sammlung von Problemlösekomponenten für verschiedene Bereiche des Knowled-
ge Engineering. Im Bereich des Medical Knowledge Engineering wurde das ST-Modell 
[RAMONI et al. 1992; STEFANELLI & RAMONl 1992] als ein abstraktes Modell zur 
Modellierung des Problemlösevorgehens in Diagnostik, Therapieplanung und Patien-
tenmonitoring entwickelt. 
Schwierigkeiten bei der Anwendung von solchen abstrakten Problemlösemodellen bei 
der Modellierung konkreter Anwendungsprobleme zeigten den Bedarf nach metho-
discher Unterstützung bei der Strukturierung des Domänenwissens, auf dem ein 
Problemlösemodell operiert. Es entstanden in der Folge Ansätze zum Aufbau von 
Ontologien (vgl. [PIRLEIN und STUDER 1994]). So werden z.B. in der CommonKADS-
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Methodologie zwei Typen von Ontologien unterschieden: „domain ontologies" und 
„model ontologies" (z.B. [WIELINGA et al. 1993]). Erstere liefern Beschreibungsmittel für 
eine bestimmte Domäne, während letztere eine Sammlung generischer Beschreibungs-
mittel darstellen, die von einem Problemlösemodell dazu verwendet werden, Bezüge zum 
Domänenwissen herzustellen. 
4.2. Verringerung der Klutt zwischen abstraktem Domänenstrukturwissen 
und anwendungsbezogenem Domänenwissen 
Schon die CommonKADS-Methodologie reflektiert eine konzeptuelle Kluft zwischen 
abstrakten Problemlösemodellen und Domänenontologien. Zur Überbrückung dieser 
Kluft wurden die „model ontologies" als „meta descriptions, described in terms of the 
domain ontofogies" [AßEN 1994] eingeführt. Sie sind spezifisch für die Problernlöse-
modelle. 
Im Rahmen der Unterscheidung von „modef ontologies" und „domain ontologies" führt 
ABEN das Konzept des „ontology mapping" [ABEN 1994] ein. Dieses ist der Versuch, 
Ontologien (gewissermaßen im Sinne einer Koordinatentransformation) aufeinander 
abzubilden und speziell taskspezifische Ontologien durch eine Basisontologie, die 
weitgehend domänen- und taskunabhängig ist, auszudrücken. Zwar finden sich Aspekte 
einer ,vertikalen Abbildung' von taskspezifischen Ontologien auf eine Basisontologie 
auch in den Beziehungen zwischen Metakonstrukten und Kernstrukturen wieder, das 
hier dargestellte Problem der inneren epistemologischen Differenzierung eines Domänen-
modells wird vom „ontology mapping" jedoch nicht berührt. 
Der hier vorgestellte Ansatz zielt auf eine Modellierung von Domänenwissen, die den 
Aufsatz abstrakter Problemlösemodelle nicht ausschließt, deren leitende Intention es 
allerdings ist, die Wissensbank auf einen menschlichen ,Problemlöser' auszurichten und 
für den menschlichen Umgang mit Wissen transparent zu gestalten. Vor diesem 
Hintergrund zeigt sich parallel zur bereits erwähnten konzeptuellen Kluft eine anders-
geartete Schwierigkeit. Dem menschlichen ,Problemlöser' ist ein Werkzeug zur inter-
aktiven Strukturierung von Domänenwissen an die Hand zu geben. Damit dieses seinen 
wechselnden Anforderungen gerecht werden kann, muß es epistemologische Differenzie-
rungen des Domänenwissens vermitteln. Indem die hier aufgeführten Metakonstrukte 
es erlau ben, Domänenwissen epistemologisch differenziert zu organisieren, können sie 
als Kern eines solchen Werkzeuges fungieren. Außerdem lassen sie sich auch auf ein 
abstraktes Problemlösemodell ausrichten. 
5. Literatur 
ABEN, M. (1994). Canonical Functions: CommonKADS Inferences. In BREUKER, J . and VAN DE 
VELDE, W. (eds.) (1994): CommonKADS Library for Expertise Modelling. Reusable problem 
solving components, 89-1 19, !OS Press, Amsterdam. 
BRACHMANN, R. J. and SCHMOLZE, J. G. (1985): An overview of the KL-ONE knowledge 
represeutation system, Cognitive Science 9, 17 1 -216. 
BREuKER, J. A., W1EL1NGA, B. J„ VAN SoMEREN, M., DE Hooc, R„ SCHREIBER, A. T„ DE GREEF, P., 
BREDEWEG, B., W1ELEMAKER, J., BILLAULT,J. P„ DAVOOOJ, M. and HAYWARDS. A. (1987): Model 
Driven Knowledge Acquisilion: Interpretation Models. ESPRIT Project P1098 Deliverable D 1 
(task A 1), Univcrsity of Amsterdam and STL Ltd. 
BREUKER, J. and VAN DE VELDE, W. (eds.) (1994): CommonKADS Library for Expertise Modelling. 
Reusable problem solving components. TOS Press, Amsterdam. 
BüRSNER, S., SPITZER, K„ WüNNEMANN, J „ NEBE, J„ HAUX, R„ DIENER, H.-C. (1994): NeuroN 
- Rechnerunterstütztes Neurologisches Nachschlagewerk. In PöPPL, S. J., LIPINSKI, H.-G„ 
Informatik, Biometrie und Epidemiologie in Medizin und Biologie 3/ 1995 
BÜRSNER et al., Epistemologische Adäquatheit 239 
MANSKY, T. (Hrsg.): Medizinische Informatik: Ein integrierender Teil arztunterstützender 
Technologien. 38. Jahrestagtmg der GMDS 1993, S. 186-192, Medizin Verlag München. 
ßüRSNER, S. (1995): Eine Kategorisierung von Hypertext-Werkzeugen. ln: BüRSNER, S„ FOERTSCH, 
C. (Hrsg.): Beiträge zum 6. Workshop „Hypertext und Künstliche Intelligenz'". FORWISS-
Report FR-1995-002, Bayerisches Forschungszentrum für Wissensbasierte Systeme (FOR WCSS), 
Erlangen, März 1995, ISSN 0938-0035, S. 1-4. 
BüRSNER, S. and SCHMIDT, G. (1995): Building Views on Conceptual Models for Structuring 
Domain Knowledge. ln Proceedings of KA W '95: NinLh Knowledge Acqwsition for Knowledge-
Based Systems Workshop, SRDG Publication, Dept. of Computer Science, Univ. of Calgary, 
Calgary, March 1995. pp. 24-1 - 24-20. 
BüRSNER, S. and SPRECKELSEN, C. (1995): Interna! and external relations and their relevance for 
the construction of domain ontologies. tn GAPPA, U„ Voss, H. (Eds.): Proc. Knowledge 
Engineering Forum 95. Concepts and Architectures for Reuse. Arbeitspapiere der GMD 903, 
D -53754 Sankt Augustin. S. 36-39. 
CANGUILHEM, G.(1979): Wissenschaftsgeschichte und Epistemologie: gesammelte Aufsätze (über-
setzt von BISCHOF, M. und SEILER, W., hrsg. v. LEPENIES, W.), Suhrkamp. Frankfurt a. M . 
MOORE, E. G. (1992): Philosophical Studies. Kegan Paul Trench Trubner & Co. London, pp. 
276-309. 
PtRLEIN, T. and STUDER, R. (1994): KARO: An Integrated Environment for Reusing Ontologies. In 
STEELS, L „ SCHREIBER, G., VAN DE VaoE, W. (Eds.): A Future for Knowledge Acquisition. 
8th European Knowledge Acquisition Workshop, EKAW '94, Hoegaarden, Belgium, September 
1994, pp. 200-225. 
RAMONI, M., Sn:FANELLI, M„ BAROSI, G., MAGNANI, L. {1992): An epistemological framework 
for medicaJ knowledge based systems. IEEE Transactions on Systems, Man and Cybemetics 22, 
1361-1370. 
SPITZER, K . und BüRSNER, S. ( 1994): Wissensbasierte Systeme in der Medizin. it + ti-Informaitions-
technik und Technische Informatik 36 (6); R. Oldenburg Verlag, München, S. 54- 59. 
STEFANELLl, M. RAMONT, M. ( 1992): Modeling Medical Knowledge Based Systems. Informatik , 
Biometrie und Epidemiologie in Medizin und Biologie 23 (4), 2 15-227. 
VAN HEUST, G., PosT, W. und SCHREIBER, A. T. (1994): Knowledge based integration of 
representalion forma lisms. ln CoHN, A. {ed.): 11 tb European Conference on Artilical Tntelligence 
(ECAI' 94), p. 319-323, John Wiley & Sons, Ltd . 
WETTER, T. and WOODWARD, B. (1990): Towards a Tbeoretical Framework for Knowledge 
Acquisition. in Proceedings of KA W '90; 5!h Knowledge Acquisition for Knowledge-Based 
Systems Workshop, SRDG Publication, Dept. of Computer Science, Univ. of Calgary, Calgary, 
November 1990. 
WTELINGA, B. J., VAN DE WELDE, W., SCHREIBER, G„ AKKERMAN, H. (1993): Towards a Unilication 
of Knowledge Modelling Approaches. In DAv10, J.-M., SIMMONS. R. (eds.): Second Generation 
Expert Systems, 299 - 335. Springer Berlin, Heidelberg. 
Anschrift der Verfasser: Simone Bürsner, Cord Spreckelsen, Klaus Spitzer, Universität Heidelberg. Institut für Medizinische 
Biometrie und Informatik, Abt. Medizinische Informatik. Im Neuenheimer Feld 400. D-69120 Heidelberg, email: {sbucrsncr, 
cpreckelsen}@kr/.mail.krz.uni-heidelberg.de 
Johannes Nebe, Universität Essen. Neurologische Klinik. Hufelandstr. 55. D-45147 Essen 
Informatik, Biometrie und Epidemiologie in Medizin und Biologie 3/ 1995 
Informatik, Biometrie und Epidemiologi e in Medizin und Biologie 26 (3), 
240- 249, ISSN 0943-5581 
© Verlag Eugen Ulmer GmbH & Co., Stuttgart; Gustav Fischer Verlag KG, Stuttgart 
Multiple Verwendbarkeit 
Klinischer Dokumentationen 
am Beispiel eines wissensbasierten klinischen 
Arbeitsplatzsystems in der Neurologie 
Multiple Usability of Clinical Documentations 
Demonstrated on a Knowledge-Based Clinical Workstation 
for Neurology 
B. Brigl 1), P. Ring leb 2), T. Steiner2 ), G. Mann3 ), F. Leiner 4 ), A. Grau 2 ). W. Hacke 2), 
R. Haux 1 ) 
Kurztitel 
Multiple Verwendbarkeit Klinischer Dokumemalionen 
Short title 
Multiple Usability of Clinical Documentations 
Schlüsselwörter 
Multiple Verwendbarkeit, Wissensbasierte Systeme, Klinische Arbeitsplatzsysteme, Klini-
sche Dokumentation 
Keywords 
multiple usability, knowledge-based systems, medical workstations, clinical docume11tation 
Zusammenfassung 
Wissensbasierte Systeme werden nur dann in der klinischen Routine e1:folgreich eingesetzt, 
wenn sie in umfassendere Anwendungssysteme integriert sind. Der vorliegende Beitrag 
stellt daher das Modell eines wissensbasierten klinischen Anwendungssystems vor, das 
Funktionen zur Entscheidungsunterstützung, zur Unterstützung von Routinetätigkeiten und 
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zur klinischen Forschung integriert. Kern des Modells ist ein medizinisches Merkmalsver-
zeichnis, das ein anwendungsunabhängiges, kontrolliertes Vokabular zur Ver!ugung stellt. 
Am Beispiel eines wissensbasierten klinischen Arbeitsplatzsystems far eine Neurologische 
Intensivstation wird die Umsetzung dieses Modells aufgezeigt. 
Summary 
The success of knowledge-based systems in clinical routine depends on their integration in 
broader application systems. Therefore, this paper describes a model for a knowledge-based 
clinical workstalion which integrales functions for decision support, routine activities and 
c/inical research. Core of that model is a medical data dictionary, which offers an application-
independent comrol/ed vocabulary. The reafisation of that model will be demonstrated on a 
knowledge-based clinical workstation for a neurological intensive care unit. 
1. Problematik und Zielsetzung 
Wissensbasierte Systeme in der Medizin sind nur dann in der klinischen Routine sinnvoll 
einsetzbar, wenn sie in umfassendere Anwendungssysteme integriert sind (vgl. auch 
CHUTE, CEsNJK und VAN BEMMEL 1994, ÜMINO 1994). Nur dann werden sie einen 
Beitrag für die Verbesserung der Patentenversorgung leisten können. Ein erfolgreiches 
Beispiel dafür ist das Anwendungssystem HELP mit den darin integrierten wissens-
basierten Funktionen, bei denen ein konkreter Nutzen für die Patientenversorgung 
nachgewiesen werden konnte (HAUG, GARDNER et al. 1994). Die Erfassung von 
Patientendaten zum Zwecke der Entscheidungsunterstützung darf nicht zu einem 
wesentlichen Meluaufwand und damit zu einer zusätzlichen Belastung für Personal und 
Patienten führen. Patientendaten, die im Rahmen der Klinischen Dokumentation 
(LEINER und HAUX a) aufgezeichnet werden, sollen daher für unterschiedliche Zwecke 
benutzt werden können (HAux 1989, LEVY, LAWRENCE 1992). Wir sprechen hierbei 
von der multiplen Verwendbarkeit von Pa tientendaten. Vorstellbar sind neben der 
Patientenversorgung (dazu zählt auch die patientenspezifische Entscheidungsunter-
stü tzung) die Qualitätssicherung, die klinische Forschung, die Krankenhausbericht-
erstattung und die medizinische Ausbildung. Jeder dieser genannten Zwecke stellt 
unterschiedliche Anforderungen an eine klinische Dokumentation. 
Ein Ziel des MEDWIS-Projektes A4 ist es daher, ein Modell eines klinischen Arbeitsplatz-
systems zu erarbeiten, das die multiple Verwendbarkeit von Patientendaten gewährleistet. 
Anhand eines darauf basierenden Anwendungssystems (DA WIN II) sollen die Möglich-
keiten und G renzen der multiplen Verwendbarkeit von Patientendaten geprüft werden. 
Beispielhaft werden die Bereiche Patientenversorgung und Klinische Forschung be-
trachtet. Die Nutzung der dokumentierten Patientendaten für die patientenspezifische 
Entscheidungsunterstützung ist dabei von besonderem Interesse. 
Die vorliegende Arbeit stellt das Modell eines wissensbasierten klinischen Arbeitsplatz-
systems vor und berichtet anhand von Beispielen aus einer neurologischen Intensivstation 
über die bisher vorliegenden Erfahrungen. 
2. Multiple Verwendbarkeit von Patientendaten 
Als Beispiele für die multiple Verwendbarkeit von Patientendaten betrachten Wir im 
Rahmen der Patientenversorgung die Berichtschreibung und die patientenspezifische 
Entscheidungsunterstützung sowie im Rahmen der Klinischen Forschung den Aufbau 
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und die Auswertung klinischer Register. Im folgenden sollen einige wesentliche Aspekte 
der multiplen Verwendbarkeit von Patientendaten kurz erläutert werden (LEINER und 
HAUX b). 
Datenqualität 
Die Verwendung von Daten für unterschiedliche Zwecke stellt bestimmte Anforderungen 
au die Qualität einer KJinischen Dokumentation. Typische Qualitätsmaße sind die 
folgenden Kriterien: 
Reliabilität: Maß für die Unabhängigkeit eines Beobachtungsergebnisses von externen 
Störgrößen wie beispielsweise von der Person des Beobachters. 
Validität: Maß für den Grad der Übereinstimmung zwischen dem erhobenen Datum 
und dem realen Umstand, den es beschreiben soll. 
Vollständigkeit: Anteil der erhebbaren Merkmale, die tatsächlich aufgezeichnet wurden. 
Der notwendige Grad an Vollständigkeit ist abhängig von den Fragestellungen, die 
anhand der Dokumentation beantwortet werden sollen. 
Konsistenz : Widerspruchsfreiheit der einzelnen Daten untereinander. Inkonsistenzen 
weisen auf falsche oder unvollständige Daten hin, und ihre Aufdeckung fördert daher 
die Validität und Vollständigkeit der Dokumentation. Die Aufdeckung von Wider-
sprüchen geschieht meist über die Formulierung heuristischer Konsistenzbedingungen. 
Die Konstruktion formaler semantischer Modelle des WirkJichkeitsausschnittes, an 
deren Strukturen die Konsistenz überprüft werden kann, bringt viele Schwierigkeiten 
mit sich. 
Da bereits aufgezeichnete Daten automatisch in den Arztbrief integriert werden sollen. 
schlägt sich die Qualität der Dokumentation direkt in der Qualität des Arztbriefes nieder. 
Für Verfah1·en der Entscheidungsunterstützung müssen bestimmte Daten aufgezeichnet 
sein. Reliabilität und Validität erhöhen die Richtigkeit der Entscheidungsvorschläge. 
Im Sinne einer kritisierenden Funktion kann Entscheidungsunterstützung auch für die 
Überprüfung der Konsistenz einer Dokumentation eingesetzt werden. Die Auswertung 
Klinischer Register stellt besonders hohe Anforderungen an die Datenqualität. Die 
VoJJständigkeit der Dokumentation für definierte Auswertungskollektive muß laufend 
überprüft werden, weil sonst die Gefahr statistischer Verzerrungen durch selektive 
Merkmalserhebung besteht (HAUX 1989). 
Standardisierte Dokumentation 
Die multiple Verwendbarkeit von Patientendaten setzt im allgemeinen eine stan-
dardisierte Dokumentation bis auf die Ebene der Merkmale und der Merkmalsaus-
prägungen voraus. Der Dokumentation hat ein kontrolliertes Vokabular zugrundezu-
liegen. Eine standardisierte Dokumentation ist insbesondere dann notwendig, wenn eine 
Beobachtungsgleichheit verlangt wird (beispielsweise für statistische Auswertu11gen), 
wenn die Vollständigkeit der Dokumentation möglichst hoch sein soll und wenn Daten 
zwischen verschiedenen Anwendungssystemen ausgetauscht werden sollen. 
Um im Rahmen der Auswertung Klinischer Register die Vergleichbarkeit von Beobach-
tungen zu gewährleisten, ist eine standardisierte Dokumentation nötig. Die gängigen 
statistischen Verfahren setzen metrische Merkmale mit definiertem Bezugssystem oder 
kategoriale Merkmale mit klassierten Ausprägungen voraus. Auch entscheidungsunter-
stützende Funktionen bauen auf einer standardisierten Dokumentation auf. Das 
zugrundeliegende Modell des Wissensgebietes wird meist über ein kontrolliertes Vokabu-
lar definiert. Allerdings ist zu beachten, daß durch eine vollständige Standardisierung 
unter Umständen wichtige Informationen verloren gehen können und daß manche 
Sachverhalte nur schwer standardisierbar sind. Eine freitextliche Dokumentation von 
Daten sollte daher immer vorgesehen sein, auch wenn diese Daten dann lediglich für 
die Berichtschreibung zw· Verfügung stehen. 
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3. Konzeptuelles Modell eines wissensbasierten klinischen Arbeitsplatzsystems 
M erkmalsverzeichnis 
Den Kern des Modells eines wissensbasierten klinischen Arbeitsplatzsystems bildet ein 
medizinisches Merkmalsverzeichnis, mit dem das für den Anwendungsbereich relevante 
Vokabular definiert wird. In diesem werden die zu dokumentierenden Merkmale und 
deren Merkmalsausprägungen festgelegt. Dabei kann es sich um metrische, kategoriale 
oder freitextliche Merkmale handeln. Den Ausprägungen kategorialer Mer kmale sind 
sogenannte Sema111tik:codes zugeordnet - wie beispielsweise ,Normalbefund', ,patholo-
gisch', ,nicht erhoben', ,nicht prüfbar' - , die die strukturelle Integrität der Daten (vgl. 
MANN 1994) gewährleisten und später bei der Datenerfassung und Bericl1tschreibung 
verwendet werden. Jedes Merkmal besitzt als eine mögliche Ausprägung ,nicht erhoben', 
womit die Vollständigkeit der Dokumentation kontrollierbar wird. Die Merkmale 
erhalten eine hierarchische Struktur. 
Schema einer Patientendatenbank 
Aus dem Merkmalsverzeichnis läßt sich automatisch das Schema der Patientendatenbank 
ableiten. Jedes Datenbankschema, das über die Metadatenbank erzeugt wird, ist das 
Schema einer Assoziierungsdatenbank im mRM/T (vgl. MANN 1989, WTNTER und 
HAux 1994) und erfüllt damit grundsätzlich einige wichtige Aspekte der semantischen 
Integii tät. 
Date11e1fassung 
Die Datenerfassung erfolgt über hierarchisch strukturierte Erhebungsbögen, die über 
das Merkmalsverzeichnis generiert werden können. Diese hierarchische Struktur und 
die Verwendung der Semantikcodes verringern den Aufwand für die Erfassung. lst einer 
gewählten Merkrnalsausprägung beispielsweise der Semantikcode ,Normalbefund' zuge-
ordnet, so erhalten alle hierarchisch darnnterliegenden Merkmale ebenfalls die Ausprä-
gung mit diesem Semantikcode zugeordnet. Damit wird die Vollständigkeit und die 
Konsistenz der Daten erhöht. Bei den kategorialen Merkmalen ist aus n Ausprägungs-
möglichkeiten genau eine auszuwählen (exklusive Auswahl). Zu untergeordneten Erhe-
bungsbögen gelangt man nur in Abhängigkeit der gewählten Merkmalsausprägung. 
Viele der Erhebungsbögen müssen bei der Datenerfassung daher nicht betreten werden. 
Die Datenerfassung muß Steuerungsmechanismen aufweisen, die die Vollständigkeit der 
Klinischen Dokumentation bezüglich definierter Auswertungskollektive gewährleisten. 
Befundschreibung 
Das Merkmalsverzeichnis wird auch fü r d ie Erstellung von Berichtsformularen (Unter-
suchungsbefunde, Arztbriefe) verwendet. Jedem Merkmal-Merkmalsausprägungs-Paar 
wird dabei eindeutig ein Textbaustein zugeordnet. Aufgrund der Semantikcodes kann 
festgelegt werden, ob bei Vorliegen einer bestimmten Merkmalsausprägung der zuge-
hörige Textbaustein ausgegeben werden soll oder nicht (in1 allgemeinen werden nur 
pathologische Merkmale ausgegeben). In Abhängigkeit der erfaßten Merkmale werden 
Berichte dynamisch generiert. 
Aufbau und Auswertung Klinischer Register 
Das Merkmalsverzeiclmis dient der Festlegung von Ein-/Ausschlußkrite1ien für die 
Definition von Auswertungskollektiven. Zudem können ,Muß'-Merkmale angegeben 
werden, die für bestimmte Auswertungskollektive zu erheben sind. Diese werden 
deklarativ in einer Wissensbank abgelegt. Zusätzlich zu erhebende Merkmale müssen in 
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das Merkmalsverzeichnis aufgenommen werden. Sie sind in das Erhebungsbogenschema 
zu integrieren. 
Für das Finden von Patienten mit bestimmten Eigenschaften und die Ausgabe bestimmter 
Merkmale zur Weiterverarbeitung mit einem Statistischen Auswertungssystem werden 
ebenfalls Bedingungen über das Merkmalsverzeichnis definiert. 
Patientenspezif1sche Entscheidungsunterstützung 
Das Merkmalsverzeichnis unterstützt die Definition von Objekten einer Wissensbank, 
indem es ein kontrolliertes medizinisches Vokabular zur Verfügung stellt. Als Schnittstelle 
zwischen Klinischer Dokumentation und patientenspezifiscber Entscheidungsunter-
stützung sichert es die referentielle Integrität zwischen Datenbank und Wissensbank. 
In der Wissensbank können beliebige medizinische Objekte abgelegt werden. Diese 
müssen über das Merkmalsverzeichnis definiert werden. Jedem Objekt ist daher ein 
(beliebig komplexer) logischer Ausdruck zugeordnet, in dem Merkma l-Merkmalsausprä-
gungs-Paare über die Operatoren ,und', ,oder' mitei.nander verknüpft sind. Um die 
semantische Integrität der Wissensbank zu gewährleisten, sind Integritätsbedingungen 
festzulegen, die die Möglichkeiten der Verknüpfung von Merkmal-Merkmalsausprä-
gungs-Paaren beschränkt. Beispielsweise ka111n ein Krankheitszeichen nm über Merkmale 
definiert sein, die selbst Krankheitszeichen oder Eigenschaften eines Krankheitszeichens 
sind. Über diese logischen Ausdrücke können Merkmale, die bei der Datenerfassung 
aufgezeichnet wurden und in der Patientendatenbank gespeichert sind, direkt abgebildet 
werden auf Objekte der Wissensbank. Es können Wissensmodelle für unterschiedliche 
Fragestellungen mit Hilfe des gleichen Vokabulares definiert werden. Dies eröffnet 
Möglichkeiten der Integration verschiedener Wissensbanken. Verfahren der patienten-
spezifischen Entscheidungsunterstützung können beispielsweise in die Berichtschrei-
bung oder in die Datenerfassung integriert sein. 
Werkzeuge 
Für die genannten Verfahren stehen spezifische Werkzeuge sowohl auf der System-
verwaltungsseite als auch auf der Benutzungsseite zur Verfügung. Ein Erhebungs-
bogeneditor erleichtert die Strukturierung der Erhebungsbögen, ein Formulareditor dient 
der Definition von Berichtsformularen, ein Registereditor dient der Definition von 
Auswertungskollektiven. Diese sind Teil eines Metadatenverwaltungssystems. Wissens-
akquisitionswerkzeuge als Teil des Wissensverwaltungssystems dienen dem Aufbau und 
der Pflege von (unterschiedlichen) Wissensbanken. Innerhalb des Benutzungssystems 
gibt es Funktionen für die Patientendatenverwaltung, die Datenerhebung, die Bericht-
schreibung, die Auswertung Klinischer Register und die patientenspezifische Entschei-
dungsunterstützung. 
Die Strukturen der Erhebungsbogenhierarchie und der Berichtformulare sind zusammen 
mit dem Merkmalsverzeichnis in einer Metadatenbank gespeichert. 
Integration mit anderen informationsverarbeitenden Verfahren 
Patientenspezifische Entscheidungsunterstützung erfordert eine umfassende Dokumen-
tation der Behandlung. Durch die Einrichtung einer Kommunikationsschnittstelle zum 
Kommunikationssystem eines Krankenhausinformationssystems können Daten, die 
bereits in anderen Anwendungssystemen erfaßt wurden, in die Patientendatenbank des 
wissensbasierten klinischen Arbeitsplatzsystems integriert werden und stehen somit ffü 
entscheidungsunterstützende Funktionen zur Verfügung. Eine multiple Verwendbarkeit 
von Patientendaten ist somit auch anwendungssystemübergreifend gewährleistet. 
Einen Gesamtüberblick über das Modell eines wissensbasierten klinischen Arbeitsplatz-
systems gibt Abbildung 1. 
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Abbildung 1: Modell eines wissensbasierten klinischen Arbeitsplatzsystems. 
4. Beispiel : Neurologische Intensivstation 
In der Neurologischen Intensivstation des Universitätsklinikums Heidelberg wird der 
klinische Befund standardisiert erhoben. Eine weitere Standardisierung, beispielsweise 
Anamnese, Medikation etc. ist geplant. Das Merkrnalsverzeichnis dieser Klinischen 
Dokumentation umfaßt ca. 500 Merkmale. Ein Ausschnitt des Merkrnalsverzeichnisses 
findet sich in Abbildung 2. 
Die in der Patientendatenbank dokumentierten Daten sollen für die Befund- und 
Arztbriefschreibung und die patientenspezifische Entscheidungsunterstützung verwendet 
werden. 
Datenerfassung und Arztbriefschreibung 
Aus dem Merkmalsverzeichnis werden hierarchisch strukturierte Erhebungsbögen für 
die Datenerfassung abgeleitet (Abbildung 3). Aus den erhobenen Daten können Befund-
berichte und Arztbriefe generiert werden. Dafür sind den Merkmal-Merkmalsausprä-
gungs-Paaren statische Textbausteine hinterlegt (Abbildung 4). 
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Lichtreaktion und Cornealreflex 
Nackensteifigkeit 
Auspräruni?en 
Normal, Pos. Befund, N.e . , N.pr. 
Normal, Pos. Befund, N.e., N.pr. 
Links tiefer als rechts, Rechts 
tiefer als l inks, Nein, N. e. 
Ja, Nein, N. e. 
Nach rechts, Unklar, Keine, 
Nach links, N. e. 
Nach unten, Nach oben, Nein, N. 
e . , N. p. 
Nach links, Nach rechts, Nach 
beiden Seiten, Nein, N. e., N. 
p . 
Ja, Nein, N. e., N. p. 
Erhoben, N.e . 
Normal, Pos. Befund, N.e., N.or. 
Abbildung 2: Ausschnitl aus dem Merkmalsverzeichnis. (Bedeutung der Abkürzungen: N . e. -
Nicht erhoben, N. pr. - Nichl prüfbar) 
Pa tien Lenspezifische Entscheidungsunterstützung 
Für die patientenspezifische Entscheidungsunterstützung sollen zwei Funktionen ange-
boten werden: 
(1) Überprüfung der Qualität der Befundung 
Es sollen Patientendaten und die aus ihnen abgeleiteten Befunde qualitativ und 
quantitativ beu rteilt werden . Insbesondere soll analysiert werden, ob Widersprüche 
zwischen der Diagnose und den erhobenen Untersuchungsergebnissen bestehen, ob die 
vorliegenden Befunde für eine Diagnosefindung ausreichend sind, ob weitere Diagnosen 
denkbar sind und ob die gewählte Therapie korrekt war. Idealerweise wird die Qualität 
der Daten zum Zeitpunkt der Arztbriefschreibung überprüft, da dann alle notwendigen 
Informationen vorliegen. Die Verwendbarkeit dieser Funktion zu einem früheren 
Zeitpunkt und mit unvollständigen Daten ist im Hinblick auf eine Entscheidungsunter-
stützung für einen konkreten Patienten wünschenswert. 
Für diese Funktion ist der Aufbau einer umfassenden neurologischen Wissensbank 
notwendig, die die Objekttypen ,Anamnestische Befunde', ,Klinische Befunde', ,Appara-
tive Befunde', ,Ätiologie', ,Diagnose' und ,Therapie' und deren Beziehungen umfaßt. 
Das Wissensgebiet wird daher zunächst auf das Krankheitsbild ,Schlaganfall' einge-
schränkt. 
Ein Ausschnitt eines Wissenserhebungsbogens, in dem die Definition eines Objektes der 
Wissensbank über Merkmale des Merkmalsverzeichnisses gezeigt wird, findet sich in 
Abbildung 4. Zudem sind geeignete Inferenzmodelle zu entwickeln. 
(2) Berechnung neurologischer Scores 
Neben diesen retrospektiven kritisierenden Funktionen sollen auch entscheidungsunter-
stützende Funktionen zur Verfügung stehen, die aktuell zum Zeitpunkt der Datenerhe-
bung angewandt werden können. Hierzu zählt die Berechnung neurologischer' Score-
Werte, z. B. die NIH-Stroke-Scale oder die Glasgow-Coma-Scale. Die NIH-Stroke-Scale 
beurteilt die Schwere eines Schlaganfalls und bezieht beispielsweise Merkmale, die be-
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Abbildung 4: Definition 
von Objekten der Wis-
sensbank (Beispiel) 
treffend des Bewußt-
seins (bsp. Vigi lanz-
grad) und der Motorik 
von Armen und Bei-
nen mit ein. 
5. Stand der 
Realisierung 
Auf der Grundlage des 
vorgestellten Modells 
Objektname: Visueller Neglect links 
Objekttyp: Krankheitszeichen 
Bezug zum Merkmalsverzeichnis: 
Art des Neglects = visuell und Seite des Neglects =links 
Assoziierte Diagnosen: ... 
für ein wissensbasier- Lokalisation: .. . 
tes klinisches Arbeits-
platzsystem wurde das 
Daten- und Wissensbanksystem DA WIN 11 realisiert. Hardware-Plattform sind Apple 
Macintosh Rechner (Macintosh II fx, Macintosh Quadra, Powerbook 540). Als Entwick-
lungswerkzeuge wurden das relationale Datenbankverwaltungssystem ORACLE und 
die objektorientierte Entwicklungsumgebung SMALLTALK/V verwendet. Realisiert ist 
das Metadatenverwaltungssystem mit den Funktionen Merkmalsverwaltung, Erhe-
bungsbogenerstellung und Formularerstellung und das Benutzersystem für die Daten-
erfassung, die Registerauswertung und die Arztbrief-/Berichtschreibung. Oie auto-
matische Berechnung neUl'ologischer Scores ist in die Datenerfassung integriert. Zudem 
existiert ein Wissensakquisitionswerkzeug zwn Aufbau einer Wissensbank für die 
Beurteilung der Konsistenz einer Klinischen Dokumentation. Bis Ende des Jahres 1995 
werden die genannten noch fehlenden Funktionen prototypisch realisiert sein. Eine 
Kommunikationsschnittstelle zum Heidelberger Kommunikationssystem (HeiKo) ist 
für Macintosh-Rechner realisiert und in DA WIN II eingebunden. Damit können derzeit 
Patientenstammdaten aus der Zentralen Patientendatenbank übernommen werden. 
Seit Januar 1995 wird DA WIN II zur Dokumentation in der Intensivstation der 
Neurologischen Universitätsklinik Heidelberg in Routine eingesetzt. Es werden die 
Eingangs- und Entlassungsuntersuchungen aller Patienten aufgezeichnet. Die mit 
DA WIN II generierten Arztbriefe werden regelmäßig verschickt. 
6. Diskussion 
Das hier vorgestellte Modell eines wissensbasierten klinischen Arbeitsplatzsystems 
gewährleistet, daß einmal aufgezeichnete Patientendaten für unterschiedliche Zwecke 
verwendet werden können. Der Mehraufwand für die Datenerfassung, der durch den 
Einsatz entscheidungsunterstützender Funktionen entsteht, reduziert sich daJ1er auf die 
Dokumentation zusätzlicher Merkmale, die für die Lösung bestimmter Problembereiche 
notwendig sind. Damit ist eine wichtige Voraussetzung geschaffen, die Akzeptanz 
wissensbasierter Systeme in der klinischen Routine zu verbessern. 
Bei der Einführung von Anwendungssystemen steht immer der konkrete Nutzen für die 
Patientenversorgung im Vordergrund. Anwender fragen nach einer spürbaren Er-
leichterung bei Routinearbeiten, die der Behandlung der Patienten zugute kommt. Auf 
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Aspekte der Benutzerfreundlichkeit und der Effizienz ist daher besonders zu achten. 
Erst wenn ein Anwendungssystem in dieser Hinsicht akzeptiert ist, wenn beispielsweise 
eine automatische Generierung von Arztbriefen die konventionelle Arztbriefschreibung 
abgelöst hat, kann die Einführung entscheidungsunterstützender Funktionen Erfolg 
haben. Die Integration wissensbasierter klinischer Arbeitsplatzsysteme in Krankenhaus-
informationssysteme ist insofern von besonderer Bedeutung, als der Austausch von 
Patientendaten mit anderen Anwendungssystemen eine beträchtliche Arbeitserleichte-
rung mit sich bringen kann. Aspekte des strategischen Managements von Krankenhaus-
informationssystemen (vgl. WINTER 1994) sind daher bereits bei der Systemspezifikation 
zu berücksichtigen. Vorgaben in Form eines Rahmenplans für ein Krankenhausinforma-
tionssystem, die die Art der Hardware, Kommunikationsschnittstellen, Art der Daten-
haltung etc. beinhalten können, sollten mit einbezogen werden, um die Interoperabilität 
zu verbessern und den Aufwand für die Systempflege möglichst gering zu halten. 
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Summary 
Medical data dictionaries (MDDs) play an important role in the development of medical 
information systems (MIS) and have been applied to support the integration of medical 
decision support capabilities into MIS environments by linking medical knowledge bases 
with clinical patient databases. MDD-GIPHARM has been designed for exactly this 
reason: to act as an integrator between different drug information sources, a drug 
therapy knowledge base and the WING patient database at Gießen University Hospital. 
In this context it shall efficiently support the quali ty assurance measures in drug therapy 
which sha ll be established within the MEDWIS project WAIN. T his paper describes 
the design and implementation as weil as the current status of MDD-GIPHARM. 
1
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Zusammenfassung 
Medizinische Data Dictionaries (MDDs) haben eine grundlegende Bedeutung bei der 
Entwicklung medizinischer Informationssysteme (MIS) und wurden viel fach einge-
setzt, um die Einbindung wissensverarbeitender Funktionen in MIS zu unterstützen. 
Das MDD verknüpft in diesem Zusammenhang die Inhalte medizinischer Wissens-
basen mit den Daten in klinischen Patientendatenbanken. MDD-GlPHARM wurde 
mit eben dieser Zielsetzung konzipiert und entwickelt: es agiert als l ntcgrator zwi-
schen verschiedenen Arzneimittelinformationssyslemen, einer Wissensbasis zur Unter-
stützung der Arzneimitteltherapie und der Patientendatenbank des Krankenhaus-
lnformationssystcms WING am Gießener Universitätsklinikum. ln diesem Umfeld 
unterstützt es die Einführung qualitätssichernder Maßnahmen im Bereich der Arznei-
mitleltherapie, der Hauptzielsetzung des MEDWlS Projekts WAIN. Die vorliegende 
Publikation beschreibt Design und Realisierung sowie den aktuellen Status von 
MDD-GlPHARM. 
1. lntroduction 
Tbe importance of medical data dictionaries (MDDs) for the design and implementation 
of medical information systems (MIS) has been mentioned by several authors (e.g. 
LlNNARSSON and W1GERTZ, 1989; MJcHEL et al., 1989; CL\UNO et al., 1989 and HuFF 
et al., 1987). ANDERSON (1986) has emphasized, that data diclionaries are a way forward 
to write meaning and terminology into MIS. EspecialJy, wben decision support 
capabilities shall be integrated into MIS and medical knowledge bases need to be linked 
with clinical databases, a robust and flexible MDD is tbe "heart and soul" for the 
systcm's success (HUFF et al., 1987; LINNARSSON and W1GERTZ, 1989). Several of the 
early computer-based medical record systems have already been designcd around 
extensive, weil structured data dictionaries. In a comprehensive review of fivc different 
medical record systems (STOR, HELP, RMRS, TMR and COSTAR), McDONALD 
( 1988) has concluded that a data dictionary approach, which all of these systems have 
in common, is lhe most adequate way for the development of elcctronic med ical record 
systems. In thcse early MlS the role of the MDD was main ly restr icted to a sequential 
list with all the tenns and concepts applied in the respective MIS environment, linking 
a textual description and an internal code. For computational efficiency some of the 
MDDs have additionally supported tbe hierarcbical organization of the included Lerms 
and thc definition of Synonyms. However, the ever increasing need to integrale 
information coming from different sources, and often available in incompatible formats, 
has forced a recvaluation of the MDD design requirements and assumptions. Conse-
quently, HUFF et al. (1987), LlNNARSSON and WIGERTZ (1989), CIMINO et al. (1989) and 
ROCHA et aL (1994) have presented more recent work on the design characteristics of 
medical data dictionaries. 
In a definition given by PROKOSCH et al. (1992) an MDD is cbaracterized by three typical 
features: 
it's capability to establish a controlled vocabulary as a central thesaurus for the 
relevant application area, 
it's capability to represent causal relationships existing between the different objects 
of the MDD in form of a semantic network, and 
it's capability to provide efficient mappings between it's own vocabulary and external 
vocabularies as weil as standardized international oomenclatures and knowledge 
sources. 
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In a more recenl work of HUFF and CIMINo (1995) an MDD has been decomposed ialo 
Lhree complementary pieces: a vocabulary, an information model (to dcscribe the 
structure of clinical data) and a knowledge base (to deline hierarchies, semantic 
relalionships and more complex rule-based rclationships). An important issue, when 
designing an MDD is the scope of its application in the respective M IS which it shall 
support and the type of functionality which shall be supported. Thus lhc above fcatures, 
as weil as lhe decomposition, introduced by HUFF and C1MINO (1995) shall not be 
considered as mandatory, but as possible issues, which may be supported by an MDD 
in a particular setting. 
At Gießen U niversity Hospital research on the area of medical dala dictionary design 
has bccn in itiatcd d u ring the test implementation of the HELP system (PROKOSCH et al. , 
1991) and has led to the development of the Gießen Med ical Data Dictionary (GMDD) 
(MICHEL et al., 1989). Even though some of the restrictions detected within PTXT have 
been climinated with the GMDD development (e.g. polyhierarchical relatioaships, 
domain management features and the linkage between the medical data dictioaary aad 
the structural data dictioaary of the relational patieat database havc bcen supported 
within the GMDD), its capabilities to efficiently represent semantic relationships and 
mappings to external informatioa sources were still limited. Thus, a more nexible design 
(already roughly described by PROKOSCH et al. (1992)) has bccn investigaled. A first 
application area was the development of a rheumatology information system (AMIRJ, 
1993; KRAUSE, 1993 and PROKOSCH et al. 1995). In this new developmenl lhe semaatic 
network reprcseatation capability has been efficiently supported. 
MDD-GIPHARM is the MDD developed to serve as one core component of the 
MEDWfS projcct WAI N (a pharmacological knowledge base focuscd on the areas of 
intensive care and aephrology). Together with a second MDD-component (realized at 
the deparlment of informatics in psychotherapy of Ulm University), which serves as a 
glossary module to eslablish a consisteat glossary for thc WAIN project, it forms the 
medical da La dictionary of the W AIN project. In the following howevcr, wc only focus 
on describing thc conceptual design and realization of the mcdical data dictioaary 
componcnt rcalized at Gießen University Hospital. 
The MDD-GIPHARM design aad development is based o n the experiences of all the 
previous MDD research performed at the Department of Mcdical Infonnatics, Gießen 
Univcrsity Hospital. In addition to the features already supported in our carlier MDD 
developments, MDD-GIPHARM has been designed to act as a vcry ncxiblc tool, which 
allows to link various heterogeneous infonnation sources on drug/pharmaceutical 
substances and intcgrate them within one user-friendly application environmcnt. 
2. MDD-GIPHARM Database Design 
The core database of MDD-GIPHARM comprises Lhree files which are extensively 
referencing each other (ligure l). The OBJECT table is applied to establish a master 
index for the controlled vocabulary aad shall contain one record for cvery object which 
shall be applied within the WAlN environment. The RELATION table contains one 
entry for every type of relationship which may be delined between any two terms defined 
in the OBJECT table. Finally the RELATIONSHIP table is used to actually describe 
the scmantic relationships which may exist between two objects of MDD-GIPHARM. 
Semantic rclationships are described in terms of quadrupels, where thc first and the 
third item represeat the two objects between which a particular relationship exists. The 
second itcm represeats thc respective type of relalionship and the fourlh item is applied 
to restrict the validity ofthedescribed relationship to a particular context if necessary. 





























Figurc 1: Thc core Lables of MDD-GIPHARM and their linkages 
2.1. Object Definition 
One entry in the OBJECT table is uniquely identified by a numeric object identificatioo 
number (obj-nr) or by its unique alphanumeric objecl name (obj-name) . The lable 
elemenls obj-short, obj-long and obj-descr are applied to express Lhe mcaning ofan object 
wilh different lenglh of text, or to document the actual usage of an object within 
MDD-GIPHARM. The fields obj-date, obj-author, obj-status and obj-inv havc the purpose 
to kccp track of an objcct's history (when was it first asscrted, who asserted it, whal 
is ils status?) and to support the MDD maintenance. The currcntly dcfincd legal values 
for the object status comprise test, routine and invalid. Delcting an object from the 
MDD is explicitly not allowed, since old entries in a patient database or in MDD-
GIPHARM (see the section on self-reference and domain management) may have 
a lrcady used this code and would consequently loose their rcfcrcnce when the respective 
objcct would be deleted. lf usage of an object shall not be allowed any longer from a 
certain point of time, its status needs to be changed from routine to invalid and the 
ficld obj-i11v shall Lhen contain the date when the object became invalid. Should a more 
detailed need for history tracking arise in MDD-GIPHARM's future usage, this could 
be solved with an additional history table (compare for example Lhc VOSER Object 
history table (Rocha et al., 1994)). Finally the fields obj-type and obj-comext are applied 
to express some more semaotic information about the respective MDD-GIPHARM 
objcct. The domain of the field obj-type currently comprises attributes, attribute-entries, 
concepts and semaotic types, but may be dynarnically expanded when the need arises. 
The field obj-co11text documents tbe original context from which a particular object has 
becn extractcd in order to include it in MDD-GIPHARM. Drug names for example 
have either been imported from the german drug ioformation system "Rote Liste" or 
from our hospital's interoal formulary. Other more general objects, e.g. the global terms 
"drug substance" or "mdd-author" are associated with the context MDD-GIPHARM, 
in order to depict their general application within MDD-GIPHARM which is not linked 
with any external sourcc. 
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2.2. Relations and Relationships 
Types of relationships are represented analogue to objects in thc tablc RELATION. 
Thcy arc identified by either their unjque relation idcntification number ( rel-nr) or their 
unique name (rel-name). Rel-dare, rel-status, rel-author and rel-inv are again applied 
for maintcnancc purposes and history tracking. Rel-co111ex1 may evcntually document 
when a particular type of relationship has bcen extratcd from an extcrnal source. Until 
now howevcr, thc only contcxl applied is MDD-GlPHARM itsclf. Types of relationships 
which are currcntly included in MDD-GIPH ARM are is a, conrains, belongs 10 and has 
attribu1e-se1. Additional types of relationshi[PS (e.g. is indicated by, is contraindicated by, 
has adverse drug reaction) may be added in a later project phasc whenevcr the practical 
need arises. 
The actual semantic network of MDD-GIPHARM is represented by the first three 
elements of thc RELATIONSHIP table, which are obj-1, rel and obj-2. These are three 
numeric ficlds which link one entry in the RELATIONSHlP table with two entries in 
the OBJECT table (via the obj-nr) and one entry in the RELATION table (via the 
rel-11r). Here the field context describes the context in which thc respective relationship 
between two objects is valid (in contrary to tbe OBJ ECT and RELATION tables where 
it refers to the original source of an item). The fields rs-dare, rs-sta111s, rs-awhor and 
rs-inv again scrve maintenance purposes and history tracking. 
Thc fields obj-sratus, obj-a111hor, obj-type. obj-context, rel-srarus, rel-author, rel-context, 
rs-sratus, rs-aurhor and comext are numeric and may contain object idenlification 
numbers to rcfer to other objects defined within MDD-GIPHARM. Thus, MDD-
GIPHARM is completely self-referencing (in a similar manner as it is VOSER, compare 
ROO IA et al. (1994)). More details about this self-reference and the management of the 
particular field domains is presented in section 4. 
3. Describlng Medical Facts within MDD-GIPHARM 
Thc gcneral concept of the MDD-GIPHARM database structurc shal l bc illustrated by 
the rollowing example. Let us assume we need to represent thc fäcts that the drug 
"Lasix 500" contains the drug substance "Furosemid". that "Lasix 500" is a drug in the 
"Rote Liste" but also in the fonnulary of Gießen University Hospital (i n lhc following 
abbreviatcd with "Fonn-GUH"), where it however is named "Lasix Tabl. 500 mg" and 
that "Furosemid" bclongs to the group of drug substances, which in Form-GUH has 
bcen named "Saluretika". In order to include the above terms in the MDD-GJPHARM 
vocabulary the following entries are needed in the tablcs OBJECT and RELATION 
(the columns obj-short, obj-long, obj-desc, obj-inv and rel-inv arc omittcd because of the 
limitcd space availability; in the below examples however, Lhey would not provide any 
additional information). The entries in tbe columns obj-aurhor, obj-srarus, obj-type, 
obj-co11text, rel-author, rel-status and rel-contexr are coded. Decoding may be performed 
by refcring to the respective value in column obj-nr. The objects 1 - 11, 45 and 5400 are 
not directly associated with the above example, but were necessary to consistcntly define 
the objects relevant for the example, since object-codes in the columns obj-awhor, 
obj-srarus, obj-rype, obj-co111exr, rel-aurhor, rel-status and re/-co111ex1 require their 
existence. 
In ordcr to represent the above mentioned causal relationships the following record 
entries have been made in the RELATIONSHIP table. All entries in the original table 
are coded and refcr to the respective items in the OBJECT and R ELATION table. For 
easier reading however, the corresponding object-name and relation-namc have been 
used in the below illustration. The first l l relationships havc bccn entered to define 
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OBJECT (exemplarv displav of record entries) 
obj-nr obj-name obj- obj- obj- obj- obj-
date author status type context 
l Prokosch 1.7.94 1 2 3 4 
2 test 1.7.94 1 2 3 4 
3 attribute-cntrv 1.7.94 l 2 3 4 
4 MDD-GIPHARM 1.7.94 l 2 3 4 
5 attribute l.7.94 1 2 3 4 
6 mdd-author 1.7.94 l 2 5 4 
7 obicct-typc l.7.94 l 2 5 4 
8 context 1.7.94 l 2 5 4 
9 Status l.7.94 1 2 5 4 
10 concept 1.7.94 1 2 3 4 
II semantic tvoe 1.7.94 1 2 3 4 
45 imoort from RL 1.8.94 1 2 3 4 
131 Rote Liste ffiL) 1.8.94 1 2 10 4 
132 drug substance (RU 1.8.94 1 2 II 4 
133 drug <RU 1.8.94 1 2 II 4 
140 Lasix 500 1.8.94 45 2 3 131 
1120 Furosemid 1.8.94 45 2 3 131 
5400 1moon from fonn-l!Uh 1.9.94 1 2 3 4 
5444 Fonn-GUH 1.9.94 1 2 10 4 
5450 drug substance group (FGUH) l.9.94 1 2 11 4 
5451 drug substance (FGUH) 1.9.94 1 2 11 4 
5452 drug (FGUH) 1.9.94 1 2 11 4 
5460 Lasix Tabl. 500mg 1.9.94 5400 2 3 5444 
55 11 Salurelika 1.9.94 5400 2 3 5444 
RELATION (exemplary display ofrecord entries 
rel-nr rel-name rel- rel- rel- rel-
date author status context 
1 is a 1.7.94 1 2 4 
2 contains 1.7.94 1 2 4 
3 belongs to 1.7.94 1 2 4 
Figurc 2: Excmplary cnlrics in the OBJECT and R ELATION tables (thc columns obj-author, 
obj-swtus, obj-type, obj-co111ext, rel-author, rel-sta1us and rel-context arc codcd. Thcy can be decoded 
based on thc respectiveentries in theobj-nrcolumn. Columns and rows arc only partially displayed) 
legal values for some of the lields in tbe OBJECT and RELATION table (compare 
domain delinition in lhe next section). 
4. Self-Reference and Domain Management 
lt has already bcen mentioned in the above section and is illustrated in ligures l and 2 
that MDD-GIPHARM is highly self-referencing. This means that all coding information, 
not only for clinical applications supported by MDD-GIPHARM, but also for the 
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obi-1 rel ob.i-2 context 
Prokosch is a mdd-author MDD-GIPHARM 
imoort from RL is a mdd-author MDD-GIPHARM 
import from form-guh is a mdd-author MDD-GIPHARM 
lest is a status MDD-GIPHARM 
attribute-entry is a object-type MDD-GIPHARM 
attribute is a ob"iect-type MDD-GIPHARM 
concept is a obiect-type MDD-GIPHARM 
semantic tvne is a object-type MDD-GIPHARM 
MDD-GIPHARM isa context IvIDD-GIPHARM 
Rote Liste <RL) is a context IvIDD-GIPHARM 
Fonn-GUH is a context IvIDD-GIPHARM 
..... . .... ..... ..... 
Lasix 500 is a drug (RL) Rote Liste (RL) 
Furosemid is a drug substance (RL) Rote Liste (RL) 
Lasix 500 contains Furosemid Rote Liste (RL) 
Lasix Tab!. 500mg is a drug(FGUH) Fonn-GUH 
Furoscmid is a drugsubstance(FGUH) Fonn-GUH 
Saluretika is a drug substance group (FGUH) Fonn-GUH 
Lasix Tab!. 500mg contains Frnosemid Form-GUH 
Furosemid belongs to SaJuretika Form-GUH 
Figure 3: Exemplary entries in the RELATIONSHlP table (only partial display of columns and 
rows). All entries have been decoded (based on obj-nr and rel-nr) for heller readability 
coding of structured attribute-fie lds in MDD-GIPHARM itself, are defined within 
MDD-GIPHARM. The entries obj-1, ref and obj-2 in RELATIONSHIP are natural 
links to OBJECT and RELATION representing the semantic network structure. All 
additional links ilJustrated in figure 1 (from obj-author, obj-s tatus, obj-lype, obj-co111ext, 
rel-author, rel-status and rel-contex l to obj-nr in the OBJECT table) are self-referencing 
links where the respective entries have to be previously stored as objects in MDD-
GIPHARM. Since for these fields not all objects defined in OBJECT represent legal 
values, the respective field domaios have been defined using the RELATIONSHIP table. 
Legal values for the field obj-author for example may be derived from the OBJECT 
table by additionally applying the following selection criteria to the RELATIONSHIP 
table: 
SELECT o l.obj-name FROM rs relationship, o l object, o2 object, r relation 
WHERE ol.obj-nr = rs.obj-1 AND 
rs.rel=r.rel-nr AND 
r.rel-oame="is a" AND 
o2.obj-nr = rs.obj-2 AND 
o2.obj-oame = "mdd-author" ; 
Tlrns, refereotial iotegrity criteria, defining the domains of every such coded field in 
OBJECT, RELATION and RELATIONSHIP may also be described based on the entries 
defined in RELATIONSHIP. An exemplary pseudocode description for the domain of 
obj-author is the following: 
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Domain (OBJEKTE.obj-author) = all x from OBJEKTE.obj-nr 
for wbich an entry of the contents 
x, is a, mdd-author 
exists in RELATIONSHIP 
These domain definitions have beeo applied in the realization of thc management pro-
grams for MDD-GIPHARM. Selection-lists wbich pop up for the selection of the appro-
priate entry in the structured data entry fields are based on queries using the above logic. 
The advantage of this kind o f self-reference and domain definition is that exlensions in 
lhc scopc of MDD-GIPHARM (for example adding new a uthors or ncw object-types) 
can bc casily obtaincd by only enteriog the respective items in the OBJECT table and 
adding thcm to the relevant domaios by adding new relationships. Thus, MDD-
G J PHARM is highly ncxible and can be dynamically adopted to new requircmcnts. 
lt is howcver intuitiv (and obvious when lookiog at figure 2) that not all of the 
MDD-G IPHARM entries could have been stored based oo this restrictivc uscr-intcrface. 
An initial set of objects, relatioos aod relationsbips (among others objects 1 - 11 from 
figure 2. the relation is a and some of the first 11 relationships in figure 3) needed to 
be instantiated manually. 
5. Linking Heterogeneous Drug Information Sources 
For the nexible integration of any drug information source the following assumptions 
have been madc: 
the respective information source is either available in any relational database 
maoagement sys1em environmentorat least in the form ofunformatted ascii text files, 
the relevant drug informatioo is associated with any of the major semantic lypes 
defioed within MDD-GIPHARM (currently these are drugs, drug substances and 
drug substancc groups), 
the relevant drug information can be uniquely ideotified within its original source 
a mappings (either automatically or manually) between the unique information 
idcntificrs in the origi nal source and the respective objccts of this scman tic type in 
MOD-G lPHARM can be established. 
H was fu rther considered, if information from external sou rces should be directly 
integrated within the core tables of MDD-GIPHA RM or if a loose coupling should be 
applicd. lt was dccidcd to only establish loose coupling between MDD-GIPHARM 
(which is howcvcr absolutely transparent to the clinical end-user) and the contents of 
external sources in the current project status. Only if an extcrnal source does explicitly 
comprise a semantic network structure it will be investigated, if the information 
representcd in the network cao be integrated into the MDD-GlPHARM core tables 
without resulting into too much of redundancy or even inconsistency. 
Loose coupling can be established by applying the relation "has attribute-set" in order 
to define relationships of the form (semantic-type) has attribute-set ( name of the 
external source). wherc (semantic type)'s are objects witbin MDD-G IPHARM with 
the object-type "semantic type" (e.g. the objects 132, 133. 5450, 5451 and 5452 in 
figure 2) and ( name of the external source) is t he filename of the respective datafile 
containing thc external information which shall be lioked with MDD-G IPHARM. 
Curreotly two scts of drug informatioo sources, pharmacokineticdata and monographies, 
both linked with "drug substance (RL)" (object 132) as tbe respective scmantic type 
have been intcgrated within MDD-GIPHARM. Due to space limitations thc detailed 
dcsign considerations which have been investigated and the final structures implemented 
for thc integration of external sources can not be comprehensively covercd in this paper. 
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6. Current Contents 
The contents of MDD-GIPHARM may grow depending on the needs of the clinical 
applications within W AIN which MDD-GIPHARM is supposed to support. In the 
current preliminary version we have focused on representing the major pharmacological 
semantic types, such as drugs, drug substances and drug substance groups (the inclusion 
of new relationships to represent indications, contraindications and adverse drug 
reactions is akeady foreseen as a next step). From the original view at Gießen University 
Hospital il was important to incorporate the drug formulary of our hospital into 
MDD-GIPHARM. As a general reference for tbe integration of externally available 
pharmacological information it has been currently decided to include the drug, and 
drug substance items from the german drng information base „Rote Liste" (provided 
by the German Association of Pharmaceutical Companies). lt is obvious however, that 
more scientifically approved drug information sources need to be additionally linked 
with the current MDD-GIPHARM objects. The american drug information system 
DRUGINDEXTM from Micromedix Inc. (as it is available as a stand-alone drug 
information system at every clinical workstation connected to the Gießen University 
Hospital network (compaJe PROKOSCH et al. 1994)) may serve as an excellent example 
for a much richer contents on actual drug information data and Literature references. 
Nevertheless, integrating this information sow·ce inlo MDD-GIPHARM is currently 
not possible, since DRUGINDEXTM is ouly provided as a full infonnation retrieval 
system and its database structure is not directly accessible from any other application. 
Other German drug information systems (e.g. the ABDA database or the SCHOLZ 
drug information system) may be easier to integrate, but are not freely available, so 
that integration efforts could not be started yet according to financial reasons. 
Thus, in the cmrent preliminary status, tbe only causal relationships represented witbin 
MDD-GIPHARM are the composition of drugs and drug substances, the grouping of 
drug substances into drug substance groups within the formulary of Gießen University 
Hospital and the associations between drugs/drug substances within our drug formulary 
and the Rote Liste contents. MDD-GIPHARM today comprise about 18000 objects, 
4 relations and more than 50000 actual relationships. Among the 18000 objects there 
are currently 13423 drug names, 1134 drug substance names and 338 drug substance 
groups. 
In order to illustrate MDD-GIPHARM's capabilities to act as an integrator between 
locally applied terminologies (e.g. brand names and drug substance names used within 
our hospital formulary) and drug information sources which are extemally provided, 
either by other research institutions or by industrial companies, exemplary links have 
been established to two non-commercial drug information sources. These are füstly, a 
comprehensive set of drug monographies (restricted to a subset of drugs with particular 
relevance in the intensive care environment, established by one of the authors (B.D.)) 
and secondly, a pharmacokinetic drug information base, which is under development 
in the nephrology department of Ulm University (head F.K.). Since bolh sources are 
currently still under development and need final pharmacological validation (the final 
establishment and clinical validation of these drug information sources is one of the 
goals of the WAIN project), our current integration steps have not focused on really 
integrating the full contents of these sources, but rather on their exemplary integration 
based on some example drugs. 
7. Results 
MDD-GIPHARM is designed to serve as a distributed client/server-based medical data 
dictionary which may be applied in a cooperative project environment even over the 
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internet. The initial prototype version has been completely realized with MS-ACCESS 
on a DOS-PC. After having cstablished this prototype version, the database has been 
exportcd to different Unix-based RDBMS (Sybase and lngres). Typical information 
retrieval qucries havc been delined and used in a bcnchmark, to compare the pcrformance 
of the ACCESS database server, Sybase and lngres. When lhe DOS-PC is equipped 
with a 486 DX66 CPU and a minimum of 16 MB memory, navigation performance to 
pcrform thc delincd benchmark queries is satisfactory. Since on a DOS-PC MDD-
G JPHARM can on ly bc uscd in a single-userversion it wasdecided to kccp MS-ACCESS 
(and thc DOS-PC) as a development platform, but to a lso rcalize a client/scrvcr version, 
in which a Unix-workstalion with Sybase as RDBMS is applicd as the dalabasc server 
and multiple ACCESS-clients can access this server using ODBC. 
Finally thc idenlical database structure (as illustrated in ligurc 1) has bccn cstablished 
on lhc Tandem mainframe using the RDBMS Nonstop SQL. In this cnvironment 
MDD-GIPHARM is actively applied to support the development of a slructured drug 
therapy documentation module of tbe WING {PROKOSCH et al., 1991) hospital informa-
tion systcm at Gießen University Hospital. FUJthermore, this drug lherapy documenta-
tion module will be enhanced with decision support capabililies in the upcoming months 
and MDD-GIPHARM will then play a major role in linking the knowledge base with 
the actual patient database and the appljed medical terminology. In this context the 
PC-based version or the client-server version is applied for the MDD-GIPHARM 
management (and thc cooperation betweeen tbe three WAIN partners) and database 
uploads to the Tandem MDD-G IPHARM version will be regularly performed. 
8. Discussion 
MDD-G IPHARM is a medical data dictionary, realized in order to suppon the 
computer-based drug therapy documentation wi thin a university hospital and the various 
medical dccision support functions which shall be established during thc MEDWIS 
project WAIN. lls design is based on the long experience with medical data dictionaries 
at Gießen Univcrsity Hospital (MICHEL et al., 1989; PROKOSCH el a l. , 1992; PROKOSCH 
et al., 1995), but also on thc experiences and concepts which havc becn dcscribcd by 
other groups who extcnsively work on developing medical data dictionaries (e.g. 
LlNNA RSSON and W1GERTZ, 1989; HUFF et a l. , 1987; CIMINO et al., 1989; L1NDßERG et al., 
1993; ROCHA et al., 1994). As mentioned by HUFF and CIMINO (1995) the scope of 
an MDD and the features it provides depend on tbe clinical application which shall 
be supportcd by it. Thus, the different characteristics of MDD-GlPHARM have lo 
be comparcd with thc objectives defined within the WAIN project. These were the 
following: 
(1) to ensure a common understanding of the medical/medical informatics vocabulary 
used by thc different WAIN partners, coming from different specialties, a glossary 
should be established were tbe major terms used within the project should be 
consistently dclined and referenced with synonyms, associations, sub- and super-
classes, 
(2) to support the delinition of a controlled vocabulary of all terms (c.g. brand names, 
substance names, drug substance groups and symptoms) which shall be applied in 
any form within a WAIN application, 
(3) to allow the delinition of basic factual k.nowledge on drugs and drug-related objects 
in order to provide an efficient basis for the implementation of medical decision 
support capabilities, 
lnfonnalik, Biometrie und Epidcm1ologic in Medizin und Biologie 3/ 1995 
260 PROKOSCll et al., MDD-GlPHARM : Design and Realization 
(4) to implement a medium which allows to link the pharmacological information 
sources established by the different project partners, but also drug information 
sources provided by industrial vendors to locally applied drug formularies in order 
to support a common presentation of such infonnation within one clinical 
application, 
(5) to provide a user-friendly interface for maintaining the MDD and for navigating 
through its conlents, 
(6) to bc transferable to the Tandem mainframe environment, on which the WlNG 
hospital information system is implemented, 
(7) to bc capable of su pporting a distributed coopcrativc MDD maintenance environ-
mcnl whcre partners located in different inslitutions may acccss the same MDD 
ovcr thc internct, 
(8) to support lhe development of "intelligent" drug order entry programs (PROKOSCH 
et al., 1989; PROKOSCH and PRYOR, 1988) which shall be easy and fast to use by 
busy physicians, 
(9) to be capable of linking the Arden-Syntax Editor (which shall be developed for the 
WAIN knowledge base management at Gießen University) wilh the locally used 
terminology and database structure. 
The first objective, establishing a glossary of terms, is fulfilled by a glossary subcom-
ponent developed at Ulm University (but not described in detail within this paper). The 
contents of the glossary was stepwise filled by the project partners a nd has also been 
providcd as a W AlN contribution to the MED WIS Working Group Termino/ogy. 
As described above, objectives two, Lhree and four have been efficienlly met by the 
MDD-GIPHARM realization. A controlled vocabulary for drug brand names, drug 
substance names and drug substance groups has been established and basic causal 
relationships between these objects are described within the RELATIONSHIP table. 
Furlhermorc, as illustrated in section 5, mechanisms have bcen defincd which support 
the integration of different heterogeneous drug information sourccs and their linkage 
with a locally defined terminology. 
By selccting Windows-PCs (and MS-ACCESS) as the MDD-GlPHARM dcvclopment 
environment a user-friendly maintenance and navigation screen layout could be designed. 
Sincc a standard RDBMS was applied using SQL as qucry languagc, lhe database 
structurc is easily transferable to any other RDBMS indcpendent of its hardware 
platform. In order to support objectives six and seven, the MDD-G lPHARM database 
has alrcady been transfered to the Tandem mainframe (within NonStop SQL) and to 
a UNIX platform (with SYBASE and ING RES as RDBMS). The NonStop-SQL version 
(on Tandem) currently supports Lhe development of a struclured drug cntry program 
(within WING), which shall later be enbanced with decision support capabilities. Since 
MS-ACCESS provides an ODBC-interface to SYBASE, distributing MDD-GIPHARM 
in a client/server version \vith Windowsclients and a UNIX (SYBASE) database server 
could be accomplished. Thus, distributed cooperative MDD maintenance can also be 
supported. 
The MDD-GIPHARM feature to support the developmenl of "intelligent" drug order 
entry programs has not been described in this paper, but was already efficiently applied 
to quickly realizc a prototype version of the WING drug order entry component for 
dcmonstration purposes in order to illustrate the planned program functionality to future 
clinical users. 
The last objective (concerning the integration of the Arden Syntax knowlcdge base 
editor) has not been tackled yet, but will be approached in a later project phase. The 
currenl database design however is flexible enough to supporl such a feature with only 
minor extensions. 
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Expertensystem zur Unterstützung von 
Diagnosestellung und Therapiewahl 
bei akuten Bauchschmerzen 
C. Ohmann 1), C. Platen 1 ), G. Belenky 1 ) , C. Franke 2 ), R. Otterbeck 1), K. Lang 1), 
H.-0. Röher 2 
Zusammenfassung 
Trot:: einiger E1folge hat sich die computerunterstiitze Diagnose bei akuten Bauchsc/11ner::en 
nur in wenigen Kliniken durchsetzen kön11en. Die vorhandenen Programme sind wenig 
benut::e1fre11ndlich, die methodischen Ansätze zu einfach und die Datenbanken nicht mehr 
aktuell. Ziel des M ED WIS-Projektes ist es die Schwächen vorhandener Programme zu 
iiber11•inden und ein verbessertes System zur Unterstützung von Diagnosestellung und 
Therapiewahl zu e111wickel11, umfassend zu evaluieren und in die klinische Routine 
einzufiihren. Die informarische Gesamtkonzeption un!faßr drei Komponenten: Data diction-
ary, klinische Datenbank mi1 Dokumenta1ionsprogra111111 1111d Wissensbasis. Alle Kom-
ponenten werden auf der Basis der objektorientierten A11alyse und des Designs entwickelt 
und als Schale in c+ + unter WINDOWS realisiert. Das Data dicrionary enthält 
Terminologieobjekte verbunden mit in1emen und externen Relationen und Dokument-
objekte. Es kontrolliert sowohl das Dokumentationsprogramm als auch die Wissensbasis. 
Das Dok11111e11tationsprogramm umfaß1 die klinischen Daten, wie z. B. Anamnese, klinische 
U111ersuchung 1111d Verlauf. Mehrere Eingabemodi wurden getestet, als Standardform wurde 
die formularbasierte Eingabe mit der Maus gewählt. Mit dem Programm wird zur Zeit 
an 14 de111schen Kliniken eine prospektive Datenbank aufgebaut. Die Wissensbasis befindet 
sich noch im Aufbau und soll Regeln. automatisch er::eugt aus prospektiven Datenbanken, 
Diagnosescores und probabilisistische Netzll'erke umfassen. Mehrere Scores und ver-
schiedene Algori1hmen zur automatischen Regeler::eugung ll'urden berei1s auf einer 
prospek1iven Datenbank evaluiert, ein eigener dewscher Score ::ur Diagnose der Appen-
dicilis e11t11·ickelr. Das Schwergell'ichr der laufenden Arbeiren liegr in der lmegration der 
bisher t?l1fll'ickelten Komponenten und in der erweiterten Teswng von A lgorirhmen :ur 
automar ischen Regeler::eugung. 
1) l·unk11onsbcrc1ch 1 hcore1ischc Ch1rugic 
2) Klinik rur Allgemein· und Unfallchirurgie, Heinrich-Heine-Universllül. Ousseldorr 
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Schlüsselwörter: 
akl//e Bauchschmerzen, Diagnose, Wissensbasis, Score, au1oma1ische Regeler::eugung, 
Evaluierung, Data dictionary 
Summary 
Despi1e suces.1jitl studies, compuler-aided diagnosis in acL//e abdominal pain has not been 
established in clinical routine. Tlze existing programs are not user-friendly, rhe 111e1hodologica/ 
approaches 100 simple c111d tlze clinical databases not up-to-date. l t is the c1im of 1he 
M ED W !S-project to overcome the weaknesses of these systems and to develop an improved 
system and 10 eva/uate and introduce it into clinica/ routine. The informatical conception 
covers rhe components: Data dictionary, clinicia/ database with a documentation program 
and a knowledge base. All compone111s will be deve/oped by object-oriented analysis and 
design as a shell in c+ + under W!NDO WS. The dara dic1io11ary contains rerminology 
objects with intemal and extemal re/ations and document objects. lt controls both the 
docume11ta1ion program and the knowledge base. The docume111a1io11 progam covers 1he 
clinica/ da1a, such as history, clinical examina1ion and course of 1he disease. Severa/ da1a 
entry modes were tested, the form-based dara entry by mouse has been selecred. Currently 
the program is used 10 build up a prospective darabase in 14 german hospi1als. The 
knowledge base is under development and will consist of rules, automatical/y generated 
from prospec1ive da1abases, diagnostic scores and probabilislic networks. Several scores 
and au1omatic rufe i11ductio11 leclmiques have been evaluated on a prospective da1abase, a 
new german score for acute appendicilis has been developed. Work is focussing now on 
the integration of the developed components and increased resting of au1oma1ic rule induction 
teclmiques. 
Key words: 
acute abdominal pain, diagnosis, knowledge base, score, automa1ic rufe induction, evaluation, 
data dic1io11ary 
Trotz moderner Technologie stellt die Diagnose bei akuten Bauchschmerzen auch heute 
noch ein erhebliches Problem dar (13). ln einer aktuellen prospektiven Studie wurden 
Fehlerraten bei der Diagnosestellung von ca. 40% beim jungen unerfahrenen Arzt und 
ca. 20% beim erfahrenen Chirurgen beobachtet (20): Die Folge sind zum Teil gravierende 
Behandlungsfehler mit unnötig oder zu spät durchgeführten Operationen. Mehrere 
Studien haben gezeigt, daß durch Einführung der computerunterstützen Diagnose die 
Ergebnise signifikant verbessert werden können (l, 19). Trotz der Erfolge hat sich diese 
Methode nur in wenigen Kliniken durchsetzen können (6, 11, 16). Die Gründe hierfür 
sind vielfältig. Die angebotenen Programme sind wenig benutzerfreundlich, die methodi-
schen Ansätze zu einfach (vorwiegend Bayes Theorem mitUnabhängigkeitsbedingung) 
und die zugrunde liegenden Datenbanken nicht mehr aktuell. Eine Testung des 
Programmes der Weltgesellschaft für Gastroenterologie auf einer deutschen Datenbank 
ergab enttäuschende Ergebnisse (Richtigkeit 50%; (20)). Da es sich bei der com-
puterunterstützten Diagnose jedoch um einen hoffnungsvollen Ansatz handelt, wurde 
im Rahmen eines MEDWIS-Projektes ein Antrag formuliert, der die Entwicklung eines 
Expertensystems zur Diagnosestellung und Therapiewahl bei akuten Bausehschmerzen 
zum Ziel hat (22). Durch eine umfassende klinische Standardisierung, die Erstellung 
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qualitätskontrollierter prospektiver Datenbanken mit großer Fallzahl, die Anwendung 
vielversprechender Methoden der automatischen Regelerzeugung und durch die Erstel-
lung eines benutzerfreundlichen Programms sollten die Schwächen vorhandener Systeme 
überwunden werden. 
Methoden 
Ziel des M EDWIS-Projektes ist es, ein Expertensystem zur Unterstützung von Diagnose-
stellung und Therapiewahl bei akuten Bauchschmerzen zu entwickeln, d ieses umfassend 
in mehreren Studien zu evaluieren und letztendlich durch den Einsatz dieses Systems 
eine Verbesserung der Krankenversorgung in der Routine zu erreichen. Das methodische 
Vorgehen sieht zunächst in einer parallelen Entwicklung die Erarbeitung einer informa-
tischen Gesamtkonzeption sowie die Erstellung einer klinischen Standardisierung vor. 
Die informatische Gesamtkonzeption umfaßt drei wesentliche Komponenten. 
a) Data dictionary 
An übergeordneter Stelle steht ein kontrolliertes Vokabular (Data dictionary, ( 15)). Das 
Data dictionary enthält alle medizinischen Terme mit ihren Eigenschaften, ihren 
Relationen untereinander und Abbildungen in externe Klassifikationen (z. B. SNO-
M ED; 2). Durch das Data dictionary sollen die klinische Datenbank und die Wissensbasis 
integriert werden. Für die Konzeption des Data dictionaries wurden die Methoden der 
objektorientierten Analyse und des objektorientierten Designs eingesetzt (7). In Weiter-
entwicklung zur Literatur enthält unser Data dictionary zwei Komponenten: Ter-
minologieobjekte und Dokumentobjekte. Terminologieobjekte sind die medizinischen 
Terme, die mit Hilfe eines semantischen Netzes intern mit anderen Terminogieobjekten 
und extern mit Standardklassifikationen verbunden sind. Ein Terminologieobjekt wird 
u. a. durch eine Nummer, Name, Kurzname, Definition, charakterisiert. Bei den 
semantischen Relationen werden, „ist ein", „ist Teil von", „ist äquivalent", „ist assoziiert 
mit", „ist lokalisiert" verwendet. Dokumentobjekte umfassen die üblichen bei der 
kli nischen Dokumentation benötigten Daten. Hierzu zählen kl inische Parameter, Ant-
wortmögl ichkeiten und ihre Zusammenfassung in medizinischen Teildokumenten und 
Dokumenten. Als Beispiel kann das Dokument Anamnese d ienen, welches als Parameter 
„Schmerzort" und a ls Antwortmöglichkeit „rechter unterer Quadrant" enthält. Doku-
mentobjekte verfügen wiederum über eine Nummer, Name, Kurzname, Definition, ein 
Parameter enthält darüber hinaus den Datentyp, Wertebereich, Maßeinheit, Ein- und 
Ausgabeprozeduren, etc. Jedes Dokumentobjekt läßt sich eindeutig mit einem Termino-
logieobjekt verknüpfen. 
b) Klinische Datenbank und Dokumentationsprogramm 
Die klinische Datenbank, die zweite Komponente des Systems, umfaßt die klinischen 
Daten, wie z. B. Anamnese und klinische Untersuchung. Die klinische Datenbank ist 
gekoppelt an ein Dokumentationsprogramm für die direkte Benutzung durch Ärzte in 
der klinischen Routine. Urn eine möglichst große Akzeptanz zu erreichen, wurde ein 
solches Dokumentationsprogramm in Zusammenarbeit mit klinisch tätigen Chirurgen 
entwickelt. Bei der Konzeption wurden wiederum die Methoden der objektorientierten 
Analyse und des Designs verwendet (7). Um eine möglichst große Akzeptanz zu erreichen, 
wurden verschiedene Eingabemodalitäten entwickelt und in einer Laborstudie durch 10 
Chirurgen umfassend evaluiert (24). Dabei wurden die formularbasierte Eingabe mit 
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der Maus. die formularbasierte Eingabe mit dem Digitalisierungstablett und die 
menügesteuerte Eingabe mit der Tastatur untersucht. Von den beteiligten Ärzten wurden 
die Daten von insgesamt 54 schriftlichen Befunden in zufallsmäßiger Reihenfolge mit 
den verschiedenen Eingabemodi Ue 18mal) in den Computer eingegeben. Zielgrößen 
stellten der Zeitaufwand für die Dateneingabe und die Qualität der Dokumentation 
(Vollständigkeit, Fehler) dar. Aufgrund der Laborstudie sollte sich dann für eine 
Eingabemodalität entschieden werden. Das in dieser Form aufgebaute Dokumentations-
programm soll in die klinische Routine von 14 Kliniken eingeführt und in einer 
prospektiven Studie angewendet werden. Ziel ist der Aufbau einer qualitätskootrollierten, 
prospektiven Datenbank mit großer Fallzahl, die als Grundlage fü r die Anwendung 
wissensbasierter Methoden dienen soll. 
c) Wissensbasis 
Den dritten Bestandteil des Expertensystems stellt die sogenannte Wissensbasis zur 
Diagnoseunterstützung dar. Die Wissensbasis soll regelbasierte Systeme mit automatisch 
aus prospektiven Datenbanken erzeugten Regeln, Diagnosescores und evtl. probabilisti-
sche Netzwerke umfassen. Um eine geeignete Vorauswahl treffen zu können, werden 
vielversprechende Algorithmen der automatischen Regelerzeugung auf einer vorhande-
nen prospektiven Datenbank mit 1254 Patienten getestet (21). Die Ergebnisse sollen 
mit dem Standardmodell, dem Bayes Theorem mit bedingter Unabhängigkeit, verglichen 
werden. Bei den in der Untersuchung stehenden Algorithmen handelt es sich unter 
anderem um ID3, New!D, PRlSM. C4.5, CN2 und ITRULE (21). Bei 103 handelt es 
sich um den klassischen Ansatz, bei dem Parameter und Werte anhand eines informa-
tionstheoretischen Ansatzes (Entropie) selektiert werden (28). C4.5 und NewID stellen 
Weiterentwicklungen von ID3 dar (29, 33). PRISM maximiert die A-posteriori Wahr-
scheinlichkeiten für eine Diagnose (4). ITRULE benutzt das informationstheoretische 
J-Maß, um die informativsten Regeln aus einer Datenbank zu finden (31). CN2 verbindet 
einen informationstheoretischen Ansatz (Entropie) mit einer Signifikanzmetrik um die 
Regelqualität zu verbessern (5). Für die Evaluierung wird die Datenbasis zufallsmäßig 
in ein Trainingsset (n = 839) und in ein separates Testset (n = 4 15) a ufgeteilt. Als 
Leistungsmaße dienen die Gesamtrichtigkeit, die krankheitsspczifischc Richtigkeit und 
der prädiktive Wert für jede Diagnose. 
Besonders gut geeignet für eine Diagnoseunterstützung sind die Diagnosescores. Diese 
Instrumente sind für den Kliniker leicht verständlich und ohne Mühe anwendbar. Für 
das zu entwickelnde Expertensystem sollen zunächst existierende Scores auf der 
vorhandenen deutschen Datenbank (n = 1254) getestet werden. Sollte sich herausstellen, 
daß diese Scores nicht die notwendige Leistungsfähigkeit haben, so sollen neue Scores 
entwickelt werden (18, 23). Um die für das Diagnosestellung signifikanten Faktoren zu 
ermitteln, wird eine schrittweise, logistische Regression durchgeführt. Dieses Verfahren 
wird zuerst für die akute Appendizitis angewendet. Sollte sich das Vorgehen bewähren, 
so werden Scores auch für andere Problemste!Jungen entwickelt, z. B. Ileus. Die Testung 
vorhandener und eigener Scores erfolgt mit Hilfe von Operator-Annahme-Kennlinien 
(ROC-Kurven). Damit die Analyse nicht zu überoptimistischen Ergebnissen führt, sollen 
weitere prospektive Datenbanken zur unabhängigen Evaluierung herangezogen werden. 
Zur Verfügung steht dabei eine niederländische Datenbank mit 1346 Fällen (18). Die 
Methode der probabilistischen Netzwerke soll zu einem späteren Zeitpunkt evaluiert 
werden und ist nicht Gegenstand der vorliegenden Arbeit. 
Die vielversprechendsten Ansätze regelbasierter Systeme und von Diagnosescores sollen 
in die Wissensbasis eingebaut und über das Data dictionary mit dem Dokumentations-
programm verbunden werden. Da vorhandene Expertensystemshells nicht über ausrei-
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chende benutzerfreundliche Schnittstellen für die Anwendung in der klinischen Routine 
verfügen, ist die Entwicklung einer eigenen Schale und Benutzeroberfläche notwendig. 
Beispielhaft wurde diese Konzeption für Diagnosescores mit Hilfe objektorientierter 
Analyse und Design entwickelt (7). Um eine möglichst große Akzeptanz bei Klinikern 
zu erreichen, soll die volle Kontrolle der Wissensbasis in den Händen des Arztes liegen. 
Zu diesem Zweck wird ein sogenannter Wissensmanager entwickelt, der nach Bedarf 
durch den Arzt konsultiert wird. Bei der Konzeption des Wissensmanagers wurde auf 
ein Standardmodell der Wissensinferenz zurückgegriffen (32). 
Ergebnisse 
a) Data dictionary 
Das objektorientierte Design eines Data dictionaries wurde mit Hilfe der c + +-Sprache 
gemäß der standardisierten Kriterien der objektorientierten Progammicrung umgesetzt 
(7). Grundlage bildet eine Schale (,,Shell"), die mit Hilfe eines Data dictionary-Editors 
mit Daten gefüllt werden kann. Der Data dictionary-Editor erlaubt die Eingabe, das 
Editieren und das Löschen von Terminologieobjekten. Zur Orientierung und Navigie-
rung innerhalb der Terminologieobjekte können graphische Darstellungen von Ter-
minologieobjekten mit Nachbarrelationen verwendet werden. In Abbildung 1 sind 
beispielhaft verschiedene Terminologieobjekte und interne Relationen dargestellt. Der 
Editor für die Dokumentobjekte besitzt ein ähnliches Funktionsspektrum, d. b. die 
Eingabeeditierung und Löschung von Dokumentobjekten ist möglich. Für jedes Doku-
mentobjekt können Relalionen zu Terminolgieobjekten definiert und editiert werden. 
ln Abbildung 2 ist ein Bildschirmausdruck für das Dokumentobjekt „Schmerzort, jetzt", 
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Zur Ermittlung des Schmerzortes wird der Patient 
aufgefordert mit einem Finger (nicht mit der ganzen Hand) 
auf den Ort zu zeigen. wo der Schmerz zum Zeitpunkt der 
Anamnese am heftigsten empfunden wird. Wenn der 
Schmerz diffus isl so wird der Patient seine Hand öffnen 
und über die betroffene Region streichen. Es sollte darauf 
geachtet werden. daß das Abdomen entblößt und nicht von 
Terminologieobjekt 
1 Schmerzort 
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Abbildung 2: Dokumentobjekt: Parameter „Schmerzort, jetzt" 
Parametertyp J Liste ___ [!] 
0 Mehrfachauswehl @ Einfachau-ahl 
Vorhnndene Antwortmöglichkeiten 1 Voreingestelh 1 
unbekannt i..!. kein(e) 
re. ob. Ouadr. -
li. ob. Oundr. 
re. uni. Ouadr. 
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auf einer Standardisierung klinischer Experten ein Data dictionary für die Diagnoseunter-
stützung bei akuten Bauchschmerzen aufgebaut. 
b) Klinische Datenbank und Dokumentationsprogramm 
Die Evaluierung der verschiedenen Eingabemodalitäten in der Laborstudie ergab er-
hebliche Unterschiede speziell für die Eingabe der Anamnese und der klinischen 
Untersuchung. Eine komplette schriftliche Anamnese und kl inische Untersuchung 
konnte mit der formularbasierten Eingabe durch das Digital isicrungstablell in ca. 21/ 2 
Minuten, mit der formularbasierten Eingabe durch d ie Maus in 31/ 2 Minuten und durch 
die menügesteuerte Eingabe mit der Tastatur in 5 Minuten eingegeben werden (Tabelle 1 
(24)). ln Abhängigkeit von ED V-Kenntnissen und -fcrtigkciten wurden zum Teil 
beträchtliche Unterschiede zwischen den Ärzten beobachtet. Gehäuft wurden fehlende 
Eingaben bei der formuJarbasierten Eingabe mit der Maus (50% der Befunde) und bei 
dem Digitalisierungstablett (72% der Befunde) festgestellt. Wesentliche Probleme ergaben 
sich bei der menügesteuerten Eingabe mit der Tastatur aus der sequentiellen Eingabe 
der Parameter, wodurch der Überblick über den Gesamtbefund verlorengeht. Schwierig-
keiten bei der formularbasierten Eingabe mit der Maus waren die Orientierung im 
Bildschirmformular, der Wechsel des Eingabemediums bei Eingabe von Zahlen und 
Probleme mit der WindowsoberOäche. Bei der formularbasierten Eingabe mit dem 
Digitalisierungstablett ergaben sich zusätzliche Schwierigkeiten beim Einlegen des 
Dokumentationsbogens und der Kontrolle der Dateneingabe durch den Arzt auf dem 
Bildschirm. Keines der Verfahren war in allen Aspekten überlegen. Von den Ärzten 
selber wurde die formularbasierte Eingabe mit dem Digitalisierungstablett (6 Ärzte) und 
die formularbasierte Eingabe mit der Maus (4 Ärzte) bevorzugt. Für die Entwicklung 
des endgültigen Dokumentationsprogramm wurde in Absprache mit den klinischen 
Partnern die formuJarbasierte Eingabe mit der Maus gewählt (Abb. 3). 
c) Wissensbasis 
Die Testung der verschiedenen Algorithmen zur automatischen Regelerzeugung ergab 
keine Unterschiede bei der Gesamtrichtigkeit, ausgenommen für NewID mit einer 
Richtigkeit von nur 40% (Tabelle 2, (21)). Dieseresulticrtjedoch aus der Überspezialisie-
rung mit 413 Regeln bei einer Richtigkei t von 92% in dem Trainingsset. Zwischen den 
verschiedenen Algorithmen wurden zum Teil erhebliche Unterschiede in Bezug auf 
bestimmte Diagnosen beobachtet. Keiner der Algorithmen erzielte eine Richtigkeit, die 
wesentlich über der des Standardmodells lag. 103, PRISM und CN2 erzielten ähnliche 
Tabelle 1: Zeitaufwand für die Dokumentation (Median (Bereich)) (24) 
Zeitaufwand (Sek.) Eingabemodus 
formularbasiert mit fonnularbasiert mit menügesteuert mit 
Maus Digitalisicrungstablett Tastatur 
(n = 18) (n = 18) (n = 18) 
Programmaufruf 32 (20-100) 24 (16 - 81) 19 (14-37) 
Eingabe Stammdaten 89 (43-160) 104 (35 - 179) 74 (42- 152) 
Eingabe Anamnese 108 (75-200) 69 (36 - 126) 155 (98-282) 
Eingabe Untersuchung 99 (57-148) 77 (40-140) 139 (50-255) 
Programmabschluß 7 (4-10) 7 (4-15) 11 (5-45) 
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-- Scltmerzsvmotomatik - Gastro. »'mpt - Gynat Sympt - t1.r<1.{QD.. .&m/l.t. 
- Schmerzort jetzt --ort zu Beginn - ---verbesserung - -schmerzdauer- - Übelkeit - Menstruation- -Miktion 
0 nichts 0<12h Onein 0 prämenarche Onormel - - - - 0 ruhiges liegen 0 12·24 h Oia 0 postmenop. 0 Pollakisurie 
0 Beinanziehen 0 24·48 h Ounbekannt 0 regelme.t3ig 0Dysurie 
0Erbrechen Ü2·7Tage 0 unregelmößig 0Polyurie 
0 Medikamente Ounbekannt - Erbrechen - Ounbekannt 0Hamverhalt 
'- ...... ...... ...... 
Oend. k 1 Onem Ounbekannt 
0 unbe~annt -Schmerzverlauf- Oia - Letzte Periode -
Okein Okem -=schmerztyp 0 besser Ounbekannt 0 normal - urinfarbe-
0 generalisiert 0 generalisiert 0 gleichbleibend 0 unverandert - Appetitlosigkeit -
Overspätet Onormel 
0 unbekannt 0 unbekannt 0 kolikartig 0 schlechter 0 ausgeblieben 0 dunkler Unn 
--ausstrahlung ---verschl1mmerung 
0 intermittierend 0 variabel Onein f'-l unbekannt ÜHi:imaturie 
Onein 0keine 0 unbekannt 0 unbekannt Oia - s chwanger- 0 trüber Urin 
0 rechte Schulter 0 Bewegung 0 unbekannt Ounbekannl 
0 linke Schulter 0Husten - Schmerzbeginn - - Schmerzschwere Onein 
0Rüd<en 0 Atmen 0 plötzlich 0 gering/mäßig 
-stuhliinderung - Oia 
0 genital/leiste Oand k J 0 ellmi:ihlich Oschwer Ükeine Ounbekannt - Betm. !iympt. 0 Verstopfung 0 unbekannt Ounbe~l'ii'il Ounbekannt Ounbekannt 
0 Stuhlverhalt - vaginalausfluB- - obere Atemwege 
:: .Aletlizinisclte Anamnese Oourchfall Üne1n One1n 
- FWh. gyn. E<k<. - r <Üh.OB·Bmhw. ~ Fn;h.ähol.B"'hw - GolbMM- Üwechselnd Oia Oia 
0 kemo 0 "" J 0 „;, Ooom Ounbekannt Ounbekannt Ounbekannl 
0 Salpingitis 0 ja 0 ja 0 ja 
-Stuhlbeimengung - Bemerkungen 0 Geschlechtskr. 0 unbekannt 0 unbekannt 0 unbekannt 
Ükeine 0 Tumorerkrankunc -Früh. Bauchop. - - Medik.(v. Schm.) - Meauqw. Schm.) ..! 
Oand k 1 0keine Okeine Okeine 0 hellrotes Blul 
0 dunkelrotes Blut -0 unbe~ännt 0 Gallenwegop. 0Analgetike 0 Analgetika 
- Fruh. ges. Erkr. - 0 Pankreasop. 0 Antibiotika 0 Antibiotiko. 0 Teer (schwarz) 
Okeine 0Magenop. Osteroide Osteroide 
ÜSchleim 
0 Pankreatitis Ooe.rmop 0NSAJD 0NSAJD ÜEntfö.r~ 
0 Gellenerkrankunc 0 Appendektomie 0 Spasmolytiko. 0 Spasmolytika Oand. 
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Ergebnisse mit sehr hohen Richtig-
keiten für die diagnostische Kate-
gorie „unspezifische Bauchschmer-
zen", mitllere Richtigkeiten für 
„Appendizitis" oder „Cholezysti-
tis" und niedrige oder sehr niedrige 
Richtigkcitcn für alle anderen Er-
krankungen. Die Ergebnisse mit 
C4.5 unterscheiden sich von den 
drei oben genann ten Algorithmen 
dadurch, daß die Richtigkeit für 
unspczifischc Bauchschmerzen nie-
driger und für Appendizitis und 
Cholezystitis höher war. ITRULE 
war nur in der Lage drei Krank-
Tabelle 2: Diagnostische Richtigkeit der Algorithmen 
zur automatischen Regelerzeugung (21) 
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zahl aller Fälle „unspezifische Bauchschmerzen". Das Standardmodell (Bayes Theorem) 
mit bedingter Unabhängigkeit zeigte eine hohe Richtigkeit für Appendizitis und 
Cholezystitis, eine mittlere Richtigkeit für unspezifische Bauchschmerzen, für Dyspepsie 
und perforierten Ulkus. Für vier der selteneren Erkrankungen wurden im Gegensatz zu 
den Algorithmen der automatischen Wissensgenerierung immerhin eine Richtigkeit von 
noch 30% und mehr erzielt. 
Die Testung von 10 Scores für Appendizitis auf der deutschen Datenbank ergab im 
Gegensatz zur Literatur enttäuschende Ergebnisse (23). Zwischen den Scores wurden 
erhebliche Unterschiede beobachtet. Aus den Untersuchungen wurde der Schluß gezogen, 
daß die publizierten Daten möglicherweise optimistisch verfälscht sind. Es wurde die 
Entscheidung zur Neuentwicklung eines Diagnosescores für Appendizitis getroffen. Bei 
der univariaten Analyse mit der deutschen Datenbank (n = 1254, (20)) erwiesen sich 15 
Einzelfaktoren als statistisch signifikant für die Diagnose einer akuten Appendizitis. Die 
mt1ltivariate Analyse mit Hilfe der schrittweisen logistischen Regression ermittelte als 
statistisch signifikante Faktoren die in Tabelle 3 dargestellten Parameter. Die Gewich-
tung wurde durch Multiplikation der Koeffizienten mit dem Faktor 2 und einer 
entsprechenden Rundung berechnet. In Abbildung 4 sind die ROC-Kurven für diesen 
Score angewendet auf die beiden Datenbanken (deutsche Datenbank: n = 1254, nieder-
ländische Datenbank: n = 1346 {18)) dargestellt. Im Gegensatz zu den internationalen 
Scores sind die Ergebnisse wesentlich besser und erreichen zumindest näherungsweise 
die vorformulierten Standards. Für die Anwendung des Scores werden die folgenden 
Empfehlungen gegeben: Ausschluß von Appendizitis bei einem Punktwert unter 6, 
Monitoring und Rescoring nach 6 Stunden bei einem Score von 6 bis 11 ,5 und 
Tabelle 3: Diagnosescore für akute Bauchschmerzen (18) 
Parameter 
Druckschmerz im rechten unteren Quadranten 
Loslaßschmerz 
keine Miktionsbcschwerden 
kontinuierlicher (andauernder) Schmerz 
Leukocyten ~ 10000/µI 
Alter < 50 Jahre 
Schmerzwanderung zum rechten unteren Quadranten 
Abwehrspannung 
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*Deutsche Datenbank (n=1254) 
+Niederländische Datenbank (n=1346) 
- Standard 
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Abbildung 4: Operator-Annahme-Kennlinie (ROC-Kurve) für den Diagnosescore (18) 
Evaluierung einer Appendektomie bei einem Punktwert von ~ 12. Die Leistungsfähigkeit 
des Scores wird zur Zeit in einer prospektiven lnterventionsstudie mit einer Prä-, 
Test- und Postphase in 14 deutschen Kliniken getestet. 
Für die Darstellung des Wissens wurden wiederum die Methoden der objektorientierten 
Analyse und des Designs herangezogen. Eine Konzeption wurde beispielhaft für Scores 
erarbeitet. Dabei lassen sich alle gängigen Scores im System abbilden. Die Konzeption 
erlaubt neben der Anwendung der Scores auf klinische Daten auch die standardisierte 
Darstellung am Bildschirm, die Identifikation von Scores mit Hilfe eines Suchmusters 
m1d die Präsentation zusätzlicher Informationen, wie z. B. Evaluierungsstudien. 
Diskussion 
Die Verwendung eines Data dictionaries bei wissensbasierten Systemen stellt heute einen 
Standard dar (15, 26). Ein Data dictionary ist notwendig, um konsistente und richtige 
Informatik, Biome!rie und Epidemiologie in Medizin und Biologie 3/ 1995 
272 ÜHMAN"I et al., Expertensystem zur Unterstützung ... 
Daten über die Zeit und zwischen verschiedenen Nutzern zu erreichen. Das Data 
dictionary-Konzept wurde in verschiedenen Krankenhausinformationssystemen umge-
setzt, so z. B. bei HELP und WING (14, 25). Das Konzept des Data dictionaries wurde 
von uns konsequent weiterentwickelt. Eine Besonderheit stellt dabei die Trennung von 
medizinischen Termen und Dokumentobjekten dar, dies ist in der Regel in der Literatur 
nicht vorgesehen. Diese Vorgehensweise ist sinnvoll, da sich Definitionen erfahrungsge-
mäß schneller ändern als die medizinischen Terme selbst und Kliniker sich zwar häufiger 
über Begriffe ei nigen können, bei der klinischen Anwendung jedoch erhebliche Differen-
zen bestehen (30). Zu den wesentlichen Elementen eines Data dictionaries zählen die 
internen Relationen zwischen den medizinischen Termen. Diese können mit Hi lfe einer 
Hierarchie oder auch mit Hilfe eines semantischen Netzwerkes (26) modelliert werden. 
Die Darstellung interner Relationen mit Hilfe eines semantischen Netzwerkes ist von 
besonderem Vorteil. Sie erlaubt den Aufbau von Dokumentobjekten für die Dokumenta-
tion, die Unterstützung von Userviews. die Unterstützung bei der Erzeugung von 
sch riftlichen Befunden und Arztbriefen und die Unterstützung neuerer Dokumentations-
konzepte (3, 17). 
Voraussetzung für die Anwendung wissensbasierter Systeme ist die Dokumentation 
klinischer Daten. Durch mehrere Studien konnte gezeigt werden, daß der Zeitaufwand 
für eine computerunterstützte, strukturierte Dokumentation in der Regel höher ist als 
für die herkömmliche Dokumentation (10). Um einen hohen Grad der Akzeptanz zu 
erreichen, muß dieser Mehraufwand so gering wie möglich gehalten werden. In unserer 
Studie erwies sich die Dateneingabe mit den Digitalisierungstablett allen alternativen 
Modalitäten überlegen. Wegen technischer und Handhabungsprobleme (z. B. falsches 
Einlegen des Bogens) konnten wir uns für eine breite Einführung dieser Einga-
bemöglichkeit in die Routine nicht entschließen. Stattdessen führten wir die formularba-
sierte Eingabe mit der Maus ein, die im Vergleich zum Digitalisierungstableu zu einer 
geringeren Fehlerrate führt, aber dennoch den Zeitaufwand im Vergleich zu herkömmli-
chen Eingabe mit Tastatur und DOS-Programmen reduziert. Im Rahmen des MEDWIS-
Projcktes wird eine prospektive qualitätskontrollierte Datenbank aufgebaut, die als Basis 
für das wissensbasierte System dienen soll. Der Aufbau einer solchen Datenbank ist 
nicht nur wegen mangelnder Datenqua lität vorhandener Datenbanken notwendig, 
sondern a uch wegen der erheblichen Problematik der goegraphische n Variation (8). In 
der LileraLUr wurde diese gerade für die Bauchschmerzen mehrfach beschrieben und ist 
sicherlich zum Tei l verantwortlich für die schlechten Ergebnisse bei der Anwendung 
englischer Datenbanken auf nicht-englische Fälle (z. B. (20)). 
Die am häufigsten angewendete Methode bei der Diagnoseunterstützung der akuten 
Bauchscherzen ist das Bayes Theorem mit der Voraussetzung der bedingten Unabhängig-
keit ( 19). Diese Methodik wurde in 75% aller Systeme angewandt. Techniken der 
künstlichen Intelligenz, wie z. B. regelbasierte Systeme, wurden nur selten eingesetzt. 
Dies resultiert aus der Tatsache, daß sich in der Regel die Zusammenhänge bei akuten 
Bauchschmerzen nicht über kausale pathophysiologische Zusammenhänge modellieren 
lassen. Techniken der automatischen Regelerzeugung wurden mit großem Erfolg in 
anderen klinischen Gebieten angewendet (12, 34). Erste Applikationen bei der Diagnose 
akuter kindlicher Bauchschmerzen wurden publiziert (9). Die Ergebnisse einer ersten 
eigenen Testung an einer vorhanden deutschen prospektiven Datenbank waren jedoch 
enttäuschend (21). Es konnten keine Verbesserungen gegenüber dem Standardmodell 
erzielt werden. Dabei muß jedoch berücksichtigt werden, daß die vorhandene Datenbank 
auf keiner standardisierten Terminologie basierte und außerdem die Datensammlung 
nicht ausreichend qualitätskontrolliert durchgeführt wurde. Die Ergebnisse sind deshalb 
nur als vorläufig zu bezeichnen. Verbesserungen sind zu erwarten bei Erhöhung der 
Fallzahl und bei einer Verbesserung der Datenqualität. Darüber hinaus könnte es 
interessant sein die Stärken der verschiedenen Algorithmen in einem hybriden Ansatz 
lnrormatik, Uiomctrie und Epidemiologie in Medizin und Biologie 3/ 199S 
ÜHMANN et al., Expertensystem zur Unterstützung... 273 
zu verbinden. Scores werden aus verschiedenen Gründen als Entscheidungsunter-
sützungsinstrument propagiert. Sie sind nicht invasiv, zusätzliche Geräte sind nicht 
erforderlich und sie basieren auf Daten, die im Rahmen der routinemäßigen Anamneseer-
hebung und klinischen Untersuchung sowieso erhoben werden. Leider führte die 
geographische Variation zu denkbar schlechten Ergebnissen bei der Anwendung 
ausländischer Scores auf deutsche Daten (23). Durch die Entwicklung eines eigenen 
Scores konnten die Ergebnisse erheblich verbessert werden (18). Die Leistungsfähigkeit 
der Scores in der klinischen Routine wird zur Zeit in einer laufenden Studie untersucht. 
Darüber hinaus wird evaluiert, für welche Krankheiten eine Entwicklung weiterer Scores 
sinnvoll ist. Die objektorientierte lmplementation der Scores ist so gestaltet, daß 
MLM-Module automatisch erzeugt werden können (27). Insgesamt läßt sich sagen, 
daß einzelne Elemente des wissensbasierten Systems bereits erfolgreich entwickelt und 
evaluiert wmden. Das Schwergewicht der laufenden Arbeiten liegt zum einem in der 
Integration der entwickelten Komponenten, zum anderen in der erweiterten Testung 
von Algorithmen zur automatischen Regelerzeugung. 
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HEPA-CADS: Entwicklung eines tutoriell 
nutzbaren Expertensystems zur Diagnostik 
von Lebererkrankungen 
HEPA-CADS: Development of a diagnostic system for tutoring 
in Hepatology 
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Abstract 
Tlte development of H EPA-CADS is described. l t is a computer-aided too/ for tlte support 
of diagnostic processes in hepatology which is designed 10 fu/fl// tutoria/ fimctions. lt 
consists of three compo11e111s: a hierarclty of question sets and questions for the inquiry 
of symptoms, a ltierarchy of hepatologic diagnoses, and ru/es which control the dia/ogue 
and co1111ect Symptoms with diagnoses. The sequence of questions being conditioned by 
rules regards patltophysiologic considerations. The tmorial advamage of the program is 
supported by explanatio11s and il/11strations and by the use of exemplary cases of l1epatologic 
diseases. 
Zusammenfassung 
H EPA-CADS ist ein computergestütztes System, das die Diagnostik von Lebererkran-
kungen begleiten und tutoriell nutzbar sein soll. Es besteht aus einer Symptomerfassungs-, 
einer Diagnose- und einer Erklärungskomponente, einem verknüpfenden Regelwerk und 
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Trainingsfällen. Die Symptomerfassungskomponente enthält die zu den Symptomen 
führenden Fragen, die nach systematischen, kontextuellen und pathophysiofogischen Ge-
sichtspunkten geordnet wurden. Eine Ordnung der Fragen wurde hergestellt 1. durch 
Nachfragen, die immer nach einer bestimmten A111wort kommen (sie dienen zu ihrer 
Spezifizierung), 2. durch Anbindung von Fragen an eine oder mehrere Frageklassen, deren 
Aufruf alle unter ihnen stehenden Fragen aktiviert (sie dienen zur Aufrufbarkeil von der 
Diagnoseseite her) und 3. durch Regeln, die Fragen aus verschiedenen Frageklassen 
indizieren (sie dienen zur Überleitung zu anderen diagnostischen Gedankengängen). Die 
Diagnosekomponente enthält alle hepatologischen Diagnosen nach nosologische11 Gesichts-
punkten geordnet . Das Regelwerk verknüpft die Frageklassen und Fragen der Symptom-
e1fassu11gsseite untereinander und mit der Diagnoseseite. Es enthält Komponenten, die 
zur Interpretation von Symptomen hinsichtlich pathophysiofogischer Zustände, zur Wich-
1u11g von Diagnosen und zur von Diagnosen ausgehenden Indizierung weiterer Daten-
erhebung dienen. Durch wahlweisen Dialog entsprechend den u111erschiedlichen Anforde-
rungen (ausführliche Symptomerhebung oder rasche und straffe Diagnostik) können 
verschiedene tutorielle Ziele verfolgt werden. Die tutorielle Nutzbarkeit wird durch eine 
ausführliche Erklärungskomponte, durch Bifddokumenta1ionen und durch zum Training 
berei1ges1ellte exemplarische Krm1kheitsfälle unterstützt. 
Entwicklungsziel 
Seltene Erkrankungen und schwierige Differentialdiagnosen erforden das Wissen medi-
zinischer Experten. Um solches Wissen für Konsile und zu Ausbildungszwecken jederzeit 
verfügbar zu machen, werden Expertensysteme entwickelt, die unter Berücksichtigung 
des aktuellen Wissenstandes das diagnostische Denken erfahrener Ärzte nachahmen und 
fallbezogen Entscheidungsvorschläge unterbreiten sollen. Wir entwickeln ein com-
putergestütztes Entscheidungssystem, das die Diagnostik in der Hepatologie unterstützen 
und gleichzeitig zur Ausbildung von Studenten und Ärzten nutzbar sein soll (HEPA-
CADS: computer-aided decision support für Lebererkrankungen). Es ergänzt die parallel 
stattfindende Entwicklung von Programmen zur Diagnostik in der Rheumatologie 
(SCllEWE et al. 1990) und Hämatologie {PUPPE, B. 1995) und soll dazu beitragen, die 
Innere Medizin abzudecken. Damit HEPA-CADS für die gesamte Gastroenterologie 
ausbaubar ist und d ie Verdächtigung und Sicherung möglichst differenzierter D iagnosen 
unterstützen kann, soll die Symptomerfassungskomponente einen ausführlichen und 
erweiterungsfähigen Fragenkatalog enthalten. Tutorielle Gesichtspunkte sollen bereits 
im Konzept der Symptomerfassungskomponente berücksichtigt werden. Die Reihenfolge 
der Fragen soll pathophysiologische Überlegungen reflektieren. Symptome, technische 
Untersuchungen und Diagnosen sowie die vom System generierten Entscheidungs-
vorschläge sollen mit Erklärungen, Bildmaterial und Videoclips unterstützt werden. Die 
Organisation der Wissensbasis von HEPA-CADS, die diesen verschiedenen Anforderun-
gen genügen soll, wird hier beschrieben und diskutiert. 
Expertensystem-Werkzeug 
Als Expertensystem-Werkzeug wird D3 der Entwicklergruppe von Prof. Puppe. Würz-
burg (FRG), in der aktuellen Version verwendet. Es ermöglicht unter anderem die 
Indikation von Frageklassen, Fragen und Nachfragen durch Symptome und Diagnosen 
im vorwärts- und rückwärtsschließenden Verfahren nach Hypothese-Test-Strategien und 
die differenzierte Wichtung von Diagnosen durch Symptome (PUPPE, F. 1990; PuPPE, F. 
1991). 
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Definitionen 
Im Rahmen der vorliegenden Arbeit werden folgende Definitionen verwendet: Unter 
Symptomerfassung wird die Erfassung medizinischer Symptome verstanden. Die Sym-
ptomerfassungskomponente von HEPA-CADS besteht aus Fragen zur Erhebung von 
für d ie Diagnostik relevantem Wissen. 
Unter Symp1ome11 werden solche a namnestischen Angaben und Befunde aus körperlicher 
Untersuchung oder technischen Untersuchungen (medizinische Daten) verstanden, die 
Informationen hinsichtlich möglicher Diagnosen ergeben. Symptome können aus Daten 
tech nischer Untersuchungen bestehen (Beispiel : der Befund ,Quickwert erniedrigt' ist 
ein Symptom der Zwischenebenendiagnose ,Gerinnungsstörung') oder sich aus ihnen 
ergeben (Beispiel: die Befunde ,Bilirubin erhöht' und ,Bilirubin im Serum überwiegend 
direkt reagierend' sind zusammen verwertbar a ls Symptom für die Zwischenebenen-
diagnose ,Cholestase'). 
Unter medizinischen Daten werden Daten verstanden, die selbst Symptome sein können 
(Beispiel: Daten zu ,Quickwert') oder mit anderen Daten zusammen als Symptome 
verwertbar sind (Beispiel: ,Bilirubin im Serum' zusammen mit ,Bilirubin, gesamt' und 
,Bilirubin, direkt' ergibt eine Information als Symptom). 
Unter Frageklassen werden Ordnungsgruppen verstanden, die einen gemeinsamen Aufruf 
der unter ihnen zusammengefaßten Fragen sowohl von einem Symptom, als auch von 
einer Diagnose her ermöglichen. Fragen können je nach dem erforderlichen Ordnungsge-
füge verschiedenen Frageklassen zugeordnet sein. Beispiel: Die Frage nach ,Palmarery-
thcm' steht unter den Frageklassen ,Leberhautzeichen' und ,Hand'. 
Unter technischen Untersuchungen werden alle diejenigen Untersuchungen verstanden, 
die einen apparativen Aufwand erfordern und medizinische Daten der Symptomerfas-
sung zugänglich machen. 
Unter Aussagekraft (evoking strenglh) von Symptomen wird ihr empirischer Hinweiswert 
bezüglich in Frage kommender Diagnosen verstanden; sie wird für ihre Wichtung 
benötigt. 
Unter Diagnosen werden Symptominterpretationen, Krankheitsentitäten (Beispiel: ,pri-
mär biliäre Zirrhose') und die Oberbegriffe von Krankheitsentitäten (Beispiel: ,Leber-
zirrhose') verstanden. 
Unter ,Diagnosekomplexe' werden Komplexe von solchen Diagnosen verstanden, d ie in 
systematischem oder pathophysiologischem Zusammenhang miteinander steben (Bei-
spiel: ,Leberzirrhose' steht in einem pathophysiologischen Zusammenhang mit ,Koagu-
lopathie' und ,portale Hypertension'). 
Unter ,Zwischenebenendiagnosen' werden Diagnosen verstanden, die keine Enddiagnosen 
im Sinne von Krankheitsentitäten darstellen und einer weiteren Spezifizierung bedürfen. 
Sie sind Diagnoseoberbegriffe (Beispiel: ,Leberzirrhose') oder pathophysiologische 
Zustände mit Diagnosecharakter (Beispiel: ,portale Hypertension'). 
Unter Differe111ialdiag11ose11 werden Diagnosen der gleichen Differenzierungsebene 
verstanden, die um die höchste Priorität konkurrieren (Beispiel: ,primär biliäre Zirrhose' 
und ,Leberzirrhose bei primär sklerosierender Cholangitis'; beide Diagnosen stehen auf 
gleicher Ebene unter den Zwischenebenendiagnosen ,Leberzirrhose' und ,Cholangitis, 
chronisch'). 
U ncer Symptominterpretationen werden die Interpretationen von Symptomen hinsichtlich 
pathophysiologischer Zustände verstanden (Beispiel: ,Bilirubinkonzcntration im Serum 
erhöht' und ,Aktivität der alkalischen Phosphatase im Serum erhöht' werden als 
,laborchemische Cholestase' interpretiert). Symptominterpretationen werden verwendet, 
wenn der durch sie repräsentierte pathophysiologische Zustand nicht als Zwischen-
ebenendiagnose erscheinen soll. 
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Unter Wichtung von Symptomen hinsichtlich verschiedener Diagnosen wird die Vergabe 
von positiven oder negativen Punkten auf die Punktekonten der durch diese Symptome 
ansteuerbaren Diagnosen verstanden. 
Aufbau der Wissensbasis 
Oie Wissensbasis enthält (a) eine Diagnoseseite, in der die Diagnosen nach nosologischen 
Gesichtspunkten hierarchisch geordnet vorliegen (Abb. 1), (b) ei ne Symptomcrfassungs-
komponentc, in der Fragen nach den für die Diagnostik relevanten Symptomen 
repräsentiert sind und (c) ein Regelwerk, welches den Dialog steuert und die Beziehungen 
zwischen Symptomen und Diagnosen herstellt. Die Symptomcrhebung folgt dem 
Regelschema: ,wenn Symptom a oder Diagnose b vorliegt, dann frage die Fragen der 
Frageklasse c oder die Frage d (oder eine beliebige Zusammenstellung von Fragen oder 
Frageklassen)'. Die Regeln greifen auf eine Ordnung von Fragen und Frageklassen 
zurück, die nach systematischen, kontextuellen und pathophysiologischen Gesichts-
punkten erstellt worden ist. Die Ordnung nach systematischen Gesichtspunkten er-
möglicht eine Übersichtlichkeit für den Entwickler, diejenige nach kontextuellen und 
pathophysiologischen Gesichtspunkten eine Symptomerhebung in medizinisch sinnvoller 
und tutoriell nutzbarer Reihenfolge. 
Eigenschaften der Symptomerfassungskomponente 
Vollständigkeit der Symptomerfassungskomponente. Die Symptome, die bei den in 
HEPA-CADS berücksichtigten Lebererkrankungen vorkommen, wurden vollständig in 
der Symptomerfassungskomponente repräsentiert. Dazu wurden die Diagnosen und die 
bei ihnen vorkommenden Symptome a us Lehr- und Handbüchern der Hepatologie und 
aus veröffentlichten Statistiken gesammelt und nach systematischen Gesichtspunkten 
geordnet. Die Vollständigkeit der Symptome wurde entwicklungsbegleitend an klinischen 
Fällen und veröffentlichten Fallbeschreibungen überprüft. 
Erweiternngsmöglic/ikeir der Symptome1fassu11gskompone11te. Die Symptomerfassungs-
komponente von HEPA-CADS wurde hierarchisch a ufgebaut. Es wurde eine Frage-
klassenordnung entwickelt, die vom Allgemeinen ins Spezielle führt. Jeder Frageklassen-
oberbegriff wurde so formuliert, daß weitere Frageklassen angefügt werden können. 
Ebenso können an bestehende Frageklassen weitere Fragen und an bestehende Fragen 
weitere Antwortalternativen angebunden werden, ohne daß das bestehende Gefüge aus 
Regeln gefährdet wird. Damit ist eine Erweiterbarkeit von HEPA-CADS gewährleistet. 
Vort111sse1:1111gen für die vollständige Erfassung aller notwendigen Symptome im Dialog. 
Um die Symptome eines Krankheitsbildes einzeln oder gebündelt rasch und vollständig 
erhebbar w machen, wurden die zu ihnen führenden Fragen zusätzlich zu ihrer Ordnung 
nach systematischen Gesichtspunkten auch nach ihrer kontextuellen Zusammengehörig-
keit und nach pathophysiologischen Gesichtspunkten gebündelt. Dies gilt auch für 
Fragen nach Symptomen, die gegen eine Diagnose sprechen und vor ihrer Etablierung 
notwendigerweise ausgeschlossen werden müssen. Beispiel: Die Diagnose ,Gilbert-
Meulengrachl Syndrom' wird gestellt, wenn ,Bilirubin-gesamt' leicht erhöht ist, die 
,Cholestaseenzyme' und ,Transaminasen' nicht erhöht sind und die Symptominterpreta-
tion ,Hämolyse' nicht vorliegt. Die Symptome, die zur Symptominterpretation ,Hämo-
lyse' führen, wurden daher so angeordnet, daß sie bei Verdächtigung der Diagnose 
,Gilbert-Meulengrachl Syndrom' en bloc erhebbar sind. 
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Leberzirrhose, äthy ltoxisch 
Leberzirrhose, posthepatitisch 
eberzirrhose, postnekrotisch 
Leberzirrhose bei Hämochromatose 
Leberzirrhose bei M. 'lr'ilson 
Leberzirrhose bei primär biliärer Zirrhose, PBC 
Leberzirrhose bei primär sklerosierender Cholangitis (PSC) 
eberzirrhose, sekundär biliär 
eberzirrhose bei chronischer Leberstauung 
eberz:irrhose bei Glykogenose Typ A (Andersen) 
eberzirrhose bei Fruktoseintoleranz: 
eberzirrhose bei Lipidsptieherkrankheiten 
eberzirrhose bei Mucoviszidose 
eberzirrhose bei Alpha-1-Antitry psinmange 1 
eberzirrhose bei Galaktosömie 
eberzirrhose bei kon9enita ler Lues 
eberzirrhose bei Mangelernährung 
eberzirrhose, kryptogen 
Leberzirrhose, Child A 
Leberzirrhose, Child B 
Leberzirrhose, Child C 
ortale Hypertension bei Leberzirrhose 
ortale Hypertension bei Pfortaderthrombose 
ortale Hypertension bei Milzvenenthrombose 
ortale Hypertension bei M. Boeck 
ortale Hypertension bei Budd - Chiari - Syndrom 
ortale Hypertension bei veno-occlusive Syndrom 
ortale Hypertension bei Amyloidose 
ortale Hypertension bei M. Hodgkin 
or1ale Hypertension bei Schistosomiasis 
or1ale Hypertension bei rechlskardialer Stauung 
or1ale Hypertension, idiopathisch 
Abbildung 1: Diagnosehierarchie von .portale Hypertension' und ,Leberzirrhose' (Ausschnit t) 
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Mechanismus zur Bündelung von Fragen 
Um Symptome en bloc erheben zu können, wurden d rei Wege beschritten: 
1. 8 ii11delu11g durch Nachfragen. Fragen, deren Antwortal ternativen selbst noch spezifi-
ziert werden müssen, um eine sinnvolle Wichtung von Diagnosen durchführen zu können 
oder um a ndere Fragen oder Frageklasen zu indizieren, führen direkt zu Nachfragen. 
Beispiele: Die A ntwortalternative ,Umfangszuna hme des Bauchs' der Frage nach 
Symptomen im A bdomen hat immer die Nachfragen ,U mfa ngszun ahme, um wieviel' 
und ,- in welcher Zeit' zur Folge. Auf die Bejahung der F rage nach Ba uchschmerzen 
folgen immer die N achfragen nach ihrer Lokalisation, Qualitä t, S tärke, Da uer und 
Beei nnu ßba rkeil. Eine Wichtung der Diagnosen erfo lgt erst, wenn eine Antwort aus 
der letzten Nachfragccbene vorliegt. 
2. Bündelung durch Frageklassen. Eine Bündelung durch Anbindung mehrerer Fragen 
a n Frageklassen erlaubt eine gemeinschaftliche J nd izierung von einer D iagnose aus. Eine 
Bündelung in Frageklassen ersetzt die getrennte Indikation der einzelnen Fragen durch 
multiple Regeln. Beispiel: Die Fragen nach Leber-Haut-Zeichen wurden nach systemati-
schen Gesichtspunkten dort eingeordnet, wo sie am Körper auftreten (Palmarerythem 
unter ,Symptome an den Händen' und Lacklippen unter ,Symptome im Gesicht'); sie 
wurden zusätzlich unter der Frageklasse ,Leber-Haut-Zeichen' zusammengefaßt. Sym-
ptome, die über die Aktivierung verschiedener Frageklasssen mehrfach erhebbar sind, 
werden im Dialog jedoch nur einmal erfragt. 
3. Bündelung durch antwortgetriggerte Regeln. Einzelne Fragen verschiedener Frage-
klassen können innerhalb der Symptomerfassungsebene direkt angesteuert werden. Eine 
1 ndizierung ganzer Frageklassen, wie dies von der Diagnosenebene aus erforderlich ist, 
kann innerhalb der Symptomerfassungsebene vermieden werden. Dieser Mechanismus 
erlaubt einen Diagolg nach pathophysiologischen oder speziellen systematischen Ge-
sichtspunkten (Abb. 2). 
Abbildung 2: F'ragcsequenz, wenn Blässe a ls Eingangssymptom a usgewählt wird. Über Fragen 
nach den Ursachen gelangt man zur o beren GI-Blutung, die den Weg zur ,porta lcn Hypertension' 
und weiter zur ,Leberzirrhose' bahnt. Die Anschlußfragcn gehören zu unterschiedlichen Frage-
klassen. Darstellung der Regelbeziehu ngen 
Blässe (anamntstisch) : Art, Ausprägung 
Bläss• , seit wann? 
Blässe-assoziierte Symptome in lttzter Zeit? 
Herzklopfen vermehrt (anamntstisch), wovon abhängig ? 
Herzrhythmus 
Atemnot anamnestisch : we lcht Art 
Atemnot : seit wann? 
Atemnot : Ausprägung 
Blutverlust in letzter Zeit btmerkt? 
Blutverlust : wodurch? 
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Voraussetzungen für den Dialogbeginn aus verschiedenen Richtungen 
Der Dialogbeginn muß entsprechend den Anforderungen in der Praxis variabel sein. 
Der erste Verdacht auf das Vorliegen einer Erkrankung entsteht durch ganz unter-
schiedliche Erstsymptome. Sie müssen aus den zu Beginn des Dialogs gestellten 
Übersichtsfragen hervorgehen. Die Eingangsfragen wurden daher so gestellt, das 
Basiswissen über den Patienten erhoben und die Richtung der Symptomerfassung 
festgelegt wird. Erstsymptome können amamnestische Informationen, Statusbefunde 
oder technische Untersuchungen sein. Es folgen Übersichtsfragen nach den spezielleren 
Bereichen, aus denen die vorliegenden Informationen kommen. Je nach Einstieg und 
Akuität des Krankheitsbildes werden unterschiedliche Fragefolgen indiziert. Beispiel: Als 
Einstiegsmöglichkeiten für die Diagnostik der ,Leberzirrhose' mit ihren differenzierten 
Unterdiagnosen (wie ,Leberzirrhose posthepatitisch' oder ,Leberzirrhose bei Hämo-
chromatose') wurden neben den bei Lebererkrankungen vorkommenden unspezifischen 
anamnestischen Symptomen auch ,pathologische Laborwerte der Leber' , ein auffälliger 
Befund bei der ,Sonographie der Leber' , ,Bluterbrechen' und ,Aszites' berücksichtigt. 
Das Einstiegssymptom ,Bluterbrechen' führt über eine ,ÖGD' zu den Diagnosen ,obere 
gastrointestinaJe Blutung' und ,Ösophagusvarizenblutung' und damit zur Verdächtigung 
der Zwischenebenendiagnose ,portale Hypertension'. Von dort werden weitere, darunter 
auch sonographische Symptome erfragt, die in Richtung ,Leberzirrhose' weisen. Der 
Einstieg über das primäre Symptom ,Transaminasen mäßig erhöht' führt dagegen über 
die Zwischenebenendiagnose ,Hepatopathie' und den von dort ausgehenden längeren 
Weg der verschiedenen anamnestischen Fragen schließlich auch zur Frage ,Sonographie 
Leber' und damit zum Verdacht auf ,Leberzirrhose'. 
Dialogführung auf der Symptomerfassungsebene 
Um rasch eine sinnvolle Auswahl der zur Verdachtsgenerierung oder Sicherung einer 
Diagnose notwendigen Fragen nach Symptomen zu erhalten, wurden zu jedem Symptom-
erhebungskomplex Eingangsfragen konstruiert. Sie stellen eine Auswahl grobgerasterter 
Antwortalternativen zur Verfügung, mit der diejenigen Frageklassen angesteuert werden, 
aus denen Symptome schon bekannt sind, und die daher für die weitere Symptom-
erhebung benötigt werden. Eingangsfragen dienen damit der Kürze des Dialogs (Abb. 3). 
Die in der Syrntomcrfassungskomponenle von HEPA-CADS wirksamen Regeln legen 
eine Reihenfolge von Fragen fest, die allein durch die jeweiligen Antwortalternativen 
und nicht durch die verdächtigten Diagnosen bestimmt wird. Dieser Weg der Dialog-
steuerung wurde dann gewählt, wenn weitere Fragen immer in der Folge einer bestimm-
ten Antwort gefragt werden sollen und nicht den aktuellen Verdacht auf eine Diagnose 
oder ihre Sicherung zur Voraussetzung haben. Beispiel : Die Antwortalternative ,Um-
fangszunahme des Bauchs' der Frage nach Symptomen im Abdomen hat immer 
die Frage ,Gewichtszunahme?' zur Folge, weil dadurch der Verdacht auf Wasserein-
lagerung gelenkt werden kann, so daß der Weg in Richtung ,Aszites' gebahnt wird. Hier 
wird ein pathophysiologischer Zusammenhang hergestellt, der tutoriell nutzbar ist. Olme 
eine solche Regel würde die Frage nach einer Gewichstszunahme zwar auch gestellt, 
aber an einer Stelle im Dialog, der von einer ,gedankenlosen' Systematik bestimmt wird. 
Dialogsteuerung von der Diagnosenebene aus 
Die Verdächtigung oder Etablierung einer Diagnose führt in der Praxis oft zu Nachfragen 
nach Symptomen, die zu ihrer Sicherung nötig sind oder die von ilu- auf weitere Diagnosen 
schließen lassen. Beispiel: Die Etablierung der Diagnose ,Leberzirrhose' führt zur Frage 
nach Symptomen einer ,portalen Hypertension' (Sonographie des Abdomens und 
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!AKTUELLE ALLGEMEINE SYMPTOME 1 





D Körpertemperatur pathologisch 
D Gewichtsuerönderung 
O nein/sonstiges O unbekannt 
IIkterusausprögung, anamnestisch? 1 
( OK ../ ) O nur Sklerenikterus 
@ Hautikterus mit Sklerenikterus 
0 unbekannt 
lllcterus, seit wann? 1 
( OK ) O wenigen Stunden 
0 wenigen Tagen 
O wenigen Wochen 
O unbekannt 
!Stuhlgang: Farbe I 
( OK ) 0 braun 




Abbildung 3: Eingangsfrage und Anschlußfragen, wenn als Leitsymptom ,Ikterus' gewählt wird. 
Darstellung der Fragen im Dialog 
Duplexsonographie) und einer ,Gerinnungsstörung' (Labor-Leberzirrhose). Das Regel-
werk von HEPA-CADS wurde so erstell t, daß diese Anforderungen berücksichtigt 
werden. Die Erhebung von Symptomen wird durch die in Verdacht geratenen Diagnosen 
komplexbezogen soweit vervollständigt, bis sie gesichert sind. Die Symptomerhebung 
nach Diagnosen und Diagnosekomplexen dient zur Straffung des Dialogs und zur 
inhaltlichen Nachvollziehbarkeit der Fragereihenfolge für den Benutzer. Sie ist eine 
Voraussetzung für die tutorielle Anwendbarkeit des Programms. 
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Tutorielle Gesichtspunkte beim Aufbau von HEPA-CADS 
Voraussetzung für eine tutorielle Nutzung von HEPA-CADS ist die Möglichkeit 
einerseits zur vollständigen, andererseits aber auch zur straffen, zielgerichteten und nach 
pathophysiologischen Gesichtspunkten geordneten Symptomerhebung. Die dazu not-
wendigen Fragen wurden möglichst knapp und eindeuti.~ formuliert. Die Zahl der 
Antwortaltcrnativen pro Frage wurde aus Gründen guter Ubersichtlichkeit meist unter 
6 gehalten. Zu crklärungsbed ürftigen Antwortalternativen, Symptomen und technischen 
Untersuchungen wurden Definitionen und Erläuterungen bereitgestellt, die bei Bedarf 
im Dia log aufgerufen werden können. Zudem sollen bildliche und graphische Darstellun-
gen eingebunden werden, die zur Veranschaulichung von Sachverhalten und Symptomen 
dienen. Diagnosen werden mit Jehrbuchartigen Kurzinformationen versehen, die dem 
Tutanden jederzeit das notwendige Wissen über ein Krankheitsbild hypertextartig zur 
Verfügung stellen. Es wurden zudem exemplarische Krankheitsbilder der verschiedenen 
Lebererkrankungen - beginnend mit den Fo1men der Leberzirrhose - für eine 
Falldatenbank zusammengestellt. Sie sollten zur entwicklungsbegleitenden Evaluation 
auf Vollständigkeit und Richtigkeit und als tutorielle ,Trainingsfälle' dienen. 
Diskussion 
H EPA-CADS ist ein computergestütztes System, das diagnostische Entscheidungs-
findungen im Bereich der Hepatologie unterstützen und tutoriell nutzbar sein soll. Die 
Brauchbarkeit eines solchen Systems im praktischen klinischen Alltag ist noch immer 
nicht definitiv nachgewiesen. Obwohl einige Programme käuflich zu erwerben und 
punktuell im klinischen Einsatz sind (ADLASSNlG, K. P. et al. 1989; BARNET, G. 0. et 
al. 1987; BERNER, E. S. et al. 1994; DARMONl, S. J. et al. 1992; EYSENBACll, G. 1994; 
MILLER, R. et a l. 1986; SCHEWE, S. et al. 1990; WARNERjr. H. R. 1989), hat sich doch 
keines bisher in der Praxis breit durchsetzen können. Auch wenn einige von ihnen speziell 
für die Ausbildung konzipiert sind (CLANCEY, W. 1987; CONSOLE, L. Cl al. 1992; SCHEWE, 
S. et al. 1990; T11EODOROPOULOS, G. et al. 1994), ist für keines der tutorielle Nutzen 
nachgewiesen. Die Gründe liegen wahrscheinlich in der Komplexität der Programme 
und der Langatmigkeit des Dialogs. 
Voraussetzung für eine Akzeptanz von HEPA-CADS scheint uns daher eine straffe 
Dialogführung zu sein. Sie ist kaum durch eine Beschränkung des diagnostischen 
Umfangs (beispielsweise auf seltene Lebererkrankungen) erreichbar, da die häufigen 
und ,trivialen' Erkrankungen als Differentialdiagnosen der seltenen vorkommen und 
damit ebenfalls repräsentiert sein müssen. Die entwicklungsbegleitende Evaluation hat 
ergeben, daß die Zahl der für eine Diagnose einzugebenden Symptome meist zwischen 
10 und 15 liegt, und daß zu ihrer Erhebung etwa 60-70 Fragen zu beantworten sind. 
Zur großen Zahl der Fragen trägt bei, daß meistens Ausprägung und Zeitverlauf der 
Symptome erfragt werden müssen. Bei zügiger Konsultation von HEPA-CADS wird 
damit ein Dialog etwa 15-20 Minuten dauern. Eine Beschränkung auf wenige Sym-
ptome - beispielweise nur auf die anamnestischer Angaben - wird mit einer deutlich 
schlechteren Diff erenzierbarkeit der Diagnosen erkauft. Da die Diagnosestellung seltener 
Lebererkrankungen in der Regel auch die Befunde aus körperlicher Untersuchung 
und speziellen technischen Untersuchungen erfordert, wurde eine Beschränkung auf 
anamnestische Angaben im Konzept von HEPA-CADS nicht verwirklicht und eine breite 
Symptomerfassung konzipiert. Programme mit einem zu engen Diagnosespektrum 
werden wegen zu geringer Entscheidungsunterstützung in der Praxis auch kaum attraktiv 
sein. 
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Eine straffe Dialogführung ist Aufgabe des Regelwerks. In HEPA-CADS wurde die 
Option einer raschen zielgerichteten Diagnostik zur Verfügung gestellt. Wenn sie gewählt 
wird, werden alle für die Verdächtigung und Sicherung einer Diagnose notwendigen 
Symptome erfragt, nicht aber alle bei ihr vorkommenden. Dieser Modus lehnt sieb an 
das Denken eines hepatologischen Experten an und führt den Nutzer in der Weise durch 
die Diagnostik, daß eine zum jeweiligen Zeitpunkt gemäß systematischer oder patho-
physiologischer Überlegungen sinnvolle Informationserhebung indiziert wird. Beim 
Aufbau des Regelwerks wurde darauf geachtet, daß diejenigen Unte rsuchungen, die für 
die gerade am höchsten gewichtete Diagnose die meisten Punkte ergeben und am 
wenigsten aufwendig sind, als erste indiziert werden. Die Erhebung von Informationen 
bezüglich einer Diagnose wird nach ihrer Sicherung nicht durchgeführt. Auf diese Weise 
gehorcht die Vorgehensweise derjenigen, die für die ,rationale Diagnostik' gefordert 
wird. 
HEPA-CADS verfolgt in einer weiteren Option die Anforderung einer vollständigen 
Erhebung von gastroenterologisch-hepatologischer Anamnesie und körperlichem Unter-
suchungsbefund. In diesem Modus werden alle bei Lebererkrankungen vorkommenden 
Symptome erfragt, auch wenn sie für einen aktuellen Fall nicht erforderlich sind. 
Alle Symptome werden mit Informationen zu ihren differentialdiagnostischen Bedeu-
tungen hinterlegt. Damit werden die Vorbedingungen für eine tutorielle Nutzung 
geschaffen, die die Erlernung einer vollständigen klinischen Informationserhebung zum 
Ziel hat. 
Während seiner Entwicklung wurde HEPA-CADS anhand von klinischen Fällen ständig 
auf Vollständigkeit und Richtigkeit evaluiert. Das Regelwerk hat sich dabei aus zwei 
Gründen als besonders kritisch herausgestellt. Erstens kann die Verwirklichung des 
Prinzips multipler Einstiege im Dialog zu Fragereihenfolgen führen, die tutoriell nicht 
erwünscht sind. Zweitens kann bei Verwirklichung der Option einer ,rationalen Dia-
gnostik' im Dialog ein rasches Springen zwischen Fragen aus Anamnese, Status und 
den einzelnen technischen Untersuchungen resultieren, das den Nutzer, insbesondere 
einen Tu tanden, verwirren kann. Diese unerwünschten Dialogführungen wurden durch 
geeignete Einrichtung und Wahl von Frageklassen bei der Indizierung einer Symptomer-
hebung vermieden. 
Mit den zur Verfügung stehenden Optionen eines straffen oder eines ausführlichen 
Dia logs zur Symptomerhebung werden nur die Vorbedingungen für ei ne tutorielle 
Anwendung erfüllt. Später sollen im Tutormodus Krankheitsfälle vorgegeben und gelöst 
werden, wobei dem Tutanden Vorschläge zum weiteren diagnostischen Vorgehen 
unterbreitet und seine Entscheidungen vom System kritisiert werden. Der tatsächliche 
tutorielle Wert eines solchen Lern- und Lehrmittels muß sich durch ausführliche 
Evaluation noch erweisen. 
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Zunehmend wird bei der Konstruktion wissensbasierter Systeme auf die lange Zeit gebräuchliche 
'ad hoc-Modellierung', d. h. die direkte Transformation medizinischen Wissens in konkrete 
Repriiscntationsformalismcn eines zu realisierenden Anwendungssystems, verzichtet. Mittels kon-
zeptueller Wissensmodelle wird versucht, relevantes medizinisches Wissen erst explizit zu machen 
und dann schrittweise in eine formale Repräsentation zu überführen. Die Vorteile liegen unter 
anderem in einer klareren Trennung zwischen Domäncnwisscn und argumentationsstratcgischem 
Wissen. 
In dem aus einer Dissertationsschrift entstandenen Buch begründet Norbert Paul ausführlich die 
Notwendigkeit der Trennung zwischen Wissensmodellierung und Repräsentation. Am Beispiel 
diITcrcntialdiagnostischer Fragestellungen aus der Nephrologie wird, ausgehend von Flußdia-
grammen, schrittweise ein Wissensmodell erstellt und unter Verwendung objektorientierter Modelle 
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Wissensarten und deren Bedeutung. 
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und der Konstruktion wissensbasierter Systeme als anwendungsbezogenem Zweig der Medizini-
schen Informatik andererseits. Daher richtet sich das Buch, auch wenn der Titel dieses nahezulegen 
scheint, nicht an Leser, deren primäres Interesse der Anwendung von Methoden und Modellen zur 
Konstruktion wissensbasierter Systeme in der Medizin gilt; Zielgruppe sind vielmehr Leser, deren 
Augenmerk sich auf Fragen richtet, die sich mit den zur Wissensmodellierung und Repräsentation 
verwendeten Methoden selbst beschäftigen. G. Mann euherberg 
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Eine Einführung in die Wahrscheinlichkeitsrechnung kann auch einfach und lcich t lesbar sein, wie 
das vorliegende Buch zeigt. Dabei muß aber festgehalten werden, daß unter dieser leichten Lesbarkeit 
die Exaktheit der Darstellung nicht zu leiden braucht. Dies bedingt auch, daß vom Leser eine 
Bereitschaft zum Mitdenken erwartet wird, so wie Erfahrungen im Umgang mit Computern nützlich 
sind. 
Behandelt werden nach einer ausführl ichen Einleitung die wichtigsten Wahrscheinlichkeitsräume 
sowie die Grundbegriffe der Theorie (Zufallsvariable, Unabhängigkeit, ßinomial-, Exponential- und 
Normalverteilung) und im letzten Teil die Gesetze der großen Zahlen. 
Geeignet erscheint das Buch für Studenten, Schüler (Leistungskurs) und Mathematiklehrer. 
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H. Geidel, Stuttgart 
„Causal analysis" ist vielleicht etwas hochgegrifTen. Explorative Datenanalyse trifft den Inhalt 
besser. Behandelt werden Methoden der linea,ren Regression. der multiplen Klassifikation, der 
Pfadanalyse, der logistischen Regression sowie Uberlebensmodelle. Ergänzt werden die Darstellun-
gen durch Progammlistings für SAS, BMDP und LIMDEP. Die Beipielc wurden aus einem 
Datensat7 des „Fiji Fertily Survey 1974" genommen. 
l lervorzuheben ist die klare, leicht verständliche Darstellung, die anhand der Beispiele die 
verschiedenen Methoden, ihre Grenzen und mögliche Randbedingungen erläutert. Von daher 
möchte man sich eine deutsche Bearbeitung dieses Textes als vorlesungsbegleitende Lektüre für 
Mcdi1instudenten wünschen. H. Geidel, Stullgart 
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