Ingo Fischer opened a general discussion of the paper by Stephen Leone: Your presentation closed with an outlook on future experiments in which specific IR frequencies are eliminated from the laser pulse. Could you provide some more details on how these experiments are conducted and what information you will obtain?
However, momentum conservation considerations and effective potentials might make for different considerations for heavy Rydberg states. Are heavy Rydberg states as susceptible to absorbing blackbody light and being lost? Adam Kirrander responded: This is an interesting question. Rydberg states have long radiative lifetimes, which for instance underpins the importance of dissociative recombination as a key process for charge neutralisation in interstellar space. 1 The heavy Rydberg levels close to dissociation could absorb black-body radiation and photodissociate, although the oscillator strength is probably small. Photodissociation would add to the other decay channels such as radiation, autoionisation and predissociation, all of which reduce the lifetime and make experimental observation of such states difficult. The influence of stray fields will also influence lifetimes and this point is addressed in our other comment. From a practical point of view, we know that the heavy Rydberg experiments performed to date have not required any additional shielding or cooling, even when quite high (>1000) principal quantum number heavy Rydberg states were observed. 2 Generally speaking, we expect the spontaneous emission rate to scale as 1/n 3 and the total black body decay rate as 1/n 2 , just like in electronic Rydberg states. 3 These relationships would be shifted by the reduced mass scaling of n in heavy Rydberg states but should otherwise follow the same pattern. Stephen Leone said: The question stems from my wondering about the momentum matching conditions for the heavy Rydberg states compared to the light electron in normal Rydberg states, and whether there is anything different about light absorption and release of the two particles. Adam Kirrander replied: Our current thinking on this topic is that there is no difference in terms of momentum matching conditions between normal (light) and heavy Rydberg states.
Ad van der Avoird remarked: I suppose that among the heavy Rydberg states the H2 molecule must be special, because the H + ion in the complex with H − is a bare proton, while in other systems both the positive and negative ions in the complex carry electrons. Is that indeed the case? Is the excluded volume therefore smaller than in other heavy Rydberg states? Adam Kirrander answered: In H2 there is only one ion pair limit, corresponding to the single meta-stable H − (1s 2 ) negative ion and a bare proton. In other molecular systems, one is likely to encounter several different ion pair limits corresponding to different asymptotic combinations of positive and negative ion states. This leads to (potentially many) distinct heavy Rydberg channels that may interact if they are reasonably close in energy, much in analogy to the multichannel situation observed in electronic Rydberg states. 1,2 In terms of the excluded volume, the radius of the repulsive wall at close approach between the two fragments indeed relates to the size of the fragments. The net effect is that the quantum defects for the heavy Rydberg states of H2 are generally smaller than those for other molecules at the same position in the Coulomb potential. However, one should keep in mind that the quantum defect is a measure of how much the potentials deviate from the pure 1/R Coulomb potential in the entire interaction region, and will therefore relate to the shape of the potential energy curves at short and intermediate range, as well as the nonadiabatic couplings. Generally speaking, the ion pair and the associated ion pair potential will couple to other electronic states in the interaction region well before the actual repulsive wall between the two collision fragments is encountered. The perceived effect of the interactions in the collision complex on the spectrum will therefore relate not only to the size of the fragments, but also to various aspects of how the ion pair state couples to other electronic states such as valence and electronic degrees of freedom is still the most appropriate separation of the Hamiltonian while the Rydberg electron is inside the interaction region (commonly referred to as the 'core'). This is exploited in multichannel quantum defect theory 1,2 and R-matrix theory 3 to make calculations tractable by treating the problem with a Born-Oppenheimer Hamiltonian when the Rydberg electron is inside the core, while adapting a molecular ion plus Rydberg electron Hamiltonian when the Rydberg electron is outside the core. 4 Finally, it is worth noting that the continuity of the quantum defect as a function of the binding energy indicates that the Born-Oppenheimer description is the best model. Ingo Fischer asked: Rydberg molecules experience l and ml mixing in electric fields, which leads to a lifetime enhancement. This effect was used in pulsed field ionisation/zero kinetic energy photoelectron spectroscopy to record high resolution spectra of molecular ions. The equivalent in heavy Rydberg molecules would be J and MJ mixing. Has such mixing been observed experimentally or computationally and do you have an estimate of the magnitude of the effect? Adam Kirrander responded: This is correct. Notably, the lifetimes observed in experiments on heavy Rydberg states in H2 1 demonstrate lifetimes about an order of magnitude longer than theoretical predictions, 2 something that has been attributed to J mixing by stray electric fields. We also know that a very similar approach to electronic ZEKE is possible in ion pair (heavy Rydberg) states from the work of Arthur Suits and colleagues. Francesco Gianturco said: From your accurate treatment of exotic atoms in heavy Rydberg states, which actual details of the involved dynamics you feel would be more profitable for clarifying experimental findings, and for which systems at your current level of accuracy in your calculations? Are there explanations using the familiar language of dynamical observables that you think you can provide to experimentalists? Adam Kirrander answered: Our calculations directly provide the position and width of resonances, and hence predissociation lifetimes, and also lineshapes if required, allowing for quite detailed comparison with experimental spectra and other measurements. One of the major remaining issues is the actual excitation process taking a molecule into heavy Rydberg states. In a Franck-Condon picture, one would expect the heavy Rydberg states to be dark, yet clearly they have been observed and even appear to be quite common in molecular spectra. Clearly some sort of doorway states play an important role. A more detailed understanding of how this happens would be interesting and useful to experimentalists, but will most likely require that the electronic Rydberg states are accounted for, certainly in H 2. An interesting aspect experimentally, and one where there still appears to be some discrepancy between theory and experiment, is the lifetime of heavy Rydberg states. Here, a unified study of ionisation, dissociation, radiative lifetimes, the effect of J-mixing due to stray fields, and, as suggested in the question from Prof. Stephen Leone in this meeting, the effect of blackbody radiation should be investigated.
When it comes to the type of molecular systems that can realistically be treated at the current level of accuracy, this is limited to molecules that can be treated accurately using scattering theory calculations. In practice, this means that the calculations could relatively easily be extended to triatomic molecules such as H2O and with some effort to somewhat larger molecules. An approximate assignment of spectra according to a heavy Rydberg progression is however completely general, and should be applicable as a general tool for classifying ion pair/heavy Rydberg states, many of which have previously been treated as anharmonic progressions involving numerous anharmonic parameters when a simple Rydberg expression would be more physically meaningful. 1 1 R. J. Donovan, K. P. Lawley and T. Ridley, J. Chem. Phys., 2015, 142, 204306.
Dmitri Babikov opened a general discussion of the paper by Graham Worth: About 15 years ago, a similar method was proposed by Gert Billing. I always thought that it's a great approach and wanted to follow it! Can you underline the similarities and differences between your method, and that of Billing?
Graham Worth answered: I think the method you are referring to is the Gauss-Hermite basis set that Gert Billing worked on. 1 This was a different approach in that it was aiming to correct semiclassical dynamics rather than approximate the full quantum dynamics. The method built a set of Gauss-Hermite functions on top of a Gaussian function that followed a classical trajectory. This basis set was then used to expand the evolving wavepacket. Building a Gauss-Hermite basis is a nice idea as it gives greater flexibility at little cost. It would be interesting to add this to our multi-configurational approach.
1 G. D. Billing, J. Chem. Phys., 1999, 110, 5526.
Petr
Slavíček remarked: The old problem of non-adiabatic simulations is the electronic structure theory. We are often left with the CASSCF method, (i) which is quantitatively inaccurate and (ii) potential energy discontinuities appear as new orbitals may rotate in the active space. The second problem seems to be also observed in the present work. The PES discontinuities are not necessarily disastrous for local methods, requiring only forces. The problem seems more severe in the DD-vMCG approach where the matrix elements involving the PES need to be calculated. How do you cope with this issue?
Graham Worth responded: This is indeed a key problem. The method we have been using to try and control discontinuities when using CASSCF-level potential functions is two-fold. The first is to propagate the CAS space orbitals and store these in the database along with the energies and derivatives. Each CASSCF calculation thus starts with a guess from the nearest set of orbitals and should be a good starting point, allowing the CAS space to smoothly change. The formamide example shows that this is not wholly successful as discontinuities are indeed seen in the N-H dissociation channel where high lying states are clearly crossing into the manifold and changing the CAS space required. The second part of the strategy is by ignoring failed CAS calculations which occur in regions of configuration space where the CAS is so poor that it, for example, does not lead to converged energies. It is assumed that these points are in non-important regions of space and the surfaces here can be provided by extrapolation from the database information.
Petr Slavíček asked: In the conclusions, you mention that "the diabatic surfaces also need to be tested beyond visual inspection for any inconsistencies." How exactly is this non-visual inspection done?
Graham Worth replied: At the moment, this non-visual inspection is not done! What is meant by this statement is that we should check whether the propagated adiabatic-diabatic transformation (ADT) matrices are pathdependent or not. If they are path-dependent, then an error in the diabatisation is being introduced. For example, we are obtaining the ADT matrices by propagating from the nearest point in the database using the ab initio derivative couplings. An analysis could be done obtaining them from different points to see whether a significant difference is obtained. If not, they could be considered to be path independent.
Jens Petersen said: How computationally expensive is your method compared to classical trajectory-based approaches such as surface hopping, especially given the fact that a certain (not too small) number of Gaussians seems to be necessary in order to properly account for branching of the initial ensemble due to, e.g., isomerisation or fragmentation processes. What is the largest size of a molecule that you can think of simulating to date? Graham Worth replied: When talking about expense one must also consider desired accuracy. vMCG is much more expensive than trajectory-based methods as the inversion of a matrix with rank f × n is required at each step, where f is the number of degrees of freedom and n is the number of basis functions. Classical methods scale linearly with both f and N (number of trajectories). However, classical trajectory-based methods are very slow to converge, and there is no guarantee that they will converge on the correct answer. In fact, if nuclear coherence or tunnelling is important, they will not. Thus, N ≫ n and if it appears that we are needing a large number of functions, then even more trajectories will be required. At present, molecules of the size of 10-20 atoms are realistic. Improvements are still possible and under investigation at present to improve on this.
Joel Bowman asked: On running direct dynamics vs. using potential energy surfaces, I'm sure you agree that to have the latter is preferable, but not always possible. Could you comment on this in your calculations? Also, the rather prompt dynamics showing more or less exponential decay suggests that classical calculations might capture the dynamics adequately in this case. Would you please comment on this?
Graham Worth answered: For accurate calculations I agree that at present, potential energy surfaces are the preferred method. A good surface can be made to fit globally using different information (including experimental) for different regions of the surface, whereas at present, electronic structure methods struggle to be accurate over a range of configurations. For accurate results, grid-based dynamics are also preferable to trajectory-based methods due to their completeness and simpler numerical behaviour. The big advantage of direct dynamics is the property of just searching the important part of configuration space. A major utility of direct dynamics is thus not only as a simulation method but also as a starting point for providing data for potential surface generation. This is one of the reasons we collect the ab initio data from a DD-vMCG calculation in a database of energies and derivatives.
Prof. Bowman is probably correct in his analysis that in the case of formamide classical trajectories, they would adequately capture the dynamics as the dissociation is pretty direct and non-adiabatic behaviour does not seem to be very important. In this case, particularly for dynamics in the S1 state, the challenge would be the convergence as there are a number of fragmentation channels open and many trajectories would be needed for good statistics, whereas the vMCG method provides a measure of the density going into each channel with a small number of Gaussian basis functions. Dmitri Babikov commented: I am somewhat lost in the numbers. You mentioned that the number of basis functions is on the order of 100. If each of those is propagated for, say, 100 time steps, then we need to compute 10 000 ab initio data points. Isn't that sufficient to construct the PES? Instead of doing it on the flight? Graham Worth replied: Because we use a database of calculated points and interpolate when close to previously calculated data, we do not compute an ab initio point at every time step. Exactly how often new points get calculated is highly problem specific -for systems that are harmonic only a few points are needed, whereas if large range motions and dissociation takes place, many more are calculated. In the formamide example in the paper (DOI: 10.1039/C8FD00090E), which includes dissociation, around 6000 points were calculated for a 100 fs propagation, which is about 10 000 steps (we use a variable step size integrator and steps average around 0.01 fs).
Slavíček asked: The vMCG approach with the fully coupled localized basis resembles approaches based on "quantum trajectories". This refers either to Bohmian dynamics or to phase space analogues such as the "entangled classical trajectories" (see e.g. Donoso and Martens 1 ). In Bohmian dynamics, a quantity called "quantum force" emerges. This quantum force has certain unfortunate properties which makes its use for impractical calculations problematic. Some sort of quantum force should also emerge from the coupled Gaussian approach. Would one get such a force if one subtracts the mass attributed to the basis multiplied by its acceleration and the gradient of the potential? Graham Worth responded: This is an interesting topic that requires more thought. The Gaussian basis functions in vMCG do indeed feel a "quantum" force which is related to the curvature of the potential surfaces under the function. This is seen as coupling between the functions due to terms in the potential higher than linear. It is, however, also basis set-dependent as it relates to the width of the function, and I do not know if it can be related to the Bohmian quantum force. Francesco Gianturco remarked: You have shown in your presentation that a variety of numerical problems exist when interpolating the existing PESs, when employing the local harmonic approximation or when having to extend the time interval of the reaction progress. Would you be able to comment, at the current level of accuracy of the method you have developed, on how realistic the comparison of its computed observables would be, if any, with existing experimental observables on current systems? What are the quantities which you expect you would be more likely to represent at an acceptable level of accuracy?
Graham Worth responded: At present, results from the direct dynamics calculations are indeed very "noisy", and it is only possible to extract highly averaged quantities such as state populations and timescales. As shown in the paper (DOI: 10.1039/C8FD00090E), we can also get branching ratios. In principle, the vMCG method is able to reproduce spectra in the same way that grid-based calculations can. This has been demonstrated for model Hamiltonians using polynomials up to fourth order with exact integrals (Richings et al. Int. Rev. Phys. Chem., 2015, 34, 269). 1 There is also no problem in including an explicit light field. Thus it is hoped that once we have solved the interpolation and integral problems we will be able to access observables that can be compared directly with experiment. It is unlikely that the method will ever be accurate enough to calculate sensitive properties such as scattering cross-sections. 1 G.W. Richings et al., Int. Rev. Phys. Chem., 2015, 34, 269-308. Adam Kirrander commented: As a brief remark to Prof. Gianturco's interesting question, I would like to point out that one of the fascinating developments in ultrafast science is the increasing ability of experiments to probe the evolution of quantum systems, e.g. small molecules, in ever greater detail. This includes, to name but a few, developments in ultrafast spectroscopy, 1-3 ultrafast X-ray scattering, 4,5 ultrafast electron diffraction, 6 other imaging techniques, 7 and the potential for direct probes of electronic coherence 8, 9 or non-linear measurements. 10 The collective impact of these increasingly sophisticated measurements will be to challenge computations and simulations by necessitating much more detailed comparisons between theory and experiment than just, say, an overall exponential decay.
Adam Kirrander followed up with a question: An interesting consequence of the variationally derived equations of motion is that the phase space is covered quite efficiently and that convergence, especially in lowdimensionality highly quantum systems, is more efficient than with semiclassical trajectories. On the other hand, the propagation of semiclassical trajectories is more convenient computationally and appears to be numerically more stable. Can one have the best of both worlds via a hybrid method that primarily relies on the variational propagation but is augmented by semiclassical trajectories? Would that be sensible? Also, would you like to comment on the use of the complex absorption potential in the calculations? Complex absorption potentials are of course well-established, but I would naively have assumed that the trajectories would decouple asymptotically and that they could be propagated almost trivially using analytical extensions of their phase and coordinates thereafter.
Graham Worth answered: Indeed I believe that the variational nature of the basis functions in the vMCG algorithm is key to efficiency through fast convergence, and also to correctly treating nuclear quantum effects such as tunnelling and curve crossing. However, Dr Kirrander is correct in stating that they are less efficient in the sense of computational effort than semiclassical trajectories. It is fortunately easy to have a hybrid quantum/semiclassical method within the framework of vMCG. The equations of motion for the centres of the Gaussian functions can be written as a classical part plus a non-classical part that provides the quantum coupling. One can simply ignore these non-classical terms to obtain "semiclassical" basis functions, and this can be done to a subset of "bath" modes, retaining the full quantum treatment for the important modes. This hybrid method remains fully quantum mechanical through the variational treatment of the expansion coefficients, but with a less than optimal basis. For modes that are classical in nature, this should not be a problem but result in a saving of computer effort. This is implemented in our code, but has not been tested to any great extent.
Complex absorbing potentials were used to prevent the need to integrate the fast phases of dissociating parts of the wavepacket, which leads to small time steps for no gain in information. The use of an analytic extension to propagate basis functions that decouple asymptotically in a dissociation channel is a good idea that would allow the propagation to continue after dissociation takes place without this problem. We will investigate this.
Adam Kirrander addressed Francesco Gianturco and Graham Worth: One final comment on this topic is that the non-adiabatic internal conversion processes is not necessarily much faster than intrasystem crossing driven by spin-orbit coupling if the spin-orbit coupling is reasonably strong, mostly due to the presence of comparatively heavy atoms. Recent examples from our own work include the molecules carbon disulfide 1 and diiodobenzene. Thomas Malcomson commented: Assuming I am understanding your method correctly, it would appear that you are currently limited to quite a small area surrounding the conical intersection itself. With this in mind, and looking towards the study of a full photochemical dynamic reaction coordinate, what do you consider to be the potential for your method to expand to a point where it could replace/enhance study of the entire 'cone' of the conical intersection, an area more traditionally covered by the IRD (initial reaction direction) protocol? And what do you consider to be the main difficulties in expanding this method to account for both the area of the PES that would need to be covered, and the accuracy needed to begin to probe and predict these conical intersectionbased photochemical reactive processes?
Graham Worth responded: Calculations using the vibronic coupling model Hamiltonian are indeed limited to regions around an intersection (or more usually around the Frank-Condon point). The direct dynamics DD-vMCG calculations are, at least in principle, not limited in any way. The algorithm uses a time-evolving fully quantum mechanical wavefunction, and thus nuclear coherences are retained on passing through an intersection. One limiting factor is the approximate nature of the presently used propagation diabatisation, that may accumulate errors as a propagation progresses. A more major limitation for the scope that can be covered is the quantum chemistry method chosen, e.g. CASSCF calculations may fail moving away from the starting region as the chosen CAS space becomes inappropriate.
Stephen Leone made a general comment to all delegates: I would like to discuss experimental observables of curve crossings and conical intersections and to encourage the discussion group to consider how to bring theoretical calculations along to address new kinds of experimental results. In the famous IBr experiments of Zewail, the wave packet in the excited state of IBr was observed to leak out. We now are starting to see some experiments on electron diffraction and X-ray diffraction, where passing through conical intersections is recorded, as well as X-ray and XUV transient absorption methods, which are core-level specific, so there are new spectroscopic signatures of passage through curve crossings and conical intersections. In a recent example on IBr in an attosecond experiment, we can see the changes in energy of the atomic core-level transitions of both I and Br as the molecule passes through the curve crossing. This result shows new observables and what is going to be required to explain the very short time dynamics of the iodine and bromine spectral features, as they report on the passage through the crossing. The sweeping changes in energy and shifting of intensities of these atomic transitions in the molecule provide a complete record of the dynamical event. New work will be required
