Human speech becomes impaired i.e., unintelligible due to a variety of reasons that can be either neurological or anatomical. The objective of the research was to improve the intelligibility and audibility of the impaired speech that resulted from a disabled human speech mechanism with impairment in the acoustic system-the supra-laryngeal vocal tract. For this purpose three methods are presented in this paper. Method 1 was to develop an inverse model of the speech degradation using the Cepstral technique. Method 2 was to replace the degraded vocal tract response by a normal vocal tract response using the Cepstral technique. Method 3 was to replace the degraded vocal tract response by a normal vocal tract response using the Linear Prediction technique.
INTRODUCTION
Speech impairments or disorders refer to difficulties in producing speech sounds with voice quality [1] . Thus impaired speech is the speech sound that lacks in voice quality. Speech becomes impaired due to a variety of reasons that can be either neurological e.g., aphasia & dysarthria or anatomical e.g., cleft lip & cleft palate [1] .
The speech impairment is generally categorized into Articulation impairment e.g., omissions, substitutions or distortions of sounds, Voice impairment e.g., inappropriate pitch, loudness or voice quality Fluency impairment e.g., abnormal rate of speaking, speech interruptions or repetition of sounds, words, phrases or sentences interfering effective communication, Language impairment e.g., phonological, morphological, syntactic, semantic or pragmatic use of oral language [2] .
The most commonly used techniques to help people with speech impairments are training programmes by speech therapists at home or at hospitals or at a combination of these, sign language like Makaton and electronic aids like text-to-speech conversion unit.
General Properties of Speech
Though non-stationary the speech signal can be considered as stationary over short periods typically 10-50 msec [3, 4, 5] . Effective bandwidth of speech is 4-7 kHz [4, 5] . The elementary linguistic unit of speech is called a phoneme and its acoustic realization is called a phone [7] . A phoneme is classified as either a vowel or a consonant [3, 4, 5] . The duration of a vowel does not change much and is 70 ms on an average while that of a consonant varies from 5 to 130 ms [3].
Speech Production
The diaphragm forces air through the system and the voluntary movements of anatomical structures of this system shape a wide variety of waveforms broadly classified into voiced & unvoiced speech [5] . This is depicted in Figure 1 . With voiced speech, the air from the lungs is forced through the glottis (opening between the vocal cords) and the tension of the vocal cords is adjusted so that they vibrate at a frequency, known as pitch frequency, which depends on the shape and size of the vocal cords, resulting in a quasi-periodic train of air pulses that excites the resonances of the rest of the vocal tract. The voluntary movements of the muscles of this vocal tract change its shape and hence resonant frequencies, known as formants, producing different quasi-periodic sounds [7] .
Figure 2 shows a sample of voiced speech segment and its spectrum with formant peaks.
With unvoiced speech, the air from the lungs is forced through the glottis and the tension of the vocal cords is adjusted so that they do not vibrate, resulting in a noiselike turbulence that excites normally a constriction SciRes Copyright © 2010 JBiSE in the rest of the vocal tract. Depending on the shape and size of the constriction different noise-like sounds are produced. Figure 3 shows a sample of unvoiced speech segment and its spectrum with no dominant peaks.
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Thus a speech signal can be supposed to be a convolution of two signals: 1) a quasi-periodic pulse-like (for voiced speech) or a noise-like (for unvoiced speech) glottal excitation signal generated by a combination of lungs and vocal cords and 2) a system response represented by the shape of the rest of the vocal tract [4] .
The excitation signal generally exhibits the speaker characteristics such as pitch and loudness while the vocal tract response determines the sound produced [5] .
Source-Filter Model of Human Speech Mechanism
A speech signal, s(n) is convolution of a fast varying glottal excitation signal, e(n) and a slowly varying vocal tract response, v(n) i.e., s(n)=e(n)*v(n). For a voiced speech, e(n) is a quasi-periodic waveform and v(n) is a combined effect of the glottal wave shape, the vocal tract impulse response and the lip radiation impulse response while for an unvoiced speech, e(n) is a random noise and v(n) is a combined effect of the vocal tract impulse response and the lip radiation impulse response [4] . A human speech mechanism thus can be viewed as a source capable of generating a periodic impulse train at pitch frequency for voiced speech or a white noise for unvoiced speech followed by a linear filter having an impulse response that represents the shape of the vocal tract [4] . This is depicted in Figure 4. 
Speech Processing Techniques

Cepstral Technique
Complex cepstrum: The complex cepstrum s (n)  of a signal is defined as the inverse Fourier transform of the logarithm of the signal spectrum [8] .
where is the Fourier transform of . Computation of complex cepstrum requires phase unwrapping, which is difficult due to some theoretical and practical reasons [8] . This is depicted in Figure 5 Figure 6 . (a) Real cepstrum and (b) its inverse (after Oppenheim & Schafer). Cepstral domain is known as quefrency (coined from 'frequency') domain [8] .
Real cepstrum: The real cepstrum s r / (n) of a signal s(n) is defined as the inverse Fourier transform of the logarithm of the signal magnitude spectrum |S(e j )| [8] .
where S(e j ) is the Fourier transform of s(n). Real cepstrum is not invertible but provides a minimum phase reconstruction of the signal [8] . This is depicted in Figure 6 (a) and (b).
Since speech is convolution of a fast varying glottal excitation signal, e(n) and a slowly varying vocal tract response, h(n), the cepstrum of a speech segment consists of the glottal excitation signal that occupies the low quefrency region and the vocal tract response that occupies the high quefrency region [8] .
Since the phase information is not as much important as the magnitude information in a speech spectrum, the real cepstrum is used due to its computational easiness [8] .
The first M samples where M is the number of channels allotted to specifying spectral envelope information [9] , typically first 2.5 ms to 5 ms duration, of the cepstrum of a speech segment represent the vocal tract response while the remaining samples represent the glottal excitation signal.
A simple windowing process using a rectangular window separates the vocal tract response from the glottal excitation signal in the quefrency domain.
The inverse process of cepstrum involving exponentiation obtains these signals in time domain.
Linear Prediction Technique
Linear prediction technique is a system modeling technique that models the vocal tract response in a given speech segment as an all-pole linear filter with transfer function of the form
where G is dc gain of the filter, p is the order of the filter, a p (k), k=1,2,...p are the filter coefficients, leaving out the glottal excitation as the residual of the process [4] . Thus the LP technique separates the vocal tract response from the glottal excitation.
The various formulations of linear prediction technique are 1) the covariance method 2) the autocorrelation method 3) the lattice method 4) the inverse filter formulation 5) the spectral estimation formulation 6) the maximum likelihood formulation and 7) the inner product formulation [4, 14] .
In this paper the filter coefficients and the dc gain were estimated from speech samples via the autocorrelation method by solving the so-called Yule-Walker equations with the help of Levinson-Durbin recursive algorithm [11, 14] .
DATA ACQUISITION & SIGNAL PRE-PROCESSING
Adult subjects, 52 subjects (11 females and 41 males) with distorted sound, 41 subjects (3 females and 38 males) with prolonged sound, 12 subjects (all males) with stammering, 9 subjects (1 female and 8 males) with omissions and 5 (all males) with substitutions were selected. They were asked to spell the phonemes "a" as in "male", "ee" as in "speech", "p" as "pet", "aa" as in "Bob" and "o" as in "boat". These speech signals were recorded using a Pentium-IV computer with 2 GB RAM, 160 GB HDD, PC-based microphone, 16-bit sound card, and free audio recording and editing software at a sampling rate of 8 KHz. These signals hereafter will be referred to as Degraded speech segment
Source e(n) (lungs+vocal card) Figure 9 . Source-filter model of a degraded human speech mechanism with degradation as separate system. Cepstrum of degraded speech
Real Cepstrum 
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impaired speech signals or utterances in the text. Same number (119) of normal subjects of similar age and sex were selected and asked to spell the same set of phonemes. These signals were recorded under similar conditions and will hereafter be referred to as normal speech signals or utterances in the text.
These signals were then lowpass-filtered to 4 KHz to avoid any spectral leakage.
The arithmetic mean of each filtered signal was subtracted from it in order to remove the DC offset, an artifact of the recording process [12] .
The speech portion of each speech signal was extracted from its background using an endpoint detection algorithm explained in [13] .
METHODS
Three methods were developed, all being based on the source-filter model of the human speech mechanism. The first two methods were based on the cepstral technique and the third method was based on the Linear Prediction Coding (LPC) technique. In all these three method, the speech was assumed to be the linear convolution of the slowly varying vocal tract response, and the fast varying glottal excitation [4, 5, 8, 9] .
Method 1
This method was based on the following facts: 1) Though non-stationary, speech signal can be considered as stationary for a short period of 20-40 ms [3, 4] , 2) Speech is a convolution of two signals: the glottal excitation signal and the vocal tract response [4] , 3) The excitation signal generally exhibits the speaker characteristics such as pitch and loudness while the vocal tract response determines the sound produced [5] and 4) Cepstrum transforms a convolution process into an addition process [8] .
1) and 2) make the short-term analysis of speech signal possible and model a normal human speech mechanism as a linear filter excited by a source as shown in Figure 7 .
Similarly a disabled human speech mechanism with an impaired vocal tract is modeled as shown in Figure 8 .
If the degraded vocal tract is modeled as the normal vocal tract followed by a degrading system, then the above source-filter model can be equivalently represented as shown in Figure 9 .
As suggested by 4), the cepstrum of normal speech segment would be the addition of the cepstrum of normal vocal tract response and the cepstrum of excitation as shown in Figure 10 .
Similarly for an impaired speech segment the cepstral deconvolution of degraded speech segment is shown in Figure 11 .
As suggested by 3), if the speech segment, in both cases, represents a similar sound unit (e.g., a similar phoneme), then the h d The speech segment is restored by passing the degraded speech segment through the inverse model of the degradation as shown in Figure 12 . Figure 13 shows a complete block diagram representation of the entire method of restoring the speech via the inverse model of the degradation.
Method 2
Method 2 was based on the same set of facts as Method 1. In this method, the degraded vocal tract response, h d (n) for a particular phoneme from a disabled speech mechanism is replaced by the normal vocal tract response, h(n) for the same phoneme from a normal speech mechanism. The extraction of the vocal tract responses and reconstructing the speech of improved intelligibility and audibility is done using cepstral technique. The cepstrum of a speech segment consists of the glottal excitation signal that occupies the low quefrency region and the vocal tract response that occupies the high quefrency region [8] . The first M samples where M is the number of channels allotted to specifying spectral envelope information [9] , typically first 2.5 ms to 5 ms duration, of the cepstrum of a speech segment represent the vocal tract response while the remaining samples represent the glottal excitation signal. A simple windowing process using a rectangular window separates the vocal tract response from the glottal excitation signal in the quefrency domain [8] .
The block diagram representation of the second method has been shown in Figure 14. 
Method 3
Method 3 was based on the following facts: 1), 2) and 3) were the same and 4) A speech segment of short duration, e.g., 10-40 ms can be effectively represented by an all-pole filter of order p [14] , which is often chosen to be at least 2*f*l/c where f is the sampling frequency, l is the vocal tract length and c is the speed of sound [7, 14] . For a typical male utterance with l=17 cm and c=340 m/s, p=f/1000. These filter coefficients were estimated through linear predictive analysis for a speech segment of short duration, e.g., 10-40 ms. The excitation signal is 
Inverse obtained either by passing the speech segment through this filter or by synthesizing with estimated pitch period, gain and voicing decision for that segment [14, 4] . Here the former is utilized. Thus the linear predictive analysis splits a speech segment into excitation and vocal tract response [14, 4] . The first two assumptions make the short-term analysis of speech signal possible and model both the normal and disabled human speech mechanisms as described for Method 1 & 2.
As suggested by 4), both the normal and impaired speech can be split into excitation and vocal tract response.
As suggested by 3), the LP coefficients of the normal speech segment in the place of those of the impaired speech segment are used while the excitation is obtained either from the LP residual for the impaired speech segment or from synthesis from pitch period, gain and voicing decision estimated from the impaired speech segment. Here the former is utilized
Here the degraded vocal tract response, h d (n) for a particular phoneme from a disabled speech mechanism, obtained via the LPC technique, is replaced by the normal vocal tract response, h(n) for the same phoneme from a normal speech mechanism obtained via the LPC technique.
The glottal excitation from the degraded (impaired) speech is obtained via the LPC technique as the linear prediction residual [14, 4] .
The block diagram representation of the method has been depicted in Figure 15. 
IMPLEMENTATION
In all three methods, the speech portions from both the normal and degraded phonemes were extracted using the algorithm in [13] and the normal utterance was timescaled to match the length of the impaired utterance using the modified phase vocoder [15] . Then each utter-
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JBiSE ance was segmented into short frames of 20 msec duration overlapping by 5 msec. In Method 1 & 2, both the frames were preemphasised to cancel the spectral contributions of the larynx and the lips to the speech signal using H(z) = 1z 1 with  = 0.95 [7, 12] . Then the cepstra of both the frames were computed [8, 9] .
In Method 1, the first 40 samples of the cepstrum of the normal speech frame were subtracted from those of the cepstrum of the degraded speech frame to extract the cepstrum of the degrading function. The inverse cepstrum of the resultant yielded the degrading function which was then modeled as an all-pole filter. The inverse of the model was then used to restore the speech.
In Method 2, the first 40 samples of the cepstrum of the degraded speech frame were replaced by those of the cepstrum of the normal speech frame.
In Method 3, after segmentation, the frames were preemphasised and their autocorrelations were computed. The resultant autocorrelations were used to compute the LPC coefficients using Levinson-Durbin recursive algorithm. Then the LPC coefficients computed from the degraded speech frame and the frame itself were used to compute the LPC residues. These LPC residues and The LPC coefficients computed from the normal speech frame were used to synthesize the restores speech frame.
All the above steps were repeated for all frames and for all phonemes. MATLAB 7 was used for programming purposes.
COMPARISON OF METHODS
The main advantage of these three methods was that the restored speech had the speaker characteristics since the excitation from the distorted sound was used for restoration as the excitation (the glottal impulse) exhibits mainly the speaker characteristics while the vocal tract response (the articulation) gives rise to various phonetic realization.
All the three methods worked acceptably well with certain articulation impairment such as distorted sound & prolonged sound.
All the three methods suffered from a basic problem, the phonetic mismatching. That is, the process of matching the respective phonemes in the normal and impaired utterances lacks the accuracy due to the fact that the duration of a phoneme in a syllable or a word from two different speakers may not be equal and also its articulation and temporal-spectral shape varies with respect to the preceding and succeeding phones. Moreover, the dynamic time warping techniques used to match two similar time-series may not be used to match the normal and the distorted strings, though they are the same utterances, since they are not 'similar', one being normal and the other, distorted.
All the three methods did not suit for all the speech impairments. For example they did not help solving certain common impairments such as stammering, omissions, substitutions.
Method 1 & 2 suffered from the fact that the real cepstrum is not invertible; only a minimum phase reconstruction is possible. The phase information was lost.
Method 1 suffered from the problem of extracting the degradation exactly since the vocal tract response for a phoneme independently obtained from two speakers do not match sample vice. Hence subtracting the first 25 samples of the cepstrum (representing the normal vocal tract response) of normal speech segment from those (representing the degraded vocal tract response) of impaired speech segment may not exactly give the degradation in the vocal tract response of the impaired subject.
The LP coefficients do not represent the vocal tract response independently of speakers. Hence the restored sound possessed the quality of both of the speakers, the normal and the problem but more towards the problem speaker and less towards the normal speaker.
RESULT
In order to assess the result of the above experiments, one thousand observers (500 females and 500 males) of different age group varying from 20 to 40 were selected and requested to listen to the degraded, normal and re- 
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