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Abstract
Let K be a compact, non-polar set in Euclidean space Rm (m3) and let TK be the ﬁrst
hitting time of K by a Brownian motion. We obtain the leading asymptotic behaviour as t →∞
of
∫
Rm
dx(Px [TK < t])k , where k > 0 is a constant.
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1. Introduction
Let K be a non-polar, compact set in Euclidean space Rm (m2) with boundary
K . Let u : Rm\K × [0,∞)→ R be the unique weak solution of
u = u
t
, x ∈ Rm\K, t > 0, (1)
with boundary condition
u(x; t) = 1, x ∈ K, t > 0, (2)
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and initial condition
u(x; 0) = 0, x ∈ Rm\K. (3)
Then u(x; t) represents the temperature at x ∈ Rm\K at time t if K is kept at
temperature 1 for all time t and Rm\K has initial temperature 0. The total heat ﬂow
from K into Rm\K up to time t is deﬁned by
EK(t) =
∫
Rm\K
u(x; t) dx. (4)
The asymptotic properties of EK(t) for t →∞ have been studied by several authors.
Spitzer [6] showed that if m3 then
EK(t) = C(K)t + o(t), t →∞, (5)
where C(K) is the Newtonian capacity of K. For m = 2 Spitzer obtained that
EK(t) = 4tlog t (1+ o(1)), t →∞. (6)
Reﬁnements of (5) and (6) can be found in Spitzer’s original paper [6] and [1,2,4].
It is convenient to extend u to all of Rm by putting u ≡ 1 on K for all t > 0. It
follows by the maximum principle that 0u1 for all x ∈ Rm, and all t > 0. By (5)
and (6) we conclude that u(·; t) ∈ L1(Rm) ∩ L∞(Rm). Deﬁne for t > 0, k > 0
Nk,m(t) =
∫
Rm
u(x; t)k dx. (7)
We note that
N1,m(t) = EK(t)+ |K|, (8)
where |K| denotes the Lebesgue measure of K. For k ∈ N, Nk,m(t) has a simple
probabilistic interpretation. Let (B(s), s0;Px, x ∈ Rm) be a Brownian motion with
generator , and let the ﬁrst hitting time of K be given by
TK = inf{s0 : B(s) ∈ K}. (9)
Then the solution of (1–3) is given by
u(x; t) = Px[TK t]. (10)
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Let W(t) denote the Wiener sausage up to time t associated to the compact set K:
W(t) = {B(s)+ z : 0s t, z ∈ K}. (11)
It follows from (7–11) that
E0[|W(t)|] = N1,m(t). (12)
More generally, if W1(t), . . . ,Wk(t) are Wiener sausages for independent Brownian
motions B1, . . . , Bk then
Nk,m(t) = E10 ⊗ · · · ⊗ Ek0
[
| ∩ki=1 Wi(t)|
]
. (13)
Le Gall obtained the leading asymptotic behaviour of Nk,2(t) as t →∞.
Theorem 1 (Le Gall [3]). Let K be compact and non-polar in R2, and let k ∈ N.
Then
Nk,2(t) = ck,2 t
(log t)k
(1+ o(1)), t →∞, (14)
where the coefﬁcients ck,2 are given by
ck,2 = 4
∫ 1
0
d1 · · ·
∫ 1
0
dk
(
k∏
i=1
−1k
)(
k∑
i=1
−1k
)−1
. (15)
In this paper we complement Le Gall’s result for Nk,2(t) by obtaining the leading
asymptotic behaviour of Nk,m(t), m3 and t →∞. While Nk,m(t) has a probabilistic
interpretation for k ∈ N, the deﬁnition given in (7) makes sense for all k > 0. Before
we state our main results we introduce some further notation. Let m3, and let K
be the equilibrium measure supported on K so that
C(K) = K(K). (16)
Theorem 2. Let K be compact and non-polar in Rm, m3. Suppose that k > m/(m−
2). Then
lim
t→∞ Nk,m(t)
= 4−k−mk/2((m− 2)/2)k
∫
Rm
dx
(∫
K(dy)|x − y|2−m
)k
. (17)
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Theorem 3. Let K be compact and non-polar in Rm, m3. Suppose that m/(m−2) >
k > 0. Then
Nk,m(t) = ck,m(C(K))kt(m+(2−m)k)/2(1+ o(1)), t →∞, (18)
where the coefﬁcients ck,m are given by
ck,m = 21+m(1−k)m(1−k)/2(m/2)−1
∫ ∞
0
dm−1
(∫ 1
0
d−m/2e−2/
)k
. (19)
Theorem 4. Let K be compact and non-polar in Rm, m3. Then
Nm/(m−2),m(t) = cm(C(K))m/(m−2)(log t)(1+ o(1)), t →∞, (20)
where
cm = 2−(m+2)/(m−2)−m/(m−2)((m− 2)/2)2/(m−2)(m− 2)−1. (21)
The main ingredient in the proofs of Theorems 2–4 is an approximation of the ﬁrst
hitting time of K by the last exit time of K. Let
LK = sup{s0 : B(s) ∈ K}. (22)
It is well-known [5] that
Px[LK < t] =
∫
K(dy)
∫ t
0
p(x, y; s) ds, (23)
where
p(x, y; s) = (4s)−m/2e−|x−y|2/(4s). (24)
Note that by (23) and (24)
Px[TK <∞]=Px[LK <∞]
=4−1−m/2((m− 2/2))
∫
K(dy)|x − y|2−m. (25)
It follows by (25) that for |x| → ∞
Px[TK <∞] = 4−1−m/2((m− 2)/2)C(K)|x|2−m(1+ o(1)). (26)
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Since |x|(2−m)k is integrable at ∞ for k > m/(m − 2) we arrive at the conclusion of
Theorem 2 by an application of the monotone convergence theorem.
The remainder of this paper is organised as follows. In Sections 2 and 3 we prove
Theorems 3 and 4 for the cases 1 < k < m/(m − 2) and k = m/
(m − 2), respectively. The proof of Theorem 3 for the case 0 < k < 1 is deferred to
Section 4.
2. Proof of Theorem 3 for 1 < k <m / (m−2)
Throughout this section we assume that 1 < k < m/(m − 2). Let c ∈ Rm, r > 0,
and
B(c; r) = {x : |x − c|r}, (27)
Rc = inf{r > 0 : K ⊂ B(c; r)}, (28)
R = inf{Rc : c ∈ Rm}. (29)
Without loss of generality, we may assume that the inﬁmum in (29) is attained at the
origin so that K ⊂ B(0;R). By (10)
Nk,m(t)
∫
Rm\B(0;2R)
u(x; t)k dx
∫
Rm\B(0;2R)
(Px[LK < t])k dx. (30)
For x ∈ Rm\B(0; 2R) and y ∈ K we have that
p(x, y; s)(4s)−m/2e−(|x|+R)2/(4s). (31)
Hence for |x|2R we have by (23)
Px[LK < t]C(K)
∫ t
0
ds(4s)−m/2e−(|x|+R)2/(4s). (32)
By (30) and (32) we obtain
Nk,m(t)(C(K))k
∫
{x: |x|>2R}
dx
(∫ t
0
ds(4s)−m/2e−(|x|+R)2/(4s)
)k
=2m/2(m/2)−1(C(K))k
∫ ∞
3R
d(− R)m−1
×
(∫ t
0
ds(4s)−m/2e−2/(4s)
)k
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2m/2(m/2)−1(C(K))k
∫ ∞
0
dm−1
(∫ t
0
ds(4s)−m/2e−2/(4s)
)k
− 2m/2(m/2)−1(C(K))k
∫ 3R
0
dm−1
(∫ t
0
ds(4s)−m/2e−2/(4s)
)k
− 2m/2(m/2)−1(C(K))k(m− 1)R
∫ ∞
3R
dm−2
×
(∫ t
0
ds(4s)−m/2e−2/(4s)
)k
. (33)
To show that the ﬁrst term in the right-hand side of (33) is ﬁnite we use the
inequality
(∫ t
0
ds(4s)−m/2e−2/(4s)
)k
e−k2/(8t)
(∫ ∞
0
ds(4s)−m/2e−2/(8s)
)k
C1e−k
2/(8t)−k(m−2), (34)
where C1 depends on m and on k only. Hence the ﬁrst term in the right-hand side of
(33) is bounded by
2m/2(m/2)−1(C(K))kC1
∫ ∞
0
dm−1−k(m−2)e−k2/(8t) <∞, (35)
since k < m/(m − 2). By scaling we obtain that the ﬁrst term in the right-hand side
of (33) equals the leading contribution in (18). The absolute value of the second term
in the right-hand side of (33) is estimated by (34) and gives
2m/2(m/2)−1(C(K))kC1
∫ 3R
0
dm−1−k(m−2) = O(1). (36)
Finally, the absolute value of the third term in the right-hand side of (33) is estimated
by
2m/2(m/2)−1(C(K))k(m− 1)RC1
∫ ∞
3R
d(1−k)(m−2)e−k2/(8t). (37)
For any  > 0 there exists a constant C() such that
e−k2/(8t)C()
(
8t
k2
)
. (38)
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We estimate (37) by (38), and by choosing  such that both t = o(t(m+(2−m)k)/2)
for t →∞ and the integral with respect to  in (37) converges. This gives
0 ∨ ((m− 1+ (2−m)k)/2) <  < (m+ (2−m)k)/2. (39)
This set of ’s is non-empty by the hypothesis on k.
To prove the upper bound in Theorem 3 we have for 1 < k < m/(m − 2) the
estimate:
(Px[TK < t])k=(Px[LK < t] + Px[TK < t < LK ])k
(Px[LK < t])k + k(Px[TK < t])k−1Px[TK < t < LK ]. (40)
To estimate the second term in the right-hand side of (40) we use the strong Markov
property at TK :
Px[TK < t < LK ] = Ex
{∫ t
0
1TK∈dsPB(TK)[t − s < LK <∞]
}
. (41)
By (22) and (23)
Px[t < LK <∞]=
∫
K(dy)
∫ ∞
t
p(x, y; s) ds

∫
K(dy)
∫ ∞
t
(4s)−m/2 ds
C(K)t(2−m)/2. (42)
Hence
Px[TK < t < LK ]
∫ t
0
Px[TK ∈ ds](C(K)(t − s)(2−m)/2 ∧ 1). (43)
Let 0 < 	 < 1/2. Then by (43)
Px[TK < t < LK ]

∫ t−	t
0
Px[TK ∈ ds]C(K)(t − s)(2−m)/2 +
∫ t
t−	t
Px[TK ∈ ds]
C(K)(	t)(2−m)/2Px[TK < t] + Px[t − 	t < TK < t]. (44)
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By (40) and (44) we obtain the estimate
(1− k C(K)(	t)(2−m)/2)
∫
Rm
(Px[TK < t])kdx

∫
Rm
dx(Px[LK < t])k + k
∫
Rm
dx(Px[TK < t])k−1Px[t − 	t < TK < t].
(45)
By the Markov property we have that
Px[t − 	t < TK < t] =
∫
Rm\K
dy pRm\K(x, y; t − 	t)Py[TK < 	t], (46)
where pRm\K is the heat kernel with Dirichlet boundary conditions on K.
By domain monotonicity of the Dirichlet heat kernel we have that for 0 < 	 < 1/2
pRm\K(x, y; t − 	t)p(x, y; t − 	t)(2t)−m/2e−|x−y|2/(4t). (47)
Combining (46) and (47) we have that
Px[t − 	t < TK < t]
∫
Rm
dy(2t)−m/2e−|x−y|2/(4t)Py[TK < 	t]. (48)
By (48) we have the following estimate for the second term in the right-hand side
of (45):
∫
Rm
dx(Px[TK < t])k−1Px[t − 	t < TK < t] |B(0; 2R)|
+
∫
{x:|x|>2R}
dx(Px[TK <∞])k−1
×
∫
Rm
dy(2t)−m/2e−|x−y|2/(4t)Py[TK < 	t]. (49)
On the set {x : |x| > 2R} we have for y ∈ K, |x − y| |x| − |y| |x|/2. Hence
Px[TK <∞]=4−1−m/2((m− 2)/2)
∫
K(dy)|x − y|2−m
4−1−m/2((m− 2)/2)
∫
K(dy)
(
2
|x|
)m−2
=2m−4−m/2((m− 2)/2)C(K)|x|2−m. (50)
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By Hölder’s inequality and Fubini’s theorem we have for any p > 1, q > 1, p−1 +
q−1 = 1
∫
{x:|x|>2R}
dx|x|(2−m)(k−1)
∫
Rm
dy e−|x−y|2/(4t)Py[TK < 	t]

∫
Rm
dy Py[TK < 	t]
(∫
{x:|x|>2R}
dx |x|(2−m)(k−1)p
)1/p
×
(∫
Rm
dx e−|x−y|2q/(4t)
)1/q
. (51)
The above integral converges for
(k − 1)(m− 2)p > m, (52)
and equals
C2
(
4t
q
)m/(2q)
N1,m(	t), (53)
where C2 depends on R,m and p. We now choose
	 =
(
t/R2
)(mq−m−2q)/(2q)
. (54)
Then 	t →∞ since q > 1. Any choice of p which satisﬁes (52) gives
q <
m
m− (k − 1)(m− 2) (55)
and
(mq −m− 2q)/(2q) < 12 (k − 1)(m− 2)− 1. (56)
But the right-hand side of (56) is negative since k < m/(m−2). Hence 	 < 1/2 for all
t sufﬁciently large. Since 	t→∞ we have by Spitzer’s theorem that N1,m(	t)2C(K)	t
for all 	t sufﬁciently large. Then (49) is bounded by
|B(0; 2R)| + 2C2C(K)(2t)−m/2
(
4t
q
)m/(2q)
	t. (57)
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So (49) is O(1) by the choice of 	 in (54). The ﬁrst term in the right-hand side of
(45) is bounded from above by
|B(0; 2R)| +
∫
{x:|x|>2R}
(Px[LK < t])k dx. (58)
For |x| > 2R and y ∈ K we have that
Px[LK < t]
∫
K(dy)
∫ t
0
ds(4s)−m/2e−(|x|−R)2/(4s)
=C(K)
∫ t
0
ds(4s)−m/2e−(|x|−R)2/(4s). (59)
Hence
∫
{x: |x|>2R}
(Px[LK < t])kdx
2(C(K))km/2(m/2)−1
∫ ∞
R
d(+ R)m−1
×
(∫ t
0
ds(4s)−m/2e−2/(4s)
)k
2m/2(m/2)−1(C(K))k
∫ ∞
0
dm−1
(∫ t
0
ds(4s)−m/2e−2/(4s)
)k
+ 2m/2(m/2)−1(C(K))k(m− 1)R
×
∫ ∞
R
d(+ R)m−2
(∫ t
0
ds(4s)−m/2e−2/(4s)
)k
, (60)
where we have used that (+ R)m−1m−1 + (m− 1)R(+ R)m−2.
The ﬁrst term in the right-hand side of (60) equals ck,mt(m+(2−m)k)/2. To estimate
the second term we use that (+R)m−22m−2m−2 for R. The resulting integral
is estimated using inequality (34) and the estimates in (37–39). By (45), (49), (54) and
(57) we conclude that for 1 < k < m/(m− 2)
lim sup
t→∞
t−(m+(2−m)k)/2Nk,m(t)ck,m. (61)
This completes the proof of Theorem 3 for 1 < k < m/(m− 2).
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3. Proof of Theorem 4
Lemma 5. Let K be a compact, non-polar set in Rm, m3. Then for t →∞
∫
Rm
dx(Px[LK < t])m/(m−2) = cm(C(K))m/(m−2)(log t)(1+ o(1)), (62)
where cm is given by (21).
Proof. By (32)
∫
Rm
dx(Px[LK < t])m/(m−2)

∫
{x:|x|2R}
dx(C(K))m/(m−2)
(∫ t
0
ds(4s)−m/2e−(|x|+R)2/(4s)
)m/(m−2)
= 2m/2(m/2)−1(4)−m2/(2m−4)(C(K))m/(m−2)
×
∫ ∞
3R
d(− R)m−1
(∫ t
0
ds s−m/2e−2/(4s)
)m/(m−2)
. (63)
Since (−R)m−1m−1− (m− 1)Rm−2 for 3R we have that the integral in the
right-hand side of (63) is bounded from below by
∫ ∞
3R
dm−1
(∫ t
0
ds s−m/2e−2/(4s)
)m/(m−2)
− (m− 1)R
∫ ∞
3R
dm−2
(∫ ∞
0
dss−m/2e−2/(4s)
)m/(m−2)
. (64)
The second term in (64) is O(1). An integration by parts gives that the ﬁrst term in
(64) equals
(
log
√
t
3R
)(∫ t/(9R2)
0
ds s−m/2e−1/(4s)
)m/(m−2)
+ 2m
m− 2
∫ ∞
3R/
√
t
d(log )m−3e−2/4
×
(∫ 1/2
0
ds s−m/2e−1/(4s)
)2/(m−2)
. (65)
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The integrand in the second term in the right-hand side of (65) is integrable at 0. Hence
this term is O(1) as t →∞. Moreover,
(
log
√
t
3R
)(∫ t/(9R2)
0
ds s−m/2e−1/(4s)
)m/(m−2)
= 2m−1((m− 2)/2)m/(m−2)(log t)(1+ o(1)). (66)
Combining (63–66) we obtain the lower bound in (62). 
To prove the upper bound in (62) we obtain by (59) that
∫
Rm
dx(Px[LK < t])m/(m−2)
 |B(0; 2R)|
+ (C(K))m/(m−2)
∫
{x: |x|>2R}
dx
(∫ t
0
ds(4s)−m/2e−(|x|−R)2/(4s)
)m/(m−2)
= |B(0; 2R)| + 2m/2(m/2)−1(C(K))m/(m−2)
×
∫ ∞
R
d(+ R)m−1
(∫ t
0
ds(4s)−m/2e−2/(4s)
)m/(m−2)
. (67)
Since (+R)m−1m−1+ (m− 1)2m−1Rm−2 for R we have that the integral in
the right-hand side of (67) is bounded by
∫ ∞
R
dm−1
(∫ t
0
ds(4s)−m/2e−2/(4s)
)m/(m−2)
+ (m− 1)2m−1R
∫ ∞
R
dm−2
(∫ ∞
0
ds(4s)−m/2e−2/(4s)
)m/(m−2)
. (68)
The second term in the right-hand side of (68) is O(1). The ﬁrst term in the right-hand
side of (68) is precisely the ﬁrst term in (64) with 3R replaced by R. This proves the
upper bound in (62) by (65) and (66) and completes the proof of Lemma 5. 
To prove Theorem 4 it sufﬁces by (30), Lemma 5 and (40) to prove that
∫
Rm
dx(Px[TK < t])m/(m−2)Px[TK < t < LK ] = o(log t) (69)
for t → ∞. But the estimates in (40), (44), (45), (49) and (51) also hold for k =
m/(m − 2). The integral in (51) converges for p > m/2 and is again given by (53).
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Let 	 be again given by (54). Then any choice of p > m/2 gives q < m/(m − 2)
and so
m
2
− m
2q
− 1 < 0. (70)
Putting (45), (49), Lemma 5 and the fact that (49) is O(1) together gives
(
1− m
m− 2C(K)(	t)
(2−m)/2
)
Nk,m(t)cm(log t)(1+ o(1))+O(1). (71)
This completes the proof of Theorem 4. 
4. Proof of Theorem 3 for 0 < k < 1
To prove Theorem 3 for 0 < k < 1 we ﬁrst note that the lower bound for Nk,m(t) in
(33) and the bounds in (35–39) hold for 0 < k < m/(m− 2). Hence the lower bound
in (18) holds for 0 < k < 1.
To prove the upper bound in (18) we use the fact that for 0 < k < 1
Nk,m(t)
∫
Rm
dx(Px[LK < t])k +
∫
Rm
dx(Px[TK < t < LK ])k. (72)
It is easily checked that the ﬁrst term in the right-hand side is equal to ck,mt(m+(2−m)k)/2
(1+ o(1)), using the bounds in (59) and (60) and the estimates in (37) and (38). The
set of ’s in (34) is again non-empty for 0 < k < 1. Hence the integral in (37)
is o(t(m+(2−m)k)/2) for t →∞. We conclude that
∫
Rm
dx(Px[TK < t])kck,mt(m+(2−m)k)/2(1+ o(1))
+
∫
Rm
dx(Px[TK < t < LK ])k. (73)
By (44) we have for 0 < k < 1 and 0 < 	 < 1/2
∫
Rm
dx(Px[TK < t < LK ])k(C(K))k(	t)(2−m)k/2Nk,m(t)
+
∫
Rm
dx(Px[t − 	t < TK < t])k. (74)
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By (48) we have that∫
Rm
dx(Px[t − 	t < TK < t])k

∫
Rm
dx
(∫
Rm
dy(2t)−m/2e−|x−y|2/(4t)Py[TB(0;R) < 	t]
)k

∫
B(0;4R)
dx
(∫
Rm
dy(2t)−m/2e−|x−y|2/(4t)
)k
+
∫
Rm\B(0;4R)
dx
(∫
B(0;2R)
dy(2t)−m/2e−|x−y|2/(4t)
)k
+
∫
Rm\B(0;4R)
dx
(∫
Rm\B(0;2R)
dy(2t)−m/2e−|x−y|2/(4t)
× Py[TB(0;R) < 	t]
)k
. (75)
The ﬁrst term in the right-hand side of (75) equals 2km/2|B(0; 4R)|. To estimate the
second term we use that for y ∈ B(0; 2R) and x ∈ Rm\B(0; 4R) |x − y| |x|/2. This
gives the bound (16/k)m/2|B(0; 2R)|ktm(1−k)/2. To bound the third term we use that
Py[TB(0;R) < t]
√
2e−d(y,B(0;R))2/(8t). (76)
Moreover for y ∈ Rm\B(0; 2R) we have d(y, B(0;R)) = |y| − R |y|/2. Hence the
third term in (75) is bounded by
2k/2
∫
Rm\B(0;4R)
dx
(∫
Rm\B(0;2R)
(2t)−m/2e−|x−y|2/(4t)−|y|2/(32	t)
)k
. (77)
Since
|x − y|2
4t
+ |y|
2
32	t
 |x|
2
16t
+ |y|
2
32	t
, |y| < |x|/2 (78)
and
|x − y|2
4t
+ |y|
2
32	t
 |x − y|
2
4t
+ |x|
2
128	t
, |y| |x|/2 (79)
we have that (77) is bounded by
(16	)km/2(16t/k)m/2 + 2km/2(128	t/k)m/224m+1m/2k−m/2	km/2tm/2. (80)
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Putting all these estimates together we obtain
(1− (C(K))k(	t)(2−m)k/2)Nk,m(t)
ck,mt(m+(2−m)k)/2(1+ o(1))
+ 2km/2|B(0; 4R)| + (16/k)m/2|B(0; 2R)|ktm(1−k)/2
+ 24m+1m/2k−m/2	km/2tm/2. (81)
By choosing
	 = (t/R2)−(m−1)/m, (82)
we have that 	 → 0, 	t → ∞ and that the remainder in (81) is o(t(m+(2−m)k)/2). It
follows that (61) holds for 0 < k < 1. This completes the proof of Theorem 3. 
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