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Introduction
L’ère de la numérisation engendre un flux de données sans précédent. Un enjeu scientifique
et technologique majeur est d’arriver à extraire de l’information de données toujours plus
nombreuses et complexes. Bien souvent, les données peuvent être représentées sous forme de
points. Malheureusement, les points ont souvent une dimension élevée ce qui ôte plusieurs outils
classiques aux informaticiens cherchant à les analyser en raison du fléau de la dimension. Une
bonne nouvelle est que ces points sont souvent situés aux alentours d’une variété de dimension
bien inférieure à la dimension des points. En effet, le nombre de degrés de liberté du procédé
ayant engendré les points est souvent largement inférieur à la dimension des points générés.
Par exemple, de tels points peuvent être une collection d’images d’un objet prises en tournant
autour d’un axe. La dimension des points est alors le nombre de pixels des images tandis que
la dimension de la variété échantillonnée est de un (puisqu’elle est paramétrée uniquement par
l’angle de la pose). Dans ce cas, comme dans beaucoup d’applications, la variété échantillonnée
est hautement non linéaire.
Le problème qui se pose alors est de pouvoir extraire des informations de la variété, voire
même de pouvoir construire une approximation de celle-ci, à partir d’un ensemble de points
l’échantillonnant 2. Au vu de ces nombreuses applications, beaucoup d’auteurs se sont penchés
sur la reconstruction de variétés. Plusieurs approches permettent de reconstruire la variété
comme Isomap [TSL00], Locally-linear embedding [RS00] ou encore Laplacian eigenmaps
[BN01]. Ces méthodes demandent souvent de calculer la décomposition en valeurs et vecteurs
propres d’une matrice de distance obtenue avec les points. Cette décomposition permet ensuite
de construire une approximation de la variété échantillonnée. Toutes ces méthodes présentent
néanmoins l’inconvénient d’être rarement pourvues d’analyse théorique certifiant leur bon
comportement. En particulier, aucune d’entre elles ne garantit que l’approximation construite
possède la même topologie que la variété échantillonnée.
L’utilisation de la topologie pour l’analyse de données a connu un essor important ces
dernières années dans la recherche académique et dans l’ingénierie 3. Récemment, de nombreux
progrès ont été accomplis pour extraire de l’information d’un nuage de points échantillonnant
une variété. Des méthodes ont par exemple été proposées pour calculer efficacement la di-
mension d’une variété [GW03] ou encore l’ensemble de ses groupes d’homologie, un invariant
topologique [CO08]. Des travaux récents ont également permis de résoudre le problème de
reconstruction topologique sous certaines conditions. Ce problème consiste à reconstruire une
approximation ayant la même topologie que la variété tout en respectant les deux contraintes :
1. Trouver des conditions géométriques sur la densité du nuage de points et la courbure de
2. Ce problème est souvent intitulé réduction de dimension non-linéaire ou non-linear dimensionality re-
duction en anglais.
3. La startup Ayasdi a récemment levé 10 millions de dollars afin de développer des méthodes fondées sur
la topologie et la géométrie pour l’analyse et la visualisation de données complexes. Un de ses cofondateurs
est Gunnar Carlsson, auteur d’une revue de l’état de l’art sur l’utilisation de la topologie pour l’extraction
d’information dans les données complexes [Car08].
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la variété assurant que l’approximation construite ait la même topologie que la variété
échantillonnée.
2. Construire l’approximation efficacement. En particulier, on souhaite que le temps de
reconstruction ne dépende pas exponentiellement de la dimension des points.
Une manière de représenter une telle approximation est d’encoder un complexe simplicial.
Il s’agit d’un ensemble de simplexes ou de faces. Cette notion ainsi que des notions usuelles de
topologie seront définies dans le premier chapitre. Notons enfin que par "même topologie", on
entend que l’approximation doit être homéomorphe à la variété ou avoir son type d’homotopie
(ce qui est une condition plus faible). Ces deux notions seront également définies dans le
premier chapitre.
Conditions sur l’échantillonnage et sur la variété
Plusieurs hypothèses plus ou moins restrictives sont souvent supposées pour la reconstruc-
tion topologique. Concernant l’échantillonnage, l’hypothèse la plus restrictive est de supposer
que les points ne sont pas bruités et proches de la variété. Cette hypothèse est souvent relâchée
en supposant seulement que les points sont à une distance de Hausdorff bornée de la variété.
Néanmoins cette hypothèse est encore restrictive puisqu’elle ne tolère ni les points aberrants
ni les échantillonnages de densité non uniforme. Plusieurs conditions d’échantillonnage ont
été proposées permettant de pallier ces deux problèmes. Afin de tolérer une densité de points
non uniforme, plusieurs auteurs proposent d’imposer à ce que l’échantillonnage soit locale-
ment aussi dense qu’une mesure locale de la courbure de la variété, appelée local feature
size [AB99, CDR05, BG10]. Enfin, la distance à la mesure permet de spécifier des conditions
d’échantillonnage et des méthodes de reconstruction robustes à la présence de points aberrants
[GMM11]. Quant à la variété échantillonnée, l’hypothèse la plus simple est de supposer que
son reach est strictement positif. Le reach d’une variété (ou portée en français) est la plus
petite distance entre son axe médian et elle-même ; l’axe médian est l’ensemble des points
ayant au moins deux plus proches points sur la variété. Cette condition sur le reach exclut les
variétés "anguleuses" possédant par exemple des arêtes vives puisque cette mesure s’annule
dans ce cas. Des auteurs ont introduit le µ-reach qui permet de prendre en compte une classe
plus large de variétés, éventuellement non lisses [CCSL09].
Algorithmes de reconstruction topologique
Les premières applications de la reconstruction topologique se situaient principalement en
l’informatique graphique, en informatique médicale, en ingénierie inverse ou encore en car-
tographie [AB99]. Une application typique est la modélisation d’un solide. Etant donné un
ensemble de points de la surface d’un solide obtenus grâce à un scanner 3D, on cherche à
modéliser la surface. Ainsi, la plupart des algorithmes de reconstruction topologique con-
sidéraient initialement des points de dimension 3 et utilisaient la triangulation de Delaunay
pour construire une approximation homéomorphe comme le montre la revue de l’état de l’art
[CG06]. Des travaux ont ensuite permis des résultats similaires pour des points de dimension
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arbitraire en utilisant par exemple l’offset des points [NSW08] ou encore la triangulation de
Delaunay [CDR05]. Malheureusement, construire la triangulation de Delaunay est difficile en
raison de sa complexité élevée en grandes dimensions [AAD07]. Les méthodes nécessitant de
construire l’offset des points souffrent du même écueil. En effet, pour construire celui-ci, il
faut soit construire un complexe d’α-shape nécessitant la construction d’une triangulation de
Delaunay, soit construire un complexe de Čech dont la complexité rend également difficile
toute construction efficace [DI12]. Les complexes de témoins, introduits par Silva [Sil], ont
permis une approche différente pour construire une approximation homéomorphe à la variété
mais celle-ci est toujours exponentielle en la dimension des points [BGO07]. La seule méthode
efficace (i.e. polynomiale avec la dimension des points) pour construire une approximation
homéomorphe connue à ce jour a été introduite par Boissonnat et Ghosh [BG10]. Elle calcule
la triangulation de Delaunay en calculant une triangulation locale de celle-ci sur les plans tan-
gents et en la recollant ensuite globalement. Néanmoins la preuve suppose que les points ne
soient pas bruités contrairement à d’autres approches précédemment citées. Toutes les méth-
odes que nous venons d’évoquer considèrent des variétés à reach strictement positif interdisant
les arêtes vives ou les points anguleux. Des travaux ont permis de donner un algorithme de
reconstruction pour des variétés éventuellement non lisses dès lors que leur µ-reach est positif
[CCSL09]. Néanmoins cette approche impose de construire l’union des boules qui est, comme
nous l’avons vu précédemment, difficile à calculer en grande dimension.
Contributions
Le fil conducteur de cette thèse est l’analyse et l’utilisation de flag-complexes pour la re-
construction topologique. Les flag-complexes sont des complexes qui jouissent de la propriété
d’être entièrement définis par le graphe de leurs sommets et arêtes. En effet, pour ces com-
plexes, chaque simplexe correspond à une clique dans ce graphe. Un flag-complexe retiendra
particulièrement notre attention : le complexe de Rips. Ce dernier a été utilisé en topologie
algorithmique ainsi que pour l’analyse de données [CCS03, CS03, DSC04, dSG07]. Plusieurs
raisons expliquent la popularité de ce complexe simplicial. La première est bien évidemment
liée à sa nature de flag-complexe. Cette propriété permet un stockage efficace [Zom10a] et
l’extraction efficace d’informations topologiques [CO08, Zom10b]. La seconde raison tient à
la proximité du complexe de Rips à l’union des boules centrées en les points. Nous verrons
que cette proximité peut s’exprimer à l’aide d’un entrelacement avec le complexe de Čech.
Néanmoins, malgré cette proximité, le complexe de Rips n’a pas en général la même topologie
que le complexe de Čech. Nous donnons des conditions géométriques assurant que le complexe
de Rips partage le même type d’homotopie que le complexe de Čech. Nous dérivons alors
de ce résultat des conditions d’échantillonnage sous lesquelles le complexe de Rips possède
le même type d’homotopie qu’une variété. Les conditions sur la variété prennent en compte
des formes à µ-reach positif pour µ suffisamment grand. Ainsi, le complexe de Rips permet
de répondre au problème de reconstruction topologique, pour des variétés éventuellement non
lisses, à condition de pouvoir représenter efficacement le complexe de Rips. Dans ce but, nous
introduisons ensuite une structure de données permettant d’encoder le complexe de Rips de
manière compacte. Celle-ci permet également de représenter tout complexe simplicial mais
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elle est particulièrement adaptée aux complexes proches de flag-complexes. Cette structure
nous permet ensuite d’expérimenter et analyser plusieurs opérations de simplifications de
complexes simpliciaux. En particulier, nous étudions les contractions d’arêtes et les collapses
de simplexes. La contraction d’arête est une opération utilisée initialement en informatique
graphique permettant la simplification de maillage et l’opération de collapse est une opération
classique de topologie algébrique.
Nos principales contributions sont les suivantes, à chacune d’entre elles est dédié un
chapitre de ce document :
— Une condition géométrique permettant d’assurer que le complexe de Rips a le même
type d’homotopie que le complexe de Čech voire même, en renforçant la condition,
qu’une variété à µ-reach positif.
— Une structure de données pour complexes simpliciaux particulièrement adaptée aux
complexes proches de flag-complexes.
— Une condition permettant d’assurer qu’une contraction d’arête préserve le type d’ho-
motopie ainsi qu’un algorithme de simplification par contraction d’arêtes.
— Une condition géométrique permettant d’assurer qu’on peut réduire un complexe de
Rips en un point par collapses et un algorithme de simplification par collapse permet-
tant de réduire la dimension d’un flag-complexe.
Chapitre 1
Ce chapitre préliminaire introduit les principales définitions géométriques et topologiques
qui sont utilisées tout au long de cette thèse.
Chapitre 2
Dans ce chapitre, nous introduisons deux mesures de feature size, toutes deux appelées
défaut de convexité. Elles mesurent à quel point un objet diffère localement d’un convexe, de
la même manière que la courbure mesure à quel point un objet diffère localement d’un plan.
Ces mesures nous permettent de formuler des conditions d’échantillonnage pour le complexe
de Čech et pour le complexe de Rips. Dans un premier temps, ces conditions nous permettent
de donner des conditions sous lesquelles les complexes de Čech et de Rips partagent le même
type d’homotopie. On donne également des conditions d’échantillonage qui garantissent que
ces complexes ont le même type d’homotopie que la variété échantillonnée, en supposant que
celle-ci ait un µ-reach positif pour µ suffisamment grand.
Chapitre 3
Nous introduisons une structure de données pour complexes simpliciaux. Elle encode un
complexe dans une paire que l’on nomme squelette/bloqueurs. La première composante de
cette paire est encodée dans un graphe et représente le 1-squelette du complexe (i.e. son
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ensemble de sommets et d’arêtes). La deuxième composante est appelée bloqueurs. Elle permet
de stocker les différences avec un flag-complexe. Intuitivement, les bloqueurs représentent les
non-faces minimales du complexe. Nous montrons comment réaliser les principales opérations
simpliciales dans notre structure. Lorsque le nombre de bloqueurs est constant, la plupart de
ces opérations peuvent être réalisées efficacement (i.e. en temps polynomial en la taille du
1-squelette du complexe).
Chapitre 4
Une condition locale permet d’assurer que la contraction d’une arête préserve l’homéo-
morphisme pour des complexes homéomorphes à des variétés de dimension 2 ou 3 [DEGN98].
Nous montrons que cette condition permet également de garantir qu’une contraction d’arête
préserve le type d’homotopie pour tout complexe simplicial. Cette condition peut être encodée
efficacement dans la structure de données squelette/bloqueur ce qui nous permet d’introduire
un algorithme de simplification par contractions d’arêtes. Lorsqu’on contracte des arêtes d’un
complexe, la propriété de flag-complexe peut être perdue. Cela arrive lorsqu’une contraction
d’arête crée un ou plusieurs bloqueurs. Avec la structure de données du chapitre 2, nous étu-
dions la contraction d’arête sur des complexes de Rips qui sont initialement des flag-complexes.
Chapitre 5
Nous introduisons une opération appelée collapse généralisé qui étend la notion de collapse
classique. Cette opération consiste à retirer d’un complexe une face et toutes les faces la con-
tenant lorsque le link de cette face (i.e. son voisinage) a la topologie d’un point. Le problème
qui se pose est alors de savoir quand est-ce qu’un complexe a la topologie d’un point. Sous cer-
taines hypothèses de convexité, nous montrons qu’on peut trouver une séquence de réduction
d’un complexe de Čech ou de Rips vers un point. Cela nous permet d’introduire un algorithme
de simplification de complexes simpliciaux par collapses généralisés. Cet algorithme se prête
particulièrement à la simplification de flag-complexes puisque cette propriété est maintenue
durant la simplification. En implémentant cet algorithme dans la structure de données du
chapitre 2, nous constatons son utilité pour réduire la dimension de complexes de Rips.
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Chapitre 1
Préliminaires
Dans ce chapitre, nous rappelons plusieurs définitions et propriétés classiques qui seront
utilisées tout au long de cette thèse. La seule définition non-classique de ce chapitre est la
définition de l’expansion qui interviendra principalement dans les chapitres 3 et 4. Cette partie
se termine avec la définition des complexes de Čech et de Rips qui seront utilisés intensément
par la suite.
Espace métrique, distances et plus petite boule englobante. Tout au long de cette
thèse, nous considérerons des sous-ensembles d’un espace euclidien RD avec D ≥ 1. La dis-
tance euclidienne entre deux points x et y de RD est notée ‖x − y‖. Etant donnés deux
sous-ensembles X et Y de RD, on note dH(Y |X) = supy∈Y d(y,X) pour la distance par-
tielle de Hausdorff de Y à X, où d(y,X) est l’infimum des distances euclidiennes entre y
et les points x de X. Observons que dH(Y |X) ≤ ε si et seulement si Y est contenu dans
le ε-offset Xε = {y ∈ RD | d(y,X) ≤ ε}. La distance de Hausdorff entre X et Y est
dH(X,Y ) = max{dH(X |Y ), dH(Y |X)}. Rappelons que le diamètre d’un sous-ensemble σ
de RD est le supremum des distances entre les paires de points dans σ, que nous notons
Diamσ = supp,q∈σ ‖p− q‖. Un sous-ensemble σ est dit borné si son diamètre est fini.
La boule fermée de centre z et de rayon r est notée B(z, r). Les boules seront toujours
supposées fermées sauf si le contraire est précisé. Il est connu que la plus boule englobante d’un
sous-ensemble non-vide et borné de RD est bien définie. Nous notons son centre Center(σ)
et son rayon Rad(σ). En notant Hull(X) l’enveloppe convexe d’un sous-ensemble X ⊂ RD et
Cl(X) pour la fermeture de X, il est facile de montrer (par contradiction) que Center(σ) ∈
Cl(Hull(σ)). Les inégalités suivantes seront utiles pour comparer les définitions des complexes
de Čech et de Rips :
1
2
Diam(σ) ≤ Rad(σ) ≤ ϑD
2
Diam(σ) où ϑD =
√
2D
D + 1
. (1.1)
L’inégalité de droite est aussi connue sous le nom de théorème de Jung et une preuve courte
peut être trouvée dans [dSG07]. En particulier, nous avons Rad(σ) < 1√
2
Diam(σ) pour toute
dimension D.
Complexe simplicial abstrait. Lorsque l’on cherche à représenter une approximation
d’une forme, on considère souvent un complexe simplicial. Il s’agit d’un ensemble de sim-
plexes (i.e. un ensemble de sommets, d’arêtes, de triangles, de tétrahèdres, ...) vérifiant une
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propriété de "complétion" : dès lors qu’un simplexe σ appartient au complexe simplicial, tous
les simplexes inclus dans σ doivent également appartenir au complexe. Par exemple, si un
triangle appartient à un complexe simplicial, le complexe doit aussi contenir les 3 points et les
3 arêtes inclus dans le triangle. Nous rappelons la définition de complexe simplicial ainsi que
plusieurs définitions de topologie classique qui lui sont généralement associées [Mun93].
Soit P un ensemble fini de points de RD. Un sous-ensemble non vide σ ⊂ P est appelé
un simplexe abstrait. Sa dimension est son nombre d’éléments moins un. Un i-simplexe est
un simplexe abstrait de dimension i. Si τ ⊂ σ est sous-ensemble non vide, τ est une face
de σ et σ est une coface de τ . Un complexe simplicial abstrait K est une collection non vide
de simplexes abstraits qui contient, en plus des simplexes abstraits, toutes les faces de ces
derniers. L’ensemble des sommets de K est l’union de ses éléments, Vert(K) =
⋃
σ∈K σ. Un
sous-complexe de K est un complexe simplicial L ⊂ K. Un exemple particulier de sous-
complexe de K est le i-squelette constitué de tous les simplexes de dimension inférieure ou
égale à i, que l’on dénote K(i).
Comme le suggère son appellation, un complexe simplicial abstrait ne prend pas en compte
la géométrie des points (on aurait pu prendre P un ensemble fini de points de n’importe quel en-
semble). Les deux prochaines définitions permettent de donner une interprétation géométrique
au complexe simplicial. Le shadow de K est le sous-ensemble de RD couvert par l’enveloppe
convexe des simplexes de K, ShdK =
⋃
σ∈K Hull(σ), à ne pas confondre avec |K|, l’espace
sous-jacent d’une réalisation géométrique de K. Soit n le nombre de sommets de K. L’espace
sous-jacent |K| deK peut être défini (à un homéomorphisme près) en considérant une fonction
f : Vert(K) → Rn−1 qui envoie les n sommets de K sur n points affinement indépendants
dans Rn−1 et en posant |K| = ⋃σ∈K Hull(f(σ)). Les deux espaces |K| et ShdK ne sont pas
homéomorphes en général comme le montre la figure 1.2.
Toutes les définitions de cette partie sont classiques sauf la définition de l’expansion d’un
complexe que l’on donne maintenant.
Définition 1.1. Soit K un complexe simplicial de dimension k. L’expansion de K, notée
Expand (K), est le plus grand complexe simplicial ayant K comme k-squelette.
Durant cette thèse, une attention particulière sera apportée à l’étude des flag-complexes
(aussi appelés complexes de cliques). Un flag-complexe est un complexe simplicial qui est l’ex-
pansion d’un graphe G et on le dénote alors Flag(G). Ce type de complexe possède l’avantage
de pouvoir être défini implicitement par la donnée d’un graphe puisque tout simplexe du com-
plexe est représenté par une clique dans son graphe G. Ainsi, ce type de complexe peut être
représenté avec une structure de données compacte, un graphe, plutôt que par l’ensemble de
ces simplexes qui est souvent très volumineux.
Dans un complexe simplicial, lorsque l’on souhaite tester si une simplification préserve la
topologie, on est souvent amener à tester un condition locale. Les notions de Star et de Link
d’un simplexe permettent d’exprimer la notion de voisinage dans un complexe simplicial. Soit
σ un simplexe d’un complexe simplicial K. Le star de σ dans K, noté StK(σ), est l’ensemble
des simplexes de K ayant σ comme face. La fermeture de StK(σ) est notée StK(σ) ; il s’agit
9du plus petit complexe simplicial contenant StK(σ). Le link de σ dans K, noté LkK(σ), est
l’ensemble des simplexes de K dans StK(σ) disjoints de σ. Nous aurons également besoin de
l’opération de join. Etant donnés deux complexes simpliciaux K et L, le plus petit complexe
simplicial contenant les simplexes de la forme κ ∪ λ où κ ∈ K et λ ∈ L est appelé le join de
K et L et il sera noté K ? L.
Dans cette thèse, nous chercherons à montrer qu’une approximation construite à partir
d’un nuage de points échantillonnant une forme possède la même topologie que la forme en
question. Nous définissons maintenant formellement ce que l’on entend par "même topologie".
Homéomorphisme et type d’homotopie. Deux espaces topologiques X et Y sont dits
homéomorphes s’il existe un homéomorphisme de X vers Y . Un homéomorphisme est une
bijection f : X → Y telle que f et f−1 soient continues. On utilise la notation X ≈ Y pour
dénoter le fait que X soit homéomorphe à Y . Intuitivement, X et Y sont homéomorphes si on
peut déformer continuement X en Y sans écraser d’épaisseur. Par exemple, sur la figure 1.1,
les deux premiers espaces sont homéomorphes alors que les deux derniers ne le sont pas.
Figure 1.1 – Les deux premiers espaces topologiques sont homéomorphes contrairement aux
deux derniers. Les trois espaces ont le même type d’homotopie.
Une relation plus faible entre deux espaces topologiques est la relation d’équivalence d’ho-
motopie. Cette relation est plus faible car deux espaces homéomorphes ont toujours le même
type d’homotopie. Pour définir le type d’homotopie, nous avons besoin de plusieurs définitions.
Etant donnés X et Y deux espaces topologiques, ainsi que f, g : X → Y deux fonctions con-
tinues de X dans Y , on dit que f est homotope à g s’il existe une fonction H : X × [0, 1]→ Y
continue telle que :
∀x ∈ X,H(x, 0) = f(x) et H(x, 1) = g(x)
Deux espaces topologiques X et Y ont le même type d’homotopie s’il existe deux fonctions
continues f : X → Y et g : X → Y telles que f ◦ g et g ◦ f soient homotopes à l’identité.
Dans ce cas, on note X ' Y . Intuitivement, l’équivalence d’homotopie entre deux espaces
X et Y signifie qu’on peut déformer X dans Y en écrasant éventuellement de l’épaisseur ce
qui est interdit par l’homéomorphisme. Par exemple, tous les espaces de la figure 1.1 ont le
même type d’homotopie. Un complexe simplicial ayant le type d’homotopie d’un point est dit
contractile.
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Nous rappelons maintenant deux manières de construire un complexe simplicial abstrait
étant donné un ensemble de points dans RD et un paramètre d’échelle t ≥ 0. Elles sont sujettes
à quelques variations d’un auteur à un autre dans la littérature.
α ϑ2 α
Figure 1.2 – A gauche : le complexe de Čech avec le paramètre α comprend six triangles et a
le type d’homotopie d’un cercle. Au milieu : le complexe de Rips de paramètre α contient deux
triangles en plus et est homéomorphe à une 2-sphère. Son shadow est un disque topologique.
A droite : le complexe de Čech de paramètre ϑ2 α contient toutes les faces d’un 5-simplexe et
est homéomorphe à une 5-boule.
Complexe de Čech. Le complexe de Čech, Cech(P, α), est le complexe simplicial abstrait
dont les k-simplexes correspondent aux sous-ensembles de k+ 1 points pouvant être contenus
dans une boule de rayon α,
Cech(P, α) = {σ | ∅ 6= σ ⊂ P,Rad(σ) ≤ α}.
De manière équivalente, un k-simplexe {p0, . . . , pk} appartient au complexe de Čech si et
seulement si les k + 1 boules euclidiennes B(pi, α) ont une intersection commune non-vide.
Notons NrvF = {G ⊂ F | ⋂G 6= ∅} le nerf de la collection F . Le complexe de Čech est
le nerf de la collection de boules {B(p, t) | p ∈ P}. Puisque les intersections des boules sont
convexes, le théorème du nerf [Bjo95, ES97] implique que le complexe Cech(P, α) a le même
type d’homotopie que l’union des boules, c’est-à-dire, |Cech(P, α)| ' Pα = ⋃p∈P B(p, α).
Le complexe de Rips. Le complexe de Vietoris-Rips est une variante du complexe de
Čech qui est plus facile à calculer. Le complexe de Vietoris-Rips, Rips(P, α), est le complexe
simplicial abstrait dont les k-simplexes correspondent aux sous-ensembles de k + 1 points de
P dont le diamètre est au plus 2α,
Rips(P, α) = {σ | ∅ 6= σ ⊂ P,Diamσ ≤ 2α}.
Par souci de concision, Rips(P, α) sera appelé simplement complexe de Rips par la suite.
Rappelons que le flag-complexe d’un graphe G, dénoté par Flag(G), est le complexe simplicial
maximal dont le 1-squelette est G. Le complexe de Rips est un exemple de flag-complexe. Plus
précisément, ce complexe est le plus grand complexe simplicial partageant avec le complexe
de Čech le même 1-squelette, Rips(P, α) = Flag(
(
Cech(P, α)(1)
)
). En général, Rips(P, α) et
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Cech(P, α) ne partagent pas la même topologie comme le montre la figure 1.2. Le complexe
Rips(P, α) ne partage donc pas toujours le même type d’homotopie que le α-offset Pα. Néan-
moins, les complexes de Čech et de Rips sont assez proches puisque la chaîne d’inclusion
suivante, découlant de l’équation (1.1), est vérifiée [dSG07] :
Cech(P, α) ⊂ Rips(P, α) ⊂ Cech(P, ϑDα) où ϑD =
√
2D
D + 1
. (1.2)
Le but du prochain chapitre sera d’établir une condition sur l’ensemble de points P sous
laquelle |Rips(P, α)| ' |Cech(P, α)| et donc |Rips(P, α)| ' Pα. Pour cela on montrera que l’on
peut simplifier, sous certaines conditions, le complexe Rips(P, α) vers le complexe Cech(P, α)
grâce à une série de collapses.
Collapses. L’opération de collapse permet de simplifier un complexe simplicial. Il s’agit
d’une opération classique en topologie algorithmique et en topologie algébrique. Nous donnons
la définition de collapse élémentaire et nous étendons ensuite cette définition au collapse
classique, au collapse étendu et au collapse généralisé. Chacune de ces opérations préserve le
type d’homotopie et consiste à retirer le star d’un simplexe lorsqu’une certaine condition sur
son link est vérifiée.
Un collapse élémentaire est l’opération qui enlève une paire de simplexes (σmin, σmax)
lorsque σmax est l’unique coface propre de σmin [DEG99]. De manière équivalente, un collapse
élémentaire est l’opération qui ôte StK(σmin) à K lorsque LkK(σmin) est un point. Le résultat
de cette opération est un complexe simplicial K \StK(σmin) = K \{σmin, σmax} qui se déforme
en se rétractant sur K. L’opération inverse qui ajoute StK(σmin) à K est un anti-collapse
élémentaire et il s’agit également d’une opération préservant le type d’homotopie. Un complexe
simplicial est dit collapsable s’il peut être réduit à un sommet par une séquence finie de collapses
élémentaires. Par exemple, la fermeture d’un simplexe σ, Cl(σ) =
⋃
∅6=τ⊂σ{τ}, est collapsable.
Cl(σ) est un exemple de cône. Un cône est un complexe simplicial K contenant un sommet o
tel que l’implication suivante est vérifiée : σ ∈ K =⇒ σ ∪{o} ∈ K. Les cônes sont également
collapsables. Clairement, tout complexe collapsable est contractile 1.
Nous listons maintenant plusieurs généralisations possibles de l’opération de collapse élé-
mentaire. L’opération qui ôte StK(σmin) à K est appelée :
— un collapse (classique) si le link de σmin est la fermeture d’un simplexe [DEG99] ;
l’opération inverse est appelée un anti-collapse (classique).
— un collapse (étendu) si le link de σmin est un cône ; l’opération inverse est appelée un
anti-collapse (étendu) [BM12a] ;
— un collapse (généralisé) si le link de σmin est contractile ; l’opération inverse est appelée
anti-collapse (généralisé).
Les trois collapses (classiques, étendus, généralisés) préservent le type d’homotopie. Les
deux premiers peuvent être exprimés comme une composition de collapses élémentaires (voir le
lemme 1.1). Le dernier type de collapse peut lui être exprimé comme une séquence de collapses
et d’anti-collapses élémentaires comme le montre la proposition 1.2.
1. La réciproque n’est pas vraie. Un fameux contre-exemple est la maison de Bing à deux chambres [Hat02].
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σ
Lk(σ)
σ σ
Lk(σ) Lk(σ)
Figure 1.3 – Illustration d’un collapse classique (gauche), étendu (milieu) et généralisé
(droite). Le link de σ, représenté en vert, est respectivement la fermeture d’un simplexe,
un cône et un complexe contractile.
Lemme 1.1. Soit K un complexe simplicial et soit σ un simplexe de K. Si le link de σ est
collapsable, alors il existe une séquence de collapses élémentaires de K vers K \ StK(σ).
Démonstration. Notons L le link de σ dans K. Comme L est collapsable, il peut être réduit
à un point o par une séquence de collapses élémentaires. Nous déduisons de cette séquence
de collapse une séquence de collapse qui réduit K vers K \ StK(σ). Pour chaque collapse
élémentaire enlevant une paire (α, α ∪ β) dans L, on lui associe le collapse enlevant la paire
(σ ∪ α, σ ∪ α ∪ β) dans K. Il s’agit bien d’un collapse puisque, comme α a une unique coface
propre α ∪ β dans L, σ ∪ α a une unique coface propre σ ∪ α ∪ β dans K. A la fin de de
cette séquence de collapses élémentaires, le link de σ est réduit au point {o}. Après un dernier
collapse ôtant la paire (σ, σ ∪ {o}) nous obtenons le complexe K \ StK(σ).
En réadaptant la preuve du lemme précédent, il est facile de montrer que si le link de σ peut
être réduit à un point par une séquence de collapses et d’anti-collapses élémentaires, alors K
peut également être réduit par une séquence de collapses et d’anti-collapses élémentaires vers
K \ StK(σ). En utilisant le lemme suivant dont une preuve peut être trouvée dans [Smi11],
on obtient la proposition 1.2 qui permet de garantir que l’opération de collapse généralisé
préserve le type d’homotopie.
Proposition 1.1. Soit K un complexe simplicial. K est contractile si et seulement si il peut
être réduit à un point par une séquence de collapses et d’anti-collapses élémentaires.
Proposition 1.2. Soit K un complexe simplicial et soit σ un simplexe de K. Si le link de σ
est contractile, alors il existe une séquence de collapses/anti-collapses élémentaires de K vers
K \ StK(σ).
Chapitre 2
Type d’homotopie du complexe de
Rips
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2.1 Introduction
Le complexe de Rips est un exemple de flag complexe et bénéficie donc de la propriété
que tout sous-ensemble de P appartient au complexe si et seulement si toutes ses arêtes
appartiennent au complexe. Autrement dit, le complexe de Rips est complètement déterminé
par le graphe de ses sommets et de ses arêtes. Cette forme de stockage compacte justifie
l’intérêt pour un tel complexe, du moins en grandes dimensions. Des travaux récents ont
porté sur la construction [Zom10a] ou la simplification de ce complexe [ALS12a, Zom10b].
Cependant, pour pouvoir utiliser le complexe de Rips, on voudrait pouvoir s’assurer que sa
topologie reflète bien la topologie d’une forme échantillonnée avec les sommets du complexe.
Un complexe simplicial similaire est le complexe de Čech. Le complexe de Čech de P à l’échelle
α a le même type d’homotopie que le α-offset de P et permet donc de reproduire la topologie
d’une forme échantillonnée par P [NSW08]. Cette propriété a été utilisée par Chazal et Oudot
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[CO08] afin d’extraire des informations topologiques d’une forme à partir de la filtration du
complexe de Rips, en l’emboîtant avec la filtration du complexe de Čech et en utilisant la
persistance topologique. Cependant le complexe de Čech est difficile à calculer en raison de son
nombre important de simplexes et de l’absence de représentation implicite compacte comme
pour le complexe de Rips [DI12].
Dans ce chapitre, nous mettrons en évidence une relation plus directe entre le complexe de
Rips et la forme échantillonnée. Nous donnons des conditions sous lesquelles le complexe
de Rips capture la topologie de la forme. Dans un autre contexte, il a été prouvé dans
[Hau95, Lat01] que le complexe de Rips d’un ensemble de points possède le même type d’ho-
motopie qu’une forme échantillonnée pour peu qu’il soit suffisamment proche d’une variété
Riemannienne pour la distance de Gromov-Hausdorff. Cependant, ces résultats concernent les
variétés lisses, considèrent la métrique Riemannienne intrinsèque plutôt que la métrique eu-
clidienne ambiante. Néanmoins, ils suggèrent qu’on puisse utiliser les complexes de Rips pour
produire des approximations de formes ayant la bonne topologie. Lorsque la distance utilisée
est la distance associée à la norme infinie `∞, le complexe de Rips des points P avec comme
paramètre α est identique au complexe de Čech de P à l’échelle α et possède le même type
d’homotopie que l’union des hypercubes de côté 2α centrés en chacun des points de P [CS03].
Dans ce cas, les auteurs de [AL10] donnent des conditions sous lesquelles le complexe de Rips
de P reproduit le type d’homotopie de la forme échantillonnée par P . Dans ce chapitre, nous
supposons que la distance utilisée est la distance euclidienne.
Il est nécessaire pour un nuage de points d’être suffisamment précis et dense afin de pou-
voir refléter la topologie de la forme qu’il échantillonne. La précision de l’échantillonnage est
souvent exprimée grâce à la distance de Hausdorff. Les résultats de reconstructions certifiés
sont souvent de la forme suivante : si la distance de Hausdorff est plus petite qu’une certaine
notion de caractéristique topologique de la forme, alors la sortie possède la même topologie
que la forme. Les premières conditions d’échantillonnage ont été exprimées grâce au reach
qui est l’infimum des distances entre les points de la forme et entre les points de son axe
médian [Att98, AB99, BC02, NSW08, CL08]. Malheureusement, le reach s’annule dans le cas
des formes possédant des arêtes vives concaves et ne permet donc pas d’exprimer des condi-
tions d’échantillonnage pour des variétés non lisses ou des objets stratifiés. Pour palier à ce
problème, les auteurs de [CCSL09] ont introduit une nouvelle caractéristique topologique, le
µ-reach, qui leur a permis de formuler des conditions d’échantillonnage pour reconstruire une
large classe de compacts non-lisses.
Dans ce chapitre, nous introduisons deux fonctions, toutes deux appelées défaut de convex-
ité qui mesurent à quel point un objet diffère localement d’un convexe. Nous utilisons ensuite
ces mesures afin de formuler des conditions d’échantillonnage pour le complexe de Čech et
pour le complexe de Rips. Ces conditions garantissent que ces complexes ont le même type
d’homotopie que la forme échantillonnée, en supposant que celle-ci ait un µ-reach positif pour
µ suffisamment grand.
Ce chapitre reprend des résultats co-écrits avec Dominique Attali et André Lieutier et
publiés dans les articles [ALS12b, ALS11b].
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2.2 Mesures de défaut de convexité
Dans cette section, nous introduisons deux fonctions qui, étant donné un sous-ensemble non
vide et borné X ⊂ RD, offrent deux manières de mesurer le défaut de convexité de X. A partir
de la première fonction, nous donnons dans la section 2.3 une condition qui garantit que le
complexe de Rips d’un ensemble de points P de paramètre α se rétracte par déformation sur le
complexe de Čech des points P avec pour paramètre α. La deuxième fonction permettra quant-
à-elle de formuler dans la section 2.4 des conditions échantillonnage sous lesquelles le complexe
de Čech et de Rips d’un ensemble de points P sont des reconstructions topologiquement
correctes d’une forme X échantillonnée par les points de P .
2.2.1 Définitions et premières propriétés
Nous supposons dans cette section que le sous-ensemble X ⊂ RD est toujours non-vide
et borné. En particulier, tout sous-ensemble σ ⊂ X est aussi borné et sa plus petite boule
englobante de centre Center(σ) et de rayon Rad(σ) est donc bien définie. Nous commençons
par définir l’ensemble des centres de X à l’échelle t comme le sous-ensemble (voir la partie
gauche de la figure 2.1 ainsi que la figure 2.4) :
Centers(X, t) =
⋃
∅6=σ⊂X
Rad(σ)≤t
{Center(σ)}.
Rappelons que l’enveloppe convexe de X est notée Hull(X). Nous étendons maintenant la
notion d’enveloppe convexe à une notion locale. Précisément, nous définissons l’enveloppe
convexe de X à l’échelle t comme le sous-ensemble (voir la partie droite de la figure 2.1) :
Hull(X, t) =
⋃
∅6=σ⊂X
Rad(σ)≤t
Hull(σ).
Si X est compact alors Hull(X, t) contient Centers(X, t). Lorsque P est fini alors Hull(P, t)
est le shadow du complexe de Čech, Cech(P, t).
Définition 2.1 (Fonctions de défaut de convexité). Etant donné un sous-ensemble X ⊂ RD,
on associe à X deux fonctions à valeurs dans R+. La première cX : R+ → R+ est définie
par cX(t) = dH(Centers(X, t) |X) et la seconde hX : R+ → R+ est définie par hX(t) =
dH(Hull(X, t) |X).
Intuitivement, cX et hX peuvent être vues comme des fonctions mesurant le défaut de
convexité de X à une certaine échelle. Plus précisément, notons que si X ⊂ RD est compact,
alors les trois équivalences suivantes sont vérifiées : X convexe si et seulement si cX = 0 si
et seulement si hX = 0. Les deux fonctions de convexité cX et hX nous serviront de deux
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Figure 2.1 – A gauche, plus petit offset de X contenant Centers(X, t). A droite, plus petit
offset de X contenant Hull(X, t).
manières. La fonction cP nous permettra de préciser des conditions géométriques assurant que
les complexes de Čech et de Rips partagent le même type d’homotopie tandis qu’on tirera
profit de la fonction hP , qui se révèlera plus stable que cP , pour exprimer des conditions
d’échantillonnage dans des théorèmes de reconstruction dans la section 2.4.1. Le graphe de la
fonction cP est tracé pour plusieurs ensembles de points finis dans la figure 2.3.
Avant d’étudier plus en détail les fonctions cX et hX dans les deux prochaines
sections, remarquons quelques propriétés simples. Puisque X est un sous-ensemble de
Centers(X, t) et de Hull(X, t), les deux distances de Hausdorff partielles dH(X | Centers(X, t))
et dH(X | Hull(X, t)) sont nulles. Ainsi, nous aurions également pu utiliser la distance de Haus-
dorff à la place de la distance de Hausdorff partielle dans notre définition. Les deux fonctions cX
et hX sont nulles en 0, croissantes sur l’intervalle [0,Rad(X)] et constantes au-delà de Rad(X).
Puisque Center(σ) ∈ Cl(Hull(σ)), nous avons que cX ≤ hX . On peut facilement vérifier que
pour un sous-ensemble X ⊂ RD et deux réels positifs t et α, les trois énoncés suivants sont
équivalents : (1) hX(t) ≤ α ; (2) Hull(X, t) ⊂ Xα ; (3) [Rad(σ) ≤ t =⇒ Hull(σ) ⊂ Xα]
pour tout σ ⊂ X. En particulier, on obtient que hX(t) ≤ t pour tout t ≥ 0 puisque
Rad(σ) ≤ t =⇒ Hull(σ) ⊂ σt (il s’agit d’une conséquence directe du lemme 2.1 ci-dessous
appliqué pour x = y.)
Lemme 2.1. Pour tout sous-ensemble non vide et borné σ ⊂ RD, tout point x ∈ RD et tout
point y ∈ Hull(σ), l’inégalité suivante est vérifiée :
d(x, σ)2 ≤ ‖x− y‖2 + Rad(σ)2 − ‖y − Center(σ)‖2
Démonstration. Le résultat est clair lorsque d(x, σ) ≤ ‖x−y‖. Supposons que d(x, σ) > ‖x−y‖.
Soit B0 la plus petite boule englobante de σ et soit B1 la plus grande boule centrée en x dont
l’intérieur n’intersecte pas σ ; voir la figure 2.2. Par construction, σ ⊂ B0 \B1. Rappelons que
la puissance d’un point y à une boule B est piB(y) = ‖y − z‖2 − r2, où z est le centre de B et
r son rayon. Soit H01 l’ensemble de points dont la puissance à B0 est inférieure à la puissance
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B1
H01
σ
B0
y
Center(σ)x
Hull(σ)
Figure 2.2 – Notations pour la preuve du lemme 2.1.
à B1. H01 est un demi-espace fermé contenant l’ensemble B0 \ B1. En particulier, il contient
σ et tout point y ∈ Hull(σ). Ainsi, piB0(y) ≤ piB1(y), ce qui montre le résultat.
2.2.2 Caractérisation des valeurs critiques de la fonction de distance
Nous avons vu dans la section précédente que cX(t) ≤ hX(t) ≤ t pour tout t. Le but de
cette section est d’établir que l’égalité est atteinte si et seulement si t est une valeur critique
de la fonction de distance à X. Cette propriété ne sera pas utilisée avant la section 2.4 mais
permet de mieux comprendre le résultat de la section 2.3.
Définissons maintenant les points et les valeurs critiques de la fonction de distance. La
fonction de distance d(·, X) du compact X ⊂ RD associe à tout point y ∈ RD sa distance
euclidienne à X, d(y,X) = minx∈X ‖x − y‖. Bien que la fonction de distance ne soit pas
différentiable, on peut définir une notion de points critiques de manière analogue à la notion
classique des fonctions différentiables comme le montre la figure 2.5. Précisément, Grove définit
dans [Gro93, page 360] les points critiques de la fonction de distance d’un sous-ensemble
fermé d’une variété Riemanienne. Nous rappelons ici cette définition dans notre contexte. Soit
ΓX(y) = {x ∈ X | d(y,X) = ‖x− y‖} l’ensemble des points de X qui sont les points les plus
proches de y.
Définition 2.2. On dit que y ∈ RD est un point critique de la fonction de distance d(·, X)
si y ∈ Hull(ΓX(y)). Les valeurs critiques de d(·, X) sont les images par d(·, X) des points
critiques.
Le lemme suivant fournit deux caractérisations des valeurs critiques de la fonction de dis-
tance d’un compact X ⊂ RD, fondées respectivement sur les fonctions de défaut de convexité
cX et hX .
Lemme 2.2. Pour tout compact X ⊂ RD et tout réel t > 0, les trois énoncés suivants sont
équivalents : (1) t est une valeur critique de d(·, X) ; (2) cX(t) = t ; (3) hX(t) = t.
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Figure 2.3 – Différents ensembles de points P sur la gauche et tracé des fonctions de défaut
de convexité cP respectives sur la droite.
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Figure 2.4 – Les trois premières figures représentent Centers(P, t) pour t ∈ {0, 3; 0, 5; 0, 72}.
La dernière figure donne le graphe de la fonction cP (t).
Démonstration. Soit σ ⊂ RD un sous-ensemble fermé et non vide et un point y ∈ RD. En
posant x = y dans le lemme 2.1, on remarque que si y ∈ Hull(σ) vérifie d(y, σ) ≥ t et si
Rad(σ) ≤ t, alors y = Center(σ) et t = Rad(σ).
Démontrons maintenant que (1) =⇒ (2). Soit y un point critique dont la distance à X
est t et posons σ = ΓX(y) comme illustré sur la figure 2.5. Par définition, y ∈ Hull(σ) et par
construction d(y, σ) = t et Rad(σ) ≤ t. D’après notre remarque précédente, y = Center(σ) et
donc cX(t) = t. L’implication (2) =⇒ (3) découle du fait que cX(t) ≤ hX(t) ≤ t. Montrons
que (3) =⇒ (1). Autrement dit, supposons que hX(t) = t et montrons que t est alors une
valeur critique de d(·, X). Comme X est compact, hX(t) = t implique que l’on peut trouver
un compact ∅ 6= σ ⊂ X avec Rad(σ) ≤ t et y ∈ Hull(σ) tel que t = d(y,X) ≤ d(y, σ). Notre
yΓX(y)
t
X
Figure 2.5 – Les points noirs sont les points critiques de la fonction de distance à la courbe
X.
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remarque implique que y = Center(σ), t = Rad(σ) et σ est un ensemble de points de X dont
la distance à y est minimale. Puisque y ∈ Hull(σ) ⊂ Hull(ΓX(y)), on en déduit que y est un
point critique de la fonction de distance de X ce qui conclut la preuve.
Une adaptation de la théorie de Morse à la fonction de distance nous indique que les
changements de topologie des t-offsets Xt ont lieu lorsque le paramètre d’offset t atteint une
valeur critique de la fonction de distance deX. En effet, en modifiant légèrement la proposition
1.8 de [Gro93, page 362], on obtient :
Théorème 2.1 (Théorème d’isotopie [Gro93]). Soit X ⊂ RD un compact et β ≥ α > 0
deux réels positifs. Si la fonction de distance d(·, X) n’a pas de valeur critique dans l’intervalle
[α, β], alors Xβ se rétracte par déformation sur Xα.
Notre caractérisation des valeurs critiques nous permet de ré-exprimer les conditions de ce
théorème. En particulier, on obtient que si cX(t) < t pour tout t ∈ [α, β], alors Xβ se rétracte
par déformation sur Xα. En remplaçant X par un ensemble fini de points P et en utilisant
le fait que le complexe Cech(P, t) a le même type d’homotopie que le t-offset P t, on obtient
que le Cech(P, β) a le même type d’homotopie que Cech(P, α) dès lors que cP (t) < t pour
tout t ∈ [α, β]. Nous verrons dans la section 2.3 que, sous cette même condition, un résultat
plus fort est vérifié : il existe une séquence de collapses de Cech(P, β) vers Cech(P, α). En
renforçant cette condition, il est possible de montrer l’existence d’une séquence de collapses de
Rips(P, β) vers Cech(P, α). Des variantes de cette condition seront déclinées dans la section 2.4
permettant de certifier la correction topologique de reconstruction de forme par les complexes
de Čech ou de Rips.
2.2.3 Stabilité
Dans cette section, nous établissons deux résultats sur la stabilité de cX et hX . Pour des
raisons techniques, nous avons besoin de la stabilité de cP par rapport aux perturbations de
P à la fin de la preuve du théorème 2.3 dans la section 2.3 afin de relâcher une hypothèse de
généricité. La stabilité de hX par rapport aux perturbations de X sera un élément clé dans la
section 2.4 et permettra d’établir les constantes dans les théorèmes de reconstruction.
Lemme 2.3. Pour toute paire X,P ⊂ RD telle que dH(X,P ) ≤ ε et pour tout t ≥ 0,
cP (t) ≤ cX(t+ ε) +
√
2tε+ ε2 + ε.
Démonstration. Soit σ ⊂ P un sous-ensemble non vide de P avec Rad(σ) ≤ t et posons
ξ = X ∩ σε. Par construction, ξ est non vide et dH(ξ, σ) ≤ ε. Ainsi, en posant δ =
√
2tε+ ε2,
le lemme A.1 implique que Rad(ξ) ≤ t + ε et que ‖Center(σ) − Center(ξ)‖ ≤ δ. On obtient
alors :
Center(σ) ⊂ Center(ξ)δ ⊂ XcX(t+ε)+δ ⊂ P cX(t+ε)+δ+ε,
ce qui montre l’inégalité.
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Lemme 2.4. Pour toute paire X,P ⊂ RD telle que dH(X,P ) ≤ ε et pour tout t ≥ 0,
hP (t) ≤ hX(t+ ε) + 2ε.
Démonstration. Soit σ ⊂ P un sous-ensemble non vide de P avec Rad(σ) ≤ t et posons
ξ = X ∩ σε. Par construction, ξ est non vide et dH(ξ, σ) ≤ ε. Ainsi, le lemme A.1 implique
que Rad(ξ) ≤ t + ε. En utilisant Hull(ξε) = Hull(ξ)ε, on obtient que Hull(σ) ⊂ Hull(ξ)ε ⊂
XhX(t+ε)+ε ⊂ P hX(t+ε)+2ε, ce qui montre l’inégalité.
2.3 Du complexe de Čech au complexe de Rips
Dans cette section, nous introduisons une famille de complexes de Rips possédant deux
paramètres et nous donnons une condition sur un ensemble de points assurant qu’un com-
plexe de Rips de cette famille se rétracte par déformation sur un complexe de Čech. Nous
commençons par définir cette famille de complexes de Rips avant d’établir nos résultats dans
la section 2.3.1. Enfin, nous présentons la preuve de ces résultats dans la section 2.3.2. Nous
montrons également que la condition de notre résultat est optimale en petite dimension dans
la section 2.3.3.
2.3.1 Quasi-complexes de Rips et énoncé des résultats
De la même manière que [CdSEG10], nous commençons par définir les quasi-complexes de
Rips. La motivation de cette définition est de pouvoir tenir compte d’une incertitude éventuelle
sur des mesures en autorisant certaines arêtes à appartenir ou non au quasi complexe de Rips ;
voir [CdSEG10].
Définition 2.3. Pour tout ensemble de points P ⊂ RD et tous réels β ≥ α ≥ 0, on appelle le
flag complexe de tout graphe G satisfaisant Rips(P, α) ⊂ Flag(G) ⊂ Rips(P, β) un (α, β)-quasi
complexe de Rips de P .
On remarque que le complexe simplicial Flag(G) est un (α, β)-quasi complexe de Rips de
P si et seulement si toute paire de points dans P de distance inférieure à 2α est connectée par
une arête dans G et qu’aucune arête de G ne possède une longueur strictement plus grande
que 2β. De manière équivalente, pour toute paire de points (p, q) ∈ P 2, ‖p− q‖ ≤ 2α implique
que pq ∈ G et ‖p − q‖ > 2β implique que pq 6∈ G. En particulier, K est un (α, α)-quasi
complexe de Rips de P si et seulement si K = Rips(P, α).
Pour établir nos résultats, il est commode de définir une valeur inerte de P comme un réel
α tel que Rad(σ) 6= α pour tout σ sous-ensemble non vide de P . L’ensemble P possède un
nombre fini de valeurs inertes puisqu’il est fini. Ainsi, l’hypothèse que α est une valeur inerte
n’est pas trop restrictive.
Dans un premier temps, nous établissons des conditions dans le théorème 2.2 assurant
qu’il existe une séquence de collapses classiques transformant un complexe de Čech en un
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autre complexe de Čech. Nous rappelons qu’un collapse classique est l’opération qui enlève la
paire de simplexes (σ, τ) d’un complexe simplicial K en supposant que τ est l’unique coface
propre de σ dans K. De cette soustraction résulte un complexe simplicial K \{σ, τ} vers lequel
K se rétracte par déformation.
Théorème 2.2. Soit P ⊂ RD un ensemble fini de points. Pour tous réels β ≥ α ≥ 0 tels
que α est une valeur inerte de P et cP (t) < t pour tout t ∈ [α, β], il existe une séquence de
collapses classiques de Cech(P, β) vers Cech(P, α).
Ce théorème peut être vu comme une version combinatoire du théorème d’isotopie présenté
dans la section 2.2.2. Nous sommes maintenant prêts pour établir le principal résultat de ce
chapitre :
Théorème 2.3. Soit P ⊂ RD un ensemble fini de points. Pour tous réels β ≥ α ≥ 0 tels
que α est une valeur inerte de P et tels que cP (ϑDβ) < 2α − ϑDβ, il existe une séquence de
collapses classiques de n’importe quel (α, β)-quasi complexe de Rips de P vers le Čech complexe
Cech(P, α).
Remarquons en particulier qu’en posant α = β dans le théorème précédent, on obtient des
conditions pour lesquelles |Rips(P, α)| ' |Cech(P, α)| ' Pα. Nous verrons dans la section
2.3.3 que la borne sur cP est optimale en faible dimension. La partie gauche de la figure 2.8
montre une illustration graphique des hypothèses de ce théorème. Donnons une brève idée de
la preuve du théorème 2.3. Observons que la condition cP (ϑDβ) < 2α − ϑDβ implique que
cP (t) < t pour tout t ∈ [α, ϑDβ] puisque
cP (t) ≤ cP (ϑDβ) < 2α− ϑDβ ≤ α ≤ t,
dès lors que α ≤ t ≤ ϑDβ. Le théorème 2.2 implique alors qu’il existe une séquence de collapses
classiques réduisant Cech(P, ϑDβ) vers Cech(P, α). Puisque tout (α, β)-quasi complexe de Rips
Flag(G) est emboîté entre Cech(P, α) et Cech(P, ϑDβ), l’idée clé dans la preuve de ce théorème
est d’inspecter les changements dans le complexe Cech(P, t) ∩ Flag(G) lorsque l’on diminue
le paramètre t de ϑDβ vers α, c’est-à-dire lorsque l’on va de Cech(P, ϑDβ) vers Flag(G).
La preuve consiste à vérifier que ces changements ne modifient pas le type d’homotopie, en
particulier, on vérifie que ces changements sont des collapses étendus.
2.3.2 Preuve des théorèmes 2.2 et 2.3
Nous montrons directement le théorème 2.3 ; la preuve du théorème 2.2 peut être facilement
adaptée en modifiant légérement le début de la preuve présentée ci-dessous.
Preuve du théorème 2.3. Soit G un graphe dont le flag complexe est un (α, β)-quasi complexe
de Rips de P . Pour t ≥ 0, considérons le complexe simplicial F(t) = Cech(P, t) ∩ Flag(G).
Clairement, nous avons la chaîne d’inclusions :
Cech(P, α) ⊂ Rips(P, α) ⊂ Flag(G) ⊂ Rips(P, β) ⊂ Cech(P, ϑDβ)
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et donc F(α) = Cech(P, α) et F(ϑDβ) = Flag(G). En augmentant continûment le paramètre
t de α vers ϑDβ, on obtient une famille de complexes de Čech emboîtés :
Cech(P, α) = C0 ⊂ C1 ⊂ · · · ⊂ Ck = Cech(P, ϑDβ).
Pour 0 < i < k, soit ti la plus petite valeur de t telle que Ci = Cech(P, t) et soit Fi = F(ti).
En particulier, Ci = Cech(P, ti) et Fi = Ci ∩ Flag(G). En intersectant chaque complexe Ci
de la séquence ci-dessus avec Flag(G), on obtient une autre famille de complexes simpliciaux
emboîtés :
Cech(P, α) = F0 ⊂ F1 ⊂ · · · ⊂ Fk = Flag(G).
En premier lieu, supposons que P satisfasse les deux hypothèses de généricité (?) et (??) au
lieu de l’hypothèse Rad(σ) 6= α pour tout ∅ 6= σ ⊂ P :
(?) Pour tous simplexes σ, τ ⊂ P , si Rad(σ) = Rad(τ) alors Center(σ) = Center(τ) ;
(??) Pour toute boule B, l’ensemble des simplexes dans P ayant B comme boule englobante
minimale est soit vide soit possède un unique élément minimal pour l’inclusion.
Sous ces deux conditions, nous prouvons le théorème en deux étapes. Dans un premier temps,
nous montrons que l’opération réduisant Ci en Ci−1 est un collapse pour tout 0 < i ≤ k.
Dans un deuxième temps, nous montrons que soit Fi−1 est identique à Fi soit l’opération
transformant Fi en Fi−1 est un collapse pour tout 0 < i ≤ k.
(a) D’après l’hypothèse (?), tous les simplexes de l’ensemble Ci \ Ci−1 partagent la même
boule englobante minimale B(zi, ti) de centre zi et de rayon ti. L’hypothèse (??) implique
quant-à-elle que l’ensemble des simplexes partageant la même boule englobante minimale
B(zi, ti) possède un élément minimal pour l’inclusion σi. Il suffit de montrer que Ci \ Ci−1 est
le star de σi et possède un unique élément maximal pour l’inclusion τi 6= σi ce qui garantit
que l’opération transformant Ci en Ci−1 est un collapse classique. Pour cela, supposons que η
soit une coface de σi dans Ci. Puisque σi ⊂ η, on déduit que ti = Rad(σi) ≤ Rad(η) et ainsi
η ∈ Ci \ Ci−1. Le complexe Ci \ Ci−1 est alors le star de σi dans Ci. Notons que le simplexe
τi = {p ∈ P | ‖zi − p‖ ≤ ti} obtenu en rassemblant tous les points de P dans B(zi, ti)
appartient à Ci \ Ci−1, de plus, il s’agit de l’unique simplexe maximal pour l’inclusion dans cet
ensemble (voir la partie gauche de la figure 2.6). Afin de montrer que l’opération réduisant
Ci à Ci−1 est un collapse, il reste à établir que σi 6= τi. Comme σi est l’élément minimal
pour l’inclusion parmi tous les simplexes dont la plus petite boule englobante est B(zi, ti), les
sommets de σi sont tous situés dans la sphère de centre zi et de rayon ti. D’un autre côté, par
définition de cP (ti), il existe au moins un point o de P à distance cP (ti) du centre zi. Comme
cP (ti) ≤ cP (ϑDβ) < α ≤ ti, le point o appartient à l’intérieur de B(zi, ti). Ainsi, o 6∈ σi, o ∈ τi,
et donc σi 6= τi, ce qui montre que l’opération réduisant Ci vers Ci−1 est un collapse classique.
(b) Penchons-nous à présent sur Fi et Fi−1. Si σi 6∈ Fi, alors Fi = Fi−1. Si σi ∈ Fi, le star
de σi dans Fi est le star de σi dans Ci intersecté avec le flag de G et Fi−1 = Fi \StFi(σi) (voir
la partie droite de la figure 2.6). Montrons que le link de σi dans Fi est un cône d’apex o, ce qui
garantira que la réduction de Fi à Fi−1 est un collapse étendu. Supposons que η soit une coface
de σi dans Fi et montrons que η ∪ {o} est aussi une coface. Clairement, η ∪ {o} appartient
au complexe de Čech Ci puisque pour tous les points p ∈ η ∪ {o}, ‖zi − p‖ ≤ ti. Remarquons
que η∪{o} appartient aussi à Flag(G). Pour s’en convaincre, puisque η appartient à Flag(G),
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τi
Ci \ Ci−1
Fi \ Fi−1
cP (ti)
Figure 2.6 – Notations pour la preuve du théorème 2.3. A gauche : τi est le simplexe dont
les sommets sont les points de P dans la boule B(zi, ti). σi est la face obtenue en gardant
les sommets sur le bord de B(zi, ti). A droite : représentation schématique des simplexes de
Ci \ Ci−1.
il suffit de vérifier que toutes les arêtes connectant o à un sommet p de η ont une longueur
inférieure ou égale à 2α. Pour tous les points p ∈ η, les inégalités suivantes sont vérifiées :
‖p− o‖ ≤ ‖zi − p‖+ ‖zi − o‖ ≤ ti + cP (ti) ≤ 2α
ce qui montre que η ∪ {o} ∈ Flag(G). Ainsi, η ∪ {o} appartient à Fi. En posant η = σi, on
obtient que σi ∪ {o} est une coface de σi et puisque o 6∈ σi, il s’ensuit que {o} appartient
au link de σi dans Fi. Le link de σi dans Fi est donc un cône, ce qui conclut la preuve du
théorème 2.3 en supposant les hypothèses de généricité (?) et (??) à la place de la condition
Rad(σ) 6= α pour tout ∅ 6= σ ⊂ P .
Lorsque P ne satisfait pas les hypothèses de généricité (?) et (??), nous utilisons le lemme
A.2 dans l’annexe A.2 pour trouver une perturbation f des points telle que f(P ) vérifie (?)
et (??) ainsi que les hypothèses (i), (ii) et (iii) du lemme A.2 pour un β′ > β. En utilisant le
théorème 2.3 à f(P ) avec les valeurs α et β′, on montre qu’il existe une séquence de collapses
étendus du (α, β′)-quasi complexe de Rips Flag(f(G)) = f(Flag(G)) vers le complexe de
Čech Cech(f(P ), α) = f(Cech(P, α)). Ainsi, le théorème est encore vérifié dans les cas non
génériques.
2.3.3 Optimalité de la condition du théorème 2.3
Nous montrons ici que, lorsque la dimension ambiante D est égale à 2, la condition du
théorème 2.3 sur la fonction de défaut de convexité cP est optimale pour les complexes de
Rips (i.e. lorsque α = β) ; il n’est pas possible d’avoir un résultat similaire au théorème 2.3
avec une borne plus grande sur cP . Pour cela, nous construisons un ensemble de points Pγ
tel que Rips(Pγ , α) 6' Cech(Pγ , α) et tel que cPγ (ϑDα) est supérieure mais infinitésimalement
proche de (2 − ϑD)α. Afin de vérifier que les complexes de Rips et de Čech ont un type
d’homotopie différent, nous avons besoin du théorème suivant dont une preuve sera donnée
dans le chapitre 5.
Théorème 2.1. Si Hull(P ) ⊂ Pα alors Cech(P, α) est collapsable.
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Afin de construire notre ensemble de points Pγ , notons {v0, . . . , vD} les sommets d’un
simplexe régulier σ de diamètre 2α. Etant donné γ > 0, notons également v¯i le point de
la sphère S(Center(σ), γ) le plus éloigné de vi. Nous définissons alors l’ensemble des points
Pγ = {v0, . . . , vD, v¯0, . . . , v¯D} ; voir la figure 2.7.
Intéressons-nous maintenant aux complexes de Rips et de Čech des points Pγ de paramètres
α. En particulier, remarquons que :
(i) Le complexe Rips(Pγ , α) est une boule topologique lorsque γ = (2 − ϑD)α et il s’agit
d’une sphère topologique lorsque γ est supérieur mais infinitésimalement proche de
(2− ϑD)α.
(ii) Le complexe Cech(Pγ , α) est collapsable lorsque (2− ϑD)α ≤ γ ≤ α.
Lorsque γ = (2−ϑD)α, le 1-squelette de Rips(Pγ , α) est un graphe complet (voir la partie
gauche de la figure 2.7). En effet, comme σ est un simplexe régulier, on sait que Rad(σ) =
ϑD
2 Diam(σ) = ϑDα et ainsi Diam(σ)−Rad(σ) = (2−ϑD)α. Ainsi lorsque γ = (2−ϑD)α, les
deux sphères S(ei, α) et S(e′i, α) sont tangentes pour tout i et le 1-squelette de Rips(Pγ , α) est
alors un graphe complet. Lorsque γ est infinitésimalement supérieur à (2−ϑD)α, les arêtes viv¯i
disparaissent du complexe Rips(Pγ , α). Le complexe de Rips est alors la sphère topologique
SD puisqu’il se décompose en un produit S0 ? · · · ? S0 (où S0 dénote la 0-sphère) [Hat02].
Concernant le complexe de Čech, un calcul de distance donné dans l’annexe B montre
que, lorsque 2−ϑ
2
D
ϑD
α ≤ γ ≤ ϑDα, cPγ (ϑDα) = hPγ (ϑDα) = γ. Comme 2−ϑ
2
D
ϑD
α ≤ (2 − ϑD)α et
α ≤ ϑDα, on a donc que cPγ (ϑDα) = hPγ (ϑDα) = γ lorsque (2 − ϑD)α ≤ γ ≤ α. Ainsi le
théorème 2.1 indique que le complexe Cech(Pγ , α) est collapsable lorsque (2− ϑD)α ≤ γ ≤ α.
On obtient finalement la conclusion souhaitée à savoir que si γ est infinitésimalement proche
de (2− ϑD)α alors Rips(Pγ , α) 6' Cech(Pγ , α). On a donc construit un ensemble de points Pγ
tel que Rips(Pγ , α) 6' Cech(Pγ , α) et tel que cPγ (ϑDα) est supérieure mais infinitésimalement
proche de (2 − ϑD)α ce qui montre l’optimalité de la condition sur la fonction de défaut
de convexité cP du théorème 2.3 lorsque la dimension D est inférieure à 3. Le problème de
l’optimalité de cette condition lorsque D > 2 reste quant-à-lui ouvert.
Remarque 2.1. Remarquons que le contre-exemple donné dans cette section ne s’étend pas
en toute dimension. En effet, pour une dimension ambiante D assez grande, la propriété
cPγ (ϑDα) = γ pour (2 − ϑD)α ≤ γ ≤ α est perdue. Pour le montrer, prenons α = 1 et γ =
(2−ϑD). On peut alors calculer la limite limD→∞ ‖v0− v¯D‖ = 2
√
2−√2. Ainsi le milieu c de
v0 et v¯D appartient à Centers(Pγ , ϑD) et alors cPγ (ϑDα) ≥ d(c, Pγ) =
√
2−√2 > γ = 2−√2.
Remarque 2.2. On pourrait chercher un théorème similaire au théorème 2.3, avec une borne
sur hP plutôt que cP . Comme hP ≥ cP , le théorème 2.3 tient toujours si on garde toutes les
hypothèses sauf la borne sur cP qu’on remplace par la borne hP (ϑDβ) < 2α−ϑDβ. On pourrait
espérer obtenir le même résultat avec une borne plus faible sur hP mais c’est impossible.
En effet, le même raisonnement utilisé dans l’exemple précédent pour montrer qu’on ne peut
pas abaisser la condition sur cP permet également de montrer qu’on ne peut pas abaisser la
condition sur hP du moins lorsque D < 3.
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Figure 2.7 – A gauche : le complexe de Rips et le complexe de Čech sont contractiles lorsque
γ = (2 − ϑD)α et D = 2. A droite : si on augmente infinitésimalement la valeur de γ, le
complexe de Rips est une sphère tandis que le complexe de Čech est toujours contractile.
2.4 Reconstruction de forme
Dans cette section, nous nous intéressons à la reconstruction d’un compact X ⊂ RD connu
seulement à partir d’un ensemble fini de points éventuellement bruités P ⊂ RD . En util-
isant la fonction de défaut de convexité hX , nous formulons deux conditions d’échantillonnage
garantissant respectivement que le complexe de Čech et le complexe de Rips partagent le
même type d’homotopie qu’un offset de X (Section 2.4.1). Dans la section 2.4.2, nous faisons
ensuite un lien entre le fait, pour une forme, d’avoir sa fonction de défaut convexité bornée et
le fait d’avoir une borne inférieure sur sa fonction critique. Finalement, nous calculons dans
la section 2.4.3 les densités les plus faibles de l’ensemble de points permettant de satisfaire les
hypothèses de nos théorèmes pour assurer une reconstruction correcte d’une forme à µ-reach
positif.
2.4.1 Conditions d’échantillonnage
Nous rassemblons ici plusieurs idées introduites dans ce chapitre afin de déduire des condi-
tions sous lesquelles le complexe de Čech et le complexe de Rips d’un ensemble fini de points
récupèrent la topologie d’une forme échantillonnée. Durant cette section, X désigne un com-
pact de RD et P est un ensemble fini de points dont la distance de Hausdorff à X est inférieure
ou égale à ε.
Reconstruction à partir du complexe de Čech L’hypothèse dH(X,P ) ≤ ε implique
la séquence suivante d’inclusions :
Pα ⊂ Xα+ε ⊂ Pα+2ε ⊂ Xα+3ε.
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Or, lorsque quatre espaces sont emboîtés P0 ⊂ X0 ⊂ P1 ⊂ X1, que X1 se rétracte par
déformation vers X0 et que P1 se rétracte par déformation sur P0, alors X0 se rétracte par
déformation vers P0 [AL10].
En appliquant ce résultat dans notre contexte et en utilisant le théorème d’isotopie ainsi
que la caractérisation des points critiques donnée dans le lemme 2.2, on déduit immédiatement
que Xα+ε se rétracte par déformation vers Pα dès lors que les deux conditions suivantes sont
remplies :
hX(t) < t, ∀t ∈ [α+ ε, α+ 3ε],
hP (t) < t, ∀t ∈ [α, α+ 2ε].
Puisque dH(X,P ) ≤ ε, le lemme 2.4 implique que hP (t) ≤ hX(t + ε) + 2ε. Les deux
conditions ci-dessus sont donc vérifiées dès lors que la condition plus forte est remplie : hX(t) <
t − 3ε, ∀t ∈ [α + ε, α + 3ε]. Comme hX est positive, cette condition implique que 2ε < α.
Puisque hX est croissante, elle implique aussi que hX(t) < t pour tout t ∈ [α − 2ε, α + 3ε],
montrant que les η-offsets deX ont tous le même type d’homotopie quand η est dans l’intervalle
[α− 2ε, α+ 3ε]. Le théorème suivant résume ces observations :
Théorème 2.4. Soient ε, α > 0 tels que 2ε < α. Soit P un ensemble fini de points dont
la distance de Hausdorff à un compact X est inférieure ou égale à ε. Le complexe de Čech
Cech(P, α) a le même type d’homotopie que Xη pour tout η ∈ [α − 2ε, α + 3ε] dès lors que
hX(t) < t− 3ε pour tout t ∈ [α+ ε, α+ 3ε].
t
α+ ε ϑnα
2ε ε
Z9
Z7
Z10
t− 3ε
(
2
ϑn
− 1
)
t(
2
ϑn
− 1
)
(t− ε)− 2ε
t
R
t
t
µ = 1
R
µ = 1
2
µ = 1
3
µ = 0
Figure 2.8 – A gauche : pour i ∈ {2.3, 2.4, 2.5}, les hypothèses du théorème i sont représentées
par les régions Zi qui ne croisent pas le graphe de la fonction de défaut de convexité. Plus
précisément, si cP ∩Z7 = ∅, le théorème 2.3 implique que Rips(P, α) ' Pα. Si hX ∩Z9 = ∅, le
théorème 2.4 implique que Cech(P, α) ' Xα−2ε. Si hX ∩Z10 = ∅, le théorème 2.5 implique que
Rips(P, α) ' X2α−ϑDα−2ε. A droite : borne supérieure sur hX pour µ ∈ {0, 13 , 12 , 1} fournie
par le lemme 2.6.
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Reconstruction pour le complexe de Rips Si on suppose en plus que la condition
cP (ϑDβ) < 2α − ϑDβ est vérifiée, nous pouvons utiliser le théorème 2.3 pour s’assurer que
le (α, β)-quasi complexe de Rips de P se rétracte par déformation sur le complexe de Čech
Cech(P, α). En utilisant le lemme 2.4, nous obtenons que cP (ϑDβ) ≤ hP (ϑDβ) ≤ hX(ϑDβ +
ε) + 2ε et l’hypothèse du théorème 2.3 est remplie dès lors que hX(ϑDβ+ ε) < 2α−ϑDβ−2ε.
Comme hX est positive, cette condition implique que 2ε < 2α−ϑDβ. Puisque hX est croissante,
elle implique aussi que hX(t) < t− 3ε, ∀t ∈ [α+ ε, α+ 3ε] et l’hypothèse du théorème 2.4 est
aussi vérifiée. On en déduit le théorème suivant :
Théorème 2.5. Soient ε, α et β trois réels positifs tels que α ≤ β et 2ε < 2α− ϑDβ. Soit P
un ensemble fini de points dont la distance de Hausdorff au compact X est inférieure ou égale
à ε. Sous ces hypothèses, tout (α, β)-quasi complexe de Rips de P a le même type d’homotopie
que Xη pour tout η ∈ [2α − ϑDβ − 2ε, ϑDβ + ε] dès lors que α est une valeur inerte de P et
que hX(ϑDβ + ε) < 2α− ϑDβ − 2ε.
2.4.2 Liens avec la fonction critique
Dans cette section, nous montrons qu’une forme possède une fonction de défaut de convex-
ité bornée si et seulement si elle admet une borne inférieure sur sa fonction critique. Afin de pré-
ciser cette affirmation, nous rappelons la définition de la fonction critique qui a été introduite
afin de pouvoir formuler des conditions d’échantillonnage pour la reconstruction de formes
dont le reach peut éventuellement être nul [CCSL09]. Même si la fonction de distance à X
n’est pas différentiable, on peut définir une fonction de gradient généralisé ∇X : RD \X → RD
qui coïncide avec le gradient usuel sur les points où d(·, X) est différentiable et qui s’annule
précisément sur les points critiques [CCSL09] :
∇X(y) = y − Center(ΓX(y))
d(y,X)
.
La fonction critique χX : R∗+ → R+ est définie par
χX(t) = inf
d(y,X)=t
‖∇X(y)‖.
Clairement, la fonction critique s’annule en t si et seulement si t est une valeur critique de
la fonction de distance. Ainsi, d’après le lemme 2.2, nous avons les équivalences : χX(t) = 0
⇐⇒ cX(t) = t ⇐⇒ hX(t) = t. Les deux prochains lemmes précisent les liens entre fonction
critique et fonction de défaut de convexité. Le premier fournit une borne inférieure sur χX en
t, en supposant connue une borne supérieure sur cX en t.
Lemme 2.5. Pour tout compact X ⊂ RD, tout 0 ≤ µ ≤ 1 et tout t ≥ 0, l’implication suivante
est vérifiée :
cX(t) < (1− µ)t =⇒ χX(t) > µ.
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Démonstration. Soit y ∈ RD tel que d(y,X) = t et montrons que ‖∇X(y)‖ > µ. Soit σ =
ΓX(y) l’ensemble des points de X dont la distance à y est minimum ; voir la partie gauche de
la figure 2.9. Supposons que la plus petite boule englobante de σ ait un centre z et un rayon
s. Puisque s ≤ t, on obtient que cX(s) ≤ cX(t) < (1 − µ)t et donc t − ‖y − z‖ ≤ d(z,X) ≤
cX(s) < (1− µ)t. On en déduit que ‖∇X(y)‖ = ‖z−y‖t > µ.
Figure 2.9 – Notations pour la preuve du lemme 2.5.
Le lemme suivant peut être vu comme une réciproque du lemme précédent, il fournit une
borne supérieure sur hX sur l’intervalle [0, R] étant donnée une borne inférieure sur la fonction
critique χX sur l’intervalle [0, R]. Ce lemme étend un résultat de [AL10] qui, intuitivement,
établit que l’enveloppe convexe d’un ensemble de points σ ⊂ X ne peut pas être trop loin
d’une forme X, en supposant que σ puisse être inclus dans une boule de rayon t et que X ait
un reach positif. La preuve de ce lemme est donnée dans l’annexe A.3.
Lemme 2.6. Soit µ ∈ (0, 1] et R ≥ 0. Soit X ⊂ RD un compact tel que χX(t) ≥ µ pour tout
t ∈ (0, R). Alors, pour tout 0 ≤ t ≤ R, l’inégalité suivante est vérifiée :
hX(t) ≤
1 + µ(1− µ)−
√
1− µ(2− µ) ( tR)2
µ(2− µ) R.
La borne supérieure sur hX est l’arc d’une ellipse qui tend vers l’arc d’une parabole lorsque
µ → 0 ; voir la partie droite de la figure 2.8. Notons que puisque hX(t) ≤ t pour tout t,
cette borne supérieure est utile seulement sous la diagonale. Pour µ = 1, on obtient que
hX(t) ≤ R −
√
R2 − t2 comme dans [AL10]. De manière équivalente, le graphe de hX est
en-dessous du cercle de rayon R et de centre (0, R).
2.4.3 Reconstruction de formes à µ-reach positif
Les formes à µ-reach positif regroupent une large classe d’objets qui, contrairement aux
formes à reach positif, peuvent posséder des arêtes vives concaves. Précisément, pour 0 < µ ≤
1, les auteurs de [CCSL09] définissent le µ-reach deX comme rµ(X) = inf {t > 0 | χX(t) < µ}.
Cette terminologie est justifiée par le fait que r1(X) coïncide avec la notion usuelle du reach
de X.
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Etant donnée une forme X dont le µ-reach est supérieur ou égal à R > 0 et un ensemble
fini de points P tel que dH(P,X) ≤ ε, on calcule la valeur de plus grand ratio εR pour lequel le
complexe Cech(P, α) ou le complexe Rips(P, α) fournissent une reconstruction ayant le même
type d’homotopie que X pour une certaine valeur du paramètre α. Les calculs pour obtenir ces
valeurs ont été réalisés grâce à un logiciel de calcul formel. Dans la section C, nous donnons
tous les détails pour le calcul du ratio lorsque µ = 1, R = 1 et D = +∞.
D
ε
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µ2
5µ2+12
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Figure 2.10 – (a) Meilleurs ratios εR que l’on obtient pour une reconstruction correcte
d’une forme à µ-reach positif avec le complexe de Čech ou le complexe de Rips pour
D ∈ {2, 3, 4, 5,+∞} ; comparaison avec le ratio µ2
5µ2+12
obtenu dans [CCSL09]. (b) et (c)
µ∗D et λ
rips
D (1) tracées en fonction de D.
Reconstruction avec le complexe de Čech Notons que l’hypothèse rµ(X) ≥ R équivaut
à l’hypothèse χX(t) ≥ µ pour tout t ∈ (0, R). Une forme X avec rµ(X) ≥ R vérifie donc les
hypothèses du lemme 2.6 et possède alors une fonction de défaut de convexité hX bornée par
une fonction dépendant uniquement de R et µ. En insérant cette borne dans le théorème 2.4,
on obtient que si α+3ε ≤ R alors le complexe de Čech Cech(P, α) a le même type d’homotopie
que Xη pour tout 0 < η < R dès lors que l’inégalité suivante tient pour tout t ∈ [α+ε, α+3ε] :
1 + µ(1− µ)−
√
1− µ(2− µ) ( tR)2
µ(2− µ) R < t− 3ε.
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En éliminant la racine carrée, on peut remplacer l’inégalité ci-dessus parHµ,ε(t) < 0 oùHµ,ε(t)
est un polynôme de degré 2 en t. Il s’ensuit que l’inégalité est vérifiée quand la différence absolue
entre les deux racines t1µ(ε) ≤ t2µ(ε) de Hµ,ε(t) est plus grande que 2ε. Lorsque c’est le cas,
les valeurs admissibles pour α sont situées dans l’intervalle Iµ(ε) = [t1µ(ε)− 3ε, t2µ(ε)− ε]. La
condition t2µ(ε)− t1µ(ε) > 2ε peut être réécrite comme la positivité d’un polynôme de degré 2
en ε avec deux racines, l’une positive, l’autre négative. Ainsi, la condition est vérifiée tant que
ε est inférieur à la racine positive dont la valeur divisée par R est :
λcech(µ) =
−3µ+ 3µ2 − 3 +
√
−8µ2 + 4µ3 + 18µ+ 2µ4 + 9 + µ6 − 4µ5
−7µ2 + 22µ+ µ4 − 4µ3 + 1 .
On obtient finalement le théorème de reconstruction suivant :
Théorème 2.6. Soit P un ensemble fini de points et X un compact dont le µ-reach R est
positif. Si
dH(P,X) ≤ ε < λcech(µ)R
alors Cech(P, α) et Xη partagent le même type d’homotopie pour tout η ∈ (0, R) et α ∈ Iµ(ε).
Il est intéressant de noter que λcech(µ) ne dépend pas de la dimension ambiante D. En
traçant λcech(µ) comme une fonction de µ (voir la figure 2.10(a)), on observe que cette valeur
est positive pour tout µ ∈ (0, 1] et on améliore la borne supérieure µ2
5µ2+12
établie dans
[CCSL09]. Cependant, pour µ = 1, on obtient le ratio λcech(1) = −3+
√
22
13 ≈ 0.13 qui est
moins bon que le ratio 3−√8 ≈ 0.17 obtenu dans [NSW08].
Reconstruction avec le complexe de Rips En combinant le théorème 2.5 avec β = α
et le lemme 2.6, on obtient que si ϑDα + ε ≤ R alors le complexe Rips(P, α) a le même type
d’homotopie que Xη pour tout 0 < η < R dès lors que
1 + µ(1− µ)−
√
1− µ(2− µ)
(
ϑDα+ε
R
)2
µ(2− µ) R < 2α− ϑDα− 2ε.
Comme précédemment, nous pouvons éliminer la racine carrée et remplacer l’inégalité ci-
dessus par Hµ(ε, α) < 0 où Hµ(ε, α) est un polynôme de degré 2 en ε et α. Afin de trouver
la plus grande valeur pour ε telle que Hµ(ε, α) < 0, on peut supposer que
∂Hµ(ε,α)
∂α = 0. En
insérant la valeur de α pour laquelle ∂Hµ(ε,α)∂α = 0 dansHµ(ε, α), nous obtenons un polynôme de
degré 2 en ε dont la plus grande racine εripsD (µ) donne la borne supérieure de ε pour laquelle
l’inégalité ci-dessus est vérifiée. Posons λripsD (µ) =
εripsD (µ)
R . En utilisant un logiciel de calcul
formel, on obtient la valeur suivante pour λripsD (µ) :
λripsD (µ) =
(2− ϑD)(2 + 2
√
2− ϑD)
√
2− µ− µ2 − (4 + 2√2−√2ϑD) (1 + µ− µ2)
µ(2− µ)(12 + 8√2− 4ϑD − 4ϑD
√
2 + (ϑD)2)
.
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La figure 2.10(a) montre un tracé de λripsD (µ) en fonction de µ. Nous observons que ce ratio
est positif seulement sur un sous-intervalle (µ∗D, 1] de (0, 1]. Nous pouvons donc seulement
garantir que les complexes de Rips fournissent une reconstruction correcte de formes à µ-
reach positif lorsque µ > µ∗D. Sur la figure 2.10(b), nous traçons µ
∗
D comme fonction de D.
µ∗D augmente avec D et, grâce à un logiciel de calcul formel, nous pouvons montrer que µ
∗
D
tend vers
√
2
√
2− 2 ≈ 0.91 quand D → +∞. Sur la figure 2.10(c), nous traçons λripsD (1)
comme fonction de D. Ce ratio décroît avec D et nous avons pu prouver similairement que
limD→+∞ λ
rips
D (1) =
2
√
2−√2−√2
2+
√
2
≈ 0.034.
Intéressons-nous maintenant à l’intervalle des valeurs du paramètre α possible pour
la reconstruction. Pour celà, supposons que µ∗D < µ et ε < λ
rips
D (µ). On montre avec
du calcul formel que l’inégalité Hµ(ε, α) < 0 est vérifiée pour α ∈ ID(µ, ε,R) =
(αminD (µ, ε,R), α
max
D (µ, ε,R)) où ID(µ, ε,R) est un intervalle non-vide. L’expression analytique
ID(µ, ε,R) étant volumineuse, nous la donnons seulement lorsque D →∞ et µ = 1 :
αmin∞ (1, ε, R) =
1
4
(
R− (
√
2− 1)ε−
√
∆
)
αmax∞ (1, ε, R) =
1
4
(
R− (
√
2− 1)ε+
√
∆
) avec ∆ = −(17+12√2)ε2−(14+10√2)Rε+R2
Nous obtenons alors le théorème suivant de reconstruction suivant :
Théorème 2.7. Soit P un ensemble fini de points et X un compact dont le µ-reach R est
positif. Si
µ∗D < µ et dH(P,X) ≤ ε < λripsD (µ)R
alors Rips(P, α) et Xη partagent le même type d’homotopie pour tout η ∈ (0, R) et α ∈
ID(µ, ε,R) = (α
min
D (µ, ε,R), α
max
D (µ, ε,R)).
Les deux extrémités de l’intervalle I∞(µ, ε, 1) sont tracées en fonction de µ et ε sous forme
de deux surfaces sur la figure 2.12. La figure 2.11 représente les coupes de ces deux surfaces
pour µ = 0.92 et µ = 1, c’est à dire les deux fonctions (αmin∞ (µ, ., 1), αmax∞ (µ, ., 1)) pour µ = 0.92
et µ = 1. Conformément à ce que suggèrent ces tracés, on a pu montrer avec un logiciel de
calcul formel que, lorsque µ → µ∗∞, εrips∞ (µ) tend vers 0 et I∞(µ, ε, α) tend vers un singleton
{α′R} où α′ ≈ 0, 27. Finalement, on a pu montrer que, lorsque ε << 1 et µ > µ∗∞, on a :{
αmin∞ (µ, ε,R) = ϕ(µ)R+O(ε)
αmax∞ (µ, ε,R) = ψ(µ)R+O(ε)
Où ϕ est une fonction continue décroissante vérifiant ϕ(0) ≈ 0.27 et ϕ(1) = 0 et ψ est une
fonction continue croissante avec ψ(0) ≈ 0.27 et ψ(1) = 12 . De manière surprenante, on note
que αminD (µ, ε,R) ne tend pas vers 0 lorsque ε→ 0 et µ∗D < µ < 1.
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ε
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αmaxD (0, 92; ε; 1)
αminD (0, 92; ε; 1)
ε
α
αmaxD (1; ε; 1)
αminD (1; ε; 1)
Figure 2.11 – Tracés des deux fonctions (αminD (µ; .; 1), α
max
D (µ; .; 1)) pour µ = 0, 92 (gauche)
et µ = 1 (droite) lorsque D →∞.
ε µ
α
αminD (µ, ε, 1)
αmaxD (µ, ε, 1)
Figure 2.12 – Tracé de αminD (µ, ε, 1) et α
max
D (µ, ε, 1) en fonction de µ et ε lorsque D →∞. Les
deux coupes selon µ = 0, 92 et µ = 1 de la figure 2.11 sont representées en rouge. Etant donné
µ et ε, il faut que α soit entre ces deux surfaces pour pouvoir garantir le type d’homotopie du
complexe de Rips.
2.4.4 Reconstruction avec le complexe de Rips « intrinsèque »
Les complexes de Rips étudiés dans ce chapitre sont des complexes de Rips « extrinsèques »,
au sens où on considère la distance euclidienne ambiante pour les calculer. Lorsque la forme
échantillonnée est une variété, il est également possible de considérer des complexes de Rips
« intrinsèques » en prenant la distance géodésique de la variété pour les calculer. Il a été
montré que le Rips intrinsèque a le type d’homotopie d’une variété échantillonnée lorsque
l’échantillonnage est inclus dans la variété et qu’il possède une distance de Gromov-Hausdorff
à la variété nulle [Hau95] ou suffisamment faible [Lat01]. Latschev indique qu’il est possible de
calculer des constantes de reconstruction à partir de sa preuve. Il semble également possible
d’extraire des constantes de reconstruction pour le Rips intrinsèque avec les preuves mises
en œuvres dans ce chapitre. En effet, même si nous avons considéré des complexes de Rips
extrinsèques, le lemme A.2 indique que les hypothèses du théorème 2.3 sont stables sous faible
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perturbation métrique. Il semble donc plausible de pouvoir utiliser les quasi-Rips complexes
afin de montrer un résultat analogue au théorème 2.3 dans le cadre de Rips intrinsèque.
Cela pourrait permettre de montrer que le complexe de Rips intrinsèque a le même type
d’homotopie qu’une variété lorsqu’il est construit à partir d’un ensemble de points ayant une
faible distance de Gromov-Hausdorff à celle-ci. Il serait intéressant d’obtenir des constantes
de reconstruction dans ce cadre, en adaptant notre méthode au cas du Rips intrinsèque, afin
de pouvoir les comparer ensuite aux constantes de reconstruction pouvant être extraites de la
preuve de Latschev.
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3.1 Introduction
Les complexes simpliciaux sont intensément utilisés pour représenter des objets
géométriques notamment dans l’étude et la simulation d’éléments finis ou encore l’informatique
graphique. Ces applications ont motivé l’introduction de nombreuses structures de données à
même de représenter les complexes simpliciaux de dimension 2 et 3 aussi appelés triangulations
et tétraédrisation. Parmi ces structures, on peut citer les structures ditesWinged-Edge [Bau72],
DCEL [MP78] ou encore Quad edge [GS85] pour représenter les triangulations. Les structures
dites Facet-Edge [DL87] et Handle-Face [LT97] permettent quant-à-elles de représenter les té-
traédrisations 1. Ces structures stockent plus d’informations que les seules arêtes du complexe
en incluant des relations d’incidence supplémentaires comme par exemple, pour chaque arête
du complexe, la liste des faces la contenant. Ces informations supplémentaires permettent
de réaliser efficacement certaines opérations classiques de géométrie algorithmique, comme le
calcul d’une enveloppe convexe. Ces structures ont l’inconvénient de mal se généraliser à des
complexes simpliciaux de plus grandes dimensions. Or, l’analyse de données de grande dimen-
sion nécessite des structures capables de représenter des complexes simpliciaux de dimension
1. La bibliothèque CGAL implémente de telles structures pour les triangulations et tétraédrisations [cga].
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arbitraire. Plusieurs extensions ont été proposées notamment le n-G-map de Lienhardt [Lie91]
ou la structure de données cell-tuple de Brisson [Bri89]. Ces structures sont conçues pour
représenter des complexes simpliciaux homéomorphes à une variété. D’autres structures de
données permettent de représenter des complexes simpliciaux arbitraires comme le graphe
d’incidence [Ede87], le graphe d’incidence simplifié [DFGH04], ou plus récemment l’arbre sim-
plicial de Boissonnat et Maria [BM12b]. Toutes ces méthodes stockent l’ensemble des simplexes
d’un complexe simplicial ainsi qu’une représentation des relations d’incidence entre ceux-ci.
Par exemple, Boissonnat et Maria proposent de représenter un complexe simplicial par un
arbre dont les nœuds sont en bijection avec l’ensemble des simplexes du complexe. La relation
d’incidence est alors stockée implicitement dans cet arbre.
Cependant, les complexes de grande dimension présentent souvent un nombre gigantesque
de simplexes et de faces maximales rendant prohibitive toute représentation explicite de ces
derniers dans beaucoup d’applications. Ce problème motive une autre approche consistant
à représenter implicitement les simplexes dans une représentation compacte. Zomorodian a
développé le Tidy set dans ce but [Zom10b]. Partant d’un flag-complexe, il propose une méth-
ode permettant de simplifier ce complexe en un ensemble simplicial dont on peut ensuite cal-
culer les groupes d’homologie. Son approche évite de calculer l’ensemble des simplexes : tous
les calculs sont faits uniquement à partir d’un graphe encodant le 1-squelette du complexe.
Expérimentalement, l’auteur remarque que la taille de cet ensemble est souvent comparable
au nombre de sommets du complexe initial (qui est largement inférieure au nombre de sim-
plexes du complexe). Les groupes d’homologie peuvent alors être calculés efficacement. Néan-
moins, un inconvénient de cette méthode est qu’il est difficile d’extraire un complexe simplicial
après simplification. Nous proposons une représentation qui a le même but que le Tidy Set :
représenter de manière compacte les complexes proches de flag-complexes. Nous introduisons
pour cela une structure capable de représenter de manière efficace un complexe en stockant
le graphe de son 1-squelette ainsi que ses bloqueurs. Les bloqueurs 2 sont les non-faces mini-
males du complexe : ils représentent les différences du complexe avec son expansion. Lorsque
le complexe est un flag-complexe, il ne possède pas de bloqueurs. Nous verrons qu’il est alors
possible de réaliser plusieurs opérations simpliciales en utilisant uniquement le 1-squelette dans
notre structure de données et sans énumérer les simplexes de dimension supérieure. Lorsque
le complexe n’est pas un flag-complexe et qu’il possède un nombre constant de bloqueurs,
les complexités de ces opérations simpliciales sont polynomiales en la taille du 1-squelette du
complexe. Enfin, contrairement à la construction de Zomorodian, notre structure encode un
complexe simplicial : il est donc possible d’extraire l’ensemble des simplexes à tout moment de
notre structure. Réciproquement, il est également possible de calculer efficacement la représen-
tation d’un complexe simplicial dans notre structure de données étant donné un ensemble de
simplexes.
Nous commençons par définir notre structure de données. Une comparaison entre le nom-
bre de simplexes et la taille du 1-squelette de plusieurs complexes simpliciaux est ensuite
menée afin de justifier l’introduction de notre structure de données. Nous présentons ensuite
différentes opérations possibles sur celle-ci.
2. Les bloqueurs sont également appelés face manquantes (missing faces) ou simplexes vides (empty sim-
plices) dans la littérature [Nag08].
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Ce chapitre reprend une partie des articles [ALS11a, ALS12a] co-écrits avec Dominique
Attali et André Lieutier. Outre une modification sur la forme, ont également été ajoutés les
algorithmes permettant de collapser un simplexe de toute dimension, d’énumérer l’ensemble
des simplexes et enfin de calculer la représentation squelette/bloqueurs d’un complexe simplicial
étant donné son ensemble de simplexes.
3.2 Structure de données squelette/bloqueurs
Dans cette section, nous introduisons une nouvelle représentation pour les complexes sim-
pliciaux. Pour cela, nous stockons le 1-squelette G de K ainsi qu’un ensemble de simplexes
appelés bloqueurs qui indiquent à quel point K diffère du flag-complexe de G (voir Figures 3.2
et 3.3).
Définition 3.1. Soit i ≥ 0. Un simplexe σ ⊂ Vert(K) est un bloqueur d’ordre i de K s’il
satisfait les trois conditions suivantes (1) dimσ > i ; (2) σ n’appartient pas à K ; (3) toutes
les faces propres de σ appartiennent à K. L’ensemble des bloqueurs d’ordre i de K est noté
Blockersi(K).
De manière équivalente, les bloqueurs d’ordre i de K sont les simplexes minimaux pour
l’inclusion de Expand
(
K(i)
) \ K ; voir Figures 3.1 et 3.2. Une conséquence importante est
que la paire (K(i),Blockersi(K)) encode entièrement le complexe simplicial K. En effet, le
complexe simplicial ayant S pour i-squelette et B comme ensemble de bloqueurs d’ordre i
peut être récupéré à partir de la paire (S,B) grâce à la formule suivante :
K = {σ ∈ Expand (S) | σ n’a pas de face dans B}. (3.1)
Par la suite, les bloqueurs d’ordre 1 seront simplement désignés par bloqueurs.
Les complexes simpliciaux qui nous intéresseront seront toujours "proches" de flag-
complexes. Autrement dit, ils comporteront peu de bloqueurs. Nous proposons de représenter
ces complexes avec la paire (K(1),Blockers1(K)). Nous verrons que cette structure de données
est particulièrement adaptée dans ce cas puisque la complexité des opérations élémentaires
sera polynomiale en la taille du 1-squelette en supposant que le nombre de bloqueurs est
constant.
Nous allons maintenant détailler plus formellement notre structure de données. Soit
N (v) = NK(v) l’ensemble des sommets w 6= v tels que vw ∈ K et soit B(v) = BK(v)
l’ensemble des bloqueurs contenant v. Encoder la paire (K(1),Blockers1(K)) revient à en-
coder la paire (N (v),B(v)) pour chaque sommet v de K. Notre structure de données contient
donc un tableau V pour les sommets et stocke pour chaque sommet v l’ensemble des voisins
N (v) ainsi qu’un ensemble de pointeurs vers les bloqueurs de B(v) comme illustré par la figure
3.3. La taille de notre structure de données est donc
∑
v∈Vert(K)(1+ ]N (v)+2]B(v)). En effet,
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Figure 3.1 – Diagramme de Hasse de K.
supposons que chaque sommet d’un bloqueur paye 1 pour son sommet correspondant dans V .
A la fin de cette opération, le coût pour chaque sommet de V est ]B(v).
Une borne supérieure grossière sur la dimension et le nombre de bloqueurs d’un complexe
simplicial comportant n sommets peut être obtenue facilement 3. Considérons un bloqueur
σ passant par un sommet v. Puisque σ ⊂ {v} ∪ N (v), on obtient que ]σ ≤ 1 + ]N (v) et
donc dimσ ≤ maxv∈σ ]N (v). On en déduit que Nmax = maxv∈Vert(K) ]N (v) est une borne
supérieure sur la dimension des bloqueurs et que O(2Nmax) est une borne supérieure sur le
nombre de bloqueurs passant par v. Le nombre total de bloqueurs dans notre structure de
données est donc O(n2Nmax).
Il est possible d’obtenir de meilleures bornes dès lors que l’on possède en plus des informa-
tions géométriques. Par exemple, supposons que K soit le complexe de Čech d’un ensemble
de points P ⊂ RD avec un paramètre α. Dans ce cas, Xavier Goac a suggéré qu’une borne
moins grossière peut être obtenue avec le théorème de Helly. En effet, ce théorème implique
clairement qu’il n’est pas possible d’avoir de bloqueurs de dimension strictement plus grande
que D. L’existence d’un bloqueur σ de dimension dimσ = ]σ− 1 > D impliquerait l’existence
d’une famille de convexes violant le théorème de Helly. Pour s’en convaincre par l’absurde,
prenons σ un bloqueur de Cech(P, α) de dimension strictement supérieure à D et notons B les
boules centrées en les sommets de σ de rayon α. Notons que chaque face de σ de dimension
dimσ − 1 appartient à Cech(P, α) par définition d’un bloqueur. De manière équivalente, l’in-
tersection de dimσ boules parmi l’ensemble des boules de B est non vide. Ainsi, le théorème
de Helly assure que l’intersection de toutes les boules de B est non vide puisque dimσ > D
d’où σ ∈ Cech(P, α) ; cela rentre en contradiction avec le fait que σ est un bloqueur. On sait
donc que la dimension de tout bloqueur de Cech(P, α) est bornée par D.
3. Des bornes plus fines sur le nombre de bloqueurs ont été proposées dans le cas d’un polytope [Nag08].
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Figure 3.2 – Gauche : Un complexe simplicial constitué de six sommets, dix arêtes et quatre
triangles. Milieu : le même complexe simplicial représenté cette fois-ci par son 1-squelette et
l’ensemble de ses bloqueurs d’ordre 1 {cdf, bcd}. Droite : Diagramme de Hasse de l’expansion
du 1-squelette. Les nœuds en violet appartiennent au complexe simplicial. Les bloqueurs et
les simplexes maximaux pour l’inclusion sont représentés par des nœuds encadrés.
3.3 Taille du complexe de Rips
Afin de motiver le besoin de représenter les simplexes dans une forme compacte, nous
calculons dans un premier temps une borne inférieure et une borne supérieure sur le nombre
de simplexes et la taille du 1-squelette d’un complexe de Rips approximant une forme. Dans
un deuxième temps, nous comptons expérimentalement le nombre de simplexes et la taille
d’un graphe de plusieurs complexes de Rips construits à partir de nuages de points.
3.3.1 Bornes théoriques
Nous allons établir une borne sur le nombre de simplexes et la taille du graphe d’un
complexe de Rips approximant une forme. Pour cela nous supposerons que le complexe de
Rips est construit avec un paramètre α à partir d’un ensemble de points P échantillonnant
une variété A de manière ni trop dense, ni trop clairsemée. Plus précisément, nous supposons
que chaque boule centrée en un point de A de rayon ε contient au moins un point de P et au
plus κ points de P pour ε ≤ α et κ > 0. Nous exprimons nos bornes inférieure et supérieure en
utilisant respectivement les nombres de covering et packing dont nous rappelons la définition
(qui peut être trouvée dans [Cla06b]).
Notons B(x, r) la boule fermée de centre x et de rayon r et soit U ⊂ RD. Un ε-cover de
U est un ensemble Y ⊂ U tel que l’union des boules centrées en Y de rayon ε contient U . Un
ε-packing de U est un ensemble Y ⊂ U avec la propriété que les boules centrées en Y de rayon
ε sont deux à deux disjointes. Notons C(x, r, ε) la taille du plus petit ε-cover de X ∩B(x, r) et
notons également P(x, r, ε) la taille du plus grand ε-packing de X ∩B(x, r). Nous définissons
C(r, ε) = maxx∈X C(x, r, ε) et P(r, ε) = minx∈X P(x, r, ε). Etant donnée X une d-variété à
reach positif ρ > 0, les quantités C(r, ε) et P(r, ε) sont toutes les deux en Θ(rd/εd) quand
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Figure 3.3 – Représentation de la structure de données pour le complexe simplicial de la
Figure 3.2.
ε→ 0 et r < ρ. La constante cachée dans Θ dépend seulement de la dimension intrinsèque d ;
elle ne dépend pas de la dimension ambiante D.
Pour majorer la taille de notre structure de données, notons que le nombre de voisins de
v est borné par
Nmax = max
v∈Vert(Rips(P,α))
]N (v).
Puisque le complexe de Rips est un flag-complexe, il ne comporte pas de bloqueurs ainsi la
taille initiale de notre structure de données est
∑
v∈Vert(Rips(P,α))(1 + ]N (v)) ≤ n(1 + Nmax)
où n désigne le nombre de points de P . Notons que les voisins d’un sommet v du complexe
Rips(P, α) sont les points de P \ {v} dans la boule B(v, 2α). Cette boule peut être couverte
avec C(v, 2α, ε) boules de rayon ε centrées en un point de A ∩B(v, 2α), chacune d’entre elles
contenant au plus κ points de P . On en déduit que ]N (v) ≤ κC(v, 2α, ε) et Nmax ≤ κC(2α, ε).
La taille de notre structure de données est donc bornée par n fois une quantité dépendant du
ratio α/ε, de la constante κ et de la dimension intrinsèque d. En particulier, cette borne ne
dépend pas de la dimension D.
Nous donnons maintenant une borne inférieure et une borne supérieure sur le nombre de
simplexes du complexe de Rips. Pour cela, nous allons commencer par borner le nombre de
k-simplexes. Soit un k-simplexe σ contenant le sommet v. Si σ ∈ Rips(P, α) alors l’ensemble
de ses sommets est contenu dans B(v, 2α). De plus, si l’ensemble des sommets de σ est contenu
dans B(v, α) alors σ ∈ Rips(P, α). Autrement dit, l’ensemble des k-simplexes de Rips(P, α)
ayant v comme sommet contient l’ensemble des k-simplexes obtenus en choisissant v et k
voisins distincts de v dans Rips(P, α/2).
Soit
N ′min = min
v∈Vert(Rips(P,α/2))
]N (v).
Si on note n le nombre de sommets de P , on peut alors déduire une borne inférieure et une
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borne supérieure sur le nombre de k-simplexes :
n
k + 1
(
N ′min
k
)
≤ ]{σ ∈ Rips(P, α) | dimσ = k} ≤ n
k + 1
(
Nmax
k
)
.
En sommant sur toutes les dimensions, on obtient que n
N ′min+1
2N
′
min ≤ ]Rips(P, α) ≤ n2Nmax .
Nous avons vu que Nmax ≤ κC(2α, ε). Nous allons maintenant donner une borne inférieure de
N ′min. On rappelle que les voisins d’un sommet v dans Rips(P, α/2) sont les points de P \ {v}
inclus dans la boule B(v, r). Cette boule peut être couverte avec P(v, α − ε, ε) boules deux
à deux disjointes de rayon ε centrées en un point de A ∩ B(v, α − ε), chacune d’entre elles
contenant au moins un point de P . On en déduit que N ′min ≥ P(α− ε, ε)− 1.
Pour conclure, si N est le nombre typique de voisins dans le graphe de proximité, une
approche consistant à énumérer tous les simplexes devra considérer un nombre d’éléments
n
N+12
N , ce nombre est à comparer avec la taille de notre structure de données qui est grossière-
ment de O(nN). Le figure 3.4, illustre la différence d’ordre de grandeur entre le nombre de
simplexes et la taille du 1-squelette.
3.3.2 Evaluation expérimentale
Nous évaluons maintenant le nombre de simplexes et la taille du graphe de plusieurs
complexes de Rips construits à partir de notre jeu de données (la description de notre jeu
de données se trouve dans la section 4.4.1 du chapitre 4). La figure 3.4, représente le nombre
de k-simplexes pour un complexe de Rips construit à partir d’un ensemble de points qui
échantillonne la surface d’un 2-cube plongé dans R3. On constate que le nombre de simplexes
dans ce cas simple est déjà gigantesque, rendant difficile toute représentation ayant une taille
similaire au nombre de simplexes du complexe représenté. Pour conclure notre comparaison
entre notre structure de données et les structures stockant tous les simplexes, nous présentons
dans la table 4.1 du chapitre 4 plusieurs statistiques sur les complexes de Rips construits à
partir de notre jeu de données notamment le nombre de simplexes et la taille du graphe. Dans
chaque cas, l’ensemble des points P échantillonne une variété A et le paramètre α du Rips est
choisi de telle sorte que Rips(P, α) ' A. Nous constatons de nouveau que la taille du graphe
représentant le complexe est bien inférieure au nombre de simplexes justifiant l’introduction
de notre structure de données.
3.4 Opérations élémentaires sur la structure de données
squelette/bloqueurs
Nous présentons plusieurs algorithmes permettant de réaliser des opérations courantes sur
des complexes simpliciaux encodés dans notre structure de données. Le premier type d’algo-
rithme que nous présentons utilise à son avantage la compacité de notre structure de données
et possède une complexité polynomiale avec la taille du graphe et le nombre de bloqueurs. Le
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Figure 3.4 – Nombre de k-simplexes dans Rips(P, α) en fonction de k pour un ensemble
de points échantillonnant C2. Une échelle logarithmique est utilisée pour l’axe y. Expérimen-
talement, nous observons que le nombre de k-simplexes est inférieur mais proche de nk+1
(
N
k
)
pour N = 25. Le nombre de simplexes est donc au moins nN+12
N ≈ 3.4 109. Ce nombre est à
comparer avec notre structure de données qui a juste besoin de stocker un graphe constitué
de 2646 sommets et 80304 arêtes pour représenter le même complexe.
deuxième type d’algorithmes sert d’interface avec d’autres structures de données pour com-
plexes simpliciaux. Ils permettent d’importer dans notre structure de données un complexe
simplicial donné par son ensemble de simplexes ou encore d’énumérer tous les k-simplexes.
Cette opération est importante puisque de nombreux algorithmes, comme ceux permettant de
calculer les groupes d’homologie, nécessitent de connaître l’ensemble des simplexes.
3.4.1 Algorithmes de complexité polynomiale en la taille du graphe et le
nombre de bloqueurs
Dans cette partie, nous décrivons des algorithmes réalisant les opérations classiques suiv-
antes :
— tester si un simplexe appartient au complexe ;
— calculer le link d’un simplexe dans un complexe ;
— tester si un complexe simplicial est un cône ;
— collapser un simplexe ;
— contracter une arête.
Pour chaque algorithme, un pseudo-code et un calcul de complexité sont donnés dans
l’annexe de ce chapitre. On note que les opérations de contraction d’arête ou de collapse sont
susceptibles de créer des bloqueurs. Or, la taille de notre structure ainsi que la complexité
des opérations élémentaires augmentent avec le nombre de bloqueurs. Ainsi on souhaite que
ces derniers soient peu nombreux pour que nos opérations restent efficaces. Pour cela, nous
proposons dans cette section un test permettant de décider si la suppression d’un bloqueur
change le type d’homotopie. Nous verrons dans les chapitres 4 et 5 que l’on peut procéder à
des contractions d’arêtes et des collapses sans trop augmenter le nombre de bloqueurs.
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3.4.1.1 Tester si un simplexe appartient au complexe
Rappelons qu’un simplexe σ appartient àK si et seulement si σ appartient à Expand
(
K(i)
)
et σ n’a pas de faces dans Blockersi(K) (voir Eq. (3.1) de la section 3.2). En utilisant le cas où
i = 1, on remarque que, pour vérifier si σ ∈ K, il suffit de tester si σ ⊂ Vert(K) en vérifiant
que toutes les arêtes de σ appartiennent au 1-squelette et que σ ne contient pas de bloqueurs
d’ordre 1 ; voir l’algorithme 7 dans l’annexe pour le pseudo-code et le calcul de complexité.
3.4.1.2 Calculer le link
Puisque le link d’un simplexe α ∈ K est un complexe simplicial, on peut aussi le représenter
par une paire constituée de son 1-squelette et de son ensemble de bloqueurs. La formule ci-
dessous exprime chaque élément de cette paire pour cela, on note N (α) = ⋂u∈αN (u).
Lemme 3.1. Pour tout simplexe α du complexe simplicial K,
Lk(α)(1) = {σ ⊂ N (α) | dimσ ≤ 1, ασ ∈ K},
Blockers1(Lk(α)) = {σ ⊂ N (α) | dimσ ≥ 2, ασ 6∈ K, ∀σ′ ( σ, ασ′ ∈ K}.
Démonstration. Par définition, σ est un sommet ou une arête du link de α si et seulement si
dimσ ≤ 1, α ∩ σ = ∅ et ασ ∈ K, ce qui donne la première formule.
Par définition, σ est un bloqueur du link de α si et seulement si dimσ ≥ 2, σ 6∈ Lk(α)
et pour toutes ses faces propres ∅ 6= σ′ ( σ, on a que σ′ ∈ Lk(α), ce qui induit la deuxième
formule.
Nous donnons maintenant une caractérisation des bloqueurs du link d’un simplexe à partir
de laquelle nous dérivons un algorithme pour calculer le link d’un simplexe ; voir l’algorithme
6 dans l’Annexe pour le pseudo-code ainsi qu’une discussion sur la complexité de celui-ci.
Lemme 3.2. Soit α ∈ K et σ ⊂ Vert(K). Le simplexe σ est un bloqueur du link de α si et
seulement si σ ⊂ Vert(Lk(α)), dimσ ≥ 2, il existe β ∈ Blockers1(K) tel que σ = β \ α et il
n’existe pas de bloqueur de K de la forme α′σ′ avec ∅ 6= α′ ⊂ α et σ′ ( σ.
Démonstration. Supposons que σ soit un bloqueur du link de α. Grâce au lemme 3.1, nous
savons que dimσ ≥ 2, σ ⊂ N (α), ασ 6∈ K et ∀σ′ ( σ, ασ′ ∈ K. En particulier, il est facile de
vérifier que tous les sommets et toutes les arêtes de σ appartiennent à K et que α ∩ σ = ∅.
Ainsi, la condition ασ 6∈ K implique qu’il existe un bloqueur β de K tel que β ⊂ ασ. La
condition ∀σ′ ( σ, ασ′ ∈ K implique que le bloqueur β contient σ et donc σ = β \α. De plus,
il n’existe pas de bloqueur de K de la forme α′σ′ avec α′ ⊂ α et σ′ ( σ.
Réciproquement, considérons σ = β \ α ⊂ Vert(Lk(α)) tel que dimσ ≥ 2, β soit un
bloqueur de K et tel qu’il n’existe pas de bloqueur α′σ′ de K avec ∅ 6= α′ ⊂ α et σ′ ( σ.
Puisque β ⊂ ασ, cela implique que ασ est une coface du bloqueur β et donc n’appartient pas
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à K. D’autre part, pour tout ∅ 6= σ′ ( σ, le simplexe σ′ est une face propre du bloqueur β et
appartient donc à K. On peut vérifier que pour tout σ′ ( σ, le simplexe ασ′ appartient à K
puisque toutes ses arêtes appartiennent à K et qu’aucune de ses faces n’est un bloqueur de
K. On obtient grâce au Lemme 3.1 que σ ∈ Blockers1(Lk(α)).
Un corollaire immédiat est que si K est un flag-complexe, le link de n’importe lequel de ses
simplexes est également un flag-complexe. Le pseudo-code pour calculer le link d’un simplexe
ainsi que le calcul de complexité sont donnés dans l’algorithme 6 de l’annexe.
3.4.1.3 Tester si un complexe simplicial est un cône
Le lemme suivant induit un algorithme simple pour tester si un complexe simplicial est
un cône. Rappelons qu’un complexe simplicial K est un cône s’il existe un sommet o tel que
l’implication suivante est vérifiée : σ ∈ K =⇒ σ ∪ {o} ∈ K. Pour vérifier si un complexe
est un cône, il suffit de chercher un sommet o qui soit relié à tous les autres sommets du
complexe et qui ne soit pas inclus dans un bloqueur ; voir l’algorithme 9 dans l’annexe pour
le pseudo-code et sa complexité.
Lemme 3.3. Un complexe simplicial L est un cône d’apex o si et seulement si NL(o) =
Vert(L) \ {o} et BL(o) = ∅.
Démonstration. Supposons que L soit un cône d’apex o. Clairement, chaque sommet v 6= o
de L est connecté à o par une arête ou de manière équivalente NL(o) = Vert(L) \ {o}. Par
contradiction, supposons que oτ soit un bloqueur de L pour un simplexe τ tel que o ∩ τ = ∅.
Par définition d’un bloqueur, oτ 6∈ L et toutes les faces propres de oτ appartiennent à L. En
particulier τ ∈ L et par définition d’un cône oτ ∈ L, ce qui est impossible. Réciproquement,
supposons que BL(o) = ∅ et NL(o) = Vert(L)\{o}. Soit τ ∈ L. Il est facile de voir que oτ ∈ L
puisque toutes les arêtes de oτ appartiennent à L et que oτ ne contient pas de bloqueurs.
3.4.1.4 Collapser un simplexe
Intéressons-nous à l’opération qui, étant donnés un complexe simplicial K et un simplexe
σ ∈ K, retire de K le star de σ dans K. On note cette opération K 7→ K \ StK(σ). Cette
opération de simplification est très populaire en topologie puisqu’elle préserve le type d’ho-
motopie lorsque le link de σ dans K est la fermeture d’un simplexe [EH10]. Dans ce cas,
cette opération est appelée un collapse élémentaire. D’autres conditions plus générales mais
plus difficiles à vérifier sur le link existent pour assurer que cette opération préserve le type
d’homotopie. Elles seront étudiées dans le chapitre 5. Nous nous penchons ici uniquement
sur le moyen de retirer le star d’un simplexe d’un complexe encodé dans notre structure de
données. 4 Le lemme suivant exprime le complexe K \StK(σ) en terme de squelette/bloqueurs
4. Notons simplement que tester si l’opération K 7→ K \StK(σ) est un collapse élémentaire est déjà possible
dans notre structure. En effet, il suffit de calculer le link de σ dans notre structure et de vérifier si le 1-squelette
du complexe obtenu est un graphe complet.
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et permet de réaliser l’opération K 7→ K \ StK(σ) dans notre structure.
Lemme 3.4. Notons B(σ) = {β ∈ Blockers(K) | β ∩ σ 6= ∅} l’ensemble des bloqueurs de K
contenant σ et K ′ = K \ StK(σ).
si dimσ = 0 alors
{
K ′(1) = K(1) \ (σ ∪ {σx, σx ∈ Edges(K)})
Blockers (K ′) = Blockers (K) \ B(σ)
si dimσ = 1 alors
{
K ′(1) = K(1) \ σ
Blockers (K ′) = Blockers (K) \ B(σ)
si dimσ > 1 alors
{
K ′(1) = K(1)
Blockers (K ′) = (Blockers (K) \ B(σ)) ∪ {σ}
Démonstration. Nous montrons la correction du lemme seulement dans le cas où σ est un
sommet, les autres cas étant similaires. Lorsque dimσ = 0, le 1-squelette de StK(σ) est
constitué de σ ainsi que toutes les arêtes σx lorsque σx ∈ Edges(K) ce qui justifie la formule du
1-squelette de K ′. Concernant l’ensemble des bloqueurs de K ′, notons la suite d’équivalences
suivante :
β ∈ Blockers(K ′) ⇐⇒ β 6∈ K ′ et ∀τ ( β, τ ∈ K ′
⇐⇒ β 6∈ K ′ et ∀τ ( β, (τ ∈ K et τ ∩ σ = ∅)
⇐⇒ β 6∈ K ′ et (∀τ ( β, τ ∈ K) et β ∩ σ = ∅
⇐⇒ β 6∈ K et (∀τ ( β, τ ∈ K) et β ∩ σ = ∅
⇐⇒ β ∈ Blockers(K) \ B(σ)
Ainsi Blockers(K ′) = Blockers (K) \ B(σ).
Une remarque importante est que si K est un flag-complexe, collapser un sommet ou une
arête n’altère pas cette propriété. Autrement dit, collapser un sommet ou une arête dans un
flag-complexe ne crée pas de bloqueurs. Pour cette raison, ces deux opérations seront étudiées
dans le chapitre 5 où on cherchera à les appliquer pour simplifier un complexe de Rips.
Au lieu de représenter les complexes simpliciaux dans une paire (K(1),Blockers1(K)) nous
aurions aussi pu choisir de les encoder avec une paire (K(2),Blockers2(K)). Dans ce cas, nous
aurions stocké K(2), le 2-squelette de K, dans une structure permettant de représenter une
triangulation comme une structure dite DCEL [MP78] par exemple. Nous aurions pu alors col-
lapser des sommets, des arêtes mais également des triangles sans rajouter de bloqueurs d’ordre
2 dans cette structure. Une telle structure offre de nouvelles possibilités de simplification par
collapses par rapport à ce qui est proposé dans le chapitre 5.
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Plus généralement, on peut représenter les complexes simpliciaux dans une paire
(K(i),Blockersi(K)) si l’on a une structure à même de traiter les complexes simpliciaux de
dimension i. Dans cette structure, collapser un i-simplexe ne crée pas de bloqueurs d’ordre i.
3.4.1.5 Contracter une arête
Définition de la contraction d’arête
On rappelle que Vert(K) dénote l’ensemble des sommets de K. Considérons a, b ∈ Vert(K)
et c 6∈ Vert(K). Pour décrire la contraction d’arête ab 7→ c, on définit l’application simpliciale
f qui associe à a et b le sommet c et qui est égale à l’identité pour tous les autres sommets :
f(v) =
{
c si v ∈ {a, b},
v si v 6∈ {a, b}. (3.2)
On étend ensuite f à tous les simplexes σ = {v0, . . . , vk} deK, avec f(σ) = {f(v0), . . . , f(vk)}.
La contraction d’arête ab 7→ c est l’opération qui associe àK le complexeK ′ = {f(σ) | σ ∈ K}.
Par construction, f est surjective et K ′ est un complexe simplicial. Notons que la contraction
d’arête ab 7→ c est définie même quand ab n’appartient pas à K.
Mise à jour de la structure de données après une contraction d’arête
Nous décrivons maintenant comment mettre à jour notre structure de données après une
contraction d’arête. Plus précisément, étant donnéK un complexe simplicial etK ′ le complexe
simplicial obtenu après la contraction d’arête ab 7→ c, notre but est de calculer la paire
(NK′(c),BK′(c)). Clairement, NK′(c) = (N (a) \ {b}) ∪ (N (b) \ {a}). Il suffit donc d’exprimer
l’ensemble des bloqueurs BK′(c). Nous commençons par un lemme technique permettant de
caractériser les simplexes du link de c après la contraction d’arête ab 7→ c.
Lemme 3.5. Soit σ ⊂ Vert(K) \ {a, b}. Le simplexe cσ appartient à K ′ si et seulement si aσ
appartient à K ou bσ appartient à K. De manière équivalente, σ ∈ Lk(c) si et seulement si
σ ∈ Lk(a) ∪ Lk(b).
Démonstration. En utilisant le fait que f−1[{cσ}] = {aσ, bσ, abσ} ∩K et la surjectivité de f ,
on obtient que cσ ∈ K ′ ⇐⇒ f−1[{cσ}] 6= ∅ ⇐⇒ {aσ, bσ, abσ}∩K 6= ∅ ⇐⇒ {aσ, bσ}∩K 6=
∅ ⇐⇒ aσ ∈ K ou bσ ∈ K.
Le lemme suivant permet ensuite de calculer BK′(c) puisqu’il caractérise les bloqueurs
passant par c. Pour cette preuve, il sera utile de noter l’équivalence suivante qui découle de la
définition de Blockers0(K).
∀σ ⊂ Vert(K), σ 6∈ K ⇔ σ a une face dans Blockers0(K)
Lemme 3.6. Soit K ′ le complexe simplicial obtenu après la contraction d’arête ab 7→ c. Soit
σ ⊂ Vert(K)\{a, b} un simplexe tel que dimσ ≥ 1. Le simplexe cσ appartient à Blockers1(K ′)
si et seulement si les deux conditions suivantes sont remplies :
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(i) σ ∈ K ; toute face propre de σ appartient à Lk(a) ∪ Lk(b) ;
(ii) σ = αβ où aβ ∈ Blockers0(K) et bα ∈ Blockers0(K).
Démonstration. En premier lieu, notons que les faces propres de cσ appartiennent à K ′ si et
seulement si (i) est vérifiée. En effet, en utilisant le lemme 3.5, (i) est équivalent à σ ∈ K ′
et cτ ∈ K ′ pour toutes les faces propres τ ( σ. Ainsi, cσ ∈ Blockers1(K ′) =⇒ (i). Nous
allons maintenant montrer que cσ ∈ Blockers1(K ′) =⇒ (ii). Puisque cσ 6∈ K ′, ni aσ ni bσ
n’appartiennent à K. On en déduit que aσ a une face dans Blockers0(K) et puisque σ ∈ K,
cette face contient a. Notons cette face aβ où β ⊂ σ. Symétriquement, puisque bσ 6∈ K, il
existe une face α ⊂ σ telle que bα ∈ Blockers0(K). Montrons maintenant que αβ = σ. Par
contradiction, supposons que αβ est une face propre de σ. (i) implique que αβ ∈ Lk(a)∪Lk(b).
Si αβ appartient à Lk(a), alors β étant une face de αβ , il appartient aussi à Lk(a) ce qui
contredit aβ ∈ Blockers0(K). Symétriquement, si αβ appartient à Lk(b), on obtient aussi une
contradiction.
Réciproquement, montrons que (i) et (ii) =⇒ cσ ∈ Blockers (K ′). Nous avons vu que (i)
implique que toutes les faces propres de cσ appartiennent à K ′. Pour prouver que cσ 6∈ K ′,
observons que ni aσ ni bσ n’appartiennent à K. En effet, aσ = aαβ 6∈ K puisque sa face
aβ ∈ Blockers0(K) et bσ = bαβ 6∈ K puisque sa face bα ∈ Blockers0(K).
x
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Figure 3.5 – Le triangle ayz est un 2-bloqueur. Les links de a, de b et de ab valent respec-
tivement Lk(a) = {x, y, z, xy, xz, b, by, bz}, Lk(b) = {y, z, yz, a, ay, az} et Lk(ab) = {y, z}.
Observons que σ = αβ avec α = x et β = yz vérifie les conditions (i) et (ii) du lemme 3.6.
Ainsi, la contraction d’arête ab 7→ c engendre la création du 3-bloqueur cxyz et la destruction
du 2-bloqueur ayz.
Les lemmes 3.5 et 3.6 nous permettent de dériver un algorithme pour calculer BK′(c). Le
pseudo-code de cet algorithme et sa complexité sont donnés dans l’annexe D.3.
3.4.1.6 Garder uniquement les bloqueurs utiles pour le type d’homotopie
Plus le nombre de bloqueurs présent dans notre structure est faible, plus notre structure
a une taille réduite. Or, nous venons de voir que les opérations de contraction d’arête ou de
collapse pouvaient créer des bloqueurs. Nous cherchons ici une condition nous permettant de
"retirer" un bloqueur d’un complexe simplicial sans en changer le type d’homotopie. Plus
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précisément, étant donné un complexe simplicial K représenté par une paire (S,B), étudions
l’opération qui retire un bloqueur σ de l’ensemble de bloqueur B, tout en laissant intact
le 1-squelette S. Le résultat est un complexe K ′ représenté par une paire (S,B \ {σ}). Par
définition d’un bloqueur, toutes les faces de σ sauf σ appartiennent à K. Ainsi, enlever σ de
l’ensemble des bloqueurs de K a pour effet d’ajouter le simplexe correspondant au complexe
(plus éventuellement des cofaces). On peut retrouver K à partir de K ′ en enlevant précisément
le star de σ dansK ′, i.e.K = K ′\StK′(σ). La proposition 1.2 du chapitre 2 établit que, lorsque
LkK′(σ) est contractile, K et K ′ ont le même type d’homotopie. Tester si un complexe est
contractile est difficile (ce problème sera discuté dans le chapitre 5) mais il est possible de
vérifier une condition plus simple comme le fait que le link soit un cône. Un cône est toujours
contractile et nous avons vu une manière efficace de tester si un complexe est un cône.
Nous introduisons la définition suivante afin de caractériser un bloqueur que l’on peut
enlever sans changer le type d’homotopie.
Définition 3.2. Soit K un complexe simplicial et K ′ le complexe simplicial encodé par la
paire (K(1),Blockers1(K) \ {σ}). Le bloqueur σ de K est simplement redondant si le link de
σ dans K ′ est un cône. Les complexes K et K ′ ont le même type d’homotopie. Lorsque le link
de σ dans le complexe simplicial K ′ est contractile, on dira que le bloqueur σ est redondant,
dans ce cas, K et K ′ partagent encore le même type d’homotopie.
Une manière simple de limiter le nombre de bloqueurs est donc de parcourir tous les
bloqueurs et de supprimer tous ceux qui sont simplement redondants. Cette technique sera
utilisée dans le chapitre 4.
3.4.2 Algorithmes de conversion entre structures de données
3.4.2.1 Calculer l’expansion du graphe
Plusieurs algorithmes ont déjà été proposés pour calculer le k-squelette d’un flag-complexe
[Zom10b, BM12b]. Zomorodian introduit et compare notamment plusieurs approches dans
[Zom10b]. L’algorithme qui est le plus rapide d’après ses expérimentations est celui qu’il
appelle algorithme incrémental. Pour calculer l’expansion d’un 1-squelette, cet algorithme
ajoute les sommets incrémentalement. Lorsqu’un sommet est ajouté, il ajoute ensuite toutes
les cofaces contenant ce sommet récursivement. Il n’est pas difficile d’adapter cet algorithme
dans notre structure de données. L’algorithme 11 donné dans l’annexe D.6 permet d’énumérer
les simplexes du k-squelette d’un complexe représenté par une paire squelette/bloqueurs. Une
preuve de sa correction peut être obtenue en modifiant légèrement la preuve originale de
Zomorodian ; elle est également donnée en annexe.
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3.4.2.2 Représenter dans notre structure un complexe donné par une liste de
simplexes
Nous cherchons maintenant à importer dans notre structure de données un complexe sim-
plicial K donné par une liste de simplexes. Nous supposons que cette liste nous est donnée
sous la forme L = (L0, . . . , Lk) où Li est la liste des i-simplexes de K. La construction du
squelette K(1) est facile puisqu’il est constitué uniquement des simplexes de K de dimension
inférieure ou égale à 1 et donc K(1) = L0 ∪ L1. Il nous reste à voir comment reconstituer
l’ensemble de bloqueurs. Rappelons que les bloqueurs de K sont les éléments minimaux pour
l’inclusion de Expand
(
K(1)
) \K. Un moyen direct pour énumérer les bloqueurs de K est de
parcourir les i-simplexes σ de Expand
(
K(1)
)
par dimension croissante. Pour chaque simplexe
σ, on ajoute σ à l’ensemble des bloqueurs de K si σ 6∈ K et si aucune des faces de σ n’est
un bloqueur. Cette solution impose de calculer tous les simplexes de l’expansion de K. Il est
également possible d’obtenir un algorithme plus efficace en évitant de parcourir les co-faces
de bloqueurs dans l’expansion du complexe. Afin de l’introduire, notons Ei l’ensemble des i-
simplexes de l’expansion de K. Observons que Ei = {σ | dimσ = i et ∀τ ( σ, τ ∈ K}. Ainsi,
l’ensemble des bloqueurs de dimension i est alors égal à Ei \Li. Notons que l’on peut calculer
Ei+1 à partir de Li. En effet, pour σ ∈ Li et v ∈ Vert(K) \σ, remarquons que σv ∈ Ei+1 si et
seulement si, pour tout sommet w de σ, le simplexe σv \ {w} appartient à Li. L’algorithme 1
calcule Ei+1 à partir de Li en utilisant cette remarque. Grâce à celui-ci, on peut alors intro-
duire l’algorithme 2 qui permet d’énumérer les bloqueurs du complexe, étant donnée une liste
de simplexes L = (L0, . . . , Lk).
Algorithme 1 NEXT-EXPAND(Li)
1: Ei+1 ← ∅
2: for σ ∈ Ei do
3: for all v ∈ L0 \ σ do
4: test ← true
5: for all w ∈ σ do
6: if σv \ {w} 6∈ Li then
7: test ← false
8: break
9: if test then
10: Ei+1 ← Ei+1 ∪ σv
11: return Ei+1
3.5 Conclusion et perspectives
La structure de données squelette/bloqueurs que nous avons introduite dans ce chapitre a
pour avantage sa compacité ainsi que la faible complexité nécessaire pour réaliser les opérations
simpliciales classiques. Des expériences seront menées dans les prochains chapitres sur cette
structure. Il s’agira d’appliquer des contractions d’arêtes et des collapses sur un complexe
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Algorithme 2 ENUMERE-BLOQUEURS(L = (L0, . . . , Lk))
1: B ← ∅
2: for i = 2 to dimK do
3: Ei ←NEXT-EXPAND(Li−1)
4: {Enumère les i-simplexes de Ei de trouver les bloqueurs d’ordre i}
5: for all σ ∈ Ei do
6: if σ 6∈ K then
7: B = B ∪ {σ}
8: return B
encodé dans cette structure de données. A chaque fois le complexe de départ sera un complexe
de Rips qui est un flag-complexe. Cependant dans le chapitre 4, le complexe s’éloigne d’un
flag-complexe puisqu’on applique des contractions d’arêtes susceptibles de créer des bloqueurs.
Néanmoins, on s’apercevra qu’il est possible de limiter le nombre de bloqueurs. Notre structure
de données est donc compacte et efficace dans ce cas.
Une perspective de travail serait l’analyse et l’expérimentation du comportement de cette
structure de données pour des complexes qui ne sont pas initialement des flag-complexes. Une
possibilité serait d’étudier le comportement de cette structure pour stocker des complexes de
Čech, par exemple. Se pose alors la question de savoir combien de bloqueurs sont nécessaires
pour représenter de tels complexes. Egalement, une question d’intérêt est de connaître la
dimension de tels bloqueurs puisque ceux-ci alourdissent notre structure. Dans le cas où l’on
construit un complexe Cech(P, α) et que P ⊂ RD, nous avons pu voir que la dimension des
bloqueurs du complexe de Čech était toujours inférieure à D en raison du théorème de Helly.
Lorsque P échantillonne une d-variété A peu courbée, et si on choisit un paramètre α tel que
Cech(P, α) ' A, on peut s’attendre intuitivement à ce que la dimension des bloqueurs ne soit
pas beaucoup plus grande que d. En effet, sous de bonnes conditions d’échantillonnage, les
sommets d’un bloqueur du Čech sont proches d’un hyperplan de dimension d. Serait-il alors
possible de montrer que la dimension de ce bloqueur est proche de d en utilisant encore le
théorème de Helly ?
Chapitre 4
Simplification d’un complexe
simplicial par contraction d’arête
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4.1 Introduction
Les données réelles sont souvent représentées par des ensembles de points de taille gigan-
tesque et de grande dimension. Les complexes simpliciaux bâtis à partir de telles données ont
alors des tailles rendant leur stockage et leur traitement délicat. Ainsi voit-on apparaître la né-
cessité de pouvoir simplifier de tels complexes en préservant leur topologie si possible, puisque
celle-ci nous permet de savoir si notre approximation ne s’éloigne pas trop du complexe ini-
tial, du moins qualitativement. Dans ce but, Kaczyński et al. ont proposé de simplifier par
collapses un complexe simplicial donné par son ensemble de simplexes [KMS98]. Cependant,
le nombre de simplexes dans les complexes de Rips devient rapidement colossal comme l’a
montré l’étude du chapitre 3. Afin d’éviter de traiter l’ensemble des simplexes d’un complexe
simplicial, Zomorodian s’est intéressé aux flag-complexes, un ensemble de complexes dont les
simplexes sont définis implicitement par un graphe, et a proposé de construire le simplicial set
de tels complexes [Zom10b]. Celui-ci peut être construit efficacement à partir du seul graphe, il
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possède une taille modeste (souvent largement inférieur au nombre de simplexes) et on peut en
extraire les groupes d’homologie. Une autre possibilité pour réduire la taille d’un complexe est
d’utiliser des contractions d’arêtes. Cette opération, issue de l’informatique graphique, permet
de simplifier une triangulation en réduisant son nombre de sommets tout en maintenant une
erreur géométrique minime [HDD+93, GH97]. Une condition locale garantissant qu’une con-
traction d’arête préserve la topologie a été donnée par Dey et al. [DEGN98]. Les auteurs ont
montré que cette condition, appelée condition du link, permet de caractériser les contractions
d’arêtes qui induisent des transformations homéomorphes lorsque le complexe simplicial est
homéomorphe à une variété de dimension 2 ou 3 [DEGN98]. Ce résultat a par la suite été
étendu dans le cas où le complexe simplicial est homéomorphe à une variété de dimension
arbitraire [Nev06]. Dans ce chapitre, nous présentons une variante de ce résultat. Précisé-
ment, pour tout complexe simplicial, nous montrons que la contraction d’une arête préserve
le type d’homotopie lorsque la condition du link est vérifiée. Une bonne nouvelle est que cette
condition peut être vérifiée efficacement avec la structure de données squelette/bloqueurs in-
troduite dans le chapitre 3. On peut alors simplifier des complexes simpliciaux encodés dans
cette structure tout en préservant le type d’homotopie. Il suffit pour cela de contracter des
arêtes vérifiant la condition du link. Cependant de telles contractions peuvent engendrer des
bloqueurs et alourdir notre structure de données. Pour pallier ce problème, nous proposons
une heuristique induisant un ordre sur les contractions et nous montrons comment enlever
certains bloqueurs. Deux résultats expérimentaux notables sont :
— le faible nombre de bloqueurs que nous rencontrons, ce qui permet une exécution très
efficace ;
— la possibilité d’arriver à des complexes ayant un nombre de sommets très faible, proche
du minimum de sommets nécessaires pour décrire de tels complexes.
Ce chapitre reprend une partie des articles [ALS11a, ALS12a] co-écrits avec Dominique
Attali et André Lieutier.
4.2 Une condition sur le link pour qu’une contraction d’arête
préserve le type d’homotopie
Dans cette section, nous donnons une condition locale sur le link d’une arête ab d’un
complexe simplicial K garantissant que la contraction de l’arête ab ne change pas le type
d’homotopie de K. Nous commençons par rappeler la définition de l’opération de contraction
d’arête puis nous donnons l’énoncé du théorème du nerf que nous utilisons pour prouver la
condition du link.
4.2.1 Contraction d’arête
Nous rappelons ici brièvement la définition de l’opération de contraction d’arête qui a été
définie dans le chapitre 3. Soient a, b ∈ Vert(K) et c 6∈ Vert(K). Pour définir la contraction
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d’arête ab 7→ c, on définit l’application simpliciale f qui à a et b associe c et qui est constante
pour tous les autres sommets :
f(v) =
{
c si v ∈ {a, b},
v si v 6∈ {a, b}. (4.1)
Nous étendons f sur les autres simplexes σ = {v0, . . . , vk} de K, en posant f(σ) =
{f(v0), . . . , f(vk)}. La contraction d’arête ab 7→ c est l’opération qui change K en K ′ =
{f(σ) | σ ∈ K}. Par construction, f est surjective et K ′ est un complexe simplicial.
4.2.2 Condition du link
Soit σ un simplexe du complexe simplicial K. Nous rappelons que le link de σ dans K est
le complexe simplicial :
LkK(σ) = {τ ∈ K | τ ∪ σ ∈ K, τ ∩ σ = ∅}.
Lorsque le contexte est sans ambiguïté, le link de σ dans K est noté simplement Lk(σ). En
particulier, lorsque l’on contracte une arête ab ∈ K sur un nouveau sommet c ∈ K ′, on peut
écrire sans ambiguïté Lk(a), Lk(b), Lk(ab) pour les links de a, b et ab dans K et Lk(c) pour
le link de c dans K ′. Nous pouvons maintenant formuler le résultat suivant (voir figure 4.1).
Théorème 4.1. Soit K un complexe simplicial. La contraction d’arête ab ∈ K préserve le
type d’homotopie lorsque Lk(ab) = Lk(a) ∩ Lk(b).
Sur la figure 4.1 1, l’arête ab vérifie la condition Lk(ab) = Lk(a) ∩ Lk(b) et sa contraction
préserve en effet le type d’homotopie (les complexes sont représentés en suivant la convention
choisie à la fin de l’introduction). On observe sur la figure 4.2 que la réciproque du théorème
4.1 n’est pas vraie en général.
Une preuve du théorème 4.1 est proposée dans la suite de cette section. Nous commençons
par rappeler le théorème du nerf sur lequel repose notre preuve. Nous prouvons ensuite notre
théorème avant de donner deux lemmes techniques sur le link.
Rappelons que le nerf d’une collection finie d’ensembles F , est le complexe simplicial
constitué de toutes les sous-collections non-vides de F dont les ensembles ont une intersection
non-vide,
NrvF = {G ⊂ F |
⋂
G 6= ∅}
Le théorème du nerf a plusieurs versions [Bjo95], une des plus anciennes étant due à Leray
[Ler45]. Pour la preuve du théorème 4.1, nous utiliserons la version suivante :
1. Lorsque l’on représente un complexe simplicial dans une figure, on adopte la convention qu’en plus de
représenter le 1-squelette, soit nous grisons les simplexes maximaux pour l’inclusion, soit nous encadrons en
rouge les bloqueurs. Lorsqu’aucun triangle n’est grisé ou encadré en rouge, l’ensemble des bloqueurs est vide
ou, de manière équivalente, le complexe est un flag-complexe.
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Figure 4.1 – De gauche à droite : le link de a, le link de b, le link de ab et le complexe
simplicial obtenu après la contraction d’arête ab. On remarque que ab vérifie la condition du
link. De manière équivalente, aucun bloqueur ne contient ab (voir le lemme 4.2). La contraction
d’arête ab préserve donc le type d’homotopie. Notons que cette contraction d’arête crée un
bloqueur cxy et que α = x and β = y vérifient les hypothèses du lemme 3.6 du chapitre 3
caractérisant les bloqueurs d’un complexe après une contraction d’arête. La contraction de
n’importe quelle arête parmi cv, xv ou yv enlève le bloqueur cxy.
Théorème 4.2 (Théorème du nerf). Soit X un espace triangulable qui soit l’union d’une
collection finie d’ensembles fermés F , i.e. X = ⋃F . Si pour toute sous-collection G ∈ NrvF ,
l’intersection
⋂G est contractile, alors l’espace sous-jacent à NrvF a la même type d’homo-
topie que X.
Preuve du théorème 4.1. La preuve de ce théorème repose sur le fait que l’application simpli-
ciale f préserve le type d’homotopie lorsque les préimages |f−1[Cl(τ ′)]| sont contractibles pour
tout τ ′ ∈ K ′ [Bar10]. Nous donnons une preuve de ce résultat avant de montrer que préimages
|f−1[Cl(τ ′)]| sont contractibles.
Supposons que ab ∈ K vérifie la condition du link Lk(ab) = Lk(a) ∩ Lk(b) et soit K ′ le
complexe obtenu après la contraction d’arête ab 7→ c. Nous allons considérer deux couvertures,
une pour |K| ainsi qu’une pour |K ′|, dont les nerfs N et N ′ seront isomorphiques et pour
lesquels on établira que |K| ' |N | et |N ′| ' |K ′|. Par abus de notation, l’espace sous-jacent
de la fermeture de σ sera noté |σ|.
Considérons dans un premier temps la collection d’ensembles {|σ′|, σ′ ∈ K ′} qui couvre
|K ′| et notons N ′ son nerf. Clairement, pour chaque sous-collection non vide Σ′ ⊂ K ′, l’in-
tersection
⋂
σ′∈Σ′ σ
′ est soit vide soit un simplexe de K ′ ainsi l’intersection
⋂
σ′∈Σ′ |σ′| des
ensembles de la sous-collection {|σ′|, σ′ ∈ Σ′} est soit vide soit contractile. Le théorème du
nerf implique que |K ′| ' |N ′|. Soit f¯ : |K| → |K ′| l’application simpliciale induite par l’appli-
cation sur les sommets f : Vert(K)→ Vert(K ′) definie dans l’équation eq. (4.1). Considérons
la collection d’ensembles {f¯−1[|σ′|], σ′ ∈ K ′} obtenue en prenant les préimages des ensembles
de la première collection. Cette collection couvre |K| et on note son nerf N . Les deux nerfs
N et N ′ sont isomorphes puisque la surjectivité de f¯ implique que pour tout Σ′ ⊂ K ′, nous
avons l’équivalence :⋂
σ′∈Σ′
f¯−1[|σ′|] = f¯−1
[ ⋂
σ′∈Σ′
|σ′|
]
6= ∅ ⇐⇒
⋂
σ′∈Σ′
|σ′| 6= ∅.
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Figure 4.2 – En haut et en bas : deux complexes simpliciaux de dimension 2 avec un bloqueur
passant par ab. A droite, la contraction d’arête ab 7→ c peut changer le type d’homotopie (en
bas) ou le préserver (en haut).
De plus, si l’intersection
⋂
σ′∈Σ′ |σ′| est non vide, alors il existe un simplexe τ ′ ∈ K ′ tel
que τ ′ =
⋂
σ′∈Σ′ σ
′ et en utilisant le lemme 4.1 qui est prouvé juste après, l’intersection⋂
σ′∈Σ′ f¯
−1[|σ′|] = f¯−1[|τ ′|] = |f−1[Cl(τ ′)]| est contractile.
Pour résumer, nous avons établi que |K| ' |N | ≈ |N ′| ' |K ′|, montrant que |K| et |K ′|
ont le même type d’homotopie.
La preuve du théorème 4.1 nécessite d’établir que |f−1[Cl(τ)]| est contractile pour tout
simplexe τ de K ′ = f(K) lorsque Lk(ab) = Lk(a)∩Lk(b). Un résultat plus fort existe, lorsque
la condition du link est vérifiée, f−1[Cl(τ)] est collapsable [Mel11].
Lemme 4.1. Supposons que ab ∈ K vérifie Lk(ab) = Lk(a) ∩ Lk(b) et soit K ′ le complexe
simplicial obtenu après la contraction d’arête ab 7→ c. La préimage f−1[Cl(σ)] de la fermeture
de tout simplexe σ ∈ K ′ est non vide et collapsable.
Démonstration. Pour tout σ ∈ K ′, nous donnons l’expression de la préimage f−1[Cl(σ)] dont
on peut déduire facilement la collapsibilité. Rappelons que la fermeture d’un simplexe est
Cl(σ) =
⋃
∅6=τ⊂σ{τ} et notons que la préimage d’une union est l’union des préimages. Nous
considérons trois cas :
Cas 1 : Si σ = c alors f−1[Cl(c)] = f−1[{c}] = {a, b, ab} est collapsable.
Cas 2 : Si σ ∩ c = ∅, alors pour toutes les faces τ of σ, nous avons aussi τ ∩ c = ∅ et donc
f−1[{τ}] = {τ}. On en déduit :
f−1[Cl(σ)] =
⋃
∅6=τ⊂σ
f−1[{τ}] =
⋃
∅6=τ⊂σ
{τ} = Cl(σ).
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Cas 3 : Si σ 6= c et σ ∩ c 6= ∅ alors σ = cσ′ où σ′ ∈ K ′ et σ′ ∩ c 6= ∅. Comme σ′ appartient au
link de c dansK ′, σ′ ∈ Lk(a)∪Lk(b) grâce au lemme 3.5. De plus, ab vérifie la condition du link
Lk(ab) = Lk(a)∩Lk(b) ce qui implique que σ′ appartient soit à Lk(ab), soit à Lk(a) \Lk(ab),
soit à Lk(b)\Lk(ab). Observons que c’est aussi vrai pour toutes les faces τ de σ′, on en déduit
que pour tout ∅ 6= τ ⊂ σ′,
f−1[{cτ}] =

{aτ, bτ, abτ} si τ ∈ Lk(ab),
{aτ} si τ ∈ Lk(a) \ Lk(ab),
{bτ} si τ ∈ Lk(b) \ Lk(ab).
Puisque Cl(σ) = {c} ∪ Cl(σ′) ∪⋃∅6=τ⊂σ′{cτ}, on obtient :
f−1[Cl(σ)] = {a, b, ab} ∪ Cl(σ′) ∪
⋃
∅6=τ⊂σ′
f−1[{cτ}].
En notant Σ1 · Σ2 = {σ1σ2 | σ1 ∈ Σ1, σ2 ∈ Σ2} et en posant L = Cl(σ′) ∩ Lk(ab) on obtient
que
f−1[Cl(cσ′)] =

Cl(abσ′) si σ′ ∈ Lk(ab),
Cl(aσ′) ∪ {b, ab} ∪ {b, ab} · L si σ′ ∈ Lk(a) \ Lk(ab),
Cl(bσ′) ∪ {a, ab} ∪ {a, ab} · L si σ′ ∈ Lk(b) \ Lk(ab).
Ainsi, si σ′ ∈ Lk(ab), la préimage f−1[Cl(cσ′)] est clairement collapsable. Si σ′ ∈ Lk(a)\Lk(ab),
on peut toujours trouver un ensemble de simplexes λ1, . . . , λk dont la fermeture est égale au
complexe simplicial L = Cl(σ′)∩Lk(ab) et tel que, pour tout 1 ≤ i, j ≤ k, le simplexe λi n’est
ni une face ni une coface du simplexe λj . Autrement dit, l’ensemble des simplexes λ1, . . . , λk
est l’ensemble des simplexes maximaux pour l’inclusion de L. Par construction, abλi est la
seule coface propre de bλi dans f−1[Cl(cσ′)]. Après une séquence de k collapses élémentaires
consistant à enlever les paires de simplexes (bλi, abλi), il reste un complexe simplicial Cl(aσ′)∪
{b, ab} qui est collapsable. Le cas σ′ ∈ Lk(b) \ Lk(ab) est similaire.
4.2.3 Tester la condition du link efficacement
Nous avons vu une condition locale sur le link d’une arête ab qui garantit que la contraction
d’arête ab préserve le type d’homotopie. Une formulation équivalente faisant intervenir les
bloqueurs est possible : une arête ab vérifie la condition du link si et seulement si aucun
bloqueur ne contient ab [Mel11].
Lemme 4.2. Soit K un complexe simplicial. L’arête ab ∈ K vérifie la condition du link
Lk(ab) = Lk(a) ∩ Lk(b) si et seulement si aucun bloqueur de K ne contient ab.
Démonstration. Il est facile de voir que pour tout complexe simplicial K et pour toute arête
ab ∈ K, on a l’inclusion suivante Lk(ab) ⊂ Lk(a) ∩ Lk(b). Nous allons montrer que Lk(ab) =
Lk(a)∩Lk(b) implique qu’aucun bloqueur de K ne contient ab. Par l’absurde, supposons qu’un
simplexe abτ soit un bloqueur de K pour un simplexe τ tel que ab∩ τ = ∅. Par définition d’un
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bloqueur, toutes les faces propres de abτ appartiennent à K, en particulier aτ ∈ K et bτ ∈ K.
D’un autre côté, abτ n’appartient pas à K. Ainsi τ ∈ Lk(a), τ ∈ Lk(b) et τ 6∈ Lk(ab), d’où
Lk(ab) 6= Lk(a) ∩ Lk(b). Réciproquement, supposons qu’aucun bloqueur de K ne contienne
ab et montrons qu’alors Lk(a) ∩ Lk(b) ⊂ Lk(ab). Soit un simplexe σ ∈ Lk(a) ∩ Lk(b). Par
définition, aσ ∈ K, bσ ∈ K et ab ∩ σ = ∅. Montrons que le simplexe abσ appartient à
K et donc σ ∈ Lk(ab). Raisonnons par l’absurde. Supposons qu’il existe des faces de abσ
qui n’appartiennent pas à K et soit τmin la face minimale pour l’inclusion parmi ces faces.
Autrement dit, τmin est un bloqueur d’ordre 0. Puisque τmin ⊂ abσ, τmin /∈ K, aσ ∈ K et
bσ ∈ K, on a nécessairement ab ⊂ τmin ce qui contredit l’hypothèse selon laquelle aucun
bloqueur d’ordre 1 de K ne contient ab.
Ainsi tester si une arête vérifie la condition du link peut être réalisé simplement en utilisant
la structure de données squelette/bloqueurs introduite dans le chapitre 3. En effet, le lemme
précédent montre qu’il suffit de parcourir l’ensemble des bloqueurs passant par a et de vérifier
pour chacun d’entre eux qu’il ne contient pas b, voir l’algorithme 10 dans l’annexe pour le
pseudo-code de ce parcours ainsi qu’une discussion sur sa complexité.
4.2.4 Réciproque de la condition du link
Nous avons vu qu’une contraction d’arête ab 7→ c préserve le type d’homotopie dès que
la condition du link est vérifiée ou, de manière équivalente, dès qu’aucun bloqueur de K ne
contient ab. Intérressons-nous maintenant à la réciproque. Lorsque K est homéomorphe à
une variété, une contraction d’arête ab 7→ c préserve l’homéomorphisme si et seulement si la
condition du link est vérifiée [DEG99, Nev06]. Cependant, cette réciproque est fausse pour le
type d’homotopie. En effet, la figure 4.2 montre un complexe simplicial K et une arête ab telle
que la contraction de cette arête dans K préserve le type d’homotopie alors que la condition
du link n’est pas vérifiée (puisque le bloqueur abx passe par ab). Notons néanmoins dans ce
cas que le bloqueur abx est redondant (voir la définition 3.2) et qu’il peut donc être enlevé
pour donner un nouveau complexe simplicial ayant le même type d’homotopie et dans lequel
la contraction d’arête préserve le type d’homotopie et la condition du link est vérifiée (aucun
bloqueur ne contient alors l’arête ab). Cela nous amène à introduire la conjecture suivante.
Conjecture 4.1. Soit K un complexe simplicial sans bloqueur redondant et ab ∈ K. Si ab 7→ c
préserve le type d’homotopie alors aucun bloqueur ne contient ab.
L’énoncé suivant découle de la conjecture précédente et caractérise totalement les contrac-
tions d’arêtes qui préservent le type d’homotopie.
Conjecture 4.2. Soit K un complexe simplicial sans bloqueur redondant. La contraction
d’arête ab 7→ c préserve le type d’homotopie si et seulement si aucun bloqueur de K ne contient
l’arête ab.
Dans le chapitre 3, nous avons vu une structure de données compacte à même de représen-
ter les complexes simpliciaux proches de flag-complexes et capable de contracter des arêtes
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efficacement. Nous venons de voir une condition, facilement calculable dans notre structure,
qui garantit qu’une contraction d’arête préserve le type d’homotopie. La prochaine section
utilise tous ces éléments et propose un algorithme de simplification par contraction d’arêtes.
4.3 Simplification par contraction d’arêtes
4.3.1 Un algorithme
Pour décrire notre algorithme de simplification d’un complexe simplicial K, nous intro-
duisons une priorité sur les arêtes que l’on note ϕ. Dans cet algorithme, nous contractons
itérativement les arêtes de K par ordre de priorité décroissante. Plus précisément, nous com-
mençons par mettre toutes les arêtes de K dans une pile de priorité Q. A chaque étape, on
extrait ab l’arête de priorité maximale de Q. Si ab vérifie la condition du link, on contracte
ab sur un nouveau sommet 2 c = a+b2 et on met à jour la structure de données (ce qui inclut
la suppression et l’ajout d’arêtes dans Q). Durant cette étape, nous enlevons également tous
les bloqueurs simplement redondants dont la suppression ne change pas le type d’homotopie
(voir la définition 3.2). L’algorithme s’arrête lorsqu’il n’y a plus d’arêtes dans Q (il est fini
puisque chaque contraction ôte un sommet à K). Voir l’algorithme 3 pour le pseudo-code du
procédé de simplification.
Algorithme 3 Simplifie un complexe simplicial K par contraction d’arêtes
1: Q = Edges(K)
2: while Q 6= ∅ do
3: Extraire l’arête ab de priorité maximale dans Q
4: if (LkK(ab)) = LkK(a)) ∩ LkK(b)) then
5: Contracter l’arête ab sur c = a+b2 dans K
{On met à jour les arêtes de Q}
6: for all ax ∈ Edges(K) do
7: Q ← Q \ {ax}
8: Q ← Q∪ {cx}
9: for all bx ∈ Edges(K) do
10: Q ← Q \ {bx}
11: Q ← Q∪ {cx}
12: Enlever les bloqueurs de K qui sont simplement redondants
Cet algorithme est implémentable dans plusieurs structures de données. Nous l’avons im-
plémenté dans la structure squelette/bloqueurs décrite au chapitre 3 puisque les complexes
utilisés par la suite seront initialement des flag-complexes et que cette structure est compacte
dans ce cas. En particulier, nous avons vu dans ce chapitre comment contracter une arête dans
cette structure ou encore comment enlever les bloqueurs simplement redondants.
2. Lorsque le complexe simplicial est abstrait on peut prendre c = a à la place de c = a+b
2
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4.3.2 Priorité sur les arêtes
L’algorithme de simplification introduit une fonction de priorité sur les arêtes. Nous dis-
cutons ici d’un choix possible pour cette priorité. Deux cas sont à distinguer : le cas où le
complexe est abstrait et le cas où ses sommets sont dans un espace vectoriel normé. Nous
étudions ici le deuxième cas qui est le plus facile. En effet, lorsque les points sont dans un
espace vectoriel normé, la distance permet de réaliser des opérations utiles pour la priorité ce
qui n’est plus possible lorsque le complexe est abstrait.
Une priorité sur les arêtes pour un algorithme de simplification par contraction d’arête
similaire à celui que nous avons introduit a été donné par Garland et al [GH97]. Cette priorité
permet de simplifier des surfaces triangulées plongées dans R3 en des approximations possé-
dant un nombre de sommets très inférieur au nombre de sommets initial tout en ayant une
faible erreur géométrique. Malheureusement, il n’est pas clair de savoir comment étendre cette
priorité dans le cas de complexes simpliciaux qui ne sont pas plongés comme le complexe de
Rips, par exemple.
Par la suite, pour les complexes géométriques, nous utiliserons une priorité simple. Cette
priorité associe à une arête ab l’inverse de sa distance i.e. −d(a, b). Les arêtes les plus petites
sont alors contractées en premier ce qui correspond à l’intuition que les détails d’une forme
sont les éléments de petite taille que l’on veut simplifier en premier. Les figures 4.3 et 4.4
illustrent le procédé de simplification. On constate en particulier que les contractions d’arêtes
semblent lisser la densité des points comme le montre la figure 4.4. Pour être plus précis, on
introduit la définition suivante, qui sera réutilisée dans le chapitre suivant :
Définition 4.1. Soient A,L ⊂ RD où L est fini. On dit que L est un (ε, δ)-échantillon de A si
(1) dH(A,L) ≤ ε et (2) L est un δ-packing de A. Dans le cas où L est un (ε, ε/2)-échantillon
de A, on dit que L est un ε-net de A.
Il semble que l’ensemble de points PN obtenu après N contractions soit de plus en plus
clairsemé tout en restant proche de l’ensemble des points initiaux P . Plus précisément, il
semble qu’il existe une fonction ϕ croissante telle que PN soit un ϕ(N)-net de P . Il serait
intéressant de pouvoir prouver un tel résultat qui apporterait un éclairage théorique nouveau
sur les contractions d’arêtes. Une piste est d’utiliser les net-trees utilisés récemment par Sheehy
[She12] pour extraire une filtration compacte de complexes de Rips. Il s’agit d’une structure
hiérarchique qui encode des β-net de P pour différentes échelles β dans un arbre. Puisque
les contractions d’arêtes produisent une structure similaire en pratique, un objectif serait de
prouver que celles-ci calculent bien un net-tree.
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Figure 4.3 – Illustration de la simplification par contractions d’arêtes. En haut à gauche,
l’ensemble de points Pillow. En haut à droite, Le complexe de Rips construit avec ces points.
En bas à gauche, le complexe obtenu après 5807 contractions d’arêtes (il reste alors 1000
sommets sur les 6807 sommets initiaux) ; chaque sommet du complexe est lié à tous les points
de ses préimages par des segments verts clairs. En bas à droite, le complexe obtenu après 6707
contractions, il ne reste alors que 100 sommets.
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Figure 4.4 – Illustration de la simplification par contractions d’arêtes. En haut à gauche,
le complexe de Rips d’un ensemble de 2000 points obtenus en échantillonnant uniformément
S2. En haut à droite, le complexe obtenu après 1500 contractions d’arêtes (il reste alors 500
sommets sur les 2000 sommets initiaux) ; chaque sommet du complexe est lié à tous les points
de ses préimages par des segments verts clairs. En bas à gauche, le complexe obtenu après
1900 contractions, il ne reste alors que 100 sommets. En bas à droite, le complexe obtenu après
1900 contractions ainsi que les points initiaux.
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4.4 Résultats expérimentaux
4.4.1 Jeu de données
Chaque élément de notre jeu de données correspond à un ensemble de points P ⊂ RD
échantillonnant une d-variété A. Dans tous les cas, nous construisons un complexe de Rips
K = Rips(P, α), en choisissant α de telle sorte que K possède les mêmes groupes d’homologie
que A. Lorsque la dimension ambiante d est strictement plus petite que 3, nous avons en plus
K ' A pour chaque complexe de Rips. Des statistiques concernant les différents nuages de
points P ainsi que leur complexe de Rips peuvent être trouvées sur la table 4.1.
Cat. Le premier jeu de données est constitué de 72 images d’une statue en forme de chat
placée sur une table tournante et observée par une caméra fixe [NNM96]. Les images de cette
statue sont prises par intervalle de 5 degrés. Chaque image a une taille de 1282 = 16384 pixels
et peut être vue comme un point de R16384. Puisque le degré du système d’acquisition est
1, l’ensemble des images peut être vu comme un échantillonnage d’une courbe plongée dans
R16384. Quelques images de cet ensemble sont présentées sur la figure 4.5. Un complexe de Rips
bâti à partir de cet ensemble et ayant le même type d’homotopie qu’une courbe est représenté
sur la figure 4.6.
Figure 4.5 – Douze points parmi les 72 points de l’ensemble Cat. Chaque point représente
une image de 128×128 pixels d’une statue en forme de chat prise sous différentes poses durant
sa rotation autour d’un axe fixe.
C2, C3, C4. Pour construire P = Cd, nous échantillonnons régulièrement la frontière d’un
(d + 1)-cube Cd = ∂[−1, 1]d+1 plongé dans Rd+1. Pour se faire, nous échantillonnons chaque
2d + 2 face de Cd en utilisant une grille régulière de kd points. En utilisant cette méthode
pour k = 21 et d = 2, on obtient le premier ensemble de points C2 de taille 6 × 212 = 2646.
En appliquant cette méthode avec k = 18 et d = 3, on obtient le second ensemble C3 de taille
8× 183 = 46656. Enfin, avec k = 4 et d = 4, on obtient C4 de taille 2560.
S2, S3 Chaque ensemble de points Sd est obtenu en normalisant les points de Cd.
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P ]P ]Edges(Rips(P, α)) ]Rips(P, α) d D
Cat 72 645 1, 2 106 1 16.384
C2 2.646 80.304 12 109 2 3
S2 2.646 149.484 > 12 109 2 3
C3 46.656 3.029.824 > 3 109 3 4
S3 46.656 7.420.640 > 3 109 3 4
C4 2.560 122.000 1, 3 108 4 5
Tore 1.307 20846 6, 0 106 2 3
Pillow 6.806 112.582 73 106 2 3
Ramses 193.252 1.402.921 6, 6 106 2 3
SO3 50.000 1.025.990 1, 1 108 3 9
Table 4.1 – Statistiques, pour chaque ensemble P , du complexe de Rips construit avec P .
Nous indiquons en particulier le nombre de points de P , le nombre d’arêtes et le nombre de
simplexes du complexe de Rips, la dimension intrinsèque de A et la dimension ambiante des
points de P .
Ramses. Cet ensemble de points est obtenu avec un scanner 3D à partir d’une statue représen-
tant Ramses II. La surface de la statue est homéomorphe à S2 et l’ensemble de ces points est
disponible dans la base de données Aim@Shape.
Pillow. Ce nuage de points de R3 échantillonne une surface homéomorphe à une somme
connectée de 5 tores. Voir figure 4.3.
Tore. Cet ensemble de points P ⊂ R3 est constitué de 1307 points distribués sur un tore.
SO3. Le dernier jeu de données est obtenu en échantillonnant le groupe orthogonal SO(3) avec
la méthode décrite dans [YJLM10]. Nous obtenons un ensemble de 10000 points SO3 ⊂ R9.
Rappelons que le groupe orthogonal SO(3) est difféomorphe à RP3 qui est une 3-variété qui
peut être plongée dans R9 en représentant chaque rotation 3D par une matrice 3× 3.
4.4.2 Taille de la structure de données au cours des contractions
Nous appliquons maintenant l’algorithme de simplification par contraction d’arête présenté
à la section 4.3 sur notre jeu de données. Rappelons qu’une contraction d’arête diminue le
nombre de sommets de un. Nous notons Ki le complexe simplicial obtenu après i contractions
d’arêtes et nous posons ni = ]Vert(Ki) = ]Vert(K0)− i. Pour un sous-ensemble représentatif
P ∈ {C2, S2, C3, S3, SO3, Ramses} de notre jeu de données, nous traçons le nombre de bloqueurs,
le nombre cumulé de bloqueurs simplement redondant qui ont été retirés à l’étape i, ainsi que
le degré moyen de chaque sommet ; voir la figure 4.7. Le complexe simplicial obtenu par
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Figure 4.6 – Gauche : Complexe de Rips construit avec les points de Cat. Droite : Après
simplification, on obtient un complexe simplicial constitué de trois sommets, trois arêtes et
un unique bloqueur.
contraction d’arêtes à partir de Cat est illustré sur la figure 4.6. Il est à noter le faible nombre
de bloqueurs observés lors de la simplification, le complexe est donc presque toujours un flag-
complexe ce qui permet d’effectuer efficacement les contractions dans la structure de données
squelette/bloqueurs. Enfin, puisque le nombre de bloqueurs reste faible et que le nombre de
sommets et d’arêtes diminue au cours des contractions, la taille de notre structure diminue
également durant le procédé de simplification.
Notons que la métrique est un élément clé pour le bon fonctionnement du procédé de
simplification. En effet, celle-ci nous permet de donner une priorité aux arêtes qui induit, en
pratique, un faible nombre de bloqueurs. Avec une priorité aléatoire sur les arêtes, les résul-
tats obtenus sont beaucoup moins bons puisqu’un nombre important de bloqueurs apparaît au
cours des contractions d’arêtes. La simplification est alors plus lente et aboutit sur des com-
plexes avec généralement plus de sommets qu’en utilisant la priorité correspondant à l’inverse
de la longueur des arêtes. Par exemple, la contraction du complexe construit avec Tore prend
6 minutes avec la priorité aléatoire et seulement 2 secondes avec la priorité correspondant à
l’inverse de la longueur des arêtes.
4.4.3 Taille des complexes après contraction sur le jeu de données
Pour plusieurs applications (comme le calcul de groupes d’homologie par exemple), il est
préférable que le complexe obtenu après simplification Kout soit de petite taille et comporte
peu de sommets. Afin de comparer la taille des complexes que l’on obtient, nous avons be-
soin de plusieurs définitions. Un complexe homéomorphe à une variété A est dit minimal si
tout complexe homéomorphe à A possède autant ou plus de sommets. Le nombre de sommets
minimal d’une variété A est le nombre de sommets d’un de ses complexes minimaux. Enfin,
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un complexe simplicial est dit irréductible si on ne peut contracter aucune de ses arêtes sans
changer le type d’homotopie. Pour chaque variété A de notre jeu de données, nous indiquons
dans la table 4.2 le nombre de sommets minimal de A. Nous indiquons également dans cette
table le nombre de sommets du complexe Kout obtenu après contraction d’arêtes et le temps
de calcul nécessaire pour effectuer les contractions d’arêtes 3. On remarque en particulier que
le nombre de sommets de Kout est toujours proche du nombre de sommets minimal de A.
Il serait intéressant de pouvoir caractériser les complexes irréductibles que l’obtient par con-
tractions d’arêtes en partant d’un complexe de Rips reconstruisant une variété. On remarque
qu’en pratique, on arrive souvent au bout d’un certain nombre de contractions à un complexe
possédant la même dimension que la variété voir même à un complexe homéomorphe à la var-
iété. Or, plusieurs résultats sont connus sur les complexes irréductibles que l’on peut obtenir
avec des contractions d’arêtes à partir de complexes homéomorphes à une variété A. En parti-
culier, si la variété A échantillonnée est une surface et que le complexe est une triangulation,
l’ensemble des complexes irréductibles est fini [BE89] et il est connu dans plusieurs cas. En
effet, lorsque A = S2 il est connu [SR34] que la seule triangulation irréductible est K4. Cela ex-
plique intuitivement pourquoi notre algorithme de simplification retourne un complexe ayant
pour 1-squelette K4 pour les jeux de données C2, S2, Ramses. Lorsque A est un tore, il existe
21 triangulations irréductibles possibles comportant 7,8 ou 9 sommets [Law87]. Là encore, on
peut remarquer que notre algorithme renvoie un complexe à 9 sommets pour Tore. Dans le
cas général, si A est une surface, le nombre de sommets de toute triangulation irréductible est
borné par max {13g − 4, 4} où g est le genre de la surface [JW10]. Lorsque A est une variété
de dimension 3, caractériser les complexes irréductibles est bien plus difficile. En effet, dans
le cas le plus simple de la 3-sphère, on sait reconnaître la variété [Rub95, Tho94] mais même
pour ce cas "simple" il existe une infinité de complexes irréductibles [DEGN98]. Lorsque A
est une variété de dimension 4, le problème est difficile puisque décider si deux 4-variétés sont
homéomorphes est indécidable. Cependant, sous certaines conditions géométriques, on peut
peut-être espérer reconnaître des variétés de dimension supérieure à 3.
Afin de pouvoir appliquer ces résultats sur les complexes irréductibles, on voudrait pouvoir
extraire un complexe de K qui soit homéomorphe à A. En pratique, on observe qu’on obtient
assez souvent un tel complexe après plusieurs contractions d’arêtes en partant d’un complexe
K = Rips(P, α). Le chapitre suivant cherche à extraire un complexe homéomorphe à A de K
par application itérative de collapses sur K = Rips(P, α).
Terminons sur une remarque quant à la complexité du calcul des groupes d’homologie d’un
flag-complexe K. Etant donné le graphe encodant le 1-squelette de K, le problème de calculer
les groupes d’homologies d’un flag-complexe K est NP-dur [AS12]. Cependant, ce problème
est polynomial en la taille du graphe lorsque sont connues des hypothèses géométriques sur
K comme, par exemple, lorsque les sommets de K échantillonnent une variété [CO08]. Sup-
posons que K soit un complexe de Rips approximant une surface et qu’on sache en extraire
une triangulation et la contracter en temps polynomial en la taille du graphe. On obtient
alors un complexe simplicial Kout dont le nombre de sommets est borné par max {13g − 4, 4}
[JW10]. Le nombre de simplexes de ce complexe est alors borné par 2max {13g−4,4}. Ainsi le
3. Dans toute cette thèse, les calculs sont effectués sur un processeur AMD cadencé à 3.4 GHz disposant
de 8 Go de mémoire vive.
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calcul des groupes d’homologie peut se faire à partir de Kout en O(23 max {13g−4,4}) soit en
temps polynomial en la taille du graphe de K. La complexité totale pour calculer les groupes
d’homologie de K est alors polynomiale en la taille du graphe du 1-squelette de K. On pour-
rait obtenir un algorithme similaire à [CO08] permettant de calculer efficacement les groupes
d’homologie de surfaces en grande dimension. Contrairement à cette approche, on n’aurait pas
besoin d’énumérer les simplexes du complexe de Rips initial mais seulement ceux du complexe
obtenu après simplification.
P ]P Nombre de Nombre de Temps de
sommets de Kout sommets minimal calcul
Cat 72 3 3 2 s
C2 2646 4 4 20 s
S2 2646 4 4 1,3 min
C3 46656 5 5 60 min
S3 46656 5 5 1080 min
C4 2560 6 6 5 min
Tore 1307 8 7 2 s
Pillow 6806 19 ≥ 12 10 s
Ramses 193252 4 4 1 min
SO3 50000 13 11 8 min
Table 4.2 – Statistiques, pour chaque ensemble P , du complexe de Rips construit avec P
ainsi que du complexe obtenu après contraction Kout en utilisant la priorité de la plus petite
arête.
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Figure 4.7 – Nous traçons en fonction de i, le nombre de bloqueurs dans Ki à gauche,
le nombre cumulé de bloqueurs redondants enlevés de la structure de données aux étapes
antérieures à i au milieu, et le degré moyen de chaque sommet dans Ki à droite. De haut en
bas, le jeu de données est respectivement C2, S2, C3, S2, SO3, et Ramses.
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5.1 Introduction
Etant donnée une forme connue seulement à partir d’un nuage de points, le problème de
reconstruction topologique vise à construire une approximation de la forme ayant la même
topologie que celle-ci. Par même topologie, on entend que la forme et son approximation
aient le même type d’homotopie ou encore qu’elles soient homéomorphes. Nous avons pu voir
dans le chapitre 2 des conditions assurant que le complexe de Rips possède le même type
d’homotopie qu’une forme lorsque les sommets du complexe échantillonnent la forme avec une
densité suffisante. Le complexe de Rips possède l’avantage conséquent d’être un flag-complexe :
son 1-squelette suffit pour le décrire implicitement. En tirant parti de cette propriété, nous
avons introduit une structure de données à même de représenter ce complexe de manière
compacte dans le chapitre 3. Cependant, la dimension de la forme n’est malheureusement pas
directement accessible dans cette représentation puisque la dimension du complexe de Rips
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est généralement élevée. Dans ce chapitre, nous cherchons à simplifier le complexe de Rips de
manière à obtenir un complexe ayant la même dimension que la forme voire même de manière
à obtenir un complexe homéomorphe à la forme.
Extraire la dimension d’une forme à partir d’un ensemble de points l’échantillonnant est
plus simple que de construire une approximation homéomorphe à la forme. Des auteurs ont
proposé des conditions d’échantillonnage sous lesquelles il est possible de calculer la dimension
de la forme en temps polynomial en la dimension des points [GW03]. Le problème de recon-
struction d’une approximation homéomorphe à la forme en grande dimensions a été traité par
[DGGZ02, BGO07] néanmoins ces algorithmes de reconstruction possèdent une complexité
exponentielle en la dimension ambiante. Boissonnat et Ghosh ont proposé une méthode qui
calcule localement des triangulations de Delaunay sur des plans tangents et recolle ensuite ces
triangulations locales [BG10]. Sous certaines conditions géométriques, leur approche produit
un complexe homéomorphe à la forme échantillonnée en temps polynomial en la dimension
ambiante.
Nous cherchons à obtenir des résultats similaires en utilisant le complexe de Rips. Dans
ce but, nous étudions dans ce chapitre la simplification de flag-complexes par une opération
préservant le type d’homotopie appelée collapse. Cette opération consiste à enlever un simplexe
et toutes ses cofaces lorsque le link de ce dernier est contractile. Décider si un complexe est
contractile est un problème difficile car indécidable [Tan12]. Même si on se réduit au problème
de reconnaître un complexe collapsable, le problème est toujours NP-complet [Tan12]. Cepen-
dant, plusieurs travaux ont proposé des conditions géométriques assurant qu’un complexe est
collapsable [AB11, Chi67]. Chillingworth a notamment démontré qu’un 3-complexe convexe
est collapsable. Dans le cas d’un complexe de Rips dont les points se situent dans le plan,
on peut reconnaître polynomialement la contractibilité [CdSEG10]. Nous prouvons dans ce
chapitre plusieurs conditions portant sur la convexité d’un ensemble de points assurant qu’un
complexe est collapsable et donc contractile. En particulier, lorsque les points approximent
un convexe, on peut toujours trouver une séquence de collapses pour réduire le complexe de
Rips en un point. Nos preuves étant constructives, elles donnent des oracles pour la réduc-
tion d’un complexe en un point. En utilisant ces derniers, nous introduisons un algorithme de
simplification consistant à collapser itérativement les sommets et les arêtes d’un flag-complexe.
Tout le long de ce chapitre, nous utiliserons intensément les complexes de Čech et de Rips
dont la définition a été donnée dans le premier chapitre. Lorsque l’on simplifie le complexe de
Rips, on utilisera souvent le fait que le link de n’importe lequel de ses simplexes est encore un
complexe de Rips. Précisément, en notant B(σ, α) = ⋂z∈σ B(z, α) pour l’intersection commune
des boules de rayon α centrées en σ, le link de σ dans Rips(P, α) est Rips(P ∩B(σ, α) \ σ, α).
Ce chapitre reprend une partie des résultats co-écrits avec Dominique Attali et André Lieu-
tier et publiés dans l’article [ALS13].
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5.2 Collapser un complexe de Rips dont les sommets approxi-
ment un convexe
Nous cherchons dans cette section à démontrer qu’un complexe de Rips est collapsable
lorsque ses sommets approximent un convexe. Vu l’importance de l’opération de collapse dans
ce chapitre, nous rappelons la définition des différents types de collapses (qui ont été définis
dans le chapitre 1).
Un collapse élémentaire est l’opération qui enlève une paire de simplexes (σmin, σmax)
lorsque σmax est l’unique coface propre de σmin. Le résultat de cette opération est un complexe
simplicialK\{σmin, σmax} qui se déforme en se rétractant surK. L’opération inverse qui ajoute
les deux simplexes σmin et σmax à K est un anti-collapse élémentaire et il s’agit également
d’une opération préservant le type d’homotopie.
Nous listons plusieurs généralisations possibles de l’opération de collapse élémentaire.
L’opération qui ôte StK(σmin) à K est appelée :
— un collapse (classique) si le star de σmin a un unique élément maximal pour l’inclusion
σmax 6= σmin [DEG99] ; l’opération inverse est appelée un anti-collapse (classique).
— un collapse (étendu) si le link de σmin est un cône ; l’opération inverse est appelée un
anti-collapse (étendu) [BM12a] ;
— un collapse (généralisé) si le link de σmin est contractile ; l’opération inverse est appelée
anti-collapse (généralisé).
Les trois collapses (classiques, étendus, généralisés) préservent le type d’homotopie. Les
deux premiers peuvent être exprimés comme une composition de collapses élémentaires (voir le
lemme 1.1). Le dernier type de collapse peut lui être exprimé comme une séquence de collapses
et d’anti-collapses classiques comme le montre la proposition 1.2.
Tester si l’opération qui enlève StK(σmin) à K est un collapse classique ou étendu peut
être fait en temps polynomial comme l’a montré le chapitre 3. Cependant, tester si l’opération
enlève StK(σmin) à K est un collapse généralisé est plus délicat. Nous nous intéresserons ici à
des complexes de Rips dont les sommets approchent un convexe. La convexité sera un élément
clé pour nous nous permettre de trouver des séquences de réduction lorsque l’ensemble des
sommets du Rips échantillonne un convexe.
Convexité et collapsibilité. Soit P ⊂ RD un ensemble fini et non vide de points. On
note λP = dH(Hull(P ), P ) la constante exprimant le défaut de convexité "global" de P 1. Le
problème que l’on se pose est : existe-t-il une constante β > 0 telle que l’énoncé suivant soit
vérifié ?
∀α ≥ βλP ,Rips(P, α) est collapsable (5.1)
En premier lieu, notons que si β = DiamP2λP , le complexe Rips(P, α) est égal au complexe
Rips(P, DiamP2 ) qui est la fermeture d’un simplexe. Dans ce cas, l’énoncé 5.1 est vérifié puisque
1. En particulier, remarquons que λP = hP (Rad(P )) = hP (+∞) où hP est la fonction de défaut de
convexité introduite dans le chapitre 2.
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la fermeture d’un simplexe est collapsable mais β dépend ici de P .
Dans cette section, on montre que l’énoncé 5.1 tient pour β = 12−ϑD .
2 Se pose alors la
question de trouver la constante minimale β telle que l’énoncé soit encore vérifié. On montre
également que, pour D < 3, cette constante est optimale : l’énoncé 5.1 n’est plus vérifié pour
toute constante inférieure à 12−ϑD . Se pose alors le problème de calculer efficacement une
séquence de collapses du complexe Rips(P, α) vers un point lorsque α ≥ βλP .
Le problème de trouver une séquence de collapses d’un complexe vers un point est mal-
heureusement NP-complet [Tan12]. Ainsi, pour trouver une séquence de collapses efficacement,
il est nécessaire d’utiliser la "pseudo-convexité" de P pour guider l’ordre des collapses. La
preuve montrant que le complexe Rips(P, α) est collapsable lorsque α ≥ λP2−ϑD est constructive
mais elle impose, entre autres, de construire un complexe de Čech dont la complexité peut être
importante. En augmentant la constante β, nous montrons qu’on peut trouver efficacement
une séquence de collapses d’un complexe de Rips vers un point. Plus précisément, nous présen-
tons deux preuves constructives montrant que Rips(P, α) est collapsable lorsque α ≥ λP
2−√3 .
Ces preuves induisent deux algorithmes efficaces, transformant le complexe en un point tout
en maintenant un flag-complexe durant la simplification. Nous nous en servirons dans la sec-
tion suivante pour trouver des séquences de réduction lorsque l’on cherchera à simplifier un
complexe de Rips approximant une variété.
Par simplicité, on supposera par la suite que les points P sont en position générale. Cette
hypothèse n’est pas trop restrictive puisqu’on peut s’en passer en utilisant des arguments
similaires à ceux employés dans le chapitre 2.
5.2.1 En passant par le complexe de Čech
La première stratégie repose sur le résultat du chapitre 2 qui donne des conditions sous
lesquelles il existe une séquence de collapses élémentaires de Rips(P, α) vers Cech(P, α). La
séquence est obtenue en considérant la famille de complexes {Cech(P, t) ∩ Rips(P, α)}t≥0 et
en surveillant les changements qui apparaissent lorsque t décroît continûment de ϑDα vers
α. Nous montrons ci-dessous (théorème 5.1) qu’une fois Cech(P, α) obtenu, il peut peut être
ensuite réduit à un point par une séquence de collapses élémentaires. En notant B◦(p, r) la
boule ouverte centrée en p de rayon r et Pr =
⋃
p∈P B
◦(p, r), nous avons le théorème suivant :
Théorème 5.1. Soit P 6= ∅ un ensemble fini de points dans RD et α > λP . Le complexe
Cech(P, α) est collapsable.
Démonstration. Il suffit d’établir le théorème pour α = 1. Soit o un point de l’enveloppe
convexe de P i.e. o ∈ Hull(P ). Notons Bx pour la boule unité fermée centrée en x et soit
t ≥ 0. On définit le complexe simplicial Kt = Nrv{B(o, t) ∩ Bp | p ∈ P} ; voir la figure
5.1. Notons que K+∞ = Cech(P, 1). K0 est collapsable. En effet, l’ensemble de sommets de
2. On rappelle que ϑD =
√
2D
D+1
est la constante introduite dans le chapitre 1.2.
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Figure 5.1 – Notation pour la preuve du théorème 5.1. A gauche : les quatre boules unité
ouvertes contiennent l’enveloppe convexe de a, b, c et d. De gauche à droite : la preuve
consiste à balayer l’espace avec une sphère centrée en o ∈ Hull({a, b, c, d}) dont le rayon t
décroît continûment de +∞ vers 0. On déduit du balayage une séquence de collapses réduisant
Cech(P, α) en un sommet.
K0 est l’ensemble de points τo = {p ∈ P | o ∈ Bp} = P ∩ Bo qui est non vide puisque
o ∈ Hull(P ) ⊂ P1. Ainsi K0 = Cl(τ0) est donc collapsable.
Montrons maintenant que lorsque t décroît continûment de +∞ vers 0, les changements
dans Kt sont des collapses élémentaires. Précisément, soit ∆t l’ensemble de simplexes dis-
paraissant au temps t,
∆t = {σ ⊂ P | σ 6= ∅ et d(o,
⋂
p∈σ
Bp) = t}.
Supposons que ∆t 6= ∅ et montrons que supprimer les simplexes ∆t de Kt est un collapse
pour tout t ∈ (0,+∞). Génériquement, on peut supposer que l’ensemble des simplexes ∆t
a un unique élément minimal pour l’inclusion σmin. Par construction, l’intersection B(o, t) ∩⋂
p∈σmin Bp est réduite à un seul point x. Il est facile de vérifier que ∆t a un unique élément
maximal pour l’inclusion σmax = {p ∈ P | x ∈ Bp}. Ainsi, ∆t est constitué de toutes les
cofaces de σmin et ces cofaces sont des faces de σmax. Pour montrer que la suppression de ∆t
de Kt est un collapse, il suffit d’établir que σmin 6= σmax. Avec le lemme E.1, x appartient
au bord de Bp pour tout p ∈ σmin. Notons que x appartient à l’enveloppe convexe des points
{o}∪σmin puisque sinon, on pourrait projeter x sur Hull({o}∪σmin) et obtenir un point y dans
l’intersection commune B(o, t) ∩⋂p∈σmin Bp tel que ‖y − o‖ < ‖x− o‖, ce qui est impossible.
Comme Hull(P ) ⊂ P1, il existe un point q ∈ P tel que ‖q− x‖ < 1. De manière équivalente,
x appartient à l’intérieur de Bq. Ainsi, q appartient à σmax mais pas à σmin. On obtient alors
que σmin 6= σmax comme désiré.
Théorème 5.2. Soit P 6= ∅ un ensemble fini de points dans RD et soit α > λP2−ϑD . Le complexe
Rips(P, α) est collapsable.
Preuve du théorème 5.2. Nous procédons en deux étapes. Dans un premier temps, nous prou-
vons qu’il existe une séquence de collapses élémentaires transformant Rips(P, α) en Cech(P, α).
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En appliquant le théorème 5.1, on déduit ensuite que Cech(P, α) est collapsable et que
Rips(P, α) l’est donc également.
Pour la première étape, appliquons le théorème 2.3 qui donne des conditions sur P sous
lesquelles Rips(P, α) peut être réduit à Cech(P, α) grâce à une séquence de collapses élémen-
taires. On a juste besoin de vérifier que P satisfait les hypothèses de ce théorème. Définissons
l’ensemble des centres de P à l’échelle t comme le sous-ensemble
Centers(P, t) =
⋃
∅6=σ⊂P
Rad(σ)≤t
{Center(σ)}
où Center(X) et Rad(X) désignent respectivement le centre et le rayon de la plus petite boule
englobante de X ⊂ RD. L’hypothèse du théorème 2.3 est que dH(Centers(P, ϑDα) |P ) <
(2− ϑD)α et elle est satisfaite pour P puisque pour tout ∅ 6= σ ⊂ P , nous avons la séquence
d’inclusions Center(σ) ⊂ Hull(σ) ⊂ Hull(P ) ⊂ P(2−ϑD)α.
Optimalité de la constante 12−ϑD . Afin de montrer que la constante
1
2−ϑD est optimale,
nous utilisons l’exemple 2.3.3 du chapitre 2. En particulier, lorsque la dimension ambiante
vérifie D = 2, nous avions construit un ensemble de points P tel que Rips(P, α) n’est pas
contractile (donc pas collapsable) et tel que hP (ϑDα) est supérieure mais infinitésimalement
proche de (2− ϑD)α. Or, dans cet exemple, λP = hP (ϑDα) ainsi, pour D = 2, une constante
β permettant à l’énoncé 5.1 d’être vérifié doit être au moins égale à 12−ϑD .
5.2.2 Préserver un flag-complexe durant la simplification
La séquence de réduction que l’on a obtenue dans la section précédente utilise le complexe
de Čech et est assez délicate à calculer. En renforçant, la condition sur P , nous allons voir
dans cette section qu’il est possible de simplifier le complexe de Rips tout en préservant sa
propriété d’être un flag-complexe à tout moment.
Théorème 5.3. Soit P 6= ∅ un ensemble fini de points dans RD et α > λP
2−√3 . Il existe une
séquence de collapses étendus réduisant Rips(P, α) vers un sommet de telle façon qu’après
chaque collapse étendu, le complexe soit toujours un flag-complexe.
Démonstration. Comme pour la preuve du théorème 5.1, posons α = 1 et notons Bx la boule
unité fermée centrée en x. Fixons un point o dans l’enveloppe convexe de P . Notre séquence
de collapses est obtenue en balayant l’espace avec une sphère centrée en o dont le rayon t ≥ 0
décroît continûment de +∞ vers 0. Précisément, soit Gt le graphe dont les sommets sont les
points a ∈ P tels que B(o, t)∩Ba 6= ∅ et dont les arêtes connectent toutes les paires de points
a, b ∈ P telles que B(o, t)∩Ba ∩Bb 6= ∅. Soit Kt = Flag(Gt). Clairement, K∞ = Rips(P, 1) et
K0 est collapsable en utilisant exactement le même argument que pour la preuve du théorème
5.1. Lorsque l’on fait décroître continûment le paramètre t de +∞ vers 0, les changements
dans le complexe simplicial Kt se produisent dès lors qu’un sommet ou une arête disparaît
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Figure 5.2 – Notation pour la preuve du théorème 5.3. Deux types d’événements peuvent se
produire : un collapse de sommet (sur la gauche) ou un collapse d’arête (sur la droite). Le cas
d’un collapse d’arête est illustré lorsque le triangle oab est équilatéral.
du graphe Gt. Génériquement, on peut supposer que ces événements ne se produisent pas
simultanément.
Lorsqu’un sommet a disparaît de Kt au temps t, l’intersection B(o, t) ∩Ba se réduit à un
simple sommet x ; voir la partie gauche de la figure 5.2. Dans cette situation, montrons que le
link de a dans Kt est la fermeture du simplexe τx = {p ∈ P \ {a} | x ∈ Bp} = P ∩ Bx \ {a}.
Tout d’abord, observons que τx est non vide puisque x est situé sur le segment reliant o à
a et appartient donc à l’enveloppe convexe de P qui est contenue dans P 2−
√
3 ⊂ P1. De
plus, τx est précisément l’ensemble des sommets du link puisqu’une arête au appartient à Kt
si et seulement si B(o, t) ∩ Ba ∩ Bu 6= ∅ où u ∈ P \ {a} ce qui peut être reformulé comme
u ∈ P ∩Bx \ {a}. Finalement, toute paire de sommets u, v dans le link est connectée par une
arête puisque u, v ∈ τx implique que B(o, t) ∩Bu ∩Bv ⊃ {x}.
Lorsqu’une arête ab disparaît de Kt au temps t, il existe un point x tel que {x} = B(o, t)∩
Ba ∩Bb ; voir la partie droite de la figure 5.2. Notons que x appartient à l’enveloppe convexe
de {a, b, o} et appartient donc à l’enveloppe convexe de P . Puisque Hull(P ) ⊂ P 2−
√
3, il existe
u ∈ P tel que ‖u−x‖ ≤ 2−√3. En particulier, x ∈ Bu et u appartient donc au link de ab dans
Kt. Le link de ab est alors un cône d’apex u. En effet, considérons un point v ∈ P appartenant
au link de ab dans Kt. De manière équivalente, B(o, t)∩Ba ∩Bv 6= ∅ et B(o, t)∩Bb ∩Bv 6= ∅,
le lemme 5.1 implique alors que B(o, t)∩B(x,√3− 1)∩Bv 6= ∅. Puisque B(x,
√
3− 1) ⊂ Bu,
on a aussi B(o, t) ∩ Bu ∩ Bv 6= ∅, ce qui montre que uv appartient également au link de ab
dans Kt. On a montré que le link de ab dans Kt est un cône. Ainsi, enlever le star de ab de
Kt correspond à un collapse étendu.
La preuve du théorème 5.3 repose sur le lemme géométrique suivant dont la preuve est
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Figure 5.3 – Notation pour la preuve du théorème 5.4.
donnée dans l’annexe E.
Lemme 5.1. Soient a et b deux points tels que Ba et Bb aient une intersection non vide. Soit
o un point tel que d(o,Ba ∩Bb) = t > 0. Soit x l’(unique) point de Ba ∩Bb le plus proche de
o. Toute boule unité qui possède une intersection non vide avec Ba ∩B(o, t) et Bb ∩B(o, t) a
une intersection non vide avec B(x,
√
3− 1) ∩B(o, t).
5.2.3 Augmenter le paramètre d’échelle
Notre troisième stratégie pour réduire Rips(P, α) consiste à augmenter le paramètre
d’échelle α, en ajoutant des arêtes dans le 1-squelette jusqu’à ce qu’on obtienne le graphe
complet de P . Lorsque c’est le cas, le résultat est Cl(P ) = Rips(P,+∞) qui est collapsable.
Le théorème suivant donne des conditions sous lesquelles cette stratégie est certaine de réussir.
Théorème 5.4. Soit P 6= ∅ un ensemble fini de points de RD et α > λP
2−√3 . Lorsque t décroît
continûment de +∞ vers α, les seuls changements qui se produisent dans Rips(P, t) sont des
collapses étendus d’arêtes.
Démonstration. Rappelons que le complexe de Rips à l’échelle t peut être défini comme
l’ensemble des simplexes de diamètre au plus 2t, Rips(P, t) = {σ ⊂ P | σ 6= ∅ et Diam(σ) ≤
2t}. Avec cette définition, il est facile de voir que l’ensemble des simplexes qui disparaissent
au temps t est
∆t = {σ ⊂ P | σ 6= ∅ et Diam(σ) = 2t}.
Supposons ∆t 6= ∅ et montrons que la suppression des simplexes ∆t de Rips(P, t) est un
collapse étendu pour tout t ∈ (α,+∞). Génériquement, tous les simplexes de ∆t sont des
cofaces d’une arête ab telle que ‖a − b‖ = 2t. Pour conclure, il suffit de montrer que le link
de ab dans Rips(P, t) est un cône. En posant L = (B(a, 2t) ∩B(b, 2t)) \ {a, b}, on note que le
link de ab dans Rips(P, t) est Rips(P ∩ L, t). Soit c = a+b2 . Puisque c ∈ Hull(P ) ⊂ P (2−
√
3)α,
on peut trouver un point u ∈ P tel que ‖c − u‖ ≤ (2 −√3)α ; voir la figure 5.3. Clairement,
u ∈ L et donc u est un sommet du link de ab. De plus, pour tout point v ∈ P ∩ L, ‖v − u‖ ≤
‖v−c‖+‖c−u‖ ≤ √3t+(2−√3)α ≤ 2t et ainsi uv est une arête du link de ab. En particulier,
cela implique que le link de ab est un cône d’apex u.
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5.2.4 Algorithmes pour trouver une séquence de réduction.
En nous aidant des résultats de cette section, nous présentons quatre alternatives pour
essayer de trouver une séquence de réduction d’un complexe de Rips vers un point. Le pseudo-
code de chaque procédure est donné dans l’annexe. Chaque procédure teste si le complexe
possède une forme dont découle la collapsibilité (par exemple s’il s’agit d’un cône) ou cherche
une séquence de réduction vers un point. Si le complexe possède une telle forme ou s’il peut
être réduit à un point, la procédure renvoie vrai et faux sinon. Pour les références futures,
nous numérotons les stratégies de (S1) à (S4) :
(S1) iscone : prend un complexe simplicial L en entrée et retourne vrai si et seulement si L
est un cône.
(S2) reductible_by_sweep : prend un complexe simplicial L en entrée et essaie d’appli-
quer une séquence de collapses de sommets et d’arêtes dans l’ordre induit par le balayage
d’une sphère centrée en un des sommets de L comme décrit dans la preuve du théorème
5.3. Retourne vrai si et seulement si la stratégie réussit à réduire L en un point avec
cette séquence.
(S3) reductible_by_completion : prend en entrée un flag-complexe L et essaie d’ap-
pliquer une séquence d’anti-collapses d’arêtes de longueur croissante jusqu’à ce que le
complexe soit un cône ou que son 1-squelette soit le graphe complet comme décrit dans la
preuve du théorème 5.4. Retourne vrai si et seulement si la stratégie réussit à compléter
L vers un cône ou un graphe complet.
(S4) reductible_by_edge_contractions : étant donné un complexe simplicial L, cette
stratégie applique une séquence de contractions d’arêtes ab 7→ a+b2 où LkL(ab) = LkL(a)∩
LkL(b) dans l’ordre de longueur croissante comme expliqué dans le chapitre 4. Retourne
vrai si et seulement si le complexe L est réduit à un sommet après simplification.
Notons reducible la fonction prenant en entrée un flag-complexe L et essayant de réduire
celui-ci avec une stratégie (Sx) pour x ∈ [1, 4]. Comme chaque stratégie (Sx) renvoie vrai si
elle réussit à réduire le complexe en un point sans changer le type d’homotopie, l’implication
suivante est évidente :
reducible(L) =⇒ L est contractile
Il est clair qu’on ne peut pas espérer avoir la réciproque de cette implication puisque le
problème de reconnaître un complexe contractile est indécidable. Néanmoins, on peut essayer
de trouver une classe de complexes la plus grande possible telle que la réciproque soit vraie.
En utilisant les théorèmes 5.3 et 5.4, on sait que reductible_by_sweep(Rips(P, α)) et
reductible_by_completion(Rips(P, α)) sont vrais dès lors que P est non vide et que α >
h(P )
2−√3 . Ainsi, on sait qu’on peut réduire un complexe de Rips dont les points sont suffisamment
proches d’un convexe.
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5.3 Simplifier un complexe de Rips dont les sommets échantil-
lonnent une variété
Dans la section précédente, nous avons donné des conditions théoriques garantissant que
l’on peut réduire le complexe de Rips en un point par une séquence de collapses lorsque ses
sommets sont proches d’un convexe. Ainsi, si l’on échantillonne bien une 0-variété, on peut
trouver une séquence de collapse du complexe de Rips vers un point. Le but de cette section est
de présenter plusieurs stratégies de simplification pour un complexe de Rips dont les sommets
échantillonnent une d-variété avec d > 0. On cherche à réduire la dimension du complexe de
Rips afin d’obtenir un complexe dont la dimension soit proche de d. Dans le cas idéal, on
voudrait pouvoir obtenir un complexe homéomorphe à la variété. Jusqu’à la fin du chapitre,
on suppose que P est un nuage de points échantillonnant une d-variété A plongée dans RD.
On suppose également que l’on a trouvé une valeur de α telle que Rips(P, α) ' A en s’aidant
des conditions données dans le chapitre 2.
Il est fréquent de supposer une hypothèse de dispersion sur P lorsqu’on cherche à construire
une approximation homéomorphe à A. Bien souvent, lorsque P est extrait de données réelles, la
densité de points est élevée à certains endroits et plus faible ailleurs. Dans un premier temps,
en utilisant les résultats de la section précédente, nous présentons une condition théorique
permettant d’extraire un sous-ensemble L ⊂ P tel que L ait une densité plus uniforme tout en
préservant le type d’homotopie i.e. tel que Rips(L,α) ' Rips(P, α). Sous cette condition, on
peut alors réduire Rips(L,α) vers Rips(P, α) en collapsant tous les sommets de P \ L. Dans
un second temps, nous introduisons un algorithme de simplification dans le but de réduire
Rips(P, α) en une triangulation homéomorphe à A. Nous montrons que, sous des conditions
d’échantillonnage optimales, cet algorithme reconstruit une approximation homéomorphe à A
en supposant que A soit une courbe et que P ⊂ A. Finalement, nous montrons des résultats
expérimentaux obtenus sur le jeu de données du chapitre 4.
5.3.1 Extraire un sous-ensemble de points sans changer le type d’homo-
topie
Les méthodes construisant une approximation homéomorphe à une variété A à partir d’un
nuage de points P supposent souvent que l’ensemble des points est suffisamment éparpillé
[CDR05, BGO07, BG10]. Précisément, ces méthodes supposent que P est un (ε, δ)-échantillon
de A (voir la section 4.3.2 pour la définition). Il est clair que cette hypothèse n’est que rarement
satisfaite pour des nuages de points issus de données réelles. Se pose alors la question de savoir
quand est-ce qu’on peut extraire un sous-ensemble L ⊂ P clairsemé sans changer la topologie
du complexe de Rips, c’est-à-dire en ayant Rips(P, α) ' Rips(L,α). Notons que supprimer le
star d’un sommet dans un complexe de Rips revient à calculer ce complexe sans ce sommet.
Formellement, si p est un sommet de Rips(P, α),
Rips(P, α) \ StRips(P,α)(p) = Rips(P \ {p}, α)
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Ainsi pour montrer que Rips(P, α) ' Rips(L,α), il suffit de montrer que la suppression du star
des sommets de P \L est à chaque fois un collapse généralisé. De manière équivalente, il suffit
de montrer que les links des sommets de P \ L sont à chaque fois contractiles. Les résultats
de la section précédente nous sont alors utiles. En effet, si L est suffisamment proche de A et
que A n’est pas trop courbée, les sommets des links des sommets que l’on cherche à enlever
seront proches de convexes. Dès lors, les résultats de la section précédente nous permettent de
garantir qu’on peut réduire leurs links en un point et que leurs suppressions sont des collapses
généralisés. Le théorème suivant précise formellement cette intuition :
Théorème 5.5. Soit A une variété telle que reach(A) ≥ R > 0. Soient P et L deux ensembles
finis de points non vides tels que max {dH(P,A), dH(L,A)} ≤ ε et L ⊂ P . Si ε ≤ α ≤ R−ε2
et si
(
1−
√
1− (2α+εR )2)R + 2ε ≤ (1 − ϑD2 )α alors il existe une séquence de collapses de
sommets permettant de passer de Rips(P, α) à Rips(L,α).
Démonstration. Nous allons montrer que Rips(L,α) s’obtient à partir de Rips(P, α) en col-
lapsant tous les sommets de P \ L dans Rips(P, α). Pour cela, il suffit de montrer que pour
tout sous-ensemble Q vérifiant L ( Q ⊂ P et pour tout q ∈ Q\L, le link de q dans Rips(Q,α)
est collapsable. Prenons q ∈ Q \L et notons Q2α = B(q, 2α) \ {q} ∩Q les sommets du link de
q dans Rips(Q,α). Nous avons montré dans le théorème 5.2 qu’une condition suffisante pour
que le link de q soit collapsable est ∅ 6= Hull(Q2α) ⊂ Q(2−ϑD)α2α . Commençons par remarquer
que Q2α est non vide. En effet, puisque les distances dH(A,P ) et dH(L,P ) sont toutes deux
majorées par ε, la distance dH(P,L) est majorée par 2ε. Ainsi, comme q ∈ P , il existe un
point l ∈ L dans la boule B(q, 2ε). Finalement comme ε ≤ α, l ∈ Q2α.
Il nous reste à montrer que Hull(Q2α) ⊂ Q(2−ϑD)α2α . En appliquant le lemme 5.2, on obtient
que Hull(Q2α) ⊂ Q2hQ(2α)2α . Ainsi, il nous suffit de vérifier que 2hQ(2α) est bornée par (2−ϑD)α
pour conclure. En remarquant que dH(Q,A) ≤ ε et en utilisant le lemme de stabilité 2.4, on
obtient que
hQ(2α) ≤ hA(2α+ ε) + 2ε
Or, en utilisant le lemme 2.4, on obtient la borne suivante sur le défaut de convexité de A
hA(2α+ ε) ≤
1−
√
1−
(
2α+ ε
R
)2R
En combinant ces deux inégalités, on obtient finalement que
2hQ(2α) ≤ (2− ϑD)α
Ainsi, le complexe Rips(Q2α, α) qui est le link de p dans Rips(Q,α) est collapsable d’après le
théorème 5.2.
Lemme 5.2. Soit ∅ 6= Q ⊂ RD et q ∈ Q tel que Q2α = (Q ∩B(q, 2α)) \ {q} soit non vide. Si
hQ(2α) < α alors Hull(Q2α) ⊂ Q2hQ(2α)2α
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Démonstration. Par définition de hQ, pour tout σ ⊂ Q tel que Rad(σ) ≤ 2α, l’inclusion
Hull(σ) ⊂ QhQ(2α) est vérifiée. Ainsi, Hull(Q2α) ⊂ QhQ(2α). Prenons un point x ∈ Hull(Q2α)
et montrons qu’on peut trouver un point y ∈ Q2α tel que ‖x − y‖ ≤ 2hQ(2α). On distingue
trois cas :
Cas 1 : Si ‖x− q‖ ≥ hQ(2α) alors les sphères S(x, hQ(2α)) et S(q, hQ(2α)) intersectent toutes
les deux le segment xq. On note z le point dans l’intersection le plus proche de x. Par con-
struction, ‖x− z‖ ≤ hQ(2α) et ‖z− q‖ ≥ hQ(2α). Comme hQ(2α) ≤ α, la boule B(z, hQ(2α))
est contenue dans la boule B(q, α) et comme z ∈ Hull(Q2α) ⊂ QhQ(2α), la boule B(z, hQ(2α))
contient un point y de Q dans son intérieur. Par construction y 6= q et donc y ∈ Q2α avec
‖x− y‖ ≤ ‖x− z‖+ ‖z − y‖ ≤ 2hQ(2α).
Cas 2 : Si ‖x − q‖ < hQ(2α) et si q est le seul point de Q contenu dans B(q, hQ(2α)) alors
on considère l’hyperplan passant par x et orthogonal à la droite connectant x au centre q.
Cet hyperplan délimite deux demi-espaces et on note H celui dont l’intérieur ne contient pas
q. Si x = q, alors on prend pour H un des demi-espaces fermés dont le bord passe par x.
Par construction, H contient x ∈ Hull(Q2α) et intersecte donc Q2α. Soit p ∈ H ∩Q2α et soit
z l’intersection du segment xp avec la sphère S(x, hQ(2α)). Comme hQ(2α) ≤ α, la boule
B(z, hQ(2α)) est contenue dans B(q, α) et on conclut comme dans le cas précédent.
Cas 3 : Si ‖x − q‖ < hQ(2α) et s’il existe un point y ∈ Q distinct de q dans l’intérieur de la
boule B(q, hQ(2α)) alors on conclut immédiatement.
2α
x
q
hQ(2α)
z
y 2αx
q
hQ(2α)
y
H
p
z
Figure 5.4 – Notation pour la preuve du lemme 5.2 dans le cas 1 (gauche) et dans le cas 2
(droite).
Supposons que L et P soient deux nuages de points échantillonant A où L est un ensemble
de points clairsemés (par exemple un (ε, δ)-échantillon). Supposons également que L et P
vérifient les hypothèses du théorème 5.5. Remarquons que, sous ces hypothèses, on sait que
Rips(P, α) ' Rips(L,α) ' A. Les hypothèses du théorème 5.5 permettent en plus d’assurer
qu’on peut obtenir Rips(L,α) à partir de Rips(P, α) en collapsant itérativement tous les
sommets de P \ L dans Rips(P, α).
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5.3.2 Algorithme de simplification.
Le complexe de Rips est simplifié en deux étapes : la première collapse itérativement les
sommets et la seconde collapse itérativement les arêtes ; voir l’algorithme 4 pour le pseudo-
code. Durant la simplification, le complexe reste un flag-complexe puisque cette propriété n’est
pas altérée en collapsant un sommet ou une arête. Pour k ∈ {0, 1}, l’étape k procède comme
suit. Initialement, un ensemble de k-simplexes est stocké dans une file de priorité Q. Chaque
k-simplexe reçoit comme priorité son diamètre. Ainsi, tous les sommets reçoivent la même
priorité alors que la plus grande arête reçoit la plus grande priorité. Durant l’étape k, on extrait
itérativement le k-simplexe σ de priorité maximale et on l’enlève du complexe courant K avec
toutes ses cofaces dès lors que Reducible(LkK(σ)) renvoie vrai ; voir algorithme 5 pour le
pseudo-code. Idéalement, on voudrait que la fonction reducible(LkK(σ)) retourne vrai si et
seulement si l’opération qui enlève σ et ses cofaces est un collapse généralisé. Autrement dit, on
voudrait qu’idéalement la fonction reducible prenne comme entrée un complexe simplicial
L et retourne vrai dès qu’il existe une séquence d’opérations élémentaires préservant le type
d’homotopie (collapses, anti-collapses et contractions d’arêtes) allant de L vers un point et
qu’elle retourne faux sinon. Malheureusement, comme mentionné précédemment, reconnaître
un complexe contractile est indécidable. A la place, nous utilisons une des quatre stratégies
de la section 5.2.4 pour trouver une telle séquence et implémenter la fonction reductible.
Algorithme 4 Simplifie(Complexe simplicial K)
L = une approximation clairsemée de P = Vert(K)
Simplifie(K,P \ L) {Collapse les sommets de P \ L dans K}
Simplifie(K,Edges(K)) {Collapse les arêtes de K }
Algorithme 5 Simplifie(Complexe simplicial K, File de priorité Q)
while Q 6= ∅ do
Extraire le simplexe σ de Q de priorité maximale
if reducible (LkK(σ)) then
K = K \ StK(σ)
Approximation clairsemée. Plusieurs solutions existent pour calculer une approximation
clairsemée L d’un nuage de points P . Une possibilité est d’utiliser un algorithme max-min
comme pour le choix des témoins dans les complexes de témoins [DSC04]. Cet algorithme
consiste à mettre initialement un sommet au hasard dans L. A chaque itération, on rajoute
ensuite à L le sommet de P le plus loin de L et on s’arrête lorsque L est suffisamment proche de
P . Cet algorithme renvoie bien un ensemble de points clairsemés [Cla06a]. Une autre possibilité
est d’utiliser les contractions d’arêtes. On contracte des arêtes dans le complexe Rips(P, α)
jusqu’à obtenir un complexe dont les sommets sont suffisamment clairsemés (voir la section
pour une intuition sur le fait que les contractions d’arêtes donnent des ensembles de points de
plus en plus clairsemés 4.3.2). Dans la suite, nous utilisons la stratégie consistant à effectuer
des contractions d’arêtes pour obtenir une approximation clairsemée d’un ensemble de points
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P 3.
5.3.3 Preuve de correction de l’algorithme de reconstruction dans un cas
simple
Nous montrons ici que l’algorithme de simplification renvoie un complexe homéomorphe à
A lorsque A est une courbe à reach positif et que P ⊂ A est un échantillon non bruité. Pour
cela, nous avons besoin de quelques définitions. Etant donné α, on appelle graphe de Gabriel le
graphe Gabriel(P, α). Les sommets de ce graphe sont les points de P et ses arêtes connectent
les points a et b de longueur ‖a− b‖ ≤ 2α et tels que la plus petite boule englobante de a et
b ne contienne aucun autre point de P dans son intérieur. Etant donné ε > 0, on dit qu’un
ensemble de points P ⊂ A est un ε-échantillon de A si pour tout x ∈ A, il existe au moins
deux points de P dans la boule ouverte centrée en x de rayon ε 4. Deux points a et b sont dits
P -contigus sur A s’il existe un intervalle Γ ⊂ A d’extrémités a et b et tel que Γ ∩ P = {a, b}.
Enfin, étant donnés deux points a et b, on leur associe l’ensemble des boules
Bab = {B(z, r) | ‖z − a‖ = ‖z − b‖ = r ≤ ‖a− b‖}
On note également Eab =
⋂Bab l’intersection de ces boules (voir la figure 5.5). Rappelons
le lemme suivant dont une preuve peut être trouvée dans [AB99].
Lemme 5.3. Soit B une boule fermée de rayon strictement inférieur à reach(A). L’intersec-
tion A ∩B est soit vide soit un intervalle (i.e. une 1-boule topologique fermée).
Ainsi lorsque ‖a−b‖ < reach(A), toutes les boules de Bab intersectent A selon un intervalle
qui est contenu dans Eab. On en déduit les deux lemmes suivants :
Lemme 5.4. Soient a et b deux points vérifiant ‖a−b‖ < reach(A). Alors, pour tout B ∈ Bab,
A ∩B = A ∩ Eab.
Lemme 5.5. Soit P ⊂ A. Pour tout a, b ∈ P vérifiant ‖a − b‖ ≤ 2α < reach(A), les deux
implications suivantes sont vérifiées :
ab 6∈ Gabriel(P, α) =⇒ Eab ∩ P 6= {a, b}
ab ∈ Gabriel(P, α) =⇒ ⋃Bab ∩ P = {a, b}
On peut alors montrer la proposition suivante qui donne des conditions sous lesquelles le
graphe Gabriel(P, α) est homéomorphe à A.
Proposition 5.1. Supposons que reach(A) > 0 et soit P un ε-échantillon de A. Pour ε < α <
reach(A), les deux graphes de Gabriel Gabriel(P, ε) et Gabriel(P, α) sont égaux. De plus ces
deux graphes coïncident avec le graphe constitué des sommets de P et dont les arêtes relient
les points qui sont P -contigus sur A. Enfin, Gabriel(P, α) ≈ A.
3. On pourra remarquer l’analogie entre le choix des points d’une approximation clairsemée et le choix des
landmarks dans les complexes des témoins [CS03].
4. Notons que la définition d’ε-échantillon diffère légèrement de la condition (ε, δ)-échantillon.
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a b
o
Eab =
⋂
Bab
||a− b|| = 2ti
Figure 5.5 – Notation pour la preuve de la proposition 5.2
.
Preuve de la proposition 5.1. Soient a et b deux points P -contigus sur A. Par définition, il
existe un intervalle Γ ⊂ A connectant a à b et tel que Γ ∩ P = {a, b}. Soit x un point sur Γ
équidistant de a et b et montrons que ‖x − a‖ = ‖x − b‖ < ε. Dans le cas contraire, B(x, ε)
intersecterait A sur un sous-intervalle de Γ et on aurait B(x, ε)∩P = ∅ ce qui est impossible.
Ainsi, ‖x−a‖ = ‖x− b‖ < ε et on en déduit que ‖a−b‖2 < ε < reach(A). Soit Bab la plus petite
boule contenant a et b. L’intersection A ∩ Bab est un intervalle qui intersecte P sur ses deux
extrémités a et b. L’arête ab appartient donc à Gabriel(P, ε). Réciproquement, supposons que
ab soit une arête de Gabriel(P, α). Cela implique que ‖a−b‖2 < α < reach(A) et que A ∩ Bab
est un intervalle qui intersecte P sur ses deux extrémités a et b. Ainsi a et b sont P -contigus
sur A.
Notons K(t) = Rips(P, t) ∪ Gabriel(P, α). Clairement, K(0) = Gabriel(P, α) et K(α) =
Rips(P, α). En augmentant continûment le paramètre t de 0 vers α, on obtient une famille
entrelacée de m+ 1 complexes simpliciaux :
Gabriel(P, α) = K(0) = K0 ⊂ K1 ⊂ · · · ⊂ Km = K(α) = Rips(P, α)
La proposition suivante montre que le passage entre deux complexes simpliciaux successifs de
cette famille se fait par un collapse étendu.
Proposition 5.2. Si 2α < reach(A) alors pour tout 0 < i ≤ m, l’opération réduisant Ki vers
Ki−1 est un collapse étendu.
Démonstration. Pour 0 < i < m, notons ti la plus petite valeur de t telle que Ki = K(t).
Comme P est en position générale, tous les simplexes de Ki \ Ki−1 sont des cofaces d’une
arête ab vérifiant ‖a− b‖ = 2ti. Nous allons montrer que le link de ab dans Ki est un cône, ce
qui assurera que l’opération réduisant Ki en Ki−1 est un collapse étendu.
Commençons par remarquer qu’aucune des cofaces de ab dans Ki n’appartient à
Gabriel(P, α). Ainsi, toutes les cofaces de ab sont contenues dans Rips(P, ti). Les sommets de
LkKi(ab) sont donc précisément les points de P appartenant à Lab = (B(a, 2ti) ∩ B(b, 2ti)) \
{a, b} (voir la figure 5.5). Puisque ab 6∈ Gabriel(P, α) et ‖a− b‖ = 2ti ≤ 2α < R, le lemme 5.5
implique que Eab ∩ P 6= {a, b} et qu’il existe un point o ∈ P tel que o ∈ Eab \ {a, b} ⊂ Lab.
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Ainsi, le link de ab dans Ki est non vide et contient au moins o. De la même manière que
pour la preuve du théorème 5.4, on montre que ce complexe est un cône d’apex o.
Nous pouvons maintenant donner des conditions assurant que l’algorithme de simplification
5 retourne un complexe homéomorphe à A lorsque son entrée est constituée des arêtes d’un
complexe Rips(P, α). On suppose pour cela que la fonction REDUCIBLE dans l’algorithme
5 est vraie dès lors que son entrée est un cône comme c’est le cas pour (S1),(S2) et (S3) 5.
Théorème 5.6. Soit A une 1-variété à reach positif. Soit P un ε-échantillon de A et soit α tel
que ε < α < reach(A)/2. Le complexe retourné par Simplifie(K,Edges(K)) est homéomorphe
à A si K = Rips(P, α).
Démonstration. En initialisant l’algorithme Simplifie(K,Edges(K)) avec K = Rips(P, α), ce
dernier suit la même séquence de collapses que la séquence amenant Km à K0 = Gabriel(P, α).
En effet, lorsque l’on extrait l’arête ab de longueur maximale de Q, deux cas peuvent se
produire. Si ab ∈ Gabriel(P, α) alors, d’après le lemme 5.5, le link de cette arête est vide et
son star n’est donc pas retiré. Si ab 6∈ Gabriel(P, α), alors la proposition précédente montre
que le link de ab est un cône, dès lors, la fonction REDUCIBLE peut réduire le link de
ab en un point et l’arête ab est collapsée. Le complexe obtenu après simplification est donc
Gabriel(P, α) qui est homéomorphe à A d’après la proposition 5.1.
5.4 Résultats expérimentaux
Dans cette section, nous appliquons notre algorithme de reconstruction sur les jeux de
données introduits dans la section 4.4.1. Nous commençons par comparer l’efficacité des dif-
férentes stratégies que nous avons introduites afin de réduire un complexe en un point. Nous
montrons ensuite des résultats expérimentaux obtenus avec notre algorithme de simplification
sur les complexes de Rips construits à partir de notre jeu de données.
5.4.1 Comparaison des différentes stratégies pour reductible
Afin de comparer l’efficacité des quatre stratégies que nous avons introduites pour re-
ductible, nous utilisons notre algorithme de simplification (algorithme 5), en utilisant pour
reductible la fonction qui retourne vrai si et seulement si une des quatre stratégies re-
tourne vrai. On dit qu’une stratégie (Sx) échoue à l’étape i si la stratégie retourne faux alors
que reductible renvoie vrai. Autrement dit, on dit qu’une stratégie échoue lorsqu’elle ne
parvient pas à réduire un complexe en un point alors qu’une autre stratégie y parvient. On
note sxsommet(i) le nombre d’échecs de la stratégie (Sx) lors des i premières itérations de la
première étape de l’algorithme de simplification (correspondant aux collapses de sommets). De
5. Si une stratégie (S) implémente REDUCIBLE et ne vérifie pas cette condition, on peut obtenir une
stratégie (S’) qui la vérifie facilement en renvoyant vrai si la stratégie (S) ou si la stratégie (S1) renvoie vrai.
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P Dimension intrinsèque d Dimension de Kout Homéomorphe Temps de calcul
Cat 1 1 OUI 2 s
C2 2 2 OUI 1 min
S2 2 2 OUI 9 min
C3 3 4 NON 205 min
S3 3 4 NON 171 min
C4 4 5 NON 144 min
Tore 2 2 OUI 10 s
Pillow 2 2 OUI 1 min
Ramses 2 2 OUI 150 min
SO3 3 3 NON 7 min
Table 5.1 – Pour chaque ensemble P , on indique la dimension du complexe Kout, le fait qu’il
soit homéomorphe ou non à la variété A ainsi que le temps d’exécution. Tous les complexes de
Rips sont construits avec les mêmes paramètres α que dans le chapitre 3 (voir la table 4.1 pour
des statistiques sur ces complexes) hormis le complexe construit avec l’ensemble de points S3.
En effet, pour ce dernier, la valeur du paramètre de Rips a été abaissée en raison du temps
de calcul trop élevé pour la simplification. Les calculs sont faits grâce à un processeur AMD
cadencé à 3.4 GHz disposant de 8 Go de mémoire vive.
la même manière, on note sxarête(i) le nombre d’échecs de la stratégie (Sx) lors des i premières
itérations de l’algorithme de simplification durant la phase de collapses d’arêtes.
Sur la figure 5.6, on trace sxsommet pour x ∈ [1, 4] (c’est-à-dire pour toutes les stratégies),
pour un sous-ensemble représentatif de notre jeu de données constitué de Cat, S2, Ramses
et SO3. Lorsque l’on collapse des arêtes, toutes les stratégies donnent la même réponse pour
les deux premiers jeux de données, ainsi on trace seulement sxarête pour Ramses et SO3, voir
la figure 5.6. On observe que (S4) est la stratégie la plus efficace dans cette configuration.
Elle trouve une séquence de réduction dès lors qu’une autre stratégie en trouve une lorsqu’on
simplifie les quatre ensembles de points. Cependant, contrairement aux stratégies (S2) et (S3),
nous n’avons pas encore pu prouver que la stratégie (S4) puisse réduire un complexe de Rips
approximant un convexe. Pour la suite, nous utilisons la stratégie (S4) pour implémenter la
fonction reductible.
5.4.2 Résultats des simplifications sur le jeu de données
Nous utilisons maintenant notre algorithme de simplification sur les complexes de Rips
construits sur nos jeux de données. Dans la table 5.1, on décrit le complexe Kout obtenu après
simplification. Lorsque A est une courbe ou une surface, le résultat de la simplification Kout
est un flag-complexe homéomorphe à la variété échantillonnée A. Dans les cas où A est une
d-variété et d > 3, le complexe obtenu a une dimension proche de A.
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Figure 5.6 – Nombre d’échecs pour chaque stratégie lorsque l’on collapse les sommets (gauche)
et lorsque l’on collapse des arêtes (droite) pour les ensembles de points (de haut en bas) Cat,
S2, Ramses, SO3.
Conclusion et perspectives
L’objectif de cette thèse était de proposer des algorithmes capables de construire une
approximation d’une variété connue seulement à partir d’un nuage de points de grandes di-
mensions. Une attention particulière a été consacrée afin de proposer des algorithmes efficaces
et de fournir des conditions d’échantillonnage garantissant que les approximations reconstru-
ites aient la même topologie que la variété échantillonnée. Le fil rouge de notre approche
aura été l’utilisation des flag-complexes et tout particulièrement des complexes de Rips. Dans
un premier temps, nous avons donné des conditions d’échantillonnage sous lesquelles le com-
plexe de Rips capture le type d’homotopie d’une variété. Dans un second temps, nous avons
introduit une structure de données pour complexes simpliciaux, particulièrement compacte
lorsque le complexe encodé est proche d’un flag-complexe. Nous avons ensuite étudié deux
opérations de simplification de complexes simpliciaux : la contraction d’arête et le collapse
simplicial. Nous avons à chaque fois donné une condition locale permettant de s’assurer que
ces opérations préservent le type d’homotopie. Expérimentalement, les contractions d’arêtes
se sont révélées très efficaces pour réduire le nombre de sommets d’un complexe de Rips ap-
prochant une variété. Une fois le complexe de Rips simplifié, outre l’avantage d’avoir une
représentation compacte ayant la même topologie, on peut également calculer efficacement
des invariants topologiques comme ses groupes d’homologie. Quant à l’opération de collapse,
elle s’est révélée efficace pour réduire la dimension d’un complexe de Rips voire pour extraire
un complexe homéomorphe à celui-ci. Remarquons le rôle salutaire de la géométrie dans nos
résultats. Beaucoup de problèmes abordés dans cette thèse sont des problèmes classiques de
topologie algorithmique et ont des complexités rédhibitoires pour des complexes simpliciaux
abstraits. Par exemple, reconnaître un complexe contractile est un problème indécidable. Le
calcul des groupes d’homologie d’un flag-complexe à partir de son 1-squelette est quant-à-lui
un problème NP-dur. En nous aidant de la géométrie des points d’un complexe, nous avons pu
traiter ces problèmes sous certaines hypothèses. Lorsque les sommets d’un complexe de Rips
sont proches d’un convexe, nous avons en particulier montré que l’on peut trouver efficacement
une séquence de réduction du complexe vers un point. Concernant le calcul des groupes d’ho-
mologie, en nous aidant de la métrique des points, nous avons pu expérimentalement réduire
drastiquement le nombre de sommets du complexe de Rips ; le calcul des groupes d’homologie
pouvait alors être fait de manière efficace. L’analyse théorique de la simplification de com-
plexes de Rips par les opérations de contraction d’arête et de collapse soulève des questions
difficiles mais ouvre également des perspectives intéressantes en topologie algorithmique et en
analyse de données. Une meilleure compréhension de ces deux opérations pourrait permettre
de calculer les groupes d’homologies d’un complexe de Rips approchant une variété ou encore
d’en extraire un complexe homéomorphe à la variété en temps polynomial en la taille de son
1-squelette.
Cette thèse soulève également des pistes de recherche sur la représentation de données de
grandes dimensions ou sur la reconstruction d’approximation avec garantie topologique. Au
niveau de la représentation, la structure de données squelette/bloqueurs s’est révélée partic-
ulièrement appropriée car compacte pour représenter les complexes simpliciaux obtenus après
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contractions d’arêtes en partant de complexes de Rips. Reste à savoir si d’autres types de com-
plexes simpliciaux utilisés en analyse de données peuvent être également encodés efficacement
dans cette structure de données. Un objectif serait de trouver des conditions géométriques
garantissant que la représentation squelette/bloqueurs de complexes classiques tels que les
complexes de Čech, les complexes de témoins ou encore les complexes de Delaunay possède
peu de bloqueurs. Une autre problématique serait de proposer un analogue au complexe de
Rips dont on puisse garantir la topologie pour des conditions d’échantillonnage plus souples
et plus réalistes. Nous avons vu que le complexe de Rips possède la topologie d’un cercle
lorsque ses points sont des images prises autour d’un objet. Néanmoins, ce cas est très spé-
cifique puisque les points sont distribués régulièrement (en particulier, il n’y a pas de points
aberrants) autour d’une variété sans bords. Il serait intéressant de proposer un flag-complexe
analogue au complexe de Rips dont on puisse garantir la topologie même lorsque l’ensemble
de points échantillonne une variété avec bords de manière non uniforme voire même avec des
points aberrants. En présence de points aberrants, une piste serait d’adapter les preuves du
chapitre 2 dans le cadre d’une distance à la mesure [GMM11], robuste aux points aberrants,
ainsi qu’aux complexes de Rips pondérés associés. Quant au problème de reconstruire une
forme échantillonnée de manière non-uniforme, une idée naturelle serait d’adapter la stratégie
proposée par Chazal et Lieutier qui consiste à considérer le nerf d’une famille de boules dont
le rayon varie localement [CL08].
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Annexe A
Lemmes supplémentaires pour le
chapitre 2
A.1 Stabilité de la plus petite boule englobante
Dans cette annexe, nous prouvons que le rayon et le centre de la plus petite boule en-
globante sont stables par perturbation de σ.
Lemme A.1. Pour tous ensembles σ, σ′ ⊂ Rn non-vides et bornés tels que dH(σ, σ′) ≤ ε, les
deux inégalités suivantes sont vérifiées : |Rad(σ)−Rad(σ′)| ≤ ε et ‖Center(σ)−Center(σ′)‖ ≤√
2εRad(σ) + ε2.
Figure A.1 – A gauche : la borne sur ‖Center(σ)−Center(σ′)‖ du lemme A.1 est optimale.
A droite : notation de la preuve du lemme A.1.
Démonstration. Soit B la plus petite boule englobante de σ, nous avons σ′ ⊂ σε ⊂ Bε,
ce qui montre que Rad(σ′) ≤ Rad(σ) + ε. Pour la deuxième affirmation du lemme, notons
z = Center(σ), z′ = Center(σ′), r = Rad(σ) et r′ = Rad(σ′) ; voir la figure A.1. Supposons que
z 6= z′ (le résultat est évident sinon) et considérons l’hyperplan H passant par z et orthogonal
au segment zz′. Soit ξ = Cl(σ) ∩ ∂B. Par construction, ξ est fermé et a la même plus petite
boule englobante que σ. Ainsi, z ∈ Hull(ξ) et le demi-espace fermé H+ borné par H et qui
évite que z′ intersecte ξ. Soit p un point dans cette intersection. Par choix de p dans H+, le
triangle pzz′ est obtus sur le sommet z et ‖z′− p‖2 ≥ ‖z− p‖2 + ‖z′− z‖2. En utilisant le fait
que ‖z − p‖ = r et ‖z′ − p‖ ≤ r′ + ε on obtient que ‖z′ − z‖2 ≤ (r′ + ε)2 − r2. En permutant
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σ et σ′ on obtient :
‖z′ − z‖2 ≤ min{(r′ + ε)2 − r2, (r + ε)2 − r′2}.
Notons que (r′ + ε)2 − r2 ≤ (r + ε)2 − r′2 si et seulement si r ≥ r′. En considérant les deux
cas r ≤ r′ et r′ ≤ r, nous obtenons l’inégalité recherchée.
A.2 Stabilité des hypothèses du théorème 2.3
Dans cette annexe, nous établissons la stabilité des hypothèses du théorème 2.3 sous des
petites perturbations de l’ensemble de points. Etant donné un ensemble de points P ⊂ Rn,
on dit qu’une application f : P → Rn est une ε-perturbation de P si f est injective et
‖p − f(p)‖ ≤ ε pour tout point p ∈ P . Etant donné un complexe simplicial K, on définit le
complexe simplicial f(K) = {f(σ) | σ ∈ K}.
Lemme A.2. Soit P ⊂ Rn un ensemble fini de points. Considérons deux réels β ≥ α ≥ 0 tels
que
cP (ϑn β) < 2α− ϑn β
et supposons de plus que α est une valeur inerte de P . Alors, il existe ε > 0 et β′ > β tel que
pour toute ε-perturbation f de P ,
(i) cf(P )(ϑn β
′) < 2α− ϑn β′ ;
(ii) Cech(f(P ), α) = f(Cech(P, α)) ;
(iii) si Flag(G) est un (α, β)-quasi-complexe de Rips de P , alors Flag(f(G)) est un (α, β′)-
quasi complexe de Rips de f(P ).
Démonstration. Montrons que (i) est vérifiée. Posons t = ϑn β et définissons t¯ = min{Rad(σ) |
∅ 6= σ ⊂ P et Rad(σ) > t}. Par construction, t¯ > t. Le lemme 2.3 garantit que pour tout
sous-ensemble P ′ ⊂ Rn dont la distance de Hausdorff à P est ε et pour tout t′ ≥ 0 :
cP ′(t
′) < cP (t′ + ε) +
√
2t′ε+ ε2 + ε.
Par hypothèse, nous avons que 2α− t− cP (t) > 0. En choisissant ε > 0 suffisamment petit, on
peut toujours trouver t′ > t tel que (1) t′+ε < t¯, (2) 2α−t′−cP (t) > 0 et (3)
√
2t′ε+ ε2 +ε ≤
2α−t′−cP (t)
2 . Puisque cP (t
′ + ε) = cP (t), on en déduit que
cP ′(t
′) < cP (t) +
2α− t′ − cP (t)
2
< 2α− t′
et (i) est prouvée pour β′ = t′/ ϑn. En choisissant ε > 0 suffisamment petit, on peut toujours
supposer, en plus des conditions (1), (2) et (3), la condition (4) ε < β′ − β et (5) Rad(σ) /∈
[α− ε, α+ ε] pour tout ∅ 6= σ ⊂ P . Soit f une ε-perturbation de P . En utilisant le lemme A.1
et la condition (5), on obtient
σ ∈ Cech(P, α) ⇔ Rad(σ) ≤ α ⇔ Rad(σ) ≤ α− ε
⇒ Rad(f(σ)) ≤ α ⇔ f(σ) ∈ Cech(f(P ), α)
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et
f(σ) ∈ Cech(f(P ), α) ⇔ Rad(f(σ)) ≤ α ⇒ Rad(σ) ≤ α+ ε
⇔ Rad(σ) ≤ α ⇔ σ ∈ Cech(P, α),
ce qui prouve (ii). Soit G un graphe dont le flag-complexe est un (α, β)-quasi complexe de Rips
et soient p et q deux points de P tels que ‖f(p)−f(q)‖ ≤ 2α. On a ‖p−q‖ ≤ 2α+2ε et ainsi, en
utilisant la condition (5), ‖p− q‖ ≤ 2α. On en déduit que l’arête {p, q} appartient à G et donc
l’arête {f(p), f(q)} appartient à f(G). Similairement, supposons que ‖f(p)−f(q)‖ > 2β′. Cela
implique que ‖p− q‖ > 2β′ − 2ε > 2β avec la condition (4) et ainsi l’arête {p, q} n’appartient
pas à G. L’arête {f(p), f(q)} n’appartient donc pas à f(G), ce qui montre (iii).
A.3 Preuve du lemme 2.6
Figure A.2 – Notations pour la preuve du lemme 2.6.
Preuve du lemme 2.6. Etant donné σ ⊂ X tel que Rad(σ) ≤ R et y0 ∈ Hull(σ), nous établis-
sons une borne supérieure sur d(y0, X) que l’on exprime comme une fonction de Rad(σ).
La première étape de cette preuve est de trouver un point yT qui soit "suffisamment"
loin de X en suivant une courbe intégrale du gradient généralisé ∇X en partant de y0. Soit
Xc = Rn \ X. Les auteurs de [Lie04] ont montré qu’il existe une application continue ΦX :
R+ ×Xc → Xc telle que :
d
dt+
ΦX(t, y) = ∇X (ΦX(t, y))
où d
dt+
dénote la dérivée à droite. Ainsi, ΦX est un flot et la courbe intégrale t 7→ ΦX(t, y0)
est une courbe rectifiable commençant en y0. Cette courbe est soit de longueur finie soit elle
termine sur un point critique de la fonction de distance de X. Si pour T > 0 l’ensemble
ΦX([0, T ], y0) ne contient pas de point critique alors elle peut être paramétré par une fonction
continue Cy0 : [0, L]→ Rn telle que Cy0(0) = y0 et telle que la longueur de Cy0([0, s]) est s ; voir
la partie droite de la figure A.2. Montrons que sous les conditions du lemme, on peut choisir
T = R − d(y0, X). Pour tout s < R − d(y0, X), on note d(ys, X) ≤ d(y0, X) + ‖ys − y0‖ ≤
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d(y0, X) + s < R et ainsi χX(d(ys, X)) ≥ µ ce qui implique que ‖∇X(ys)‖ ≥ µ. On en déduit
que la courbe intégrale Cy0 n’atteint pas de point critique tant que s < R−d(y0, X) et que Cy0
peut être paramétré sur l’intervalle [0, R−d(y0, X)]. Dès lors, on peut poser T = R−d(y0, X).
Il a été établi dans [Lie04, CL05] que :
∀s ∈ [0, L) , d
ds+
d (Cy0(s), X) = ‖∇X(Cy0(s))‖
En intégrant sur l’intervalle [0, T ], on obtient :
d(yT , X)− d(y0, X)
T
≥ µ.
En appliquant le lemme 2.1 avec x = yT et y = y0, on a que d(yT , σ)2 ≤ T 2 + Rad(σ)2. On
peut alors en déduire la suite d’inégalités suivante :
(d(y0, X) + µT )
2 ≤ d(yT , X)2 ≤ d(yT , σ)2 ≤ T 2 + Rad(σ)2.
En posant T = R − d(y0, X), δ = d(y0,X)R , ρ = Rad(σ)R et en réarrangeant cette inégalité on
obtient :
µ(2− µ)δ2 − 2(1 + µ− µ2)δ + 1− µ2 + ρ2 ≥ 0.
Puisque δ ≤ 1, on a finalement : δ ≤ 1+µ(1−µ)−
√
1−ρ2µ(2−µ)
µ(2−µ) , ce qui prouve le lemme.
Annexe B
Optimalité de l’hypothèse du
théorème 2.3
Rappelons la définition de Pγ . Pour cela, notons {v0, . . . , vD} les sommets d’un sim-
plexe régulier σ de diamètre 2α. Etant donné γ > 0, notons également v¯i le point de la
sphère S(Center(σ), γ) le plus éloigné de vi. Nous définissons alors l’ensemble des points
Pγ = {v0, . . . , vD, v¯0, . . . , v¯D} ; voir la figure B.1. Le lemme suivant donne la valeur des fonc-
tions de défauts de convexité de Pγ en ϑDα pour D = 2.
Lemme B.1. Si D = 2 et 2−ϑ
2
D
ϑD
α ≤ γ ≤ ϑDα alors cPγ (ϑDα) = hPγ (ϑDα) = γ.
Démonstration. Notons p = argmaxp∈Hull(Pγ)d(p, Pγ) le point dans l’enveloppe convexe de Pγ
le plus loin de Pγ et notons également c = Center({v0, v1, v2}). Nous allons montrer que p = c.
Considérons Vor(Pγ) le diagramme de Voronoi de Pγ et notons Vx la cellule de Voronoi associée
à un point x ∈ Pγ . Supposons que 2−ϑ
2
D
ϑD
α ≤ γ ≤ ϑDα. En notant r le rayon de la plus petite
boule inscrite dans Hull({v0, v1, v2}) et R = Rad {v0, v1, v2}, observons que r = 2−ϑ
2
D
ϑD
α et que
R = ϑDα. En effet, en notant Heightσ la hauteur de σ, on a que r = Heightσ − Radσ =
( 2ϑD −ϑD)α. Ainsi r ≤ γ ≤ R (voir la figure B.1). Dans ce cas, les intersections Vv0 ∩Vv¯1 ∩Vv¯2 ,
Vv¯0∩Vv1∩Vv¯2 et Vv¯0∩Vv¯1∩Vv2 sont non vides et on note p0, p1 et p2 les points associés à chacune
de ces intersections. Il est facile de voir que p appartient à l’intérieur de Hull(Pγ) ainsi p est un
sommet de Vor(Pγ). Comme les sommets de Vor(Pγ) sont réduits à {c, p0, p1, p2}, il suffit de
montrer que d(c, Pγ) ≥ d(pi, Pγ) pour i ∈ {0, 1, 2}. Observons que, pour r ≤ γ ≤ R, le point
pi appartient à la boule B(c, r)∩ [cvi] (voir la figure B.1). Or pour tout x ∈ B(c, r)∩ [cvi], on a
que d(x, Pγ) ≤ d(c, Pγ) ainsi d(c, Pγ) ≥ d(pi, Pγ). Ainsi c est le point dans l’enveloppe convexe
de Pγ le plus loin de Pγ . De plus, c = Center({v¯0, v¯1, v¯2}) et Rad({v¯0, v¯1, v¯2}) = γ ≤ ϑDα
ainsi c ∈ Centers(Pγ , ϑDα) ⊂ Hull(Pγ , ϑDα). On obtient alors finalement que :
hPγ (ϑDα) = cPγ (ϑDα) = d(c, Pγ) = γ
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Figure B.1 – Notations pour la preuve du lemme B.1. A gauche : lorsque γ est proche de r.
A droite : lorsque γ est proche de R.
Annexe C
Constantes pour la reconstruction de
formes à reach positif
Dans cette annexe, nous refaisons les calculs de la section 2.4.3 en posant µ = 1, R = 1,
n = +∞. Nous considérons donc une forme X dont le reach est supérieur ou égal à 1 et un
ensemble fini de points P tel que dH(P,X) ≤ ε.
Reconstruction avec le complexe de Čech. En combinant le théorème 2.4 et le lemme
2.6, on obtient que le complexe de Čech Cech(P, α) a le même type d’homotopie que Xη pour
0 < η < 1 dès lors que
1−
√
1− t2 < t− 3ε, ∀t ∈ [α+ ε, α+ 3ε]
ce qui peut être réécrit comme
2t2 − 2t(1 + 3ε) + 9ε2 + 6ε < 0, ∀t ∈ [α+ ε, α+ 3ε].
Cette condition est vérifiée dès lors que la valeur absolue de la différence entre les deux racines
t1(ε) ≤ t2(ε) du polynôme en t est supérieure à 2ε, c’est-à-dire, lorsque 0 > 13ε2 + 6ε − 1.
La borne supérieure pour la valeur ε telle que l’équation précédente tient est λcech(1) =
−3+√22
13 ≈ 0.13. Pour ε < λcech(1), les valeurs admissibles pour α sont situées dans l’intervalle
I1(ε) = [t
1(ε)−ε, t2(ε)−3ε]. En insérant l’expression des racines dans les deux points extrêmes
de cet intervalle , on obtient
I1(ε) = [
1
2
+ ε−
√
1− 6ε− 9ε2
2
,
1
2
− 3ε
2
+
√
1− 6ε− 9ε2
2
].
Notons que quand ε tend vers λcech(1), l’intervalle I1(ε) tend vers un singleton 813−
√
22
26 ≈ 0.44.
Reconstruction avec le complexe de Rips. En combinant le théorème 2.5 et le lemme
2.6, on obtient que le complexe de Rips Rips(P, α) a le même type d’homotopie que Xη pour
tout 0 < η < R dès lors que
1−
√
1− (
√
2α+ ε)2 < 2α−
√
2α− 2ε.
ce qu’on peut réécrire comme
5ε2 + 4(2−
√
2)α2 − 2(4− 3
√
2)αε+ 4ε− 2(2−
√
2)α < 0
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Comme nous cherchons la plus grande valeur de ε pour laquelle l’équation précédente tient,
nous pouvons supposer que la dérivée partielle selon α du membre gauche s’annule et obtenir
l’équation suivante 4(2−√2)α− (4−3√2)ε− (2−√2) = 0. En insérant α = ((1−√2)ε+1)/4
dans l’inégalité précédente, on obtient
(10 + 7
√
2)ε2 + (8 + 6
√
2)ε+
√
2− 2 < 0
Le membre de gauche est un polynôme de degré 2 en ε dont la plus grande racine εrips+∞(1) =
2
√
2−√2−√2
2+
√
2
≈ 0.034 donne le supremum de ε pour lequel l’inégalité précédente tient. La valeur
correspondante pour α est
αrips+∞(1) = 1−
√
2
2
+
(
1− 3
√
2
4
)√
2−
√
2 ≈ 0.25.
Annexe D
Pseudo-codes
Dans un premier temps, nous donnons les pseudo-codes permettant de réaliser plusieurs
opérations sur la structure de données squelette/bloqueurs comme calculer le link d’un sim-
plexe α, tester si un simplexe appartient au complexe, tester si un complexe est un cône,
calculer les bloqueurs passant par c après une contraction d’arête ab 7→ c ou encore tester si
la condition du link est vérifiée pour une arête ab. Nous donnons ensuite les pseudo-codes des
algorithmes du chapitre 5 permettant de réduire un complexe en un point.
Pour exprimer les complexités, nous notons Nσ = maxv∈σ ]N (v), Bσ = maxv∈σ ]B(v) et
Qσ = maxv∈σ maxβ∈B(v) ]β. Nous notons également Aσ le nombre de bloqueurs inclus dans
σ ∪N (σ). Nous supposons que nous pouvons décider si v ∈ σ en O(log ]σ) et décider si τ ⊂ σ
en O(]σ log ]σ). Finalement, nous supposons qu’enlever un sommet de σ se fait en O(log ]σ).
D.1 Calcul du link d’un simplexe
Pour calculer la complexité de l’Algorithme 6, on suppose que α est de taille con-
stante. Calculer les sommets du link coûte O
(
Nα logNα + ]N (α)BN (α)
)
. Calculer les
arêtes coûte O
(
(]V )2[logNV +BV logQV ]
)
. Quant aux bloqueurs, leur calcul coûte
O ( (]V )BV [ logQV + (]V ) log(]V ) ] +AαBα(]V ) log(]V ) ). En sommant ces trois coûts et en
utilisant le fait que V ⊆ N (α) et ]N (α) ≤ Nα, on obtient la complexité de cet algorithme qui
est O(l(α)) où :
l(α) = (Nα)
2 [logNN (α) +BN (α)(logNα + logQN (α))] +AαBαNα logNα
D.2 Tester l’appartenance d’un simplexe au complexe
Pour L = K, la complexité de Algorithme 7 est O(g(]σ, σ)) où g(x, y) =
x2 (logNy +By log x). Si L est le link d’un sommet v ∈ K, cette complexité est aussi bornée
par O(g(]σ, σ)) puisque pour chaque sommet x du link de v, on a ]NLk(v)(x) ≤ ]NK(x) et
]BLk(v)(x) ≤ ]BK(x).
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Algorithme 6 Calcule le 1-squelette (V,E) et les bloqueurs B du link d’un simplexe α.
V ← ∅
N (α)← ⋂u∈αN (u)
for all v ∈ N (α) do
newvertex← true
for all β ∈ B(v) do
if β \ {v} ⊂ α then newvertex← false ; break ; end if
if newvertex then V ← V ∪ {v} end if
E ← ∅
for all x ∈ V do
for all y ∈ V such that x < y and y ∈ N (x) do
newedge← true
for all β ∈ B(x) such that y ∈ β do
if β \ {x, y} ⊂ α then newedge← false ; break ; end if
if newedge then E ← E ∪ {x, y} end if
B ← ∅
for all x ∈ V do
for all β ∈ B(x) do
σ ← β \ α
if dimσ ≥ 2 and x first vertex of σ and σ ⊂ V then
newblocker ← true
for all a ∈ α do
for all η ∈ B(a) such that η ⊂ (σ ∪ α) do
if (η \ α) ( σ then newblocker ← false ; break ; end if
if newblocker then B ← B ∪ {σ} end if
Algorithme 7 Retourne vrai si et seulement si le simplexe σ ⊂ Vert(L) appartient au sous-
complexe L ⊂ K.
for all v ∈ σ do
for all w ∈ σ such that v < w do
if w 6∈ NL(v) then return false end if
for all v ∈ σ do
for all τ ∈ BL(v) do
if τ ⊂ σ then return false end if
return true
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D.3 Calculer les bloqueurs créés par une contraction d’arête
Avant de donner notre algorithme pour énumérer les bloqueurs après une contraction
d’arête, nous avons besoin de quelques remarques. Nous supposons que σ = αβ avec dimσ ≥ 1
et ab ∩ σ = ∅ satisfasse les conditions (i) et (ii) du lemme 3.6. Puisque les bloqueurs d’ordre
0 ont une dimension supérieure ou égale à 1, les deux ensembles α et β sont non vides. En
notant di(v) la dimension maximale pour tous les bloqueurs d’ordre i passant par v, on déduit
directement du lemme que la dimension maximale des bloqueurs d’ordre 1 passant par c
vérifie d1(c) ≤ d0(a) + d0(b) (en particulier la Figure 3.5 est un cas où l’égalité est atteinte).
Finalement, on montre que si α est un sommet, alors α ∈ N (a). Supposons que α soit un
sommet. Puisque dimσ ≥ 1, α est une face propre de σ. Ainsi, (i) implique α ∈ Lk(a)∪Lk(b)
et (ii) implique α 6∈ Lk(b), on a alors α ∈ Lk(a).
Nous pouvons maintenant exprimer l’ensemble des bloqueurs passant par c dans notre
structure de données. En premier lieu, notons que
Blockers0(K) = Blockers1(K) ∪ {xy | x ∈ K(0), y ∈ K(0), xy 6∈ K(1)}.
On en déduit que bα ∈ Blockers0(K) si et seulement si bα ∈ Blockers1(K) ou α ∈ K(0) \N (b).
Ainsi, pour parcourir les simplexes σ = αβ avec dimσ ≥ 1, ab ∩ σ = ∅ satisfaisant (i) et (ii),
il suffit de prendre α dans l’ensemble de simplexes suivant :
Za(b) = {α | bα ∈ B(b), ab ∩ α = ∅} ∪ (N (a) \ (N (b) ∪ {b})) .
En permutant a et b, on définit Zb(a) symétriquement et on obtient :
BK′(c) = { cαβ | α ∈ Za(b), β ∈ Zb(a), αβ ∈ K, ∀τ ( αβ, τ ∈ Lk(a) ∪ Lk(b) }.
On peut dériver un algorithme pour calculer BK′(c) directement de cette formule. Le
pseudo-code de cet algorithme est donné dans l’algorithme 8. Soit Nσ = maxv∈σ ]N (v). La
mise à jour de notre structure de données après une contraction d’arête a une complexité qui
augmente avec le nombre et la dimension des bloqueurs du voisinage de a et b. En supposant
qu’il n’y a pas de bloqueurs dans le voisinage de a et de b, cette mise à jour peut être faite
efficacement en O( NaNb logNN (a) ).
D.4 Tester si un complexe est un cône
L’algorithme 9 a pour complexité O(]Vert(L)).
D.5 Tester la condition du link
L’algorithme 10 a comme complexité O(Ba logQa) si l’ensemble des bloqueurs passant par
a vérifie B(a) 6= ∅ et O(1) autrement.
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Algorithme 8 Calcule les bloqueurs B passant par c après une contraction d’arête ab 7→ c.
B ← ∅ ; La ← Lk(a) ; Lb ← Lk(b)
for all α ∈ Za(b) do
for all β ∈ Zb(a) do
if αβ ∈ K then
newblocker ← true
for all τ ( αβ dont la dimension est inférieure de 1 à αβ do
if τ 6∈ La and τ 6∈ Lb then
newblocker ← false ; break
if newblocker then B ← B ∪ {cαβ} end if
Algorithme 9 Renvoie vrai si et seulement si le complexe L est un cône.
for all x ∈ Vert(L) do
if BL(x) = ∅ then
if ]NL(x) = ]Vert(L)− 1 then
return true
return false
Algorithme 10 Renvoie vrai si et seulement si ab vérifie la condition du link Lk(ab) =
Lk(a) ∩ Lk(b).
for all σ ∈ B(a) do
if b ∈ σ then return false end if
return true
D.6 Enumérer les simplexes du k-squelette
Nous supposons la donnée d’un complexe simplicial K représenté dans la structure
squelette/bloqueur à partir duquel on cherche à retrouver l’ensemble des simplexes du k-
squelette du complexe. L’algorithme incrémental introduit par Zomorodian attribue un ordre
arbitraire aux sommets du complexe K. Il ajoute ensuite chaque sommet incrémentalement.
A chaque fois qu’un sommet v est ajouté, il ajoute toutes les cofaces de v pour lesquelles le
sommet v est maximum selon l’ordre des sommets. Nous notons N−(u) = {v ∈ Vert(K) | u >
v, uv ∈ Edges(K)} les voisins de u qui lui sont inférieurs avec l’ordre qu’on a fixé. Pour un
simplexe τ ∈ K, nous notons N−(τ) = ⋂x∈Vert(τ)N−(x) l’ensemble des voisins inférieurs
aux sommets de τ . L’algorithme 11 suivant est similaire à celui proposé par Zomorodian qui
permet de calculer le k-squelette d’un complexe dans notre structure de données.
Les deux modifications par rapport à l’algorithme original sont l’affectation M ← N ∩
N−(v) ∩ Vert(LkK(σ)) qui remplace l’affectation M ← N ∩ N−(v) à la ligne 8 de ADD-
COFACES ainsi que l’ajout du test σ 6∈ Blockers1(K) à la ligne 7. Lorsque le complexe est
un flag-complexe, il est clair que l’Algorithme 11 a le même comportement que l’algorithme
INCREMENTAL-VR puisque qu’on a alors N ∩ N−(v) = N ∩ N−(v) ∩ Vert(LkK(σ)) et la
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Algorithme 11 INCREMENTAL-NEARLY-FLAG(K,k)
S ← ∅
for all u ∈ Vert(K) do
N = N−(u)
ADD-COFACES(K,k,{u},N ,S)
return S
Algorithme 12 ADD-COFACES(K,k,τ ,N ,S )
1: S ← S ∪ {τ}
2: if dim(τ) ≥ k then
3: return
4: else
5: for all v ∈ N do
6: σ ← τ ∪ {v}
7: if σ 6∈ Blockers1(K) then
8: M ← N ∩N−(v) ∩Vert(LkK(σ))
9: ADD-COFACES(K, k, σ,M, S)
condition du test σ 6∈ Blockers1(K) est toujours vérifiée. Lorsque le complexe n’est pas un
flag-complexe (i.e. lorsque le complexe comporte des bloqueurs) on peut modifier légèrement
le théorème de Zomorodian et sa preuve pour obtenir le résultat suivant.
Théorème D.1. INCREMENTAL-NEARLY-FLAG(K,k) renvoie le k-squelette de K
Démonstration. Au début de chaque itération dans la boucle de INCREMENTAL-NEARLY-
FLAG, S contient tous les simplexes du k-squelette dont le sommet maximal (selon l’ordre
maximal que l’on a fixé sur les sommets) précède le sommet courant u. Cet invariant est
maintenu dans le corps de la boucle : ADD-COFACES ajoute tous les simplexes du k-squelette
dont le sommet maximal est u. Cette procédure récursive requiert pour ses entrées les deux
conditions suivantes :
1. τ est un simplexe du k-squelette
2. N est l’ensemble des voisins inférieurs des sommets τ i.e. N = N−(τ)
Ces conditions sont initialement remplies puisque INCREMENTAL-NEARLY-FLAG appelle
cette procédure en lui passant pour argument un sommet et ses voisins inférieurs qui appar-
tiennent tous à S. Le corps de ADD-COFACES maintient cet invariant. A la ligne 1, cette
procédure ajoute τ à S qui est simplexe du squelette d’après notre invariant. La ligne 2 est le
cas de base pour la récursion. Au départ la boucle ligne 4, τ est un simplexe de S et chaque
sommet v ∈ N est un voisin des sommets de τ . Montrons que toutes les arêtes de σ apparti-
ennent alors à Edges(K). Soit u 6= w deux sommets distincts de σ. Si u et w appartiennent
tous les deux à τ alors uw ∈ Edges(K) car τ est un simplexe de S. Sinon, supposons sans
perte de généralité que seul w ∈ τ et que u = v. Puisque v ∈ N , l’arête uw appartient à
Edges(K). Ainsi toutes les arêtes de σ appartiennent à Edges(K). Comme de plus σ n’est
pas un bloqueur de K d’après le test ligne 7, on en déduit que σ = τ ∪ {v} est également un
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simplexe de S. De plus, dim(σ) ≤ k d’après notre cas de base. Ainsi, nous calculons les voisins
inférieurs de σ dans M à la ligne 6 et nous ajoutons les cofaces de σ à la ligne 7 via un appel
récursif à ADD-COFACES. Notons que les deux invariants sont maintenus et la procédure
ajoute récursivement toutes les cofaces de dimension inférieure ou égale à k de son entrée τ
comme demandé.
D.7 Pseudo-codes pour réduire un complexe en un point
Afin de décrire l’algorithme reductible_BY_SWEEP qui reproduit la
séquence de collapse de la preuve du théorème 5.3, nous introduisons une fonction
INITIALIZE_SWEEP(L, o) qui renvoie une liste de priorité de sommets et d’arêtes. A
chaque sommet a de L différent de o, on associe une priorité ϕ(a) = ||o− a|| − α et à chaque
arête ab de L, on associe une priorité ϕ(ab) = d(o,B(a, α) ∩ B(b, α)). En utilisant la priorité
ϕ, INITIALIZE_SWEEP(L, o) trie la liste des simplexes contenant tous les sommets
différents de o et toutes les arêtes ab telles que ϕ(ab) < min(ϕ(a), ϕ(b)).
Algorithme 13 reductible_BY_SWEEP(Complexe simplicial L)
if L = ∅ then
return false
o = un sommet de L
Q.INITIALIZE_SWEEP(L, o) {Voir l’explication ci-dessus pour cette fonction.}
while |Q| 6= ∅ do
Extraire de Q le simplexe σ de priorité maximale
if not (LkL(σ) est un cône) then
return false
else
L = L \ StL(σ)
return true
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Algorithme 14 reductible_BY_COMPLETION( Flag-complexe L)
if L = ∅ then
return false
if L est un cône then
return true
ab = Plus petite arête non présente dans L connectant deux sommets de L
L = Flag(Sk(1)(L) ∪ {ab})
if reductible_BY_COMPLETION( LkL(ab)) then
return reductible_BY_COMPLETION(L)
else
return false
Algorithme 15 reductible_BY_EDGE_CONTRACTIONS(Complexe simplicial L)
if L = ∅ then
return false
Q = Edges(L)
while Q 6= ∅ do
ab = Plus petite arête de Q
Extraire ab de Q
if LkL(a) ∩ LkL(b) = LkL(ab) then
Contracter dans L l’arête ab en un nouveau sommet c = a+b2
return |Vert(L)| = 1

Annexe E
Lemmes géométriques du chapitre 5
Rappelons que Bp désigne la boule unité fermée centrée en p. Nous énonçons et prouvons
ici plusieurs lemmes de ce chapitre.
Lemme E.1. Soit o ∈ Rd et un ensemble fini σ ⊂ Rd tel que ⋂p∈σ Bp 6= ∅. Supposons que
d(o,
⋂
p∈σ Bp) = t pour t ∈ R et soit x le point unique de
⋂
p∈σ Bp dont la distance à o est
t. Supposons que o 6= x. Si x se situe dans l’intérieur de Bu pour u ∈ σ, alors x est aussi le
point de
⋂
p∈σ\{u}Bp le plus proche de o.
Démonstration. Supposons que x appartienne à l’intérieur de Bu pour u ∈ σ. Puisque o 6= x,
on ne peut pas avoir σ = {u} et ainsi σ′ = σ \ {u} est non vide. Montrons que x est le point
de
⋂
p∈σ′ Bp le plus proche de o. Supposons par contradiction qu’il existe un point x
′ dans⋂
p∈σ′ Bp qui soit plus proche de o que x. Puisque la fonction x 7→ ‖x − o‖ est convexe, la
distance à o décroît sur le segment [xx′] dans un voisinage de x et puisque ce segment, dans
un voisinage de x, est contenu dans
⋂
p∈σ Bp cela contredit le fait que x soit le plus proche
point de o dans
⋂
p∈σ Bp.
Afin de prouver le lemme 5.1, nous introduisons le lemme E.2 qui énonce des propriétés sur
trois disques s’intersectant dans le plan deux à deux mais n’ayant pas d’intersection commune.
Il nous permet de déduire certaines propriétés sur la façon dont s’intersectent quatre boules
dans Rd ce qui nous permet de démontrer le lemme 5.1. Comme avant, Bx dénote la boule
unité fermée centrée en x.
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Figure E.1 – Notation pour la preuve du lemme E.2.
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Lemme E.2. Soient Da, Db et Dc trois disques de rayons inférieurs ou égaux à 1 et tels que
leurs intersections deux à deux soient non vides tandis que l’intersection commune des trois
disques est vide. Soit qab le point de Da ∩Db le plus proche du centre de Dc. Il existe un point
qc ∈ Dc tel que :
— pour tout point α ∈ Da ∩Dc et β ∈ Db ∩Dc, le point qc est dans l’enveloppe convexe
de α, β et qab ;
— ‖qc − qab‖ ≤
√
3− 1.
Preuve du lemme E.2. Considérons le disque Dm dont la frontière est tangente aux frontières
des trois disques Da, Db et Dc et dont l’intérieur n’intersecte aucun des trois disques Da, Db
et Dc. Pour x ∈ {a, b, c}, les deux disques Dx et Dm s’intersectent sur le point qx ; voir la
partie gauche de la figure E.1. Soient α ∈ Da ∩Dc et β ∈ Db ∩Dc. Le point qc appartient à
l’enveloppe convexe de α, β et qab. En effet, pour x ∈ {a, b, c}, soit Hx le demi-plan contenant
Dx et évitant l’intérieur de Dm. Nous avons α ∈ Ha ∩Hc, β ∈ Hb ∩Hc, et qab ∈ Ha ∩Hb. Le
triangle αβqab couvre la fermeture de R2 \ (Ha ∪Hb ∪Hc) et ainsi qc appartient à l’enveloppe
convexe de α, β et qab .
Montrons maintenant que ‖qc − qab‖ ≤
√
3 − 1. Pour x ∈ {a, b, c}, nous notons le centre
de Dx par zx et son rayon par rx. Nous allons transformer les trois disques Da, Db et Dc de
telle sorte qu’après la transformation :
(i) les trois disques s’intersectent deux à deux mais n’ont pas d’intersection commune ;
(ii) la distance entre qc et qab ne diminue pas lors de la transformation ;
(iii) rx ≤ 1 pour x ∈ {a, b, c} ;
(iv) les centres za, zb, et zc forment un triangle équilatéral de diamètre deux.
Soit q′c le point le plus loin de qab sur le bord de Dm ; voir la partie droite de la figure E.1.
Clairement, ‖q′c − qab‖ ≥ ‖qc − qab‖. Les deux points tangents qa et qb décompose le bord de
Dm en deux arcs et il est facile de voir que l’un d’entre eux contient qc et q′c. Considérons le
disque D′c obtenu par rotation de Dc autour de m jusqu’à ce qu’il rencontre q′c. En effectuant
cette rotation, le disque reste en contact avec au moins un des deux disques Da ou Db. Sans
perte de généralité, on peut supposer que Da ∩ D′c 6= ∅. Soit L la droite passant par qab, q′c
et m et soit D′b le symétrique de Da par rapport à L. Nous avons D
′
b ∩ D′c 6= ∅. Les deux
bords de Da et D′b s’intersectent en deux points, l’un étant qab. En replaçant Db par D
′
b et
Dc par D′c, il est facile de voir que les trois disques Da, Db et Dc vérifient maintenant (i), (ii)
et (iii) et leurs centres forment un triangle isocèle. On peut donc transformer les trois disques
de telle manière qu’après la transformation, ils vérifient en plus (iv). Lorsque c’est le cas, on
a clairement que ‖qc − qab‖ =
√
3− 1.
Preuve du lemme 5.1. Considérons c tel que Bc ∩ Ba ∩ B(o, t) 6= ∅ et Bc ∩ Bb ∩ B(o, t) 6= ∅.
Si x ∈ Bc, alors le lemme est trivialement vrai puisque x ∈ B(x,
√
3− 1)∩B(o, t). Supposons
que x /∈ Bc. Prenons α ∈ Bc ∩Ba ∩B(o, t) et β ∈ Bc ∩Bb ∩B(o, t) et considérons un plan Π
contenant les trois points x, α et β. Ce plan intersecte les quatre boules Ba, Bb, Bc et B(o, t)
en quatre disques que nous notons respectivement Da, Db, Dc et Do ; voir la partie gauche de
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Figure E.2 – Notation pour la preuve du lemme 5.1.
la figure E.2. Les trois disques Da, Db et Do ont une intersection non vide réduite à un point
x. Nous avons α ∈ Dc ∩Da ∩Do 6= ∅, β ∈ Dc ∩Db ∩Do 6= ∅ et x /∈ Dc.
Soit c′ le centre de Dc. Prouvons que x est le point de Da ∩Db le plus proche de c′. Pour
cela, définissons le cône extérieur de Da ∩Do en x comme l’ensemble de points :
Kao(x) = {y ∈ Π | ∀z ∈ Da ∩Do, 〈y − x, z − x〉 ≤ 0}.
De manière équivalente, Kao(x) est l’ensemble des points dont la distance à x est inférieure
ou égale à la distance de n’importe quel autre point de Da ∩Do. Comme x /∈ Dc et α ∈ Dc,
on a que ‖c′ − α‖ ≤ ‖c′ − x‖. Ainsi, α est un point dans l’intersection Da ∩ Do plus proche
de c′ que de x. De manière équivalente, c′ /∈ Kao(x). Similairement, c′ /∈ Kbo(x). Puisque
Kao(x) ∪Kbo(x) ∪Kab(x) = Π, on en déduit que c′ ∈ Kab(x). Autrement dit, x est le point de
Da ∩Db le plus proche de c′.
Ainsi, le lemme E.2 s’applique et montre l’existence d’un point x′ ∈ Dc dans l’enveloppe
convexe de α, β et x tel que x′ ∈ B(x,√3−1). Puisque les trois points α, β et x appartiennent
à B(o, t), il s’ensuit que x′ ∈ B(o, t), ce qui montre le résultat.
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