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Abstract—An effective video surveillance system relies on
detection of suspicious activities. In recent times, there has
been an increasing focus on detecting anomalies in human
behaviour using surveillance cameras as they provide a clue
to preventing breaches in security. Human behaviour can be
termed as suspicious when it is uncommon in occurrence and
deviates from commonly understood behaviour within a particu-
lar context. This work aims to detect regions of interest in video
sequences based on an understanding of uncommon behaviour. A
commonality value is calculated to distinguish between common
and uncommon occurrences. The proposed strategy is validated
by classifying walking path of the people in a shopping mall
corridor. CAVIAR database is used for this purpose. The results
demonstrate the efficacy of the proposed approach in detecting
deviant walking paths.
I. INTRODUCTION
Suspicious behaviour detection is one of the paramount
goals in surveillance systems. However, it is constrained
by human factors which have posed major difficulties for
changing the utilisation of the systems from after-crime-scene
tools to the forefront crime-fighting tools. One of the factors
is that human operators have fatigue limits when observing
several monitoring screens for prolonged periods of time [1].
When this is reached monitoring performance on surveillance
areas will be degraded. Another factor is that there is a
limitation in the number of monitors that a human operator can
manage at the same time. This would add more complexity
in large-scale surveillance systems having many cameras with
a limited number of security staff. Therefore, an automatic
process detecting suspicious behaviour is a necessity.
In order to devise such an automatic process, there are
many issues that need to be solved. Initially, we need to
understand what constitute suspicious behaviour. As reported
in [2], the notion of suspiciousness is different from one person
to another. For example, a security officer may feel suspicious
when observing a group of people walking in the late of night.
This feeling would probably be raised by a gut feeling of the
person. So, in other words, the term suspicious is subjective.
Furthermore, the notion is also bound under the context in
which the behaviour occurs [3], [4]. A behaviour could be seen
as normal behaviour in one context whilst in other contexts it
is labeled as suspicious. One of the solutions to this problem
is to relate the problem to uncommon behaviour detection.
Uncommon behaviour is not subjective. It is, however,
context-sensitive. For example, running could be uncommon
in one scenario, whilst it is common in other scenarios.
Therefore, contextual information is important.
In computer vision, the area of human behaviour under-
standing has been a long studied problem [5], but it still lacks
maturity. Current research has mostly focused on understand-
ing simple actions such as hand gestures, motion and gait.
Only a small body of literature is devoted to more complex
actions [5].
Recently the area of uncommon behaviour in which the
terms are used differently (e.g. unusual, abnormal, rare be-
haviours/events) has attracted attention in computer vision [6].
A number of approaches have been proposed to address the
challenges partially [6]–[14]. However, the problem remains
unsolved.
Some of these approaches are specifically designed for a
particular context [11], [12]. In these works, there are some
assumptions which do not exist in other contexts. For example,
it is assumed that the cameras are distant from the object of
interest. So, it is not easy if these approaches are applied in
other contexts.
In [6]–[10], [13], they attempted to detect uncommon be-
haviour by initially defining what common is. Nevertheless,
these works still need an a priori knowledge from the expert
in advanced. For example, most of the them require a number
of behaviour classes to be defined at the beginning. Although
there are some approaches using methods that will redefine
the number of cluster class [6], [7], they, mistakenly set the
starting number of behaviour class which could lead to a high
false negative rate. So, the need of a priori knowledge in
advance narrows down the applicability of the approaches in
other contexts.
Furthermore, most of the approaches do not explain the
context. The notion is indirectly defined when they defined
the problem being addressed and the solution.
This work attempts to give a clear view on the context
notion, because knowing the context could give a clue to the
strategy in detecting suspicious behaviour. Hence, This work
proposes a context-based approach which gives a theoretical
foundation to the strategies in detecting suspicious behaviour
by using surveillance systems. Moreover, it also proposes a
suitable method for clustering behaviour automatically without
using prior knowledge from the expert.
The paper is organised as follows. The unique context-based
framework for detecting suspicious behaviour is explained ini-
tially. In section three, we applied the framework in the context
of shopping mall. Experiments and results are presented in
section four. Finally, we conclude with observations from the
results and outline the scope of future work.
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II. SUSPICIOUS BEHAVIOUR DETECTION FRAMEWORK
A behaviour, can only be best understood under the context
where it occurs [3]. In other words, any behaviour is context
sensitive. Hence, suspicious behaviour, a subset of human
behaviour, is context sensitive as well. In addition, each person
also has a different notion about suspicious behaviour. So, it
is impossible to give a generic definition. On the contrary,
the notion of uncommon behaviour is relatively the same in
every situation. This is because uncommon behaviour can
be measured objectively. The next paragraph describes the
relationship between uncommon and suspicious behaviour.
By describing what is uncommon does not not always lead
to suspicious behaviour. As depicted in (1) an uncommon
behaviour is not always suspicious. But, any suspicious be-
haviour is always uncommon. This relationship is very useful
because by defining what is uncommon, we are assured that
the system will not have a false negative rate (e.g. the failure
of the system to detect a particular suspicious behaviour). The
other benefit is, a behaviour can be compared with the others
in terms of its commonality. In other words, we can say that
a particular behaviour is less common than the others. This
relationship is also confirmed in [6].
Suspicious→ Uncommon (1)
This relationship makes it possible to alleviate the subjec-
tivity in the notion of suspicious behaviour. In addition, by
using this relationship we are assured that the system will
not have false negative rate (e.g. the failure of the system
to detect a particular suspicious behaviour). The other benefit
is, a behaviour can be compared with the others in terms of
its commonality. In other words, we can say that a particular
behaviour is less common than the others. However, the
context is still bound in the uncommon behaviour notion. So
in this context-based approach, context should be defined first
before detecting uncommon behaviour.
A. Defining context
Human behaviour is difficult to model as no one can predict
a person’s behaviour at a given time. But, if we consider a
public place, there is a set of rules which governs the overall
behaviour of the people within that space. This set of rules
constitute a context [14], [15]. For example, each individual
has a different walking path. However, this walking path would
be similar to others using the same shared space such as a
railway platforms.
In this work, we define context as a physical environment
with its function together with the rules and constraints
bounded in that environment where surveillance cameras are
deployed. From this definition, there are three main compo-
nents collectively building a context. The first component is
physical environment parameters such as illumination, bright-
ness, and distance between cameras and objects of interest.
The second component is the physical arrangement that makes
a place functions as it was designated. The last component is
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Fig. 1: Context-based approach of suspicious behaviour detec-
tion framework
Physical environment parameters and physical arrangement
information are fed into the system in both a direct and indirect
way. For example, the camera angle can be measured when
the camera is actually deployed; a small survey could be
conducted to get a general idea about behaviours that may
possible occur (e.g. if it is impossible to see people carrying
bags, therefore bag features are not used in the system).
As to the rules and constraints component, there is a
possibility that the system can learn from it automatically
based on the observed behaviours. Actually some rules and
constraints can be defined at the beginning, however only
relying on defined rules and constraints will lead into a security
breach. This is because it is impossible to have a set of rules
and constraints describing all possible behaviours within a
context. In addition, most surveillance areas don’t have well-
defined rules and constraints [6].
The context-based approach framework in detecting suspi-
cious behaviour is given in Fig.1. As we can see from this
diagram, the context information is partly fed into the system
at the beginning. After that, the system will learn the rules
and constraints automatically. In parallel with that process, it
also assesses an observed behaviour whether it is uncommon
or not based on current context information.
This context-based approach may be suitable for any kinds
of context. However, in this work, we apply the approach on
the problem of detecting deviant walking path in the context
of a shopping mall corridor. Since the dataset provides the
ground truth which gives locations of object of interest in
each frame, we do not have to supply physical environment
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parameters to the system. In addition, in solving the problem,
we only consider rules and constraints component (i.e. make
the system learns rules and constraint automatically). As we
can see on the analysis that physical arrangement information
is also important and has a role in determining the system
performance.
III. MODELING COMMON WALKING PATH
Trajectory is one of the popular features in behavioural
analysis on surveillance systems. This is because its easiness
to extract and is able to describe various behaviours. It is easy
to extract because once a moving object has been detected,
its trajectory can be extracted by simply tracking the object’s
centroid. In addition, most of the behaviours related to global
motion of an object such as running, walking and loitering can
be described by using the object trajectory.
In this work, we choose walking path trajectories to show
that the efficacy of the model in detecting uncommon be-
haviour. Initially, the extracted trajectories are clustered by
using modified leader-and-follower clustering algorithm based
on a particular similarity function. Commonality value on each
trajectory class is then calculated. These values form a part of
contextual information such as how common a behaviour pat-
tern appears in that context. From this contextual information
,the system is able to learn rules and constrains bound in the
context. Finally, the uncommon behaviour detection is done
by applying an arbitrarily chosen threshold value.
Initially, we define trajectory i (Tri) as a group of n points
p.
Tri = {p1, p2...pn} (2)
A. Similarity function
It is imperative to have a similarity function measuring be-
tween two instances of trajectory. This is because trajectories
have time-series aspect. One of the important requirements in
handling time-series data is able to deal with different length
of time-series [9].
Procrustes analysis used in [11] is able to measure the
dissimilarity between two shapes. Assuming that trajectories
as a kind of shape, this analysis can be applied to measure
dissimilarity between two trajectories. Nevertheless this anal-
ysis needs some landmarks to be set manually rendering this
approach not feasible for this work.
Some approaches proposed to use (Hidden Markov Model
based) HMM-based distance [6], [16]. An HMM model is
trained on each extracted trajectory. The dissimilarity can be
calculated by calculating the likelihood of each trajectory on
other trajectory’s HMM models. These approaches are very
computational expensive since they require an HMM model
trained on each extracted trajectory.
Perhaps Dynamic Time Warping (DTW) measurement is
one of the most suitable measurement. It was designated to
measure two instances of time-series data having different
length [17]. Nevertheless, this needs to transform the features
into one dimensional temporal function.
Inspired with the work in [18], we use Hausdorff distance
for measuring similarities between two trajectories. Another
reason is because it is able to handle two instances of
trajectories having different cardinality. Hausdorff distance is
described as follows.
D(Ti, Tj) = max{d(Ti, Tj), d(Tj , Ti)} (3)
Where, d(Ti, Tj) = maxa∈Ti maxb∈Tj ‖a− b‖
The trajectories are normalised first by using transformation
methods before applying the distance measurement. Inititally,
we calculate trajectory centre by calculating its centre of mass
which is defined in (4). A simple geometry translation is then






B. Clustering walking path
As noted in [19], it is possible that two instances of the same
behaviour pattern have differences. For example, a person
could walk in many different walking styles. In that case
those different walking styles should be clustered into the same
behaviour pattern class (i.e. walking). Furthermore, clustering
process is needed because the clusters will be the base on
which commonality value is calculated.
Perhaps, the most challenging task in this work is to cluster
the trajectories. There are several issues that need to be
addressed in the algorithm. First, the algorithm should be
an online clustering algorithm. Second, it should not suffer
from stability/plasticity dilemma [20]. Finally, it should able
to determine automatically the spread threshold which decides
whether a new data has to be put in a new cluster or an existing
one.
In order to deal with the second requirement, it is imperative
to use local criterion which only utilises local similarity
measurement instead of using global data description such
as means of the clusters which leads to stability/plasticity
dilemma.
In [9], spectral clustering algorithm is utilised. To cluster
data into k subsets, it computes the k largest k eigenvectors of
the normalised Laplacian matrix. This method is suitable be-
cause it only requires pairwise distance of data. The challenge
in this approach is that class of behaviour cannot be predicted.
In their work Biliotti et al [21] use agglomerative approach
to cluster the trajectories. Nevertheless, there is a need to
overestimate of number of cluster in advance. Having an
underestimate number will give a high false acceptance.
To achieve aforementioned criteria, we adopted and modi-
fied a classic algorithm called leader-follower clustering algo-
rithm [20]. We adopted this approach because this is an online
clustering algorithm which does not have stability/plasticity
dilemma. In addition, we extended this method so that it is
able to set the threshold dynamically.
Let W be a set of current clusters, Lv be the average value
of calculated affinity matrix, Lvwi be the average distance
value in cluster i. We define the algorithm as follows.
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5: for x˙ ∈ the rest of x do
6: L← minW˙∈W (distance(x˙, W˙ ))
7: i← argminW˙∈W (distance(x˙, W˙ ))
8: if ((count(Wi) = 1 AND L <




11: new W ∈W
12: x˙ ∈ new W
13: end if
14: end for
The first step in this algorithm is to construct affinity matrix
based on the chosen similarity function on a small training
set. The next step is to calculate the Lv based on calculated
affinity matrix. After that, we put the first instance of data (i.e
trajectory in this case) into a new cluster W1. Given a new
instance of data x˙, we select Wi that the distance between
this cluster and x˙ to be minimum. The distance between x˙
and Wi is calculated by taking the distance between x˙ and
the class representation of Wi. Then, we decide whether x˙
is put under Wi or under a new cluster based on statistical
assumption. We use an assumption used in [20] saying that a
data needs to be put under a new cluster when the distance
to the current clusters is statistically big enough (i.e. twice as
large). In addition, instead of using Lvw, Lv is used as the
parameter when the cluster has only one member. When it is
decided to create a new cluster, then x˙ is chosen as the class
representation.
The algorithm above guarantees that there is no reorganisa-
tion of the clusters when a new data is introduced. Instead, it
will either put the new data under a new cluster or the existing
one. This is important to alleviate stability/plasticity dilemma.
Furthermore, the algorithm adapts the threshold automatically
based on the given data.
The algorithm, however, still has some issues. One of
them is that instead of approximating the class representation
on each cluster, it just merely takes the first data as the
representation. Consequently, the approach relies heavily on
the similarity function. Nevertheless, as we can see in the
experiment, the algorithm is fairly able to cluster trajectories
from the datasets.
C. Detecting uncommon walking path
After the trajectories have been clustered, we should be
able to determine the level of commonality of a trajectory.
First a commonality value on each cluster is calculated. The
commonality value can be in form of frequency or entropy.
In this work we chose to use the simplest one (i.e. relative
frequency). Secondly, a newly given trajectory is fed into
the clustering algorithm to determine the cluster class and
commonality value.
As defined belows, we assign commonality value on a





Where N is the total number of observed behaviour,
count(Wx) is the number of trajectories within cluster W
where trajectory x resides.
We are also able to determine whether a trajectory is uncom-
mon or not by applying a threshold on its commonality value.
The rule of detecting uncommon walking path is depicted on
(6).
Defining threshold value is crucial to the success of the
system. Based on our observations, there are many options
for doing this. One of them is to assume an a priori value.
Another option is to choose a particular common behaviour as
the benchmark. In this study we assumed an arbitrary value
as the threshold to demonstrate the model.
f(x,Wx) < Th→ uncommon (6)
Where f is a function to calculate commonality value, x is
the instance of behaviour, Wx is the cluster where x resides.
IV. EXPERIMENTS AND RESULTS
In this work, we did several experiments to test whether the
concept can be used to detect less common behaviour. We used
CAVIAR 1 datasets which are available publicly. One of the
context provided by this datasets is a shopping centre corridor.
This benchmark datasets contains 26 video sequences. Each
of them has specific scenarios (e.g. a sequence where there
are two people cross paths at the entrance of a store, and
couple walking on the corridor). In the experiments we did
not consider the designated scenarios. Instead, we did analysis
in a holistic manner on how people in this context behave in
terms of their walking path.
Fig.3 depicts an image sequence from the datasets. In this
experiment we did not make any attempt to do other lower
level processes such as background subtraction, and tracking
to extract the trajectories. However, based on the available
ground truth in the datasets, we traced the people’s positions
in each image sequence. A person’s trajectory is formed up
from these coordinates.
Initially, we tested how the proposed clustering algorithm
was performing. The 252 trajectories extracted from 26
datasets were fed in to the algorithm. As a training set, we
chose the first dataset consisting 17 trajectories. From this
experiment, the trajectories were clustered into 8 clusters.
Fig.4 shows the clusters with their trajectories. The reason
why we chose the first dataset is because it shares similar
statistical information to this context. Mistakenly choosing a
dataset which does not capture the context will lead to errors
in the cluster results.
Fig.4 shows that the trajectories are well clustered. Fig.4a,
4b, and 4d depict trajectories along the corridor with different
1Datasets are available on http://homepages.inf.ed.ac.uk/rbf/CAVIAR/
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(a) (b)
Fig. 3: (a) an image sequence from CAVIAR database, (b) the same image sequence with ground truth
Fig. 2: Number of trajectories in each cluster
length. Trajectories in Fig.4c are trajectories crossing the corri-
dor. Fig.4g includes zig-zag trajectories. Finally, the remainder
of clusters include other variations. These clusters represent
kinds of behaviour which were observed in the context. Hence
indirectly, they describe some contextual information.
If we observe carefully, in this context, people tend to
walk either along the corridor or crossing it. This is shown
in histogram depicted in Fig.2. Over 60 % of the trajectories
fall either under cluster class 1, class 2, or class 4. In addition,
cluster class 3 has around 21 % of the observed trajectories.
There is an interesting finding in this result. A careful
observation found that the algorithm grouped back-and-forth
trajectories in one cluster (i.e. cluster class 5), as well as zig-
zag-like trajectories in cluster 7. Furthermore, compared with
the total observed trajectories, these clusters only have 13 %
of the total observed trajectories. Knowing that the number of
these trajectories are not as big compared with the other groups
(i.e. walking along or crossing the corridor) is very important
as immediately we are able to know that these patterns are
less common within this context.
Table I also confirms from the observation. The first five
clusters are far more common than the rest. Furthermore,
based on this information we can entail that back-and-forth be-
haviours are more common than zig-zag-like walk behaviours.
This is consistent with the real world shopping mall scenarios.
It is very rare to find drunken people walking in the shopping
mall during the day. Whilst, people may walk back-and-forth
TABLE I: Commonality value on each cluster class









when deciding whether to enter a shop or just waiting for
somebody.
To give a preliminary suggestion that suspicious behaviour
is a subset of suspicious behaviour, we need to show that every
suspicious behaviour is uncommon. Since the datasets only
covers a range of usual situations, we defined some artificial
trajectories simulating some behaviours. Some of these could
be considered as suspicious in the context of shopping mall. In
this experiment, two kinds of behaviours were used. They are
drunken behaviours which commonly are depicted as zig-zag-
like trajectories and loitering behaviours which are commonly
depicted as random-shaped trajectories. Fig.5 illustrates the
artificial trajectories. These trajectories are then fed into the
clustering algorithm, to determine which cluster class it be-
longs. After that, a commonality value is assigned on each
trajectory based on its cluster class commonality value.
To flag an uncommon behaviour, we arbitrarily set the Th
to 0.080. We chose this value because as can be seen in table
I this value divides the cluster classes into two groups (i.e.
the first five groups and the last three groups). This heuristic
method, however, will not be very effective when dealing with
the real life situation.
Defining threshold value is crucial to the success of the
system. Based on our observations, there are many options
for doing this. One of them is to assume an a priori value.
Another option is to choose a particular common behaviour as
the benchmark. In this study we assumed an arbitrary value
as the threshold to demonstrate the model.
Table II depicts the classification result. As we can see,
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(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 4: Clusters generated from the experiment
(a) (b) (c) (d) (e)
Fig. 5: Artificial trajectories. (a) normal trajectory (b) a drunken person’s trajectory (c) a drunken person crossing the corridor
trajectoy (d) a loitering behaviour trajectory (e) another loitering behaviour trajectory
trajectory (a) is classified into cluster class 4. In the case of
drunken behaviour, the trajectories were classified into a new
cluster and cluster class 6. This suggests the uncommonality
property of suspicious behaviour. In fact, in [6], it is also
mentioned that rarity is one of the properties.
An interesting finding is that loitering behaviours are clus-
tered into clusters having high commonality value. One of
them is classified into cluster class 5 which also groups back-
and-forth behaviours. The other is classified into the same
cluster as trajectory (a).
There are two reasons that may explain the finding. First,
back-and-forth behaviours could also be interpreted as short
loitering behaviours. Also, as discussed, in this situation it is
common to see some people do this behaviour. Nevertheless,
in the case of trajectory (d) which is classified into the
same cluster as trajectory (a), it would probably due to the
limitation of the similarity function which is not able to capture
the properties of loitering behaviour. In order to overcome
this problem we could use other similarity function or use
more features that are able to capture the loitering behaviour
properties (e.g. the walking direction). So it is safe to say that
the system performance on capturing behaviour also depends
on the available features.
V. CONCLUSIONS
The future video surveillance systems would be able to de-
tect suspicious human behaviour based only on the information
TABLE II: Result on each artifical trajectory
Trajectory Cluster class Commonality value Flag
a 4 0.148 Common
b new cluster ≈ 0 Uncommon
c 6 0.003 Uncommon
d 4 0.148 Common
e 5 0.102 Common
present in video feeds. This work is a step in that direction
as we have tried to distinguish the behaviour into different
classes based on observation within the current context. A
clustering algorithm was devised to cluster behaviours into
classes. Common and uncommon behaviour were studied
based on behavour clusters and a commonality measurement
was devised to segment the two classes. Suspicious behaviour
is then considered as a subset of uncommon behaviour. This
strategy was applied to detect walking paths which deviate
from the common ones. The experiments give some pre-
liminary suggestions validating our assumption that by flag-
ging uncommon behaviour it is possible to detect suspicious
behaviour. In addition, the experiment suggested that the
clustering algorithm is suitable for this problem domain as it
does not require a priori knowledge from the expert as well as
splitting threshold value. Furthermore, contextual information
was shown to be effective in deciding which features need to
be used in a particular surveillance systems. We also found that
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the ability of surveillance systems in understanding humans
behaviour depends on what features the systems can extract
from the video feed.
At this stage, we are conducting a series of experiments to
capture human behaviour on different levels of detail. This will
help us in devising a context-based approach framework for
detecting suspicious behaviour on smart surveillance systems.
Finally, it is interesting to compare the performance of the
proposed clustering algorithm with others. We are also con-
ducting some experiments to make some comparisons with
other algorithms.
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