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JOHNSON HOMOMORPHISMS
RICHARD HAIN
Dedicated to the memory of Dennis Johnson
Abstract. Torelli groups are subgroups of mapping class groups that consist
of those diffeomorphism classes that act trivially on the homology of the associ-
ated closed surface. The Johnson homomorphism, defined by Dennis Johnson,
and its generalization, defined by S. Morita, are tools for understanding Torelli
groups. This paper surveys work on generalized Johnson homomorphisms and
tools for studying them. The goal is to unite several related threads in the
literature and to clarify existing results and relationships among them using
Hodge theory. We survey the work of Alekseev, Kawazumi, Kuno and Naef
on the Goldman–Turaev Lie bialgebra, and the work of various authors on co-
homological methods for determining the stable image of generalized Johnson
homomorphisms. Various open problems and conjectures are included.
Even though the Johnson homomorphisms were originally defined and stud-
ied by topologists, they are important in understanding arithmetic properties
of mapping class groups and moduli spaces of curves. We define arithmetic
Johnson homomorphisms, which extend the generalized Johnson homomor-
phisms, and explain how the Turaev cobracket constrains their images.
1. Introduction
The Johnson homomorphism was defined by Dennis Johnson in [46], extending
earlier work of Papakyriakopoulos [71] and Sullivan [78]. It is a surjective group
homomorphism
(1) τ : TS,∂S → Λ
3H1(S;Z),
where S is a surface of genus > 1 with one boundary component and TS,∂S is the
Torelli subgroup of the mapping class group
ΓS,∂S := π0Diff
+(S, ∂S)
that consists of isotopy classes of orientation preserving diffeomorphisms of S that
fix ∂S pointwise. Johnson showed (remarkably) in [48] that TS,∂S is finitely gener-
ated when g ≥ 3 and in [50] that the kernel of the induced surjection
(2) τ : H1(TS,∂S)→ Λ
3H1(S;Z)
is a finite group of exponent 2.
Understanding Torelli groups is of fundamental importance in geometric topol-
ogy (because of their relation to homology spheres), algebraic geometry (as they
measure the difference between the moduli space Mg of genus g curves and the
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moduli space Ag of principally polarized abelian g-folds and thus encode non-trivial
information about the geometry of algebraic curves), and arithmetic geometry (be-
cause the stacks Mg and Ag are defined over Z and have everywhere good reduc-
tion).
In order to probe deeper into the Torelli groups, Johnson [47] proposed investi-
gating generalizations of the homomorphism (1).1 One starts with the descending
central filtration
TS,∂S = J
1TS,∂S ⊃ J
2TS,∂S ⊃ J
3TS,∂S ⊃ · · ·
of TS,∂S, where
JkTS,∂S := ker
{
TS,∂S → Aut
(
π1(S, x)/L
k+1π1(S, x)
)}
,
x ∈ ∂S, and LkG denotes the kth term of the lower central series (LCS) of a group
G. The higher Johnson homomorphisms2 are injective maps
(3) τk : Gr
k
J TS,∂S →֒ HomZ
(
H1(S),Gr
k+1
L π1(S, x)
)
.
Morita [63] determined a constraint on their images. Each τk is invariant under
the natural action of the symplectic group Spg(Z) on its source and target. The
associated graded
Gr•J TS,∂S :=
⊕
k≥0
GrkJ TS,∂S :=
⊕
k≥0
JkTS,∂S/J
k+1TS,∂S
is a graded Lie algebra over Z and the higher Johnson homomorphisms comprise a
Lie algebra homomorphism into DerGr•L π1(S, x).
The kernel of the Johnson homomorphism (1) is J2TS,∂S and is called the John-
son subgroup of the Torelli group. Johnson showed [49] that it is generated by Dehn
twists on separating simple closed curves for all g ≥ 2. The conventional wisdom,
inspired by Mess’s proof [62] that the Torelli group in genus 2 is a countably gen-
erated free group, was that J2TS,∂S should have infinite first Betti number. Dimca
and Papadima [19], using Hodge theory, defied this conventional wisdom by prov-
ing that H1(J
2TS,∂S;Q) is finite dimensional for all g ≥ 4.
3 More recently, Ershov
and He [23] have shown that J2TS,∂S is finitely generated when g ≥ 12 and, more
generally, that any subgroup of TS,∂S that contains L
kTS,∂S has finitely generated
abelianization for all g ≥ 8k − 4.4
These results illustrate one of the main themes of this paper, discussed in detail in
Section 15. Namely that, as the genus increases, each quotient TS,∂S/J
k+1 becomes
more regular in the sense that each GrkJ TS,∂S ⊗ Q stabilizes in the representation
ring of the symplectic group. The larger k, the longer it takes for this quotient to
stabilize as a representation.
1These had been defined previously for automorphisms of free groups by Andreadakis [4].
2Here and subsequently GrmL π1(S, x) denotes the mth graded quotient L
mπ1(S, x)/Lm+1 of
the LCS.
3Whether or not the first Betti number of the genus 3 Johnson subgroup is finite is still
unresolved.
4These results have been improved by Church, Ershov and Putman in [10] where they show
that LkTS,∂S is finitely generated when g ≥ 4 and g ≥ 2k − 1.
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1.1. From graded to filtered. Traditionally, the generalized Johnson homomor-
phism is a homomorphism of graded Lie algebras. However, it is more natural to
work with filtered Lie algebras and to pass to the associated graded Lie algebras
only when necessary. These filtered Lie algebras are obtained by replacing π1(S, x)
by its unipotent completion (also called Malcev completion) and the mapping class
group ΓS,∂S by its relative unipotent completion.
5 These are proalgebraic groups
over Q. This is the approach taken in [31].
The Lie algebra p(S, x) of the unipotent completion of π1(S, x) is a free pronilpo-
tent Lie algebra. There is a canonical isomorphism[
Gr•L π1(S, x)
]
⊗Q ∼= L(H)
of the associated graded of the LCS of π1(S, x) (tensored with Q) with the free Lie
algebra on H := H1(S;Q). The Lie algebra of the relative completion of ΓS,∂S is
an extension
0→ uS,∂S → gS,∂S → sp(H)→ 0
where sp(H) is the Lie algebra of the symplectic group of H1(S). The geometric
Johnson homomorphism is the homomorphism
(4) τS,∂S : gS,∂S → Der p(S, x)
induced by the action of ΓS,∂S on p(S, x). The higher Johnson homomorphisms
τk ⊗ Q are packaged in τS,∂S. They can be recovered from the geometric Johnson
homomorphism by taking graded quotients:(
GrkJ TS,∂S
)
⊗Q ∼= GrkJ uS,∂S
  // Derk Gr
•
L p(S, x) = HomQ
(
H,Grk+1L L(H)
)
.
1.2. The role of Hodge theory. Replacing a filtered object, such as TS,∂S, by its
associated graded Gr•J TS,∂S typically results in a significant loss of information as
the associated graded functor is rarely exact. However, many topological invariants
of complex algebraic varieties possess a canonical weight filtration that has good
exactness properties. Weight filtrations are part of a mixed Hodge structure (MHS)
on the invariant. For every MHS V , there is a natural isomorphism
V ∼=
⊕
k∈Z
GrWk V
that is preserved by morphisms of MHS.6 A primary theme of this paper is that
Hodge theory is a powerful tool for studying Johnson homomorphisms. A brief
review of Hodge theory is given in Section 6.
In the current context, invariants such as p(S, x) and gS,∂S carry a natural MHS
(once one has fixed an algebraic structure on S). Their weight filtrations satisfy
W−kp(S, x) = L
kp(S, x) and W−kgS,∂S = L
kgS,∂S
The Johnson homomorphism is a morphism of MHS.7 Moreover, there are natural
isomorphisms of each with its associated weight graded Lie algebra so that the
5The basics of relative unipotent completion are recalled in Section 5.
6The direct sum is replaced by a direct product if V is a pro-MHS, such as gS,∂S or p(S, x).
7When S has more than one puncture or boundary component, the weight filtration is no
longer the lower central series. The weight filtration is the better filtration as it has good exactness
properties, whereas the lower central series does not.
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diagram
gS,∂S
τS,∂S //
≃

Der p
≃
∏
k≥0Gr
W
−k gS,∂S
GrW
•
τS,∂S // DerGrW• p(S, x)
commutes.
1.3. The arithmetic Johnson homomorphism. The category of MHS is equiv-
alent to the category of representations of an affine group over Q. Every MHS is
a representation of this group and morphisms of MHS are equivariant under this
group action.8 In this way, Hodge theory provides hidden symmetries which play a
significant role in the story. In Section 9 we use these extra symmetries to construct
an enlargement ĝS,∂S of the image gS,∂S of gS,∂S in Der p(S, x) and show that the
geometric Johnson homomorphism (4) induces a homomorphism
(5) τˆS,∂S : ĝS,∂S →֒ Der p(S, x)
that we call the arithmetic Johnson homomorphism. The Lie algebra ĝS,∂S also
carries a natural MHS, and thus a weight filtration. The quotient Lie algebra
GrW•
(
ĝS,∂S/gS,∂S
)
is isomorphic to the motivic Lie algebra
L(σ3, σ5, σ7, σ9, . . . )
∧
associated to mixed Tate motives unramified over Z. The proof of this result uses
the proof of the Oda Conjecture by Takao [79] (built on work of Ihara, Matsumoto
and Nakamura) and Brown’s fundamental result [6].
1.4. Bounding the Johnson image. An important open problem is to determine
the “Johnson image”. That is, determine the images of the higher Johnson homo-
morphisms (3) which, by Hodge theory, is equivalent to the problem of determining
the image of the geometric Johnson homomorphism (4). The main results of [31]
imply that, when g ≥ 3, the Johnson image is generated by the image GrW−1 gS,∂S of
the classical Johnson homomorphism. It is equally important to determine the im-
age ĝS,∂S of the the arithmetic Johnson homomorphism (5) and explicit generators
of its associated weight graded.9
The image of the universal and arithmetic Johnson homomorphisms lie in the
Lie subalgebra
Derθ p(S, x) := {D ∈ Der p(S, x) : D(log σ~v) = 0}
of Der p(S, x), where σo is the boundary loop and log σo ∈ p(S, x) is its logarithm.
10
The standard approach to bounding ĝ is to find linear functions on Derθ p(S, x)
(or its associated weight graded) that vanish on gS,∂S . The first such maps were
Morita’s trace maps that were constructed in [63] and have been generalized by
8The action of this group on a MHS is analogous to the action of the Galois group of a number
field K on the profinite topological invariants of varieties defined over K.
9This is the problem of determining the image of the σ2n+1’s mod Gr
W
•
gS,∂S and mod com-
mutators of the σ2m+1’s.
10One can work with the smaller Lie algebra of special derivations. These annihilate θ and are
“inner” on logs of boundary loops.
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Enomoto and Satoh [21] and Conant [11]. The most conceptually appealing meth-
ods for producing such functionals was proposed by Kawazumi and Kuno [56] and
uses the Goldman–Turaev Lie bialgebra.
Briefly, the Goldman–Turaev Lie bialgebra associated to a surface S with a
framing ξ is the free Z module Zλ(S) generated by the set of conjugacy classes
λ(S) of the fundamental group of S. It has a Lie bracket
{ , } : Zλ(S)⊗ Zλ(S)→ Zλ(S)
defined by Goldman [27], which does not require a framing, and a cobracket
δξ : Zλ(S)→ Zλ(S) ⊗ Zλ(S)
which does. A preliminary version of the cobracket was defined by Turaev [81]. We
use a refined version for framed surfaces introduced by Turaev [82] and Alekseev,
Kawazumi, Kuno and Naef [2].
Kawazumi and Kuno introduced the completed Goldman–Turaev Lie bialgebra
Qλ(S)∧ of a framed surface. One important property of it is that for surfaces with
one boundary component, there is an inclusion
Derθ p(S, x) →֒ Qλ(S)∧
of Lie algebras. When S and its framing are algebraic, the bracket and cobracket
are both morphisms of MHS [37, 38]. This allows one to identify each with its
associated weight graded in a way that is compatible with the mapping class group
actions.
One important property of the completed Goldman–Turaev Lie bialgebra is that
the cobracket almost vanishes on the arithmetic Johnson image:
W−2gS,∂S ⊆ ker δξ
and δξ induces an inclusion
H1
(
L(σ3, σ5, . . . )
∧
)
→֒ Qλ(S)∧/ ker δξ → Qλ(S)
∧ ⊗̂Qλ(S)∧.
This last property suggests that the cobracket should be a useful tool for identifying
the images of the σ2n+1’s in Der
θ p(S, x) modulo the geometric derivations gS,∂S
and commutators of the σ2m+1’s, the best one can hope for without specifying (for
example) a pants decomposition of S.
The Goldman–Turaev Lie bialgebra is reviewed in Section 3. Work of Kawazumi
and Kuno on how the Turaev cobracket constrains the image of the Johnson ho-
momorphism is discussed and refined in Section 12.
1.5. Cohomology and the Johnson image. Another approach to computing
the weight graded quotients of the image of the Johnson homomorphism is via
cohomology. As we explain in Section 16, the cohomology of uS,∂S plus its weight
filtration determine the graded quotients of its lower central series.11 The problem
is to compute the cohomology of uS,∂S. A more realistic goal is to compute the
stable cohomology of uS,∂S, which will determine the stable graded quotients of
gS,∂S.
For each Sp(H)-module V , there is a homomorphism
(6)
[
H•(uS,∂S)⊗ V
]Sp(H)
→ H•(ΓS,∂S , V ).
11This method works for any pronilpotent Lie algebra with a MHS with only negative weights,
such as p(S, x).
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The computation [61] of the stable cohomology of mapping class groups by Madsen
and Weiss and a result [57] of Kawazumi and Morita, imply that this map is stably
surjective when V is the trivial representation. Combined with results of Looijenga
[60] and Garoufalidis and Getzler [25],12 one can show that this map is stably
surjective for all V . If one can show that the MHS on the cohomology group
Hm(uS,∂S) is stably pure in the sense that it has weight m when g ≫ 0, then the
homomorphism (6) will be a stable isomorphism. This will give a computation of
the stable value of GrW• gS,∂S and an upper bound for the weight graded quotients
of the Johnson image gS,∂S. Such a “purity” result for H
•(uS,∂S) is closely related
to the question of whether H•(uS,∂S) is (stably) Koszul dual to the enveloping
algebra of uS,∂S.
1.6. Is the Johnson homomorphism motivic? The geometric and arithmetic
Johnson homomorphisms are not just morphisms of MHS, they also have an al-
gebraic de Rham description and are, after tensoring with Qℓ, equivariant with
respect to the natural Galois actions provided suitable base points are used. This
provides strong evidence that they are motivic. One can argue about what this
should mean, but Johnson homomorphisms should be closely related to algebraic
cycles and K-theory. There is considerable evidence that this is the case.
Johnson’s original homomorphism (2) for an algebraic curve C is related to the
Ceresa cycle in its jacobian JacC and also the Gross–Schoen cycle in the 3-fold C3,
[30]. Kawazumi and Morita [57] showed that when V is the trivial coefficient sys-
tem Q, the image of the homomorphism (6) in H•(Mg,1,Q) is its (cohomological)
tautological subring. More recently, Petersen, Tavakol and Yin [74] have defined
for each partition µ of an integer |µ|, the twisted Chow group CH•(Mg,V µ) ofMg.
There is a cycle class map
(7) CHk(Mg,V µ)→ H
2k−|µ|(Mg;Vµ)
where Vµ denotes the variation of Hodge structure of weight −|µ| over Mg that
corresponds to the irreducible Sp(H)-module corresponding to µ. They also define
the twisted tautological subgroups R•(Mg,V µ) of CH
•(Mg,V µ).
The constructions of Petersen, Tavakol and Yin and the construction of Kawazumi
and Morita imply that the image of[
W2k−2|µ|H
2k−|µ|(ug)⊗ Vµ
]Sp(H)
→ H2k−|µ|(Mg;Vµ)
equals the image of Rk(Mg,V µ) ⊗ Q under the cycle map (7). Computations of
Petersen–Tavakol–Yin [74] and of Morita–Sakasai–Suzuki [67] imply that this map
is stably an isomorphism when 2k − |µ| ≤ 6. This suggests that this map is an
isomorphism onto its images in H•(Mg;Vµ) and that there is a deep connection
between ug and tautological algebraic cycles.
Problem 1.1. For each g ≥ 0, construct a Voevodsky motive whose Hodge/Betti
realization is the coordinate ring O(Gg) of Gg. Use this to show that the Johnson
homomorphism is motivic.
This was established in genus 0 by Deligne and Goncharov in [18].
12With corrections by Petersen [73] and alternative proof by Kupers and Randal-Williams [59].
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1.7. The most optimistic landscape. A summary of the most optimistic state-
ments about the Johnson homomorphisms (for surfaces with one boundary com-
ponent) that, in the opinion of the author, have a reasonable chance of being true
are:
(i) The geometric Johnson homomorphism gS,∂S → Der p(S, x) is injective,
at least stably.
(ii) The kernel of the Turaev cobracket
δξ : Qλ(S)
∧ → Qλ(S)∧ ⊗̂Qλ(S)∧
satisfies: (
W−2 ker δξ
)
∩Derθ p(S,~v) =W−2ĝS,∂S.
(iii) The natural map[
H•(uS,∂S)⊗ Vµ
]Sp(H)
→ H•(ΓS,∂S, Vµ)
is stably an isomorphism for each partition µ and the corresponding Spg
module Vµ. Equivalently, for each m ≥ 0, the stable value of H
m(uS,∂S)
is a pure Hodge structure of weight m.
These statements are discussed in much more detail in the body of the paper.
1.8. What is not included. Due to length constraints, we have not covered every
aspect of Johnson homomorphisms. Three notable topics that we have omitted are:
(i) The relationship between derivations of p(S, x) and the homology of outer
automorphisms of free groups that is due to Kontsevich [58]. For an ex-
position, see [12].
(ii) Drinfeld’s prounipotent version GRT of the Grothendieck–Teichmu¨ller
group, [20] and its relation to Johnson homomorphisms.
(iii) Connections to non-commutative Poisson geometry via the Kashiwara–
Vergne problem. See [2] and the references therein.
Other expositions of the Johnson homomorphism and related topics include Morita’s
survey [65].
Acknowledgments: I am especially grateful to Florian Naef, who patiently answered
my questions about his joint work with Alekseev, Kawazumi and Kuno, and to Dan
Petersen for his correspondence regarding the material on the stable cohomology
of relative completion in Section 16. I would like to thank Anton Alekseev, Nariya
Kawazumi, Yusuke Kuno and Shigeyuki Morita for comments on various drafts of
this survey.
2. Topological Setup
Suppose that S is a connected, closed, oriented surface of genus g and that P
and Q are disjoint finite subsets of S. Suppose that ~V is a set {~vq : q ∈ Q} of
non-zero tangent vectors of S, where ~vq ∈ TqS. Set
S = S − (P ∪Q).
We will always assume that S is hyperbolic. That is, that S has negative Euler
characteristic:
2g − 2 + #P +#Q > 0.
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The corresponding mapping class group
ΓS,P+~V := π0(Diff
+(S, P ∪ ~V ))
is the group of isotopy classes of orientation preserving diffeomorphisms of S that
fix P ∪Q pointwise and fix each of the tangent vectors~vq. Up to inner isomorphism,
it depends only on g and the cardinalities n of P and r of ~V . Often we will denote
it by Γg,n+~r. We will refer to the n+ r punctured surface with its tangent vectors
(S, P, ~V ) as a surface of type (g, n + ~r).13 Note that S is hyperbolic if and only
if 2g − 2 + n + r > 0. The definition of ΓS,P+~V applies equally to disconnected
surfaces, each of whose components is hyperbolic. The product of the mapping
class groups of its components is a normal subgroup of finite index.
A complex structure on (S, P, ~V ) is an orientation preserving diffeomorphism
(8) φ : (S, P, ~V )→ (X,Y, ~V ′)
where X is a compact Riemann surface, Y is a finite subset and ~V is a finite set
of non-zero tangent vectors. We will refer to (X,Y, ~V ′) as a complex curve of type
(g, n+ ~r).
There is a moduli space Mg,n+~r of complex curves of type (g, n+ ~r). It will be
viewed as an orbifold. As such, it is the classifying space of Γg,n+~r. The complex
structure φ determines a point in its universal covering (Teichmu¨ller space) and a
canonical isomorphism
φ∗ : ΓS,P+~V
≃
−→ π1(Mg,n+~r, φ).
Note thatMg,n+~r is a (C
∗)r bundle overMg,n+r so that one has a central extension
0→ Zr → Γg,n+~r → Γg,n+r → 1.
Remark 2.1. From a topological point of view, each tangent vector ~v ∈ ~V cor-
responds to a boundary component. This can be seen using real oriented blow
ups. Rotating the tangent vector ~v in TqS corresponds to a Dehn twist about the
corresponding boundary component. See [37, §12.1] for a more detailed discussion.
For each commutative ring A, set
HA := H1(S;A).
The intersection pairing 〈 , 〉 on HA is unimodular. Denote the corresponding
symplectic group (the automorphisms of HA that preserve the intersection pairing)
by Sp(HA). The functor A to Sp(HA) is an affine group that we will denote by
Sp(H). Likewise, we will regard H as the unipotent group with A-rational points
HA.
The action of ΓS,P+~V on S induces an action on H1(S) that preserves the inter-
section pairing. This corresponds to a homomorphism
ρ : ΓS,P+~V → Sp(HZ).
It is well-known to be surjective. The Torelli group of type (g, n+ ~r) is its kernel:
Tg,n+~r = TS,P+~V := kerρ.
13Sometimes we will be less formal, and refer to (S, ~V ) as a surface of type (g, n+ ~r).
JOHNSON HOMOMORPHISMS 9
For each ~v ∈ ~V , one has the fundamental group π1(S,~v).
14 The mapping class
group action induces an injective homomorphism
ΓS,P+~V →֒ Autπ1(S,~v).
Its image lies in the subgroup of automorphisms that fix the “boundary loop” σo
that corresponds to rotating ~v once about its anchor point q in the positive direction.
(Equivalently, traversing the corresponding boundary loop once.)
In this paper, we are primarily interested in the case where (g, n + ~r) = (g,~1),
where S is a surface of genus g ≥ 1 with one “boundary component”.
3. The Goldman–Turaev Lie bialgebra
Suppose that k is a commutative ring. Denote the set of free homotopy classes
of maps S1 → S in the surface S by λ(S) and the free k-module it generates by
kλ(S). The set λ(S) is the set of conjugacy classes of π1(S, x) and kλ(S) can be
described algebraically as the “cyclic quotient”
|kπ1(S, x)| := kπ1(S, x)/
〈
uv − vu : u, v ∈ kπ1(S, x)
〉
of the group algebra. Note that 〈uv− vu : u, v ∈ kπ1(S, x)〉 is the subspace spanned
by the commutators uv − vu. It is not an ideal.
Denote the augmentation ideal of kπ1(S, x) by Ik. The decomposition kπ1(S, x) =
k⊕ Ik descends to a canonical decomposition
kλ(S) = k⊕ Ikλ(S)
where the copy of k is spanned by the trivial loop.
3.1. The Goldman bracket. Goldman [27] defined a binary operation
{ , } : Zλ(S)⊗ Zλ(S)→ Zλ(S)
giving Zλ(S) the structure of a Lie algebra over Z. Briefly, the bracket of two
oriented loops a and b is defined by choosing transverse, immersed representatives
α and β of the loops, and then defining
{a, b} =
∑
p
ǫp(α, β) [α#pβ]
where the sum is taken over the points p of intersection of α and β, ǫp(α, β) ∈ {±1}
denotes the local intersection number of α and β at p, and where [α#pβ] denotes
the free homotopy class of the oriented loop α#pβ obtained by joining α and β at
p by a simple surgery.
3.2. The Turaev cobracket. Since S is oriented, framings of S correspond to
nowhere vanishing vector fields on S. For each choice of a framing ξ (a vector field)
of S, there is a map
δξ : Zλ(S)→ Zλ(S) ⊗ Zλ(S),
called the Turaev cobracket, that gives Zλ(S) the structure of a Lie coalgebra.15
The value of the cobracket on a loop a ∈ λ(X) is obtained by representing it by an
14This is Deligne’s fundamental group with tangential base point. Using it as a base point is
equivalent to replacing the anchor point q ∈ Q of ~v by a boundary component (via real oriented
blow up) and choosing a base point on the boundary component. See [37, §12.1] for details.
15The axioms of a Lie bialgebra C are obtained by reversing the arrows in the definition of a
Lie algebra. Specifically, the cobracket is skew symmetric, and the dual Jacobi identity holds.
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immersed circle α : S1 → X with transverse self intersections and trivial winding
number relative to ξ. Each double point p of α divides it into two loops based at
p, which we denote by α′p and α
′′
p . Let ǫp = ±1 be the intersection number of the
initial arcs of α′p and α
′′
p . The cobracket of a is then defined by
(9) δξ(a) =
∑
p
ǫp(a
′
p ⊗ a
′′
p − a
′′
p ⊗ a
′
p),
where a′p and a
′′
p are the homotopy classes of α
′
p and α
′′
p , respectively.
The cobracket δξ and the Goldman bracket endow Zλ(S) with the structure of
a Lie bialgebra [82, 56]. This simply means that the cobracket and bracket satisfy
(10) δξ({a, b}) = a · δξ(b)− b · δξ(a)
where the dot denotes the adjoint action of Zλ(S) on Zλ(S)⊗2. This Lie bialgebra
is involutive, as was observed by Chas [9], in the sense that the composition
Zλ(S)
δξ // Zλ(S) ⊗ Zλ(S)
{ , } // Zλ(S)
vanishes.
The reduced cobracket
δ : IZλ(S)→ IZλ(S)⊗ IZλ(S)
is the map induced by composing the restriction of δξ to IZλ(S) with the square of
the projection Zλ(S)→ Iλ(S). It does not depend on the framing ξ. The reduced
cobracket was first defined by Turaev [81] on Zλ(S)/Z ∼= IZλ(S) and lifted to
Zλ(S) for framed surfaces in [82, §18] and [2].
Remark 3.1. Framings of S form a principal homogeneous space under H1(S;Z).16
The definition of the cobracket δξ implies that the corresponding cobrackets also
form a principal homogeneous space underH1(S;Z). Suppose that ξ0 and ξ1 are two
framings of S. Then ξ1− ξ0 = α ∈ H
1(S;Z). Since the reduced cobracket does not
depend on the framing, δξ0 = δξ1 . There is therefore a function fα : Zλ(S)→ Zλ(S)
that depends only on α ∈ H1(S;Z) such that
δξ1 = δξ0 + fα ⊗ 1− 1⊗ fα.
Property (10) implies that fα is a 1-cocycle on Zλ(S):
fα({u, v}) = u · fα(v) − v · fα(u)
that determines α.
3.3. The Kawazumi–Kuno Action. Suppose that ~v′,~v′′ ∈ ~V . Denote the torsor
of homotopy classes of paths in S from ~v′ to ~v′′ by π(S;~v′,~v′′). There is an “action”
κ : Zλ(S)⊗ Zπ(S;~v′,~v′′)→ Zπ(S;~v′,~v′′)
which was defined by Kawazumi and Kuno [54]. The definition is similar to the
definition of the Goldman bracket given above. It is compatible with path multi-
plication
Zπ(S;~v1,~v2)⊗ Zπ(S;~v2,~v3)→ Zπ(S;~v1,~v3) ~v1,~v2,~v3 ∈ ~V
in the sense that
(11) κ(γ ⊗ (bc)) = κ(γ ⊗ b)c+ bκ(γ ⊗ c).
16This is standard. The explanation is recalled at the beginning of Section 4.
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In particular, when ~v′ = ~v′′ = ~v, there is a Lie algebra homomorphism
κ~v : Zλ(S)→ DerZπ(S,~v)
Its image is contained in the Lie subalgebra
Derθ Zπ1(S,~v) := {D ∈ Der
θ Zπ1(S,~v) : D(σo) = 0},
where
Derθ Zπ1(S,~v) := {D ∈ Der
θ Zπ1(S,~v) : D(σo) = 0}
and σo ∈ π1(S,~v) is the loop that corresponds to rotating ~v once in the positive
direction about its anchor point.
3.4. Power operations. For n ∈ Z, the power operation ψn : kπ1(S,~v)→ kπ1(S,~v)
is defined by taking γ ∈ π1(S,~v) to γ
n. Since ∆(γn) = γn ⊗ γn, it follows that the
power operations commute with the coproduct
(12) ∆ ◦ ψn = (ψn ⊗ ψn) ◦∆.
The power map ψn of kπ1(S,~v) descends to a power map
ψn : kλ(S)→ kλ(S),
It would be useful to know how the power operations ψn interact with the bracket
and cobracket. One case where this can be understood is where γ is an an imbedded
circle. In this case
(13) δξ ◦ ψn(γ) = n · rotξ(γ)
(
ψn(γ)⊗ 1− 1⊗ ψn(γ)
)
.
4. Mapping class group orbits of framings and the stabilizer of the
cobracket
In this section we assume, for simplicity, that (S, ~V ) is a surface of type (g,~1)
where g > 0. Similar results hold in general.17 The cobracket δξ depends non-
trivially on the framing ξ and the action of the mapping class group Γg,~1 on Zλ(S)
does not preserve the cobracket. Here we identify the stabilizer of a framing. It
preserves the cobracket.
Since S is oriented, we can (and will) regard its tangent bundle TS as a smooth
complex line bundle. If ξ0 and ξ1 are two framings of S, then ξ1 = fξ0, where
f : S → C∗. Their homotopy classes differ by the homotopy class of f , which is an
element of H1(S;Z) = H1(S;Z).
Since the tangent bundle of S is trivial, there is a short exact sequence
(14) 0→ Z→ H1(T
′S;Z)→ H1(S;Z)→ 0,
where T ′S denotes the set of non-zero tangent vectors of S. Each framing ξ : S →
T ′S of S induces a splitting s(ξ) of this sequence. The difference between two such
splittings is naturally an element of H1(S;Z):
s(ξ1)− s(ξ0) ∈ Hom(H1(S);Z) ∼= H
1(S;Z).
This equals the class of f : S → C∗.
The splitting s(ξ0) induces an isomorphism
H1(T
′S;Z) ∼= H1(S;Z)⊕ Z = HZ ⊕ Z
17For the general case, see [38, §11].
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and an isomorphism of the group of automorphisms of the extension (14) with
Sp(HZ)⋉HZ.
The action of Γg,~1 on S induces an action of it on T
′S that preserves the sequence
(14), and therefore a homomorphism ρ˜ξ0 : Γg,~1 → Sp(HZ) ⋉ HZ. It also induces
a left action on framings. Identify Sp(HZ) with the subgroup of Sp(HZ) ⋉ HZ
consisting of the (φ, u) with u = 0.
Proposition 4.1. When g ≥ 2, the stabilizer of the homotopy class of ξ0 in Γg,~1
is the inverse image of Sp(HZ) under ρ˜ξ0 .
Denote the stabilizer of the homotopy class of ξ by Γξ
g,~1
.
Corollary 4.2. The action of the mapping class group Γg,~1 on Zλ(S) preserves
the Goldman bracket and the stabilizer Γξ
g,~1
preserves the cobracket δξ.
Proposition 4.3. The restriction of ρ˜ξ0 to the Torelli group is the homomorphism
Tg,~1
// H1(Tg,~1)
τ // Λ3HZ
2c // HZ
where τ is Johnson’s homomorphism and c is the Sp(H)-invariant contraction
u ∧ v ∧w 7→ 〈u, v〉w + 〈v, w〉u + 〈w, u〉v.
The restriction of ρ˜ξ0 : H1(Tg,~1)→ HZ to the image of the “point pushing subgroup”
of Tg,~1 is the multiplication by 2g − 2 map HZ → HZ.
Proposition 4.4. When g ≥ 2, the map Γg,~1/Γ
ξ0
g,~1
→ HZ induced by ρ˜ξ0 that takes
the coset of φ to ρ˜ξ0(ξ0) = φ∗ξ0 − ξ0 is injective and has image (g − 1)HZ.
4.1. Orbits of framings. Kawazumi [53] determined the mapping class group
orbits of framings of a surface with finite topology. We recall the classification in
the case of surfaces (S,~v) of type (g,~1), where g ≥ 1 and ~v ∈ TqS. Set S = S−{q}.
For a simple closed curve c on S, let
fξ(c) = 1 + rotξ(c) mod 2 ∈ F2,
where rotξ(c) denotes the winding number of c relative to ξ. The Poincare´–Hopf
Theorem implies that the index (local winding number) of a framing of S at q is
2−2g. This implies that fξ(c) depends only on the homology class of c in H1(S;F2),
so that fξ induces a well define map H1(S;F2)→ F2. It is easily verified to be an
F2-quadratic form. The Arf invariant of ξ is defined to be the Arf invariant
Arf(ξ) :=
g∑
j=1
fξ(aj)fξ(bj)
of fξ, where a1, . . . , ag, b1, . . . , bg is a symplectic basis of HF2 . The Arf invariant is
constant on mapping class group orbits of framings.
Theorem 4.5 (Kawazumi [53]). When g > 1 there there are two Γg,~1 orbits of
framings of S. These are distinguished by their Arf invariants. If g = 1, then two
framings ξ0 and ξ1 are in the same Γ1,~1 orbit if and only if A(ξ0) = A(ξ1), where
A(ξ) = gcd{rotξ(γ) : γ is a non-separating simple closed curve in S}.
This is congruent to 1 + Arf(ξ) mod 2.
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5. Completions
5.1. Unipotent completion. Suppose that π is a discrete group and that k is a
commutative ring. The group algebra kπ is a Hopf algebra with comultiplication
∆ : kπ → kπ⊗kπ induced by taking each γ ∈ π to γ⊗γ. As previously, Ik denotes
the augmentation ideal of kπ. Its powers define a topology on kπ. The I-adic
completion of kπ is
kπ∧ := lim
←−
n
kπ/Ink .
It is a complete Hopf algebra with (completed) coproduct
∆ : kπ∧ → kπ∧ ⊗̂ kπ∧
induced by the coproduct of kπ.
When π is finitely generated, the unipotent completion πun of π is the prounipo-
tent Q-group whose group of k-rational points (where k is a Q-algebra) is the set
of grouplike elements
πun(k) = {u ∈ kπ∧ : ∆u = u⊗ u} ⊂ 1 + I∧k .
Its Lie algebra p is the set
p := {v ∈ Qπ∧ : ∆v = v ⊗ 1 + 1⊗ v} ⊂ I∧Q .
The natural map π → Qπ∧ induces a natural homomorphism π → πun(k).
The exponential and logarithm maps
I∧k
exp --
1 + I∧k
log
jj
are mutually inverse bijections and restrict to a bijection p ⊗ k ∼= πun(k). This
bijection is a group isomorphism if we give p the multiplication given by the Baker–
Campbell–Hausdorff (BCH) formula. It implies that every element of πun(Q) has
a logarithm that lies in p.
The universal enveloping algebra Up is a topological algebra whose I-adic com-
pletion is naturally isomorphic to Qπ∧ and the coordinate ring of πun is the con-
tinuous dual of Qπ:
O(πun) = HomctsQ (Qπ
∧,Q) := lim
−→
n
HomQ(Qπ/I
n,Q).
5.2. The completed Goldman–Turaev Lie bialgebra. Now suppose that (S, P )
is a decorated surface and that k is a Q-algebra. The I-adic topology on kλ(S) is
the quotient topology induced by the quotient map
kπ1(S, x)→ |kπ1(S, x)| = kλ(S).
It does not depend on the choice of base point x ∈ S. Denote the image of Ikk by
Ikkλ(S). The I-adic completion of kλ(S) is
kλ(S)∧ = lim
←−
n
kλ(S)/Inkλ(S).
Kawazumi and Kuno showed in [55] that the Goldman bracket is continuous in the
I-adic topology on kλ(S)∧ and therefore induces a Lie bracket
{ , } : kλ(S)∧ ⊗ kλ(S)∧ → kλ(S)∧.
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They also proved that when S is framed with framing ξ, the cobracket δξ is con-
tinuous so that it induces a cobracket
δξ : kλ(S)
∧ → kλ(S)∧ ⊗̂kλ(S)∧.
Similarly, for a surface (S,~v), Kawazumi and Kuno show that the action
κ : kλ(S)⊗ kπ1(S,~v)→ kπ1(S,~v)
is continuous in the I-adic topology, and therefore induces a continuous map
κˆ : kλ(S)∧ ⊗ kπ1(S,~v)
∧ → kπ1(S,~v)
∧
and a continuous Lie algebra homomorphism
κˆ~v : kλ(S)
∧ → Derθ kπ1(S,~v)
∧.
5.2.1. Relation to the derivation algebra. Denote the Lie algebra of πun1 (S,~v) by
p(S,~v). The Lie algebra
Derθ p(S,~v)
of continuous derivations of p(S,~v) that fix θ := log σo, is the recipient of the
Johnson homomorphism. It is the Lie subalgebra of Derθ Qπ1(S,~v)
∧ consisting of
those derivations of Qπ1(S,~v)
∧ that respect its Hopf algebra structure.
The following is a special case of a result [55, Thm. 6.2.1] of Kawazumi and
Kuno.
Theorem 5.1 (Kawazumi–Kuno). If (S,~v) is a surface of type (g,~1), then the Lie
algebra homomorphism
κˆ~v : Qλ(S)
∧ → Derθ Qπ1(S,~v)
∧.
is surjective and has 1-dimensional kernel, which is spanned by the trivial loop.
This result allows the Turaev cobracket to be lifted to Derθ Qπ1(S,~v)
∧. This is
key to bounding the size of the Johnson image, which we shall explain in Section 12.
5.2.2. A dual PBW-like decomposition of Qλ(S)∧. The Poincare´–Birkhoff–Witt
Theorem implies that the symmetrization map
(15)
∏
n≥0
Symn p(S,~v)→ Qπ1(S,~v)
∧
defined by taking
u1u2 . . . un ∈ Sym
n p(S,~v) to
1
n!
∑
σ∈Σn
uσ(1)uσ(2) . . . uσ(n) ∈ Qπ1(S,~v)
∧
is a complete coalgebra isomorphism. This induces a PBW-like decomposition of
|Qλ(S)∧|. Denote the image of Symn p(S,~v) in Qλ(S)∧ by | Symn p(S,~v)|.
Lemma 5.2. For each k ≥ 1 and n ≥ 0, ψk acts on Sym
n p(S,~v) and | Symn p(S,~v)|
as multiplication by kn.
Proof. Observe that the projection map Qπ1(S,~v)
∧ → Qλ(S)∧ commutes with each
ψk. Since ψk acts on the group-like elements of Qπ1(S,~v)
∧ by the kth-power map,
it acts on p(S,~v) as multiplication by k. Since ψk commutes with the coproduct
(12), and since the PBW isomorphism is a coalgebra isomorphism, it follows by
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induction on n, that the restriction of ψk to Sym
n p(S,~v) is multiplication by kn as
the reduced diagonal
Symn p(S,~v)→
∑
a+b=n
a,b>0
Syma p(S,~v)⊗ Symb p(S,~v)
is injective when n > 1. The second statement follows as the projectionQπ1(S,~v)
∧ →
Qλ(S)∧ commutes with ψk. 
As observed in [37, §8.3], a direct consequence is that Qλ(S)∧ decomposes as
the completed product of the | Symn p(S,~v)|.
Corollary 5.3. The PBW isomorphism (15) descends to a direct product decom-
position
(16) Qλ(S)∧ = |Qπ1(S,~v)
∧| ∼=
∏
n≥0
| Symn p(S,~v)|.
This decomposition does not depend on ~v. 
There is a canonical isomorphism |p(S,~v)| ∼= H1(S;Q) as |[u, v]| = 0 for all
u, v ∈ p(S,~v). When (S,~v) is of type (g,~1) we can say more. The proof is sketched
in subsection 7.4.2.
Proposition 5.4. If g ≥ 1 and (S,~v) is a surface of type (g,~1), then the sub-
space | Sym2 p(S,~v)| of Qλ(S)∧ is a Lie subalgebra and κ~v induces a Lie algebra
isomorphism | Sym2 p(S,~v)| → Derθ p(S,~v).
5.3. Relative unipotent completion. This is a very brief review of relative
unipotent completion of discrete groups, especially of mapping class groups. A
more detailed exposition can be found in [33], and complete results in [31].
Suppose that:
(i) Γ is a discrete group
(ii) k is a field of characteristic zero,
(iii) R is a reductive group over k,
(iv) ρ : Γ→ R(k) is a Zariski dense homomorphism.
The completion of Γ relative to ρ (or the relative completion of Γ) consists of
an affine group18 G over k and a homomorphism ρ˜ : Γ → G(k). The group G is an
extension of R by a prounipotent group:
1→ U → G → R→ 1
where the composition Γ→ G(k)→ R(k) is ρ. These have the property that if
1→ U → G→ R→ 1
is an extension of affine groups over k, where U is prounipotent, and if φ : Γ→ G(k)
is a homomorphism through which ρ factors Γ → G(k) → R(k), then there is a
unique homomorphism of affine groups G → G that commutes with projections to R
such that φ is the composition Γ→ G(k)→ G(k). That is, (G, ρ˜) is an initial object
of a category whose objects are pairs (G,φ) and whose morphisms are appropriately
defined.
Remark 5.5. Several comments are in order:
18Equivalently, a proalgebraic group.
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(i) One can also define relative completion using tannakian categories, as ex-
plained in [42, §10.1].
(ii) The homomorphism ρ˜ : Γ→ G(k) is Zariski dense.
(iii) The prounipotent group U is determined by its Lie algebra.
(iv) When R is trivial, relative completion reduces to unipotent completion.
This is the correct way to define unipotent completion for discrete groups
π with infinite dimensional H1(π;Q). This is relevant as genus 2 Torelli
groups are countably generated [62] and have infinite dimensional abelian-
ization.
5.4. Relative completion of mapping class groups. In this section, we take
k = Q. The group Sp(H) is a reductive Q-group. The completion of Γg,n+~r relative
to the standard homomorphism ρ : Γg,n+~r → Sp(HQ) will be denoted by Gg,n+~r.
Denote its prounipotent radical by Ug,n+~r and the Lie algebras of Gg,n+~r and Ug,n+~r
by gg,n+~r and ug,n+~r. With the help of Hodge theory, we will give presentations of
various gg,n+~r in Section 7.2.
Relative completion is just unipotent completion in in genus 0 as H = 0. The Lie
algebras g0,n+~r are well understood. We recall their presentation in Section 8.0.1.
Theorem 5.6. For all g ≥ 2, H1(ug,n+~r) is finite dimensional, so that ug,n+~r is
finitely (topologically) generated. When g = 1, H1(u1,n+~r) is infinite dimensional,
so that u1,n+~r is not finitely generated.
The genus 1 case is important as it is closely related to classical modular forms.
It will be discussed in more detail in Section 8.0.4.
Since the Torelli group Tg,n+~r is the kernel of ρ, its image in Gg,n+~r(Q) lies
in Ug,n+~r(Q). Since this is prounipotent, the restriction of ρ to the Torelli group
factors through relative completion:
Tg,n+~r → T
un
g,n+~r(Q)→ Ug,n+~r(Q).
Denote the Lie algebra of T ung,n+~r by tg,n+~r.
Theorem 5.7. If g ≥ 2, the homomorphism T ung,n+~r → Ug,n+~r is surjective. When
g ≥ 3, its kernel is a copy of the additive group Ga contained in the center of T
un
g,n+~r,
so that there is a central extension
0→ Q→ tg,n+~r → ug,n+~r → 0.
of pronilpotent Lie algebras. When g = 2, the kernel of T ung,n+~r → Ug,n+~r is infinitely
generated and free when r = n = 0.
Remarks on the proof. I understand this much better than when I first published
a proof of the genus g ≥ 3 case in [29]. In the interests of clarity, and because of
its relevance to the study of Johnson homomorphisms, I will give a brief sketch of
the argument.
The first step is to note that, when g ≥ 2, standard cohomology vanishing
theorems imply that the completion of Sp(HZ) with its inclusion into Sp(HQ) is
just Sp(H). (See Example 3.2 in [33].) The second is to use the fact that relative
completion is right exact [33, Prop. 3.7] to see the sequence
T ung,n+~r → Gg,n+~r → Sp(H)→ 1
is exact. This implies that T ung,n+~r → Ug,n+~r is surjective when g ≥ 2 as every group
is Zariski dense in its unipotent completion.
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Now suppose that g ≥ 3. The next ingredient is to use [29, Prop. 4.13] to see
that the kernel of this map is central and there is an exact sequence
H2(Sp(HZ;Q))→ T
un
g,n+~r → Ug,n+~r → 1.
The proof of this requires that H1(Tg,n+~r;Q) be finite dimensional. This holds
when g ≥ 3 by Johnson’s computation of H1(Tg,~1) in [50] and fails in genus 2 in
view of Mess’s computation [62]. As explained in [29] the injectivity on the left
hand end is equivalent to the non-triviality of the biextension line bundle overMg
associated to the Ceresa cycle C −C− in the jacobian of a smooth projective curve
C of genus g. This follows from a computation of Morita in [64, 5.8]. Another proof
closer to algebraic geometry can be found in [43, Thm. 7].
Mess [62] proved that T2 is a countably generated free groups and H1(T2) is the
free Z module generated by the homology decompositions HZ = A⊕B, where the
restriction of the intersection pairing to A and B are unimodular. This implies that
H1(T2,n+~r) has infinite rank of all n and r. On the other hand, Watanabe [83], using
work of [72], proved that u2 is generated by the irreducible Sp(H) representation
V⊞ that corresponds to the partition [2
2].19 This implies that
H1(u2,n+~r) ∼= V⊞ ⊕H
n+r
Q
as Sp(H)-modules. 
5.5. The geometric Johnson homomorphism. Suppose that (S, P, ~V ) is a sur-
face of type (g, n+~r) and that ~v ∈ ~V . Suppose that ~v ∈ ~V . Denote the Lie algebra
of the unipotent completion of π1(S,~v) by p(S,~v). Since unipotent completion is a
functor, the action of Γg,n+~1 on π1(S,~v) induces a homomorphism
φ~v : Γg,n+~1 → Aut
θ p(S,~v).
The universal mapping property of relative completion implies that this factors
uniquely through a homomorphism
ϕ~v : Gg,n+~1 → Aut
θ p(S,~v)
of affine Q-groups. This induces a Lie algebra homomorphism
(17) dϕ~v : gg,n+~r → Der
θ p(S,~v).
This is the geometric Johnson homomorphism. It factors through gg,n+~r → gg,n+r−1+~1
as the action of Γg,n+~r on π1(S,~v) factors through Γg,n+~r → Γg,n+r−1+~1.
Question 5.8. Suppose that g 6= 1 and that (S,~v) is a surface of type (g,~1). Is the
geometric Johnson homomorphism gg,~1 → Der
θ p(S,~v) injective?
The geometric Johnson homomorphism in not injective when g = 1 as it factors
through the quotient map gMEM
1,~1
→ gMEM
1,~1
, where gMEM
1,~1
is the Lie algebra defined in
[42]. In this case, one can ask if gMEM
1,~1
→ Derθ p(S,~v) is injective.
The geometric Johnson homomorphism factors through the Kawazumi–Kuno
action. This is essentially a result of Kawazumi and Kuno [55, Thm. 5.2.1]. The
version below is formulated and proved in [37, §13].
19This is the highest weight submodule of Sym2 Λ2H.
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Theorem 5.9. There is a Lie algebra homomorphism
ϕ˜ : gg,n+~r → Qλ(S)
∧
that depends only on (S, P ∪ Q), such that for each ~v ∈ ~V the geometric Johnson
homomorphism (17) factors
gg,n+~r
dϕ~v //
ϕ˜

Derθ p(S,~v)

Qλ(S)∧
κˆ~v // Derθ Qπ1(S,~v)∧
.
The main ingredient in the proof is the non-abelian generalization of the classical
Picard–Lefschetz formula due to Kawazumi and Kuno [55, Thm. 5.2.1]. Because of
its beauty and importance, we state and sketch a proof of it in the next section.
Kawazumi and Kuno [56] observed that this provides an upper bound on the
image of the Johnson homomorphism. This will be explained in Section 12.
5.6. The non-abelian Picard–Lefschetz formula. Suppose that (S, P, ~V ) is a
surface of type (g, n + ~r). For each α ∈ λ(S), 1 − α is in IQλ(S), which implies
that for all n ≥ 1,
(1− α)n :=
n∑
j=0
(−1)j
(
n
j
)
ψj(α) ∈ I
nQλ(S).
This implies that any power series in 1−α converges in Qλ(S)∧. In particular, we
can define
logα := −
∞∑
n=1
1
n
(1− α)n ∈ Qλ(S)∧
and its powers, such as
(
logα
)2
:=
∞∑
n=1
∑
j+k=n
j,k>0
1
jk
(1 − α)n ∈ Qλ(S)∧.
Since logα lifts naturally to Qπ1(S,~v)
∧, and since this lift lies in p(S,~v), we see
that (logα)n ∈ | Symn p(S,~v)|.
When α is a simple closed curve (logα)2 has a concrete meaning. Denote by tα ∈
Γg,n+~r the (positive) Dehn twist about α. It does not depend on the orientation of
α. Since tα acts unipotently on H1(S), its image in Gg,n+~r lies in a prounipotent
subgroup. It therefore has a canonical logarithm log tα ∈ gg,n+~r.
Theorem 5.10 (Kawazumi–Kuno [55, Thm. 5.2.1]). For each simple closed curve
α ∈ λ(S) and each ~v ∈ ~V , we have
1
2
κˆ~v
(
(logα)2
)
= dϕ~v(log tα) ∈ Der
θ Qπ1(S,~v)
∧.
For a once punctured surface S, this reduces to the standard Picard–Lefschetz
formula u 7→ u+ 〈α, u〉α for the action of tα on H1(S).
Sketch of Proof. The first step in the proof is to reduce to the case where S is an
annulus [0, 1]× S1, α is its core {1/2}× S1, and u is represented by a path that is
a fiber of the projection of the annulus onto α. This follows from the naturality of
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the Kawazumi–Kuno action under inclusion of surfaces and the derivation property
(11). More precisely, we replace S by a regular neighbourhood N of α and u by
the path γ defined by γ(s) = (s, 1).
Denote the Kawazumi–Kuno action on the paths in N from x0 := (0, 1) to
x1 := (1, 1) by κ. The definition of κ implies that
(18) κ(αn)(γ) = ntnα(γ).
Every power series
Ψ(u) =
∞∑
n=0
an(u− 1)
n ∈ Q[[u− 1]]
in u− 1 can be evaluated on α to obtain an element Ψ(α) ∈ Qλ(N)∧ and on tα to
obtain an element
Ψ(tα) ∈ EndQπ(N ;x0, x1)
∧.
The formula (18) implies that
κ
(
Ψ(α)
)
(γ) = tαΨ
′(tα)(γ).
The result follows by taking
Ψ(u) =
(log u)2
2
:=
( ∞∑
n=1
(−1)n+1
(u − 1)n
n
)2
as it has logarithmic derivative uΨ′(u) = log u. 
5.7. Centralizers. For technical reasons, it is important to understand the cen-
tralizer of a Dehn twist in the relative completion of a surface. Since relative
completion is not, in general, left exact, it is not clear that the centralizer of a
Dehn twist in ΓS is Zariski dense in the stabilizer of the Dehn twist in GS .
Suppose that A is a simple closed curve in S. We allow A to be a boundary
component. Let T be the surface obtained by cutting S open along A. Assume
that each connected component of of S with A removed is hyperbolic. Denote the
Dehn twist on A by tA. Then it is well known [24, Fact 3.8] that the centralizer
Z(tA) of tA in ΓS,∂S is
Z(tA) = {φ ∈ ΓS,∂S : φ(A) = A}.
It is an extension by a finite group of the quotient of ΓT,∂T obtained by identifying
the two Dehn twists on the two boundary components of T that are identified to
obtain S. One can ask whether this holds for relative completion:
Question 5.11. Is the centralizer Z(tA) of tA in ΓS Zariski dense in the centralizer
of the image of tA in GS? In particular, is the center of gg,n+~r spanned by the
logarithms of the Dehn twists on the boundary components?
6. Hodge Theory
Hodge theory provides two important tools for studying the Johnson homomor-
phism. The first is that, once one has established that a map between topological
invariants (such as the Johnson homomorphism, the Goldman bracket, the Turaev
cobracket, . . . ) is a morphism of mixed Hodge structure (MHS), one can replace
it by the induced map on the associated weight graded objects without loss of
(topological) information. The second is that, since the category of (graded po-
larizable) Q mixed Hodge structures is tannakian, every MHS is a module over
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an affine group that we shall denote by π1(MHS), and every morphism of MHS is
π1(MHS)-equivariant. This provides a large hidden group of symmetries that acts
on all invariants once once has chosen a complex structure on (S, P, ~V , ξ).
6.1. Summary of Hodge theory. We will assume the reader is familiar with the
basics of mixed Hodge theory. Minimal background suitable for this discussion, as
well as further references on Hodge theory, can be found in [37, §10].
We will consider (and need) only Q-MHS. A Q-MHS V consists of a finite di-
mensional Q vector space VQ endowed with an increasing weight filtration
0 =WnVQ ⊆ · · · ⊆Wj−1VQ ⊆WjVQ ⊆ · · · ⊆WNVQ = VQ
and a decreasing Hodge filtration
VC = F
aVC ⊇ · · · ⊇ F
pVC ⊇ F
p+1VC ⊇ · · · ⊇ F
bVC = 0
of its complexification VC. These are required to satisfy the condition that, for all
m ∈ Z, the mth weight graded quotient GrWm V of V , whose underlying Q vector
space is
GrWm V :=WmVQ/Wm−1VQ
is a Hodge structure of weight m. This means simply that
GrWm VC =
⊕
p+q=m
(F pGrWm VC) ∩ (F
q
GrWm VC)
where F
q
VC is the conjugate of F
qVC under the action of complex conjugation on
VC. A MHS V is said to be pure of weight m ∈ Z if Gr
W
r V = 0 when r 6= m. A
Hodge structure of weight m is simply a MHS that is pure of weight m.
Morphisms of MHS are weight filtration preserving Q-linear maps of the under-
lying Q-vector spaces which induce Hodge filtration preserving maps after tensoring
with C. The category of MHS is a Q-linear abelian tensor category. This is not
obvious, as the category of filtered vector spaces is not an abelian category.
The key property for us is that, for each m ∈ Z, the functor GrWm from the
category of MHS to VecQ, the category of Q vector spaces, is exact. In particular,
this implies that if φ : V → V ′ is a morphism of MHS, then there are natural
isomorphisms
(19) GrW• kerφ
∼= kerGrW• φ and Gr
W
• imφ
∼= imGrW• φ.
Deligne [15, 16] proved that the cohomology of every complex algebraic variety
has a natural MHS that is functorial with respect to morphisms of varieties. This
was extended to homotopy invariants by Morgan [68] and the author in [28].
Example 6.1. The Hodge structure Q(n) is a pure Hodge structure of weight −2n
and has type (−n,−n). Equivalently, F−nQ(n)C = Q(n)C and F
−n+1 = 0. One
can also define Q(1) = H1(C
∗;Q) and Q(n) = Q(1)⊗n for all n ≥ 0. When n < 0,
one defines Q(n) to be the dual of Q(−n). Mixed Hodge structures whose weight
graded quotients are direct sums of Q(n)’s are called Tate MHSs.
The tensor product of a MHS V with Q(n) is denoted by V (n) and called a Tate
twist of V .
Example 6.2. If X is a compact Riemann surface of genus g > 0, then HQ :=
H1(X ;Q) is pure of weight −1. The intersection pairing
〈 , 〉 : H1(X)⊗H1(X)→ Q(1)
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is a morphism of MHS. Poincare´ duality is an isomorphism of MHS
H1(X)→ H
1(X)⊗Q(1).
6.2. The category MHS. In order to have a good category of mixed Hodge struc-
tures, we need to introduce the notion of a polarized Hodge structure. Polarizations
generalize the Riemann bilinear relation
i
∫
X
ω ∧ ω ≥ 0 with equality if and only if ω = 0
that is satisfied by holomorphic 1-forms ω on a compact Riemann surface X .
In general, a polarization of a Hodge structure V of weight m is a (−1)m-
symmetric bilinear form
Q : VQ ⊗ VQ → Q
that satisfies the Riemann–Hodge bilinear relations
(i) the restriction of Q to V p,m−p ⊗ V s,m−s vanishes except when s = m− p,
where V p,m−p := F pV ∩ Fm−pV ;
(ii) The hermitian form
v ⊗ w¯ 7→ ip−qQ(v, w¯), v, w ∈ V p,q, p+ q = m
is positive definite on each V p,q.
Polarizations Q are non-degenerate.
A polarized Hodge structure is a Hodge structure endowed with a polarization.
From our point of view, the significance of polarizations is that if A is a Hodge sub-
structure of a polarized Hodge structure V , then the restriction of the polarization
to A is non-degenerate (and therefore a polarization) and
V = A⊕ A⊥
as MHS. So polarized Hodge structures are semi-simple objects in the category of
mixed Hodge structures.
More generally, a MHS V is graded polarizable if each of its weight graded quo-
tients GrW• V admits a polarization. All mixed Hodge structures that arise in
geometry are graded polarizable, as are all MHS that occur in this paper. Denote
the category of graded polarizable Q-MHS by MHS.
6.3. Splittings. The category MHS is a Q-linear neutral tannakian category with
fiber functor MHS → VecQ that takes an MHS V to its underlying rational vector
space VQ. There is therefore an affine Q-group
π1(MHS) := π1(MHS, ω) := Aut
⊗ ω
such that (a) every mixed Hodge structure is naturally a π1(MHS)-module and (b)
the category of finite dimensional representations of π1(MHS) is equivalent to MHS,
[15, 17].
For us, the most important aspect of the tannakian picture is that π1(MHS) is
that one has a diagram
1 // UMHS // π1(MHS) // π1(MHS
ss) // 1
Gm
χ
OO
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where UMHS is prounipotent andMHSss denotes the full sub-category ofMHS whose
objects are direct sums of graded polarizable Hodge structures (the semi-simple ob-
jects ofMHS) and where χ is a central cocharacter. The copy of Gm acts on a Hodge
structure V of weight j by χ(t) : v 7→ tjv. The lifts χ˜ : Gm → π1(MHS) of χ form
a torsor (principal homogeneous space) under UMHS, which acts by conjugation.
Since every V in MHS is a π1(MHS)-module, each choice of lift χ˜ makes V into
a Gm module. This determines a natural (not canonical) splitting
VQ ∼= Gr
W
• VQ :=
⊕
m∈Z
GrWm VQ
of the weight filtration of each MHS V that is preserved by morphisms of MHS. A
more detailed explanation can be found in [37, §10].
Finally, the category of all representations of π1(MHS) is equivalent to the cat-
egory ind-MHS. Many objects we consider will be pro-objects of MHS and their
continuous duals will be ind-objects.
7. Hodge Theory and Surface Topology
Here we recall basic results about the existence of MHS on invariants of surface
groups and their mapping class groups. These MHS require the choice of a complex
structure φ : (S, P, ~V ) → (X,Y, ~V ′) on (S, P, ~V ) (as defined in Section 2) and
depend non-trivially on it. The main results are proved in [28], [31], [37], [38].
7.1. Surface groups. Each choice of a complex structure φ : (S, P, ~V )→ (X,Y, ~V ′)
on (S, P, ~V ) determines a canonical pro-MHS on
Qπ1(S,~v)
∧ and p(S,~v).
The pro-MHS on Qπ1(S,~v) descends to a pro-MHS on Qλ(S)
∧. These MHS are
preserved by the product and coproduct of Qπ1(S,~v)
∧ and by the Lie bracket of
p(S,~v).
When S is a surface of type (g, n+ ~r), where n+ ~r ≤ 1, then H1(S) is pure of
weight −1 and the weight filtrations are given by
W−mQπ1(S,~v)
∧ = ImQπ1(S,~v)
∧ and W−mp(S,~v) = L
mp(S,~v),
where Lm denotes the mth term of the lower central series. When S is hyperbolic,
the MHS on each of these invariants depends non-trivially on the complex structure
on (S,~v). In addition
W−mQλ(S)
∧ = ImQλ(S)∧.
All of these MHS are functorial with respect to holomorphic maps.
7.2. Mapping class groups. Each choice of a complex structure φ on (S, P, ~V )
determines a canonical pro-MHS on the Lie algebra gg,n+~r of the relative completion
of the mapping class group Γg,n+~r ∼= π1(Mg,n+~r, φ). It depends non-trivially on φ.
The weight filtration satisfies.
(20) W0gg,n+~r = gg,n+~r, W−1gg,n+~r = ug,n+~r, Gr
W
0 gg,n+~r
∼= sp(H).
The Lie bracket is a morphism of MHS.
For each complex structure φ, and for each ~v ∈ ~V , the geometric Johnson homo-
morphism
gg,n+~r → Der
θ p(S,~v)
is a morphism of MHS.
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When g ≥ 3, the weight filtration of ug,n+~r is its lower central series
W−mug,n+~r = L
mug,n+~r.
This holds for all non-negative n and r. This is not true when g ≤ 2.
When g ≥ 3, there is a natural MHS on tg,n+~r such that the surjection tg,n+~r →
ug,n+~r is a morphism of MHS with kernel Q(1). The weight filtration of tg,n+~r is
its lower central series:
GrW−m tg,n+~r
∼= GrmL tg,n+~r
∼=
(
GrmL Tg,n+~r
)
⊗Q.
7.3. The Goldman–Turaev Lie bialgebra. For each choice of a complex struc-
ture φ on (S, P, ~V ), the Goldman bracket
{ , } : Qλ(S)∧ ⊗Qλ(S)∧ → Qλ(S)∧ ⊗Q(1)
twisted by Q(1) is a morphism of MHS, and, for each ~v ∈ ~V and the (completed)
Kawazumi–Kuno action
(21) κ~v : Qλ(S)
∧ ⊗Q(−1)→ Derθ Qπ1(S,~v)
∧
is also a morphism of MHS. These assertions are proved in [37].
In order for the cobracket of the framed surface (S, ξ) to be a morphism of MHS,
we have to choose a complex structure on (S, ξ). By this we mean a complex
structure
φ : (S, P, ~V )→ (X,Y, ~V ′)
for which φ∗ξ is homotopic to a meromorphic vector field on X that is holomorphic
and nowhere vanishing on X := X − Y .20
When ξ is algebraic, the twisted cobracket
δξ : Qλ(S)
∧ ⊗Q(−1)→ Qλ(S)∧ ⊗̂Qλ(S)∧
is a morphism of MHS. This is proved in [38].
Provided that n + r > 0, there is always a complex structure on (S, P, ~V ) that
admits an algebraic framing. For example, one has the framing y∂/∂x of the genus
g affine hyperelliptic curve
y2 =
2g∏
j=0
(x− aj).
More generally, when g 6= 1, every topological framing ξ is homotopic to a quasi-
algebraic framing. See [38, §9].
Finally, observe that since p(S,~v) is a sub-MHS of Qπ1(S,~v)
∧, each factor
| Symn p(S,~v)| in the PBW decomposition (16) of Qλ(S)∧ is a sub-MHS. This
implies that (16) is also a decomposition of pro-MHS.
20Actually, in order for δξ to be a morphisms of MHS, one need only require that φ∗ξ be
homotopic to a meromorphic section of TX⊗L, the holomorphic tangent bundle of X twisted by
a torsion line bundle L over X. Such framings are called quasi-algebraic in [38].
24 RICHARD HAIN
7.4. Splittings. As explained in Section 6.3, each choice of a lift χ˜ : Gm →
π1(MHS) of the central cocharacter Gm → π1(MHS
ss) determines, for every V
in MHS, an isomorphism
VQ
≃
−→ GrW• VQ =
⊕
m∈Z
GrWm VQ
of the rational vector space underlying V with its associated graded. These iso-
morphisms commute with maps induces by morphisms of MHS and are compatible
with tensor products and duals. This extends verbatim to ind-objects of MHS. For
pro-objects of MHS, each lift χ˜ determines isomorphisms
VQ
≃
−→
(
GrW• VQ
)∧
:=
∏
m∈Z
GrWm VQ
that is natural for morphisms of pro-MHS. In all cases, the effect of a twist by Q(r)
is to shift this grading by 2r:
GrWm V (r) = Gr
W
m+2r V.
In particular, for each complex structure φ on (S, P, ~V ), the choice of a lift χ˜ of
the central cocharacter χ, determines natural Lie algebra isomorphisms
Qλ(S)∧ ∼=
(
GrW• Qλ(S)
)∧
:=
∏
m≥0
GrW−mQλ(S)
∧
p(S,~v) ∼=
(
GrW• p(S,~v)
)∧
:=
∏
m≥0
GrW−m p(S,~v)
gg,n+~r ∼=
(
GrW• gg,n+~r
)∧
:=
∏
m≥0
GrW−m gg,n+~r
Derθ p(S,~v) ∼=
∏
m≥0
GrW−mDer
θ p(S,~v) =:
(
Derθ GrW• p(S,~v)
)∧
Derθ Qπ1(S,~v)
∧ ∼=
∏
m≥0
GrW−mDer
θ Qπ1(S,~v)
∧ =:
(
DerθGrW• Qπ1(S,~v)
)∧
(22)
Here
Derθ GrW−m p(S,~v) = {D ∈ DerGr
W
• p(S,~v) : D(θ) = 0},
where θ =
∑
[aj , bj ] and {a1, . . . , ag, b1, . . . , bg} is a symplectic basis of Gr
W
−1 p(S,~v) =
H . Similarly for Derθ Qπ1(S,~v)
∧.
When S is of type (g,~1), there is a canonical graded Lie algebra isomorphism
GrW• p(S,~v)
∼= L(H)
of the associated graded of p(S,~v) with the free Lie algebra generated by H .21
In all but the first isomorphism above, the bracket of the associated weight
graded Lie algebra preserves the weights. In the first case the bracket increases
weights by 2 because of the Tate twist:
{ , } : GrW−aQλ(S)
∧ ⊗GrW−bQλ(S)
∧ → GrW2−a−bQλ(S)
∧.
21Elements of L(H) can be represented by linear combinations of rooted, planar, trivalent
trees (modulo the IHX relation) whose leaves are labelled by elements of H. The weight is minus
the number of leaves. In the (g,~1) case, elements of Derθ L(H) can be represented as linear
combinations of planar trivalent graphs (modulo IHX) whose leaves are labelled by elements of
H. Derivations of weight −m have m internal vertices and m+ 2 leaves. A precise description of
this correspondence can be found in [26].
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When we also have an algebraic framing ξ of S, the Goldman–Turaev Lie bialgebra
is isomorphic to its associated weight graded Lie bialgebra, where the bracket and
cobracket
δξ : Gr
W
−mQλ(S)
∧ →
⊕
a+b=m−2
GrW−aQλ(S)
∧ ⊗GrW−bQλ(S)
∧
both increase weights by 2.
Since the geometric Johnson homomorphism (17) is a morphism of MHS, we
have for each ~v ∈ ~V a commutative diagram
(23) gg,n+~r
dϕ~v //
∼=

Derθ p(S,~v)
∼=
(
GrW• gg,n+~r
)∧ GrW• dϕ~v // (Derθ GrW• p(S,~v))∧
We will call the homomorphism
(24) GrW• dϕ~v : Gr
W
• ug,~1 → Der
θ GrW• p(S,~v)
in the (g,~1) case the graded Johnson homomorphism.
Remark 7.1. The exactness property (19) of morphisms of MHS implies that
GrW• im dϕ~v = imGr
W
• dϕ~v.
Morita’s higher Johnson homomorphism is the inclusion
imGrW• dϕ~v →֒ Der
θ GrW• p(S,~v).
Exactness also implies that tg,n+~r → Der
θ p(S,~v) is not injective as kerGrW−2 kerdϕ~v
is non trivial. See [31, §14] for a complete discussion.
The final observation is that the diagram in Theorem 5.9 is isomorphic to the
diagram
GrW• gg,n+~r
GrW
•
dϕ~v //
GrW
•
ϕ˜

DerθGrW• p(S,~v)

GrW•−2Qλ(S)
∧
GrW
•
κˆ~v // DerθGrW• Qπ1(S,~v)
∧
of associated weight graded Lie algebras.
The following is a weaker version of Question 5.8.
Question 7.2. Is the Johnson homomorphism stably injective? That is, is the map
GrWm dϕ~v : Gr
W
m gS,~v −→ Der
θ GrWm p(S,~v)
when g ≫ −m?
If it is stably injective, Proposition 15.1 will imply that it is injective when
g ≥ −m/3. When −m ≤ 6 and g ≥ −3m, the computations in [67] imply that the
Johnson homomorphism is injective.
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7.4.1. The Lie bialgebra GrW• Qλ(S). Fix a complex structure on (S, P,
~V ) and a
lift χ˜ of χ. These determine an isomorphism
Qλ(S)∧ ∼=
∏
n≥0
GrW−nQλ(S).
Under this isomorphism, the Goldman bracket is graded and increases weights by
2. For each choice of ~v ∈ ~V , the map
GrW• κ~v : Gr
W
• Qλ(S)→ Der
θGrW•+2Qπ1(S,~v)
induced by (21) increases weights by 2 and is a Lie algebra homomorphism.
For each algebraic framing ξ of S, the cobracket δξ is also graded and increases
weights by 2, making GrW• Qλ(S) into a graded Lie bialgebra.
The bracket and cobracket on GrW• Qλ(S) have a combinatorial description,
which can be found in [2, §4.2]. In the (g,~1) it is Schedler’s Lie bialgebra [76, §2].
To explain it, we need some notation. For the rest of this sub-section, S is a surface
of type (g,~1).
Suppose that A is an associative algebra. Denote the image of a ∈ A in its cyclic
quotient
|A| := A/〈uv − vu : u, v ∈ A〉
by |a|. When
A = T (H) = Q〈a1, . . . , ag,b1, . . . ,bg〉 ∼= Gr
W
• Qπ1(S,~v)
the image of x1x2 . . . xm ∈ H
⊗m is the cyclic word
|x1x2 . . . xm| ∈ |Gr
W
• Qπ1(S,~v)| = Gr
W
• |Qλ(S)
∧|.
With this notation, the graded Goldman bracket is
{ , } : |x1x2 . . . xn| ⊗ |y1y2 . . . ym| 7→
n∑
j=1
m∑
k=1
〈xj , yk〉|xj+1 . . . xnx1 . . . xj−1yk+1 . . . ymy1 . . . yk−1|
where all xj , yk ∈ H . The graded cobracket δξ is given by
δξ : |x1 . . . xn| 7→
∑
j<k
〈xj , xk〉
(
|xj+1 . . . xk−1| ⊗ |xk+1 . . . x1xn . . . xj−1|
− |xk+1 . . . x1xn . . . xj−1| ⊗ |xj+1 . . . xk−1|
)
where each xj ∈ H .
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The action κ~v : |T (H)| → Der
θ T (H) also has a simple combinatorial description:
(25) κ~v : |x1 . . . xn| ⊗ y1 . . . ym 7→
n∑
j=1
m∑
k=1
〈xj , yk〉 y1 . . . yk−1xj+1 . . . xnx1 . . . xj−1yk+1 . . . ym
22One may be concerned that this formula does not appear to depend on the framing. But,
in order to get a splitting of the weight filtration via Hodge theory, we need a complex structure
on the surface. But a once punctured compact Riemann surface X = X − {p} has at most one
algebraic framing as two algebraic framings of X differ by a rational function whose divisor is
supported at p, and is therefore constant.
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7.4.2. Sketch of Proof of Proposition 5.4. To prove the proposition, it suffices to
prove the graded version. We use the well-known description [26] of elements of
L(H) as rooted planar trees whose vertices are labelled by element of H , and
elements of GrW−nDer
θ L(H) is spanned by planar trivalent graphs with n vertices
whose leaves are labelled by elements of H modulo the IHX relation. Cutting the
graph that represents a derivation divides it into 2 rooted trees that are well-defined
mod IHX, and thus gives an element of Sym2 L(H). See figure 1. This element of
|W [U, V ]||U [V,W ]| −→−→
[U, V ]
W
V W
U
−→
U
[V,W ]
V W
U
−→
Figure 1. Two ways of decomposing a planar tree into a sym-
metric pair of rooted trees
| Sym2 L(H)| is well-defined as, for U, V,W ∈ L(H) (and so, rooted trees) we have
|[U, V ]W | = |UVW | − |V UW | = |U [V,W ]|
The formula (25) implies that the κ action of | Sym2 L(H)| on T (H) is easily seen
to coincide with the standard action of decorated planar trivalent graphs on L(H).
8. Presentations of the Lie Algebras gg,n+~1
The restrictions (20) on the weight filtration of gg,n+~r imply that there is a
graded Lie algebra isomorphism23
GrW• gg,n+~r
∼= sp(H)⋉GrW• ug,n+~r.
The choice of a complex structure φ and a lift χ˜ determines a Lie algebra isomor-
phism
gg,n+~r ∼= sp(H)⋉
∏
m>0
GrW−m ug,n+~r.
So, to give a presentation of gg,n+~r, it suffices to give a presentation of the graded
Lie algebra GrW• ug,n+~r in the category of Sp(H)-modules.
In this section, we recall the presentations of GrW• ug,n+~r when n+ ~r ≤ 1 for all
g 6= 2. When g = 2, the only case where we do not have complete presentations,
we give a partial presentation.
8.0.1. Genus 0. When g = 0, the group G0,n+~r is unipotent completion of Γ0,n+~r.
When r = 0, its associated weight graded Lie algebra GrW• g0,n+1 is the quotient of
the free Lie algebra
L(ej,k : {j, k} is a 2-element subset of {0, . . . , n})
23This isomorphism integrates to an isomorphism Gg,n+~r ∼= Sp(H) ⋉ Ug,n+~r as one gets from
Levi’s Theorem.
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by the ideal of relations generated by
n∑
j=0
ej,k = 0, for each k ∈ {0, . . . , n},
[ej,k, es,t] = 0 when j, k, s, t distinct,
[ej,ℓ + eℓ,k, ej,k] = 0 when j, k, ℓ distinct.
Here we are using the convention that each ej,j = 0.
Each generator ej,k has weight −2. The symmetric group Σn+1 acts on g0,n+1
by permuting the indices. The first homology H1(g0,n+1) is the irreducible Σn+1-
module corresponding to the partition [n− 1, 2]. It has dimension
dimH1(g0,n+1) =
(
n
2
)
− 1.
The Lie algebra of g0,n+~1 is
g0,n+~1 = g0,n+1 ⊕Qz0
where z0 is central and spans a copy of Q(1). There is a natural isomorphism of
the the weight graded of the Lie algebra of πun1 (P
1 − {p0, . . . , pn},~v) with
(26) L
(
H1(P
1 − {p0, . . . , pn})
)
∼= L(e0, . . . , en)/(e0 + · · ·+ en)
where ej is the homology class of a small loop encircling xj and ~v ∈ Tp0P
1. The
homomorphism
GrW• g0,n+~1 → DerL(e0, . . . , en)/(e0 + · · ·+ en)
induces by the action of Γ0,n+~1 on π
un
1 (P
1 − {p0, . . . , pn},~v), where ~v ∈ Tp0P
1, is
given by
(27) ej,k : et 7→ (δj,t − δk,t)[ej , ek] and z0 : et 7→ [e0, et].
8.0.2. Representation theory preliminaries. There are several Sp(H)-modules that
play a prominent when g is positive, particularly when g ≥ 3. First set
θ =
g∑
j=1
aj ∧ bj ∈ Λ
2H
where a1, . . . , ag, b1, . . . , bg is a symplectic basis of H . It spans a copy of the trivial
representation in Λ2H .
When g ≥ 2, the Sp(H) map θ ∧ : H → Λ3H is an Sp(H)-invariant injection.
When g = 2, it is an isomorphism, but when g ≥ 3, it has an irreducible Sp(H)-
invariant complement that we denote by Λ30H . It is the kernel of the contraction
Λ3H → H, u ∧ v ∧ w 7→ 〈u, v〉w + 〈v, w〉u + 〈w, u〉v.
Remark 8.1. Johnson’s computation of the abelianization of the Torelli groups
implies that for all g ≥ 3 and all n, r, there are Sp(HZ)-invariant isomorphisms
(28) H1(Tg,n+~r;Q) ∼= H1(ug,n+~r) ∼= Λ
3
0HQ ⊕H
⊕n
Q .
This and Hodge theory imply that H1(ug,n+~r) is pure of weight −1 for all g ≥ 3.
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For all g ≥ 2, there is an irreducible Sp(H)-module corresponding to the partition
[2, 2]. We denote it by V⊞. It is the highest weight submodule of Sym
2 Λ2H . When
g ≥ 3, there is a unique copy of V⊞ in Λ
2Λ30H and in Λ
2Λ3H . When g = 3,
V⊞ = Q⊕ Λ
2Λ30H.
For all g ≥ 2, we have
GrW−mDer
θ L(Λ3H) ∼=


sp(H) m = 0,
Λ3H m = 1,
V⊞ ⊕ Λ
2H m = 2.
When g ≥ 3, the homomorphism
GrW• dϕ~v : Gr
W
• gg,~1 → Der
θGrW• p(S,~v)
is an isomorphism in weights m = 0,−1,−2. See [31, §10]. It also holds in genus 2
as we explain below.
8.0.3. Genus g ≥ 3. In this case, all generators of ug,n+~r have weight −1 and
GrW• ug,n+~r is quadratically presented for all g ≥ 4. In genus 3, there are quadratic
and cubic relations.
Theorem 8.2 (Hain [31, 35]). For all g > 3 and all n, r ≥ 0, the graded Lie algebra
GrW• ug,n+~r is quadratically presented. In particular,
GrW• ug,~1
∼= L(Λ3H)/(R2)
where R2 is the kernel of the Lie bracket Λ
2GrW−1 ug,~1 → Gr
W
−2Der
θ
L(H). In genus
3, the graded Lie algebra u3,n+~r has non-trivial quadratic and cubic relations. These
are determined by the condition that GrW• u3,~1 → Der
θ GrW• L(H) is an isomorphism
in weights −1,−2, and injective when m = −3.
Explicit relations can be found in [31, 35] and, from a different point of view, in
[34, §9].
Corollary 8.3. When g ≥ 3, the image of the graded Johnson homomorphism (24)
is generated by
GrW−1 ug,~1
∼= Λ3H.
The action of GrW• ug,~1 on Gr
W
• p(S,~v)
∼= L(H) is determined by the action of
GrW−1 ug,~1
∼= Λ3H on L(H). This is given by
u1 ∧ u2 ∧ u3 7→ − {v 7→ 〈u1, v〉[u2, u3] + 〈u2, v〉[u3, u1] + 〈u3, v〉[u1, u2]}
∈ Hom(H,Λ2H) ⊆ DerL(H).
In the graphical version [26], this derivation corresponds to the planar trivalent
graph with one vertex whose 3 leaves are labelled by u1, u2, u3.
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8.0.4. Genus 1. While the genus 0 story is combinatorial (a feature of varieties that
are closely related to hyperplane complements) and the g ≥ 3 story, which is both
geometric (via its relation the the Ceresa cycle and the Johnson isomorphisms), the
genus 1 story is rich, with a distinctly arithmetic flavour because of its connection
to classical modular forms. Here we will give a brief introduction. Full details can
be found in [36, 42].
One has the central extension
0→ Q(1)→ g1,~1 → g1,1 → 0.
The first difference between genus 1 and all other genera is that neither u1,1 nor
u1,~1 is finitely generated. The Lie algebra Gr
W
• u1,~1 is generated by the graded
SL(H)-module V with
GrW−1 V =
⊕
n>0
H1cusp(SL2(Z); Sym
2nH)∨ ⊗ Sym2nH and GrW−2n V = Sym
2n−2H.
Here ( )∨ denotes dual. The only relations in GrW• u1,~1 is that the generator e2 of
GrW−2 L(V ) is central, so that Gr
W
• u1,1 is a free Lie algebra. There is a natural torus
in SL2 (explained in [36, §10]) and the natural choice of a highest weight vector e2n
in Sym2n−2H . It is dual to the normalized Eisenstein series of weight −2n.
Let (S,~v) be a surface of type (1,~1). Identify GrW• p(S,~v) with L(H) via the
canonical isomorphism. The representation
GrW• g1,~1 → Der
θ L(H)
is far from injective. Its kernel is not even finitely generated as it contains the
infinite dimensional vector space GrW−1 V . However, the images of the e2n are non-
zero. In fact, the monodromy homomorphism factors canonically
g1,~1 → g
MEM
1,~1
→ Derθ p(S,~v)
through a Lie algebra gMEM
1,~1
that has a MHS and is generated topologically by⊕
n≥0
Sym2nH.
We abuse notation and denote the highest weight vector of Sym2n−2H by e2n. It
has weight −2n. The fact that gMEM
1,~1
has a mixed Hodge structure forces a countable
set of relations to hold between the e2n in g
MEM
1,~1
. So that gMEM
1,~1
is far from being
free; each normalized Hecke eigenform f of SL2(Z) determines a countable set of
independent relations, one of each “degree” ≥ 2. These are the “Pollack relations”.
Fix a symplectic basis of a,b of H . For each n ≥ 0, there is a unique derivation24
ǫ2n ∈ Gr
W
−2nDer
θ
L(H) of L(a,b) = L(H) satisfying
ǫ2n(θ) = 0 and ǫ2n(b) = ad
2n
b (a).
The graded monodromy representation Gr gMEM
1,~1
→ DerθGrW• p(S,~v) takes e2n to
2ǫ2n/(2n− 2)! .
24These derivations were first considered by Tsunogai [80].
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Remark 8.4. Pollack [75] found all quadratic relations between the ǫ2n in Der
θ L(H)
and all higher degree relations modulo the third term of the “elliptic depth filtra-
tion” of Derθ L(H) in [75]. All relations were proved to lift to Derθ L(H) and to be
motivic in [42, §25]. It is not known whether these generate all relations between
the e2n in either u
MEM
1,~1
or their images in Derθ L(H).
8.0.5. Genus 2. This is the only genus in which we do not have a complete presen-
tation of GrW• ug,n+~r, although Watanabe has made significant progress. He has
computed H1(u2) and proved that u2 is finitely presented. This is surprising as T2
is countably generated free group.
Theorem 8.5 (Watanabe [83]). There is an isomorphism of Sp(H)-modules
GrW• u2
∼= V⊞
where V⊞ is in weight −2 and Gr
W
• u2 has a minimal presentation
GrW• u2 = L(V⊞)/(R4, R6, R8, R10, R14)
where Rm is in weight −m.
These relations have yet to be determined. A conjectural description is given
below.
Exactness properties of relative completion imply that
0→ Hn+r → H1(u2,n+~r)→ H1(u2)→ 0
is exact. This implies that
0→ Hn+r → GrW• H1(ug,n+~r)→ Gr
W
• H1(u2)→ 0
is exact and that GrW• u2,n+~r is finitely presented for all n and r.
Corollary 8.6. In genus 2, the image of the graded Johnson homomorphism (24)
is generated by
GrW−1 u2,~1 ⊕Gr
W
−2 u2
∼= H ⊕ V⊞.
The indecomposable relations R2n can occur only when 2n is a weight for which
there are no cusp forms of SL2(Z) of weight 2n. Using work of Dan Petersen [72],
Watanabe shows that R2n is related to the Eisenstein series of SL2(Z) of weight 2n.
Why this happens is still quite mysterious. We now propose a relation in L(V⊞)
that should generate the Sp(H)-module R2n.
Fix a decomposition S = S′ ∪ S′′ of a closed genus 2 surface S into two surfaces
of type (1,~1). The obvious homomorphism
Γ1,~1 × Γ1,~1
∼= ΓS′,∂S′ × ΓS′′,∂S′′ → ΓS ∼= Γ2.
induces a homomorphism G1,~1 × G1,~1 → G2 on relative completions and a homo-
morphism u1,~1 ⊕ u1,~1 → u2. Using limit MHS (see Section 10), we can make this a
morphism of MHS. It can therefore be identified with its associated graded
GrW• u1,~1 ⊕Gr
W
• u1,~1 → Gr
W
• u2.
Set
ǫ′2n = (ǫ2n, 0) and ǫ
′′
2n = (0, ǫ2n).
The first is supported in S′ and the second in S′′. They commute.
Conjecture 8.7. When 2n = 6, 8, 10, 14, the relation [ǫ′2n, ǫ
′′
2n] = 0 generates R2n as
an Sp(H) module.
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Once one has a presentation of GrW• u2, it is straightforward to get a presentation
for all u2,n+~r. In the r = 0 case, this is because the kernel of u2,n+~r → u2 is the Lie
algebra p2,n of the configuration space of n points on a genus 2 surface. This has a
natural MHS which is generated in weight −1 and has a well-known presentation
due to Bezrukavnikov [5].25 So, to lift the presentation of GrW• u2 to a presentation
of GrW• u2,n, one only has to determine the action
GrW−2 u2 ⊗Gr
W
−1 p2,n → Gr
W
−3 p2,n
which one can compute using the graded Johnson homomorphism.
9. The Arithmetic Johnson Homomorphism
The geometric Johnson homomorphism (17) extends to a larger Lie algebra that
can be constructed using the action of the arithmetic fundamental group of the
moduli stack Mg,n+~r/Q on π
un
1 (S,~v). One way to do this is to use the weighted
completion of arithmetic mapping class groups, [41, 34]. Here we construct it using
Hodge theory.
Throughout this section, (S, P, ~V ) is a surface of type (g, n + ~r). Fix ~v ∈ ~V .
Denote the image of the geometric Johnson homomorphism
dϕ~v : gg,n+~r → Der
θ p(S,~v)
by gg,n+~r.
The MHS on p(S,~v) associated to a complex structure φ on (S, P, ~V ) is deter-
mined by a homomorphism
π1(MHS)→ Aut
θ p(S,~v).
The image of this homomorphism is (by definition) the Mumford–Tate group MTφ
of the MHS on p(S,~v) associated to φ. Denote its Lie algebra by mφ.26 Since the
geometric Johnson homomorphism is a morphism of MHS, its image gg,n+~r is a
sub-MHS of Derθ p(S,~v). It is therefore normalized by mφ.
Define the Lie algebra ĝφg,n+~r to be the Lie subalgebra of Der
θ p(S,~v) generated
by gg,n+~r and m
φ. Since mφ normalizes gg,n+~r, gg,n+~r is an ideal of ĝ
φ
g,n+~r and
ĝ
φ
g,n+~r/gg,n+~r is a quotient of m
φ.
Denote the category of mixed Tate motives, unramified over Z, by MTM. This
category is constructed in [18]. It is a tannakian category and therefore the category
of representations of a group, π1(MTM, ω
B), where ωB is the Betti fiber functor.27
Its Lie algebra mtm is an extension
0→ k→ mtm→ Q→ 0
where Q is the Lie algebra of Gm and k ∼= L(σ3, σ5, σ7, σ9, . . . )
∧, with σ2n+1 ∈
GrW−4n−2 k.
Remark 9.1. Note that this isomorphism is not canonical as the splitting of the
weight filtration depends on the choice of a lift χ˜, and also because, apart from
rescaling the σ2n+1’s, we can replace σ11 by σ11 + [σ3, [σ3, σ5]], etc.
25See [31, §2,§12] for another proof plus the Hodge theory. Note that g should be ≥ 2 in
Proposition 2.1 and in §12.
26Note that the size of mφ depends on φ.
27It is typically better to use the de Rham fiber functor. But to make constructions compatible
with more topological constructions in this paper, we use ωB .
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Theorem 9.2 (Brown [6]). The Mumford–Tate group of πun1 (P
1 − {0, 1,∞},~v) is
π1(MTM).
Takao’s affirmation [79] of the Oda Conjecture [70], Brown’s result above, and
the proof of [38, Prop. 13.1] show that, although mφ can be large, the quotient
mφ/(g ∩mφ) is constant and isomorphic to mtm.28
Theorem 9.3 (Oda Conjecture). The Lie subalgebra ĝφg,n+~r of Der
θ p(S,~v) does
not depend on the complex structure φ on (S, P, ~V ).29 It is an extension
0→ gg,n+~r → ĝg,n+~r → mtm→ 0
where mtm denotes the Lie algebra of the category MTM of mixed Tate motives
unramified over Z.
The following result is proved using the argument in the proof of [37, Prop. 13.3],
the main ingredient of which is the injectivity result [55, Thm. 5.2.1] of Kawazumi
and Kuno.
Proposition 9.4. The inclusion of ĝg,n+~r into Der
θ p(S,~v) lifts to a Lie algebra
homomorphism
ϕˆ : ĝg,n+~r → Qλ(S)
∧
such that the diagram
ĝg,n+~r //
ϕˆ

Derθ p(S,~v)

Qλ(S)∧
κˆ~v // Derθ Qπ1(S,~v)∧
commutes.
10. Hodge Theory and Decomposition of Surfaces
It is often useful to decompose a surface into subsurfaces, such as when one takes
a pants decomposition. In this section, we explain how to make such constructions
compatible with Hodge theory. The basic idea to consider the decomposed surface
as a model of a first order smoothing of the nodal surface obtained by contracting
each circle in the decomposition to a point. The mixed Hodge structure on an
invariant of the decomposed surface is a “limit MHS”.
If T is a subsurface of a closed surface S, then the induced map Zλ(T ) →֒ Zλ(S)
preserves the Goldman bracket. If ξ is a framing of S (and thus of T ), then this
inclusion also preserves the cobracket δξ and induces a Lie bialgebra homomorphism
Qλ(T )∧ → Qλ(S)∧. More generally, we can consider how the Goldman–Turaev Lie
bialgebra behaves when an oriented surface is decomposed into a union of closed
subsurfaces by cutting along a finite set of disjoint simple closed curves.
Since surfaces with boundary are not algebraic curves, the map T → S induced
by a decomposition of S into subsurfaces does not appear to be compatible with
algebraic geometry and Hodge theory. In this section, we explain briefly how de-
compositions T → S do induce morphisms of MHS. The essential point is to regard
28I suspect that, now that Brown’s Theorem is known, a shorter proof of the prounipotent
version of Oda’s Conjecture can be given.
29So we will henceforth drop the φ from the notation.
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the decomposed surface as a first order smoothing of a nodal surface. The MHSs
that arise are “limit MHS”. Material in this section is explained in detail in [39].
10.1. Smoothings of nodal surfaces. Suppose that S is an oriented surface.
Note that we are not assuming that S be connected. A non-zero tangent vector
~v of S at a point p determines a marked point [~v] on the boundary circle of the
real oriented blowup Blp S of the surface at p. Given two non-zero tangent vectors
~v ∈ TpS and ~w ∈ TqS anchored at two distinct points p, q ∈ S, we can “smooth”
the nodal surface
R0 = S/(p ∼ q)
by glueing the the two boundary circles of the real oriented blowup Ŝ := Blp,q S
of S that lie over p and q so that [~v] ∈ ∂Ŝ is identified with [~w] ∈ ∂Ŝ. Denote
the resulting surface by R~v⊗~w. We call it the (topological) smoothing associated to
Figure 2. Smoothing a node
~v ⊗ ~w of the nodal surface R0. The image of the boundary circles of Ŝ in R~v⊗~w is
the vanishing cycle. The (positive) Dehn twist on the vanishing cycle is called the
monodromy operator. The quotient of R~v⊗~w obtained by collapsing the vanishing
cycle to a point is canonically homeomorphic to R0.
This construction generalizes to nodal surfaces R0 that are obtained by identi-
fying disjoint pairs of distinct points pj and qj (j = 1, . . . ,m) of S. A smoothing is
determined by the set {~vj ⊗ ~wj : j = 1, . . .m}, where ~vj ∈ TpjS and ~wj ∈ TqjS are
non-zero. There is one vanishing cycle for each node. The monodromy operator
is the product of the Dehn twists about the vanishing cycles. We will denote the
smoothed surface by R~v, where ~v =
∑m
j=1~vj ⊗ ~wj.
30
A complex structure on R0 is, by definition, the structure of a nodal algebraic
curve. Denote this algebraic curve by X0. Each topological smoothing R~v of R0
corresponds to a first order smoothing X~v of X0 as an algebraic curve.
31 For each
complex structure on R0, each of the topological invariants of surfaces that we are
considering: Qπ1(R~v, x)
∧, Qλ(R~v)
∧, gR~v,∂R~v , . . . , has a natural limit mixed Hodge
structure which depends non-trivially on the collection {~vj ⊗ ~wj : j = 1, . . . ,m}.
32
30The family over
∏m
j=1
(
TpjS ⊗ TqjS − {0}
)
whose fiber over ~v is R~v is topologically locally
trivial. The monodromy about the jth coordinate hyperplane ~vj⊗ ~wj = 0 is the Dehn twist about
the jth vanishing cycle.
31One should think of R~v as the topological space underlying X~v.
32These limit MHS form a nilpotent orbit of MHS over
∏m
j=1
(
TpjS ⊗ TqjS − {0}
)
.
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Such a limit MHS has two weight filtrations: W•, which we have already encoun-
tered, and the relative weight filtration M•, which is constructed from the weight
filtration W• and the action of the monodromy operator.
33
A morphism R′~v → R~w between topological smoothings of nodal surfaces is a
map between the underlying topological spaces that is a generic inclusion. More
precisely,
(i) R′0 = R0 − Σ, where Σ is finite and may contain nodes of R0,
(ii) the smoothings of R′0 and R0 agree at each node of R
′
0. That is, if ~v
′
j ⊗ ~w
′
j
is the vector corresponding to the jth node of R′0 and ~vj ⊗ ~wj is the vector
corresponding to its image in R0, then ~v
′
j ⊗ ~w
′
j = ~vj ⊗ ~wj .
A morphism between X ′~v → X~v between smoothings of nodal algebraic curves is a
morphism X ′0 → X0 of the algebraic curves together with a morphism R
′
~v → R~w
of the underlying topological spaces. Morphisms of smoothed nodal curves induce
map morphisms of (limit) MHS on the standard invariants we are considering.
Theorem 10.1. The homomorphism Qλ(X ′~v)
∧ → Qλ(X~w)
∧ induced by a mor-
phism X ′~v → X~w of smoothed nodal curves induces is a morphism of MHS. Moreover
the functors GrM• and Gr
W
• are both exact.
10.2. Indexed pants decompositions. An indexed pants decomposition of a
surface is a pants decomposition in which there are only two ways to identify two
boundary circles. In the next section, we will see that they correspond to very
special smoothings of maximally degenerate nodal curves.
The starting point is to note that the Riemann sphere has 6 canonical tangent
vectors, namely ∂/∂z ∈ T0P
1 and its images under the canonical action of the
symmetric group Σ3 on (P
1, {0, 1,∞}). An indexed pair of pants is the real oriented
blow up
P̂ := Bl0,1,∞ P
1
of P1 at {0, 1,∞} together with the 6 boundary points (2 on each boundary circle)
that correspond to the 6 canonical tangent vectors.
1
∞
0
1
∞
0
Figure 3. The canonical tangent vectors of P1(R) and the blowup P̂
An indexed pants decomposition of a surface S is a decomposition of S into
indexed pairs of pants in which the indexing of adjacent pants match on each
common boundary component.34 The associated nodal curve R0 is obtained from
33The weight filtration of the limit MHS is M•, not W•. However, each Wr is a sub MHS of
the limit MHS. See [33] for an exposition of relative weight filtrations for topologists.
34Indexed pants decompositions correspond to isotopy classes of quilt decompositions of a pants
decomposition as defined by Nakamura and Schneps in [69].
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S by collapsing the boundaries of all pairs of pants. Collapsed boundary circles
should be regarded as marked points on R0.
10.3. Ihara curves. A maximally degenerate algebraic curve of type (g, n) is a
nodal algebraic curve X0, each of whose components is a copy of P
1 and where
the number of nodes plus the number of marked points on each component of X0
is 3. Tangent vectors can be added at the marked points to obtain a maximally
degenerate curve of type (g,m+ ~r), where n = m+ r.
An Ihara curve of type (g, n) is a first order smoothing R~v of a maximally de-
generate algebraic curve X0 of type (g, n) where
~v =
∑
nodes p
of R0
~v′p ⊗~v
′′
p ∈
⊕
nodes p
of R0
Tp′U
′ ⊗ Tp′′U
′′.
Here U ′ and U ′′ are the two analytic branches of X0 at the node p, ~v
′ is a canonical
tangent vector on the copy of P1 that contains U ′, and ~v′′ is a canonical tangent
vector on the copy of P1 that contains U ′′. An Ihara curve of type (g,m+ ~r) is an
Ihara curve of type (g,m+ r), with r additional canonical tangent vectors added at
r distinct points of X0. Ihara curves correspond to indexed pants decompositions
of a surface of type (g, n).
Ihara and Nakamura [44] constructed a canonical formal smoothing X/Z[[qp :
p a node of X0]] of each maximally degenerate nodal curve X0. These generalize
Tate’s elliptic curve in genus 1. The Ihara curve X~v is the fiber of X over a
tangent vector ~v =
∑
p±∂/∂qp. For us, the importance of Ihara curves is that
their invariants are mixed Tate motives, unramified over Z.
Theorem 10.2. If (X,~v) is an Ihara curve, then each of the invariants p(X,~v),
Qλ(X), g, ĝ, . . . is a pro-object of MTM and therefore has a canonical k action.
The action of k commutes with the Dehn twist on each vanishing cycle.
Corollary 10.3. An indexed pants decomposition X =
⋃
T∈P T of an Ihara curve
induces a Lie bialgebra homomorphism⊕
T∈P
Qλ(T )∧ → Qλ(X)∧
whose kernel is spanned by the powers {ψn log v : n ≥ 1} of the logarithms of the
vanishing cycles v. It is a morphism of mixed Tate motives (and thus also, MHS).
The homomorphism k→ Qλ(X)∧ is “decomposable” in the sense that the diagram
k
⊕ϕˆT

ϕˆX
''PP
PP
PP
PP
PP
PP
PP
⊕
T∈P Qλ(T )
∧ // Qλ(X)∧
commutes.
11. Special Derivations and Edge Homomorphisms
A major point of the works [1, 2] of Alekseev–Kawazumi–Kuno–Naef is that
much of the algebra of GrW• Qλ(S) can be expressed in terms of several formal,
non-commutative analogues of the classical divergence. This allows them to prove
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several key formulas for the Turaev cobracket on GrW• Qλ(S). This section is a re-
view of one aspect of their work useful for understanding the image of κ~v : ĝg,n+~1 →
Derθ p(S). This section is quite long and technical. It is needed in for the proof of
Theorem 12.6 and can be skipped if one is prepared to believe that result.
11.1. Special derivations. Suppose that (S,~v) is a surface of type (g, n + ~1).
Index the punctures by the integers j with 0 ≤ j ≤ n. Choose the indexing so
that the distinguished tangent vector ~v is anchored at the 0th puncture. Let µj
(0 ≤ j ≤ n) be a circle that bounds a small disk centered at the the jth puncture.
For each j ≥ 1, choose a path γj in S from ~v to a point on γj . Set s0 = µ0, where
we consider µ0 to be a loop based at ~v, and
sj := γjµjγ
−1
j ∈ π1(S,~v) when j = 1, . . . , n.
Denote πun1 (S,~v) by P and its Lie algebra by p. Identify sj with its image in
P(Q). Define the group of special automorphisms of P by
SAutP = {φ ∈ AutP : φ(s0) = s0 and φ(sj) ∼ sj , j = 1, . . . , n},
where ∼ denotes “conjugate to”. This is an affine Q-group which does not depend
on the choice of the γj . The Lie algebra of SAutP is the Lie algebra
SDer p := {D ∈ Der p : D(log s0) = 0, D(log sj) = [uj, log sj ] where uj ∈ p, j > 0}
of special derivations of p. This is a Lie subalgebra of Derθ p.
Proposition 11.1. For each complex structure (possibly a first order smoothing)
on (S,~v), there are canonical MHSs on SAut p and SDerP.
Proof. We prove the assertion for SDer p, which we will need, and sketch the proof
for SAutP , which we will not. The canonical homomorphisms
p→ Qπ1(S,~v)
∧ → Qλ(S)∧
are morphisms of MHS. Each derivation of p induces a derivation of its enveloping
algebra Qπ1(S,~v)
∧, and thus an endomorphism of Qλ(S)∧. The corresponding
linear map
Der p→ EndQλ(S)∧
is a morphism of MHS. Standard Hodge theory implies that each log |µj | spans a
copy of Q(1) in Qλ(S)∧. Consequently, the derivations of p that annihilate each
log |µj | form a sub MHS of Der p. Since | log sj | = log |µj |, SDer p is the intersection
of this Lie algebra with Derθ p. It follows that SDer p is a sub MHS of Der p.
The corresponding statement for SAutP is proved similarly using the action of
π1(MHS) on P and the fact that it acts on each log sj via the canonical character
π1(MHS) → AutQ(1) ∼= Gm. Just use the fact that the canonical maps P →
Qπ1(S,~v)
∧ → Qλ(S)∧ are π1(MHS)-equivariant. 
For each j = 0, . . . , n, set zj = log sj ∈ Gr
W
−2 p. Define
SDerGrW• p = {D ∈ DerGr
W
• p : for all j, D(zj) = [uj , zj ] for some uj ∈ Gr
W
• p, }.
As a consequence of the exactness properties of GrW• we have:
Proposition 11.2. For each complex structure (possibly a first order smoothing)
on (S,~v) and each lift of the canonical central cocharacter χ : Gm → π1(MHS
ss),
there is a natural Lie algebra isomorphism
GrW• SDer p
∼= SDerGrW• p.
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The image of the natural homomorphism ϕ~v : Ĝg,n+~1 → AutP lies in SAutP .
This implies that the image of ĝg,n+~1 lies in SDer p. For each complex structure
on (S,~v) (possibly a smoothing), the homomorphisms ϕˆ~v : Ĝg,n+~1 → SAutP and
dϕˆ~v : ĝg,n+~1 → SDer p are morphisms of MHS. We can therefore replace Der
θ p by
SDer p in the diagram (23).
Similarly, one defines SDerQπ1(S,~v)
∧ and SDerGrW• Qπ1(S,~v). Both have a
natural MHS for each complex structure on (S,~v). The image of κ~v is easily seen
to lie in SDerQπ1(S,~v)
∧, so we will regard it as a homomorphism
κ~v : Qλ(S)
∧ → SDerQπ1(S,~v)
∧.
It is a morphism of MHS for each choice of complex structure on (S,~v). One can
thus replace it by its associated weight graded.
11.2. The edge homomorphism. As above, (S,~v, ξ) is a framed surface of type
(g, n+ ~1). The edge map edgξ is defined to be the composite
Qλ(S)∧
δξ // Qλ(S)∧ ⊗̂Qλ(S)∧
id⊗ǫ // Qλ(S)∧,
where ǫ : Qλ(S)∧ → Q is the map induced by the augmentation. It is a morphism
of MHS for each choice of complex structure on S. Its dependence on the framing
is easily determined.
Suppose that ξ1 and ξ0 are two framings of S and that ξ1 − ξ0 = φ ∈ H
1(S;Z).
Set edgφ(γ) := edgξ1(γ)− edgξ0(γ).
Lemma 11.3. If ξ1 − ξ0 = φ ∈ H
1(S), then on Qλ(S)∧, we have
edgφ ◦ψn = nψn ◦ edgφ .
Consequently, edgφ maps the subspace | Sym
k p| of Qλ(S)∧ into | Symk−1 p|.
Proof. For all immersed loops γ in S we have
(29) edgφ(γ) = edgξ1(γ)− edgξ0(γ) =
(
rotξ1(γ)− rotξ0(γ)
)
γ = φ(γ)γ.
This implies that
edgφ(ψn(γ)) = φ(ψn(γ))ψn(γ) = nφ(γ)ψn(γ) = nψn(edgφ(γ))
for all γ ∈ λ(S). Since edgφ is continuous, this formula also holds in Qλ(S)
∧. The
second assertion follows from this and Corollary 5.3. 
Corollary 11.4. If u, v ∈ p, then
edgφ |uv| =
(
φ(u)|v|+ φ(v)|u|
)
/2 ∈ H1(S).
Proof. First note that there is a canonical isomorphism |p| ∼= H1(S), so Lemma 11.3
implies that edgφ : | Sym
2 p| → H1(S). It also implies that
edgφ |e
uev| = edgφ
(
1 + |u+ v|+ |uv + u2/2 + v2/2|+ · · ·
)
= φ(u + v)
(
1 + |u+ v|+ |uv + u2/2 + v2/2|+ · · ·
)
which implies that
edgφ |uv + u
2/2 + v2/2| = φ(u + v)|u+ v|.
The lemma also implies that edgφ |u
2/2+ v2/2| = φ(u)|u|+φ(v)|v|. Together these
imply that edgφ |uv| = φ(u)|v|+ φ(v)|u|. 
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11.3. Genus 0 setup. Suppose that n ≥ 2 and S = P1−{p0, . . . , pn}. We use the
notation of (26), where p0 = ∞.
35 In particular, H1(S) is spanned by e0, . . . , en,
with the single relation e0 + · · ·+ en = 0. There is a vector space inclusion
SDerGrW• p
∼= SDer
(
L(e0, . . . , en)/(e0 + · · ·+ en)
)
→֒ L(H1(S))
n+1.
It takes the special derivation D of GrW• p of weight −2m to the vector
u = (u1, . . . , un) ∈
(
GrW−2m+2 p
)n
where D(ej) = [uj, ej ].
36 The image consists of those u satisfying
(30) [u1, e1] + · · ·+ [un, en] = −D(e0) = 0.
Denote this derivation by Du.
37
Similarly, the Lie algebra of special derivations of
GrW• Qπ1(S,~v)
∼= Q〈e0, . . . , en〉/(e0 + · · ·+ en)
is the Lie algebra of derivations that satisfy
Du : ej → [uj , ej] := ujej − ejuj, j = 1, . . . , n
where each uj ∈ Q〈e0, . . . , en〉/(e0 + · · ·+ en), u0 = 0 and (30) holds.
Alekseev, Kawazumi, Kuno and Naef [1] show that, in genus 0, the graded
Goldman–Turaev Lie bialgebra is essentially isomorphic to SDerGrW• Qπ1(S,~v).
Proposition 11.5 ([1, Lem. 8.3]). If (S,~v) is a surface of type (0, n+~1), then the
Lie algebra homomorphism
κ~v : Gr
W
• Qλ(S)→ SDerGr
W
• Qπ1(S,~v)
is surjective with 1-dimensional kernel spanned by the trivial loop. The isomorphism
κ~v : Gr
W
• IQλ(S)→ SDerGr
W
• Qπ1(S,~v) restricts to an isomorphism
SDerGrW• p
∼=
n⊕
j=1
|ejL(e1, . . . , en)| ⊂ Gr
W
• | Sym
2 p|.
Under this isomorphism, Du ∈ SDerGr
W
• p corresponds to
∑n
j=1 |ejuj| ∈ | Sym
2GrW• p|.
Consequently, for each framing ξ of S, the edge maps descends to a map
edgξ : SDerGr
W
• Qπ1(S,~v)→ Gr
W
• Qλ(S).
Remark 11.6. Since κ~v is a morphism of MHS, this result implies that for all com-
plex structures on (S,~v), and all (necessarily algebraic) framings ξ, the cobracket
descends to a MHS morphism δξ : SDerQπ1(S,~v)
∧ → Qλ(S)∧. It also implies that
there is a canonical isomorphism
κ0 :
n⊕
j=1
|(log µj)pj |
≃
−→ SDer p.
where pj denotes the Lie algebra of π
un
1 (S,~vj), where each ~vj ∈ TpjP
1 is non-zero.
Note that p0 = p.
35So a complex structure on S corresponds to a choice of the points p1, . . . , pn ∈ C.
36When m 6= 1, u is uniquely determined by D. When m = −1, u is uniquely determined if we
insist that each uj be orthogonal to ej with respect to the natural Σn+1-invariant inner product
on H1(S) defined by ej · ek = −1 when j 6= k and n when j = k.
37Note that [Du,Dv] = Dw, where wj = Du(vj )−Dv(uj)− [uj , vj ], j = 1, . . . , n.
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Corollary 11.7. Fix a complex structure on (S,~v). If ξ0 and ξ1 are two (necessarily
algebraic) framings of S that differ by φ ∈ H1(S), then edgφ : SDer p → H1(S) is
a morphism of MHS. The induced map on associated weight gradeds is
edgφ : Du 7→
n∑
j=1
φ(ej)|uj |.
Proof. The first assertion follows from Proposition 11.5 and Lemma 11.3. That
edgφ is a morphism of MHS follows from the fact that δξ is a morphisms of MHS
for all algebraic framings (Section 7.3) and, in genus 0, every framing is homotopic
to an algebraic framing.
The condition (30) implies that
∑n
j=1(ejuj−ujej) = 0 ∈ p
⊗2. This implies that
n∑
j=1
φ(ej)|uj | =
n∑
j=1
φ(uj)ej .
Since φ(µj) = φ(ej), Proposition 11.5 and Corollary 11.4 imply that
edgφ : Du 7→
n∑
j=1
(
φ(uj)|ej |+ φ(ej)|uj |
)
/2 =
n∑
j=1
φ(ej)|uj |.

11.4. The divergence cocycle in genus 0. For each surface (S,~v) of type (0, n+
~1), Alekseev, Kawazumi, Kuno and Naef construct [1, §3.2] a Lie algebra 1-cocycle
div0 : SDerGr
W
• p→ Gr
W
• Qλ(S).
Write uj =
∑n
k=1 eku
(k)
j ∈ Q〈e1, . . . , en〉. Then
(31) div0Du :=
n∑
j=1
|eju
(j)
j |.
For each framing ξ of S, define r0,ξ : SDerGr
W
• p→ Gr
W
• Qλ(S) by
r0,ξ : Du 7→
n∑
j=1
rotξ(µj)|uj | ∈ |p| ∼= H1(S).
It is a homomorphism SDerGrW• p → H1(S). The subscript 0 in div0 and r0,ξ
indicates the distinguished boundary component of S. Note that p = p0.
Theorem 11.8 (Alekseev–Kawazumi–Kuno–Naef). For each framed surface (S,~v, ξ)
of type (0, n + ~1), the restriction of edgξ to SDerGr
W
• p is a 1-cocycle equal to
div0+r0,ξ. More precisely, the diagram
GrW• Qλ(S)
κ~v

edgξ // GrW• Qλ(S)
SDerGrW• Qπ1(S,~v) SDerGr
W
• p
? _oo
div0 +r0,ξ
OO
6 V
κ−1
~v
hh❘❘❘❘❘❘❘❘❘❘❘❘❘
commutes. Consequently, the restriction of edgξ : SDer p→ Qλ(S)
∧ to W−3 SDer p
does not depend on the choice of the framing ξ.
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Remarks on the Proof. First observe that the cocycle c of [1, Lem. 3.2] is r0,ξ0 ,
where ξ0 := ∂/∂z is the the “blackboard framing” of S. Note that the cobracket
δ+ in [1] denotes δξ0 .
The result holds for the blackboard framing. This is [1, Prop. 6.7], which follows
from [1, Prop. 3.5] and the discussion at the beginning of [1, §5.3]. To deduce the
result for all framings ξ, note that Corollary 11.7 implies that
r0,ξ(Du)− r0,ξ0(Du) =
n∑
j=1
φ(µj)|uj | = edgξ(Dµ)− edgξ0(Du),
where ξ − ξ0 = φ. Finally, the last statement follows as r0,ξ vanishes on W−3 as
W−3H1(S) = 0. 
Remark 11.9. At least when S has genus 0, [1, Prop. 3.5] implies that the restriction
δξ : SDer p→ Qλ(S)
∧ ⊗̂Qλ(S)∧
of the cobracket to SDer p is determined by the edge homomorphism edgξ.
Problem 11.10. Give a clear conceptual account of the results of this section for
algebraic curves of type (g, n+ ~1) with a quasi-algebraic framing for all g ≥ 0.
12. Constraints on the Arithmetic Johnson Image
In this section (S,~v) is a hyperbolic surface of type (g, n + ~1) with framing ξ.
Set π = π1(S,~v), p = p(S,~v), g = gg,n+~1 and ĝ = ĝg,n+~1, etc. We explain how the
Turaev cobracket gives an upper bound on the image of the arithmetic Johnson
image ĝ in Derθ p. The solution of the Oda Conjecture, Theorem 9.3, implies that
this also gives a bound on the size of the geometric Johnson image g, if not its
precise location in Derθ p.
Fix a complex structure φ on (S,~v, ξ) and a lift χ˜ : Gm → π1(MHS). These fix
natural isomorphisms between a MHS and its associated weight graded quotients.
In particular, they fix natural isomorphisms
p ∼=
(
GrW• p
)∧
, ĝ ∼=
(
GrW• ĝ
)∧
, Qλ(S)∧ ∼=
(
GrW• Qλ(S)
)∧
, . . .
compatible with their respective algebraic structures (Lie algebra, Lie bialgebra,
. . . ). This means that all results in this section apply equally to the proalgebraic
objects (such as ĝ, Derθ p) and their associated weight graded objects.
Denote the normalizer of the geometric Johnson image g in Derθ Qπ∧ by n.38
Observe that ĝ is contained in n as g is an ideal of ĝ. Since the adjoint action of g
on n/g is trivial, the weight graded Lie algebra
GrW• n/Gr
W
• g
is a trivial sp(H) module. The action mφ → Derθ Qπ∧ of the Mumford–Tate Lie
algebra induces a homomorphism
(32) k→ n/g
which is injective by the solution of the Oda Conjecture. This implies that n/g is
a pro-object of MTM(Z). Since g acts trivially on n/g, the Theorem of the Fixed
Part implies that the MHS on n/g does not depend on the complex structure φ.
38Note that this is the normalizer of g. This is strictly smaller than the normalizer of u.
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Denote the stabilizer of ξ in ĝ by ĝξ. Note that ĝξ stabilizes δξ in the sense that
δξ({u, v}) = u · δξ(v)
for all u ∈ ĝξ and all v ∈ Qλ(S)∧.
Lemma 12.1. Suppose that L is a Lie bialgebra with cobracket δ. If h is a Lie
subalgebra of L that preserves the bracket in the sense that
δ[h, u] = h · δu for all u ∈ L, h ∈ h,
then [h, h] ⊆ ker δ.
Proof. Since δ is h-invariant, δξ([h
′, h′′]) = h′ ·δh′′ = −h′′ ·δh′ for all h′, h′′ ∈ h. On
the other hand, since L is a Lie bialgebra, δ([h′, h′′]) = h′ ·δh′′−h′′ ·δh′. Combining
these two statement, we see that δ([h′, h′′]) = 0 all h′, h′′ ∈ h. 
Denote the Lie algebra of the pronilpotent radical of mφ by uMTφ . Since δ acts
by a Tate twist, it is not invariant under all of π1(MTM). It is, however, invariant
under its prounipotent radical, and therefore under uMTφ .
Corollary 12.2. If g ≥ 1, then [uMTφ , u
MT
φ ] + g
ξ ⊆ ker δξ. Consequently, the
homomorphism (32) induces a homomorphism
(33) H1(k)→ Qλ(S)
∧/ ker δξ
which is a morphism of MHS for all complex structures on (S,~v).
Proof. The cobracket is a morphism of MHS for each complex structure φ. This
implies that it is uMTφ invariant. Proposition 9.4 implies that there is an inclusion
uMTφ →֒ Qλ(S)
∧ and that it is a morphism of MHS. The first assertion follows as
Lemma 12.1 implies that [uMTφ , u
MT
φ ] ⊆ ker δξ. It also implies that the inclusion of
uMTφ into Qλ(S)
∧ induces a homomorphism
(34) H1(u
MT
φ )→ Qλ(S)
∧/ ker δξ.
There is a canonical canonical projection uMTφ → k for all complex structures φ.
Corollary 12.2 implies that (34) factors through H1(u
MT
φ )→ H1(k). 
Since k = W−6k, Theorem 11.8 implies that edg
S
ξ is just the divergence and so
does not depend on the choice of a framing.
Corollary 12.3. The composition of the canonical homomorphism ϕˆ of Proposi-
tion 9.4 with the edge homomorphism induces a homomorphism
(35) edgS : H1(k)→ Qλ(S)
∧
that is a morphism of MHS for all complex structures on S. It is invariant under
the mapping class group of S and does not depend on the complex structure on S
or on the framing ξ.
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12.1. Decomposability. Our goal in this section is to prove that edgS is injective
for all hyperbolic surfaces S. The first step is to prove that edgS behaves well when
S is decomposed.
Lemma 12.4. If S = S′ ∪ S′′ is a decomposition of S into two closed subsurfaces,
then
edgS = edgS
′
+edgS
′′
∈ Qλ(S′)∧ +Qλ(S′′)∧ ⊂ Qλ(S)∧.
Furthermore, if S has genus 0, then the image of (35) is contained in the center of
Qλ(S)∧.
Proof. Since edgS does not depend on the complex structure on S, we can take S
to be an Ihara curve. We can further assume that S = S′ ∪ S′′ is a decomposition
of S into two Ihara curves. The first statement is then a direct consequence of
Corollary 10.3.
To prove the second, observe that since the cobracket is k-linear, we have
σ · δξ(u) = δξ({σ, u}) = σ · δξ(u)− u · δξ(σ),
for all u ∈ Qλ(S)∧ and σ ∈ k. This implies that u · δξ(σ) = 0 for all u and σ. Since
δξ increases weights by 2, and since S has genus 0, we have
(id⊗ǫ)(u · δξ(σ)) = u · (id⊗ǫ)(δξ(σ)).
Combining these, we see that u · edgξ(σ) = 0 for all u ∈ Qλ(S)
∧. 
Recall that µj , j ∈ {0, . . . , n}, is a small positive loop about the jth puncture.
For each k > 0
(36)
n∑
j=0
(logµj)
k ∈ Qλ(S)∧.
Note that this is a Hodge class of weight −2k for all complex structures on S.
The weight graded version of the following result and key. It is proved in [13]
and reproved in [2, Thm.5.4].
Proposition 12.5. These elements span the center of Qλ(S)∧.
Proof. The statement for the completed version follows from Hodge theory as the
exactness of GrW• implies that
ZGrW• Qλ(S)
∧ ∼= GrW• ZQλ(S)
∧
where Z denotes center. 
12.2. Injectivity of edgS. The abelianization of k is the semi-simple pro-Hodge
structure
H1(k) =
∏
m≥1
Q[σ2m+1] =
∏
m≥1
Q(2m+ 1).
The following theorem is essentially due to Alekseev, Kawazumi, Kuno and Naef
[2]. It was explained to me by Florian Naef. A precursor is [3, Prop. 4.10] of
Alekseev and Torossian.
Theorem 12.6. If S is a hyperbolic surface, then the image of the generator
[σ2m+1] of H1(k) (suitably normalized) under the homomorphism (35) satisfies
edgS(σ2m+1) =
n∑
j=0
(logµj)
2m+1 ∈ Qλ(S)∧.
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In particular, edgS is injective for all hyperbolic surfaces S, so that (33) is also
injective.
The proof is somewhat technical and is relegated to Appendix A.
12.3. Concluding remarks. For surfaces of type (g,~1) with g > 0, Enomoto and
Satoh [21] constructed Sp(H)-invariant trace maps
TrES : Gr
W
−mDer
θ p→ |H⊗m| m ≥ 1
that generalize Morita’s trace maps and vanish on GrW• g. In [2, §8.2], it is shown
that TrES is the weight graded of the edge map defined in Section 11. The trace
map in genus 0 is the divergence div0. The “reconstruction formula” mentioned in
Remark 11.9 then implies the kernels of TrES and δξ on Der
θ L(H) are identical.
In another paper [22] with Kuno, they consider the kernel of the reduced cobracket
on Derθ L(H). They show that
GrW−m g ⊆ kerTrES ⊆ kerGr
W
−m δ
when 2 ≤ m ≤ 2g − 2.39 They also show [22, Thm. 2] that (GrW• δ)/ kerTrES
contains a non-trivial Sp(H)-module in weight −8 and when m > 5 is congruent
to 1 mod 5. Since GrW• (n/g) is a trivial Sp(H)-module, this implies that ker δ does
not normalize g.
In (g,~1) case, we have the following diagram in Qλ(S)∧:
ker δξ
◆◆
◆◆
◆◆
◆◆
◆◆
◆
n ∩Derθ p
♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
n ∩ ker δξ ∩Der
θ p ĝ
♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
ĝξ
This raises the following question, which is related to Drinfeld’s GRT, [20].
Question 12.7. Is k = (ker δξ ∩ Der
θ p)/gξ? This would follow if one knew that
ĝξ = n ∩ ker δξ ∩Der
θ p and that ker δξ ∩Der
θ p normalizes gξ .
13. Remarks on a Conjecture of Morita
Suppose that (S,~v) is a surface of type (g,~1) with an indexed pants decompo-
sition. As explained in Section 10, such a decomposition corresponds to an Ihara
curve and thus determines an action of the motivic Lie algebra mtm on p(S,~v).
Morita [66] has proposed a location of the image of the generator σ2n+1 of k in
GrW−4n−2Der
θ p(S,~v). Here we discuss Morita’s proposal. As in the previous sec-
tion, we set p = p(S,~v), g = gg,~1 and ĝ = ĝg,~1.
Since these generators σ2n+1 of k are not canonical (see Remark 9.1), the best
we can hope for is that we can determine the image of each σ2n+1 mod [k, k]. Since
the image of k→ Derθ p depends on the pants decomposition, the best we can hope
for if we ignore the pants decomposition is to determine the image of σ2n+1 mod
[k, k] + g. This is because the isomorphism ĝ ∼= mtm ⋉ g depends non-trivially on
39So these inclusions hold stably.
JOHNSON HOMOMORPHISMS 45
the pants decomposition and because the image of ĝ in Derθ p does not depend on
the complex structure by Theorem 9.3. Finally, since the image of k is contained in
W−6Der
θ p, and sinceW−2g =W−2ĝ
ξ by Corollary 12.2, the image of σ2n+1 is well
defined mod ker δ. Morita’s starting point is the following observation of Nakamura
(unpublished).
Lemma 13.1. For all g ≥ 2 and n ≥ 0, there is unique copy of Sym2n+1H in
GrW−2n−1Der
θ p. The restriction of Morita’s trace map to it is an isomorphism.
Sketch of Proof. Morita’s trace map implies that there is at least one copy of
Sym2n+1H in GrW−2n−1Der
θ
L(H). We need to prove uniqueness. Recall that
elements of Derθ L(H) of weight −2n−1 are represented by planar trivalent graphs
with 2n + 1 vertices modulo the IHX relation. The unique copy of Sym2n+1H is
the image of the map that takes x0x1 . . . x2n ∈ Sym
2n+1H to
g∑
j=1
∑
σ∈Σ2n+1
. . .
xσ(2n)xσ(2)xσ(1)xσ(0)
aj bj ∈ GrW−2n−1Der
θ
L(H).

The copy of H in GrW−1 p lies in the image of Gr
W
−1 gg,~1 in Der
θ p and is thus
“geometric”. Morita [63] has shown that Sym2n+1H is not geometric for all n ≥ 1.
Fix an Sp(H) equivariant inclusion µ2n+1 : Sym
2n+1H → Derθ GrW• p. Since
Sym2n+1H is an irreducible Sp(H)-module, there is a unique copy of the trivial
representation in Λ2 Sym2n+1H . Denote the image of a generator of this under the
bracket
[ , ] :
[
Λ2 Sym2n+1H
]Sp(H)
→ GrW−4n−2Der
θ p
by µ22n+1. The following is a refinement of Morita’s proposal [66] for the image of
the σ2n+1.
Question 13.2. Is it true that for each n ≥ 1, after rescaling µ22n+1 if necessary,
σ2n+1 ≡ µ
2
2n+1 mod ker δξ.
An affirmative answer to Questions 12.7 and 13.2 would imply that in GrW−4n−2Der
θ p,
we have
σ2n+1 ≡ µ
2
2n+1 mod [k, k] + g.
for each indexed pants decomposition of S. A negative answer to Question 13.2
would imply that this is false.
14. The Cohomology of ug
In the remaining sections, we explain the cohomological approach to computing
the weight graded quotients of ug,n+~r, at least stably. The basic tool, explained in
the appendix, is that GrW• H
•(ug,n+~r) determines Gr
W
• ug,n+~r by Mo¨bius inversion.
The converse is true in a range of weights w ≥ −m when H•(ug,n+~r) satisfies a
purity condition in degrees ≤ m.
In this section, we recall a few facts about the cohomology of the ug,n+~r. The
first is that the choice of a complex structure on a reference surface of type (g, n+~r)
determines a natural isomorphism
GrW• H
•(ug,n+~r) ∼= H
•(ug,n+~r)
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and that the exactness properties of the weight filtration implies that there is a
natural isomorphism
GrW• H
•(ug,n+~r) ∼= H
•(GrW• ug,n+~r).
In addition, we shall need the following result, which is proved in [31, 35].
Lemma 14.1. For all g, Wj−1H
j(ug,n+~r) vanishes. The lowest weight subring⊕
j≥0
WjH
j(ug,n+~r)
of H•(ug,n+~r) is quadratically presented for all g ≥ 3. In particular, the lowest
weight subring of ug,∗, where ∗ ∈ {0, 1,~1} have quadratic presentations⊕
j≥0
WjH
j(ug) = Λ
•(Λ30H)/(V⊞)
⊕
j≥0
WjH
j(ug,1) = Λ
•(Λ3H)/(V⊞ + Λ
2H0 +Q)
⊕
j≥0
WjH
j(ug,~1) = Λ
•(Λ30H)/(V⊞ + Λ
2
0H),
where the generators have Hodge weight 1, and the generators of the ideal of rela-
tions have weight 2.
Here Λ20H denotes the Sp(H)-invariant complement of the trivial representation
in Λ2H . Note that in Λ2Λ3H , Λ20H has multiplicity 3 and the trivial representation
Q has multiplicity 2 when g ≥ 6. Precise locations of the relations above can be
deduced from the quadratic relations in ug,∗ determined in [31, §11]. (See also [34,
§9].)
Theorem 5.7 implies that tg is a non-trivial central extension of ug. Since the
Gysin sequence of this extension is an exact sequence of MHS, the lowest weight
subring of H•(tg) is the lowest weight subring of ug mod the ideal generated by the
class κ1 ∈ H
2(ug) of the central extension.
Corollary 14.2. For all g, Wj−1H
j(tg,n+~r) vanishes. The lowest weight subring⊕
j≥0
WjH
j(tg,n+~r)
of H•(tg,n+~r) is quadratically presented for all g ≥ 3. In particular, the lowest
weight subring of tg has quadratic presentation
Λ•(Λ30H)/(V⊞ +Qκ1)
where the generators Λ30H have Hodge weight 1, and the relations have weight 2.
The class κ1 spans the unique copy of the trivial representation in Λ
2Λ30H.
Remark 14.3. This result implies that WjH
j(ug) is non-zero for all j ≤
(
g
3
)
when
g ≥ 3. This is because the generating set V := Λ30H(−1) is a Hodge structure
of weight −1 and level 3. The set of relations V⊞ is a Hodge structure of weight
−2 and level 4, as it is contained in H⊗4(−1). This implies that ΛjV is a Hodge
structure of level 3j when
0 ≤ j ≤ dimΛjV 2,−1 =
(
g
3
)
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and that the ideal of relations has level ≤ 3j − 2 in degrees j ≥ 2. Similarly, the
lowest weight subring of the Lie algebra tg of the Torelli group is non-zero in all
degrees ≤
(
g
3
)
. Since the homological dimension of Tg is 3g− 5 when g ≥ 2 (by [8]),
the canonical homomorphism
Hj(tg)→ H
j(Tg;Q)
is not an isomorphism when 3g − 5 < j <
(
g
3
)
.
14.1. Injectivity of the Johnson homomorphism. Injectivity of the Johnson
homomorphism gg,~1 → Der p(S,~v) can be expressed cohomologically. The following
result is a Lie algebra analogue of Stallings’ Theorem [77]. It follows directly from
the self-contained discussion in [42, §18].
Proposition 14.4. Suppose that g ≥ 3. The truncated Johnson homomorphism
gg,~1/W−m−1 → gg,~1/W−m−1 is an isomorphism if and only if
WmH
2(ug,~1)→ WmH
2(ug,~1)
is injective (and therefore an isomorphism).
15. Representation Stability
As previously remarked, the behaviour each weight graded quotient of each of
the invariants we are considering, viewed as an Sp(H) module, becomes more reg-
ular as the genus increases. In particular, the highest weights that occur in such
representations do not depend on the genus once it is large enough. A precise for-
mulation of representation stability in the representation ring R(Sp(H)) of Sp(H)
is given in [31, §6].40
Suppose that (S, P, ~V ) is a surface of type (g, n+~r+~1). By successively attaching
surfaces of type (1,~2), we obtain a sequence
Sg ⊂ Sg+1 ⊂ Sg+2 ⊂ · · ·
where Sk is of type (k, n+ ~r + ~1). This induces a sequence of inclusions
ΓS0,∂S0 →֒ ΓS1,∂S1 →֒ ΓS2,∂S2 →֒ · · ·
which induces sequences such as
gS0,∂S0 → gS1,∂S1 → gS2,∂S2 → · · · , gS0,∂S0 → gS1,∂S1 → gS2,∂S2 → · · ·
and
H•(uS0,∂S0)→ H
•(uS,∂S1)→ H
•(uS2,∂S2)→ · · ·
H•(uS0,∂S0)→ H
•(uS,∂S1)→ H
•(uS2,∂S2)→ · · ·
Using limit MHS, we can arrange for all of these stabilization maps to be mor-
phisms of MHS.41 Consequently, the stabilizations of each of these invariants admits
an ind- (or pro-) MHS. This implies that the weight graded quotients of each of these
invariants stabilizes as a Hodge structure. Each of these invariants also stabilizes in
the representation ring of Sp(H). The following is an incomplete list of invariants
40The representation ring R(G) of an affine group G is defined to be the Grothendieck group
of the category Rep(G) of its finite dimensional representations. When G is reductive, it is the
free Z-module generated by the isomorphism classes of irreducible G-modules.
41Technical point: Since the vanishing cycles are homologically trivial, the relative weight
filtration M• and the weight filtration W• coincide.
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associated to completed mapping class groups that stabilize in the representation
ring of Sp(H).
Proposition 15.1. Suppose that (S, P, ~V ) is a surface of type (g, n + ~r + ~1) with
n, r ≥ 0. For V being one of p(S), Derθ p(S,~v), gS,∂S, gS,∂S, H
•(uS,∂S), H
•(uS,∂S),
the weight graded quotient GrWm V stabilizes in the representation ring of Sp(H) as
g →∞ and n and r remain constant. The stable value of GrWm V occurs when
g ≥


|m| V = p(S,~v),
|m|+ 2 V = gS,∂S , Der
θ p(S,~v),
|m|/3 V = gS,∂S, H
j(uS,∂S), H
j(uS,∂S).
These stability ranges are not optimal. For example, form for which GrWm gS,∂S =
GrWm gS,∂S (e.g., −6 ≤ m ≤ −1 when g ≫ 0), stabilization of Gr
W
m gS,∂S occurs
when g ≥ −m+ 2.
Sketch of Proof. We use the notation above and we apply the conventions (e.g.,
choice of torus, positive roots) of [31, §6], where a1, . . . , ak, b1, . . . , bk is a symplectic
basis of GrW−1H1(Sk). Suppose that Vk is an Spk-module (k = h, h + 1) and that
Vh → Vh+1 that is equivariant with respect to the inclusion Sph → Sph+1. Then
Vh → Vh+1 is an isomorphism in the stable representation ring R(Sp) if it induces
a bijection on highest weight vectors. In particular, Vh and Vh+1 have the same
highest weight decompositions.
Denote the Schur functor associated to a partition µ by Sµ. The key point is
to observe that if Vh → Vh+1 is an isomorphism in the stable representation ring
R(Sp) and if h is sufficiently large relative to µ, then by [51], SµVh → SµVh+1 is
also an isomorphism in R(Sp).42
Suppose that
Vg → Vg+1 → Vg+2 → · · ·
is a sequence of finite dimensional graded Sp-modules that stabilizes in R(Sp). As-
sume that GrWm Vg = 0 when m ≥ 0. This induces a sequence
L(Vg)→ L(Vg+1)→ L(Vg+2)→ · · ·
of graded Lie algebras in R(Sp). Representation stability implies that each weight
graded quotient of the graded tensor algebra T (Vg) stabilizes in R(Sp). The PBW
theorem and the stability of Schur functors then implies that each weight graded
quotient of L(Vk) stabilizes in R(Sp).
We first apply this when Vk = Gr
W
• H1(Sk). Since Gr
W
−m p(Sk,~v) is canonically
a quotient of GrW−m L(Gr
W
• H1(Sk)), Gr
W
−m p(Sk,~v)→ Gr
W
−m p(Sk+1,~v) is surjective
on highest weight vectors when k is sufficiently large. Denote the kernel of the
canonical quotient map
L(GrW• H1(Sk))→ p(Sk,~v)
by rk. When k ≥ 2 this ideal is generated by elements of weight −2 by [5] and [31,
§12]. The surjectivity of the bracket map GrW−m rk ⊗ Gr
W
−1H1(Sk) → Gr
W
−m−1 rk
implies that GrW−m rk → Gr
W
−m rk+1 is surjective on highest weight vectors when k
42Kabanov [51] proves that if Vν is the irreducible representation of Sph corresponding to the
partition ν, then SµVν stabilizes in R(Sp) when h ≥ |µ||ν|.
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is sufficiently large. Since (as Spg+k-modules) rk⊕Gr
W
• p(Sk,~v) = L(Gr
W
• H1(Sk)),
we conclude that p(Sk,~v) stabilizes in R(Spg).
Similarly taking Vk = H1(uSk,∂Sk) and using the fact that each Gr
W
• uSk,∂Sk is
quadratically presented when k ≥ 4, we see that each weight graded quotient of
uSk,∂Sk stabilizes in R(Sp).
The results on cohomology of uS,∂S follow similarly. Stability of Gr
W
• H
•(uSk,∂Sk)
follows as each weight graded quotient of the complex C•(GrW• uSk,∂Sk) (vector
spaces and maps) stabilizes in R(Sp) by the stability of Schur functors [51]. 
The stability results also hold in the case where there are no boundary compo-
nents — that is, when r = 0.
Corollary 15.2. For all n ≥ 0, the weight graded quotients of gg,n and H
•(ug,n)
stabilize in the representation ring of Sp(H).
Proof. The weight graded quotients of gg,n stabilize in the representation ring of
Sp(H) when n > 0 as the Gysin sequence
0→ Q(1)→ gg,n−1+~1 → gg,n → 0.
is an exact sequence of MHS. Exactness of GrW• then implies that the weight graded
quotients of gg,n−1+~1 and gg,n are isomorphic except in weight −2, where they differ
by a copy of the trivial representation. Similarly, representation stability of the
weight graded quotients is easily deduced from the exactness of the sequence
0→ pg → gg,1 → gg → 0
where pg is the Lie algebra of the unipotent completion of the fundamental group
of a smooth compact surface of genus g. Its weight graded quotients stabilize in
R(Sp(H)). 
For example the first 3 graded quotients are
GrW−m ug
∼=


Λ30H m = 1, g ≥ 3,
V⊞ m = 2, g ≥ 3,
V[312] m = 3, g ≥ 3.
(See [31, Prop. 9.6].) The next 3 stable values of GrW−m ug can be found in [67].
43
This is the current state of the art. However, if the stable cohomology of ug satisfies
a purity condition, one can compute GrW• ug as will be explained in the next section.
16. Stable Cohomology
The cohomology of a (negatively weighted) pronilpotent Lie algebra u in the cate-
gory of MHS determines the associated weight graded Lie algebra GrW• u. In in par-
ticular, the stable cohomology of ug,n+~r determines the stable value of Gr
W
• ug,n+~r,
and the stable cohomology of ug,n+~r determines the stable value of Gr
W
• ug,n+~r.
Here we discuss evidence that the stable cohomology of ug,n+~r equals the stable
cohomology groups of Γg,n+~r with symplectic coefficients. If this is the case, it
provides another avenue for determining the image of the Johnson homomorphism.
43The computations in [67] compute GrW
−m u, but imply that W6H
2(u) = W6H2(u). So
u/W−7 ∼= u/W−7 by Proposition 14.4.
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16.1. Comparison with H•(Γg,n+~r;Vµ). The cohomology of an affine (i.e., proal-
gebraic) group over a field k with coefficients in a G-module V is defined by
Hj(G;V ) := Extj(k, V ),
where the Ext is taken in the category Rep(G) of G-modules [45]. A homomor-
phism Γ → G(k) from a discrete group into the k-rational points of G induces a
homomorphism H•(G;V ) → H•(Γ;V ) for each G-module V . In particular, for
each Sp(H)-module V , we have the homomorphism
(37) H•(Gg,n+~r ;V )→ H
•(Γg,n+~r;V )
induced by Γg,n+~r → Gg,n+~r(Q). General properties of relative completion imply
that this map is an isomorphism in degrees ≤ 1 and is injective in degree 2.44
Standard facts about the cohomology of algebraic groups45 imply that
Hj(Gg,n+~r;V ) ∼=
[
Hj(ug,n+~r)⊗ V
]Sp(H)
.
These homomorphisms are compatible with Hodge theory in a sense to be explained
below.
The map (37) is an isomorphism in genus 0 (in all degrees) as each M0,n is a
hyperplane complement of fiber type, and therefore a rational K(π, 1). One can
check that it is an isomorphism in genus 1 in all degrees as well. A proof can
be deduced from results in Sections 9 and 10 of [42]. However, it fails to be an
isomorphism for all g ≥ 3. This follows from the discussion in Remark 14.3: since
Γg has virtual cohomological dimension 4g − 5, (37) cannot be an isomorphism in
degrees 4g − 4 ≤ j ≤
(
g
3
)
for at least one coefficient module V in each degree.
16.2. Towards the stable cohomology of Gg,n+~r. Isomorphism classes of irre-
ducible Spg = Sp(H) modules are in bijective correspondence with partitions
µ : µ1 + µ2 + · · ·+ µg, µ1 ≥ µ2 ≥ · · · ≥ µg ≥ 0
of positive integers into ≤ g pieces. Set |µ| := µ1 + · · ·+ µr. For each partition µ
fix an irreducible Sp(H)-module Vµ in the corresponding isomorphism class. Each
Hodge structure on H determines a Hodge structure on Vµ of weight −|µ|.
Conjecture 16.1 (cf. [40, §9]). The homomorphism (37) with V = Vµ is stably an
isomorphism for all µ.
The local system Vµ overMg,n+~r corresponding to Vµ has a unique structure of
a polarized variation of Hodge structure of weight −|µ| overMg,n+~r. The natural
isomorphism
Hj(Γg,n+~r;Vµ) ∼= H
j(Mg,n+~r;Vµ)
induces a MHS on Hj(Γg,n+~r;Vµ) with weights ≥ j−|µ|. Each choice of a complex
structure φ on (S, P, ~V ), the MHS on ug,n+~r determines MHSs on H
•(ug,n+~r) and
Vµ via linear algebra. With these MHSs, the natural map
(38) Hj(Gg,n+~r;Vµ) ∼=
[
Hj(ug,n+~r)⊗ Vµ
]Sp(H)
→ Hj(Γg,n+~r;Vµ)
is a morphism of MHS. For a proof, see [31, §7].
If (37) is stably an isomorphism it will force Hj(ug,n+~r) to be pure of weight j.
This leads us to:
44One source is [31, §7], but simpler proofs exist.
45This is very well known. A proof can be found in [32].
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Conjecture 16.2 (Purity). The weight m stable cohomology of ug,n+~r is of degree
m. That is,
GrWm H
•(ug,n+~r) = Gr
W
m H
m(ug,n+~r) for all g ≥ m/3.
The relevance of this conjecture is that purity of H•(ug,n+~r) in degrees ≤ m
allows the computation of GrWj ug,n+~r in the representation ring of Sp(H) for j ≤ m
by the formula in the Appendix. Purity is known when m = 1 (Johnson [50]) and
m = 2 (Kabanov [52] and Hain [31]), and 2 < m ≤ 6 (Morita–Sakasai–Suzuki [67]).
The general case would follow if one can show that the enveloping algebra of ug,n+~r
is stably Koszul dual to its cohomology. (Cf. [40, Q. 9.14].)
Further evidence for these conjectures is provided by the following result, which
implies that the lowest weight cohomology of Gg,∗ is isomorphic to the stable coho-
mology of Γg,∗ for ∗ ∈ {0, 1,~1}.
Theorem 16.3 (Garoufalidis–Getzler, Petersen, Kupers–Randal-Williams). For
all partitions µ and ∗ ∈ {0, 1,~1}, the homomorphism
ν∗ :
⊕
m≥0
Wm−|µ|H
m(Gg,∗, Vµ) ∼=
[⊕
m≥0
Λ•WmH
m(ug,∗)⊗ Vµ
]Sp(H)
→ H•(Γg,∗;Vµ)
is an isomorphism when g ≫ 0.
The history of this theorem is tangled and still evolving. Garoufalidis and Getzler
[25] claim it is true when ∗ = 0, 1. However, as pointed out to me by Dan Petersen,
their proof is incomplete. Petersen [73] has given a corrected proof in this case.
The ∗ = ~1 case can be deduced from results of Kupers and Randal-Williams in
[59]. The goal of the following proposition is to clarify the relationship between the
3 cases of the theorem. In particular, prove that the ∗ = 0 and ∗ = 1 cases are
equivalent.
Proposition 16.4. The following hold:
(i) ν0 is a stable isomorphism if and only if ν1 is a stable isomorphism.
(ii) If ν1 a stable isomorphism, then ν~1 is a stable isomorphism.
Sketch of Proof. We will focus on the first assertion as there are several proofs of the
∗ = 1,~1 cases. First note that if S is a compact surface of genus g, then the natural
map H•(p(S)) → H•(S;Q) is an isomorphism.46 Since H2(Gg,1)→ H
2(Γg,1;Q) is
an isomorphism for all g ≥ 3, there is a class
ψ ∈ H2(Gg,1) ∼= H
2(ug,1)
Sp(H)
that corresponds to the first Chern class of the relative tangent bundle of Mg,1 →
Mg. Its restriction to H
2(p) is non-zero. Choose a closed, Sp(H)-invariant rep-
resentative of it in Λ2GrW1 u
∨
g,1. We’ll also denote it by ψ. The homomorphism
Γg,1 → Gg,1(Q) induces a map of extensions
1 // π1(S, xo) //

Γg,1 //

Γg //

1
1 // P // Gg,1 // Gg // 1
46This is long well-known. A proof can found in [37, §5.1].
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and thus of the corresponding spectral sequences that compute cohomology with
coefficients in Vµ. Since Mg,1 → Mg has smooth projective fibers, the spectral
sequence of the top extension collapses at E2 by Deligne’s theorem [14]. Since
H•(p) → H•(S;Q) is an isomorphism, Deligne’s argument also implies that the
spectral sequence of the lower extension collapses at E2. This is because cupping
with ψ ∈ E0,2r commutes with dr and induces an isomorphism E
s,0
r → E
s,2
r . It is
now an exercise to prove the first claim.
The classes ψ are also the first Chern classes of the central extensions
0→ Z→ Γg,~1 → Γg,1 → 1 and 0→ Ga → Gg,~1 → Gg,1 → 1.
Their Gysin sequences are long exact sequences of MHS. The exactness properties
the weight filtration implies that the rows of the diagram
Wm−2H
j−2(Gg,1, Vµ)
ψ //
νj−2
1

WmH
j(Gg,1, Vµ) //
νj
1

WmH
j(Gg,~1, Vµ)
νj
~1

// 0
Wm−2H
j−2(Γg,1, Vµ)
ψ // WmHj(Γg,1, Vµ) // WmHj(Γg,~1, Vµ)
// 0
are exact, where m = j − |µ|. So if ν1 is stably an isomorphism, then so is ν~1. 
Since the sequence
0→ πun1 (S, x0)→ Gg,n+1 → Gg,n → 1
is exact, where S is a surface of type (g, n), and since H•(πun1 (S, x0))→ H
•(S;Q)
is an isomorphism, Theorem 16.3 implies, by induction on n, that
Corollary 16.5. Conjecture 16.2 is equivalent to Conjecture 16.1.
Appendix A. Proof of Theorem 12.6
Lemma 12.4 implies that we need only prove the result when S is P1 − {0, 1,∞}.
Denote ∂/∂z ∈ T1P
1 by ~v1. For a ∈ {0, 1,∞}, let ~va ∈ TaP
1 be an image of ~v1
under the action of the symmetric group action on P1 − {0, 1,∞}. (These are well
defined up to a sign.) Set pa = p(P
1 − {0, 1,∞},~va). By Corollary 12.3, edg
S does
not depend on the framing, so we will ignore it.
A.1. The symmetric depth filtration of Qλ(P1 − {0, 1,∞})∧. The inclusion
P1 − {0, 1,∞} →֒ Gm induces a Lie algebra homomorphism
φ1 : p1 → p(Gm, 1)
inMHS. The depth filtrationD•1 of p1 is defined byD
0
1p1 = p1 andD
k
1p1 = L
k kerφ1
when k ≥ 1, the kth term of the lower central series of kerφ1. The depth filtration
of p1 induces one on its enveloping algebra Qπ1(P
1 − {0, 1,∞},~v1)
∧ and one on
Qλ(P1 − {0, 1,∞})∧ via the quotient map. Denote all of these depth filtrations by
D•1 .
The depth filtration D•1 of Qλ(P
1 − {0, 1,∞})∧ depends on the choice of the
“boundary component” 1 ∈ {0, 1,∞} where the tangent vector ~v1 is anchored.
Similarly, we have the depth filtrations D•0 and D
•
∞ of Qλ(P
1 − {0, 1,∞})∧. These
are filtrations in MHS and are permuted by the Σ3 action on P
1 − {0, 1,∞}.
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Define the symmetric depth filtration D• of Qλ(P1 − {0, 1,∞})∧ to be the inter-
section of these 3 filtrations:
D
kQλ(P1 − {0, 1,∞})∧ := (Dk0 ∩D
k
1 ∩D
k
∞)Qλ(P
1 − {0, 1,∞})∧.
It is a filtration by MHSs and is Σ3-invariant. It is therefore determined by the
induced filtration on GrW• Qλ(S)
∧. We now describe this explicitly.
For each a ∈ {0, 1,∞}, there is a canonical isomorphism
GrW• pa
∼= L(e0, e1, e∞)/(e0 + e1 + e∞).
The associated weight graded of p1 → p(Gm, 1) is the homomorphism
L(e0, e1, e∞)/(e0 + e1 + e∞)→ L(e0, e∞)/(e0 + e∞) ∼= L(e0)
that sends e1 to 0. The filtration D
•
1 of Gr
W
• p1 is the filtration
Dk1 Gr
W
• p1 = {Lie words in e0, e1 of degree ≥ k in e0}
= {Lie words in e1, e∞ of degree ≥ k in e∞}.
Observe that
Gr1D1 p1 =
∞⊕
n=0
Q adn
e1
e0 =
∞⊕
n=0
Q adn
e1
e∞.
Formulas for D•0 and D
•
∞ are obtained by permuting the indices 0, 1,∞. As a
consequence
D
kGrW−2dQλ(P
1 − {0, 1,∞})∧
= {f ∈ | SymdH1(P
1 − {0, 1,∞})| : degea f ≥ k, a = 0, 1,∞},
where we regard e0, e1, e∞ as elements of H1(P
1 − {0, 1,∞}), which is canonically
isomorphic to GrW−2 pa for a ∈ {0, 1,∞}.
A.2. The depth filtrations of SDer p1 and k. In order to compute edg
S(σ2m+1)
mod D2Qλ(S)∧ we need to relate D• to the standard depth filtrationD• of SDer pa,
which is defined by
Dk SDer pa := {σ ∈ SDer pa : σ(D
j
apa) ⊆ D
j+k
a pa all j ≥ 0}.
It satisfies [Dj , Dk] ⊆ Dj+k. The depth filtration D• of k is defined to be its
restriction to k under the inclusion k →֒ SDer pa. It does not depend on a and is a
central filtration, so that Dkk ⊇ Lkk.47
Since the depth filtration of SDer pa is a filtration by MHS, it is determined by
the depth filtration on SDerGrW• pa. Observe that Du ∈ D
k SDerGrW• p1 if and
only if u0 and u∞ are both in D
k GrW• p1. Combined with Proposition 11.5, this
implies that
Dk SDer pa = SDer pa ∩D
kQλ(P1 − {0, 1,∞})∧
which implies that Dkk = k ∩DkQλ(P1 − {0, 1,∞})∧.
47These are not, in general, equal. An important open problem is to understand the generators
and relations of the Lie algebra Gr•D k. The relations in depth two are known to correspond to
classical cusp forms of level 1. See [7] for precise statements and conjectures.
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A.3. The computation of edgS(σ2m+1) mod D
2. The key point for us is that
k = D1k and [k, k] = D2k: The second statement is well known and follows from the
action of k on the “polylog quotient” p1/D
2p1 of p1. It implies that edg
S vanishes
on D2k.
The action of σ2n+1 on the polylog quotient p1/D
2
1 implies that the homomor-
phism H1(k) 7→ Gr
1
D SDerGr
W
• p1 takes [σ2m+1] (suitably scaled) to the derivation
e0 7→ ad
2m+1
e0
e1 = [e0, ad
2m
e0
e1] and e∞ 7→ ad
2m+1
e∞
e1 = [e∞, ad
2m
e∞
e1].
This implies that if σ2m+1 7→ Du, where u = (u0, u∞), then, mod D
2p1,
u0 ≡ ad
2m
e0
e1 = − ad
2m
e0
e∞ and u∞ ≡ ad
2m
e∞
e1 = − ad
2m
e∞
e0.
Thus, mod D21Q〈e0, e∞〉, we have
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u
(0)
0 ≡ −
2m∑
k=1
(−1)k
(
2m
k
)
ek0e∞e
2m−k
0 and u
(∞)
∞ ≡ −
2m∑
k=1
(−1)k
(
2m
k
)
ek∞e0e
2m−k
∞ .
Since e0 + e1 + e∞ = 0,
edgS Du = div1Du ≡ |e
2m
0 e∞|+ |e
2m
∞ e0| ≡ −
1
2m+ 1
(
|e2m+10 |+ |e
2m+1
1 |+ |e
2m+1
∞ |
)
mod D2GrW• Qλ(S)
∧. Since edgS(σ2m+1) is central by Lemma 12.4, Proposi-
tion 12.5 implies that, after rescaling,
edgS(σ2m+1) = (logµ0)
2m+1 + (logµ1)
2m+1 + (log µ∞)
2m+1.
Appendix B. Mo¨bius inversion
Suppose that k is a field of characteristic zero, G is a reductive k-group, such as
Sp(H) and that
h =
⊕
n≥1
hn
is a graded Lie algebra in the category of G-modules. The Chevalley–Eilenberg
chain complex
C•(h) := Λ
•h
has a natural grading induced by the grading of h that is preserved by the differ-
ential. This implies that H•(h) is graded and that
χ
(
GrnH•(h)
)
= χ
(
Grn Λ
•
)
in the representation ring R(G) of G, where χ denotes Euler characteristic. For
example, it implies that
Gr3H•(h) = χ
(
Λ3h1 → h1 ⊗ h2 → h3
)
,
where the first map in the complex is the “Jacobi identity”
x ∧ y ∧ z 7→ x⊗ [y, z] + y ⊗ [z, x] + z ⊗ [x, y] ∈ h1 ⊗ h2
and the second map is the bracket. So, if one knows Gr3H•(h) and h1 and h2, then
one can compute h3 in the representation ring of G. This is the method used in
[31, §8] to compute the graded quotients of the lower central series of p(S, x).
48Use the formula adkx y =
∑k
j=0(−1)
j
(k
j
)
xk−jyxj .
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One can invert this formula to obtain a formula for h• in terms of Gr•H•(h), a
fact I learned from Looijenga. To this end, set
Φ(x) =
∑
n≥0
χ
(
GrnH•(h)
)
xn ∈ R(G)[[x]].
Proposition B.1. Define Ψn(h) ∈ R(G) to be the coefficients of the power series∑
n≥0
Ψn(h)x
n = −
xΦ′(x)
Φ(x)
∈ R(G)[[x]].
Then in R(G), we have
(39) hn =
1
n
∑
d|n
µ(d)ψdΨn/d(h)
where ψd denotes the dth Adam’s operation and where µ is the Mo¨bius function.
When every G-module is isomorphic to its dual (as it is when G = Sp(H)),
homology can be replaced by cohomology in this formula.
If the cohomology of h is pure in degrees ≤ m in the sense that
Hj(h) = Grj Hj(h), for all j ≤ m,
then
Φ(x) ≡
∑
n≥0
(−1)nHn(h)x
n ∈ R(G)[[x]] mod (xm+1).
This simplifies Ψ(x) mod (xm+1) and implies that Hj(h) is determined by Hk(h)
(k ≤ j) for all j ≤ m.
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