W. Gosper in 2001 introduced the q-constant Πq and conjectured many identities involving Πq by employing empirical evidence. In this paper we first establish certain modular equations of degree 3 and then apply these modular equations to confirm some of these Πq-conjectures.
Introduction
Throughout this paper we assume that |q| < 1. In [3, p . 85] W. Gosper introduced the q-constant Π q :
where (a; q) ∞ is the q-shifted factorial given by (1 − aq n ).
He also stated without proofs many identities involving Π q by employing empirical evidence based on a computer program called MACSYMA. In particular, he [3, pp. 103-104] conjectured the following identities on Π q : 
The identity (1.3) was confirmed by the author and H.-C. Zhai [4] by establishing an identity involving the q-trigonometric functions and the constant Π q , which is equivalent to a theta function identity that can be proved by using an addition formula for Jacobi's theta function [7, Theorem 1] (See [5] and [6] for the definitions of Jacobi's theta function). In [2, Theorem 2.3] El Bachraoui only showed that (1.5) is equivalent to (1.6) . In this paper we will prove the identities (1.2), (1.4)-(1.10). In order to prove Theorem 1.1 we need some knowledge of modular equations. Ramanujan's general theta functions f (a, b) are defined by:
Two special cases are as follows:
q n(n+1)/2 .
Following Berndt [1, p. 120], for 0 < q < 1, we set
where 2 F 1 is the hypergeometric function defined by
and (a) n is the shifted factorial given by
We now turn to the definition of modular equations [1, (6.3.2)]. Let n be a positive integer and 0 < k, l < 1. Then a relation between k and l induced by the relation
is called a modular equation of degree n. Put α = k 2 , β = l 2 , we also say that β has degree n over α. The multiplier m is defined by
The following results are very important in the sequel.
In the next section we establish certain modular equations of degree 3. We emply these modular equations of degree 3 to show Theorem 1.1 in Section 3.
Modular equations of degree 3
We set up several modular equations of degree 3 in this section.
Proof. The identity (2.1) follows easily from [1, (6.3.23)].
We now show (2.2). It follows from [1, (6.3.19 ) and (6.3.20)] that
and
From these identities the formula (2.2) follows readily. 
.
Then (2.4) follows. We then deduce (2.5). It follows from [1, (6.3.20 ) and (6.3.23)] that
, from which (2.5) is obtained.
We now derive (2.6). Using [1, (6.3.19 ) and (6.3.23)] we get
From these two identities we obtain (2.6). Finally, we show (2.7). We deduce from [1, (6.3.20 ) and (6.3.23)] that
From these we arrive at (2.7). This completes the proof of Theorem 2.1.
Proof of Theorem 1.1
According to [2, Theorem 2.3], we know that (1.5) and (1.6) are equivalent, so we only need to prove one of them. In this section we shall show the identities (1.2), (1.4), (1.6)-(1.10). If the identities in Theorem 1.1 hold for 0 < q < 1, then, by analytic continuation, these identities are also true for |q| < 1. So we assume that 0 < q < 1 in this section.
According to [1, (1.3 .14)] we have
Then
and so the identities (1.2), (1.4), (1.6)-(1.10) are respectively equivalent to
We first prove (3.1). It can be deduced from (1.12) and (1.13) that
where β has degree 3 over α. Then
Hence, the formula (3.1) follows by dividing both sides of (2.1) by m(1 + 3 m β α ) and then using (3.12), (3.13) and (1.11) in the resulting identity. We multiply both sides of (2.5) by q 1/2 and then apply (3.12), (3.15) and (1.11) in the resulting identity to obtain (3.5). The identity (3.6) follows easily by dividing both sides of (2.6) by q 1/2 and then using (1.11), (3.12) and (3.14) in the resulting formula.
The identity (3.7) follows readily by multiplying both sides of (2.7) by q 1/2 and then employing (1.11), (3.12) and (3.15 ) in the resulting identity.
