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Decentralized coordination is one of the fundamental challenges for societies and organizations. While
extensively explored from a variety of perspectives, one issue which has received limited aention is human
coordination in the presence of adversarial agents. We study this problem by situating human subjects as
nodes on a network, and endowing each with a role, either regular (with the goal of achieving consensus
among all regular players), or adversarial (aiming to prevent consensus among regular players). We show that
adversarial nodes are, indeed, quite successful in preventing consensus. However, we demonstrate that having
the ability to communicate among network neighbors can considerably improve coordination success, as well
as resilience to adversarial nodes. Our analysis of communication suggests that adversarial nodes aempt to
exploit this capability for their ends, but do so in a somewhat limited way, perhaps to prevent regular nodes
from recognizing their intent. In addition, we show that the presence of trusted nodes generally has limited
value, but does help when many adversarial nodes are present and players can communicate. Finally, we use
experimental data to develop a computational model of human behavior, and explore a number of additional
parametric variations, such as features of network topologies, using the resulting data-driven agent-based
model.
1 INTRODUCTION
Coordination is one of the fundamental problems faced by teams, organizations, and societies. Such
coordination problems are oen decentralized, and involve limited local information and interaction,
with such locality naturally captured by a network structure. Considerable prior research has been
devoted to understanding and modeling human behavior in networked coordination seings, such
as networked consensus [Judd et al., 2010, Kearns, 2012, Kearns et al., 2009, Vorobeychik et al.,
2017], coloring [Judd et al., 2010, Mahew et al., 2009], bargaining [Chakraborty et al., 2010], and
social dilemma games [Gracia-La´zaro et al., 2012, Leibbrandt et al., 2015], among others. However,
decentralized coordination problems oen take place in adversarial predicaments. For example,
organizations aempting to coordinate on a strategy may also compete with other organizations
(legal and illicit), and coordination in combat mission planning and execution inherently faces
adversarial entities in the form of enemy combatants. Moreover, adversaries oen aempt to exert
their inuence covertly, such as by bribing insiders, taking control of network nodes through cyber
aacks, and spreading malicious inuence tacitly through social networks, for example, by means
of fake news. Consequently, an important consideration in decentralized coordination is resilience
to adversarial tampering with the process. Surprisingly, this is not a question that has been studied
to date from a behavioral perspective.
We investigate the problem of decentralized consensus on networks in the presence of adver-
sarial nodes, leveraging two research modalities: human subject experiments and data-driven
computational modeling. Our experiments focus on two design factors: allowing neighboring
nodes to communicate, and embedding a small set of trusted nodes in the network. While com-
munication has been a major subject of inquiry in prior research [Cooper et al., 1992, Demichelis
and Weibull, 2008, Ellingsen and Ostling, 2010, Miller and Moser, 2004], recent research suggests
that communicating solely among network neighbors has limited impact on the ability of people
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to reach networked consensus [Vorobeychik et al., 2017]. On the other hand, [Abbas et al., 2014]
showed that the presence of trusted nodes can signicantly facilitate decentralized coordination,
albeit in a stylized model, rather with human subjects. Our results run counter to both of these
recent observations. First, we demonstrate that communication helps a great deal, especially as we
increase the number of adversarial nodes. Second, we show that the presence of trusted nodes does
not, in the aggregate, help; however, it is of value when there is a substantial adversarial presence,
and players can communicate. Additionally, we observe that adversarial nodes clearly engage in
deliberate aempts to manipulate outcomes. For example, we observe that they tend to choose
colors in opposition to their local neighborhood. Moreover, when communication is enabled, they
oen send messages that are deliberately misleading. A surprising feature of adversarial behavior,
however, is that their manipulation aempts are relatively subdued: their tendency to choose colors
opposing local majority is relatively weak, and they rarely communicate in a way that blatantly
disagrees with their objective local state. We conjecture that this behavior is also partly strategic:
since the identity of adversarial nodes is unobserved, remaining covert necessitates limiting the
extent of malicious activity.
Our simulation experiments consider several additional analyses: 1) optimizing behavior models,
through limited change to parameters, to maximize consensus rate, 2) optimizing location of
trusted and adversarial nodes within the network, and 3) systematically considering the impact of
parameters of network topology, such as density, clustering, and disparity in degree distribution,
on consensus rates. Overall, we observe that small changes in model parameters have lile impact
on consensus rates, and optimizing location is particularly benecial for adversarial nodes, even
when they do so following a similarly optimized placement of trusted players. In addition, we nd
that network density improves consensus rate, with and without adversaries, but also increases
the value of trusted nodes. In contrast, clustering and disparity in degrees have limited impact,
particularly when adversarial nodes are present.
Related Work. Our study of networked coordination follows a number of prior eorts that
investigate a variety of decentralized coordination problems on networks using human subjects
methodology, such as [Chakraborty et al., 2010, Judd et al., 2010, Kearns, 2012, Kearns et al., 2009,
Mahew et al., 2009, Vorobeychik et al., 2017]. e impact of communication on human coordination
and cooperation has extensive, parallel literature, using both human subjects [Olmstead et al.,
2009, Richerson and Boyd, 2010, Szamado, 2011] and theoretical methods [Demichelis and Weibull,
2008, Ellingsen and Ostling, 2010, Farrell, 1987, 1988, Miller and Moser, 2004]. However, in most
of this literature, communication is graed on as a distinct pre-play stage; moreover, much of
this literature study simple, two-player games. Vorobeychik et al. [2017] is a recent exception,
combining both threads, but investigating only non-adversarial seings.
Resilience in coordination has been analyzed by several eorts, both theoretically and in simula-
tions, using relatively stylized behavior models [LeBlanc and Koutsoukos, 2012, LeBlanc et al., 2013,
Zeng and Chow, 2014]. Abbas et al. [2014] study the importance of trusted nodes in such seings,
again, analyzing a stylized model of decentralized consensus, rather than human behavior.
Data-driven or empirical agent-based modeling have been proposed as a means of performing
simulations that reliably reect actual behavior data [Wunder et al., 2013, Zhang et al., 2016]. Our
simulation-based analysis follows in the spirit of these eorts.
Finally, our work has some relationship to experimental studies of Stackelberg security games [Nguyen
et al., 2013, Pita et al., 2010]. However, the specic context of these games is securing a collection
of targets, using limited resources, rather than decentralized, networked coordination.
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2 EXPERIMENTAL METHODOLOGY
2.1 General Setup
We designed a human subject experiment to study adversarial coordination on social networks.
Specically, the experiment builds on networked consensus games [Judd et al., 2010, Kearns et al.,
2012], in which a collection of players (human subjects) act as nodes on an exogenously specied
graph, choosing between two colors: RED and GREEN. ese games proceed for 60 seconds, with
individuals able to make changes to their color choice in essentially real time. Each player has an
egocentric view of the game illustrated in Figure 1, where their node is displayed at the center, and
their network neighbors are shown surrounding the “Me” node, along with their color choices, as
well network connections among them. Any node is displayed as white prior to actively choosing
a color. e display screen also shows time remaining in the game. Each player receives a base
payment for each game played ($0.15), as well as a bonus of $0.20 if a global consensus on either
color is reached (the game ends as soon as consensus is reached).
e game description so far replicates features from all prior experiments in networked consensus.
A new feature, introduced by Vorobeychik et al.[Vorobeychik et al., 2017], allows network neighbors
to communicate through an instant message-style interface, shown on the right in Figure 1. To
facilitate such communication, when allowed, each player is assigned a 3-leer name at the begin-
ning of each game, and this name serves as their unique identier in communicating with others.
Specically, when a player sends a message through this interface, all their immediate network
neighbors receive the message (this mode of communication was termed local communication by
Vorobeychik et al.[Vorobeychik et al., 2017]).
We made one change to this general setup, which turns out to be quite consequential. In all prior
experiments, the interface featured a progress bar, which shows how close the overall state is to
global consensus (measured by the number of nodes disagreeing with majority color). In our seing,
however, such a progress bar communicates too much information, particularly when adversaries
are present, and we consequently removed it (particularly since it doesn’t have a clear motivation
and was just a design artifact of prior experiments). As we observe below, removing the progress bar
increases the importance of communication, relative to ndings reported by vorobeychik2017does.
2.2 Design of Adversarial Consensus Games
Starting with the basic experimental framework described above, we augment the experimental
platform with several features in order to study how adversarial nodes impact the ability of the
rest (i.e., the non-adversarial sub-network) to reach global consensus. For this purpose, we divide
players into two teams: a consensus team and a no-consensus team (in our parlance, these are
adversaries). e goal of the consensus team is to reach global consensus among members of this
team only, captured by the bonus payment structure described above. e goal of the no-consensus
team is to prevent consensus among members of the consensus team, which we incentivize by
paying a $0.40 bonus to members of this team if and only if consensus fails. At the beginning of
the game, each player is assigned to one of these teams, and this assignment is indicated in their
view of the game (see le part of Figure 1).
We xed the number of consensus players in each game to 20, to control the baseline diculty of
the task (the underlying consensus problem on networks becomes more dicult as the network
size grows, other things being equal). In addition, we introduced in each game a no-consensus
players, where a ∈ {0, 2, 5}. e value of a was not disclosed to the players at the beginning of a
game; although an omniscient observer can infer it from the size of the network (which is 20 + a),
no player could in fact, do this, since players could only observe their direct neighbors, and we
limited the maximum degree to 15 to facilitate eective visualization.
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ER-Sparse ER-Dense BA
Fig. 1. Top: an example graphical interface from the point of view of an experimental subject, who is
represented by a node in the network. The subject can see both her own node (labeled as “Me”) and her
network neighbors (labeled with their pseudonyms, randomly assigned at the beginning of a game), as well
as connections among her neighbors. The subject can also observe her current total payout in the experiment
session (over all games played thus far). Potential bonus, in case of consensus (either RED or GREEN), is
shown on the le. Also on the boom le portion of the interface, the subjects see the time remaining in the
game. Finally, in games involving communication, an instant-message-like interface is shown on the right,
with a box where messages can be viewed and entered. A clearly labeled sign describes whether the game
involves (LOCAL) communication or no communication. Boom: example instances of networks, where
darker colors indicate higher node degrees.
A crucial part of our design was the invisibility of adversaries (no-consensus nodes) to others,
including other adversaries, and vice versa. On the other hand, it is oen possible to have a
small number of known reliable or trusted nodes on the network, for example, nodes which are
particularly dicult to compromise due to a high amount of investment in their security, and such
nodes can greatly facilitate consensus [Abbas et al., 2014]. To allow for this, we vary the number
of visible members of the consensus team (henceforth, visible nodes), v ∈ {0, 1, 2, 5}. However,
these nodes are visible only to their immediate network neighbors, highlighted by an orange circle
around the corresponding nodes, as in Figure 1 for the player with an assigned name “Moe”.
2.3 Network Topologies
For each game, we exogenously specify a network topology, stochastically generated from one of
three random graph models: two variations of Erdos-Renyi (ER) graphs [Erdos and Renyi, 1960],
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and a Barabasi-Albert (BA, also known as preferential aachment) model [Barabasi and Albert,
1999]. e two variations of the ER model dier in network density: one we term ER-dense, and
the other ER-sparse. e 20-node version of the ER-dense model has average degree 5.1, while the
ER-sparse networks have an average degree of 2.6. BA networks have an average degree of 5.1
(same as ER-dense). Average degrees increase slightly when we add adversarial nodes. Figure 1
shows example networks for each of the three network generative models.
2.4 Recruiting and Scheduling
We recruited subjects for the experiment using the Amazon Mechanical Turk (AMT) platform [Ma-
son and Suri, 2012, Paolacci et al., 2010], now in common use for economic experiments with
human subjects [Hajaj et al., 2015, 2017, Mason and Suri, 2012, Peled et al., 2015, Rao and Monroe,
1989]. Recruited subjects were directed to read detailed experiment instructions and consent to
participate in the experiment (which was collected online). Once we had a large enough pool of
consented subjects, we scheduled experiment sessions. For each experiment session, we recruited
30-35 subjects, to ensure that we have a sucient number even when there are no-shows. Upon
arrival, subjects were placed in a waiting room, and if there were more subjects than nodes in
a graph, they were randomly rotated each game. Each session began with a series of 5 practice
games, followed by 50-65 actual games in which we systematically varied 4 experimental variables:
(1) Number of adversaries (no-consensus players): a ∈ {0, 2, 5}.
(2) number of visible nodes (within the consensus team): v ∈ {0, 1, 2, 5}.
(3) network topology: ER-dense, ER-sparse, and BA.
(4) communication: allowed or not allowed.
e full study protocol was approved by the Vanderbilt University IRB. We recruited a total of 556
participants who jointly played 1080 games.
3 EXPERIMENTAL RESULTS
We now analyze the results of the experiments. roughout, we focus on consensus rate, or
proportion of games reaching global consensus on a color, as a measure of coordination success.
3.1 The Impact of Adversarial Players on Consensus Rate
One would naturally expect that having adversarial players participate in the game would have a
deleterious impact on consensus rate. is intuition is readily conrmed in Figure 2 (le), with
Fig. 2. Impact of adversaries on the consensus rate. Le: overall consensus rate, as function of the number of
adversaries. Right: For each network distance, proportion of pairs of nodes with this distance between them
who agree on a color at the end of the game.
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all dierences statistically signicant (p < 0.01). However, this observation obscures a crucial
distinction between two kinds of impact adversaries can have in our seing:
(1) Structural impact: the adversarial nodes change network structure—in the extreme case,
disconnecting the network among the consensus team members, and
(2) Behavioral impact: behavior of adversarial nodes impacts the ability of the good nodes to
reach consensus.
ere is a clear structural impact: 16% of games with 2 adversaries, and 34% of games with 5
adversaries become disconnected if we were to remove adversarial nodes. In the cases in which
adversarial nodes disconnect the graph, consensus rate drops to 14-15%, roughly what one would
expect by random chance (if we only have two connected components, and use the consensus rate
of 58% which is obtained with no adversaries for each component, the expected consensus rate
is 17%). Of course, it is worth remembering that the network is not, in fact, disconnected, and
adversarial nodes need to deliberately prevent the information about network state from spreading
through them. Indeed, not only do adversaries do so, the resulting consensus rates are slightly
below expected, suggesting that adversarial behavior itself has an additional deleterious impact on
the ability of nodes to coordinate.
To isolate the behavioral impact, in Figure 2 (right) we plot the proportion of times a pair which
is k network hops apart agrees on a color at the end of the game, as a function of network distance
k (we only include k with at least 100 instances). Here, we can still see a systematic decrease in
coordination success, as a function of the number of adversaries, no maer how far apart nodes
are. For example, even network neighbors (i.e., k = 1) are nding it increasingly more dicult to
agree on a color, on average, as we increase the number of adversaries.
3.2 Communication Improves Resilience
Next, we consider the impact that allowing players to communicate with their network neighbors
has on their ability to coordinate successfully. Figure 3 shows that communication makes a clear
Fig. 3. The impact of communication on consensus rate. Le: Broken networks. Right: Unbroken networks.
impact (pooling broken and unbroken networks, all results are signicant with p < 0.01). In
the aggregate, the value of communication increases with the number of adversaries: when no
adversaries are present, communication increases consensus rate by 23.5%, with 2 adversaries
improvement rises to 35.1%, and with 5 adversaries games that feature communication are 54.5%
more likely to reach consensus than those that don’t. e gure breaks these results into two
plots: one when networks are broken if we were to remove adversarial node (le), and one for
the remaining unbroken networks (right). One would have expected that with broken networks
consensus occurs largely by chance, and consequently, communication should have no impact. We
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can observe that this is not so: even when networks are broken by adversaries, communication
signicantly increases consensus rate, nearly doubling it when there are 5 adversaries.
It is noteworthy that communication helps even when there are no adversaries, in contrast with
the results reported by Vorobeychik et al. [2017], who observe no signicant dierence in such
cases and explain this by demonstrating that communication among network neighbors appears
to be relatively uninformative. e key distinction in our seing is the absence of progress bar:
now that this source of global information is missing, communication becomes considerably more
informative.
Fig. 4. The impact of communication on pairs of nodes agreeing in color choice, by node distance.
Figure 4 unpacks the analysis of the impact of communication further by isolating, again, the
behavioral impact of the adversaries, and the result is generally consistent, with communication
increasing the likelihood a given pair of nodes agrees on a color at the end of the game, particularly
when they are relatively close to each other in the network.
3.3 The Impact of Network Structure
Next, we consider what impact the network structure has on the ability of players to reach con-
sensus with and without adversaries aiming to sabotage coordination. Figure 5 shows the results,
Fig. 5. The eect of adversary players and network type on the consensus rate. Le: No communication.
Right: Communication allowed.
broken up by network (BA, ER-dense, and ER-sparse), number of adversaries, and whether or not
communication was allowed. Perhaps the most dramatic impact that communication has is on
BA networks: when communication is enabled, 2 adversaries are unable to signicantly impact
consensus rate, in contrast with games with no communication, where consensus rates of BA net-
works drop by over 30%. is suggests that with few adversarial nodes, the ability to communicate
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endows BA networks with resilience even in the face of behavioral manipulation by adversaries
(which we observe to have a signicant overall eect otherwise). is nding complements the
already well-known resilience of BA networks to random node removal [Albert et al., 2000].
3.4 The Value of “Trusted” Nodes
Fig. 6. The eect of visible players on the consensus rate.
Abbas et al. [2014] demonstrated that the presence of trusted nodes in a network can signicantly
improve resilience to aacks. It is thus natural to hypothesize that nodes which are visible on
the consensus team (we can view these as trusted nodes, in the sense that they are known not to
be adversarial) would signicantly facilitate consensus. Remarkably, Figure 6 shows that this is
not the case: as we increase the number of visible nodes, the impact on consensus rates is almost
undetectable.
(a) 0 adversaries (b) 2 adversaries (c) 5 adversaries
Fig. 7. The eect of visible and adversarial players given the type of communication on the consensus rate.
To understand the impact of visible (trusted) nodes in greater depth, we unpack the results in
Figure 7 by the number of visible nodes, the number of adversaries, and whether or not communi-
cation is allowed. With 0 or 2 adversaries, there is a lile systematic paern to increase the number
of visible nodes, whether or not communication is allowed. ere is, however, a signal when we
have 5 adversaries and players can communicate: in this case, having at least 2 visible nodes is
signicantly beer than having none (p < 0.05). us, merely having trusted nodes is of dubious
value, but allowing players (as well as the trusted node) to communicate can improve resilience
when there are many adversarial nodes.
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4 MODELING AND ANALYSIS OF INDIVIDUAL BEHAVIOR
4.1 Choosing and Changing Color
We begin the analysis of individual behavior by observing an important dierence in the frequency
with which nodes with dierent roles change their color, on average. We nd that adversarial
nodes change color signicantly more oen than others: 2.9 times per game, in comparison with
visible consensus team players, who make only 2.1 changes in a game, and non-visible nodes, who
change their color only twice a game, on average. Despite these dierences, it is also clear that
players tend to change their color quite infrequently, generally well below once every 20 seconds.
To dig deeper into the nature of individual behavior, we now develop computational behavioral
models, learned from the data collected in the experiments. e purpose of these models will
be two-fold: rst, a beer descriptive understanding of the behavior, and second, a data-driven
agent-based modeling analysis that we discuss in Section 5 below.
ere are several complications in modeling human behavior in our seings. e rst is the fact
that individuals may have three distinct roles:
(1) Adversarial node: a member of the no-consensus team, whose goal is to prevent consensus
among the “good” nodes (i.e., nodes on the consensus team),
(2) Visible (“trusted”) node: a member of the consensus team who is visibly a member of this
team (that is, all neighbors can see that this node is on the consensus team), and
(3) Regular nodes: all other members of the consensus team.
e second is that nodes, regular or not, may behave dierently depending on whether they see
visible nodes among their neighbors. e third is the fundamental challenge of how we should
model real-time color choices by the players.
To address the rst two challenges, we created distinct behavioral models for the three roles,
and distinct models for the situations when they have a visible node as a neighbor, and when they
don’t (thus, 6 models altogether).
To model behavior for any of these cases, we split the decision process into two qualitatively
dierent parts: 1) the decision to choose the initial color, and 2) the decision to switch to a dierent
color. e rationale is that the initial decision is a deliberate choice of a particular color, and
includes both the timing of changing from the initial default “white” color to either red or green, as
well as the particular choice between these two. In contrast, once a color is chosen, we expect a
considerable amount of inertia to take hold, with players changing their color choices relatively
infrequently. us, modeling the decision to switch (or, eectively, the timing of a color switch)
naturally captures such inertia. Finally, the initial decision was itself split into two models: the rst
modeling the timing of the initial color choice, and the second modeling which color is actually
chosen. Consequently, altogether we learned 18 dierent behavior models, or 3 models for each of
the 6 roles and neighborhood assignments. Next, we describe these 3 models (which are qualitatively
the same for each of the role x neighborhood predicaments): timing of initial color choice, choosing
the initial color, and timing of color change. All three use discrete time, discretized into 1-second
intervals (so that the game lasts 60 discrete rounds).
Timing of Initial Color Choice. Our rst set of models predicts the timing of the initial choice
of color, or, more precisely, the probability that the initial color is chosen in a discrete time unit prior
to the rst such choice. For these models, the decision variables are: Dinv , the absolute dierence
between the fraction of a player’s neighbors with unobserved team membership (consensus or
no-consensus) that picked red and the fraction that picked дreen; Dvis , the absolute dierence
between the fraction of a player’s visible neighbors that picked red and the fraction of those who
picked дreen (if the player has visible neighbors); Nvis , the number of a player’s neighbors that
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are visible, and Ninv , the number of a player’s neighbors whose team membership is not observed.
(Note that Nvis + Ninv is the total number of neighbors the player has). e decision model is
represented by a logistic regression with these coecients, which we learned from experimental
data. We added l1 (sparse) regularization to control for overing, with regularization parameter
tuned using cross-validation. All variables were normalized.
Table 1. Color-picking model, P(pick a color).
Type Visible neighbors Intercept Dinv Dvis Ninv Nvis
Regular No −1.952 1.29
Yes −2.21 0.548 0.933 0.002 0.016
Visible No −2.045 1.742 0.04
Yes −1.734 0.579 0.84 -0.061 0.048
Adversarial No −2.284 1.25 0.011
Yes −2.744 0.802 0.662 0.025 0.155
e learned model coecients for both the model with and without visible neighbors are given
in Table 1. e results oer several interesting insights. First, we can see that disagreement among
neighbors stimulates a player to make an initial color choice earlier. is is somewhat surprising, as
we may expect players to wait until their neighbors had come to a near-consensus before making an
initial move. Second, disagreement among visible nodes has a more signicant, positive impact on
the likelihood of choosing a color at a particular time point. ird, the behavior of adversarial nodes
is broadly consistent with the rst observation, but not with the second: such players appear to be
more stimulated by disagreement among non-visible (i.e., those with unobserved team membership)
than among visible neighbors.
Choosing the Initial Color. Conditional on deciding to choose the initial color in a particular
discrete time unit (per our previous models), the next decision we model is which of the two colors
the player chooses. We again use l1-regularized logistic regression, where we predict the probability
that a player chooses “red” as their initial color (conditional on choosing some initial color). As
before, we use cross-validation to tune the regularization coecient. For these models, the decision
variables are: Ginvlocal , the fraction of a player’s non-visible neighbors choosing дreen; G
vis
local , the
fraction of a player’s visible neighbors choosing дreen; Rinvlocal , the fraction of a player’s non-visible
neighbors choosing red ; and Rvislocal , the fraction of a player’s visible neighbors choosing red . Note
that Ginvlocal + R
inv
local and G
vis
local + R
vis
local are not necessarily 1, since some of the neighbors may not
have yet chosen a color. All variables were normalized.
Table 2. Red picking model, P(red| pick a color).
Type Visible neighbors Intercept Ginvlocal G
vis
local R
inv
local R
vis
local
Regular No 0 -4.863 5.032
Yes -0.066 -2.855 -2.022 3.453 1.733
Visible No 0.109 -4.411 4.202
Yes 0.188 -3.215 -1.599 2.395 1.996
Adversarial No -0.023 0.817 -0.649
Yes -0.286 0.172 0.732 -0.204
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e coecients of the learned models are presented in Table 2. e results closely follow
expectations here: the more neighbors (visible and not) are choosing red as opposed to green,
the more likely the consensus team player to choose red as the initial color. On the other hand,
adversarial players tend to act in opposition to their neighbors, with red prevalence in their local
neighborhood generally leading them to choose green. e few noteworthy points, however,
concern these adversarial nodes. First, note that adversaries are much more inuenced by visible
nodes than non-visible neighbors (acting more strongly in opposition to these), whereas regular
players tend to be less swayed by the behavior of visible neighbors as compared to others in their
neighborhood. Second, adversarial nodes act relatively unaggressively: the negative relationship
between neighbor choices and their own initial color choice is relatively slight, in comparison with
the magnitude of the positive relationships for the regular nodes.
Timing of Color Change. Our last set of models determine the timing of a color change by a
player. More precisely, we again learn l1-regularized logistic regression models which represent
the probability that a player switches to the other color (either from red to green, or vice versa)
at a given discrete time unit. For these models, the decision variables are: O invlocal , the fraction of
a player’s non-visible neighbors choosing the opposite color from the one chosen by the player;
Ovislocal , the fraction of a player’s visible neighbors choosing the opposite color from the one chosen
by the player; Cinvlocal , the fraction of a player’s non-visible neighbors choosing the same color
as the player; Cvislocal , the fraction of a player’s visible neighbors choosing the same color as the
player; Nvis , the number of a player’s neighbors who are visible; and Ninv , the number of a player’s
neighbors that are non-visible players.
Table 3. Color-changing model.
Type Visible neighbors Intercept O invlocal O
vis
local C
inv
local C
vis
local Ninv Nvis
Regular No −3.979 2.6587 −0.330 -0.01
Yes -3.79 1.1 1.484 -0.874 0.095 0.004 -0.034
Visible No -4.116 2.703 -0.105 -0.019
Yes -3.529 1.075 1.27 -0.333 -0.291 -0.065 0.009
Adversarial No -2.799 -1.131 1.191 0.007
Yes -2.723 -0.599 -0.372 0.948 0.306 -0.002 -0.198
e models’ dierent coecients are provided in Table 3. Here the results are again somewhat
intuitive: as we would expect, when the local color choices oppose that of a player, a regular player
tends to switch, whereas the adversary tends to stay with their current color choice. However,
unlike their choice of the rst color, here the adversaries less aggressively respond to visible node
decisions as compared to those for their remaining neighbors. On the other hand, they still tend to
be somewhat less aggressive in acting against the neighborhood trends, as compared to consensus
players in their decisions to switch to be beer aligned with these. Our observation that adversarial
nodes, while they follow a strategy one would intuitively expect, do so less aggressively than
perhaps they could, is consistent with the behavioral observations we had previously made. As we
mentioned, this may be a part of an overall adversarial strategy to remain concealed, and thereby
maximize impact.
4.2 Analysis of Communication Behavior
Given the importance of communication, we now consider the way in which the players are
taking on dierent roles communicate. First, we observe that, no maer what the role, the largest
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single class of messages aempt to stimulate coordination by naming a specic color (45% of all
messages). Examples of this include messages that simply state a color (e.g., “GREEN”), or suggest
that everyone use a particular color (e.g., “go for green”, or “all green”). We term all messages of this
kind coordination messages. Another common form of communication is what we call information
messages (12% of all messages), whereby players aempt to inform their network neighbors of their
local state; an example of such a message would be “5/5 red”, suggesting that 5 out of 5 neighbors
of the node are choosing red, or “3r2g”, which communicates that 3 of the node’s neighbors are
choosing red and two are choosing green.
On average, a typical player sends quite a few messages, although this number varies dramatically
depending on the player’s role. For example, a regular (non-visible) member of the consensus
team sends on average 20.6 messages each game (recall that games reaching consensus terminate
immediately, so this implies that they communicate at least once every 3 seconds). On the other
hand, a visible node sends only 5.6 messages per game, and an adversarial node only 3.9 messages.
e fact that adversarial nodes make such limited use of the communication interface to prevent
consensus is especially interesting—clearly, players taking on the role of adversaries are relatively
unaggressive in this role. In any case, when they do communicate, what do they write?
One thing we observe is that adversaries send considerably more coordination and information
messages than consensus players: 53% and 15%, respectively. us, while adversarial nodes engage
in considerably less communication, they appear to be more deliberate about it. Next, we explore
precisely how adversarial nodes use each of these two categories of messages towards their ends.
A natural strategy for an adversarial node in our seing is to send messages that are deliberately
misleading. We now explore the extent to which they do so for the two types of messages we
identied above: coordination and information messages.
Fig. 8. α-majority misreport rate.
First, consider the coordination messages. Presumably, a misleading coordination message
aempts to coordinate neighbors on a color which diers from that chosen by most of their
neighbors. However, such messages need not be deliberately misleading. With so many messages
sent, there is bound to be a certain amount of noise in the nature of the messages. Moreover,
players may have a perception of what the likely consensus outcome is regardless of the particular
current state of their local network (for example, when it appears that most of their neighbors
are green most of the time, even if the majority of them happen to be choosing red at a particular
point in time). As a consequence, what is most important is the relative rate with which such
misleading messages are sent by adversaries, in comparison to other players. ese results are
shown in Figure 8, as a function of the relative size of the majority. Specically, the α on the x-axis
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of the plot represents an α-majority when at least α more players are choosing one color, and
the coordination message is sent aempting to coordinate on another. As we would expect, the
fraction of such misreports (the misreport rate on the y-axis) drops quickly with increasing α . What
is interesting is that, indeed, adversarial nodes are distinctly more misleading in this way than
other nodes—a clear indication of such misleading messages being a part of a deliberate strategy.
However, no less interesting is the fact that once α > 3, there is no longer a meaningful dierence
between adversarial players and others. In other words, adversarial nodes aempt to be misleading,
but only when it’s not blatant.
Considering now information messages, we make a similar qualitative observation. For such
messages, we can quantify “lying” as incorrectly reporting local state. Of course, we again must
account for noise, in this case, erroneous reporting which is not deliberately a lie; thus, the focus
is on the relative dierence between reported and true state, in comparison with non-adversarial
players. We nd that adversaries send information messages which are, indeed, more inaccurate on
average than others. Specically, when the dierence between reported and true state is normalized
by the number of neighbors, adversaries are o by 0.5, in comparison with non-visible nodes, which
are o by 0.3, and visible nodes, which are o by 0.4. What we nd, again, is that we see evidence
that adversarial nodes deliberately lie about state, but such lies are rarely egregious.
One may wonder if the lack of aggressiveness on the part of adversaries is a sign of human
cognitive limitation, or perhaps social consciousness (unwillingness to act in a way that causes
harm to many others). However, there is another natural explanation. Recall that the identity of
nodes (adversarial or not) is largely invisible. An adversary who is overly aggressive may well
reveal themselves as adversarial to all neighbors, who subsequently merely ignore them. us,
pulling punches may be a way to remain undetected, and may thereby be a sound strategy.
5 DATA-DRIVEN AGENT-BASED MODELING AND ANALYSIS
e human subjects methodology is inherently limited in the number of experiments one can run
and, consequently, the space of alternative congurations we can consider. In the sequel, we engage
in a further investigation of the problem of adversarial coordination using simulation experiments
within an agent-based modeling framework. For this purpose, we make use of individual agent
models developed in Section 4, and combine them into an agent-based model in which such articial
models are interacting on the exogenously specied networks. While we found communication as
an important factor in our analysis of the experiments, it is not clear how to model it in simulation,
and we therefore focus on the seing with no communication and defer the issue of modeling
communication to future work.
5.1 Model Validation
While statistical and face validity are essential steps in conrming that our individual behavior
models are reasonable, we now add another dimension: validation in terms of aggregate outcomes
of agent-based simulations. Specically, we embed articial agents into exogenous network topolo-
gies, as we had done with human subjects. We then simulate identical environments as in our
experiments, but now using articial agents and in discrete time, for 60 iterations (since each
time step in our models is equivalent to 1 second in the experiments). Finally, we compare both
qualitative trends, and quantitative outcomes, to those reported in the experimental results section
above (Section 3). antitatively, the agreement is reasonable, with the largest deviation between
simulation outcomes and the experimental consensus rates within 0.14. e qualitative agreement
is rather stronger, which we illustrate in Figure 9, which shows predicted consensus rates (using
simulations) as a function of the number of adversaries (le plot) and network topology (right plot).
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Fig. 9. Coordination ratios as a function of single variable.
Comparing to corresponding results from the human subject experiments in Section 3, we can
observe broad qualitative agreement. Note that agreement between simulated and experimental
results we achieve for games at this scale (at least 20 players, with considerable interdependencies
in behavior) compares quite favorably with similar eorts for devising articial agents to model
coordination in prior literature [Judd et al., 2010].1
5.2 Tuning Model Coeicients
Human behavior captured in our experiments need not be rigid, and one could eect changes in
behavior through a variety of techniques, such as presentation of choices, and increasing salience
of some options through training [aler and Sunstein, 2009]. In this section, we consider the
potential impact of small changes in behavior, as captured by the behavior model parameters, on
the ability of people to successfully coordinate. We focus on the models we learned to predict when
players change their color.
Recall that for each non-adversarial player we have two models: the rst when a player has
at least one visible neighbor, and the second when they do not. Since we have two types of
non-adversarial actors (visible and non-visible nodes), we tune coecients of four associated
models, with the objective of maximizing consensus rate, with the constraint that the l1 norm of
the modication does not exceed an exogenously specied ϵ . We approximately solve this problem
using Coordinate Greedy (CG) local search, which iteratively chooses a parameter to optimize, and
aempts to nd the best improvement of this parameter. To abide by the l1 norm constraint, we
subsequently project the result into the feasible space.
We present the results of simulated consensus rates aer parameters have been tuned in Figure
10, where the red dashed lines represent the coordination ratio when simulating with the original
w. Overall, even for relatively large ϵ , the impact is surprisingly small: it appears that incremental
changes in behavior of individuals has lile impact on ability to successfully coordinate. is
observation is especially clear in the adversarial seing.
5.3 Placement of Trusted and Adversarial Players
In our experiments, we randomly assigned trusted and adversarial players to nodes within the
network. We now explore the alternative possibility where the assignment of these is more
deliberate. To study the problem systematically, we consider the decision of where to place trusted
1[Wunder et al., 2013] is noteworthy as well. However, they consider a public goods game, and aim to predict average
contribution. Predicting the probability of consensus using such data-driven agent-based simulations appears to be a more
challenging problem.
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Fig. 10. L1 norm constraint. Le: No adversaries seing. Right: With adversaries seing.
(visible) and adversarial nodes in sequence, akin to a Stackelberg game: rst, we choose placement
for visible nodes, and second, given this placement, we choose placement for adversaries among the
remaining nodes. Unlike a Stackelberg game, however, we consider two approaches for choosing
placement for visible and trusted nodes: random (as in our experiments), and by choosing a set of
nodes maximizing the number of unique neighbors (which we call optimal).
Fig. 11. Consensus rate as a function of placement of visible nodes when no adversaries are present. Le: for
dierent network topologies. Right: number of visible nodes.
We rst consider seings with no adversaries, and explore the impact of having an optimal
placement of visible nodes, as compared with random placement. e results are presented in
Figure 11, for dierent network topologies (le), and dierent number of visible nodes (right).
First, we can see that the value of optimal placement is most pronounced in BA networks. is
is intuitive: such networks have few high-degree nodes, and making these visible can facilitate
coordination. Second, we can see an interesting phenomenon as we increase the number of visible
players to 5, we can actually observe a decrease in consensus rates, in the case when we greedily
assign these to nodes. We conjecture that the primary reason is that with 5 visible nodes, there is
now a signicant chance that some of them are not connected to each other, which can actually lead
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to a miscoordination of visible nodes themselves fail to agree on a color. Since optimal placement
of such nodes in the network ensures that visible nodes reach many others, miscoordination among
visible nodes can thereby lead to miscoordination among a large number of others on the network.
Fig. 12. Consensus rate for dierent strategies of placing visible and adversarial nodes, as a function of: (Le)
network topologies; (Middle) the number of adversaries; and (Right) the number of visible nodes.
Figure 12 presents the results of considering the two placement strategies (random and optimal)
for visible and adversarial nodes. From this gure we can make several noteworthy observations:
(1) Adversarial players are highly eective with optimal placement: consider blue and purple
(rst and last) bars in the plots, which correspond to adversaries placed greedily. In both
cases, consensus rates are quite small, for all network topologies, and even with only 2
adversaries. is is especially surprising when we also consider the optimal placement of
visible nodes, which are placed before adversaries, and can thereby ensure that networks
remain connected even aer adversarial nodes are added. While optimal placement of
visible nodes clearly helps, the impact is smaller than we would have expected. is shows
that the additional behavioral paerns followed by adversarial nodes are, indeed, quite
eective in hampering the ability of the consensus team to coordinate successfully.
(2) Greedily placing visible nodes helps: consider the red bars (tallest in all plots), which cor-
respond to the optimal placement of visible nodes, followed by random placement of
adversaries. In this situation, we can observe a clear value of visible nodes, particularly for
the scale-free (BA) topology. On the other hand, we can see that having 2 visible nodes
is actually beer than 5, again, due to the increased potential for miscoordination among
visible nodes themselves in the laer case.
5.4 Impact of Network Topology
In this section, we systematically explore the impact of network topological characteristics on
consensus rate. For BA networks, we consider two parameters: m, the number of connections we
add to each node entering the network, which controls density, and γ , where the probability of
connecting to a node with degree d is proportional to dγ , which determines how heavy the tail of
the distribution is. For ER networks, we vary the probability p that a pair of nodes is connected,
which is also directly related to density. Finally, we consider small-world networks [Was and
Strogatz, 1998], and vary the clustering coecient.
Figure 13 shows the trends in consensus rates for dierent numbers of adversaries and visible
nodes, as a function of network density. We only show the results for the BA topology; there is lile
qualitative dierence for ER topologies (Figure 14). Overall, increased density tends to improve
consensus rates, with and without adversaries. More interestingly, the presence of visible nodes
becomes more valuable with increased density as well, albeit 1 such node generally seems to suce.
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Fig. 13. Consensus rate in BA networks as a function of network density, broken down by the number of
adversaries and the number of visible nodes. Le: 0 adversaries. Middle: 2 adversaries. Right: 5 adversaries.
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Fig. 14. Consensus rate as a function of network density, broken down by the number of adversaries and the
number of visible nodes. Le: 0 adversaries; Middle: 2 adversaries; Right: 5 adversaries.
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Fig. 15. Consensus rate as a function of average clustering coeicient, broken down by the number of
adversaries. Le: 0 adversaries. Middle: 2 adversaries. Right: 5 adversaries.
Figure 15 shows the impact of increasing the clustering coecient (keeping density xed). Here,
we see that the trend is that higher clustering tends to hurt coordination, a nding that echoes
previously reported results [Kearns et al., 2009]. However, the trend becomes aer as we add
adversaries. We found that adding visible nodes, in this case, has no tangible impact on consensus
rates.
Figure 16 shows consensus rate as a function of γ (higher implies greater disparity in degrees).
In general, degree distributions with a heavier tail yield higher consensus rates, as long as there
are only a few adversaries; the relationship becomes essentially at with 5 adversaries. e reason
is that heavy-tail distributions have fewer central actors with more neighbors, and as long as these
are not adversarial, they can considerably facilitate consensus. Since we assign adversarial nodes
randomly in these experiments, it is unlikely that any such high-degree nodes are adversarial if
there are only 2 adversaries, but this becomes far more likely with 5 adversaries.
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Fig. 16. Consensus rate as a function of γ , broken down by the number of adversaries. Le: 0 adversaries.
Middle: 2 adversaries. Right: 5 adversaries.
6 CONCLUSION
We consider the problem of adversarial consensus on social networks both using human subjects
and simulation-based methodologies. e overall goal of the subjects is to reach global consensus
on a particular color, despite adversarial nodes who aempt to prevent consensus. We nd that
adversarial players are eective at signicantly reducing consensus rates. While the ability to
communicate can signicantly improve coordination success, particularly as we increase the
number of adversaries, embedding trusted nodes within the network is of limited value. We observe
several strategies used by adversarial players to subvert coordination, including choosing a color
which opposes local majority and communicating misleading information and instructions to
their neighbors. However, we also note that these malicious activities are used in a somewhat
subdued manner, suggesting perhaps an aempt of adversarial players to remain covert. Extensive
simulations using an agent-based model created based on experimental data additionally show that
the importance of trusted nodes does increase as we increase network density, but small changes
to parameters of the behavior models yield limited impact on consensus rates.
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