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INTRODUCTION
Motivation
S UPERTREE construction consists of building trees on a large set of labels from smaller trees covering parts of the label set. This task is applied not only in bioinformatics where trees represent phylogenies but also in other fields such as databases [1] and data mining [2] . In phylogenetics, the tree nodes represent sequences or organisms (taxa), and the labels are bijectively associated with the leaves of the trees, representing current organisms, while internal nodes represent hypothetical ancestors. Rooted trees are usually described by their set of clades: a clade is the set of labels present under the same internal node. Clades represent related sets of organisms such as species, orders, families, and so forth. The goal of supertree methods is to infer a tree that complies as closely as possible with the topological information of the source trees. The task is relatively easy when the input trees fully agree on the relative positions of the labels. In this case, it is possible to find, in polynomial time, a supertree that contains any input tree as an induced subtree [1] , hence fully respecting the topological information present in the data. However, practical input trees usually conflict with respect to the relative positioning of some labels. These incompatibilities sometimes affect only two input trees but sometimes result from a combination of more source trees, which do not conflict when considered pairwise.
The most used supertree methods focus on clades, e.g., the well-known Matrix Representation with Parsimony (MRP) method [3] , [4] and its variants. This is a problem whenever the input trees contain some "rogue" taxa, i.e., labels whose position greatly differs from one input tree to another. Such rogue taxa can result from horizontal gene transfer (HGT) events [5] , a phenomenon that commonly arises in bacteria, plants, and to a lesser extent among vertebrates. The presence of rogue taxa can induce tremendous changes in the clade set of an input tree and, hence, have a nonnegligible impact in the supertree obtained by clade-based methods. The Maximum Agreement Supertree (SMAST) method [6] , [7] , [8] has been specifically designed to deal with rogue taxa: it infers a supertree from a set of source trees by removing some labels, i.e., taxa, on the position of which the source trees disagree. More precisely, given a collection T of rooted trees with labels taken in a common set L, an agreement supertree for T is a tree T on a subset L 0 L such that each tree of T restricted to L 0 is included in T . The computational problem called SMAST, or sometimes maximum agreement subtree (MASP) [6] , consists of finding an agreement supertree containing the maximum number of labels from L.
The SMAST method, an extension of the MAST method, specifically allows the input trees to have different, and usually overlapping, label sets. With this flexibility, SMAST is well adapted to replace MAST in several practical applications where input trees have nonidentical label sets. The first such application is tree congruence analysis. Before building a supertree for a set of source trees, it is essential to certify that the source trees are not telling completely different stories on the evolution of the studied taxa: if a set of source trees is not congruent enough, then no supertree can accurately represent the set. This can be problematic when subsequent analyses have to be conducted from the supertree, e.g., measuring the influence of geographical or climate factors on speciation events. Several studies have recently proposed procedures to assess the congruence of a set of source trees by randomization tests performed on MAST scores obtained for these trees: the source trees become more congruent as the number of leaves contained in their MAST increases [9] , [10] , [11] . The study of Lapointe and Rissler [9] focuses on the case where the considered source trees have different label sets and no taxon is common to all trees. They propose to divide the congruence analysis into MAST computations on pairs of trees. The obtained values are then normalized and summarized by an average value, for which a p-value is computed by similar MAST computations on random trees. Here, replacing MAST with SMAST copes with the fact that input trees have different label sets, and thus, the congruence analysis can be performed directly: the whole set of trees can be considered at once, instead of resorting to separate analyses on pairs of trees. This is preferable to indirect analysis, since the same average value of the separate MAST computations on tree pairs can be induced by completely different situations: for instance, a small average value can be obtained when: 1) the input trees all roughly conflict on the same small label subset, where it is possible to obtain a large supertree complying with the source trees on all other labels plus on part of those involved in the conflict and 2) each pair of source trees conflicts on different label subsets, where a supertree agreeing with all source trees can only contain a small portion of the labels. In contrast, resorting to SMAST instead of MAST can distinguish between these two different situations in the congruence of the source trees, with the SMAST value being large in case 1 and small in case 2.
A second application where there can be some advantage to replacing MAST with SMAST is HGT detection [12] , [13] . Ge et al. [12] show that MAST computations on gene trees enables the successful detection of HGT events. For each pair of trees, the size (i.e., number of labels) of a MAST is computed for the two trees restricted to their common labels. A gene tree is detected to be affected by HGT events depending on the distribution of MAST scores obtained for the pairs to which it belongs. However, here a MAST cannot be computed for a vast majority of pairs simply because the considered gene trees do not have enough labels in common, which limits the confidence in the final conclusions [12] . Replacing the MAST computations on pairs of gene trees by SMAST computations on more than two trees would undoubtedly increase the proportion of cases where there is enough overlap to conduct the analysis.
Theoretical Framework
This paper addresses questions of parameterized complexity for the SMAST problem. The theory of parameterized complexity [14] , [15] was developed as a framework to study computational problems, which, in spite of being NP-hard, can be efficiently solved when a parameter of the problem is small. This situation occurs in various applied domains such as database querying and computational biology: 1) when answering a query in a database, the size of the query is small with respect to that of the database and 2) when dealing with biological sequences, the size of the alphabet is small, e.g., 4 in the case of DNA sequences.
In both cases, algorithms with a time complexity that is exponential only within the parameter are practical, with the parameter being the query size in case 1 and the alphabet size in case 2. A well-known example for case 2 is the perfect phylogeny problem, related to character compatibility: given a set S of n sequences of m characters admitting k different states, does a tree exist whose leaves are bijectively labeled by S and internal nodes assigned to sequences of size m such that for each i 2 ½m and each state a, the subset of sequences having state a as ith character form a connected subgraph of T ? This problem can be solved in Oð2 3k ðnm 3 þ m 4 ÞÞ [16] . Traditional computational complexity expresses time complexity of algorithms in terms of the instance size alone, while parameterized complexity considers both the instance size (usually denoted as n) and a parameter (usually denoted as k). Parameterized complexity theory makes a distinction between: 1) a problem solvable in Oð2 k nÞ time, 2) a problem solvable in Oðn k Þ time, and 3) a problem that is NP-hard for any value of k larger than some constant. In case 1, the corresponding algorithm remains practical for large n values, provided that k is small. In case 2, the algorithm is still practical for the smallest k values. In case 3, the problem is not easier for instances where the parameter is small.
The central concept of fixed-parameter tractability has been introduced to deal with case 1. A problem is said to be fixed-parameter tractable ðfptÞ if there is an algorithm that solves the problem on an instance of size n in time OðfðkÞn c Þ, where f is any function of the parameter k, and c is a constant independent of k. In most cases, f has exponential growth. The above definition naturally extends to problems involving a combination of several parameters. In the last 10 years, a large number of NP-hard problems have been shown to be fpt for natural parameters, particularly in the computational biology and graph theory fields.
Tools are also available to distinguish problems that specifically fall into case 2 above. Parameterized complexity classes and parameterized reduction enables one to show that a parameterized problem is unlikely to be fpt. The ground complexity class is that of fpt problems and is denoted here as FPT. The theory defines several other complexity classes, which are conjectured to properly contain the FPT class. Showing that a studied problem is hard for one of these classes is done by a parameterized reduction from an already classified problem and rules out the possibility of an fpt algorithm (under some complexitytheoretic assumption). We refer the reader to [14] and [15] for formal definitions of these concepts.
Results
We first detail known theoretical results for the SMAST problem. Complexities for this problem are mainly expressed in terms of the total number n of distinct labels appearing in the input trees and the number k of input trees. This problem involves several other natural parameters: d, the maximum outer degree (number of children) of a node in an input tree (when considering rooted input trees); l, an upper bound on the maximum size of the input trees; p (respectively, q), an upper (respectively, lower) bound on the number of input labels that are missing (respectively, are present) in a SMAST solution. The SMAST problem is NPhard as it generalizes the MAST problem [17] . It remains NPhard when the outer degree d is unrestricted for k ! 3 input trees [6] and for trees with d ! 2 when k is unrestricted [6] , [7] . When k ¼ 2, SMAST can be solved in polynomial time by reduction to MAST [6] , [7] . A sufficient condition for SMAST to be solved by resorting to MAST algorithms is also given in [7] . For such cases, Berry and Nicolas [7] provide an algorithm for solving SMAST in time linear to that needed to solve MAST. For the particular case where d ¼ 2, Jansson et al. [6] give an Oðn 3k 2 Þ time algorithm for SMAST. Until now, the only parameterized complexity result related to SMAST has been obtained for a decision version of the complement problem. The SMAST problem parameterized in p has been shown to be W[2]-hard [7] , which rules out the possibility of an fpt algorithm for this parameterization of the problem. Several works have also considered the approximability of the corresponding minimization problem, where the measure is the number p of input labels missing in an outputted agreement supertree [6] , [7] . The problem cannot be approximated in polynomial time within a constant factor, unless P ¼ NP [7] .
In this paper, we focus on the particular case where d ¼ 2. Note that in phylogenetics, SMAST input trees will often be binary as a result of the optimization algorithms used to analyze raw molecular data. We improve on previous results in several ways.
First, we give an algorithm that solves SMAST on k rooted binary trees on a label set of size n in Oðð2kÞ p kn 2 Þ time. This algorithm is only exponential in p, the number of input labels that are missing in a SMAST solution. Thus, the algorithm will be reasonably fast when dealing with trees inferred by different methods on the same data set or with trees inferred from genes displaying a low level of conflict. Then, we provide an Oðð8nÞ k Þ time algorithm, independent of p. This is a significant improvement on the Oðn 3k 2 Þ time algorithm in [6] and shows that SMAST is tractable for a small number of trees, extending the previously known results for k ¼ 2 trees [6] , [7] .
Second, we consider SMAST on collections of rooted triples (binary trees on three leaves), focusing on the complexity of this variant parameterized in p. Since this problem is equivalent to SMAST in its general setting [7] , it is W[2]-hard. However, we show here that an fpt algorithm can be achieved for complete collections of rooted triples, i.e., when there is at least one rooted triple for each set of three labels in L. This results from the fact that conflicts between input trees can be circumvented to small sets of labels, leading to Oð4 p n 3 Þ and Oð3:12 p þ n 4 Þ time algorithms. Note that this result also applies to input trees of arbitrary size, provided their decomposition in rooted triples yields a complete collection.
Last, we obtain some fixed-parameter intractability results, showing that SMAST is hard for several parameterized complexity classes when considering various parameters. The classes of interest here are W[1], W [2] , and WNL (introduced in Section 5), and the considered parameters are k, p, q, and/or l. The intractability results we obtain are detailed in Table 1 together with other results for the problem. In particular, the W[1]-hardness of SMAST on binary trees regarding parameter p, respectively k and q, contrasts with the results obtained for MAST. Indeed, the latter is polynomial for binary trees [18] , [19] , and for trees of unbounded degree, MAST is fpt in p [20] , [21] and fpt in k and q [22] .
Overall, this paper proposes a number of results on the parameterized complexity of the SMAST problem for binary trees, including two fpt algorithms and an algorithm that runs in polynomial time for a fixed number of input trees.
DEFINITIONS
In this paper, we consider rooted trees that are bijectively leaf-labeled. We first define some notations for these trees, their nodes, and subtrees. Definition 1. Let T be a leaf-labeled tree. We identify its leaf set with its label set, denoted by LðT Þ. The size of T is the number of its labels, i.e., jT j ¼ jLðT Þj. The node set of T is denoted by NðT Þ, and rðT Þ stands for the root of T . We use a recursive parenthesized notation for trees: if ' is a label, then ' denotes the trivial tree whose root is a leaf labeled by '; if T 1 ; . . . ; T k are trees, then ðT 1 ; . . . ; T k Þ stands for the tree whose root is unlabeled and has T 1 ; . . . ; T k as child subtrees. If u is a node in a tree T , then T ðuÞ stands for the complete subtree of T rooted at u (i.e., the subtree made of all nodes descending from u) and LðuÞ for the label set of this subtree, i.e., the labels descending from u. If u and v are two nodes of T , then u < T v means that u is a proper descendant of v in T ; we denote by u T v if and only if u < T v or u ¼ v. The smallest upper bound of two nodes
TABLE 1 Summary of Previous and New Results
n is the number of distinct labels appearing in the input trees; k is the number of input trees; l is an upper bound on the maximum size of the input trees; p, respectively q, is an upper bound, respectively lower bound, on the number of input labels that are missing, respectively are present, in a SMAST solution.
u and v of T with respect to < T is called the lowest common ancestor of u and v and is denoted by lca T ðu; vÞ.
Given a tree T and a label set L, the restriction of T to L, denoted by T jL, is the tree homeomorphic to the smallest subtree of T connecting leaves of L. Let T and T 0 be two trees. We say that T embeds in T 0 , denoted by T T 0 , if and only if T ¼ T 0 jLðT Þ. We say that T and T 0 agree if and only if T jLðT 0 Þ ¼ T 0 jLðT Þ. A collection is a family T ¼ fT 1 ; . . . ; T k g of trees, the label set of the collection is Fig. 1 for an example of a collection.
We now recall several useful relations on trees.
Definition 2. An agreement supertree for a collection T is a tree S such that LðSÞ LðT Þ, and for each T i 2 T , S and T i agree. We say that S is a total agreement supertree for T if additionally LðSÞ ¼ LðT Þ. A collection T is compatible if and only if there exists a total agreement supertree for T . A conflict among T is a set C LðT Þ such that T jC is incompatible. For instance, S ¼ ððða; bÞ; cÞ; ðe; fÞÞ is an agreement supertree for the collection T of Fig. 1 , and C ¼ fa; b; c; dg is a conflict among T . The SMAST problem asks: given a collection T , find an agreement supertree for T with the largest size. Equivalently, this amounts to seek a largest set L LðT Þ such that T jL is compatible. The size of such an optimal solution is denoted by smastðT Þ and SMAST ðT Þ stands for the set of agreement supertrees of T . See Fig. 2 for an example on a real data.
We also denote by P-SMAST the parameterized version of SMAST, which asks: given a collection T and a parameter p, can T be made compatible by removing at most p distinct labels from the trees in T ?
ALGORITHMS FOR SOLVING SMAST ON BINARY TREES
Throughout this section, we consider a fixed collection T ¼ fT 1 ; . . . ; T k g of binary trees, let n denote the size of the corresponding label set LðT Þ and k the number of trees in T . In the following algorithms, we usually consider nodes of input trees as ancestors of label sets. Furthermore, a tree T will sometimes be considered together with a set L of labels, some of which will come from other trees. In such cases, we will be interested in the node of T that is the least common ancestor of the labels in L appearing in T . In the case where no label of L appears in T , we assign the label set with the null node, denoted by the special symbol ? . We adjoin the null node to the node set NðT Þ of any tree T for the rest of Section 3, as this facilitates descriptions. We also extend the notation for complete subtrees, assuming T ð?Þ denotes the empty tree, and that for node descendencies in trees, assuming ? T u for each u 2 NðT Þ. As in several papers describing algorithms for MAST, we will consider tuples of nodes, each tuple containing a node per input tree. We will solve SMAST recursively by considering subtrees of the input trees whose roots will correspond to the nodes in tuples. Formal definitions are given. In this section, we first describe an algorithm deciding the compatibility of a collection in Oðkn 2 Þ time and returning a conflict of size 2k in case of incompatibility. This yields an fpt algorithm for P-SMAST with Oðð2kÞ p Â kn 2 Þ running time.
The compatibility of a collection T can be decided by the well-known BUILD algorithm [1] , [23] . However, in case of incompatibility, this algorithm does not provide a conflict, which is required here to serve as basis for a bounded search fpt algorithm. Like BUILD, the compatibility algorithm presented here progressively builds the supertree using a recursive top-down approach. Each step constructs a graph where the connected components correspond to subtrees of the supertree. Here, we replace the graphs used in BUILD with graphs GðT ; Þ, with varying positions . When such a graph is connected, it yields a conflict of size 2k, identified due to a spanning tree. The recursive steps of the algorithm focus on particular positions in the collection T . We first define these positions, then we will define the GðT ; Þ graphs and state associated results. Proof. Points 1 and 2 result from definitions. Point 3 results from the fact that any tree of T ðÞ is a restriction of a tree in T . The compatibility of T ðÞ hence follows from that of T . t u
We now turn to the definition of the graphs that will serve as a basis for testing the compatibility of a collection.
Definition 5. Let be a reduced position, the graph GðT ; Þ is defined as follows:
1. its vertex set V is composed of the two child nodes of each node ½i such that ½i 6 ¼?; 2. two vertices u, v 2 V are adjacent if and only if LðuÞ \ LðvÞ 6 ¼ ;.
In other terms, GðT ; Þ is the intersection graph of the set system fLðuÞ : u 2 V g.
We are also interested in subsets V 0 V of vertices in a graph GðT ; Þ, to which we can associate respective successor positions of . 
In other words, succ V 0 ðÞ is the position whose ith component is the root of the smallest subtree in T i including nodes in V 0 , or is set to ? when V 0 contains no node of T i . See Fig. 3a for an illustration of these definitions.
We now describe a recursive algorithm to decide the compatibility of a given position (see pseudocode ISCOM-PATIBLE). Calling this algorithm with > allows us to decide the compatibility of T . Any recursive step of the algorithm is given a position in T . For the rest of the algorithm, by considering # instead of , we can assume that is a reduced position. The base case of the recursion corresponds to ¼ ? , the algorithm then succeeds since ? is known to be compatible. The general case of the recursion corresponds to a reduced position 6 ¼ ? , for which the algorithm tries to identify two successors 1 and 2 , corresponding to child subtrees of a hypothetical agreement supertree for T ðÞ. To that aim, it considers the graph GðT ; Þ and performs a connectivity test on this graph. If the graph is not connected, then the connectivity test yields a partition of V into two disconnected sets V 1 and V 2 (where V 2 can contain several connected components); then the successor positions are 1 ¼ succ V1 ðÞ and 2 ¼ succ V2 ðÞ, and recursive calls are issued for 1 and 2 . The correctness of this step is precisely stated in Lemma 2. If the graph is connected, then the connectivity test yields a spanning tree of GðT ; Þ from which a conflict can be obtained by choosing, for each edge ðu; vÞ of the tree, a label present in LðuÞ \ LðvÞ (as shown in Lemma 3). See Fig. 3b for an illustration of this process.
To prove these lemmas, we need some intermediary results on parts of a graph GðT ; Þ. Given V and let V be the vertex set of the graph GðT ; Þ. The following statements are equivalent:
. is compatible;
. there exists a partition V 1 , V 2 of V such that i. V 1 and V 2 are disconnected in GðT ; Þ, and ii. 1 ¼ succ V1 ðÞ and 2 ¼ succ V2 ðÞ are compatible.
Proof. For a given partition V 1 , V 2 of V and for j 2 f1; 2g, let j ¼ succ V j ðÞ. ð)Þ. Suppose that is compatible. Let S be a total agreement supertree for T ðÞ. Since 6 ¼ ? , then jLðÞj ! 2, hence S ¼ ðS 1 ; S 2 Þ. Since S is a total agreement supertree for T ðÞ, for each i 2 ½k the subtree T i ð½iÞ embeds in S, which is denoted as t u We now prove that if the graph GðT ; Þ turns out to be connected, a spanning tree of this graph yields a small conflict among T . Lemma 3. Let be a reduced position such that 6 ¼ ? .
Suppose that GðT ; Þ is connected, and let T ¼ ðV ; F Þ be a spanning tree of GðT ; Þ. For each edge e ¼ ðu; vÞ 2 F , choose ' e 2 LðuÞ \ LðvÞ. Then, C ¼ f' e : e 2 F g is a conflict among T .
Proof. We show that T 0 ¼ T jC is incompatible. Lemmas 2 and 3 give rise to an algorithm for deciding the compatibility of a collection and obtaining a conflict of small size in case of incompatibility.
Theorem 1.
There is an algorithm that, in Oðkn 2 Þ time, decides if T is compatible and returns a conflict of size 2k in case of incompatibility.
Proof. We rely on the procedure ISCOMPATIBLEðÞ, which takes as input a position in T , decides if is compatible, and returns a conflict of size 2k in case of incompatibility. The procedure is formally stated in the pseudocode called Algorithm 1. To decide if T is compatible, the procedure is called with the argument > .
The correctness of the procedure ISCOMPATIBLE follows from Lemmas 2 and 3. For the running time, we rely on the fact that using appropriate data structures, we can ensure that a call to ISCOMPATIBLE takes OðknÞ time (see Appendix A, which can be found on the Computer Society Digital Library at http:// doi.ieeecomputersociety.org/10.1109/TCBB.2008.93, for details). Moreover, when a call ISCOMPATIBLEðÞ issues two recursive calls for positions 1 and 2 , then Lð 1 Þ and Lð 2 Þ are disjoint (by Observation 3) and included in LðÞ (as a consequence of Observation 2). Hence, the total number of calls to ISCOMPATIBLE is OðnÞ; therefore, the total running time of the algorithm is Oðkn 2 Þ. t u On the basis of this compatibility algorithm, we can design a simple fpt algorithm for solving P-SMAST on a collection T with parameter p (see end of Section 2 for the formal definition of this problem). Algorithm 2 contains the pseudocode for this procedure, called RECSMAST, which uses the well-known bounded search tree technique. Note that the third argument mentioned in the heading of the procedure, namely X, is only present in order to know a set of leaves to remove from the input trees in case of success. The initial call to the algorithm uses X ¼ ;. Proof. A run of the algorithm follows a search tree of height p, whose nodes at depth i are each labeled by a set of labels X L such that jXj ¼ i. At a given node u labeled by a set X, the algorithm determines in Oðkn 2 Þ time if T jðL n XÞ is compatible, using the procedure of Theorem 1. If the answer is positive, the node is labeled by "success" and is then a leaf of the search tree. Otherwise, the algorithm proceeds as follows: if the node is at depth p, then it is labeled by "failure" and becomes a leaf of the search tree; if it is at depth < p, then the procedure of Theorem 1 has returned a conflict C of size 2k, and for each ' 2 C, a child node of u is added in the search tree, with label X [ f'g. The running time follows easily, since the search tree has height p, degree 2k, and since each node is processed in Oðkn 2 Þ time. t u
Solving SMAST in Oðð8nÞ k Þ Time
In this section, we describe an algorithm to solve SMAST in Oðð8nÞ k Þ time. The algorithm uses dynamic programming and is somewhat similar in spirit to the algorithm described in [24] for solving MAST on two trees. For the needs of this section, it is convenient to characterize the agreement relation on trees in terms of partial embeddings. Then, T and T 0 agree if and only if there exists a partial embedding of T into T 0 (and equivalently, a partial embedding of T 0 into T ). Let T be a collection and a position in T . Let SMAST ðÞ denote the set of trees T such that 1) T is an agreement supertree for T , 2) for each i, the partial embedding i : T ! T i is such that i ðrðT ÞÞ T i ½i. We denote by smastðÞ the size of a largest tree of SMAST ðÞ.
The algorithm computes values smastðÞ for each position using a recurrence relation whose base case is stated in Lemma 4 and general case is stated in Lemma 5. The recurrence relation relies on a partial order T on positions, which is defined below. Given a position , smastðÞ will be computed from values smastð 0 Þ with 0 < T . At the end of the algorithm, smastðT Þ is obtained as smastð > Þ.
We define the relation T on positions in T by T 0 if and only if for each i 2 ½k, ½i T i 0 ½i. We denote by < T its strict counterpart, where < T 0 if and only if for each i 2 ½k, ½i T i 0 ½i, and one of these relations is strict. The following observation states that agreement supertrees of restricted parts of the input trees (identified by a position ) are also agreement supertrees of wider parts of the input trees (associated with a position with The base case of the recurrence corresponds to terminal positions: a position is terminal if and only if for each i 2 ½k, ½i is a leaf or ?. For a terminal position , note that LðÞ is the set of labels occurring as components in . Moreover, in this case, say that an element x 2 LðÞ is maximally present if and only if for each i 2 ½k, x 2 LðT i Þ implies ½i ¼ x. Let P ðÞ denote the set of maximally present elements of LðÞ. Then, we have the following lemma.
Lemma 4. Suppose that is terminal. Then, smastðÞ ¼ jP ðÞj.
Proof. First, let T be any binary tree on the label set P ðÞ, then T 2 SMAST ðÞ. Indeed, for each i 2 ½k define i as follows:
. If ½i ¼?, then i ðuÞ ¼? for each u 2 LðT Þ.
. If ½i is a leaf x of T i , then i ðuÞ ¼ x if x 2 T ðuÞ, otherwise i ðuÞ ¼?. Then, i is a partial embedding of T into T i satisfying i ðrðT ÞÞ T i ½i. We conclude that T 2 SMAST ðÞ. We now show that for each T 2 SMAST ðÞ, we have LðT Þ P ðÞ. Indeed, consider such a tree T , and for each i 2 ½k, consider the partial embedding i : T ! T i . Fix an element x 2 LðT Þ, and consider i 2 ½k such that x 2 LðT i Þ, we show that ½i ¼ x. By definition of a partial embedding, we have i ðxÞ ¼ x. Since i ðxÞ Ti ½i and ½i is a leaf (because is terminal), it follows that ½i ¼ x. We conclude that x 2 P ðÞ. Proof. We first prove that smast 1 ðÞ smastðÞ. Let S 2 SMAST ð 0 Þ for some 0 2 SðÞ, such that jSj is maximal. Since 0 < T by Lemma 5, we have S 2 SMAST ðÞ by Observation 4, and the result follows.
We now prove that smast 2 ðÞ smastðÞ. Let ð 1 ; 2 Þ 2 DðÞ, and let S 1 , S 2 such that S j 2 SMAST ð i Þ, jS j j maximal. If one of the S j 's is empty, say S 1 , then smastð 1 Þ ¼ 0, and we obtain smast 2 ðÞ ¼ jS 2 j ¼ smastð 2 Þ smastðÞ by Observations 4 and 5. Suppose now that S 1 and S 2 are not empty. For j 2 f1; 2g, since S j 2 SMAST ð j Þ, there exists partial embeddings j;i : S j ! T i such that j;i ðrðS i ÞÞ Ti j ½i for each i 2 ½k. Let S ¼ ðS 1 ; S 2 Þ, we claim that S 2 SMAST ðÞ. Indeed, define i : S ! T i as follows: Set i ðxÞ ¼ j;i ðxÞ if x is a node of S j , and i ðxÞ ¼ lca Ti ð 1;i ðrðS 1 ÞÞ; 2;i ðrðS 2 ÞÞ if x is the root of S. Then, 1) LðS 1 Þ \ LðS 2 Þ ¼ ;, hence S is well defined, 2) i is a partial embedding of S into T i , 3) i ðrðSÞÞ T i ½i (see Appendix B.1, which can be found on the Computer Society Digital Library at http://doi.ieeecomputer society.org/10.1109/TCBB.2008.93, for a proof). We conclude that smast 2 ðÞ ¼ jS 1 j þ jS 2 j ¼ jSj smastðÞ.
Finally, we show that smastðÞ maxðsmast 1 ðÞ; smast 2 ðÞÞ. Let S 2 SMAST ðÞ such that jSj is maximal. Then, there exists partial embeddings i : S ! T i such that i ðrðSÞÞ Ti ½i for each i 2 ½k. Let u i ¼ i ðrðSÞÞ for each i. We consider two cases.
First case: there exists i 2 ½k such that u i < Ti ½i. This case holds in particular if jSj 1. Define 0 from by setting the ith component to child Ti ðu i ; ½iÞ, then 0 2 SðÞ. We verify that S 2 SMAST ð 0 Þ: indeed, i is a partial embedding of S into T i such that i ðrðSÞÞ T i 0 ½i. We conclude that jSj ¼ smastðÞ smastð 0 Þ smast 1 ðÞ. Second case: u i ¼ ½i for each i 2 ½k. In this case, we have jSj ! 2, hence S ¼ ðS 1 ; S 2 Þ. Let u be the root of S, let v j be the root of S j in S, then ¼ ð 1 ðuÞ; . . . ; k ðuÞÞ. For j 2 f1; 2g, define j as follows: given i 2 ½k, 1) if 
Proof. Using dynamic programming, the algorithm computes the values smastðÞ for each position in T , using the recurrence relations stated in Lemmas 4 and 5. The correctness of the algorithm follows from the lemmas, and the termination of the algorithm is ensured by Observation 5 and the fact that < T is an order relation on positions in T . We now consider the space and time requirements for the algorithm. First, observe that the number of positions in T is ð2nÞ k : a component ½i has 2n possible values (one of the 2n À 1 nodes of T i , or the value ? ). It follows that the space complexity is Oðð2nÞ k Þ. We claim that the time complexity is Oðð8nÞ k Þ. Indeed, consider the time required to compute smastðÞ, assuming that the values smastð 0 Þ for 0 < T are available. Testing if is terminal requires OðkÞ time. If is terminal, computing jP ðÞj takes OðkÞ time. If is nonterminal, then we need to compute smast 1 ðÞ and smast 2 ðÞ, which, respectively, require OðkÞ and Oð4 k Þ time. Thus, smastðÞ is computed in Oð4 k Þ time, hence the total running time of the algorithm is Oðð8nÞ k Þ. t u
We note that after the first version of this paper was submitted, an Oðð6nÞ k Þ algorithm was provided in [25] . However, applying a finer mathematical analysis of the subcases encountered by our algorithm, similar to that in [25] , also yields an Oðð6nÞ k Þ time complexity. We refer the reader to [25] for mathematical details.
ALGORITHM FOR SOLVING SMAST ON COMPLETE COLLECTIONS OF TRIPLES
Recall that P-SMAST is the version of SMAST parameterized in the number p of distinct labels to remove from the input trees to obtain an agreement. We consider in this section the restriction of P-SMAST to complete collections of rooted triples.
A rooted triple (or triple for short) is a binary tree T such that jLðT Þj ¼ 3; such a tree has the form T ¼ ððx; yÞ; zÞ in parenthetical notation and will be denoted by xyjz. A collection of triples is a collection R ¼ fT 1 ; . . . ; T k g, where each T i is a triple. R is complete if each set of three labels in LðRÞ is present in at least one T i . To a binary tree T of arbitrary size, we associate a complete collection of triples rtðT Þ formed by the triples T i T ; to a collection T , we associate a collection of triples rtðT Þ ¼ [ T 2T rtðT Þ. For a complete collection of triples R, we say that R is treelike if there exists a tree T such that R ¼ rtðT Þ; then we say that R displays T .
We consider the following parameterized problem, denoted P-SMASTCR: given a complete collection of triples R and a parameter p, can R be made treelike by removing at most p distinct labels? Observe that this problem is the restriction of P-SMAST to complete collections of triples, since for such collections treelikeness is equivalent to compatibility, as defined in Section 2.
This section presents an fpt-algorithm to solve P-SMASTCR, which contrasts with the fact that P-SMAST is W[2]-hard on noncomplete collections of triples. This algorithm also applies to collections of general trees such that any triple of labels is present in at least one input tree. Indeed, recall that any tree can be equivalently described by the triples it contains.
It is possible to show that nontreelike complete collections of triples have conflicts of size 4, a result similar to that known on quartets [26] . This allows to solve P-SMASTCR in Oðn 4 þ 3:12 p Þ time by reduction to 4-HITTING SET [27] and also in Oð4 p n 4 Þ time by bounded search (similar to the work of Gramm and Niedermeier [28] for the minimum quartet inconsistency problem). In the following, we describe a faster algorithm with Oð4 p n 3 Þ running time. We first present an algorithm to decide treelikeness in linear Oðn 3 Þ time (Proposition 1 and Theorem 4).
Proposition 1. There is an algorithm INSERT-LABEL-OR-FIND-
CONFLICTðR; X; x; T Þ, which takes a complete collection of triples R, a set X LðRÞ, an element x 2 LðRÞ n X, and a tree T such that RjX displays T , and in Oðn 2 Þ time decides if R 0 ¼ RjðX [ fxgÞ is treelike. Additionally, the algorithm returns the tree T 0 displayed by R 0 in case of a positive answer or returns a conflict C among R 0 with jCj 4 in case of a negative answer.
Proof. In a first step, the algorithm checks whether R contains two different triples on the same set of three labels x, ', and ' 0 . In such a case, they form a conflict of size 3, which is then returned by the algorithm.
If no such conflict is found, the algorithm proceeds to a second step during which it determines for each internal node u of T , the relative subtree in which u would accept to insert x: its left subtree (denoted as L), its right subtree (denoted as R), or the subtree above it, i.e., the part of the tree excluding T ðuÞ (denoted as A), namely the part of the tree that is not below u. To that aim, the algorithm checks that the triples x, ', ' 0 , with ', ' 0 labels under u in T , all indicate the same subtree relative to u. More formally, let v, v 0 be the two children of u. A u-fork is a pair f'; ' 0 g, where ' 2 LðvÞ, ' 0 2 Lðv 0 Þ. Each u-fork f'; ' 0 g gives an opinion o ';' 0 on the positioning of x with respect to u in T , where o ';' 0 is computed from R as follows: if 'xj' 0 2 R, then o ';' 0 is set to L, if ' 0 xj' 2 R, then o ';' 0 is set to R, otherwise, '' 0 jx 2 R and o ';' 0 is set to A. The algorithm considers each internal node u in turn and computes the opinions o ';' 0 of the u-forks f'; ' 0 g. If two u-forks indicate a different subtree for x, then the algorithm easily identifies a conflict. In such a case, it can be shown that there exist ', ' 1 , ' 2 such that o ';' 1 6 ¼ o ';' 2 (or o ' 1 ;' 6 ¼ o ' 2 ;' ), in which case C ¼ fx; ' 1 ; ' 2 ; 'g is a conflict, which is then returned by the algorithm. Otherwise, all u-forks indicate the same subtree for x, and the opinion of u, denoted as o u , is defined to be this direction (L, R, or A) .
In a third step, the algorithm checks that the opinions of the different nodes u in T consistently indicate a single position to insert x in T . The opinions are compatible if and only if for each edge u, v of T with u above v, we have 1) if v is the left child of u,
If one pair of nodes u, v does not meet the above requirements, then by considering f'; ' 0 g v-fork and f'; ' 00 g u-fork, we obtain a conflict C ¼ fx; '; ' 0 ; ' 00 g. Otherwise, consider the sets of nodes u such that o u 6 ¼ A, they form a (possibly empty) path in T starting at the root and ending at a node v. Then, RjðX [ fxgÞ is treelike and displays the tree obtained from T by inserting x above v, which is returned by the algorithm.
We now justify the running time of the algorithm. The first step trivially takes Oðn 2 Þ time. Consider the second step. Given a node u, let F u be the set of u-forks, then an internal node u is processed in time OðjF u jÞ. Therefore, the time required by the second step is P u OðjF u jÞ ¼ Oðn 2 Þ. Now, consider the third step. The algorithm checks that for each edge u, v of T , Conditions 1-3 hold: For a given edge, checking the conditions or finding a conflict is done in constant time; hence, the time required by this step is OðnÞ. It follows that the total time required by the algorithm is Oðn 2 Þ. t u Theorem 4. There is an algorithm FIND-TREE-OR-CONFLICTðRÞ, which takes a complete collection of triples R, and in Oðn 3 Þ time decides if R is treelike, returns a tree T displayed by R in case of a positive answer, or a conflict C among R with jCj 4 in case of a negative answer.
Proof. We use the procedure INSERT-LABEL-OR-FIND-CONFLICT to decide treelikeness as follows: We iteratively insert each label, starting from an empty tree, until: 1) either every label has been inserted, in which case the collection is treelike and the displayed tree is returned, 2) or a conflict is found and returned. t u
Using bounded search, we obtain the following theorem:
Theorem 5. The P-SMASTCR problem can be solved in Oð4 p n 3 Þ time.
HARDNESS RESULTS
The parameterized complexity of the SMAST problem on binary trees is considered with respect to the following parameters: k denotes the number of input trees and p (respectively, q) denotes an upper (respectively, lower) bound on the number of labels to remove (respectively, conserve) in order to obtain compatibility of the collection. After having obtained an fpt algorithm when the SMAST problem is parameterized in k, p, we now turn to intractability results. We remind the reader that W[1], W [2] , and WNL are parameterized complexity classes, which are conjectured to properly contain FPT. They have the respective complete problems:
. W [1] : CLIQUE: given a graph G and a parameter q, decide if G has a clique of size ! q; . W [2] : DOMINATING SET: given a graph G and a parameter q, decide if G has a dominating set of size q; . WNL: BOUNDED SPACE TURING MACHINE COMPU-TATION: given a nondeterministic Turing machine M, an integer n in unary, and a parameter q, decide if M accepts the empty string in at most n steps by examining at most q tape cells. The class WNL is a parameterized analog of the class NL; it has been introduced in [30] to characterize the complexity of several problems solvable by k-dimensional programming.
The intractability results we prove here mainly follow from similar results for the SLCS problem [30] , which we now define. A p-sequence (after [31] , or sequence for short) s is a word without repetition on an alphabet L. We denote by LðsÞ L the label set of s, i.e., the set of letters (or labels) appearing in s. We define the relation < s on LðsÞ by x < s y if and only if x precedes y in s. A collection (of sequences) is a family C ¼ fs 1 ; . . . ; s k g, where the s i 's are sequences. The label set of C is LðCÞ ¼ [ i2½k Lðs i Þ.
Given a sequence s and a label set L 0 , we denote by sjL 0 the restriction of s to L 0 . Given two sequences s, s 0 , we say that s and s 0 agree if sjLðs 0 Þ ¼ s 0 jLðsÞ. A compatible sequence for a collection C ¼ fs 1 ; . . . ; s k g is a sequence s such that LðsÞ LðCÞ, and for each i 2 ½k, s and s i agree.
The SLCS problem consists in finding a largest compatible sequence of a collection C. While the SLCS and SMAST problems are optimization problems, for the need of the proofs we consider their decision version SLCS-D and SMAST-D, which are defined as follows: SLCS-D takes a collection C of k sequences and an integer q and asks if C has a compatible sequence of length ! q. SMAST-D takes a collection T of k trees and an integer q and asks if T has an agreement supertree of size ! q. We denote by P-SLCS-D (respectively, P-SMAST-D) the problem SLCS-D (respectively, SMAST-D) parameterized by k, q.
We rely on a parameter-preserving reduction from P-SLCS-D to P-SMAST-D. For the sake of clarity, the reduction is performed in two steps. First step: a parameter-preserving reduction from P-SLCS-D to a variant called P-COLORED-SLCS. This problem is defined as follows: Given a label set L partitioned in q sets L 1 ; . . . ; L q , and a collection C on L, a colored sequence is a sequence a 1 ; . . . ; a q with a i 2 L i . The problem P-COLORED-SLCS asks: given parameters k, q, a collection C of k sequences on a label set partitioned in q sets, does C have a colored compatible sequence? We have the following lemma.
Lemma 6. There is a polynomial-time reduction from P-SLCS-D to P-COLORED-SLCS, which maps an instance ðC; k; qÞ of P-SLCS-D to an instance ðC 0 ; 2k; qÞ of P-COLORED-SLCS. 
&
In other words, rakeðT 1 ; . . . ; T m Þ is a caterpillar tree whose leaves are replaced by the trees T 1 ; . . . ; T m hanging in increasing order from the bottom to the root the tree. We have the following lemma.
Lemma 7.
There is a polynomial-time reduction from P-COLORED-SLCS to P-SMAST-D, which maps an instance ðC; k; qÞ of P-COLORED-SLCS to an instance ðT ; k þ 2; 2q þ 1Þ of P-SMAST-D.
Proof. Let I ¼ ðC; k; qÞ be an instance of P-COLORED-SLCS, where C ¼ fs 1 ; . . . ; s k g is a collection on a label set L, partitioned in q sets L 1 ; . . . ; L q . We construct an instance I 0 ¼ ðT ; k 0 ; q 0 Þ of SMAST½k; q as follows:
. we first define the label set L 0 : we create new labels z 0 ; z 1 ; . . . ; z q . For each i 2 ½q, we set L . . . ; z n in C, we create a tree T i ¼ rakeðz 0 ; y 1 ; . . . ; y n Þ. We let T ¼ fS; S 0 g [ fT 1 ; . . . ; T k g. . we set k 0 ¼ k þ 2 and q 0 ¼ 2q þ 1.
Note that T contains k þ 2 trees. Thus, the reduction is parameter preserving. Proposition 2. There is a polynomial-time reduction from P-SLCS-D to P-SMAST-D, which maps an instance ðC; k; qÞ of P-SLCS-D to an instance ðT ; 2k þ 2; 2q þ 1Þ of P-SMAST-D.
Proof. Direct consequence of Lemmas 6 and 7. t u Proposition 2 allows us to transfer to SMAST known hardness results for SLCS [30] . . W[1]-hardness for q and for q, k; . WNL-hardness for k.
Proof. The hardness results follow from similar results for SLCS [30] and from the parameter-preserving reduction given by Proposition 2. t u
In addition, we now show membership in W [1] for SMAST parameterized by q (Theorem 7) by resorting to triples (see Section 4 for related definitions). We rely on two preliminary lemmas. . T is an agreement supertree for T ;
. rtðT ÞjLðT Þ rtðT Þ.
Proof. Observe that for each T i 2 T , there is equivalence between: 1) T and T i agree and 2) rtðT i ÞjLðT Þ rtðT Þ. t u
We are now ready to show the following theorem. Proof. We use a parameterized reduction to SHORT TURING MACHINE COMPUTATION [14] . Let I ¼ ðT ; qÞ be an instance of SMAST, where T is a collection and q is an integer. We define a nondeterministic Turing machine M, which accepts the empty string in q 0 steps if and only if T has an agreement supertree of size ! q.
The tape alphabet of M consists of the following symbols:
. a symbol p x for each x 2 L and . a symbol r xyjz for each x, y, z 2 L, x < y and xzjy, yzjx 6 2 rtðT Þ. In a first step, M guesses q symbols p x and q 3 À Á symbols r xyjz . The idea is that for a consistent solution, the symbols p x will correspond to a label set L, and the symbols r xyjz will form a complete collection of triples R, such that 1) LðRÞ ¼ L and 2) R is treelike. Then, R ¼ rtðT Þ for some tree T , and since rtðT ÞjL rtðT Þ by definition of the symbols r xyjz , it will follow that T is an agreement supertree for T by Proposition 3.
In a second step, M checks that the labels p x and r xyjz are consistent. First, it checks that the symbols p x1 ; . . . ; p xq are such that x 1 < Á Á Á < x q , which requires OðqÞ steps. Let L ¼ fx 1 ; . . . ; x q g, then M verifies that for each x, y, z 2 L distinct with x < y < z, one of r xyjz , r xzjy , r yzjx is present.
