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Рис. 10. Кумулятивные кривые распределения 
скоростей движени 
 
Заключение. Разработана усовершенствованная модель рас-
пада координированной пачки при движении по магистральной ули-
це, отражающая физический смысл распада пачки и учитывающая 
изменение состава транспортного потока, количество перестроений, 
осуществляемых автомобилями при движении в потоке, изменение 
скоростей движения и равномерность движения автомобилей. Ре-
зультаты теоретических и экспериментальных данных имеют луч-
шую, чем предыдущая модель, сходимость. 
Разработанная модель распада координируемой пачки при движе-
нии вдоль магистральной улицы может использоваться в САПР авто-
матизированной системы управления дорожным движением для раз-
работки алгоритмов, учитывающих сдвиги времени включения разре-
шающих сигналов на светофорных объектах при координируемом ре-
гулировании без установки дополнительных детекторов транспорта. 
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cle platoon driving on an arterial highway link 
The analysis micro- and macro- models of movement of a road transport stream is made. On the basis of the analysis the best model adequately 
reflecting specificity of movement of cars in a road stream is established. For coordination the disintegration model coordination’s packs of cars is de-
veloped at movement along a highway. Results of experimental and theoretical researches are resulted. Directions of the further researches under the 
account of the specific conditions influencing road disintegration of a pack are defined. 
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АПРИОРНЫЙ ВЫБОР ЧИСЛА ИТЕРАЦИЙ В ИТЕРАЦИОННОЙ ПРОЦЕДУРЕ 
НЕЯВНОГО ТИПА РЕШЕНИЯ ЛИНЕЙНЫХ УРАВНЕНИЙ 
 
Постановка задачи. В гильбертовом пространстве H решается 
операторное уравнение I рода 
 Ax y  (1) 
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с положительным ограниченным самосопряженным оператором А, 
для которого нуль не является собственным значением. Однако 
предполагается, что нуль принадлежит спектру оператора А, поэто-
му задача (1) неустойчива и, следовательно, некорректна. Для ре-
шения задачи предлагается неявный итерационный метод  
  3 21 0, 0n nE A x x A y x    . (2) 
Предполагая существование единственного точного решения x 
уравнения (1) при точной правой части y, ищем его приближение 
,nx   при приближенной правой части ,y y y    . В этом 
случае метод (2) примет вид  
  3 21, , 0,, 0n nE A x x A y x        . (3) 
Ниже, под сходимостью метода (3) понимается утверждение о 
том, что приближения (3) сколь угодно близко подходят к точному 
решению х операторного уравнения (1) при подходящем выборе n и 
достаточно малых  . Иными словами, метод (3) является сходя-
щимся, если   ,0lim inf 0nn x x    . 
 
Сходимость метода при точной правой части уравнения 
Т е о р е м а  1. Итерационный метод (2) при условии 0   
сходится в исходной норме гильбертова пространства. 
Д о к а з а т е л ь с т в о .  
Покажем по индукции, что 
  1 3 nnx A E E A y        . (4) 
Из (2) и из (4)   13 21x E A A y   , следовательно, при 
1n   формула (4) верна. Предположим, что она справедлива при 
n m , т.е.  1 3 mmx A E E A y         и докажем, что 
(4) верна при 1n m  : 
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 1 3 mA E A y  , отсюда имеем 
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Следовательно, формула (4) справедлива. 
Используя интегральное представление самосопряженного опе-
ратора 
0
M
A dE   ( ,M A E   спектральная функция), 
имеем 
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Потребуем, чтобы при  0,M   выполнялось  
 0  . (5) 
Тогда 
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как при 0   E  сильно стремится к нулю в силу свойств спек-
тральной функции. Таким образом, доказано, что 
0,nx x n   , т.е. что метод (2) при условии (5) сходит-
ся. Теорема 1 доказана. 
 
Оценка скорости сходимости. Скорость убывания к нулю 
nx x  неизвестна и может быть сколь угодно малой. Для ее 
оценки предположим, что точное решение уравнения (1) истокооб-
разно представимо, т. е. , 0sx A z s  . Тогда 
 30
1
1
M
s
n nx x dE z  

 . Найдём максимум подын-
тегральной функции  3( ) 1 nsf     . Приравняв нулю 
производную от ( )f  , получим уравнение для нахождения стацио-
нарных точек функции ( )f  : 
    11 3 3 31 1 3 0ns s n           . 
Здесь 0  , так как в противном случае ( ) 0f   . Поэтому 
 3 31 3 0s n    . Отсюда 
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стационарная точка функции ( )f   при 3n s . Поскольку 
( ) 0f    , то   точка максимума для ( )f  . Найдём его:  
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. 
Нетрудно проверить, что найденный для функции ( )f   макси-
мум является глобальным на отрезке [0, М]. Таким образом, 
  33 6 ssnx x s n z
   . 
 
Сходимость метода при приближенной правой части урав-
нения. Покажем, что при условии (5) метод (3) можно сделать схо-
дящимся, если нужным образом выбрать число итераций n  в зави-
симости от уровня погрешности   приближенной правой части опе-
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раторного уравнения (1). Рассмотрим разность 
   , ,n n n nx x x x x x      . По доказанному в разделе 2 
0,nx x n   . Убедимся, что ,n nx x   можно сделать 
сходящимся к нулю. Воспользовавшись интегральным представле-
нием самосопряженного оператора, имеем  
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Оценим сверху подынтегральную функцию 
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, следовательно, 
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 – ста-
ционарная точка для функции  1g  . Поскольку  '' *1 0g   , то 
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Докажем по индукции, что при n N  
     1 3 33n ng g n     . (6) 
При n = 1 неравенство (6) проверено выше. В дальнейшем бу-
дем считать 2n  . Предположим, что (6) верно при n = т, т.е. 
  1 3 1 33mg m   , и рассмотрим 
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Покажем, что 
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что равносильно неравенству 
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. 
Покажем, что каждый положительный член ряда больше модуля 
следующего за ним отрицательного члена, т.е. 
 
 
   
 2 1 2
1 1 1 1 1 1 1
1 ... 2 2 1 ... 2 2 2 1
3 3 3 3 3 3 3
1 2 3 ... 2 1 1 2 3 ... 2 1 2p p
p p p
p m p p m
                                         
            
, 
что равносильно 
 1 2 1
31
2
p
pm
 
  или 
4
2
3 1
2
p
pm

 , а это уже 
очевидно при 1m  . Следовательно, 
 33
2
1 1
1 1
3 9
m m
m m
       
. 
Вернемся к доказательству неравенства (7). Поскольку (см. раз-
дел 3) 
 
 
2 32
2 3
13
2 6( 1)
1
m m


   

, то вместо (7) 
докажем более сильное неравенство 
  
2 32 3 2 3 1 3
2
1 1
2 6( 1) 3
3 9
m m
m m
         
. (8) 
Преобразуем его: 
2 3
2 3 2 3 1 32 1 1( 1) 2 3 1
3 3 3
m m
m m
               
. 
Поскольку 
2 32
1
3
    
, то докажем более сильное неравенство 
2 3 2 3 2 3 1( 1) 2 1
3
m m
m
         
, что то же самое 
 
2 3
2 3 1 11 2 1 , 2
3
m m
m m
               
. 
При 2m   
2 3
2 3 2 31 1 52 1 3 1
3 6
m
m m
                 
. 
Значит, неравенство (8) выполняется и, тем более, справедливо 
неравенство (7). Таким образом, для 1n   справедлива оценка (6), 
т.е.   1 3 1 33 , 1ng n n    . Отсюда 
1 3 1 3
, 3 , 1n nx x n n     . 
Поскольку 
1 3 1 3
, , 3n n n n nx x x x x x x x n          
 и 0nx x  , n  , то для сходимости метода (3) доста-
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точно выбрать  n  , зависящим от   так, чтобы 
1 3 0, , 0n n     . Итак, доказана 
Т е о р е м а  2. При условии (5) итерационный метод (3) сходит-
ся, если число итераций n выбирать из условия 
1/ 3 0, , 0n n     . 
 
Оценка погрешности метода и ее оптимизация. Запишем те-
перь общую оценку погрешности метода (3) 
 , ,n n n nx x x x x x       
    
3 1 33 6 3 , 1
sss n z n n

      . (9) 
Следовательно, справедлива 
Т е о р е м а  3 . Если решение х уравнения (1) истокообразно 
представимо, то при условии (5) для метода (3) справедлива оценка 
погрешности (9). 
Для минимизации полученной оценки погрешности вычислим 
правую часть оценки (9) в точке, в которой производная от неё равна 
нулю; в результате получим априорный момент останова 
( 3) ( 1)
3 ( 1)( 1) 1 3 ( 1)
onт 2 3
s s
ss s ssn z
 
         
. (10) 
Подставив onтn  в оценку (9), имеем 
( 2 ) (3( 1))
1 ( 1)3( 1)) ( 1)
, опт
(1 ) 2
3
s s
ss s s s
n
s
x x s z
 
  

       
.(11) 
Итак, доказана 
Т е о р е м а  4 . Оптимальная оценка погрешности для метода 
(3) имеет вид (11) и получается при оптn  из (10). 
З а м е ч а н и е  1 .  Оценка погрешности (11) имеет порядок 
 ( 1)s sO  , и как следует из [1], он является оптимальным в клас-
се задач с истокопредставимыми решениями , 0sx A z s  . 
З а м е ч а н и е  2 .  Оптимальная оценка (11) не зависит от  , 
но от параметра   зависит оптn , поэтому для уменьшения объе-
ма вычислительной работы следует брать  , удовлетворяющим 
условию (5) и так, чтобы 1оптn  . Для этого достаточно выбрать 
( 3) ( 1)
3 ( 1)( 1) 3 ( 1)
onт 23
s s
ss s ss z
 
        
. 
Сравнение метода (3) с широко известным явным методом ите-
раций [1–5] 
  1, , , 0,, 0n n nx x y Ax x          (12) 
показывает, что порядки их оптимальных оценок одинаковы. Досто-
инство явных методов в том, что явные методы не требуют обраще-
ния оператора, а требуют только вычисления значений оператора на 
последовательных приближениях. В этом смысле явный метод (12) 
предпочтительнее неявного метода (3). Однако неявный метод (3) 
обладает следующим важным достоинством. В явном методе (12) на 
параметр   накладывается ограничение сверху – неравенство 
5
0
4 A
  , что может привести на практике к необходимости 
большого числа вычислений. В неявном методе (3) ограничений 
сверху на 0   нет. Это позволяет считать 0   произвольно 
большим (независимо от A ). В связи с чем оптимальную оценку 
для метода (3) можно получить уже на первом шаге итераций. 
 
Погрешность в счете. Рассмотрим погрешность метода (3) при 
счете с округлениями. Пусть ,nx   – точное значение, полученное по 
формуле (3), а nz  – значение с учетом вычислительной погрешно-
сти, т.е. 
   13 21 0, 0n n nz E A z A y z         . (13) 
Здесь n  – погрешность вычислений. Обозначим 
,n n nz x     и вычтем из (13) равенство (3). Имеем 
  131 0, 0n n nE A        . Так как нулевые 
приближения равны нулю, то 0 0  . По индукции нетрудно полу-
чить, что 
    
1
13
0
n
n i
n i
i
E A

  

    . 
В силу (5) и тому, что 0 Sp A  справедливо 
  13 1E A   , поэтому , supn i
i
n      . 
Таким образом, с учетом вычислительной погрешности оценка 
погрешность метода (3) запишется в виде  
 
3
, ,
1 3
6
3 , 1.
s
n n n n
s
x z x x x z z
n
n n n
 
         
     
 
Предложенный метод может быть применён для решения при-
кладных некорректных задач, которые встречаются в динамике и 
кинетике, математической экономике, геофизике, спектроскопии, 
системах полной автоматической обработки и интерпретации экспе-
риментов, диагностике плазмы. 
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MATYSIK O.V., DERACHIC N.A. Аpriori choice of number of iterations in the iteration procedure of non-evident type of the decision of the 
linear equations 
In the Hilbert space to solve of the linear operator equations with limited affirmated self-adjoned operator we investigate the application of the non-
evident iteration method. Convergence of the method in its initial norm of Gilbert space is proved. The apriori estimations of this method error, having a 
precise and approximate right-side part of the operator equation, the error in calculation have been received. For the offered method the found estima-
tions of the error are optimised. 
 
