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Kinetic theory in its present form has been founded in 
the second half of the nineteenth century by Maxwell and 
Boltzmann ' . In the eighteenth and early nineteenth cen-
tury Daniel Bernoulli, Herapath, Joule and Krönig had al-
ready developed a simple kinetic theory, describing a gas as 
a system of freely moving particles enclosed in a vessel· 
This theory could explain the ideal gas laws, which had been 
found experimentally in the seventeenth, eighteenth and nine-
teenth century by Boyle, Gay Lussac, Joule and Mayer, Clausius 
improved these theories considerably. He introduced the con-
cept of the mean free path (the average distance, traversed 
by a particle between two subsequent collisions) in order to 
explain the fact that the mixing of gases proceeds only slow-
ly, although they are considered to consist of fastly moving 
particles. From mean free path theories transport coefficients, 
like viscosity, heat conductivity and diffusion coefficients 
can be calculated qualitatively in the right order of magnit-
л [1.2] 
ude . 
However, Maxwell was the first one to write down equat-
[ 1 3] ions for the time evolution of functions of general type, 
depending on the velocities of particles in small subvolumes 
of a system. Boltzmann applied these equations to the distrib­
ution function f(r,v,t) describing the probability to find 
at a time t a particle with velocity ν at the position r. 
h ) 1 
Thus he obtained the Boltzmann equation * , which still is 
the basis of all kinetic theory. 
Maxwell and Boltzmann obtained several important results 
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from their theories· They derived the Maxwell-Boltzmann distrib­
ution, which is the velocity distribution function for a gas 
in equilibrium. They made qualitative statements about the be­
haviour of transport coefficients; an example is Maxwell's 
prediction that the viscosity is alnost independent of the 
density, which was verified experimentally afterwards. Boltz-
mann derived his famous Η-theorem. This theorem states that 
for a system satisfying the Boltzmann equation, a function H 
can be defined which decreases monotonically in time. The 
quantity -k^H, where k
n
 is Boltzmann's constant, can be iden-
tified as the entropy of the system. Maxwell and Boltzmann 
applied their kinetic theories to derive hydrodynamic equa­
tions and to calculate transport coefficients in the case of 
Maxwell molecules. These are particles which repelí each 
other with a force proportional to the inverse fifth power 
of their distance. The restriction to Maxwell molecules was 
made, partly because the integral equations determining the 
transport coefficients could be solved exactly for this 
special interaction but not for more general interactions, 
and partly because the results obtained for such a force 
law seemed to agree quite well with the experimental data 
then available. Finally we want to mention that the successes 
of the theories of Maxwell and Boltzmann gave strong support 
to the molecular hypothesis, which by that time was still 
largely disputed. 
The next great progress in kinetic theory is due to 
Hilbert, Chapman and Enskog. In 1916 Chapman published a 
derivation of hydrodynamic equations including a calculation 
scheme for the transport coefficients, for general short 
range interactions . At the same time Enskog independent-
I 1 él 
ly gave an equivalent derivation ' in which he extended 
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Hubert's method of solving the Boltzmann equation by 
using a perturbation expansion· In this method it is assumed 
that a system which is not too far from equilibrium reaches 
. . . . (•) 
a situation close to local equilibrium in a short time · 
This means that in any small subvolume of the system the 
distribution function is almost a Maxwell-Boltzmann distrib-
ution, but with a temperature, density and average velocity 
depending on the position in the system. By an expansion of 
the distribution function around local equilibrium the so-
called normal solution of the Boltzmann equation is obtained, 
which depends on time only through the five hydrodynamic 
densities; the particle density, the three components of the 
momentum density and the energy density. The time dependence 
of these densities in turn is determined by the hydrodynamic 
equations, which follow in closed form. The various transport 
coefficients can be expressed explicitly in terms of the 
Boltzmann collision operator. 
Hence the Boltzmann equation provides a complete macros-
copic description of gases out of equilibrium, a description 
which has turned out to agree very well with experimental 
results. 
However the validity of the Boltzmann equation is strict-
ly confined to low densities. In 1922 Enskog published an in-
tuitive generalization of the Boltzmann equation for a system 
I 1 8I 
of hard spheres at arbitrary density " . This equation pre-
dicts the observed density dependence of the transport coeffi-
cients remarkably well, provided the parameters of the hard 
sphere system are suitably interpreted for a gas with real 
This is a time of the order of the mean free time, the 
average time between two subsequent collisions of the 
same particle. 
interactions * . 
In recent years it has become possible to simulate a 
hard sphere gas by computer experiments. The trajectories of 
a number (in the order of a thousand) of hard spheres are 
calculated over 20 to 30 mean free times. In this way the 
transport coefficients can be "measured" directly. Again the 
agreement with Enskog's theory is found to be quite good * . 
Until now it has not been possible to give a generaliz­
ation of Enskog's equation which is succesful in predicting 
the transport coefficients at high densities for more gener­
al intermolecular potentials. An exception is the case where 
to the hard core potential an attractive tail is added of 
infinite length but of vanishingly small strength ' . 
A third major step in the development of modern kinetic 
theory has been the derivation of kinetic equations from 
microscopic principles, which means from ensemble theory 
and Liouville's equation. One of the goals was to derive 
the Boltzmann equation from first principles; Boltzmann him­
self had derived his equation by completely intuitive ar­
guments. Furthermore people wanted to generalize the Boltz­
mann equation in a systematic way to higher densities. 
The starting point in these methods is in general the 
BBGKY-hierarchy * ~ · This is a set of equations ex­
pressing the time derivative of the n-particle distribution 
function in terms of the n+1-particle distribution function, 
for na1,2,... · The η-particle distribution function des­
cribes the probability to find η particles with given phases, 
i.e. given velocities and given positions. The hierarchy 
equations are obtained by integrating Liouville's equation 
over the phases of all but η particles. This set of equa-
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tiona is however not closed. If one wants to obtain a closed 
set of equations, he must add an equation, expressing for in­
stance the two-particle or three-particle distribution func­
tion in terms of the lower order distribution functions· The 
easiest way to do so is by "decoupling" the hierarchy equa­
tions, i.e. by making some assumption, which may be based 
on physical arguments, for one of the distribution functions. 
A more fundamental approach is that of Bogoliubov * .He 
assumes that the decay to equilibrium of a system at moderate 
densities proceeds through three stages. Connected with these 
three stages are three well-separated time scales, such that 
τ << t 0 << Τ . Here τ is the average time a particle needs 
to traverse the range of the interaction, t is the mean 
о 
free time and Τ is a characteristic relaxation time for a 
о 
macroscopic disturbance in the system. During the initial 
stage, which lasts a few times τ , the decay is determined 
by the initial conditions and may be very complicate. This 
is followed by the kinetic stage which will in general last 
several mean free times. Bogoliubov assumes that in this 
stage the description of the system can be contracted to a 
description in terms of the one-particle distribution func­
tion only. All the other distribution functions should be 
time independent functionals of the one-particle distrib­
ution function. In the final or hydrodynamical stage the 
description can be contracted even further. In this stage 
the one-particle distribution function, and consequently 
all other distribution functions, should be determined 
completely by the five hydrodynamical densities, just like 
in the normal solution of the Boltzmann equation. 
One way to close the hierarchy equations under these 
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assumptions, із Ъу finding the functional relationship ex­
pressing the two-particle distribution function in terms of 
the one-particle distribution function during the kinetic 
stage. Bogoliubov obtained this relationship by imposing a 
factorization property on the higher distribution functions 
when the spatial separations between the particles are very 
large and by making a density expansion of the two-particle 
distribution function. In this expansion subsequent terms 
take into account interactions between increasing numbers 
of particles. His method has been investigated further by 
several people. We mention Choh and Uhlenbeck, who derived 
the first correction term to the Boltzmann equation in an 
explicit form ' and Green and Cohen who developed the 
cluster expansion method * . This is a systematic method 
to obtain explicit expressions for all terms in the density 
expansions of the η-particle distribution functions. It was 
found that in the low density limit the functional relation 
for the two-particle distribution function leads to the 
Boltzmann equation indeed. 
Prigogine and his group independently derived kinetic 
equations by a different method * . These could be shown 
to be equivalent to the equations obtained by the cluster 
..и J 1·19] expansion method . 
In the mean time the correlation function method was 
developed, a new method to obtain hydrodynanic equations and 
transport coefficients. This method can be used to describe 
the linear response of a system to a small external distur­
bance, like the switching on of a small external field at 
a given moment. On the other hand it also describes the de­
cay to equilibrium of a system from a small fluctuation. 
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Both phenomena lead to linear hydrodynamic equations. The 
transport coefficients in these equations can be expressed 
as time integrals of equilibrium time correlation functions. 
In fact the first example of such an expression is the Ein-
stein-Smoluchovsky relation * expressing the mean square 
displacement of a Brownien particle during a long time in-
terval t as the diffusion coefficient of the particle times 
t. Correlation function expressions for viscosity, thermal con-
ductivity and self diffusion coefficient have been derived 
first by Green * in 1952-5U. Kubo obtained similar re-
sults by treating the linear response of a system to a small 
Li· 22j 
external field * · Therefore the correlation function ex-
pressions for the tremsport coefficients are generally known 
in the literature as Green-Kubo formulae. 
The actual calculation of transport coefficients from 
time correlation functions is quite complicate, because it 
involves the complete many particle dynamics. It was shown 
that this problem could be attacked in similar way as in 
the cluster expansion method, by making expansions in powers 
of the density ' .By comparison of the formal density 
expansions of the transport coefficients obtained from the 
cluster expansion method and from the correlation function 
method, both approaches were shown to yield equivalent re-
suits . 
Around I960 it was generally believed that the problem 
of calculating transport coefficients from kinetic theory had 
been solved at least in principle. The transport coefficients 
could be expanded in a density series. The coefficients in 
this series were given by certain well-defined expressions 
which could be obtained either from the cluster expansion 
method or from the correlation function method. Calculation 
- 8 -
of these coefficients might be technically hard, but it would 
always involve the dynamics of a relatively small number of 
particles only. 
So it was a big shock when in 1965 several people dis­
covered almost simultaneously that nearly all coefficients 
in the density expansions of the transport coefficients did 
not exist . An important consequence is that virial ex­
pansions, analogous to the virial expansions of equilibrium 
quantities like the pressure, do not exist for transport 
coefficients. 
The cause of the divergences is that the individual 
terms in the density expansions of the transport coefficients 
take into account the dynamics of an isolated group of part­
icles only. Within such an isolated group the memory of the 
initial velocities is not destroyed, so that there are sig­
nificant contributions to the time correlation functions for 
all times up to infinity. In reality the memory of the init­
ial velocities is destroyed, or at least distributed over 
many particles, after a few mean free times as result of 
the frequent collisions suffered by all particles. 
The divergences in the density expansions of the trans­
port coefficients can be removed by making resummations in 
which the many body character of the dynamics is taken into 
account. An example is the ring summation of Kawasaki and 
Oppenheim * in which the most divergent terms in all 
orders of the density are summed to finite terms, depending 
on the density in a non-analytic way. In three dimensions the 
ratio between these terms and the corresponding Boltzmann 
2 transport coefficients is proportional to η log n, where η 
is the density. 
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A second shock in kinetic theory was the discovery that 
time correlation functions like the velocity autocorrelation 
• (*) . . . 
function do not decay exponentially in time, as would 
follow from the linearized Boltzmann equation. Instead they 
-d/2 decay as slowly as t™ , where d is the dimensionality of 
the system. This result was obtained first by Alder and 
[ 1.27] Wainwright from computer experiments * . Theoretical 
explanations followed soon, some of then based on hydro-
dynamical arguments " " , others derived from kinetic 
theory * . Especially in one and two dimensions the long 
time tails have dramatic consequences. There linear trans­
port coefficients do not exist, since the time integrals by 
which they are expressed, according to the Green-Kubo for­
mulae, are divergent. In three dimensions the existence of 
the Navier-Stokes coefficients is not affected, but there 
I 1 РЯІ 
the divergences enter in the Burnett coefficients * , 
which are transport coefficients appearing in the hydro-
dynamic equations when terms of third order in the gradients 
of the hydrodynamic densities are taken into account. Up till 
now it is not clear in how far the existence of transport 
coefficients in non-linear hydrodynamic equations is affected 
by the long time tails. 
An important consequence of both the divergences in the 
density expansions and the occurrence of the long time tails 
is that Bogoliubov's functional assumption becomes question­
able " . It seems that the η-particle distribution func­
tions cannot be expressed as time independent functionals of 
the one-particle distribution function, but at best as time 
dependent functionals; this means that the η-particle distrib­
ution functions are expressed in terms of the one-particle 
7*1 Γ ... 
The time integral of this function from zero to infinity 
is proportioned, to the coefficient of self diffusion. 
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distribution function both at the sane and at earlier times. 
The original motivation for this dissertation was a 
systematic investigation of the density dependence of trans­
port coefficients. Indeed we have been able to renormalize 
the density expansions of time correlation functions in 
such a way that the divergences arising from these expans­
ions are removed. This does not mean that we can now present 
a generalized expansion of transport coefficients in in­
creasing orders in the density, allowing for non-analytic 
functions of the density, such as broken powers of η and 
functions containing logarithms of n. The problem of finding 
such an expansion is very hard indeed and only little pro­
gress has been made beyond the leading non-analyticity 
On the other hand the theory developed here turns out 
to be very useful in the description of long time tails and 
the related singularities occurring in the hydrodynamic 
equations. It provides a derivation for general densities 
of all results produced by hydrodynamic theories. 
Let us briefly sketch the content of this dissertation. 
We derive kinetic equations both for equilibrium time corre­
lation functions and for non-equilibrium distribution func­
tions in the hard sphere system. The restriction to hard 
spheres has been made for practical reasons mainly. The dy­
namics of this system are relatively simple. All collisions 
are instantaneous, so that interactions between more than two 
particles do not occur. There exist no bound states between 
two or more particles because the interaction is purely re­
pulsive. Finally all hydrodynamic densities can be expressed 
as moments of the one-particle distribution function, be­
cause the energy density is purely kinetic. Nevertheless the 
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hard sphere system is completely non-trivial. It shows many 
of the characteristic features of fluids in general. Histor­
ically it is one of the most investigated models, it is the 
only model for which a satisfactory kinetic equation at hi^h 
densities is available (the Enskog equation). Furthermore 
it is one of the best suited systems for computer experi­
ments. Therefore it is interesting to have good theoretical 
predictions just for this model. Extension of the theory 
developed here to more general potentials is possible, hut 
the technical details become extremely complicate. 
We first investigate the m-particle n-particle equilib­
rium time correlation functions, describing the probability 
to find in an equilibrium system m respectively η particles 
with r,iven phases at two different times. Fro™» these func­
tions all other time correlation functions of interest to 
us can be obtained in a simple way. Vie use a method devised 
by Zwanzig ' , but our analysis is carried much further. 
The time correlation functions, expressed as a grand canonic­
al equilibrium average, are expanded in an infinite series 
by expressing statistical correlations in terms of Mayer 
functions and describing the time evolution by means of the 
binary collision expansion. The individual terms in this 
series are represented by diagrams. 3y a number of subse­
quent reduction steps the diagrammatic expansions are cast 
into such a form that well-known diagrammatic methods can 
be applied. For instance we obtain a Dyson equation for the 
one-particle one-particle correlation function, which can 
be interpreted aa a generalized linear Boltzmann equation. 
Finally our equations are renormalized by standard diagram 
techniques in order to remove the divergences present in the 
- 12 -
contributions of individual diagrams. 
Next we apply the заие methods to derive non-linear 
kinetic equations for the distribution functions in a system 
resulting from a non-equilibrium ensemble of a given, special 
structure. The η-particle distribution functions in such a 
system are expressed as time dependent functionals of the one-
particle distribution function. 
The use of diagrams has several advantages. Firstly each 
diagram is a clear symbolical picture of a dynamical process. 
The information which is obtained at a glance by looking at 
a diagram would not be so easily extracted from the corres­
ponding analytic expression. As an example fig. 1a shows a 
diagram representing a three-
particle event. The horizontal 
l ^ lines represent three collisions 
! % ¿ / occurring at times 0, t.. and t 
'
2
 respectively and the vertical 
α
 " lines represent the pathes of 
fig, 1.1 ' the particles in between these 
collisions. Fig. lb gives a more 
geometrical picture of this process. Further advantages of 
the use of diagrams show up in the reductions of the diagram 
expansion. These are in general most easily expressed in 
terms of topological properties of diagrams. In fact the 
structure of diagrams serves as an indispensable guide in 
finding such reductions. 
The kinetic equations obtained here are equivalent to 
exact kinetic equations obtained previously, for instance by 
the cluster expansion method. Yet our equations have some 
definite advantages, as will be pointed out in the sequel. 
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Firstly the diagrammatic structure makes it possible to 
single out all different collision sequences which contrib-
ute, for instance to one term in the density expansion of 
the generalized Boltzmann collision operator. This simplif-
ies the actual calculation of such terms considerably in 
comparison with formulations in which different dynamical 
processes are completely entangled. A special advantage of 
our method is that statistical correlations are taken into 
account in such a way that all diagrams obtain a structure 
as compact as possible. One of the consequences is that the 
general kinetic equation for the one-particle distribution 
function can be reduced to the Enskog equation in a very 
easy way, by keeping only the simplest diagrams in this e-
quation and neglecting all the others. 
Secondly in our formulation of the kinetic equations 
the divergences resulting from the density expansion axe 
removed by standard renormalization procedures, as used in 
quantum field theory. In most formulations of kinetic theory 
used up till now it was not possible to apply these renormal-
ization techniques in an equally systematic way. 
Thirdly our method produces many non-equilibrium re-
sults for the hard sphere system from a uniform point of 
view. By solving the linear kinetic equations for the one-
particle one-particle correlation function one obtains linear 
hydrodynamic equations. The transport coefficients are ex-
pressed in terms of the collision operator. They immediately 
can be identified with the Green-Kubo formulae, expressing 
transport coefficients as time integrals over equilibrium 
time correlation functions. By linearizing the non-linear 
kinetic equation for the one-particle distribution function 
- Il» -
around total equilibrium one recovera the same linear kinetic 
equation which holds for the one-particle one-particle corre-
lation function. As mentioned before, our theory reproduces 
the Enskog equation under certain approximations· In fact we 
obtain a slightly different equation which in a one-component 
system gives the same Navier-Stokes equations and corres-
ponding transport coefficients as the original Enskog equa-
tion. For the case of mixtures however our modified Enskog 
equation yields Navier-Stokes equations which differ from 
those obtained by previous extensions of the Enskog equation. 
It is interesting that the transport coefficients resulting 
from our modified Enskog equation satisfy Onsager's reciproci-
ty relations, whereas those following from the other theories 
do not. Consequently the latter are in conflict with the theory 
of irreversible thermodynamics. 
Our kinetic equations provide a derivation from micros-
copic principles of the long time behaviour of time correlat-
ion functions at general densities. Up till now kinetic der-
ivations of these results had been given for low densities 
only. The results from hydrodynamic mode-mode coupling theory 
are completely confirmed. Recently Pomeau discovered that, 
in three dimensions, beyond the leading long time behaviour 
-3/2 proportional to t , there exist a series of terms which 
behave as t"'' , t"15 etc. . These terms also follow 
from our theory. 
This dissertation is divided into three chapters. 
Chapter I contains the definitions of the time correlation 
functions of interest and a survey of the properties of the 
hard sphere system. In Chapter II the time correlation fune-
- 15 -
tions are expressed in diagrams and the reductions leading 
to renormalized kinetic equations for the time correlation 
functions are performed. Chapter III contains the derivation 




Equilibirura time correlation functions 
and hard sphere dynamics 
Equilibrium time correlation functions are of interest 
for several reasons· From a theoretical point of view the 
main advantage of these functions is that they describe dy-
namical properties of physical systems, such as the trans-
port coefficients, in terras of an equilibrium average. In 
ensemble theory equilibrium averages are in general much 
easier to deal with than non-equilibrium averages. Experim-
entally time correlation functions are also of interest. 
In light- and neutron-scattering experiments the Fourier 
transforms of time correlation functions between hydrody-
namic densities are measured directly. Also the description 
of dynamical phenomena near critical points is given most 
easily, both in theory and in experiment, in terras of equi-
librium time correlation functions. Computer experiments of 
the molecular dynamics type provide a unique opportunity to 
study the dynamical behaviour of a well-defined microscopic 
system in detail. In these experiments again time correlation 
functions, like the mean square displacement of a particle 
during a given tine interval, are the quantities which are 
easiest to measure. 
In section 2 we define a set of equilibrium time corre-
lation functions from which all others of interest to us 
can be obtained easily. Furthermore we discuss certain gener-
- IT -
al properties of these functions. 
For reasons mentioned already in the introduction 
we will restrict our considerations to the hard sphere system, 
In section 3 we give a survey of dynamical properties of this 
system and for later use we introduce the Mayer expansion and 
the binary collision expansion. 
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2. Time correlation functions and distribution functions. 
We will consider a classical system of identical particles 
of mass ra, enclosed in a d-dimensional box of volume V, with a 
HamiItonian 
N 
Η(Γ) = Σ (г т. Г + V(r.)) + Ζ 4>(r ) . (2.1) 
i=1 1 1 α 
The variable Γ = (Ν, χ ... х^) represents the number of part­
icles in combination with their position and velocity coordin-
ates, χ. = (г., v.). The external potential V(r) may contain, 
besides the wall potential of the box, e.g. gravitational or 
electrostatic fields. The summation variable о runs over all 
pairs (i,j) of different particles in the system and г = 
г.. = г.-г.. The function ф(г) describes the potential be-
tween two particles. For reasons of convenience we have assumed 
the total interparticle potential to consist of a sum of pair 
potentials which depend on the interparticle distances only. 
Equilibrium time correlation functions are generally of 
the form 
<А(Г(о)) B(r(±t))> , (2.2) 
where A and В are functions of the coordinates of the part­
icles at the initial time and at time ±t respectively and 
the variable t is always assumed to be positive. The coordin­
ates r(±t) follow from the initial coordinates Г(о) by the 
equations of motion of the system. Brackets denote an ensemble 
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average ; 
< ... > = ƒ dr ρ(Γ) ... , (2.3) 
with 
/dr ... = Σ /dx1 ... /dXjj ... . (2.U) 
N=o 
If the subscript ρ is omitted, as in (2.2), the average has 
to Ъе taken over the grand canonical (equilibrium) ensemble, 
which is given Ъу 
ι
 N 
ρ J D = (N!Z Γ' Π ψ(χ4) exp(-B Σ 4>(r )) , (2.5) 
ο gr
 i_1 l о а 
ф(х) = ( 0 m ^ ) d / 2
 ζ
 exp(-B(mv2/2 + V(r))) , (2.6) 
with S = Ι/Ιε,,Τ, where к_ is Boltzmann's constant and Τ is the 
D a 
temperature; ζ is the fugacity, 
С = ( 2 W № 2 ) d / 2 e*V , 
where h is Planck's constant and μ is the chemical potential. 
The ensemble density is normalized Ъу the grand canonical 
partition function, given by 
. Ν -0ΣΦ(Γ ) 
Z „ = ƒ dr (NJ)"1 Π ψ(χ.)β 0 0 . (2.7) 
gr
 i = 1 ι 
A useful relation is 
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<A(r(o))B(r(t))> = <B(r(o))A(r(-t))> , (2.8) 
valid because ρ is a stationary ensemble. 
An example of a time correlation function which is close­
ly connected to a transport coefficient, is 
N ik.r. -ik.r.(t) 
C. (t) = (d<N>)-1 < Σ e 1(v..v.(t))e 1 > , 
л· - 1 1 




ik.r1 -ik.r (t) 
= (d<N>)"1 < N e (ν .ν (t))e > ι 
-*• -*• . . . - > ->· . . 
vhere v. = v.(0) and r. = r.(0). 
In the limit аз к -*• о this function reduces to the velocity 
autocorrelation function. From the latter the self diffusion 
[ 2 1—2І 
coefficient D follows by the well known relation ' 
D = ƒ dt lim lim С (t) , (2.10) 
о к-Ю V-*» 
valid in case the integral exists. The thermodynamical limit, 
(V ·+• eo), has to be taken at fixed time and may not be inter-
[2.2] 
changed with the time integration and the limit as к •*• о " , 
The self diffusion coefficient can also be obtained from the 
Laplace transform of C. (t), 
Ю 
c
 - ƒ dt e"Zt C. (t) , (2.11) 
kz о 
by the relation 
lim lim lim С . (2.12) 
z-»o к-ю -н» 
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Again the limits may not Ъе interchanged. 
Besides equilibrium time correlation functions we will 
consider distribution functions in non-equilibrium· In a 
system which is described by a time dependent ensemble dens­
ity p(r,t) the n-particle distribution functions are given 
by 
f{n,(lnj,t) = <Σ 6(1 nj - lp(r)J)>,tl , (2.13) 
£(r) plt; 
where IJÇJ stands for a set of η fixed positions and ve loc i t ie s , 
the summation of ρ(Γ) runs over a l l sequences of η different 
p a r t i c l e s , e.g. i f η = 2 both I 1,2] and 12,1] are included 
but 11,1] i s not, and the 6-function, 
edjj] - Ifl'J) = 6 ( 1 - 1 ' ) · . . δ(η-η·) , (2.lit) 
is a product of η 2d-dimen3Ìonal δ-functions. 
The time evolution of microscopic functions, as well as 
that of ensemble densities can be expressed in terms of stream­
ing operators. The action of a forward streaming operator, 
S(t), or a backward streaming operator, S(-t), on a micros­
copic function or on an ensemble density is respectively 
given by 
S(±t) Α(Γ(ο)) = A(r(±t)) , (2.15) 
S+(±t)p(r,o) = ρ(Γ, ±t) , (2.16) 
where the dagger denotes hermitean conjugation. Since S(±t) 
generates a canonical transformation of positions and veloci-
22 
ties, it satisfies the relations 
S+(±t) = S"1(±t) = S(+t) . (2.17) 
. . . . (•) 
Consequently S(±t) is a unitary operator . As a result of 
(2<17)t (2.16) can be rewritten in the more familiar form 
S(+t) p(r) = ρ(Γ, ±t) . (2.18) 
The time derivative of a microscopic function, not de­
pending explicitly on time, satisfies the equation 
^A(r(t)) = JC A(r(t)) Ξ {A(r(t)), H(r(t))} , (2.19) 
where Η is the Hamiltonian (2.1) and {...,...} denotes the 
Poisson-bracket. The operator X, called the Liouville operator. 
can be decomposed into a free streaming part and an interac-
(**) tion part , 
Ζ =• £0 + I , (2.20) 
N 
£ 0= Σ JC? , (2.20a) 
i=1 1 
*^^  This is true as long as the number of particles, N, is 
finite. 
(**) / 
In fact the operators θ , as given by (2.20d) are un­
defined if the interparticle potential Φ contains a hard 
core· The generalization to the case where a hard core is 
present will be discussed in section 3. 
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£
І - 7 Γ^-'ηΤ" · (2-20Ъ) 
Эг. Эг. Э . 
1 1 1 
I = - Σ θ
α
 , (2.20с) 
• i j - i -ГГ**-· i - T " - ! - ) · <2·2Μ) 1 J
 Э г . . Э . Э . 
i j i J 
From (2.19) and (2.15) one nay conclude immediately that the 
time derivatives of the streaming operators are given Ъу 
Ir S(±t) = ±JC S(±t) . (2.21) 
at 
In addition to the streaming operators S(±t) we will frequently 
use free streaming operators S (it), generating the motion of 
particles in the absence of interparticle interactions. The 
free streaming operators satisfy the equation 
|^S 0(±t) = ±JC0 S0(±t) , (2.22) 
and can he factorized into single particle operators, 
N 
S0(±t) = Π S?(±t) . (2.23) 
i»1 1 
These operators generate the free streaming of one particle in 
the external field V(r) and leave the coordinates of the other 
particles unchanged. 
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The resolvents of the streaming operators are given by 




G 0 ± = ƒ dt e"Zt át±t) = (ζ + JE0)"1 , (2.25) 
as follows from (2.21) and (2.22). 
The equilibrium time correlation functions, defined in 
(2.2) can he expressed in terms of streaming operators as 
<A(r(o))3(r(±t))> = <A(r)S(±t)B(r)> (2.26) 
S i m i l a r l y t h e non-equi l ibr ium d i s t r i b u t i o n f u n c t i o n s , defined 
in ( 2 . 1 3 ) , can be r e w r i t t e n as 
f ( n ) ( [ n ] , t ) = ƒ dr Σ δ([η] - [ j j ( r ) ] ) S ( - t ) p ( r ) , ( 2 . 2 7 a ) 
ς
( Γ ) 
= ƒ dr Σ p ( r ) S ( t ) 6 ( [ n ] - [ η ( Γ ) ] ) , (2.27b) 
where р(Г) is an arbitrary initial ensemble. 
These functions will be the subject of section 12. In the 
following sections we will be interested in a special class of 
equilibrium time correlation functions, which are the m-particle 
η-particle correlation functions and the η-particle self corre­
lation functions. They are defined as 
Fdjgl.l^Mitt) = < Ζ 6(lm-m(r)J)S(±t){ Σ δ(1 n'J-l η(Γ)] ) 
Κ» 'ν 
-gdjjM)} > . (2.28a) 
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F S ( lnJ . I n ' h + t ) = < Σ 6 ( l n ] - [ n ( r ) ] ) S ( ± t ) 6 ( l ] u ' J - l j j ( r ) J ) > , 
η ( Γ ) 
(2.28Ъ) 
with 
g d n ' J ) = < Σ δ([η · ] - l n ( r ) j ) > . (2.29) 
I t follows from (2.8) t h a t t h e s e funct ions s a t i s f y t h e equa­
t i o n , 
F(lmJ J n ' J ; t ) = F d n ' J ,lmj i - t ) , (2.30) 
while similar relations hold for the self correlation func­
tions. The Laplace transforms of these functions will be 
denoted as F~(lm| ,Ιη'] ) and F ~(ln] ,[?'] ) respectively. 
From the functions defined in (2.28) several other time 
correlation functions can he obtained in a simple way. 
For instance the velocity autocorrelation function can be 
written as 
N 
< E (v..v.(t))>/<N> = /di /dl'iv .ν ,) 
i=1 1 1 
Ρ
3(ΐυ,ΙιΜ;ΐ)/<Ν> . (2.31) 
It is interesting to observe that the equilibrium time 
correlation function F(l 1j,1 1'] :t) can be interpreted al-
tematively as the deviation from equilibrium of the one-
particle distribution function, resulting from the normalized 









 i = 1 ι ο i = 1 1 1 ο 
(2.32) 
where ρ is the grand canonical ensemble and 
*(x) = n(?) (me/27r)d/2 e " ^ 2 / 2 , (2.33) 
while n(r) is the equilibrium density at position r. Indeed, 
by combining (2.27), (2.28a) and (2.32) one finds the relation 
f(1)(x',t)^(x«)= (^(x))"1F(x,x«;t) = W>(x)r1F(x\x;-t) . 
(2.310 
In similar way a l l other functions F(lmJ ,lçj ; t ) can be in te r -
preted as deviations from equilibrium of η-particle d i s t r i b ­
ution functions result ing from specially chosen i n i t i a l non-
equilibrium ensembles. 
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3. The hard sphere system. 
From now on we restrict ourselves to the hard sphere 
system. We will briefly describe how the results of the 
preceding section have to be modified in order to be applic­
able to this system " ' . Furthermore we will define the 
Mayer expansion and the binary collision expansion which 
provide a starting point for a diagrammatic expansion, to 
be defined in the next section. This section is concluded 
by a table of properties related to the dynamics of the hard 
sphere system. 
The hard sphere system is characterized by a Hamiltonian 
of the form (2.1), with a pair potential, given by 
*(r) = « if r < σ (3.1) 
0 if r > a , 
where σ is the diameter of the spheres. Clearly the gradient 
of this potential is undefined for r ^  σ, so that the pair 
interaction terms θ , defined in (2.20), and consequently 
also the Liouville operator have no meaning. Nevertheless 
the dynamics of the system are completely determined by the 
equations of motion 
d t r i = V i ' ( 3- 2 a ) 
d * d V ( ? i ) 1 - - -
L· y = -1/m - ^ i - + lim i { Ζ Θ (+ v...?..) 
dÎ 1
 d?. τ*0 τ j 1 J 1 J 
( (r.j-σ)- (|?
і
 ^ τ | - σ ) ) } (vj -ν.) . (3.2b) 
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The function tì (χ) i s t h e u n i t s t e p funct ion, defined as 
Β(χ) = 1 i f χ > 0 (3 .3) 
0 i f χ < 0 
The second term on the right hand side of (3.2b) describes 
the change in v. due to collisions with other particles. The 
θ -functions check whether the conditions for a collision 
between particles i and j within the time interval τ are 
fulfilled. The + and -sign in the function (+ ...г..) 
ij 1J 
refer to backward (τ <0) and forward streaming (τ >0) res-
-+ * . pectively. The velocity v. is the post collisional velocity 
of particle i after a collision with particle j. It depends 
upon the collision parameters and on the initial velocities 
v. and v.. 
ι J 
The equations of motion (3.2) define the streaming op­
erators aa given by (2.15)ι for all non-overlapping config­
urations, i.e. all configurations in which the centres of 
each pair of spheres are at least a distance σ apart. For 
overlapping configurations the streaming operators are a 
priori undefined. However, since such configurations actually 
never occur, one is free to extend the definition of streaming 
operators to these configurations in an arbitrary way, without 
affecting the final results. In view of the binary collision 
expansion, to be defined below, it is convenient to use differ­
ent extensions for forward and backward streaming. In both 
(*) . 
cases initially overlapping spheres will stream freely out 
7*1 
Notice that we consider both for forward and backward 
streaming t = 0 as "initial time", the "final time" being 
"later" for forward streaming, but "earlier" for backward 
streaming. 
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of each other; once two spheres are out of each others range 
they will collide in accordance with ordinary mechanics in 
subsequent encounters. These extensions of the streaming oper­
ators are automatically obtained by vising (3·2) as equations 
of motion, also for overlapping configurations. It is due to 
the function Θ(+ v...r..), that initially overlapping spheres 
are allowed to stream out of each other. 
As a result of the given extensions of the streaming oper­
ators to overlapping configurations time reversal synunetry no 
longer holds between S(t) and S(-t); these operators are no 
longer each others inverse. Also the streaming operators are 
no longer unitary. These properties remain valid however as 
long as one restricts oneself to non-overlapping configurations. 
It is possible to define an overlap function ^ Г ) , which 
vanishes for all overlapping configurations and equals unity 
for all non-overlapping configurations. It can be expanded in 
a series of Mayer functions, 
W(r) Ξ Wir.....г,.)- Π (1+f ) - 1+ Σ f + Σ Σ f f + 
(3.U) 
where 
f = - θ(σ - г ) . (3.5) 
α α 
In an equilibrium system (З·1*) is identical to the ordinary 
Mayer expansion^ 3 · 3 " , but (З·1*) has a more general meaning; 
any equilibrium or non-equilibrium hard sphere ensemble density 
contains the factor W(r), which excludes overlapping configur­
ations. 
- зо -
For the product of the overlap function and a streaming 
operator one has, analogous to (2.17)! the equations 
w(r)s(±t) = (w(r)s(+t))+ = s(±t)w(r) , (3.6) 
with 
S(±t) = S+(+t) . (3.T) 
The barred operators, defined Ъу (3·7) can also be interpreted 
as streaming operators. Unbarred streaming operators have to 
be preceded by the overlap function, barred streaming operators 
have to be followed by it. 
Equilibrium time correlation functions can be expressed 
both in terms of unbarred and of barred streaming operators; 
<A(r(o))B(r(±t))> = / dr A(r)p
o
S(±t)B(r), (3.8a) 
= ƒ dr A(r)S(±t)p Β(Γ) . (З.ЭЪ) 
о 
Similarly the η-particle distribution functions evolving from 
an initial ensemble ρ, can be expressed in two ways as 
f(n)([n],t)= ƒ dr E p(r)S(t)«(ln]-ln(r)]) , (3.9a) 
η(Γ) * * 
= ƒ dr z e([jjl-ljj(r)l)s(-t)p(r) . (з.9Ъ) 
•ν 
The resolvents of unbarred and barred streaming operators 
± -± 
wilJ be denoted respectively as G and G · 
Analogous to (2.21) one can derive from (3.2) differential 
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equat ions for the hard sphere streaming opera tors of the 
fo rm 1 3 ' 1 1 
| £ S(±t)= ±1* S ( ± t ) , ^ - S(±t) = l i r s i + t ) , ( З . Ю а . Ь ) 
± -± The pseudo Liouville operators L anà L are given by 
IT = X'0 ± I* , L1 = 1'° ± I* . (З.ІІа.Ъ) 
The operator £ was defined in (2.20). The interaction pieces I 
and I can be written as a sum of unbarred respectively barred 
binary collision operators. 
I" = Σ Τ, , ϊ" = Σ Τ
Α
 . (3.12a,b) 
The binary collision operators can be separated into a real and 
a virtual part, 
„r . „v - -r -v 
Τ = T¡_ + Τ* , T. = Т^ + Τ. , (3.13а,Ъ) 
±α ±α ±α · ±α ±α ±α ' ' 
which are r e s p e c t i v e l y defined a s , 
T*"·. = T l · · = l im a d ~ 1 fia β ( + ν . . . 5 ί | ν . . . σ | 
±ij ±ij
 η + 0 ij ij 
• \ ^ 0 / 6 ( r . . - a a ) b - ( i j ) S 0 ( ± n ) , (3 . lUa,b) 
ij σ 
,ν , . d - 1 , ,- ,_>,—• "Μ·*· " i f / - * · ''\r.Oi 
(3.15a) 
Τ ' . = lim -σ / d o e ( + v . . . σ ) | ν . . . σ | δ ( Γ . . - σ σ ) 3 (±η) , 
- i j
 η 4 , 0 1J 1J 1J 
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Τ · . = lim -σ /do β(+ν.,.σ)|ν...ô|6(r..+σσ)30(±η^ 
J
 η+0 1 J 1 J 1 J 
(3.15b) 
In these equations the σ-integration is an angular integration 
over the d-dimenaional unit sphere and the б denotes a d-
dimensional δ-function· The operator b*(ij) transforms the vel­
ocities of particles i and j into post or precollisional vel­
ocities, its action on an arbitrary function is given by 
bj(ij) fi^.v.^.r.,...) = f(vi, v. , ^ . r . , . . . ) , (3.16) 
v. = v.-(v...σ)σ , v. = v.+(v...σ)σ . (З.Іба.Ь) 
The infinitesimal free streaming operators S (±η) serve to 
determine the action of the binary collision operators on 
functions which are discontinuous at the collision surface, 
r. . = σ . 
ij 
Both the real and the virtual binary collision operators 
have a clear geometrical meaning. The real collision operator 
checks if the conditions for a forward or backward collision 
are fulfilled, i.e. if the particles i and j are approaching 
each other to a distance σ between their centres; if this is 







v. . The unbarred and barred virtual collision operators 
respectively check if the particles i and j are about to 
enter each other or to leave each other; if that is the сазе 
the function on which the operator acts is multiplied by -1. 
The streaming operators S and S can be expanded in 
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ι ι ,23] 
binary collision expansions * , which are closely analogous 
to the Mayer expansion in equilibrium. From (3·10) and (3·11) 
it is easy to derive the equations 
S = S 0 + S 0 * I±3 , S = S 0 + S 0 τ> 1*1 , (3.17a,b) 
in which we have omitted the time dependence of the streaming 
operators and where * denotes a convolution product, defined 
as 
t 
f*g(t) = ƒ dTf(T) g(t-T) . (3.18) 
о 
Iteration of (3.17) yields the binary collision expansions 
S = S0+S0* ETV S0+S0OE rr S-*! Т
і03
0




 .±α 3 ±β 
S = s0+S0<fZ Т^ . 30+30*Σ 1 S0*Z Τ
Α03
0




 ±ο ρ ±8 
In contrast to the usual form of the binary collision expans­
ion, which is valid for general potentials, the index pairs 
of subsequent T-operators may be identical, by virtue of the 
relation T. S0(±t)T. = T. S0(±t)T. = 0, which is valid for 
all t in absence of an external potential. We will come back 
to this relation later on in this section. 










 .... (3.20a) 
α ±α ο ±α g ±β 
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G = G0-+G0-ET G 0 +0° ΣΤ 3° ΣΤ „G 0 - + ... , (3.20b) 
where we have omitted the z-dependence of the operators G0. 
This section is concluded Ъу a table (table 3.1) of hard 
sphere properties. The first four of these properties have 
Ъееп given in the previous part of this section. Most of the 
remaining properties are derived in refs. [3.1-2] , here we 
will restrict ourselves to a few remarks. 
Eqs. (3·21-23) can be understood easily from geometrical 
considerations. Let us take (3.21a) as an example. The operat­
or Τ S (t)T requires that two given particles approach each 
α α 
other, undergo a real or virtual collision after which they 
leave or enter each other, then stream freely during a time t, 
and finally collide for a second time. This is clearly im­
possible, unless there is an external potential which drives 
the particles back to each other after their first collision. 
The operator Δ
+
 , defined in (3.2!+), will be used fre­
quently in the following sections. Eq. (3·25) follows immed­
iately from eqs. (2.20), (3.5), (3.13-15) and (2.25). Eq. 
(3·26) is a simple extension of (3.25)i it is most easily 
derived in Laplace language by considering the action of the 
differential operator £ on a product of Mayer functions and 
multiplying to the right and the left by G . Eq. (3·27) states 
that an operator T.. yields zero if it acts on a function in-
dependent of x. and x., while it commutes with the product 
ψ(χ.)ψ(χ·)· Eq. (3.28) is a consequence of the corresponding 
i- J 
hermitean conjugate relation. 
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Table 3.1 
Hard sphere p r o p e r t i e s 
W(r) = 1+ Σ f + Σ Σ f f0+ . . . 
«
 0
 α &a α e 
w(r)s(±t) = s(±t)w(r) s(±t) = s+(+t) 
S = 5 0 +3 0 *ΣΤ 30+80<τΣΤ 8 0 * Σ Τ
Λ
8 0 + . . . 
α a α α g β 
:з.і») 
[3.6,7) 
:з . і9) 
Τ S (±t)T^ =0 ( i f V(r)=0) 
ία ±α 
Τ S 0 ( ± t ) T = 0 ( i f V(r) = 0) 
α α 
Τ S 0 ( ± t ) T ^ = 0 ( i f V(r) = 0) 
±a za 
f ε 0 ( ± ΐ ) Τ
χ






ΐ S 0 ( ± t ) f = 0 ( i f V(r) = 0) 
±a a 
T±afß = Via ( i f a * e ) 
5±«f0 = V±« ( i f a * 0) 
f Τ. = Ί\ f = 0 
a ±a ±a a 
±α ±α ±α 
+ i:0f ± f £ 0 = ( G 0 ± r 1 f - f ( a 0 1 ) " 1 = Δ. 








ТаЪІе 3.1 (continued) 
η η η 
( Π f )S0 = S 0 Π f + S 0 A( Σ Δ Π f )S0 (3.26) 
i-1 "i i=1 a i i=1 ± ai к#і a k 
T ± i j f ^ x k , X l , , " ^ = 0 ( i f k · 1 · · · · ^ i i J ) (3.27a) 
T ± i j ' i ' ( x i ) * ( x j ) f ( x k . x 1 . . . . ) = 0 (3.27b) 
S dXi'iXj T+ i <. f (x i ,X j i . . . ) = 0 (3.28a) 
ƒ αχ
ΐ
άχ^φ(χ 1 )ψ(χ ί ) T ± i j fiXi.Xj, . . . ) = 0 (3.28b) 
































Linear kinetic theory 
In chapter I we defined equilibrium time correlation 
functions and we considered the dynamical properties of the 
hard sphere system. Here we derive kinetic equations for 
equilibrium time correlation functions in the hard sphere 
[ ι 23] 
system· We extend a method introduced by Zwanzig * . 
The main improvement obtained here, is that statistical 
correlations between the positions of particles are not al­
ways taken into account at the initial time. Instead, at 
each collision between two particles we consider the sta­
tistical correlations which are relevant at that moment. 
As a result we can apply general field theoretical methods, 
like the Dyson equation and the skeleton renormalization, 
which could not be used otherwise. 
In order to obtain kinetic equations we first expand the 
time correlation functions into infinite series in section U. 
The terms in these series are represented by diagrams, which 
are constructed and interpreted with the aid of certain dia­
gram rules. A number of reductions which simplify the struc­
ture of the diagrammatic expansions are discussed in sections 
5 through 7· In section θ we derive a Dyson equation, which 
can be interpreted as a linear kinetic equation for the one-
particle one-particle correlation function, or alternatively 
for the one-particle distribution function resulting from a 
special initial non-equilibrium ensemble. In section 9 we 
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introduce the skeleton renormalization, which can Ъе used to 
remove divergences due to expansions in powers of the densi­
ty. In section 10 we consider the 2-2, 2-1 and 1-2 particle 
correlation functions and in section 11 we discuss the main 
results of our theory and make a comparison with the liter­
ature . 
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U. Diagrammatic representation of equilibrium time correlation 
functions. 
Insertion of the Mayer expansion (3·Ό and the binary 
collision expansion (3.19a-b) in (3t8a) respectively (3.8b), 
yields infinite expansions of the equilibrium time correlat­
ion functions F([fn] ,[n'] » ±t), defined in (2.28), in terms 
which are respectively of the structure 
N 
(NlZgrr /dr^ümMmír)])^ ψ(χ.)ίο . . . f ^ T ^ . . . ^ / 









Ϊ^. . . f6 П ψ(χ.) 
δ([η·]-[η'(Γ)]) . (U.lb) 
[U.1-2] Expressions of this kind can be represented by diagrams 
in which functions and operators are replaced by diagrammatic 
elements; free streaming operators are represented by vertic­
al lines, Mayer functions and binary collision operators by 
horizontal bonds between the vertical lines and ó-functions 
by crosses at the top and bottom of the vertical lines. The 
same diagrams will be used both for forward and backward 
streaming, and both in time language and Laplace language. 
The relations between diagrams and analytic expressions 
of the type (U.la-b) are given in a number of diagram rules 
(D.R.'s). The first rule describes the elements of which a 
diagram may consist. 
- 1*0 -
) A diagram consists of vert ical l i n e s , horizontal bonds 
and crosses. 
) Each ver t ica l l ine represents a par t ic le and is labelled 
at i t s top by the number of that p a r t i c l e . For th i s reason 
a ver t ica l l ine i s also called par t ic le l i n e , or sometimes 
simply l i n e . 
) Horizontal bonds are drawn between two ver t ica l l i n e s . 
A bond wil l be called ( i , j )-bond t or α-bond with a= ( i , j ) , 
i f i t connects the l ines labelled i and j . There are four 
different types of horizontal bonds, namely: 
i ) s t a t i s t i c a l bonds or f-bonds. representing Mayer 
functions and drawn as dashed l ines ( '·•—--· ) » 
i i ) Τ-bonds, representing T-operators and drawn as single 
l ines ( Φ · ) ; 
i i i ) T-bonds, representing T-operators and drawn as double 
s t ra ight l ines ( · · ) ; 
iv) A-bonds, representing Δ-operators and drawn as dotted 
l ines ( ·• •· ) . 
As a general name for T-bonds» T-bonds and Δ-bonds the 
term dynamical bond will be used. 
) A cross at the top or bottom of the line labelled i re­
presents a δ-function 6(1 - x.), where 1 is a fixed coor­
dinate. Crosses are distinguished in top-crosses and 
bottom-crosses. depending on their position in the diagram. 
) The vertical positions of the dynamical bonds in a diagram 
are called levels « together with the top level and bottom 
level, where all vertical lines begin, respectively end. 
The levels in a diagram are numbered (0,1,2 ...) from top 
to bottom. In time language the top level corresponds to 
time 0, the bottom level to time ±t and the intermediate 
- ¡и -
levels to a sequence of times t., such that 0<t1<t <·.. <t. 
(f) Each vertical line can be broken up into vertical line seg­
ments, which are the pieces of line between two subsequent 
levels. The vertical line segment of the line (i) between 
the levels 1 and 1+1 represents the one particle free 
streaming operator S.(±At ), with Δι = t .-t . 
A second diagram rule determines how to translate a given 
diagram into an analytic expression and vice-versa· 
D.R.2 
(a) The operators and functions corresponding to the elements 
of a diagram (bonds, crosses and vertical line segments) 
are multiplied in the same order from left to right as 
(*) the elements appear from above to below . 
(b) In time language an ordered time integration fat f dt2f dt ,,.. 
о t-| ^2 
is performed over the times of all intermediate levels. 
N 
(c) The expression obtained in this way is multiplied by Π ψ(χ.), 
either to the left, in diagrams with T-bonds and 
with f-bonds at the top, or to the right, in diagrams 
— íitk Ì 
with T-bonds and with f-bonds at the bottom . 
(d) Integrations fax.... /dxN are performed over the coordinates 
of all particles. 
(e) To an N-particle diagram a weight factor (N1)" is attrib-
uted. 
7*5 
In case two or more elements stand at the same level or 
between the same two levels, these elements always repres-
ent functions and operators which commute with each other 
(e.g. free streaming operators of different particles). 
(**) 1 
4
 'See Def. U.3 on p. 1*6. 
- 1*2 -
1 2 





A diagram (a) containing all elements defined 
in D.R. 1, the corresponding cut-off diagram 
(b) and the vertices (c) in the latter. 
- из -
Fig. Ц.1а shows an example of a diagram, which in time 
language represents the expression 
•Ij- /dx^.. /dx5 ψίχ^... ψ(χ )e(l-x1)6(2-x2)f12 S°...S° 
T 2 3 S°...S° * Δ3ΐ+ S°...S° * T12S°...S° δ(ΐ·-χ2) . 
The translation of the diagram rules to Laplace language 
is straightforward. In fact only rules (l.e), (l.f) and (2.b) 
are modified; all products of operators Π S. are replaced by 
i=1 ^^ 
an operator G (χ ... х^) and all convolution products are 
replaced by ordinary products. In Laplace language the diagram 
of fig. (U.la) corresponds to 






The D.R.'s 1 and 2 determine the general structure of a 
diagram and its analytic interpretation. Additional rules 
exclude certain classes of diagrams, which either never occur 
in the diagram expansions to be considered, or give a vanish­
ing contribution. Subsequent reduction steps will increase 
the number of these rules. The first additional rule excludes 
diagrams which cannot occur due to the structure of the bin­
ary collision expansion and that of the Mayer expansion. 
- Uk -
D.R.3 
(a) There is at most one dynamical bond at each level. 
(b) There are no dynamical bonds at the top and bottom level 
of a diagram. 
(c) Each statistical bond occurs at most once in a diagram. 
A first simplification of diagrams is obtained by the 
introduction of two cut-off rules, giving prescriptions to 
delete vertical line segments corresponding to operators 
which may be omitted without affecting the value of the 
diagrams. These rules are given together. Here and in the 
sequel alternative formulations are obtained by substituting 
the words between parentheses for the preceding words. 
D.R.U a(b) Each vertical line is deleted above (below) the high­
est (lowest) level where a cross or a bond is attached to it. 
This level is called the upper (lower) cut-off level of the 
line. If factors ψ(χ.) are present at the top (bottom), they 
are shifted to the upper (lower) cut-off levels of the ver­
tical lines. The integrations fax. are shifted from the top 
level to the upper cut-off levels of the vertical lines. 
Let us consider the consequences of these rules. 
If a cross or a statistical bond is attached at the top or 
bottom of a vertical line, clearly nothing of this line is 
deleted at the upper, respectively the lower side. Upper 
and lower cut-off level of a line may coincide, so that the 
line is reduced to a single point. If no crosses or bonds 
are attached to a line, it is deleted completely, although 
its label is maintained. 
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How do the cut-off rules change the analytic interpretat­
ion of a diagram? In time language these changes consist of, 
firstly the omission of free streaming operators, corresponding 
to deleted vertical line segments (see D.R. If), and secondly 
the shifting of integrations fdx. and factors ψ(χ.) to the 
upper and/or lower cut-off levels of the vertical lines. The 
value of a diagram however is not changed Ъу application of 
the cut-off rules, by virtue of the relations, 
5°(±ΐ)ψ(χ.) = ψ(χ.)3°(±ΐ), (U.2) 
ƒ dx. S?(±t)f(x., x. ...) = fdx. f(x.,x. . . . ) , (U.3a) 
sJdtifUj.Xk ...) = fUj.Xj^ ···) (j,k,... * i). (Ь.зъ) 
If desired, cut-off diagrams may be replaced by the original 
diagrams again. 
Fig. I*.lb shows the diagram of fig. U.la after applicat­
ion of the cut-off rules. The corresponding analytic ex­













Ο(2)δ( 1 '-х^. 
By virtue of the cut-off rules a further simplification 
can be obtained by translating (3·27) and (3.28) into a diagram 
rule: 
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D.R.5a(b) From each T-bond (Τ-bond) at least one vertical line 
runs down (upward). 
This D.R. yields the first example of diagrams which are ex­
cluded since they give vanishing contributions. The optimal 
profit of this D.R. will only be obtained after the applic­
ation of certain reductions, to be defined later on. 
A few diagrammatic concepts which will be used fre­
quently in the following sections are defined below. 
Def. h.1 A vertex is a set of bonds and/or crosses located at 
one level of a diagram, together with the entries and exits 
of attached vertical lines. 
At each level of a diagram a vertex is present, containing 
all bonds and/or crosses at that level. The vertices of the 
diagram in fig. l*.1b are shown in fig. U.I с 
Def. U.2 The vertical line length of a diagram is the total 
number of its vertical line segments. 
E.g. the vertical line length of fig, U.la is 20, that of 
fig. U.lb is 8. 
Some special sets of diagrams are defined as 
Def. U.3a(b) D ( Ы Л п ' П (S ([m],[η·])) is the set of all diagrams 
O ' V ' V O ' V ' v 
i ) satisfying D.R.'s 1 through 5; 
i i ) having m top-crosses and η bottom-crosses; 
i i i ) in which a l l dynamical bonds are T-bonds (T-bonds); 
iv) in which a l l s t a t i s t i c a l bonds stand at the top (bottom) 
leve l . 
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Def. 1*.ЫЪ) D3([n] ,[?']) (D3 ([η],[η'])) is the subset of all 
о ъ \ ο "ν •ν 
diagrams of D ([nljn']) (S ([nljn1])) in which the η top-
crosses and bottom-crosses are attached to the same particle 
lines. 
The index о has been used, because these sets of diagrams 
will be transformed by successive reduction steps into differ­
ent sets of diagrams. The correlation functions can be ex­
pressed in these sets alternatively as 
F([m],[n·]) = Z^üjcUn'n-D^lml^gün«])), (U.Ua) 
• ^ o ^ ^ ' ^ o ^ ^ e ü c · ] ) ) , (U.Ub) 
FMJJUJJ ' ] ) = Z¡Vüс] .[с']) = Z¡V([Q] , [JJ · ] ) . (U.5) 
where D ([m] ,0) is a set of diagrams with m top-crosses and 
no bottom-crosses. Eqs. (U.U) and (U.5) follow from (2.28), 
(3.8), (З·1*), (3.19) and the D.R.'s. It is not necessary to 
specify in (U.U) and (U.5) whether one considers forward or 
backward streaming, and time language or Laplace language; 
all four possible interpretations are allowed. 
From (2.30) one obtains the equality 
D
o
([m],[J!i']it) = (Оо([£'].[т]; -t)) . (U.6) 
Consequently all reductions to be defined for the sets D can 
be translated immediately into equivalent reductions for D 
by hermitean conjugation and time reversal. Hermitean conjug-
- из -
a t i o n and time r e v e r s a l of a diagram simply amounts t o t u r n i n g 
i t upside down and r e p l a c i n g a l l T-bonds by T-bonds and vice 
v e r s a · 
F i n a l l y the d e f i n i t i o n s of c e r t a i n subsets of t h e s e t s 




( N ; [ m ( r ) ] , [ n , ( r ) ] ; n
a
 . . . n
a
) (Äo(N;[ m(r)] , [ ς ' (r)J ; 
η . . · η )) i s t h e subset of a l l diagrams belonging t o 
0
п < І й М й , ] ) (5 ( [ m ] f [ n · ] ) ) , 
i) with N particles; 
ii) with top-crosses attached to the set of particles [р(Г)] 
and bottom-crosses to the set [p'Cr)!j 
iii) with precisely η α.-bonds for i = 1 •••к, and no other 
bonds. 
As conclusion of this section we give a few simple ex­
amples of diagrams belonging to the set D (Ul il^ 'l ) ^ п fiS· 




1 2 3 4 
* — η · - — · · 
f i g . U.2 
Diagrams of D ([ l] ,[ 1 '] ) 
ο "ν 'v 
1 2 3 
* 4 
1 2 3 4 
X—-· 4 
f i g . U.3 
Diagrams of D ([2] ,[ 1'] ) 
1 2 3 1 2 3 4 
1 2 3 4 1 2 3 1 2 3 
X - — • · 
r 4 I 
fig. 5.1 
Examples of linked diagrams (a and b) and unlinked 
diagrams (c, d and e). 
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5. Linked diagrams. Thermodynamical limit« 
In this section the equilibrium time correlation functi­
ons are expressed in terms of linked diagrams. Furthermore 
we show, or at least make plausible that, in taking the thermo­
dynamical limit at fixed time, the interactions of particles 
with the walls of the vessel become negligible. 
In order to decide whether a diagram is linked or un­
linked one must connect each pair of top-crosses as well as 
each pair of bottom-crosses by a virtual bond. The diagram is 
linked ' " if, after making these connections, there is a 
path consisting of real or virtual bonds and vertical line 
segments between any two particles. It is unlinked otherwise. 
Some examples are given in fig. 5.1. 
An unlinked diagram consists of a number of pieces which 
are linked by themselves, but which are not linked to each 
other. One of these pieces contains all top-crosses and will 
be called the reference piece, the remaining part of the dia­
gram is called disjoint part and may consist of several dis­
joint pieces. The contribution of any unlinked diagram is the 
product of the contribution of the reference piece and that 
of the disjoint part, both interpreted as independent diagrams, 
multiplied by s!(N-s)!/in, which is the ratio of the diffe­
rent weight factors (see D.R. 2e). Hence all diagrams contrib­
uting to a correlation function as given by (Ц,Ц-5) and having 
the same reference piece, say D, can be added up and their 
sum can be represented by D, provided its contribution is 
multiplied by em extra factor. In Appendix A it is shown 
that this factor is Ζ for linked diagrams containing both 
top- and bottom-crosses. It is also proven that linked dia-
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grams without bottom-crosses give no contribution to the time 
correlation functions. This is the result of a cancellation 
between diagrams in which the bottom-crosses occur in a die-
joint piece and diagrams without bottom-crosses, representing 
the subtracted terms on the right hand side of (U,U). 
Accordingly the m-particle η-particle time correlation 





([m] . [ Q · ] ) , (5.1a) 
ΛίβΜ«·]}-«:;^ .[*']> -c^ljg] .[*·]> . (5.іъ) 
— s —s 
where the sets C . C . C and С are defined as follows: 
о' о' о о 
Def. 5.1 a.b.c.d C^m] ,[ ¡ς'] ), C
o
([m] .[¡ç1] ), C*([ji] ,[ jj·] ) or 
С ([nl.ln*]) is the subset of all linked diagrams belonging 
to V l j n U ç - ] ), Bjljgl .[JB'I ). ^ ([ς] ,[«·] ) or Sjdç] ,[çM ) 
respectively. 
Furthermore a diagram rule can be added, 
D.R.6 All diagrams are linked. 
Let us next consider the thermodynamical limit. We want 
to make plausible that all collisions of particles with the 
wall may be ignored if this limit is taken at a fixed time. 
To that end consider a time correlation function F ([ja] »[jjM ; 
t), as defined by (2.28), and assume that the walls of the 
vessel are at a distance larger than L removed from any of 
the spatial coordinates (r.....r , Γ . , . , . Γ , ) of ([jç] ,[ jj'] ). 
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Since F([m] ,Ιη']) can be expressed completely in terms of 
linked diagrams, a correlation between any of these coordin­
ates and the wall cannot exist, unless at least one of the 
particles in the system, during some part of the time inter-
, (*) 
val t has a velocity larger than L/ct , where с is a con­
stant of order unity. The probability that in an equilibrium 
system any of the particles has a velocity larger than a 
fixed value ν during some part of a fixed time interval 
о 
of length t, can easily be estimated to be of the order 
<N> t ν е"г m V o . By choosing ν = L/ct one finds that 
at fixed t correlations with the wall vanish rapidly with 
increasing L. The area in which correlations with the wall 
are non-negligible can be estimated as a surface layer with 
a thickness proportional to t. In fact this is a crude over­
estimate; one would rather expect the thickness of this sur­
face layer to be proportional to /t. However, the estimate 
is good enough to make sure that the wall effects may be 
neglected in functions like the velocity auto correlation 
function, if the thermodynamical limit is taken at fixed 
time. 
It is obvious that the thermodynamical limit cannot be 
taken uniformly for all times. This is the reason why this 
limit may not be interchanged with a time integration from 
о to » in formulae like (2.10), and with the limit as ζ •+ 0 
in formulae like (2.12). 
In the sequel we will always neglect the effects of in­
teractions between particles and the wall. 
At extremely high densities, where collisional transfer 
is the dominant transport phenomenon, this need not be 
true any more. Here we will not consider this extreme 
case. 
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6. Shifting procedure. 
An important reduction is obtained by the shifting pro-
cedure. This procedure commutes statistical bonds with free 
streaming operators and dynamical bonds. The resulting dia-
grams contain statistical bonds at intermediate levels and 
they contain A-bonds, which did not occur before. After 
adding up subsets of these diagrams one recovers a new dia-
grammatic representation of time correlation functions, which 
is again of relatively simple form. 
The shifting procedure offers several advantages: 
i) The diagrammatic expansions obtain a structure which allows 
application of general field theoretical methods * . For 
instance the diagrams representing the function FCl^],[1'1) 
can be regarded as being constructed of self-energy insert-
ions, which are connected to each other by single vertical 
line segments. Hence one can apply the Dyson equation, which 
in this case can be interpreted as a generalized linear Boltz-
mann equation. 
Another applicable field theoretical method is the ske-
leton renormalization, which is a renormalization of the 
internal structure of the diagrams. It can be used to elimin-
ate divergences like those in the density expansion of the 
,,· - ,. [1.25 ] collision operator . 
ii) After applying the shifting procedure one may take an optimal 
advantage of D.R.5, which excludes classes of diagrams giving 
zero contributions. Notice that e.g. D.R.5b cannot be applied 
at all to diagrams of the sets D , which do not contain any 
- 5U -




Two similar diagrams in which statis­
tical correlations are taken into 
account at different times. 
1 2 3 1 2 3 1 2 3 1 2 3 
fig. 6.2 
Example of shifting in a diagram. 
4 1 2 3 1 2 4 1 2 3 
: : Π 
fig. 6.3 
A line reducible diagram (a) and the star factors (b, 
c, d) it consists of. 
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Т-Ъопаз. 
ili) In the present diagrama statistical correlations only occur 
at the initial or final time. The shifting procedure changes 
the positions of statistical bonds in such a way that in 
general the contributions of the resulting diagrams are 
easier to calculate than those of the original diagrams. 
For example the diagram in fig· 6.1a is replaced by that in 
fig. 6.lb. 
In order to get some idea of how the shifting procedure 
works, let us see what happens if it is applied to a diagram 
D, belonging to one of the sets С ([¡ζ] ,Ι^Ί ), defined in 
Def. 5.1. D is a diagram in which all dynamical bonds are T-
bonds and all statistical bonds stand at the top level. Let 
S be the set of all statistical bonds belonging to D. In the 
first step of the shifting procedure S is decomposed into 
two subsets Ρ and Ρ , according to certain rules which will 
be specified below. The bonds of Ρ remain at the top level, 
the bonds of Ρ are shifted down to the next level by applic­
ation of (3.26). Fig. 6.2 shows an example of two statistical 
bonds which are shifted down according to the equationi 
f 1 2
f 2 3 G O S G O f1 2
f23 + G O A 1 2
f 2 3 G O + G O f1 2 Ä23 G O 
Note that in order to be able to apply (3.26) one may 
have to go back to non cut-off diagrams. After performing the 
shifting one can apply the cut-off rules again to the result-
ing diagrams. This is allowed because of the equivalence of 
cut-off and non cut-off diagrams, discussed in section h. 
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Зу shifting down Ρ the original diagram D is replaced 
with a set, containing one more diagran than the number of 
statistical bonds in Ρ . This follows from (3·26). In each 
о 
of these diagrams the set of statistical bonds at the level 
(*) . . 
1 , just below the top level, is decomposed into subsets 
P1 and P. according to the same rules as before. The bonds 
belonging to P- remain at the level 1. The bonds of Ρ are 
first commuted with the dynamical bond at the level 1, with 
the aid of (3.23)· If a bond f is to be commuted with T„, 
the latter is replaced by Τ , in accordance with (3.23c) . 
Then P- is shifted to the next level below 1, again by applic­
ation of (3.26). This procedure has to be repeated until one 
finds at a certain level that no more bonds have to be 
shifted down. 
Which are the rules determining which bonds have to be 
shifted down at each level? One way to fix these rules is by 
imposing certain requirements on the global structure of the 
diagrams which result after application of the shifting pro­
cedure. Before formulating these requirements we first have 
to introduce the concepts of line reducibility and articula­
tion lines, according to the definitions: 
W) 
I f t h e diagram conta ins a Δ-bond t h i s i s a l e v e l which 
was not present in D. 
(irir ) -
Diagrams containing bonds Τ or Τ and f at the same 
level always give vanishing contributions. They will be 
omitted later on. All other statistical bonds commute 
with Τ and Τ , so that it is not necessary to specify 
the order of statistical and dynamical bonds occurring 
at the same level in a diagram. 
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Def.6.1 A vertical line in a diagram is an articulation line if 
deletion of this line and all bonds 
to it produces an unlinked diagram 
and/or crosses attached 
(*) 
ueft6.2a. A line irreducible diagram is a diatcram which contains no 
articulation lines. 
Def.6.2b A line reducible diapiram is a diagram which contains 
at least one articulation line. 
It is always possible to decompose a line reducible dia­
gram into a number of line irreducible diagrams by cutting it 
along all the articulation lines. In analogy to the terminolo­
gy used for Mayer graphs * ~ line irreducible diagrams will 
also be called star diagrams or stars and the line irreducible 
diagrams into which a line reducible diagram can be decomposed 
will be called the star factors of that diagram. The cut-off 
rules for star factors differ in one respect from those for 
complete diagrams: If a star factor contains one top-cross 
and/or one bottom cross, the cut-off rules are applied as 
though this cross (these crosses) were not present . 
By this modification,of the cut-off rules we achieve that 
star factors containing a single top-cross and/or bottom-
cross are reduced by the shifting procedure in the same way 
as star factors with equal structure, but without crosses. 
We will come back to this later on in this section. If a star 
J*Y 
(**) 
Articulation lines are similar to articulation points in 
graph theory . If all vertical lines in a diagram 
are contracted to points, articulation lines become ar­
ticulation points in the resulting graph. 
Consequently a star diagram containing one top-cross and/ 
or bottom-cross is not a star factor. It can be made one 
by applying the cut-off rules to the 1іпе(з) containing 
the cross(es). 
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factor contains two or more top- or bottom-crosses, these are 
retained when the cut-off rules are applied· Empty vertices 
are attributed to those levels in a star factor where no bonds 
or crosses are present (e.g. the first two levels in fig. 6.3c). 
Now we can formulate the two requirements satisfied by-
reduced diagrams, i.e. diagrams resulting after application 
of the shifting procedure. The first requirement is that in 
each star factor of these diagrams the vertical line length. 
defined in Def. ^.2, is minimal. This is said to be the case 
if one cannot decrease the vertical line length of the star 
factor by moving statistical bonds to other levels, keeping 
the positions of all dynamical bonds fixed. A consequence of 
this requirement is that all star factors of the reduced dia-
grams have a structure as compact as possible. In view of the 
non-linear kinetic equations, to be derived later on, the re-
quirement has been imposed on star factors and not on com-
plete diagrams, but in the linear theory the latter could 
have been done too. 
The second requirement is that after applying the shift-
ing procedure all statistical bonds stand at the highest possi-
ble levels, compatible with the first requirement. This require-
ment is more arbitrary than the first one, which seems to be 
indispensable if one wants to obtain both linear and non-
linear kinetic equations in a relatively simple form. How-
ever the second requirement may be replaced, for instance by 
the requirement that all statistical bonds stand at the lowest 
possible levels, compatible with the first requirement. Indeed 
we will use this alternative almost as frequently as the choice 
of the highest possible levels. 
How do the two requirements stated above determine the 
shifting procedure? Clearly it should be possible to satisfy 
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them indeed by shifting down statistical bonds in a suitable 
way. On the other hand the requirements must determine the 
shifting procedure uniquely, so that there is no ambiguity 
with respect to the structure of the reduced diagrams. That 
this is indeed the case is proven in Appendix B. There it is 
worked out in detail how the two global requirements on the 
structure of diagrams can be translated into detailed pres­
criptions for each single step in the shifting procedure. 
Here we continue by considering the result of applicat­
ion of the shifting rules to a given set of diagrams 
A (N;[m(r)], In'irJljn ... η ), as defined in Def. U.5. 
In general several of the resulting diagrams will contain 
Δ-bonds. It is always possible to add up all resulting dia­
grams by means of the relation Τ + Δ = Τ , yielding dia-
grams which may contain T-bonds and T-bonds, but no more Δ-
bonds. Furthermore these diagrams consist of regular vertices 
or barred regular vertices, depending on whether the statis­
tical bonds are shifted to the highest or to the lowest possi­
ble levels, compatible with minimal vertical line length. All 
this is worked out in Appendix В as well. The concepts regular 
vertex and barred regular vertex are defined for star factors 
in a given diagram. Both definitions are given together as: 
Def. 6.3a(b) A (barred) regular vertex ν at a level 1 in a star 
factor A of a diagram D has the following properties: 
i) The vertical line length of A increases if any non-empty 
set of statistical bonds belonging to ν is moved to the 
level 1-1 (1+1), unless 1 is the top (bottom) level. 
ii) The vertical line length of A does not decrease if any 
set of statistical bonds belonging to ν is moved to the 
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1 2 3 1 2 2 3 1 2 3 1 2 3 
"""h * — • + • ι 
1 2 3 1 2 2 3 1 2 3 1 2 3 




d d' d" e f 
f i g . 6.1+ 
Illustration of the consequences of the cut-off rules for star 
factors. 
a 
^ . . ^ - , н^..^-^ 
d e f 
fig. 6.5 
Examples of regular and non-regular vertices. 
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l e v e l 1+1 ( l - l ) , unless 1 i s t h e t o p (bottom) l e v e l . 
i i i ) I f ν conta ins a dynamical bond, t h i s i s a T-bond (T-bond) 
i f in A more l i n e s run down (upward) than upward (down) 
from t h e v e r t e x , i t i s a T-bond (T-bond) o therwise . 
iv) ν does not conta in bonds f and Τ or Τ with equal a. 
ο α о 
In order to decide whether a vertex in a line reducible dia­
gram is (barred) regular one should decompose the diagram in­
to star factors. Diagrams which consist of (barred) regular 
vertices only, are called (barred) regular diagrams. 
Property iv) of Def. 6.3 excludes diagrams which give 
vanishing contributions as a consequence of the relations 
(3.23c), f Τ = Τ f = 0 . 
α α α α 
From Def. 6.3 it follows that star factors consisting 
of statistical bonds only, tire always located at the top 
(bottom) of (barred) regular diagrams. 
Note that a vertex in a line reducible diagram need not 
satisfy properties i)-iv) of Def. 6.3 with respect to the 
complete diagram. For instance in fig. 6.3a the Τ „-bond is 
a regular vertex; it satisfies all properties of Def. 6.3 
with respect to the star factor to which it belongs (fig. 
6.3b). Nevertheless it does not satisfy property iii) with 
respect to the complete diagram. 
At the end of this section some examples will be given 
of (barred) regular vertices. 
Next we discuss why in star factors containing one top-
cross and/or one bottom-cross, the cut-off rules are applied 
as if these crosses were absent. Consider fig. 6.U. The three 
diagrams shown in figs. 6.Ua,b,c are regular EIS can be seen 
from their decomposition into star factors. Had the crosses 
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been retained in t h i s decomposition, f igs. 6.1+ а,Ъ,с would 
not have been regular, but the diagrams in f igs. 6,k d,e,f 
would have been so instead. Now notice that in figs. 6.1+ a,b 
a l l dynamical bonds are T-bonds; they a l l occur in similar 
s t a r factors. In f igs. 6.1+ d,e however the (2,3)-bond has a 
special s t a t u s ; i t i s a T-bond, due to the presence of the 
bottom-cross. Similarly the f „--bond in fig. 6.1+f has a 
special s t a t u s ; i t occurs at the bottom level, while a l l 
s t a t i s t i c a l bonds in f igs. 6.1+ b,c occur at the top level . 
The reason to ignore single top- and bottom-crosses in s t a r 
factors is to prevent that certain s t a r factors obtain an 
undesirable special s t a t u s . 
We give some more definitions which wi l l be needed in 
the sequel: 
Def. 6.1+ a(b) C^Qm] . [ ς ' ] ) (C^fmJ , [ ς ' ] )) i s the set of a l l 
linked (barred) regular diagrams with m top-crosses and η 
bottom-crosses. 
Def. 6.5 a(b) C^([ ς] ,[ n1] ) (C^([ jj] ,[ jj·] ) ) is the subset of a l l 
diagrams of СЛІjj] ,[jj·] ) (C.djj] ,[jj') )) with the top- and 
bottom-crosses attached to the same η par t ic le l i n e s . 
Def. 6.6 a(b) A^N; [m(r)] , [ ^ , ( Γ ) ] ; η
α
 . . . η ) (^(N-J||ΐ(Γ)] , 
[ g ' ( r ) ] ; n . . . η )) is the subset of a l l diagrams of 
C/lmUç'i) (cjfm] ,[£'])), 
i ) with N par t ic le l i nes ; 
i i ) with the top-crosses attached to the set [т(Г)] and the 
bottom-crosses to the set Ι η ' ί Γ ) ] ; 
i i i )wi th η α.-bonds, for i = 1 . . . к. 
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The shifting procedure transforms each set A into the 
о 
corresponding set A. or A , depending on whether statistical 
bonds are shifted to the highest or to the lowest possible 
levels. This is proven again in Appendix B. Note that after 
reduction of a set A to the corresponding set A., in general 
many of the newly obtained diagrams can be omitted by virtue 
of D.R. 5b. The sets A can be transformed into the corres-
o 
ponding sets A- or A. by similar shifting procedures, in which 
statistical bonds are shifted upward from the bottom level. 
Consequently the following equalities hold: 
A U;lm(r)| ДпЧГ)! jn ...n )= A. (N;[m(r)J .1 Ρ1 (r)J ; 
ο τ» 'w a« oij, I T * T« 
η ...n ) = (6.1) 
a1 ak 
= Â1(N;l5n(r)JIlQ'(r)J;na ...na )= І
о
Ш m(r)J ,LQ· (DJ ; 
1 it 
η ···η ) . 
ai ak 
The equality of A and Ä can also be derived more directly 
by shifting all statistical bonds in the diagrams of A all 
the way down from top to bottom. A consequence of (6.1) is 
that the sets A are invariant under subsequent time reversal 
and hermitean conjugation. 
The seta С (IjçJ Д jj'J ) and δ ([¡çj ,1 jj'J ), in which the 
functions FdjgJ iljj'J ) were expressed by (5.1), can be con-
sidered as infinite sums of sets A , respectively ΐ · Hence 
also the following equalities hold: 
c
o
(lJSJ .[¡δ'J ) » c
o
(lmj .Ijg·] )- C^lmj .Ijj'j )- ^ djg] .Ijj'j ), 
(6.2) 
- бі» -
!•"> - ^ ^С^ 
И = І 
cili 
^ ^ -<» V .'~ ι ^  l ^ = i - * F—-i ^ » - ^ 
---^ — ¿ 
г--^ ---*--і 




γ Ϋ γ-—-· χ-—-κ 
Γ
__* γ.—^
 ¥ Γ—•—.. 
f 
* A A A-—-χ 
g 
fig. 6.6 
Simple regular vertices. 
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Fümj ,[£']) = C^ljgiajj'J) = C^lm] ,[£']) , (6.3a) 
F3(lQJ ,ΙζΜ )= ^ ( L Q J .[jç'j ) = C*ü£j .IjjM ) . (б.ЗЪ) 
Consequently, after application of the shifting procedure 
we end up again with relatively simple expressions for the 
time correlation functions. The relations (6.2) and (6.3) can 
Ъе used without reference to the shifting procedure Ъу which 
they were derived. The sets of all linked (barred) regular 
diagrams with given number of top- and bottom-crosses are 
uniquely determined Ъу Def. 6.3. 
Fig. 6.5 shows some examples of vertices which are all 
very similar to each other, but some are (barred) regular, if 
occurring in a star factor, and others are not. In table 6.1, 
at the end of this section, we have listed which vertices are 
(barred) regular and which are not, together with the violated 
properties of Def. 6.3· 
In fig. 6.6 some examples are shown of simple regular 
vertices, with no more than two incoming and two outgoing 
vertical lines. The simplest vertices with one incoming and 
one outgoing line are shown in fig. 6.6a. More complicated 
ones, containing statistical bonds, are given in fig. 6.6b. 
As a consequence of D.R. 5a the outgoing line must be attached 
to the T-bond, but for the incoming line this need not be so. 
Figs. 6.6c, 6.6d and 6.6e respectively show examples of ver­
tices with one incoming and two outgoing lines, with two in­
coming and two outgoing lines and with two incoming and one 
outgoing lines. In figs. 6.6f and 6.6g finally some vertices 
are shown containing top-crosses respectively bottom-crosses. 
Note that regular vertices at the top level may consist of 
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Regular diagrams contributing to F([l] ,[1 '] ). 
1 2 3 1 2 
I " 4 
4 3 1 2 1 2 1 2 3 
-НГ 4 tb 
fig. 6.8 
Regular diagreme contributing to F([2],[ 1']), 
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several parts which are not l inked to each other at the top 
l e v e l i t s e l f , because s tar factors which consis t of s t a t i s t i c -
a l bonds only, remain at the top l e v e l · 
Barred regular ver t i ces can be obtained by turning regular 
ver t i ces upside down, replacing T-bonds by ï-bonds and vice 
versa. 
In f i g s . 6.7 and 6.8 some regular diagrams are given, 
contributing t o С ^ Ц ] ,[Vl ) and C^ljg] . [ ¿ ' l ) respect ive ly . 
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Table 6.I 
Properties of the verticea in Fig. 6.5 
Vertex Regular Violated Barred regular Violated 
































7. Uni ¡.helled аіакгачз. Eliaination of the fu¡-;acity. 
In this section we take together sets of diagrams which 
can Ъе transformed into each other by permutations of particle 
labels and represent such sets Ъу unlabelled diagrams. In the 
following reduction the fugacity is eliminated in favour of 
the density. The section is concluded by a review of the 
diagram rules as applicable after these reductions. 
Diagrams which can be transformed into each other by a 
mere permutation of particle labels have equal values, since 
in the corresponding analytic expressions the integrations 
over all corresponding particle coordinates are performed. 
Hence one may take together the sets of all diagrams which 
can be transformed into each other by such permutations and 
represent each set by an unlabelled diagram . Its value 
is obtained as the value of a corresponding labelled diagram 
times the number of such diagrams. For an N-particle diagram 
this number is N' divided by a symmetry number s; this is 
the number of permutations of particle labels, leaving the 
labelled diagram unchanged. On replacement of labelled by 
unlabelled diagrams, the factor (N1)" in D.R. 2e must 
accordingly be replaced by 1/s. 
Let us consider the symmetry number in some detail. 
Note first that different top-crosses or bottom-crosses are 
not equivalent. As a consequence of D.R. 6 diagrams without 
. . (*) 
statistical bonds always have symmetry number 1 . 
7*1 T" . . . 
A diagram without statistical bonds can only be invariant 
under permutation of particles i and j if no bonds and 
crosses are attached to the corresponding lines except 
dynamical (i,j)-bonds. Such a diagram would be unlinked, 
which is forbidden by D.R. 6. 
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3 2 1 4 5 6 1 2 3 4 5 6 7 
fig. T.1 
Diagrams which renain invariant under certain permutations of 
par t ic le labels . 
r I 
ρ 
и — • · . — 
Η 
fig. 7.2 
A diagram with dynamical articulation points (a) and its stem 
(Ъ); two diagrams with statistical articulation points (c and 
e) and their stems (d and f). 
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Most permutations of particle labels leaving a diagram un­
changed are permutations between particles, occurring only 
at one level and only in statistical bonds· Examples are 
permutations of particles 2 and 3 and of particles 5 and 6 
in the diagram of fig. 7·la. This diagram has symmetry num­
ber U, which is the product of the symmetry numbers of the 
Mayer graphs at the separate levels. Fig. 7.lb shows an 
example of a diagram with symmetry number 2, which is in­
variant under permutation of the labels (3) and (U) occurr­
ing both in the Τ ι-bond and in the statistical bonds at 
the top and bottom level. 
In the next reduction step the fugacity will be elimin­
ated in favour of the density. To this end consider the top­
ological structure of (barred) regular diagrams. There exist 
(barred) regular diagrams from which a piece without top-
and bottom-crosses can be removed by a single cut either 
through a vertical line segment, or through a point of a 
Mayer graph at the top (bottom). The cut point will be 
. . . . . (*)[7. 
called a dynamical or a statistical articulation point 
respectively, and the cut-off piece without crosses will be 
called respectively a dynamical or a statistical branch. A 
diagram without branches will be called a trunk diagram; the 
trunk of a diagram is obtained by deleting all of its 
branches. Some examples of diagrams containing articulation 
points and the corresponding trunks are shown in fig. 7.2. 
Notice that the trunk of a (barred) regular diagram always 
is (barred) regular, since the trunk and the branches of a 
7 * τ — : — . . . 
Articulation points must be well distinguished from ar­
ticulation lines, as defined in Def. 6.1. Indeed ver­
tical lines containing an articulation point are always 
articulation lines, but the reverse need not be true. 
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a b c 
fig. 7.3 
Diagrams forbidden by D.R. 5a. 
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diagram consist of completely different star factors. 
(Barred) regular diagrams with branches extending below 
the corresponding articulation points are forbidden by D.R. 
5a(b). Consequently dynamical branches in (barred) regular 
diagrams are always attached from above (below), as in fig. 
7.2a, and statistical branches cannot contain dynamical 
bonds. Exemples of diagrams, excluded by D.R. 5a, are shown 
in fig. 7.3. 
All regular diagrams can be obtained from regular trunk 
diagrams by attaching branches at the upper cut-off levels 
of the vertical lines, as defined in D.R. k. Consider first 
the case where an upper cut-off level is situated below the 
top. Here the dynamical branches which can be attached are 
diagrams of the set С.{ф, U])f defined in Def. 6.U, in which 
the bottom-cross is replaced by the articulation point. In 
time language this set represents the one-particle distrib­
ution function at the time corresponding to the upper cut­
off level and at the position and velocity contained in [ 1]. 
This follows from (2.27a) and the reduction scheme defined 
in the previous sections. Since we are considering equili­
brium systems, this distribution function is just the func­
tion φ, defined in (2.33), i.e. the local density times the 
Maxwell-Boltzmann velocity distribution function. Consequent­
ly the set СЛ0, [ 1 ] ), attached at the upper cut-off point 
of the i line, may be replaced by a factor / dx. φ{χ.) at 
(•) 1 1 
the same level . 
If on the other hand the upper cut-off level of a line 
is situated at the top, the set of all statistical branches 
Similar reductions have been applied by Yip and Van 
Í h il Leeuwen l * J. 
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which can Ъе attached, represents just the equilibrium fuga-
[7.2] 
city expansion of the local density " ; it may be re­
garded as the zero time limit of the set С (0, [ l] ). 
In barred regular diagrams the branches can be reduced 
in a similar way to factors φ at the lower cut-off levels of 
the vertical lines. 
The net result of the reduction described above can be 
expressed in a new diagram rule, 
D.R.7 All diagrams are trunk diagrams. 
if simultaneously ψ(χ. ) is replaced everywhere by <¿>(x.) in 
D.R.'s 2c and \ . 
An important consequence of D.R.'s 5 and 7 is given in 
the following theorem, which is proven in Appendix C. 
Theorem 7«1 A trunk diagram D is (barred) regular iff all ver-
tices in D satisfy properties i)-iv) of Def. 6.3a(b) with 
(*) 
respect to the complete diagram D . 
This theorem will be used in section 9· 
This means that in Def. 6.3 A is everywhere replaced by D. 
In section 6 the properties of (barred) regular diagrams 
were expressed with respect to star factors. From theorem 
7.1 it becomes clear that the requirements of minimal 
vertical line length and the highest possible positions 
of statistical bonds could as well have been formulated 
with respect to complete diagrams. This would not have 
changed the final result; differences would have arisen 
only in diagrams which give vanishing contributions. In 
the non-linear theory however it will make a difference 
how these requirements are formulated and they will have 
to be formulated with respect to the star factors. 
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As conclusion of this section the diagran rules are 
summarized in a concise formulation. They are denoted with 
an asterisk to distinguish them from the original rules. 
Concepts like statistical bonds, vertical lines, linked 
diagrams and regular vertices have been defined in sections 
k through 7« The first six diagram rules describe the struc-
ture of diagrams, the last rules describe their analytic 
interpretation. The rules are given here in time language, 
the translation to Laplace language is obvious. 
* . . . 
D.R.I A l l diagrams cons i s t of v e r t i c a l l i n e s , f -bonds, T-bonds, 
T-bonds and t o p - and bo t tom-crosses . 
* . . . . 
D.R.2 Al l diagrams are l inked (see sec t ion 5 ) . 
D.R.3 a(b) Each v e r t i c a l l i n e i s de le t ed above (below) the h igh-
e s t ( lowest) l e v e l where a cross or bond i s a t t ached t o i t . 
D.R.l* a(b) From each T-bond (T-bond) a t l e a s t one l i n e runs up-
ward (down). 
* 
D.R.5 All diagrams are trunk diagrams. 
D.R.6 a(b) All vertices are (barred) regular (see Def. 6.3). 
D.R.7 The levels of a diagram correspond to an ordered set of 
times 0 < t. < t3 ... <t . < t, and each vertical line seg-
ment represents a free streaming operator of the correspond-
ing particle, between the two times corresponding to the top 
and bottom of the line segment. 
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η * 
Rio The order of elements in a diagram from top to bottom 
із the same as the order of corresponding operators and 
functions from left to right in the analytic ex ression, 
ispresented by the diagram. 
* 
R.9 Factors φ have to be added at the upper or lower cut-off 
levels of the vertical lines· 
R.10 Integrations over the coordinates x. of all particles 
must be performed at the times corresponding to the upper 
cut-off levels of the vertical lines. 
R.11 Time ordered integrations must be performed over the 
times t. ... t , corresponding to the intermediate levels. 
* / ..-1 
R.12 Labelled diagrams have a weight factor (N1) , where N 
is the number of particles in the diagramj unlabelled dia­
grams have a weight factor 1/s, where s is the symmetry 
number of the diagram. 
* * * ,• 
The rules 3 a, 3 b, U a and U b hold both for regular 
.* 
and barred regular diagrams, whereas rule о a holds for 
* 
regular diagrams only, rule 6 b for barred regular diagrams 
only. Both in regular and in barred regular diagrams one is 
free to put the factors φ either all at the upper cut-off 
* levels, or all at the lower cut-off levels (see D.R. 9 ). 
In the original diagram rules the factors φ were always put 
at the upper cut-off levels in regular diagrams and at the 
lower cut-off levels in barred regular diagrams. However the 
N —flH( Γ ) 
product Π V(x.), which is proportional to e , is a 
i=1 * 
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conserved quantity commuting with T-operators, T-operators 
and the N-particle free streaming operator. From now on we 
will find it convenient to put the V-factors at the upper 
cut-off levels both in regular and in barred regular diagrams. 
Equilibrium time correlation functions can be expressed 
in sets of diagrams, defined as: 
Def. 7.1a(b) C2([m] ,[ jj'] )(C ([m] ,[ jjf] ) ) is the set of all diagrams 
with m top-crosses and η bottom-crosses, satisfying D.R.'s 
1 through 5 and 6 a (6 b), and interpreted according to 
* * D.R.'s 7 through 12 . 
The correlation functions in terms of these functions read 
Гит] ЛЯ'П = C2([m] Ля']) . (7.1a) 
- C_([m] ,[n·]) . (7.lb) 
s "S * 
In a similar way one can define sets С and С in which the 
self correlation function can be expressed, analogously to 
(7.1). 
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θ· Dyson equations. Kinetic equations• 
In the sections θ through 10 the general structure of 
equilibrium time correlation functions is investigated fur­
ther. In this section we derive linear kinetic equations for 
the one-particle one-particle correlation function and self 
correlation function, section 9 is devoted to the skeleton 
renormalization and in section 10 the two-particle two-
particle and one-particle two-particle correlation functions 
are considered. 
The one-particle one-particle equilibrium time corre­
lation function can be interpreted as a matrix element of 
a one-particle propagator. We will distinguish a regular 
propagator Γ and a barred regular propagator Γ, defined by 
the relations 
F([^],[^']i±t) = <6(1-x1)|r(x1;±t)6(r-x1)>, ( .іа) 
= <δ(ΐ-χ1)|Γ(χ1;±ΐ)δ(ΐ·-χ1)>, (8.Ib) 
where the inner product of two one-particle functions is given 
as 
<f(x1)|g(x1)> = /dx1 ^(x^ /(x^gix^ . (8.2) 
Here f is the complex conjugate of f. 
In fact Γ and Γ are identical, but Г(Г) is represented by the 
set of (barred) regular diagrams with one top- and one bottom-
cross, i.e. с у Ц І . Ц Ч Н С ^ Ц І . Ц ' ] ) ) defined in Def. T.I. 
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It follows then from (8·1) ала (8.2) that one should not in­
tegrate over the phase x. of the top-cross particle, nor 
should one add the weight factor ^(х..), while a bottom-cross 
on the line of particle j represents the permutation operat­
or P.·, which interchanges the labels of the particles 1 and 
J 
J· 
The diagrams contributing to Г or Г can be distinguished 
into diagrams with and without statistical vertices. A stat­
istical vertex contains no dynamical bonds and at least one 
statistical bond. It may occur only at the top or bottom of 
a diagram. The sets consisting of all diagrams of Г or Г 
D -D 
without statistical vertices will be denoted by Г and Г 
respectively. We first consider the diagrams of Г and Г with 
statistical vertices. 
In diagrams contributing to Г(Г) a statistical vertex 
may only occur at the top (bottom), since a statistical 
vertex at the bottom (top) of such a diagram cannot be 
(barred) regular. If a diagram of Г contains a statistical 
vertex at the top, there is exactly one line running down 
from it; none more since the diagram is regular and none 
less since the diagram is linked. This line is not the line 
of the top-cross particle, because statistical articulation 
points are forbidden by D.R. 5 (see section 7). Consequent­
ly all diagrams of Г with a statistical vertex have the 
following structure: A statistical vertex at the top connects 
particle 1 to another particle, say 2, and attached to it is 
any of the diagrams of Г (х^). The statistical vertex connect­
ing 1 and 2 may be any connected Mayer graph with 1 and 2 as 
Г Я 11 
root points * and without statistical articulation points, 
as defined in section 7· Hence the sum of all allowed stat-
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istical vertices at the top of diagrams of Γ represents the 
I ñ РІ 
pair correlation function, 
-f - η (r ,r ) 
ï(r1tr2) = ^ 1 f 1 , (8.3) 
n(r^)n{r2) 
where n ? is the equilibrium pair distribution function. Аз a 
result the complete propagator Г(Г) can be expressed in terms 
of G and r D ( r D ) by the relations 
rU^+t) = (1+;<1х2*{х2)а{1^г2)?^2)ТЬи};±г), (8.Ua) 
r U ^ + t ) = r D(x 1;±t)(1+;dx 2V(x 2)G(? 1,? 2)P 1 2). (8.Ub) 
D . . . 
Consider next the operator Г . The diagrams contributing 
to this operator can be distinguished into proper and improper 
diagrams, concepts which are defined for general linked dia­
grams as follows : 
Def. 8.1 An improper diagram is a diagram containing one or more 
bisection points. A proper diagram is a diagram containing no 
bisection points. 
The definition of a bisection point is given below: 
Def. 8.2 A bisection point is a point on a vertical line segment 
where a diagram can be cut into two pieces, each containing 
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at least one bond or two top- cq. bottom-crosses . 
An example of a proper diagram contributing to Γ is 
given in fig. 8·Γ. This diagram represents the operator 
S 0(x 1) * /dx 2v(x 2)T 1 2 S (x 2)P 1 2· An improper diagram is 
shown in fig. 8.2a, the bisection point has been marked by 
a cross, and figs. 8.2b,с show the pieces into which fig. 
8.2a can be cut apart. The bisection point is marked by a 
bottom-cross in the upper piece and by a top-cross in the 
lower piece. This is consistent with the new interpretat­
ion of crosses, given at the beginning of this section. 
Bisection points are always put just above (below) a vertex 
in (barred) regular diagrams, so that the vertical line 
segment through which the cut is made, is attributed to the 
upper (lower) one of the resulting pieces. 
Improper diagrams satisfy the following convolution 
property: If an improper diagram is cut at a bisection point, 
the convolution product of the contributions of the resulting 
pieces equals the contribution of the complete diagram. This 
* * 
property follows from D.R.'s 7 -12 · In Laplace language 
it becomes an ordinary product property. As an example con­
sider again fig. 8.2. The two pieces shown in figs. 8.2b 
and с respectively, represent the operators 
S 0(x 1) * /dx 2^(x 2)T 1 2 S
0(x 2)P 1 2 and / d x ^ x ^ T ^ S
0(x 3)P 1 3. 
Indeed their convolution product corresponds to fig. 8.2a. 
Note that the convolution property does not hold for labelled 
diagrams, because the weight factor of an improper diagram 
in general differs from the product of the weight factors of 
the constituent pieces. For an unlabelled improper diagram 
(*) 
Like in section 5 crosses at the top or bottom level are 
supposed to be linked to each other by virtual bonds. We 




A diagram, contributing t o Г. 
η 
fig. 8.2 
An improper diagram and the pieces 
into which it can be divided. 
LT 
fig. 8.3 
A forbidden diagram for 
which the convolution 
property would not hold. 
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the symmetry number is always equal to the product of the 
symmetry numbers of the constituent pieces. In order to prove 
this we consider an improper diagram and cut it at a bisec­
tion point. All particles except one occur only in one of the 
resulting pieces. Hence a permutation of particles leaving 
the whole diagram invariant, can always be factorized into 
a product of permutations involving only particles occurring 
in one and the same piece. Consequently the total number of 
permutations leaving the complete diagram invariant is indeed 
the product of the numbers of permutations leaving the se­
parate pieces invariant. 
It is interesting to observe the following: If there 
would be improper diagrams with a bisection point, such that 
either the piece with the top-cross would extend below this 
point, or the piece with the bottom-cross would extend above 
this point, the convolution property would not hold. Fortun­
ately such diagrams (illustrated by fig. 8.3) are excluded 
by D.R. U . 
Let us now return to the structure of the operators Γ 
and Γ . The simplest contributing diagram consists of the 
one-particle free streaming operator, or free propagator. 
only. This diagram is proper. All remaining proper diagrams 
consist of one "bubble" between a free propagator running 
down from the top and another one running upward from the 
. . . (*) bottom. These bubbles will be called collision diagrams . 
They contain at least one dynamical bond and no bisection 
points. The sum of all (barred) regular collision diagrams 
is the collision operator B(x..) (B(x..)). As shorthand not­
ations we will use ВЛВ.) or B(B). Examples of collision 
7*T . 
Collision diagrams correspond to self energy diagrams m 
field theory^ ^ . 
- 8U -
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Diagrams contributing t o 3. 
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diagrams are given in fig. Q.h. 
The interpretation of collision diagrams is given Ъу 
* * 
D.R.'s Τ through 12 , provided one keeps in mind that crosses 
are interpreted as described at the beginning of this section 
and that the contributions of instantaneous diagrams, i.e. 
diagrams containing no vertical line segments, must be multip­
lied by a factor 6(t). Then the set of all proper diagrams 
contributing to Γ represents the operator s 1
+ s
1 * B. * S . 
The necessity to add a factor 6(t) to instantemeous diagrams 
may be seen from the diagram of fig. 8.1; its contribution 
can be written as 
t t 
ƒ dt ƒ dt S°(t^f dx *(x )T P 1 2 6(t -tj) S°(t-t ). 
Ъ1 
Improper diagrams may contain several bisection points. 
The portion of a (barred) regular diagram between two sub­
sequent bisection points always has the structure of a collis­
ion diagram, followed (preceded) by a free propagator (see 
page 81 for the location of the bisection points). 
Hence the operators Г and Г are given by 
Г° = S°+S° <r B1 * S° + S° * B1 * S° * B1 * S°+ ...,(8.5a) 
= S°+S° * в1 * Г° = S°+r° * B1 * S° . (8.5b) 
Г° = S°+S° * B1 * S° + S° * B1 * S° A B1 * S°+ ...,(8.5c) 





of the Dyson equation. 
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where Г із a shorthand notation for Γ (χ ;±t). Insertion of 
(8.5b,d) into (S.Ua.b) yields 
Γ1 = (1+ /dx2¥'(x2)G(î1l?2)P12)S°+ri * B1 * s°, (8.6a) 
Γ1 = S°(1+ fáx2*(x2)G(í]tÍ2)P)2)+ S° * B1 * Γ1 . (8.6b) 
These equations are Dyson equations * · However in the usual 
form of the Dyson equation the first term on the right hand 
side is simply the free propagator, whereas here this term 
is more complicated. Fig. 8.5 shows a symbolical representat­
ion of (8.6a). The bold and the thin vertical line respectiv­
ely represent the one-particle propagator Γ and the free 
propagator. The circle represents the collision operator В 
and the symbol ^Ш^ stands for the pair correlation 
function G. 
On differentiating (8.6) with respect to time one ob­




ƒ di r U ^ f r í B U ^ U - T ) ) , (8.7a) 
о 
3/3t Fixait)= ± £0(χ1)Γ(χ1·,±ΐ)+ 
t 
ƒ dT B(x1;±T)r(x1;±(t-T))t (8.7b) 
^*' Notice that F^x^tt) = FU^+t), cf. (2.30) And (3.7). 
with initial conditions 
14x^0) = Γίχ^Ο) = 1 + ƒ dx2 V5(x2)G(?1,?2)P12 . (8.Θ) 
These equations can be interpreted as non-Markoffian kinetic 
equations for the propagators Γ and Γ; the collision operators 
В and В have the structure of a memory kernel· 
We will also need the Fourier and Laplace transforms of 
(8.7a,b)· The Fourier transforms of a oneT>article function, 
fix.), and of a translation invariant one-particle operator, 
CKx.), are defined as 
.-•· ->• 
f^ (v ) = ƒ d?1 e 1 {fCx^- /d?1 f(x )} , (8.9a) 
к 
. · * • · * • . - * • - * • 
-ik.r. ik.r. 
O j v ^ = e Oíx^e . (8.9Ъ) 
к 
In absence of an external potential the pair correlation 
function and the collision operator are translation invariant, 
and the Fourier and Laplace transforms of (8.7a,b) take the 
form 
rj (^Mzïik.v^B* (v.,)) = 1 + Gk ƒ dv2 ^ ( v^P^ , (8.10a) 
kz kz 
(z+ik.^ - В* (V,))?* = 1 + Gk ƒ dv2 V(v2)P12 . (8.10b) 
kz kz 
Here Г . Γ~ , В and В~ are respectively the Fourier 
kz kz kz kz 
and Laplace transforms of the forward and backward one-part-
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iele propagator and the corresponding collision operators. 
G із the Fourier transform of the pair correlation function, 
G(r), where we have used the isotropy of this function. Equa­
tions (8.10а|Ъ) can be transformed to equations for the 
inverse of the propagators, 
(Г* (v^)" 1 = (z+ik.v1 - IT (v ))(l-Ck/dv v?(v )P )t(8.11a) 
kz kz 
(Г* (v,))"1 = (l-Ck/dv2¥?(v2)P12)(z+ik.v1-^z(v1)), ( .ІІЪ) 
kz 
where С is the Fourier transform of the Ornstein-Zernike 
r Ü cl 
direct correlation function ' , satisfying the equation 
n C k = - r a - · ( 8 · 1 2 ) 
By considering the matrix elements of (8.Ta,b) between 
two δ-functions one obtains the following kinetic equations 
for the one-particle one-particle correlation function: 
a/at v"1(i)F([^],[;'] ;±t) = + JC0(i')^"1(i)F(l^],[ii'J;±t)+ 








* - -1 




(^ΐ)Β(ΐ,ΐ··,±ΐ)= <6(l-xl)|B(x1;±t)6(1,-x1)> , (B.lUa) 
^(1)3(1,1'j±t)= <δ(ΐ-χ1)|Β(χ1·,±ΐ)δ(ΐ,-χ1)> , (в.ИЛ) 
and the initial condition of (8.13а,Ъ) ia 
Ψ^^ΜΙ^,Ι^ίΟ) - 5(1-1')+ G ^ . r g M l · ) . (8.15) 
AB was mentioned already at the end of section 2, the 
time correlation function F([ 1],[ 1·]) can also be interpreted 
as the deviation from eciuilibrium of the one-particle distrib­
ution function resulting from a specially chosen initial en­
semble. With this interpretation ( .ІЗЪ) can be transformed 
to a linear kinetic equation for the distribution function. 
Using (2.3Ό one obtains 
t 
a/at fihix^t)* X0(x1)6h(x1lt)- ƒ άτ Síx^-tJíhtx^t-T), 
(8.16) 
where 
6h(x,t) -^"1(x)(f(l)(x,t) -^(x)) . (8.17) 
- 91 -
In aection 12 a non-linear equation will be derived for 
the one-particle distribution function, resulting from a 
differently chosen initial ensemble. This non-linear equation 
will be compared with (8.16). 
For the one-particle self correlation function, defined 
by (2.28b) equations similar to (8.7) through (8.15) can be 
obtained as well. First the self propagators Γ and Γ must 
be defined by the relations 
Р
в([1]»[1,]і±*) " <6(l-x1)|r3(x1i±t)6(l,-x1)> , (8.18a) 
= <6(1-x1)|rS(xi;±t)6(l'-x1)> . (8.18b) 
The self propaßators Γ and f are represented by the dia-^rams 
of C^([ 1] ,1 I'J ) respectively C^d 1j ,1 1«J ). Note that in all 
these diagrams the line of particle 1 runs from top to bottom, 
so that no statistical vertices may occur. 
Self collision operators can be defined as follows: 
Def. 8.3a(b) B 8(x 1) Ξ В^ І Β
3
 ( B 3 ( X 1 ) Ξ В
3
 І В
9) is the set of all 
(barred) regular collision diagrams with the top- and bottom-
cross attached to the same line. 
The self propagators satisfy Dyson equations, 
Г
9
 = S°+S° * B 8 * S°+S° * B 8 * s° * B 8 * S°+... , (8.19a) 
- S°+S° * B 8 * Г 8 - S°+r8 * B 8 * S° . (8.19b) 
9?- -
г^ = s°+s° * в" * s°+s° * в ^ s° * в^* s°+... , (8.i9c) 
= S°+S° * Bi * Г^  = S°+r^ * В^ * S° . (8.19d) 
These equations can Ъе transformed into kinetic equations for 
the self propagator and the one-particle one-particle self 
correlation function, which are completely analogous to eqs. 
(0.7,(3) and (8.13). 
In section 11 we will discuss the results which follow 
from the equations obtained here and make a comparison with 
the literature. 
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9· Skeleton Renormalization. 
In the preceding section the collision operator was ex­
pressed as an infinite series of diagrams. Most of the in­
dividual diagrams in this expansion yield contributions which 
diverge as t -• », or as ζ -*• 0 in Laplace language. This was 
discovered in I965 independently Ъу Weinstock * , by Frie-
t 9 · 2] [93] 
man and Goldman " , and by Dorfman and Cohen ' , who 
considered the density expansion of the transport coeffi­
cients. 
The cause of the divergences is that the diagrams des­
cribe the dynamics of only an isolated group of particles. 
Within such an isolated group only a restricted number of 
collisions will occur, so that part of the memory of the 
initial velocities remains always preserved. If moreover 
the phase space available for a collision sequence corres­
ponding to a certain diagram, increases with time, that 
diagram yields a divergent contribution . As an illus­
tration we have listed in table 9·! the dominant behaviour 
for t •+• « or ζ •*• 0 of some diagrams, shown in figs. 9.1a-d. 
In reality the memory of the initial velocities is des­
troyed, or at least dispersed over many particles, after a 
few mean free times as a result of the continual collisions 
between the particles. Intuitively one would expect that 
the divergences could be removed by the introduction of a 
damping on the free streaming, taking into account the in­
teractions of the particles with the surrounding fluid and 
giving rise to a cut-off time of the order of the mean free 














The dominant behaviour for -*• » and ζ -»• 0 of certain diagrams 
in two and three dimensions 
Diagram 




























(*) . . . . . 
If no external potential is present this dia^ran gives 
a vanishing contribution as a result of (3.21c). 
the skeleton renormalization " , a standard procedure in 
field theory. It implies a resummation of infinite sets of 
diagrams in such a way that in the resulting diagrans the 
streaming of particles between collisions is described by 
exact propagators instead of by free propagators. 
To illustrate qualitatively what happens we consider 
again fig. 9.1» There all diagrams (e.g. figs. 9.1b-e) 
which can be constructed from fig. 9.1a by replacing the 
vertical line segments by diagrams contributing to the 
exact propagator Γ (see (8.1)), are summed to fig. 9·If» 
representing the operator f dXgVÍxjT.^ríx.j ;t)r(x ;t)T12. 
This summation must be made in time language, for only 
there the two pieces of the diagram connecting the Τ ρ at 
the top to the T 1 2 at the bottom factorize into a product 
of propagators which commute with each other. 
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Let us next turn to the details of the skeleton ienor-
malization. In this section we will concentrate on its applic­
ation to the collision operator, but it can be applied e-
qually well to the diagrammatic expansions of the m-particle 
η-particle correlation functions. 
We need the concept of conunuting vertices, which are 
vertices having no particles in common (e.g. a vertex T^f.-
and a vertex Тц,-)· An illustration is given in fig. 9.2. For 
the skeleton renormalization the interpretation of diagrams 
which contain commuting vertices must be changed slightly: 
Diagrams which differ only with respect to the relative 
order of commuting vertices are considered as identical. 
Each diagram must accordingly be understood to represent 
the set of all diagrams in the old interpretation, which 
can be obtained by changing the relative order of commuting 
vertices without affecting the order of non-commuting ver-
tices. As a result D.R. 11 is also changed: the 
time ordering in the integrations over intermediate times 
is only maintained between times corresponding to non-
commuting vertices. Consider the example given in fig. 9·2. 
The three diagrams shown in this figure were different be­
fore, now they are identical. Any of these diagrams in the 
new interpretation represents the operator 
t t t 
ƒ dx2^(x2)T12 ƒ dt1 / d t 2 / dt i s° ( t 1 ) ;dx 3 ^(x 3 )T 1 3 
о t 1 о 
S°it2-t,)f dx^{x u )T l U P l U S ° ( t - t 2 ) } { S ° ( t 3 ) / d x ^ ( x 5 ) T 2 5 
s°(t-t 3 )>T 1 2 , 
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which із the sum of the contributions of the three diagrams 
in the old interpretation. 
Next we observe that it is possible to identify self-
energy insertions as pieces which by themselves are dia­
grams occurring in the diagrammatic expansion of Г(Г), and 
which can be isolated from a diagram by two cuts, each through 
a vertical line segment or a point of a vertex. There are 
two different types of self-energy insertions. The insert­
ions of the first type begin and end with a vertical line 
segment. They are obtained by two cuts through vertical line 
segments and they are diagrams of Γ (Γ ) (see section 8). The 
insertions of the second type begin (end) with a Mayer graph 
contributing to the pair correlation function and end (be­
gin) with a vertical segment. They are obtained by one cut 
through a point of a vertex and one cut through a vertical 
line and they are diagrams of Г(Г) with a. statistical ver­
tex at the top (bottom). 
Furthermore a maximal self-energy insertion is a self-
energy insertion which is not contained in another one. The 
maximal self-energy insertions of any diagram are uniquely 
r η 5] 
determined * . Therefore it is possible to define the 
skeleton of a diagram D in a unique way aa the diagram ob­
tained by replacing all maximal self-energy insertions of 
D by "black box propagators". As yet the black box propagat­
or is an undefined quantity, later on we will identify it 
with the exact propagator. In anticipation of this result 
the black box propagator ia represented in diagrams by a 
bold vertical line. Hence the diagram in fig. 9.1f із the 
skeleton of the diagrams in figs. 9.1a-e. 
(*) ί о чі 




Contraction of a vertex 
as result of the skeleton 
renormalization. 
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The skeleton of a (barred) regular diagram ia (barred) 
regular. This is trivial in the case that all maximal self-
energy insertions begin and end with a vertical line segment· 
Then each vertex in the skeleton is identical to one of the 
vertices in the original diagram. Hence, if the latter is 
(barred) regular, so is the vertex in the skeleton, as a 
consequence of theorem 7.1. In case one or more of the max­
imal self-energy insertions begin (end) with a statistical 
vertex it is not obvious that their replacement by black box 
propagators again yields a (barred) regular diagram. We then 
meet the following situation: In the original diagram a 
(barred) regular vertex consists of two parts X and Y, con­
nected to each other at a point p. Y is a Mayer graph, con­
tributing to the pair correlation function. From Y precisely 
one line runs down (upward), in a point different from ρ 
(see D.R. 5 )« In the resulting skeleton the part Y is re­
placed by a black box propagator running down from p. This 
is shown schematically in fig. 9.3. Now it can be proven 
that indeed the resulting vertex is (barred) regular if the 
original vertex was so. This proof is given in Appendix D. 
On the other hand all diagrams which can be obtained 
. (*) 
from a (barred) regular skeleton by replacing all black 
box propagators by diagrams contributing to Г(Г), are (barred) 
regular. Again this is trivial in case all the insertions 
are diagrams of Г (Г ). Now the replacement of a black box pro­
pagator by a diagram beginning (ending) with a statistical 
Note that there are types of (barred) regular vertices 
which do not occur in (barred) regular skeletons. Ex­
amples are all vertices with one incoming and one out­
going line (see figs. 6.6a,b) and vertices with a struc­
ture as sketched in fig. 9.3a. 
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vertex changes one vertex in a way which corresponds to the 
replacement of fig. 9·3υ by fig. 9.3a. If the original vertex 
was (barred) regular, so is the resulting vertex. This too 
is proven in Appendix D. 
From the preceding paragraphs we may conclude that the 
set of all (barred) regular diagrams having the same skeleton 
can be represented by this skeleton in which all black box 
propagators are replaced by exact propagators. Hence the 
collision operator is the aum of all skeletons with the 
structure of collision diagrams, and can be expressed by 
the diagrammatic equation 
В = % · * ^ ijir » — ^ + .· 
+ ··· + (9.1) 
and a similar equation for B. We have drawn only a few dia­
grama of an infinite set. 
Eq. (9·1) and the Dyson equation (8.6) are two coupled 
equations which in principle determine the exact propagator 
completely. However (9.1) is extremely complicate, it con­
tains an infinite number of diagrams and it is highly non-
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linear in the exact propagator. There із in general little 
hope of solving these equations exactly· Nevertheless they 
form a good starting point for making systematic approxim­
ations· The detailed structure of the diagrams in (9.1) 
gives precise information about the dynamical processes 
involved, and in many problems the study of these diagrams 
may guide one to the construction of systematic approximat­
ion schemes. An example is the ring summation of Kawasaki 
and Oppenheim, which can be used to obtain the first non-
analytic contribution in the density expansion of the trans­
port coefficients; another exaiiple is the derivation of the 
long time behaviour of time correlation functions. These 
examples will be discussed in section 11· 
Finally we observe that the skeleton renormalization 
can also be applied to the self collision operators, defined 
in Def. .Ц. In that case the black box propagators for the 
special particle, 1, are replaced by exact self propagators 
Г
3
 (Г ), while all the other black box propagators are re­
placed by ordinary propagators Г(Г). 
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10. The functions F([2],[2']), Fdgljl·]) and F([ l] ,[ 2'] ). 
In this section we consider the 2-2, 2-1 and 1-2 particle 
correlation functions, which are the simplest equilibrium time 
correlation functions together with the 1-1 particle correlat­
ion function. They are especially interesting because the 
Green-Kubo formulae for the Navier-Stokes transport coeffi­
cients can be expressed immediately in terms of these func­
tions. 
Like the function Fdll.M 1]) the functions to be con-
sidered here can be interpreted as matrix elements of pro­
pagators, defined by the equations 
?([£] ,[£'] ;±t)= <6(l-x1)<S(2-x2)|r22(x1,x2J±t) 
δ(ΐ'-χ1)5(2
,
-χ2)> , (10.1a) 
n[%)t[V]i±t)" <6(1-x1)e(2-x2)|r21(x1,x2;±t) 
fi(l,-x1)> , (10.lb) 
F(t^] ,[£'] ;±t)= <6(i-x1)|r12(x1,x2i±t)6(il-x1) 
β(2·-χ2)> . (10.1c) 
The inner product between two-particle functions is defined 
by 
<f(x1,x2)|g(x1,x2)> » fäx^ux2 φ(χ:)φ{χ2)Τ (x^Xg) 
g(x1,x2) . (10.2) 
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The subscripts mn of the propagators refer to the fact that 
Γ transforms an η-particle function into an m-particle 
mn _ 
function· Again ve can also define barred propagators Γ 
um 
which are identical to Γ hut have a different diagrammatic 
mn 
representation. The propagators Γ (Γ ) are represented 
by the sets of diagrams C2([¡g] .Ijj1] ) (C ([ jg] .[ς·] ) ) defined 
in Def. 7·1· 
Let us first consider the propagator Γ „. The contrib­
uting diagrams can be distinguished into proper and improper 
ones (see Def. 8.1). Improper are those diagrams which can 
be divided by a cut through one vertical line segment into 
a part containing the top-crosses and a part containing the 
bottom-crosses. The sets of all proper and improper diagrams 
contributing to Γ 2 2 will be called C 2 2 and I«- respectively. 
So one has the identity 
Г 2 2 - С 2 2 + І 2 2 . (10.3) 
We consider first the structure of C 2 2 and next that of I 2 2. 
We write down a diagrammatic equation for C ? 2 which will be 
explained next. This equation is 
•Ι ΗΉΊ-ΓΙ-




π η ΓΊ Η 
I X *—-χ и 1 
fig. 10.1 




Graphic representation of (10.6a). 
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Each diagram in (10.U) represents in fact two diagrams, be­
cause the bottom-crosses are not equivalent. In these two 
diagrams the bottom-crosses represent the operators P,-P_ 
ir 2g 
and Ρ Ρ „ respectively, where f and g are the particles 
to which these crosses are attached. 
The first diagram on the right hand side of (10.U) re­
presents the set of all diagrams in which either top-cross 
is connected to only one bottom-cross and there are no 
connections between the top-crosses nor between the bottom-
crosses (for an example see fig. 10.1a). It follows from the 
skeleton renormalization that the set of all diagrams which 
can be inserted between a top-cross and a bottom-cross 
corresponds to the exact propagator Γ. The second through 
fourth diagram on the right hand side of (10.1*) represent 
sets of diagrams in which the two top-crosses are connected 
to each other by a Mayer-graph and both bottom-crosses are 
connected by a diagram of Γ to a top-cross or to a field 
point of the Mayer-graph (e.g. figs. 10.1b,c,d). The shaded 
bubbles at the top of these three diagrams in (10.U) re-
present the functions G(r ,r ?), H(r ,r |r ) and H(r ,r | 
r .r^) respectively. Hir^r^r^ and H(r1 .г^г^г^) are 
represented by the sets of all Mayer graphs which can be ob­
tained by replacing one respectively two field points by 
root points in the Mayer graphs representing the pair corre-
lation function GCr-.r ). Hotice that the bottom-crosses 
cannot be connected to each other by similar Mayer graphs 
as a result of property i) in Def. 6.3a of a regular vertex. 
In all remaining diagrams of С _ there is at least one 
connection below the top level between the two branches 
connecting the top-crosses to the bottom-crosses (e.g. figs. 
10.1e,f). By application of the skeleton renormalization these 
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diagrams can be expressed as a set of skeletons containing 
exact propagators. Examples are the last four diagrams on 
the right hand side of (10.Ό. Of course these are only a 
few of the simplest from an infinite set of diagrams. 
If desired the structure of the operator C p 9 can Ъе 
analyzed further; it is possible to derive a Dyson equation 
for it in a way analogous to the derivation of (8.6). 
Next we consider the diagrams contributing to I9p· 
These always consist of a two-particle piece at the top, 
another two-particle piece at the bottom and a connecting 
one-particle piece in between. The one-particle piece starts 
at the highest level in the diagram from which only one 
vertical line runs down and it ends at the lowest level from 
which only one line runs upward. Because the diagrams are 
improper such levels can always be found. Both two-particle 
pieces can be instantaneous, i.e. without any vertical line 
segment, or non-instantaneous. An instantaneous piece either 
consists of the two top-crosses or bottom-crosses alone (fig. 
10.Ig) or it contains also a Mayer graph between the crosses 
(fig. 10.1h). In the latter case the connecting one-particle 
piece may be attached to a cross (fig. 10.Ih, top) as well 
aa to a field point of the Mayer graph (fig. 10.Ih, bottom), 
Any non-instantaneous two-particle piece at the top (bottom) 
of a diagram contributing to I.« ends (begins) with a ver­
tex containing a T-bond (T-bond) (fig. 10.li). This dyna­
mical bond is a T-bond (T-bond), because from the vertex to 
which it belongs two lines run upward (down) and only one 
ч(*) 
runs down (upward) . 
7*1 
From Def. 6.3 it is easy to deduce that the difference 
between the numbers of lines running down and upward 
from a vertex is always 0 or 1. 
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The set of all possible diagrams which may connect the 
top-crosses (bottom-crosses) to this T-bond (T-bond) is just 
the set С of proper two-particle two-particle diagrams. 
Furthermore the sum of all diagrams which can be inserted 
for the one-particle piece is again the exact propagator Г, 
as follows from the skeleton renormalization. Consequently 
the operator I „ can be expressed in terms of C 2 2 and Г as 
t t ^ ^ 




+ ƒ dx5 Жгц.г^г^Р^] 6(t-t2))P2U . (10.5) 
Note that the operators С „ and I 2 2 are both invariant 
under subsequent time reversal and hermitean conjugation, in 
other words C 2 2 = C 2 2 and I 2 2 = ï22. This is a consequence of 
(6.1). 
The analysis of the propagators Г 2 1 and Г 1 2 is complete­
ly analogous to that of the operator I 2 2. All diagrams con­
tributing to Г 2 1 (Г...) consist of a two-particle piece con­
taining the top-crosses (bottom-crosses) and a one-particle 
piece connecting the two-particle piece to the bottom-cross 
(top-cross). The possibilities for the two-particle pieces 
are the same as in the case of I 2 2 and again all diagrams 
which can be inserted for the one-particle piece add up to 
the propagator Г. So the equations for Г 2 1 and 14 can be 
written down as 
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t 




\т3)?:3] 6(t,)+ C 2 2 ( x 1 , x 2 ; ± t 1 ) T 1 2 } r ( x 1 ; ± ( t - t 1 ) ) , 
(10.6a) 
t 
r i 2 ( x 1 , x 2 ; ± t ) = ; d t i r ( x 1 ; ± t 1 ) / d x 2 ^ ( x 2 ) { T 1 2 C 2 2 ( x 1 l x 2 ; 
o 
± ( t - t 1 ) ) + [ ( i + G C ^ , ? 2 ) ) ( i + P 1 2 ) + / d x 3 H ( ? 2 , ? 3 | î 1 ) P 1 3 ] 
« ( t - t ^ } . (10.6ъ) 
A graphic representation of (10.6a) is shown in fig. 10.2. 
The shaded area in the last diagram represents the operator 
Cp«. Similar graphic representations could be given of (10.5) 
and (Ю.бъ). 
For the barred propagators Γ , Γ and Г.. one can ob­
tain equations which are completely analogous to (10.3-6). 
It is interesting to observe that the collision operator 
B, defined in section 8 can be expressed directly in terms 
of the operator C 2 2. By comparing (9.1) and (10.U) one can 
check the identity 
BU^tt)* fâx2φЫ2){[(^^•(}(.τ,tî2))^^+?^2)+ /dx^tr^r^^) 
P^lT^fiUJ+T^C^U^x^ltiT^} . (10.7) 
Finally it is instructive to see how the first hierarchy 
equation is recovered for a special case. This equation ex-
presses the time derivative of the one-particle distribution 
function in terms of the two-particle distribution function. 
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For hard spheres it has the form 
(3/3t+JC°) f(l)(x1,t)= /dx^UgjT^f^U^Xg.t). (10.8) 
At the end of sect ion 2 we remarked already that the function 
F ( [ ^ ] , [ 1 ' ] ; - t ) can be interpreted as the deviation from e-
quilibriura of the one-particle d is tr ibut ion function r e s u l t ­
ing from the non-equilibrium i n i t i a l ensemble given by ( 2 . 3 2 ) . 
In s imilar way the function F([ 2],[ 1 ' ] ; - t ) can be interpreted 
as the deviation from equilibrium of the two-particle d i s ­
tr ibut ion function resul t ing from the same i n i t i a l ensemble. 
By combining the adjoint equations of (10.6b) and (10.7) one 
. (*) 
obtains the ident i ty 
t 
/ d x 2 V ( x 2 ) T 1 2 r 2 1 ( x 1 , x 2 ; - t ) = / d t 1 B ( x l ; - t 1 ) Γ ( χ 1 ; - ( t - t 1 ) ) . 
о 
(10.9) 
By talcing the matrix element between two δ-functions on both 
s ides of t h i s equation and by using (8.16) one recovers the 
hierarchy equation ( 1 0 . 8 ) . 
There i s of course a corresponding unbarred i d e n t i t y . 
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Discussion» 
In the previous sections we have derived kinetic equa­
tions for the m-particle η-particle correlation functions in 
a diagrammatic form· Here we want to compare these equations 
with the work of other investigators. Furthermore we will 
discuss some of the most important applications. 
As mentioned already in the introduction, "exact" kin­
etic equations have been obtained with several methods. We 
list some of the most important ones below: 
i) The method of Bogoliubov ' , which is based on the 
"functional assunption", implying that under certain 
initial conditions all the η-particle distribution 
functions become tine-independent functionals of the 
one-particle distribution function after a short init­
ial stage. Choh and Uhlenbeck have developed this theory 
further * to obtain the first density correction to 
the Boltzmann equation, and to the transport coeffi­
cients. 
ii) The cluster expansion method, developed by Green and 
Cohen * . In this method the functional assumption 
is avoided. Relations between the η-particle distribut­
ion functions and the one-particle distribution func­
tion are constructed by means of cluster expansions, 
analogous to the methods used in the Mayer theory, and 
it is tried to prove the functional assumption of 
Bogoliubov's theory. 
- Ill -
iii) The diagrammatic methods developed by van Hove and co-
workers and by the Brussels school . 
iv) The binary collision expansion method, introduced by 
. [ 1.23] ,
 я
 * , .^ [ 11.2-5] 
Zwanzig and used by several other authors 
In this method the collision operator is expanded as a 
power series in the density. The individual terms in 
this expansion are obtained by inverting the density 
expansion of the exact propagator. Statistical corre­
lations are always taken into account at the initial 
time. 
v) Methods based on short time expansions * ~ . These 
methods are well-suited to obtain exact kinetic equa­
tions for times much shorter than the mean free time, 
but generalizations which are valid for all times are 
not easy to obtain. 
vi) Weak coupling methods in which the collision operator 
is expanded in powers of the coupling strength 
vii) Projection operator methods. These have been introduced 
ν и • t 11.10] „. . . . , .. .[ 11.11] 
by Zwanzig , they were extended by Mori 
and used by several other investigators. Kinetic equa­
tions of the form (8.7) follow easily in these methods, 
but the collision operator is usually expressed as a 
complicated correlation function which cannot be cal­
culated directly. In actual calculations projection 
operator techniques must therefore always be combined 
with some approximation scheme for the collision oper­
ator, such as a density expansion " » a weak coup-
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τ . [ 11.8] г. ^ 4.· · [ 11.7] ling expansion or a short time expansion . 
viii) The "Fully Renormalized Kinetic Theory" of Mazenko * . 
In this method the structure of the collision operator 
is analyzed extensively by algebraic methods, before 
physical approximations are introduced. 
In principle all these methods are equivalent. There are 
several papers in which the equivalence between certain me­
thods is shown, for instance between ii) and iii) " and 
..χ , . J 11.10,1U, 15]
 T ... , , · „. between n ) and iv) * · .In practical applications 
however it mostly turns out that, dependent on the problem 
one considers, certain methods are preferable. 
The method developed in this dissertation is based on 
iv), however the analysis has been carried much further. The 
main improvement is that the statistical correlations are 
taken into account in the internal structure of the colli­
sion operators. The whole analysis is based on the applicat­
ion of the shifting procedure, which follows from a commu­
tation relation between Mayer functions and free streaming 
operators. As a consequence the structure of the collision 
operators is much simpler in our representation than in 
Zwanzig's original version. 
What are the advantages of our formulation of the ki­
netic equations, compared to the ones listed above? 
Firstly the collision operator is expanded as an in­
finite series of diagrams, each representing a well-defined 
dynamical event. In non-diagrammatic methods, like i) and 
ii), η-body collision operators are expressed in terms of 
the formal solution of the isolated n-body problems. Before 
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performing explicit calculations theae expressions must Ъе 
analyzed further in terms of different collision sequences. 
In the diagrammatic representations this analysis is auto­
matically carried out. The diagrammatic method used here has 
the additional advantage that statistical correlations are 
taken into account at the most relevant tiraeè. This again 
simplifies actual calculations considerably. Furthermore 
the detailed structure of the diagrams giv»3 an insight in 
the dynamical processes involved. In many applications of the 
kinetic equations the importance of various contributions 
can be classified by an investigation of the itructure of 
the corresponding diagrams. 
Secondly ve expect that the divergences in the density 
expansion of the transport coefficients are removed in a 
systematic way by the application of the skeleton renormaliz-
ation, provided the transport coefficients exist at all for 
the model under consideration. Of course these renormalized 
expansions are still completely formal, since no estimates 
of the magnitude of the individual terms have been given, 
neither have any upper or lower bounds been established for 
these terms. One exception is Gallavotti's proof that the 
Lorentz-gas is rigorously described by the Boltzmann equation 
in Grad's limiting caáe, where the density approaches in-
finity while the mean free path remains constant ' . 
Furthermore, even if the convergence of the individual re-
normalized diagrams could be established, the convergence 
of the complete infinite series might still remain an open 
problem. 
Formal renormalization procedures of the same generality 
as the skeleton renormalization have also been used in vii). 
Лш 
- Ill* . 
Thirdly in many formulations of the kinetic equations 
it is not easy to take initial statistical correlations into 
account (e.g. in i), ii), iii) and iv)). In our formulation 
these correlations are systematically taken care of. As a 
result the obtained kinetic equations are not restricted to 
low densities, nor are there any restrictions that the time 
should be either long or short. 
Finally our approach has the advantage that it reprod­
uces many different non-equilibrium results for the hard 
sphere system from a uniform point of view. We will discuss 
the main results below and in section 12. 
As a first application we show how the linear Boltzmann 
equation and the linear Enskog equation follow from (8.7) 
or (8.16) and (9·1)· The linear Boltzmann equation is a low 
density approximation obtained by keeping in (9·Ό only the 
first two diagrams on the right hand side, which are propor-
(*) tional to the number density η . Below we give the corres-
(**) · · ponding analytic expressions for the barred collision 
operator, used in (8.I6). 




 /dS θ(^12.5) 
(у12.5){6(г12-о5)Ь3(12)-в(г12+о5)}(1+Р12), (11.1a) 
All other (unrenormalized) two-particle diagrams, like 
the one in fig. B.hc give vanishing contributions in ab­
sence of an external field, as a result of (3.21). 
Hrk) 
For practical reasons we prefer to use the barred colli­
sion operator here instead of the unbarred one. The re­
sults obtained by using either formulation are complete­
ly equivalent. 
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В^ ( ^  = Л^ (
 1)= fdv φ(ν )а " /do Θ(ν12.σ)(ν ,σ) 
kz kz ¿ 
{Ь.(і2)-1+(е"Ік,а3 Ъ.(і2)-еІк,173)Р10} . (11.Ib) 
σ ci i ¿ 
Here we have used the definition of T^, which was given in 
(3·13-15)· The superscript В refers to Boltzmann. 
The approximation (11.1) has been obtained before by 
several authors * . In fact Л is only the linear Boltzmann 
operator if one neglects the difference in position of the 
two colliding particles which is taken into account in (11.1). 
In most cases of interest Л acts on functions with only very 
small spatial variations over the distance σ. In that case 
the δ-functions ^(r^ ± σσ) in (11.1a) may be replaced indeed 
by Sir.p), or equivalently one may neglect the k-dependence 
of Λ .As far as the transport coefficients are concerned 
kz 
this is again a low density approximation. 
For the one-particle self-correlation function 
FS([ 1] ,[ l'I ) or for the related specific one-particle distrib-
ution function one can obtain an equation similar to ( 11.1 ) 
with a Lorentz-Boltzmann operator 
Äl,(v1)- Л3(^)= /dv2Y>(v2)ad_VdS θ(ν12.3)(ν12.3) 
(Ъ3(12)-1), (11.2) 
which does not depend on к and z. 
The linear Enskog equation is obtained by keeping in 
(9.1) only the instantaneous diagrams. These are diagrams 
containing no vertical line segments. Examples are the first 
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three diagrams on the right hand side of (9·ΐ) and the dia­
grams in figs. 8.U a,b,d,e,f and 1. The Enskog collision op­




,г2\т3)Рп} , (11.3) 
where G(r.tTp) is the equilibrium pair correlation function 
and the definition of Hir^rJr.) is given in section 10 on 
p. 105. The linear Enskog equation follows by inserting (11.3) 
into (8.16). It can be put into a more convenient form 
which is given below, together with its Fourier transform 
for the case where no external field is present. 
(3/3t)6h(x1,t)+i:°6h(x1,t)=v1. f&2^r- { C ^ . r ^ 
Э Г12 
-g(o)f12(r12)}6n(r2lt)+g(o)Â(x1)6h(x1lt) , (11.Uà) 
O/atJíh^v^+ik.v^l-ÍCj^-gíoíf^J/dv^íVg)?^} Stijv,) 
»B{a)ljv )ShJv,) . (11.Ub) 
к к 
Here 6h is given by (8.17), Л is defined in (ILI), С is the 
direct correlation function, f.p is the Mayer function defined 
in (З.5), g(o) = 1+G(r,r+aa) is the reduced equilibrium pair 
distribution function for two spheres in contact with each 
other and 6n(r,t) = /dv ^(x)6h(x,t) is the deviation of 
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the local density fron its equilibrium value· 
Lebowitz, Perçus and Sykes * , Konijnendijk and Van 
Leeuwen " , and Mazenko " have obtained (il·1*) by 
different methods, as an exact kinetic equation for the 1-1 
particle correlation function on a time scale, much shorter 
than the mean free time. It follows immediately from our e-
quations that (11.U) is the short time limit of (8.16). This 
is easily seen-in Laplace language where a free propagator 
corresponds to (z ± Χ )~ . Therefore the contributions of all 
non-instantaneous diagrams vanish in the limit аз ζ -*• » , 
corresponding to t •*• 0, whereas the contributions of the in­
stantaneous diagrams, which are z-independent, survive. 
Although (II.U) is only exact for very short times, it 
gives surprisingly good results if it is used as an approxim­
ation for deriving hydrodynamic equations and calculating 
transport coefficients in a dense hard sphere gas. In fact 
(11.Ц) is not completely equivalent to the linearized form 
*· 4.1. · · 1 « , 4.· I 1.8,11.19] ν ,. . of the original Enskog equation ' , but in a one 
component system both equations give rise to the same (lin­
earized) Navier-Stokes equations and related transport 
coefficients. Eq. (11.U) can easily be generalized to the 
case of hard sphere mixtures. Then it leads to Navier-Stokes 
equations which are different from those obtained by previ­
ous extensions of the Enskog equation. It is interesting to 
observe that for mixtures the predictions based on (11.10 
are consistent with the laws of irreversible thermodynamics, 
especially with the 0nsager relations, whereas this is not 
the case in the existing extensions of Enskog's theory for 
mixtures. This has been discussed in detail by Van Beijeren 
л
 - Л 11.18] 
and Ernst . 
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The Enskog operator for the one-particle self correlation 
function is again k- and z-independent. I f no external f ield 
i s present i t i s given by the equation 
BSE(v) = B s E(v) π g(o) AS(v) . (11.5) 
A second application of our kinetic equations is the der­
ivation of linear hydrodynamic equations. To first order in 
the gradients these reduce to Euler's equations, which con­
tain the complete equilibrium thermodynamics. To second order 
in the gradients they reduce to the Navier-Stokes equations, 
containing the thermal conductivity, the shear and hulk vis­
cosity. From the Green-Kubo formulae we know that these trans­
port coefficients can be expressed in terms of the 1-1, 1-2, 
2-1 and 2-2 particle correlation functions, defined in (2.28). 
Therefore the interesting question arises how the (linearized) 
hydrodynamic equations, including equilibrium thermodynamics 
and transport coefficients, follow from the linear kinetic 
equation (8.16). We have investigated this problem and we 
quote here the main results; derivations will appear in a 
separate publication. 
- .•*••+ — The operator Β , which is the limit of -ik.v + B^ · as 
oo' kz 
к and ζ approach zero, has d + 2 independent right null-
eigenfunctiona, where d is the dimensionality of the system. 
These functions can be chosen as 
Ψ
η
 ' 1; ìn - ν; ψ
τ
 = i 0rav2-d/2 . 
(11.6) 
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They are also left eigenfunctions of 3 , which is a hermitean 
operator. The linear space of functions spanned by them will 
Ъе called the hydrodynamic space. The average values with res­
pect to the distribution function 6h, defined in (8.1T)t de­
termine the deviations from equilibrium of the local density, 
the local mass velocity and the local temperature in the 
following way: 
<ψ |6h(x,t)> = 6n(r,t) , (11.Та) 
<£
u
|6h(x,t)> = η 6u(r,t) , (11.7b) 
<ψ |6h(x,t)> = (d/2)n 6T(?,t)/T , (11.Tc) 
where the inner product <f(x)|g(x)> = fdv φ(χ)ΐ (x)g(x). 
The hydrodynamic equations describe the time behaviour 
of these five densities. They can be obtained from (8.16) with 
the aid of Zwanzig's projection operator formalism " . 
The linearized Euler equations, obtained by an expansion to 
first order in the gradients, eure completely determined by 
the action of the operator JC0 and by that of the instantane-
—E 
ous part of the collision operator, Β , defined in (11.3). 
This implies that already the Enskog equation yields the 
complete Euler equations, including the thermodynamics of 
the hard sphere system. Expansion of the hydrodynamic equa^-
tions to second order in the gradients yields the linearized 
Navier-Stokes equations in the standard form 




+ (2^~1) n-t-ic)^.Ït(?tt))t (11.8b) 
^ l ^ · » -h^.uír.t) + XÄT(r,t) . (11.8c) 
Неге η, ρ and h are the equilibrium particle density, mass 
density and enthalpy density respectively, and Δ is the La-
placian. The gradient of the local pressure p(r,t) is given 
as $p(r,t) = (|J)T ^ntr.t) + (|Ç)n ^T(ptt) and similarly 
the time derivative of the energy density follows from the 
3e(r.t) _ ,Эеч 3n(r.t) . /Эеч aT(r.t) . .. 
equation — ^ = ( - ^ — ^ + ( - ^ — ^ — . where the 
thermodynamic derivatives (-τ*·) etc. are given by their e-
quilibrium values. The transport coefficients are given as 
matrix elements of the operator A* = Р(-ік. +В* )P + 
- • • - • - - » • · > - ι -• -»· -
+ PÍ-ik.v+^ÍPj^íz-Pj^í-ik.v+B^ JPj^ ) Pj^i-ik.v+Bj )P, where 
Ρ is the projection operator projecting on the hydrodynamic 
space spanned by the functions in (11.6), and P. is the 
operator projecting on the perpendicular space. The shear 
viscosity, the bulk viscosity and the thermal conductivity 
are given respectively as 
η = -Ρ lim lim k"2<m(v.î)|A* m(v.î)> , (11.9a) 
z-Ю k+0 
—2 ,·*• -»ι ,-*• -»ч 2(d-l) 
= -β lim lim к <m(v.k)|A^
z




л , л· •• · 1-2 ^B m v - d i . flmv -d. ,.. „s 
λ = -k B lim lim к < — | A * — — - — > , (11.9c) 
z-Ю k-»-0 
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where 1 is a unit vector perpendicular to k. In fact the 
Navier-Stokes equations (11.8) are only valid if the limits 
defined in (11.9) exist. This is the case in three and more 
dimensions, but not in two dimensions. The explanation will 
b« given later on in this section when we discuss the long 
time behaviour of time correlation functions. 
The expressions (11.9) for the linear transport coeffi­
cients can be identified with the Green-Kubo formulae. 
In many applications of the kinetic equations one is 
interested in the hydrodynamic modes, which are eigenfunc-
tions of the operator -ik.v+B* , with eigenvalues, called 
hydrodynamic frequencies, approaching zero in the limit as 
к and ζ •* 0. Because this operator is not hermitean its 
right and left eigenfunctions differ from each other. Below 
we list the normalized right and left hydrodynamic modes, 
denoted as Ψ and Φ respectively, to lowest order in к and z, 
2 
and the corresponding eigenvalues to order к . There are 
(d-1) degenerate shear modes, given as 
4^ = *£ = (em/ni^v.L); (i = 1,2...d-l) , (11.10a) 
ω
ν
 = - vk2 , (11.10b) 
where ν = η/ρ is the kinematic shear viscosity. The shear 
modes depend on the angular variable k, just as the two 
sound modes. The latter are given, together with their eigen-
values, as 
*C • (2γηΓ* {1 + ßmc(v.k) *Ц (0mv2-d)} , (11.11a) 
к na 
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Ф^ = {2уп)"г {1 + YC" 1(V.Î) + I E — (ßmv2-d)} , (11.11Ъ) 
pc d 
ω* = tick - J Г к 2 (11.11с) 
Here с is the adiábatic sound velocity, γ = С /С is the ratio 
Sr * 
of the specific heats per unit of volume at constant pressure 
and at constant density respectively, and Г = (Y-I)D + 
+2(d-l)d ν + κ/ρ is the sound wave damping constant, where 
D = λ/C is the thermal diffusivity· The heat mode and its 
A
 Ir eigenvalue are given as 








 = -D T к
2
 . (11.12c) 
For the self diffusion in a hard sphere system one can 
obtain a diffusion equation which, to second order in the 
gradients, is of the usual form 
0/3t)n3(r,t) = DAnS(?,t) , (11.13) 
where n 3 is the density of the special particle and D is 
given as 
D= lim lim n"1<k.v|{z-pf(-ііс. +в| )Pf}"1 k.v > , (11.lU) 
ζ->Ό к-Ю 
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again provided this limit exists. The operator P. projects 
on the linear space of functions which are perpendicular to 
•+• -*• — s 
the unit function. The operator -ik.v + 3-* has only one 
eigenfunction with an eigenvalue approaching zero in the Un­
it as к and ζ •* 0. This is the diffusive mode, which is given 
о 
to lowest order, together with its eigenvalue to order k", 
as 
Ψ^ = Φ° = n"
J




 = -Dk2 . (11.15b) 
As the third application we discuss the density depen­
dence of the transport coefficients. We mentioned already in 
section 9 that the skeleton renormalization, which was intro­
duced to remove the divergences in the density expansions of 
the transport coefficients, leads to non-analytic terms in 
these expansions. The lowest order non-analytic terms result 
from the ring operator, represented by the fourth diagram on 
the right hand side of (9·1) and the same diagram with the 
bottom-cross at the other end of the T-bond. 
The dominant density behaviour of this term has been 
calculated by Kawasaki and Oppenheim * . They replaced the 
exact propagators in the ring operator by Boltzmann propagat­
ors, which are obtained by inserting the approximation (11.1) 
into the Dyson equation (8.6) and neglecting the k-dependence 




d/dq T^iz+Hk-q) .v^iq.Vg 
q 
,-1, 




 -q k-q 
-121*-
¡fc /<і
 2^( 2)(2тг)" ƒ dq T12 {z+iík-qJ.v^iq.v^A (v1 ) 
q< q o o 
- у
 2 ) Г
1
 τ (ι+Ρ12) . (11.16) 
o 
The two-particle operators T15_^ and T 1 9 are defined by the 
... к íí 
relations 
^2? = /dr21 Ti2 e 
. - » • • * ik.r21 
' ^ (11.17a) 
-•
 ik,r21 
T 1 2 > = /dr21 T12 e *' . (11.17b) 
к 
The replacement of the wave number dependence of these oper-
- 1 -»• . . . 
ators by a cut-off q ^ σ on the q-integral is again a low 
density approximation. 
s · 
The equivalent expression R^ for the ring operator in 
the self collision operator is obtained by replacing Λ (v.) 
by As(v ) and dropping the term with ? „ . As an example we 
consider the self diffusion coefficient in the approximation 
of Kawasaki and Oppenheim. From (11,lU) this follows to be 
given by 
D= (dn)"1<v1.|-(A3(v1)+R3 (vJ+...Г1 V , (11.18a) 
I ' 1 OO 1 I 
- ( a n ) - 1 ^ . I (-л^^ ) )- 1 v l> +<v 1. | (-л3(^ ) )" 1RJ 0( ^  ) 
(-Л 3^))" 1 v^} + higher order terms , (11.l8b) 
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% D3+(dn)"1<v1.|(-As(v1))"1;dv2^(v2)(2Tr)"d/da τ 1 2 
о 
{-іа.^ -л^  ^+іа. Ао^г^"1 Т12 (-л3( >"1 'ι* · 
о 
(11.18с) 
where D is the Boltzmann diffusion coefficient. To calcul-
ate this expression we change to the variable i' = Aqt where 
λ is the mean free path. At low densities λ is proportional 
to the inverse of the density. The operators iq.v-Л (v) and 
iq.v-Л (v) can be rewritten as λ~ (iq'.v-X Λ (ν)) and 
λ (iq'.v-X Λ (ν)) respectively. We assume that these oper­
ators have complete sets of right and left eigenfunctions 
sa В (*) 
with eigenvalues -n» and -ω+ . Then the ring operator 
assumes the following form: 
Ri = ƒ dv*(v )(2irX)-d ƒ dq' Τ Σ Σ | ψ, - ( ν ) 
^ O 
We distinguish two cases. In the first case ω and ω are 
both hydrodynamic eigenvalues, which for small q' are 
•» 1 2 
^—λ q' . Hydrodynamic modes are only defined for q ^ λ
 t 
If the operators cannot be diagonalized the expressions 
which can be obtained for the ring operator are somewhat 
more complex than those given here, but they are essen­
tially of the same structure. 
- 126 -
j с 
hence the q'-integration із proportional to (2irX)" S dq.' 





 for d > 2, where Л з a 
constant of order unity. Consequently in more than two di­
mensions the contributions of two hydrodynamic modes are in 
lowest order analytic in the density. In two dimensions the 
q'-integral does not converge. Hence the linear transport 
coefficients do not exist. We come back to this later on. 
The calculations sketched above can be made explicit for 
*u 4.U Λ · -ι τ 4. I 11.21] 
the three-dimensional Lorentz-gas . 
Secondly there are contributions to (11.U) in which at 
least one of the eigenvalues is non-hydrodynamic. Such eigen­
values are for small q' of the form ω , = λ" ((i)..+q'ü)p), where 
ω. and ω_ are constants independent of the density. Now the 
q'-integral is found to be of the form (2πλ)" ƒ dq'q' " 
{λ~ (loi+q'ug)}" ^ Αλ" +...+Βλ~ logUa" αίρ/ω.. ) "ν A'n + ... 
+ 3 ^ 'logn. This implies that, while D_ is proportional to 
-1 . . . . . 
η in all dimensions, the first non-analytic term in the 
density expansion of D is proportional to nlogn in three 
dimensions. It would be proportional to logn in two dimen­
sions if the self diffusion coefficient would exist. The ana­
lysis for the other transport coefficients is completely ana­
logous. Van Leeuwen and Weyland have calculated the diffusion 
coefficient for the two- and three-dimensional Lorentz-gas 
where the diffusion coefficient exists in both cases. For the 
three-dimensional hard sphere system the calculations are 
already extremely difficult. Recently some preliminary re-
[ 11.22] 
suits have been reported by Pomeau and coworkers " . 
For the one-dimensional hard sphere gas the analysis 
given above is not meaningful, because all diagrams in the 
renormalized expansion of the collision operator are of the 
same order in the density as the Boltzmann term. This can be 
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seen already Ъу making a formal density expansion of the ex­
act propagator defined in (8.1). In such an expansion all in­
dividual terms diverge as powers of t as time goes to infini­
ty. In two or more dimensions the contributions from the 
Boltzmann propagator are the dominant divergent terms in each 
order of the density. Therefore the resummation of the series 
by application of the Dyson equation yields the Boltzmann 
operator as dominant contribution to the collision operator 
at low densities. In one dimension however all the terms con­
tributing to a given order in the formal density expansion 
of the exact propagator are equally divergent, and therefore 
the collision operator does not reduce to the Boltzmann oper-
•4.· Ι ιι·6] 
ator at low densities . 
For the one-dimensional hard sphere gas there is actu­
ally no reason at all to make diagrammatic expansions, be­
cause the dynamics of this model can be solved exactly * · 
11.23] 
As the next application of our kinetic equations we con­
sider the derivation of the long time behaviour of time corre­
lation functions. For low densities this derivation has been 
[1.29] given by Dorfman and Cohen " . In the case of the velocity 
autocorrelation function they start from the expression 
(H.lU), approximating the collision operator in the same 
way as Kawasaki and Oppenheim did, by the sum of the Lorentz-
Boltzmann operator and the ring operator, defined in (11.16). 
Then they expand the latter in the way of (11.19). In this 
expansion only those terms are kept in which Ψ and Ψ are 
• Set 
both hydrodynamic modes. To be more specific Ψ must be the 
g 
diffusive mode and Ψ must be a shear mode. In the matrix 
elements with T 1 9 and Τ these modes may be taken to lo-
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west order, as given by ( 11.15a) and (11.10a). Observing that 
Ψ
ϋ
 is a constant and that Τ,- |ψ1(ν·1)+ Ψ1(ν_)> = <Φ1(ν, ) + 
о іг,-,
1
 о 1 о 2 о 1 
Φ (v JJT^ = 0 and using the same approximations as made in 
the transition from (11.18a) to (I1.l8b), one finds that IX»· 
kz 
can be rewritten as 
% = DB+(dn)"1 ϊ <ν1.|(-ΛβΓ1(2πΓ<1 /dt(-A3)fD 4'i> kz i ' o o 
(z+D |4-q| +v q ) <Φ Φ |(-Λ )(-Λ ) ν > , 
μ
 z+D |k-q| +v q 
where the sunmation runs over the d-1 shear modes and use has 
been made of (11.2) and (11.17). Eq. (11.20) is the mode-mode 
coupling result for the k- and z-dependent diffusion coeffi-
r ι оЯІ 
cient in the low density limit * . Similar results can be 
obtained for other transport coefficients. 
The q-integration in (11.20) can easily be performed in 
any number of dimensions d. In two dimensions the z-dependent 
transport coefficients, with к = 0, are found to be propor­
tional to loçz. This is the reason why in two dimensions the 
linear Navier-Stokes coefficients do not exist. Correlation 
functions like the velocity autocorrelation function decay in 
d dimensions as t" for large t. This corresponds to a term 
in the z-dependent transport coefficients, proportional to 
(ñ—PÌ/P (ή PÌ/P 
z or z logz in an odd or even number of dimen-
sions respectively. In more than two dimensions the linear 
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Navier-Stokea equations do exist; there the limits (11.9) are 
well-behaved. However in three dimensions the linear Burnett 
equations, which are the linear hydrodynamic equations ex­
panded to third order in the gradients of the hydrodynamic 
. Λ 1.28] densities, do not exist . 
The kinetic equations developed in this dissertation can 
he used to calculate the long time hehaviour of time corre­
lation functions in the hard sphere system for arbitrary den­
sity. Partial results for high densities have been obtained 
by Dorftnan and Cohen * and by Mazenko " , who replaced 
the exact propagators in the ring operator by Enskog propa­
gators, in which the collision operator is approximated by 
the Enskog operator. Recently Rêsibois and Poneau have also 
[11.2U] 
derived the mode-mode coupling results from kinetic theory 
Our theory completely confirms the results obtained in three 
Γ 1 2Й1 
dimensions from hydrodynamic mode-mode coupling theory · 
ι o-(n+l) . 
It also reproduces the terms ^ z''^ in the z-dependent 
transport coefficients and the terras ^  k3-2 in the hydro-
dynamic frequencies, with η * 1,2 ..., which were recently 
found by Pomeau ' and by Ernst and Dorfman * . Fur­
thermore we have derived the long time behaviour of time 
[ 11 27] 
correlation functions in two dimensiona ' . These behave 
as t~ in an intermediate time regime (say 10 to ho mean free 
times), which for small densities is bounded by the condition 
, , ТЕГ . 
t < t exp(c/n ). Here t is the mean free time, с is a con-
* "2 . 
stant of order unity and η = no is the reduced particle 
density. For very long times the decay is proportional to 
t" (log(t/t )) · This asymptotic behaviour has been obtained 
0
 Í11 2 І 
before by several investigators " . Notice that the non­
existence of two-dimensional transport coefficients is not 
changed by this result, because the time integrals involved 
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remain divergent. 
Kinetic theory offers also the possibility to justify 
the mode-mode coupling theory, by estimating the terms which 
are neglected in this theory. For low densities such estimates 
have been given by De Schepper, Van Beijeren and Ernst * . 
The slow decay of time correlation functions puts in 
principle restrictions on the range of validity of the linear 
Boltzmann equation. This equation gives rise to an exponen-
tial decay of time correlation functions like the velocity 
autocorrelation function. After a sufficiently long time this 
exponential decay is always dominated by the "long time tails" 
resulting from the decay via hydrodynamical modes. At low den-
sities however this time is extremely long, so that the effects 
of the tails cannot be seen in real experiments nor in com-
puter experiments. At higher densities the relative importance 
of the long time tails becomes stronger. Still their effects 
are weak and hard to detect. Recently however Kim and Matta 
have obtained some experimental results indicating their ex-
high di 
[1.27] 
istence ' · In moderate and high density computer experi-
ments the tails are clearly seen 
Regarding the range of validity of non-linear kinetic 
equations it is harder to make predictions. It has been shown 
by Ubbink and Hauge that at low densities the non-linear 
Boltzmann equation is capable of explaining the slow decay 
of time correlation functions in the correct way ' . 
Hence it might be, although no proof exists so far, that 
the non-linear Boltzmann equation is good for all times, 
which would imply that in two dimensions non linear hydro-
dynamic equations and transport coefficients would exist, 
whereas linear hydrodynamic equations are not valid. 
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As a last application we give an expression for the first 
density correction to the Doltzmann collision operator in 
three dimensions. As we have seen above, the first non-analy­
tic contribution to the collision operator is in three dimen-
3 
sions proportional to η logn· Therefore in the formal density 
expansion of this operator not only the Boltzmann term but 
. . . 2 . 
also the triple collision term, proportional to η , is con­
vergent. The first derivation of this term has heen given by 
Choh and Uhlenbeck ' . In our diagrammatic representation 
the three-body collision term is completely given by the dia­
grams in figs. 8.Ud-k (see p. bh ) and all different diagrams 
which can be obtained from these by attaching the top-cross 
(bottom-cross) at the other end of the T-bond (T-bond) at the 
top (bottom). We have used a theorem proven by Sandri, Sulli­
van and Norem * and by Murphy and Cohen " and one 
proven by Hoegy and Sengers ' , stating that three iso­
lated identical hard spheres can suffer at most four real or 
virtual collisions in two and three dimensions and only in 
the sequences of figs. 8.1*j,k. The triple collision operator 
В (x;±t) can be written as the sum of the contributions of all 
these diagrams in the following form ' : 
B3(x1;±t)= /dx2dx3v(x2)v(x3)6(t) T ^ f ^ f ^ 1+P12+P13) + 
+ /dx^UgHl+P^) Ti2S°2 ;dx3*(x3)f23T13(1+P13)+ 





• /dx^(x 2 )( 1 + P 1 2 )T 1 2 S° 2 <r/dx 3 V J (x 3 )T 1 3 S° 2 3 * T 2 3 
S°3T13(1+P13) , (11.21) 
where S 1 2 i s a short hand notation for S ( χ , - , χ ^ ΐ ΐ ) . Numeri­
cal calculations of the t r i p l e - c o l l i s i o n contribution to the 
transport coefficients in three dimensions have been made by 
Sengers and Gillespie 1 1 1 , 3 6 ] and by Henline and Condiff1 1 1 , 3 T l 
- 133 -
CHAPTER III 
Hon-linear kinetic theory 
The same techniques which were developed in chapter II 
can he used to derive non-linear kinetic equations for the 
η-particle distribution functions. This method is rather 
different from other derivations of non-linear kinetic equa­
tions, for instance that of Bogoliubov. It does not make use 
of the BBGKY hierarchy equations; the only assumption made 
is about the form of the initial ensemble. 
For the one-particle distribution function we obtain a 
non-local, non-markoffian and highly non-linear equation. 
The n-particle distribution functions are found to be time 
dependent functionals of the one-particle distribution func­
tion. 
The advantages of this formulation of the non-linear 
kinetic equations compared to other formulations are essen­
tially the same ones mentioned in connection with the linear 
kinetic equations: The physical interpretation of the indi­
vidual terms in the kinetic equations is more transparant 
because of the diagrammatic representation, and actual cal­
culations are often easier to perform than in non-diagramma­
tic formulations. The divergences in the density expansions 
can be removed again by applying the skeleton renormalization, 
although this is a more complicated procedure here than in 
the linear case. Finally the non-linear Boltzmann and Enskog 
equation can be obtained by simple approximations just like 
in the case of the linear equations. 
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12. Non-linear kinetic equations for the η-particle distribution 
functions. 
Starting from an initial ensemble of a special form we 
express, with the diagram techniques developed in chapter II, 
the one-particle distribution function at time t, f (x,t), 
as a functional of the one-particle distribution function at 
previous times. Differentiation of this expression with res­
pect to time yields a non-linear kinetic equation for the 
one-particle distribution function. We consider the low den­
sity limit and the short tine approximation of this kinetic 
equation. Furthermore we express the η-particle distribution 
functions as functionals of the one-particle distribution 
function and finally we discuss the relation between linear 
and non-linear kinetic theory. 
Consider a hard sphere system which can be described 
initially by an ensemble density of the form 
N 
ρ(Γ,θ) = (ΝίΖ)"1 W(r) Π D(x.) , (12.1) 
i=1 ^ 
where the overlap function W is defined above (З·^) and the 
normalization factor Ζ is given as 
-1 N 
Ζ = / dr (NJ) W(r) Π D(x.) . (12.2) 
i=1 1 
The initial ensemble is completely determined by the one-
particle function D, which must be a non-negative integrable 
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function of r and v. It can Ъе interpreted as the product of 
a local velocity distribution (which need not at all Ъе Max-
wellian) and the initial local fugacity 
ζ
ο
(?) = ƒ dv D(x) . (12.3) 
The form (12.1) for the initial ensemble is quite restrictive; 
it does not allow any correlation between initial velocities 
nor between initial positions, except for the correlations 
introduced by the overlap function. 
The one-particle distribution function, which is defined 
as 
f U ' ( x , t ) = / d r Σ θ(χ.-χ) p(r,t) , (12.10 
i=1 
can initially (i.e. for t=0) be expressed as a non-local 
functional of the fugacity, completely analogous to the fug-
acity expansion of the density in a non-uniform equilib-
[ 12.1] ,. „ 
n u m state, viz. 
f(l)(x1,0)= ϋίχ,Μΐ* fdT2 ç0(r2)f12+ ¿f / d?2dî3Ço(?2) 
So(?3)(f12f13+f12f23+f13f23+f12f13f23)+ •'•, ' ( 1 2 , 5 ) 
where f.. is the Mayer function, defined in (3«5)· 
ij J ' 
Note that (12.1) includes the local equilibrium ensemble, 
Ρ1(Γ)= (N!Zir
1W(r) 
exp Σ 0(г.){р(?.)-^т|у.-^(?.)|2} , (іг.б) 
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where the local inverse temperature, local chemical potential 
and local mass velocity may be arbitrary functions of the 
. . •+ position r. 
From (2.16) and (3.7) it follows that the ensemble den­
sity describing the system at time t, is given by 
p(r,t) = S(-t)p(r,0) . (12.T) 
After inserting this into (12.1*) one can obtain a diagrammatic 
expansion of the one-particle distribution function, similar 
to the diagrammatic expansions defined in section k. Again 
the δ-functions in (12.U) are represented by a top-cross, 
the binary collision expansion (3.19b) is substituted for 
the streaming operator, and the function W(r) is expanded in 
flayer graphs, according to (3·1*). No crosses are placed at 
the bottom of the diagram, where no δ-functions are present 
in this case. However, one must attribute a factor D(x.) to 
the bottom of each particle line i, replacing ψ(χ.) in D.R. 
2c of section 't. The cut-off rules are applied in precisely 
the same way as in section h. However, the interpretation 
of a cut-off diagram is slightly changed. The free streaming 
operators corresponding to the line segments deleted at the 
top side of a diagram, may be omitted just as in section U, 
by virtue of (и.За). On the other hand the free streaming 
operators corresponding to deleted line segments at the 
lower side of a diagram may not be omitted in the corres­
ponding analytic expression, because these operators act on 
functions D(x.), and (l*.3b) does not apply. The reason to 
delete these line segments nonetheless is that we want to 
apply the shifting procedure in the same way as in section 
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6. To that end we need diagrams with a similar structure as 
there. The interpretation of the cut-off diagrams can be kept 
the same аз in section k, if the free streaming operators 
corresponding to deleted line segments are incorporated into 
the functions which are attached at the lower cut-off levels. 
D.R. k has to be changed accordingly into 
D.R.U'aCb) Each vertical line is deleted above (below) the high­
est (lowest) level containing a cross or a bond attached to 
the line. To the lower cut-off level of the line labelled i, 
one must attribute a factor S.(-t+t.)D(x.), where t. is the 
ι ι ι · ι 
time corresponding to this level. 
Then, D.R. 5b, which forbids T-bonds from which no ver­
tical lines run upward, can be applied here too. However 
D.R. 5at forbidding T-bonds from which no lines rim down, 
does not apply, because of the presence of the factors 
S?D(x.) at the lower cut-off levels. 
The one-particle distribution function is represented 
by 1/Z times the set 5 ([¿1, 0;-t), defined in Def. U.3b, 
which must be interpreted according to the diagram rules of 
section kt with the changes mentioned above. Like in the 
case of time correlation functions the reduction to linked 
diagrams replaces the set D ([ 1] , 0;-t) by the set 
С ([ 1] , <í>;-t), defined in Def. 5. lb. The factor 1/Z in the 
contribution of each diagram is exactly cancelled by the sum 
of the integrals over the particles in disjoint pieces. The 
shifting procedure, as defined in section 6, may be applied 
here as well. But instead of shifting statistical bonds down 
from the top, we now shift them upward from the bottom, to 
the lowest possible levels, compatible with the requirement 
- i s a ­
f ig . 12.1 
A diagram without dynamical bonds, 
contributing to f (χ,,,ΐ). 
f i g . 12.2 
A t runk diagram (a) and a non-trunk 
diagram (b) with t runk ( a ) , 
b 
fig. 12.3 
A few instantaneoua diagrama contributing to B. 
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of minimal vertical line length within each star factort The 
cut-off rules for individual star factors are the same as in 
section 6. After application of the shifting procedure the 
one-particle distribution function can be expressed as the 
sum of all barred regular diagrams with one top-cross and no 
bottom-crosses (see Defs· 6.3b and 6,kb)t or 
f ( l )(x,t) » С ^ Ц ] , φ; -t) . (12.8) 
Again the transition from labelled to unlabelled dia­
grams changes the weight factor (Ni)" to a symmetry factor 
1/s. 
The reduction to trunk diagrams immediately leads to the 
desired kinetic equation for the one-particle distribution 
function. Like in section 7 a point on a vertical line seg­
ment or in a vertex, where a piece of a diagram can be dis­
connected from the top-cross by a cut, is called a dynamical 
or statistical articulation point respectively. But here the 
trivial case of a cut-point on the line segment running down 
from the top-cross is excluded. Trunk diagrams are defined 
again as diagrams without articulation points. There are two 
types of trunk diagrams, namely diagrams without or with dy­
namical bonds. The simplest diagram without dynamical bonds 
is the diagram consisting of the top-cross only. All other 
diagrams without dynamical bonds consist of a free propagat­
or running down from the top-cross and a statistical vertex 
at the bottom (an example is given in fig. 12.1). The sum of 
these diagrams represents the function S0(x1j-t)f (x.,0), 
as may be concluded from (12.3)· All trunk diagrams with 
dynamical bonds consist of a barred regular collision dia-
- ii+o -
gran which is connected to the top-cross Ъу one vertical 
line segment (an exanple is fig. 12.2a). The set В of all 
barred regular collision diagrams is larger here then it 
was in section Θ: It contains diagrams with T-bonds from 
which no vertical lines run down, because D.R.5a does not 
hold. 
Like in section 7 all non-trunk diagrams can be con­
structed from trunk diagrams by attaching diagrams of the 
set С ([ 1] , φ) at the lower cut-off levels of the vertical 
lines (see fig. 12.2b). Hence, according to (12.8), the set 
of all diagrams with the same trunk represents the contrib­
ution of the latter, acting on a product of one-particle 
distribution functions which are attached at the lower cut­
off levels of all the vertical lines, and evaluated at the 
corresponding times. For instance, the contribution of the 




0(x1;-t1)/dx2T12 ƒ d t ^ 0 ^ ,x2;-t2+t1 ) 
t1 
/dx3T23f




The set of all collision diagrams is called the colli­
sion operator again. Here this operator produces a highly 
non-linear functional of the function f of χ and t on which 
it acts. This functional will be denoted as B(x,t|f). Again 
the contributions of instantaneous collision diagrams must 
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be multiplied Ъу a factor 6(t). 
Аз a result of the preceding analysis we obtain the 
following equation for the one-particle distribution func­
tion: 
f ( 1 ) ( x 1 , t ) = s 0 ( x i ; - t ) f ( 1 ) ( x 1 , o ) + ; d t 1 s 0 ( x 1 i - t + t 1 ) 
о 
BU^tJf0*) (12.9) 
This non-linear integral equation, in principle at least, 
determines the time evolution of the one-particle distribut­
ion function completely, provided the initial ensemble is 
of the form (12.1). By differentiating (12.9) with respect 
to time one obtains the non-linear kinetic equation: 
3/3t f(1)(x1ft)+ i:
0(x1)f
(1)(x1,t)= l u ^ t l ^
0 ) , (12.10) 
expressing the time derivative of the one-particle distrib­
ution function as a time dependent functional of the one-
particle distribution function itself. This equation is the 
non-linear counterpart of (8.7b) or ( .іб). 
Like in the case of equilibrium time correlation func­
tions, one can apply the skeleton renormalization to the 
internal structure of the collision diagrams. However, the 
self-energy insertions become explicitly time dependent be­
cause of the explicit time dependence of the one-particle 
distribution functions. For this reason the application of 
the skeleton renormalization at this stage seems to be rather 
impractical. A better approach is probably first to expand 
- 1U2 -
the one-particle distribution functions occurring in the 
functional BCx-.tlf ) around total or local equilibrium, 
before applying the skeleton renormalization to sets of 
diagrams which are all of first order, second order etc. 
in deviations from total or local equilibrium. 
It is clear that the non-linear kinetic equation 
(12.10) is even harder to deal with than the corresponding 
linear equation, which weis discussed in section 8. However, 
like in the linear case, the low density limit and the short 
time approximation can be obtained easily. 
In the low density limit В is approximated by the dia­
gram, shown in fig. 12.3a. Insertion into (12.10) yields the 
non-linear and non-local Boltzmann equation, 
a/at f(1)(x1,t)+i:
0(x1)f
(1)(x1,t)= / d X g T ^ f ^ U ^ t ) 
f ( l )(x 2,t) . (12.11) 
This equation can be reduced to the ordinary Boltzmann equa­
tion by neglecting its non-locality. 
The Enskog equation is obtained, like in section 11, by 
retaining only the instantaneous diagrams in the expemsion 
of B. Besides fig. 12.3a, these are the diagrams in figs. 
12.3b,с etc.. The Enskog approximation yields for (12.10) 
a/at f(1)(x1tt)+ jc0(x1)f(1)(x1,t)= /dXgT^g^.r^t) 
f^U^tOf^Ug.t) , (12.12) 
where t h e function g i s given by t h e Mayer expansion 
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gCr^rg.t) = 1+G(r1,î2,t)= 1+ ;dr3V(r1,r2|r3)n(r3,t)+ ...+ 
+
 (k_2)i /dr3...drk V(r1,r2|r3...rk)n(r3,t)...n(rk,t) . 
(12.13) 
The functions Vir.,r |r . . · Γ ) are represented Ъу the set of 
all linked k-particle Mayer graphs with two reference points 
[12 2] •+ 
and no articulation points * . The local density n(r,t) 
follows from the one-particle distribution function as 
n{r,t) = ƒ dv f(l)(x,t) . (12.11*) 
Just аз (11.1+) is a generalization of the linearized 
version of the original Enskog equation, (12.12) is a gener­
alization of the complete non-linear Enskog equation. In a 
one component system (12.12) leads to the same (non-linear) 
Havier-Stokes equations as the ordinary Enskog equation, but 
just as in the linear case differences enter at the level of 
the Burnett equations, which contain third order derivatives 
of the hydrodynamical densities. A discussion of (12.12) and 
its consequences both for one component systems and for mix­
tures has been given in ref. [11.18]. 
It should be noted that (12.12) is an exact equation 
only under the conditions that i) the hard sphere system 
under consideration is initially described by an ensemble 
of the form (12.1) and ii) the considered time interval, up 
from t = 0, is much shorter than the mean free time. 
The η-particle distribution functions, with η = 2,3 ·.., 
- lin-
ean be expressed as functionals of the one-particle distrib-
ution function in the sane way as the one-particle distrio-
ution itself (see (12.9))· These distribution functions were 
defined in (2.13) as 
f(n)([]ç],t)= /drp(r,t) Σ fiüjjMjgd·)]) . (12.15) 
In a system which is described initially by an ensemble of 
the form (12.1), the η-particle distribution functions can 
be represented by 1/Z times the set of diagrams D ([n],9»-t), 
interpreted in the way described in the beginning of this 
section. Again the reduction to linked diagrams cancels the 
factor 1/Z and the transition from labelled to unlabelled 
diagrams replaces the factor (Ni)" by a symmetry factor 
1/s. The reduction to trunk diagrams can be performed, as 
before, by summing to one-particle distribution functions 
all diagrams which can be attached to the lower cut-off 
levels of vertical lines in trunk diagrams. Consequently 
the η-particle distribution functions can be represented 
by the sets of all barred regular trunk diagrams with η 
top-crosses, acting on products of one-particle distribu­
tion functions at the lower cut-off levels of the vertical 
lines. This implies that the η-particle distribution func­
tions are time dependent functionals of the one-particle 
distribution function at the time t and at all times be­
tween the initial time and t. 
Let us pay some special attention to the two-particle 
(2) 
distribution function f (x-.x^.t). This function is re­
presented by the set of all barred regular trunk diagrams 
with two top-crosses. If one connects the top-crosses to 
- iU5 -
each other Ъу a T-bond in all these diagrans, one obtains 
precisely the diagrammatic representation of the collision 
operator B. This is expressed in the equation 
Κχ,,ΐΙ^
1
*) = /dx2T12 f{2hx}tx2tt) . (12.16) 
Substituting (12·16) into (12.10) one recovers the first 
hierarchy equation (10.8). The higher order hierarchy equa­
tions can be found in the same way by relating the diagramma­
tic expansion of the η-particle distribution function to the 
time derivative of the (n-1)-particle distribution function. 
From (12.16) one easily deduces which approximations 
for the two-particle distribution function i^ve rise to 
non-linear Boltzmann equation and to the Enskog equation 
respectively. The approximation leading to the Boltzmann 
equation is the low density approximation where, in the 
case of the hard sphere system, the two-particle distrib­
ution function is just the product of two one-particle dis­
tribution functions, 
f^U^Xg.t) = f(l)(x1,t)f
(l)(x2,t) . (12.17) 
The approximation leading to the Enskog equation is 
f ^ U ^ . t ) = f(l)(x1,t)f
i1)(x2,t)g(r1,r2tt), (12.18) 
where the function g is given by (12.13)· 
Note that both (12.1?) and (12.18) satisfy the well-
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[l2 З] known molecular chaos assumption ' , in which one assumes 
that no correlations exist between the velocities of differ-
(*) . . . 
ent particles . In the Boltzmann approximation there is 
also no correlation between the positions of two particles i 
the two-particle distribution function factorizes completely. 
In the Enskog approximation the correlation g(r ,r ) between 
position coordinates is completely determined by the local 
density, and it is the same eis in a non-unifonn equilibrium 
ensemble· 
We want to conclude this section by making a comparison 
between the non-linear kinetic equation (12.10) and the li­
near kinetic equation (8.16). Equation (12.10) can be li­
nearized by expanding all one-particle distribution func­
tions occurring in the expansion of B, around total equilib­
rium as follows: 
f(l)(x,t) = V(x)(l + 6h(x,t)) , (12.19) 
where ψ i s given as 
V(x) = (m0/2iT) d / 2 n(?)exp(-Smv 2 /2) . (12.20) 
-1 . . i-*-\ Here β is к times the inverse of the temperature and n(r) 
о 
is the local density, both in the equilibrium state to which 
т*т 
Note that this assumption is only fulfilled exactly at the 
initial time, as a consequence of our special choice of 
the initial ensemble. Correlations between the velocities 
of the particles develop within a time of the order of 
the mean free time, after which the molecular chaos as­
sumption is not strictly valid any more. For different 
initial ensembles which contain velocity correlations, 
the molecular chaos assumption does not hold at the 
initial time. 
- 11+7 -
the system evolves. The local density is determined Ъу the 
equililsrium fugacity ζ and the external potential V(r), by 
the relation 
n(r) = ς e- 0 V U ;(1
+
 ç/dr2f12 e 2 + . . . ) . (12.21) 
Substituting (12.19) into (12.10) and retaining only 
terms of zeroth and first order in 5h one obtains the kinetic 
equation 
t 
(3/3t+i:0(x1))^(x1)(l+6h(x1,t))= B{xltt|*)+ /dty^x^ 
о 
Bix^-t^öhix^t-t^ . (12.22) 
Here Β ί χ . , ΐ Ι ^ ) represents the action of the non-linear c o l l i s ­
ion operator on the equilibrium distr ibut ion function and 
B(x..;-t..) i s the l inear c o l l i s i o n operator defined in sect ion 
8. We have used the property that B i x ^ - t ) can be commuted 
W . 
with the product Π φ(χ.). which was discussed at the end 
i=1 1 
of sect ion 7· Furthermore we have ident i f i ed the diagramma­
t i c expansion of the l inear ized operator B Í x ^ t l f ) with 
that of the l inear operator B i x ^ - t ) , by observing that af-
t e r the l inear iza t ion of the former D.R. 5a may be applied 
again. 
In equilibrium the one-part ic le d i s tr ibut ion function 
does not depend on t ime, so that the r e l a t i o n , 
•C^x,) Чх^ = Β ί χ , , φ ) , (12.23) 
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must hold. In uniform equilibrium this is trivial, but not so 
in non-uniform equilibrium. In that case only the Enskog con­
tribution (see (12.12)) survives on the right hand side of 
(12.23), which can be transformed to the following integro-
differential equation for the local density ' : 
(n(?1 ) Г
1
 Эп(?1 )/Э?1=-ВЭ (?1 )/3rì*(. Э/Эг )/d?2C(?1 ,?2)n(r2), 
(12.210 
where the direct correlation function is defined analogously 
to (8.12) by the equation 
C(rltr2) = G(r 1 tr 2)- /dr3n(r3)C(r1ir3)Q(r3tr2) (12.25) 
The function G was defined in (12.13). It can easily be shown 
that (12.21) is a solution of (12.21*). 
By combining (12.22) and (12.23) and commuting JC0 with 
^(x.) one recovers the linear kinetic equation (8.16) with 
the initial condition 
„-1,- N /,(1) <5h (x1t0) =^"
l(x1) {^"(χ,,ΟΪ-^χ,)} . (12.26) 
The same initial condition holds in section 8, but the shape 
of f (χ ,0), which was obtained from the initial ensemble 
(2.32) in section 8 and from (12.1) here, is quite different 
in both cases. 
It follows that the linear hydrodynamic equations and 
the corresponding transport coefficients which are obtained 
- U p ­
on the one hand from the linear kinetic equation (8,16) and 
on the other hand from the non-linear kinetic equation 
(12.10) by linearizing around total equilibrium, are iden­
tical. 
Instead of expanding (12.10) around total equilibrium 
. . . [ 12 
it is also possible to apply the Chapman-Enskog procedure 
which implies an expansion around local equilibrium. This is 
a much more complicated procedure to follow here than it is 
in the case of the Boltzmann equation, because of the non­
local ала non-instantaneous character of the collision oper­
ator B. However the results one would obtain would be very-
interesting, since the approach of a system to equilibrium 
is believed to proceed through a sequence of states close 
to local equilibrium but not necessarily close to total e-




By using diagrammatic methods we obtained kinetic equa­
tions for time correlation functions and η-particle distrib­
ution functions· These were represented in terms of diagrams 
by expanding statistical correlations in terms of Mayer func­
tions and inserting the binary collision expansion for the 
streaming operator· 
A number of subsequent reductions led to linear kinetic 
equations for the equilibrium time correlation functions and 
non-linear kinetic equations for the η-particle distribution 
functions. Linearization of the latter around total equili­
brium turned out to yield the same linear equations which 
were obtained for the time correlation functions. Divergen­
ces in the density expansions of the kinetic equations were 
removed by application of the skeleton renormalization. 
The kinetic equations for the one-particle one-particle 
correlation function and for the one-particle distribution 
function reduce to the linear respectively the non-linear 
Boltzmann equation in the low density limit and to the linear 
respectively the non-linear Enskog equation in the short time 
limit. The long time behaviour of equilibrium time correlat­
ion functions follows from our equations for general density. 
We conclude by giving some other possible applications 
and extensions of the theory presented here. 
i) It would be very useful if, under certain conditions, 
one could find convergence proofs, as well for the in­
dividual renormalized diagrams contributing to the 
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collision operator, ae for the whole seriest Up till now 
no such proofs have been given. 
The proof of an H-theorem, 
The derivation of non-linear hydrodynamic equations from 
the non-linear kinetic equation (12.10) by making an ex-
pansion around local equilibrium. This procedure is more 
difficult here than it is in the case of the Boltzmann 
or Enskog equation· The reason is that the collision 
operator contains many contributions exhibiting a slow 
time decay, such as that of the ring diagram. 
Interesting aspects of non-linear kinetic and hydro-
dynamic equations are the following: Can equilibrium time 
correlation functions be described in some sense by non-
linear equations, and especially can their long time be-
haviour be obtained from such equations ? Are there 
any differences between linear and non-linear transport 
coefficients, and if so, do non-linear transport coeffi-
cients exist in two dimensions? Have "bare" and "renorm-
alized" transport coefficients, as used in recent liter-
ature ' , something to do with a difference between 
non-linear and linear transport coefficients? 
The derivation of non-linear kinetic equations for init-
ial ensembles which allow for more general correlations 
between the positions and velocities of the particles 
than those contained in (12.1). 
A further investigation of the density dependence of 
transport coefficients. In principle it seems possible 
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with our theory to make a classification of diagrams 
which contrihute to a given order in the density n, 
where we allow for non-analytic functions, containing 
for instance non-integer powers of η or powers of log 
However the actual calculation of all these terras is 
very difficult; it is already so for the first non-
analytic term in three dimensions· 
The study of Brownian motion by applying the kinetic 
equation for the one-particle self correlation func­
tion to a Brownian particle. 
The investigation of dynamical properties near the cri-
1 13,2] 
tical point in the Widom-Rowlinson model " . This is 
a binary mixture of hard spheres in which only particle 
of different species interact with each other. It has a 
critical point in the concentration density plane. 
The investigation of other hard sphere interactions, 
for instance rough sphere interactions ' , in which 
the colliding particles do not only exchange linear 
velocities but also angular velocities. Аз long as the 
interactions are instantaneous the kinetic equations 
obtained here remain valid, only the definitions of T-
and T-operators have to be modified. 
The modification of the hard sphere interaction by the 
addition of a Van der Waals-like, infinitely long but 
infinitesimally weak, attractive tail. Piasecki, Besi-
bois and Pomeau have already discussed the modificat­
ions of the hard sphere results which are introduced 
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ν *ν.· 4. · [1·11] by this extension ι 
χ) Very little is known about the derivation of kinetic e-
quations in the presence of short range attractive forces 
between the particles. The main complication is the possi­
bility of bound states between two or more particles. If 
one extends the hard sphere interaction by an attractive 
square well the interactions between the particles remain 
instantaneous. Therefore it seems plausible that our 
techniques can be applied to this model with only a few 
changes. The resulting kinetic equations would be inter­
esting, especially at moderate and high densities. In­
tuitive generalizations of the Enskog equation for this 
model have been studied by Sengers (unpublished); Hoff­
man and Curtiss have extended the Enskog equation for 
more general potentials * , but they could not take 
the effects of bound states into account. 
xi) The extension of the methods used here to the quantum 
mechanical case. It is not clear so far if all reduc­
tion steps for the diagrammatic expansions can be gene­
ralized for quantum mechanical systems; especially the 
shifting procedure is problematic. We do not know whether 
in the quantum mechanical case the definitions of barred 
and unbarred operators can be given at all, nor if an 
equivalent of the commutation relation (3.26) exists. 
xii) The extension to more general potentials of finite range. 
This can be done by similar techniques as used here. 
However the binary collision expansion must be replaced 
- 15І» -
by a multiple collision expansion which registers when 
particles enter or leave each others interaction range, 
and which takes into account the collision dynamics of 
interacting clusters of particles in an exact way· This 
makes the theory much more complicate than it is in the 
hard sphere case. Eventually the addition of a weak tail 
of infinite range could be taken into account Ъу the 
methods referred to under ix). It would be interesting 
to know whether also in this сазе a useful generalizat­
ion of the Enskog equation could be obtained by consider­
ing some sort of short time limit. 
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Appendix A 
Here we give the details of the reduction to linked dia­
grams. Consider an N-particle diagram with m top-crosses and 
η bottom-crosses, belonging to the set D ([m] .[n'] ) 
ο 'V \* (D ([mljn1])) defined in Def. l+.3a(b). Suppose the refer-
o ^ 'ъ 
enee piece (see section 5) of this diagram contains s part­
icles labelled i. ... i and the disjoint part, which may 
consist of several disjoint pieces, contains N-s particles 
labelled j. ... j„ .We prefer to relabel the particles in 
natural order: in the reference piece as 1,2 ... s and in 
the disjoint part аз s+1, ... N. Relabelling does not change 
the contribution of a diagram, because integrations are 
performed over the phases of all particles (see D.R. 2d). 
After the relabelling each N-particle diagram with a refer­
ence piece labelled 1,2 ... s occurs Ni/{(N-s) Is'.} times. 
We consider separately i) the case where the reference 
piece contains top-crosses as well as bottom-crosses and 
ii) the case where the reference piece contains only top-
crosses ([n'l = 0 belongs to the second case). 
i) In a diagram D where the reference piece contains top-
and bottom-crosses, the disjoint part contains no dynamical 
bonds as a result of D.R.5· Hence, as a consequence of the 
cut-off rules (D.R.U), the disjoint part is a statistical 
diagram containing only statistical bonds, and located at 
the top (bottom) of D. The integrations over the phases 
of all particles in the disjoint pieces can be performed, 
irrespective of the structure of the reference piece. Then 
the contribution of D is found to be the product of the 
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contribution of the reference piece and that of the dis-
joint part, multiplied by a factor (N-s)is'/N'. This is 
the weight factor (N!)~ of D, divided by the weight fac-
tors (si)" and {(N-s)i}" of the reference piece and the 
disjoint part respectively (see D.R.2e). It is exactly 
compensated by the inverse factor resulting from the re-
labelling of the particles. 
Now let Co([m] ,[ç·] ,s) (Co([m] .[ç') ,s)) be the set 
of all s-particle diagrams belonging to С ([m] Л η']) 
(С ([JIJ] Jn'] )), defined in Def. 5.1a(b), and let Ζ be the 
set of all N-particle statistical diagrams without any 
crosses. Then the sum of the contributions to F([m] Jn'] ). 
defined in (2.28a), of all diagrams with a reference piece 
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([m],[jri·]) , (A.ld) 
where Ζ = 1. In the transition from (A.lb) to (A.1c) we 
о 
have used Def. 5·1a and D.R.2, and in the transition from 
(A.lc) to (A.ld) we have employed (2.7). (З·1*) and the hard-
-(5Ф(г ) 
sphere relation Π e = W(r). The expressions in 
α 
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terms of С are completely analogous. 
i i ) In diagrams where the reference piece does not contain 
bottom-crosses, the reference piece in diagrams of 
D ([jg] »[ç*] ) (the disjoint part in diagrams of D ([jg] ,[jç1] ) ) 
does not contain dynamical bonds, as a consequence of D.R.5. 
Let us consider the f i r s t case. The contribution of each dia-
gram factorizes again into the product of the contribution 
of the reference piece and that of the disjoint par t , multip-
l ied by the factor (N-s)!s!/N!. 
Be U ([m]) the set of a l l linked s-par t ic le s t a t i s t i c a l 
diagrams with m top-crosses and be D ([m] , [p ' ] ,Γΐ) the set 
of a l l N-particle diagrams of the set D ( I m l . t p ' l ) defined 
in Def. U.3a. Then the sum of the contributions of a l l dia­
grams in which the reference piece contains m top-crosses and 
the dis joint part contains η bottom-crosses can be written 
as 
1 » N-n 
Ζ"
1








( [ m ] ) Z " 1 Σ D ( * , [ £ ' ] ,N') , (A.2b) 
3=m !Г=п 
= Σ U ( [ m ] ) < S ( ± t ) Σ 6 ( [ η · ] - [ η ( Γ ) ] ) > , (A.2c) 
s К ^ ( г ) К К 
з 
з=т 
- g d m D g d ^ ' ] ) . (A.2d) 
In the transition from (A.2b) to (A.2c) we have used that the 
set D([ jg] ,[ n') ;±t) multiplied by Z" represents the correlat-
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• 
ion function < Σ ( Γ ) 6([m]-[m(r)])S(±t) Σ ( Γ ) δ([ η']-[^(Γ)] )> 
as was discussed in section U. In the transition from (A.2c) 
to (A.2d) we have employed (2.29); the operator S(±t) may be 
omitted in the equilibrium average. Furthermore we have used 
that the set of diagrams Σ U ([m]), interpreted according to 
D.R.2, is the Mayer expansion of the equilibrium distribution 
function g([m]). This is well-known in the literature " ' , 
but it also follows directly from (A.2a-d), by choosing 
[c'l = Φ. 
The contribution (A.2d) to FdmJ.ln']) cancels the sub­
tracted term < Ζ, ν 6(lm]-[jji(r)] ÍSUtígÜjj1] ) > on the right 
hand side of (2.28a). 
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Appendix В 
BI General outline. 
In this Appendix we work out the shifting procedure in 
detail. We prove that it is possible to shift down statistic­
al honds in a uniquely defined way, such that all resulting 
diagrams have the properties, described in section 6. 
Let us start with a short description of our strategy. 
In section 6 we have discussed the shifting procedure for 
linked diagrams to which the cut-off rules have been applied. 
We have stated that the shifting procedure is completely de­
termined by imposing the following two global requirements 
on all star factors (see p. 57 ) of the resulting diagrams: 
Requirement i): In all star factors of the reduced diagrams 
the vertical line length is minimal; this means that the 
total number of vertical line segments in the star factor 
cannot be decreased by moving statistical bonds to differ­
ent levels. 
Requirement ii): Each statistical bond stands at the highest 
possible level, compatible with the requirement of minimal 
vertical line length. This second requirement is to a certain 
extent arbitrary and could be replaced by, for instance, the 
requirement that all statistical bonds stand at the lowest 
possible levels, compatible with minimal line length. 
In part B2 of this Appendix we prove that for any star 
- 1Ó0 -
factor there exists a unique distribution of statistical bonds 
over its levels, which satisfies requirements i) and ii). 
In part B3 we examine the structure of the individual 
vertices, and we show that the global requirements i) and ii) 
are equivalent to the requirement that all vertices have cer-
tain properties. Vertices having these properties will be 
called optimal vertices. 
In part Bk we formulate the shifting rules, which are 
detailed prescriptions to commute statistical bonds with free 
streaming operators and dynamical bonds. After application of 
the shifting rules all resulting diagrams (called reduced dia-
grams) consist of optimal vertices only and thus satisfy the 
global requirements. 
In part B5 we consider the structure of the reduced dia-
grams in more detail and we investigate the result of applying 
the shifting rules to sets of diagrams as defined in Def. 1*.5· 
Finally in part Вб we review briefly the differences 
which arise if one replaces in requirement ii) the "highest" 
by the "lowest" possible levels. 
B2 Global requirements. 
The global requirements i) and ii) given in part 31 will 
be needed in a somewhat different form. In this context we 
need two diagrammatic properties which are discussed below, 
Consider a set of statistical bonds S and a diagram F t 
called frame. We are mainly interested in the case that F 
does not contain statistical, bonds, but for the properties 
to be defined and the theorems to be proven this is not at 
all necessary. Furthermore F may contain empty vertices, i.e. 
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vertices containing neither bonds nor crosses (this is a ge-
neralization of the concept of a vertex as given in Def. U.l). 
We define sets of diagrams in the following way: 
Def. B1 C(F,S) is the set of all diagrams which are obtained by-
putting the statistical bonds of S at the levels of F in all 
possible different ways. 
Next we formulate two important properties which are satis-
fied by certain diagrams of a given set C(F,S). 
Property BI A diagram D, belonging to a given set C(F,S), 
satisfies property BI with respect to the level 1 in F if, 
among all diagrams of C(F,S), D has a minimal number of ver-
tical line segments between 1 and 1+1. 
Property BII A diagram D, with property BI with respect to 
1 in F, satisfies BII with respect to 1, if D contains a min-
imal number of statistical bonds below 1 with respect to the 
subset of all diagrams of C(F,S) satisfying BI with respect 
to 1. 
Notice that there may be several diagrams in one set C(F,S) 
with property BI or BII with respect to a given level of F. 
We define the dynamical frame of a star factor A in a 
diagram D as the diagram obtained by i) deleting in D all 
bonds and crosses except the dynamical bonds and crosses 
occurring in A and ii) adding empty vertices at all levels 
corresponding to levels in D where no bonds or crosses of 
A are present. 
Then the global requirements i) and ii) of part BI, to 
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Ъе satisfied by all reduced diagrams, can be replaced by the 
following requirement: 
Requirement iii): Let an arbitrary star factor A of a diagram 
D consist of a dynamical frame F and a set S of statistical 
bonds. Then it is required that the bonds of S are distributed 
over the levels of F in such a way that property BII is satis-
(*) fied with respect to all levels of F . 
At first sight requirement iii) seems to be stronger than 
the combined requirements i) and ii)· However the theorems B1 
and B2 will show that each set C(F,S) contains exactly one 
diagram satisfying requirement iii). Then this diagram auto­
matically satisfies requirement i) and ii), as can be shown 
easily. Consequently requirement iii) is indeed equivalent to 
requirements i) and ii). 
In theorem B1 we consider partitions (P|P) of a set S of 
statistical bonds, where Ρ and Ρ are subsets of S, such that 
Ρ Π ρ = ψ and Ρ U ρ = s. Subsets of C(F,S), characterized by 
a level 1 and the partition (P|P), are defined as follows: 
Def. B2 C(F,(P|P),l) is the set of all diagrams of CÍF, Ρ U ρ) 
in which each statistical bond of Ρ stands above the level 
1+1 and each statistical bond of Ρ stands below the level 1. 
In all diagrams belonging to a set CÍF^Pl?),!) the set of 
vertical line segments between 1 and 1+1 is the same. This is 
proven in a lemma: 
In fact, whenever we require that property BII is satis-
fied with respect to all levels of a frame, we exclude 
the bottom level, for which this property is irrelevant. 
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«rama BI In all diagrams of a set C(F,(P|P),l) the same vertical 
line segments are present between 1 and 1+1. 
'•oof A segment of a line is present between 1 and 1+1 iff a cross 
or bond is attached to this line above 1+1 as well as below 1. 
All diagrams of C(F, (P|P),1) contain exactly the same crosses 
and bonds above 1+1 and below 1. Hence in all these diagrams 
precisely the same line segments are present between 1 and 
1+1. 
As a result of this lemma we may extend the properties 
BI and BIIt which were defined as properties of diagrams, to 
properties of partitions. 
A partition (P|P) of S is said to satisfy property BI 
respectively BII with respect to a level 1 in a frame F, if 
one diagram, and consequently any other diagram, of the set 
C(F, (P|P),l) satisfies BI respectively BII with respect to 
the level 1 in F. 
With the help of the preceding definitions and lemma BI 
the following theorem is proven: 
Theorem BI i) There is one and only one partition (P-JP·,) 
of a given set of statistical bonds S which satisfies BII 
with respect to a given level 1 in a frame F (where 1 is not 
the bottom level). 
ii) If (Q-l^) is another partition of S, satisfying only BI 
with respect to 1, then Q С Ρ . 
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Proof Because there exists a finite number of partitions of S. at 
least one of these, say (P|P), satisfies BII with respect to 
1. It must Ъе shown that there is at most one such a parti­
tion· 
Suppose there are two different partitions of S, namely 
(P|P) and ( Q | Q ) , which both satisfy BII with respect to 1. 
We will show that this leads to a contradiction. 
Define N^ and N as the numbers of line segments between 
1 and 1+1 in the diagrams of C(F,(P|P),l) and C(F,(Q|Q),1) 
respectively. From our initial assumption it follows that 
Np = N. (both are minimal). The numbers Np and N- can be 
written as the sum of three contributions in the following 
way: N p = N p Q + N* + iÇ and N Q = N p Q + N* + N". Here N p Q is 
the number of line segments between 1 and 1+1 present in 
both sets of diagrams. N is the number of line segments be-
tween 1 and 1+1» present in the diagrams of C(F((P|p),1), 
and absent in those of C(F,(Q|Q),l), with the property that 
the lower cut-off levels of these lines are located above 
1+1 in the second set of diagrams. Similarly Ν" is the num­
ber of line segments between 1 and 1+1, present in the dia­
grama of C(F,(P|P),1), and absent in those of C(F,(Q|Q),l), 
with the property that the upper cut-off levels of these 
lines are located below 1 in the second set of diagrams. 
The numbers N Q and N~ are defined in analogous way for the 
diagrams of C(F,(Q|§),l). 
The positions of the vertical lines accounted for by 
these numbers, are sketched schematically for both sets of 
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fig. BI 
Consider next two other partitions of S, namely 
(P U Q|? Π ζ) and (Ρ η Q|P и Q ) . We will obtain inequalities 
for the numbers N p U and N p n counting the numbers of line 
segments between 1 and 1+1 in the sets C(F,(pUQ|pncJ)
 fi) а па 
C(F,(pnQ|pUq),i) respectively. 
All line segments between 1 and 1+1 in either of these 
sets are also present in the diagrams of C(F,(P|?),l) and/or 
C(Ft(Q|Q),l). In order to understand this consider the set 
of diagrams C(F,P UQ|pn§) д ) . Suppose a line segment labelled 
i is present between 1 and 1+1 in this set. This means that 
at least one bond or cross is attached to the line i above 
1+1 аз well as below 1. The bonds and crosses attached below 
1 belong either to the set Ρ П 5 or to the frame F, and are 
therefore also attached below 1 in both sets CÍF.ÍPl?),!) 
and C(F,(Cl|5),l). The bonds and crosses attached above 1+1 
belong either to the set Ρ U Q or to the frame F, and are 
accordingly also attached above 1+1 in at least one of the 
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sets C(F,(P|P),1) and C(F,(Q|Q),l). As a consequence the line 
i is present between 1 and 1+1 in at least one of both sets. 
Furthermore the lines counted in N D and N are not pre-
sent in the diagrams of C(F,(P U Q|P П Q),l): if the lower 
cut-off level of a certain line lies above 1+1 in the dia­
grams of C(F,(P|P),l) or C ( F , ( Q | Q ) , 1 ) , it also lies above 
1+1 in the diagrams of C(F,(P U Q|P Π §),ΐ). Similarly the 
lines counted in iC and N~ are not counted in N p
n Q . Fig. B2 
sketches a possible distribution of the same lines as present 
in fig. B1, for the diagrams of C(F,(P U Q|? П §),l) and 
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f i g . B2 
As a result of the preceding observations the numbers üLy . 
and Np по s a tisfy the following inequalities: 
»? UQ < "RJ + NP + NQ « 
N p n Q < N p Q + N ; + Nj . 
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Addition of these inequalities yields : 
N p n Q + N p U í í < N P + N Q = 2 N p 
If NppjQ or Np υ 0 were smaller than N p t we would have con­
structed a partition with a smaller number of line seffments 
between the levels 1 and 1+1 than in the original partitions 
(P|P) and (Q|Q), which is in contradiction to our initial 
hypothes i s. The re fore 
N p H Q - N p U Q - K p - ^ 
From the initial hypothesis it also follows that Ρ and Q con­
tain the same (maximal) number of statistical bonds. This im­
plies that Ρ U Q contains a larger number of statistical bonds 
than both Ρ and Q, unless Ρ and Q are identical. But the num­
ber of bonds in Ρ and Q, is maximal at the given, minimal, 
number of line segments between 1 and 1+1. Hence we must con­
clude that Ρ = Q. This proves the first part of theorem B1. 
The proof of the second part is completely analogous: If 
(P,|P,) is the partition of S which satisfies BII with res­
pect to 1 and (Q1|51) is another partition satisfying only 
BI with respect to 1, it follows again that Np p.
 Q • Np U Q = 
1 41 *! 41 
Np = NQ . The set Ρ U Q contains more statistical bonds 
1 1 than P1, unless Q С ρ Hence the latter condition must be 
satisfied indeed, because (P,|P,) satisfies BII with respect 
to 1. 
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In the sequel of this Appendix we always use the notat­
ion (P |P ) for the unique partition of a given set S satis­
fying BII with respect to the level 1 of a given frame F. 
Next we consider the questions whether it is possible 
to distribute the statistical bonds of a given set S over 
the levels of a given frame F in such a way that BII is sa­
tisfied with respect to all levels of F, and if so whether 
such a distribution is unique. In order to analyze these 
problems we suppose that a set C(F,S) contains a diagram 
satisfying BII both with respect to the levels 1-1 and 1. 
Then the statistical bonds above 1 are precisely the bonds 
of the set Ρ . and the statistical bonds above 1+1 are pre­
cisely the bonds of P... This can only be true if Ρ
η
 . С ρ 
and if the bonds of the set Ρ-,/Ρ, « are present at the level 
1. According to theorem B1 the sets Ρ and Ρ ., and conse­
quently also the set Ρ /P, ., are uniquely determined. One 
may therefore conclude that a diagram, satisfying BII with 
respect to all levels of F, can be found, iff Ρ , С ρ f
o r 
all 1. This diagram contains the set of statistical bonds 
Ρ /P . at each level 1 which ia not the top or bottom level, 
and is thereby uniquely determined. In theorem B2 we prove 
that in each set of diagrams C(F,S) the property P..
 1 С ρ 
is indeed satisfied for 0 < 1 < η where η denotes the bottom 
level. 
For the proof of this theorem we need two more lemma's. 
The first lemma describes how the number of line segments be­
tween two subsequent levels changes if one moves a set of 
bonds from one of these levels to the other: 
Lemma B2 Let D , with 1 = 0, 1, 2 ..., be the diagram obtained by 
putting a given set of bonds Я at the level 1 in a given 
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frsune F. Then the number of line segments between 1 and 1+1 
in D , minus the corresponding number in D-,
 + 1» is given by 
n~(F,Q)-n1+1(F,Q), where n~(F,Q) (n (F,Q)) is the number of 
outgoing (incoming) lines attached to Q (i.e· lines running 
down (upward) from Q) in D . 
Proof 
l + i 
fig. из 
Sketch of the situation of bonds and vertical 
line segments in two diagrams, D (fig. B3a) 
and D l + 1 (fig. B3b). 
In the diagrams D and D . the line segments between 
1 and 1+1 can be distinguished into n~(F,Q) respectively 
n.
 1(F,Q) line segments attached to Q (in fig. B3 the line 
segments labelled 2, 3 and the line segments labelled 2, kt 
5 respectively), and a number of line segments not attached 
to Q. The latter are the same in D.. and D i » since particle 
lines to which no bonds of Q are attached (the line segment 
labelled 1 in fig. B3) have cut-off levels independent on 
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the position of Qt Consequently the difference between the 
numbers of line segnenl 
deed n'(FtQ)-n*+1(F,Q), 
m nts from 1 to 1+1 in D and Э « is in-
The second lemma states that the number of outgoing (in­
coming) vertical lines attached to a set of statistical bonds 
never increases (decreases) if this set is moved down to a 
lower level. 
Lemma B3 Let D be defined as in lemma 32. Then nl+1(F,Q)> η^Γ,ίί) 
and n^
+1(F,Q) < n~(F,Q). 
The proof of the first inequality is obvious if one rea­
lizes that any line running upward from Q in D-, is also run­
ning upward from Q in D .. (see fig. B3). The proof of the 
second inequality is completely analogous. 
Corollary to lemma's B2 and B3. Suppose the number of line 
segments between 1 and 1+1 (l-l and l) does not decrease if 
a set of bonds Q is moved from 1 to 1+1 (from 1 to 1-1) in 
a frame F. Then the number of line segments between 1+1 and 
1+2 (1-1 and 1-2) does not decrease if Q is moved from 1+1 
to 1+2 (from 1-1 to 1-2). 
This follows immediately from the preceding lemma's. 
For instance the decrease in the number of line segments as 
a result of moving Q from 1+1 to 1+2 is, according to lemma 
32, n*
+2(F,Q)-n^+1(F,Q) > n*+1(F,Q)-n^(F,Q) > 0. The first 
inequality follows from lemma B3 and the second one from the 
assumption made. 
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We are now able to prove theorem B2. 
Theorem В2 Consider a set of diagrams C(F,S), as defined in 
Def. B1. Let (Ρ·,!?·,) be the partition of S which satisfies 
BII with respect to some level 1 (not the bottom level) of 
F, then P. , С ρ if l is not the top level. 
Proof Suppose P, ,. t- P... We will show that this leads to a con­
tradiction. Consider the diagran which is obtained by dis­
tributing the bonds of S over the levels of F in the follow­
ing, specially chosen way: 
All bonds of the set Ρ . are situated at the level 1-1. 
The bonds of P.. which are not contained in P.. - are put at 
the level 1 and the bonds belonging neither to Ρ . nor to 
P. are put at the level 1+1. 
The diagram obtained in this way, belongs to the set 
C(F,(P1_1|Ρ1_1),1-1) and accordingly satisfies BII with res­
pect to 1-1, but not with respect to 1, because Ρ . £ Ρ . 
A diagram satisfying BII with respect to 1 can be constructed 
in the following way: Take the bonds which belong to the non­
empty set Q = Pii/iPi.·] n P])» a n ( i which stand at the level 
1-1, and move these bonds to the level 1+1. The resulting 
diagrams belongs to the set C(F,(P |p ),l). However, moving 
Q from 1-1 to 1 does not decrease the number of line segments 
between 1-1 and 1, because the original diagram satisfies BII 
with respect to 1-1. From the corollary to lemma's 32 and 
B3 it follows that the number of line segments between 1 and 
1+1 also does not decrease if Q is subsequently moved from 
1 to 1+1. This implies that the constructed diagram contains 
at least as many line segments between 1 and 1+1 as the 
original diagram, but less statistical bonds above the level 
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1+1· Hence this diagram cannot satisfy BII with respect to 1. 
This leads to a contradiction, so our initial assumption was 
false and P,.. С ρ , 
From the theorems B1 and B2 a few conclusions may be 
drawn. 
Firstly, each set of diagrams C(F,S) contains precisely 
one diagram D(F,S) satisfying BII with respect to all levels 
of F, in which the set of statistical bonds of S at the level 
1 is uniquely determined· It is the set Ρ if 1=0, it is the 
set S/P-,, if 1 is the bottom level and it is the set Ρ-,/Ρ·,, 
at all other levels (The sets Ρ are defined below theorem 
B1). 
Secondly the global requirements i) and ii), as given in 
part B1, are equivalent to the requirement iii), given on 
p. 1б2, stating that BII is satisfied at all levels of F. 
The only diagram satisfying these requirements for given F 
and S is the diagram D(F,S). The minimal vertical line length 
of this diagram is guaranteed by the fact that BI is satis­
fied at all levels. The second part of theorem BI implies 
that in any diagram of C(F,S) satisfying BI with respect to 
all levels of F, all statistical bonds stand at the same or 
lower levels as in the diagram D(F,S). Therefore D(F,S) is 
the only diagram satisfying requirement ii). 
Finally, if a diagram satisfies BII with respect to all 
levels of a frame F, this has important consequences for the 
structure of the vertices in the diagram. These consequences 
will be the subject of the next part of this Appendix. 
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B3 Local requirements. 
The global requirement iii) can Ъе translated into local 
requirements on the structure of individual vertices. To that 
end we define optimal vertices as follows: 
Def. B3 An optimal vertex ν belonging to a star factor A in a dia^ 
gram D and located at the level 1 of D, is a vertex which 
satisfies the following conditions: 
i) The vertical line length of A increases if any non-empty-
set of statistical bonds belonging to ν is moved upward 
to the level 1-1, unless 1 is the top level. 
ii) The vertical line length of A does not decrease if any 
set of statistical bonds belonging to ν is moved down to 
the level 1+1, unless 1 is the bottom level. 
Note that the change in vertical line length of a star factor, 
when a set of statistical bonds is moved down or upward from 
a vertex v, can be deduced from the structure of ν alone (see 
lemma B2). Hence being optimal is a local property of a vertex, 
which depends on its structure and position only. 
If the statistical bonds of a star factor A are distrib­
uted over the levels of its dynamical frame F in such a way 
that property BII is satisfied with respect to all levels of 
F, then all vertices of A are optimal. This follows immedia­
tely from property BII. 
In theorem B3 it is shown that a star factor which con­
tains only optimal vertices, satisfies property BII with res­
pect to all levels of its dynamical frame. This implies that 
the global requirement iii) may be replaced by the local re-
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quirement that all vertices in all star factors of a diagram 
are optimal. We use this in our formulation of the shifting 
rules. 
Theorem 33 If all vertices of a star factor A are optimal, 
then A satisfies property BII with respect to all levels of 
its dynamical frame. 
Proof Let A he a star factor with a dynamical frame F and a set 
of statistical bonds S, which are distributed over the levels 
of F in such a way that all vertices in A are optimal. Let 1 
he some level (not the bottom level) in F and let (P |p ) be 
the partition of S which satisfies BII with respect to 1. 
We must prove that in A all bonds of P.. stand above 1+1 and 
all bonds of P1 stand below 1. This is done by showing that 
the assumption of the reverse leads to a contradiction. 
Assume that i) some of the vertices in D above 1+1 con­
tain bonds of Ρ and/or ii) some of the vertices below 1 con­
tain bonds of Ρ , so that D does not satisfy BII with respect 
to 1. Then one can construct a diagram which does satisfy BII 
with respect to 1, in the following way: 
First move the bonds of Ρ standing at the level 1 to­
wards the level 1+1, next repeat this procedure with the bonds 
of P1 standing at, 1-1, and continue in this way up to the top 
level. When bonds are moved down from a certain level the 
vertices at all higher levels are not changed, since the same 
vertical lines as before are running up and down from these 
vertices. From condition i) in Def. 33 and the corollary to 
lemma's 32 and B3 it follows that the number of line segments 
between 1 and 1+1 does not decrease in any of the moves of 
statistical bonds towards the level 1+1. 
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Next consider the set of bonds of P1 standing at the 
level 1+1. Call this set Q. Notice that the vertex at the 
level 1+1 need not be optimal any more as a result of the 
additional bonds of P.. which have been brought down by the 
previous procedure. However the number η (Q) of lines which 
run upward from Q is ^  the corresponding number η (Q) in 
the original star factor A; it is impossible that the upper 
cut-off level of a line which was originally located below 
1, is now located above 1, as a result of moving down bonds. 
The set Q is moved from 1+1 to 1. The number n~(Q) of 
lines running down from Q after this move is > the corres­
ponding number n~(Q) which is obtained when Q is moved from 
о 
1+1 to 1 in the original star factor A. According to lemma 
B2 the increase of the number of line segments between 1 and 
1+1 when 3 is moved to 1, is given by n~(Q)-n (Q) > 
n~(Q) - η (Q) > 0. The last inequality is a result of condi­
tion i) of Def. B3 and the fact that the vertices in A are 
optimal. 
In the following steps all bonds of Ρ standing below 
the level 1+1 are moved towards the level 1, first those at 
the level 1+2, next those at 1+3 and so on down to the bottom 
level. 
As a result of condition i) of Def. B3 and the corollary 
to lemma's B2 and B3, each time a non-empty set of statistical 
bonds is moved upward to the level 1, the number of line seg­
ments between 1 and 1+1 increases by at least one. In the re­
sulting diagram however, the number of line segments between 
1 and 1+1 has to be minimal, as this diagram was constructed 
in such a way that it satisfied BII with respect to 1. We may 
therefore conclude that actually none of the vertices below 
1 contained bonds belonging to P1. This disproves the second 
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part of our initial hypothesis. 
In the preceding moves of statistical bonds from higher 
levels towards 1+1 the number of statistical honds above 1+1 
decreased, but the number of line segments between 1 and 1+1 
was not lowered. This is again a contradiction to the fact 
that the final diagram satisfies 311 with respect to 1, un­
less all sets of bonds which were actually moved down, were 
empty. Hence also the first part of our initial hypothesis 
is disproved. From this it follows that the original star 
factor A satisfies BII with respect to 1. 
BU Shifting rules. 
From the preceding part it follows that the rules for 
shifting down statistical bonds must be determined in such 
a way that all resulting diagrams consist of optimal ver­
tices only. To this end we need the following lemma: 
Lemma BU Let ν be a vertex which stands at a level 1 (not the 
bottom level) in a star factor A, and which satisfies pro­
perty i) of Def. B3. Let S be the set of statistical bonds 
in v. Then there exists a uniquely determined optimal par­
tition (PJP) of S which has the following properties: 
In the diagrams obtained from A by moving Ρ to the level 
1+1 or to a new level between 1 and 1+1 
a) the vertex at the level 1 is optimal. 
b) the vertex at the level 1+1, respectively the new level 
between 1 and 1+1, satisfies property i) of Def. B3· 
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Proof The required part i t ion i s the part i t ion ( p J p ) sa t i s fy ing 
property BII with respect t o 1 in A. The proofs of a) and b) 
are t r i v i a l . 
Next the sh i f t ing rules are formulated as fol lows: 
Shi f t ing rules Consider а С -diagram, by which we mean a dia­
gram belonging t o a s e t С (IjgJ t ic 'J ) (see Def. 5 · 1 ) . In such 
a diagram a l l dynamical bonds are T-bonds and a l l s t a t i s t i c a l 
bonds stand at the top l e v e l . Call t h i s diagram D and suppose 
i t can be decomposed in to a s e t of star factors {A } . Each 
s tar factor A cons i s t s of a dynamical frame and a s e t of 
s t a t i s t i c a l bonds S . By inspection one can find the optimal 
part i t ion (Ρ IΡ ) of each se t S . The union U p і з ca l l ed 
_ o o o i 0 
Ρ . This se t i s sh i f ted t o the l e v e l 1 in D, with the aid 
о · 
of the equal i ty ( 3 . 2 6 ) , which reads 
η η η 
Π f G0 = G0 Π f + G0 Σ Δ ( Π f )GC 
. , α. . , α. . , α. , j . α, 1=1 ι ι=1 ι ι=1 ι kf i к 
If Ρ consists of η statistical bonds the result of shifting 
down Ρ is, that the original diagram D is replaced by n+1 
new diagrams. One of these diagrams differs only from D in 
that the statistical bonds of Ρ stand at the level 1 in-
o 
stead of at the top level. In the other η diagrams (if η > θ) 
the set Ρ is present at the top level and a new level appears 
between the top level and the level 1, with a vertex consist­
ing of a A-bond and n-1 f-bonds. In these diagrams the new 
level is labelled by 1, while the original levels 1,2 ... 
are relabelled as 2,3 ... «In all star factors of the n+1 
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result ing diagrams the vertex at the top level has become op­
timal and the vertex at the level 1 sa t i s f ies condition i ) of 
Def. B3, as a resul t of lemma Bk. 
In the next step the n+1 newly obtained diagrams are r e ­
duced further. Each of these diagrams contains a set S of 
s t a t i s t i c a l bonds at the level 1. S, is e i ther Ρ or i t i s 
_ i o 
Ρ minus one f-bond. The set S must be decomposed into sub­
sets S. belonging to the s t a r factors A. of the diagram un-
. i l 
der consideration. One of these subsets, say S belongs to 
i l . 
the same s t a r factor A. as the.dynamical bond at the level 
1. The optimal p a r t i t i o n (P |P ) of S can be found again 
by inspection. In a l l remaining s t a r factors Α., with i ^ i . , 
the optimal par t i t ion of S is the par t i t ion (^Is..). This 
can be proven as follows: 
Suppose the par t i t ion (0|S ) i s not optimal. Then there 
is another par t i t ion ( P j P . ) , with Ρ- ^ Φ , which i s optimal. 
Move the set Ρ towards the level 2 in A . The result ing s tar 
factor A contains a non-empty vertex at the level 1, con­
s i s t ing of s t a t i s t i c a l bonds only. However a non-empty ver­
tex consisting of s t a t i s t i c a l bonds only and standing below 
the top leve l , e i ther violates property i ) of Def. B3, i f 
a l l i t s bonds are moved upward to the preceding level , or i t 
violates property i i ) , i f a l l i t s bonds are moved down t o the 
next level . This is a contradiction to property a) in lemma 
BU. Hence the par t i t ion (01s,) i s optimal. 
«il i . 
Next define P. as the union of P. and a l l sets S with 
i î* i... The set P. must f i r s t be commuted with the dynamical 
bond at the level 1 by using (3.23). Notice that a s t a t i s t i -
cal bond with the same pair index ae the dynamical bond at 
І1 
the level 1, i f occurring in S., belongs t o the subset P.. . 
Next P1 must be shifted t o the level 2 by using (3.26) again. 
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In all star factors of the resulting diagrams the vertex 
at the level 1 has become optimal as a consequence of lemma 
ВІ». Furthermore the vertices at the level 2 satisfy condition 
i) of Def. B3· In all resulting diagrams with a new vertex 
containing a A-hond, the levels must be relabelled again. 
The procedure must be repeated for all following levels 
2,3 ··· · In each diagram the set of statistical bonds S at 
the level 1 under consideration is decomposed into subsets 
i i ^І 
S belonging to the star factors A . For the subset S , be-
. ii . 
longing to the same star factor A -L as the dynamical bond 
. . , ііі-ііч 
at the level 1, the optimal partition (P |P ) must be found. 
In the remaining star factors the partition (0|s ) is the op-
i -il i 
timal partition of S . The union of Ρ and the sets S with 
i φ i , is commuted with the dynamical bond at the level 1 
and shifted to 1+1 with the aid of (3.26). Then in all star 
factors of the resulting diagrams the vertex at the level 1 
has become optimal and the vertex at the level 1+1 satisfies 
condition i) of Def. B3. 
The shifting procedure is completed as soon as one has 
reached the bottom level in all resulting diagrams. Since a 
vertex at the bottom level is optimal if it satisfies only 
condition i) of Def. B3, all vertices in all star factors of 
all resulting diagrams are optimal after completing the shift­
ing procedure. 
In connection with the shifting rules the following 
points are of interest: 
i) We define reduced diaffrnms as diagrams which result from 
applying the shifting rules to а С -diagram. 
ii) The shifting rules are unambiguous. Each step is well-
defined and consequently the set of reduced diagrams 
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result ing from any С -diagram is uniquely determined. 
i i i ) A reduced diagram sat i s f ies D.R.'s 1-5 and contains no 
other dynamical bonds than T-honds and A-bonds. 
iv) In applying the shift ing procedure one wi l l find in many 
cases that the set of s t a t i s t i c a l bonds t o be shifted 
down from a certain level is empty. Then a l l following 
steps do not change anything any more and in fact the 
shifting procedure is already completed for the diagram 
under consideration. 
(*) 
v) All vertices in a reduced diagram , except that at 
the top level, consist of bonds belonging to only one 
star factor. 
vi) As mentioned already, a l l reduced diagrams contain only 
optimal ver t ices . On the other hand there are optimal 
vertices which do not occur in any reduced diagram; to 
be specif ic, the optimal Δ-vertices occurring in reduced 
diagrams always satisfy some extra r e s t r i c t i o n s , which 
are discussed in the next part of th i s Appendix. 
B5 Regular ver t ices . 
Each Δ-vertex in a reduced diagram sa t i s f ie s the follow­
ing two res t r ic t ions with respect to the s t a r factor t o which 
i t belongs: 
T*)—'.— 
Notice the difference between a vertex in a diagram, con­
taining all bonds of the whole diagram at one level, and 
a vertex in a star factor which contains only bonds be­
longing to that star factor. 
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a) The number of l i n e s running down from the vertex exceeds 
the number of l ines running upward from i t . 
b) The vertex may not contain an f-bond with the same pair 
index аз the A-bond. 
Restr ict ion a) need not be s a t i s f i e d with respect t o 
complete diagrams· 
Restr ict ion b) i s obvious; a A-bond always originates 
from an f-bond and D.R.3 forbids that the same f-bond occurs 
twice in one diagram. Restr ict ion a) i s a corol lary t o the 
following lemma: 
Lemma B5: Let D be a reduced diagram and l e t ν be a Δ-vertex, be­
longing t o a star factor A of D, and located at a l e v e l 1. 
Then the v e r t i c a l l ine length of A increaaes i f any non-empty 
set of bonds, which may contain the Δ-bond, i s moved from 1 
t o 1-1. 
Proof At some step of the sh i f t ing procedure by which D i s pro­
duced, a s e t Q of s t a t i s t i c a l bonds i s sh i f ted down from the 
l e v e l 1-1 in a diagram D' ... This set Q can be found as 
fol lows: Replace a l l A-bonds standing below 1-1 in D by f-
bonds. Then Q i s the s e t of a l l f-bonds standing below 1-1 
in the resu l t ing diagram. 
Be D' the diagram obtained from D' by moving the se t 
Q t o the l e v e l 1. I f any non-empty s e t of f-bonds belonging 
t o Q i s moved from 1 t o 1-1 in DJ, the number of l i n e seg­
ments between 1-1 and 1 increases, as a consequence of pro­
perty b) in lemma BU. I f the same s e t of f-bonds (or corres­
ponding A-bonds) i s moved t o 1-1 in D, the number of l i n e 
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segments betveen 1-1 and 1 increases by the same amount, as a 
consequence of lemma B1> Hence lemma B5 follows. 
Corollary to lemma B5· Let ν be a Δ-vertex belonging to a star 
factor A of a reduced diagram. Then the number of lines running 
down from ν in A exceeds the number of lines running upward 
from ν in A. 
This follows immediately from lemma B5 by choosing the 
complete vertex ν as the set of bonds which is moved from 1 to 
1-1. 
Hence, from the shifting rules and lemma B5 it follows 
that a reduced diagram D satisfies the four conditions given 
below: 
1) D satisfies the D.R.'s 1-5. 
2) All vertices in D are optimal. 
3) All dynamical bonds in D are T-bonds or Δ-bonds. 
h) All Δ-vertices in D satisfy the restrictions a) and b ) , 
formulated at the beginning of part B5. 
In the following theorem we prove that the reverse is 
also true: 
Theorem BU A diagram D, satisfying the conditions 1)-Ό for­
mulated above, is a reduced diagram. 
Proof The next two points are proven successively: 
1) D is produced by applying the shifting procedure to the 
diagram D which is constructed from D in the following 
way: All f-bonds in D are moved to the top level and 
each A-bond in D is replaced by the corresponding f-bond, 
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which is aubaequently also moved to the top level. 
2) The diagram D is а С -diagram. 
Point 1) is proven Ъу induction. The induction hypo­
thesis reads: 
After the 1 step in the reduction of D , when statis­
tical bonds have been shifted to the level 1, one of the 
resulting diagrams is a diagram D with the following struc­
ture: 
D is identical to D above the level 1. At the level 1 
D contains a vertex v., with a set of statistical bonds S. 
and with the same dynamical bond (or crosses) as present at 
the level 1 in D. The set S.. consists of all statistical bonds 
of D , with exception of those which were left at one of the 
о 
levels 0 through 1-1 in D , or which were replaced by a Δ-
bond at one of the levels 0 through 1. Below 1 D.. is identical 
(*) to D v ;. 
о 
Obviously the induction hypothesis is satisfied for 1=0. 
It must be shown that the application of the shifting rules 
to D 1 produces a diagram D l + 1i with the same properties as 
D , but with respect to the level 1+1 instead of 1. 
Consider the effects of the shifting rules on D · Let 
P1 denote the set of statistical bonds at the level 1 in D 
and let P.. denote the set S,/Ρ,· We will show that, in apply­
ing the shifting rules to D , the set P. is shifted down from 
1. 
The dynamical bond of the vertex v. at the level 1 in D 
* # Ά 
belongs to some star factor, say A . Let S.., P. and ?1 be the 
7*1 
Note that, because of possible A-vertices, the level 1 in 
D^ ^ may correspond to a level with a lower number in D . 
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intersections with A of S , Ρ and P. respectively. Then P.. 
is shifted down from 1 by applying the shifting rules to D , 
iff (P |p ) is the optimal partition of S with respect to 
the star factor A . This follows from the shifting rules as 
given in part BU. 
In order to investigate the partition (Ρ·,)?, ) we consider 
the diagram DÍ, which is obtained by replacing in D all Δ-
bonds below 1 by the corresponding f-bonds. D' contains a star 
factor A', corresponding to the star factor A 1 of D . The dia­
grams D' and D.. contain precisely the same bonds and crosses 
(cf. the induction hypothesis giving the definition of D ), 
and the relative order of dynamical bonds and crosses is the 
same in both diagrams. In D' the bonds of the set Ρ are lo­
cated at the level 1 and the bonds of Ρ are located below 
1. Hence it is sufficient to show that in A' the partition 
(P,|P,) satisfies BII with respect to 1, for then, according 
to lemma B1, (P |P ) is the optimal partition of S also in 
A (see lemma ВІ+). 
it —"k 
The proof that (P |p ) satisfies BII with respect to 1 
in A is analogous to the proof of theorem B3: If statistical 
bonds in D' are moved down from 1, the number of line seg­
ments between 1 and 1+1 in A* does not decrease, since the 
vertex at the level 1 in D| is optimal·, it is identical to 
the corresponding vertex in D. If statistical bonds in D| are 
moved upward to 1 from a vertex at a lower level, the number 
of vertical line segments in A' between 1 and 1+1 increases. 
For the vertices of D' below 1, which correspond to Δ-vertices 
in D, this follows from lemma B5 and the corollary to lemma's 
B2 and B3. For the remaining vertices of D', which are iden­
tical to the corresponding vertices in D, it follows from the 
fact that these vertices are optimal and from the corollary 
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to lemma's B2 and B3. 
Therefore the partition (P-JP,) is optimal with respect 
to A' and consequently also with respect to A . 
Hence, by applying the shifting rules to D the set Ρ 
is shifted down. Now consider again the diagram D. If the 
vertex at the level 1+1 in D contains a T-bond or bottom-
crosses, the required diagram D . is the diagram obtained 
from D by moving the set P.. to the level 1+1. If the vertex 
at the level 1+1 in D contains a A-bond, the diagram D . is 
one of the diagrams which result from the commutation of ? 
with the free streaming operator between 1 and 1+1. 
Hence the induction hypothesis is satisfied with respect 
to the level 1+1 in D, which proves that D is produced indeed 
by applying the shifting rules to D . 
Point 2, stating that D is а С -diagram, remains to be 
shown. From the definition of D , as given in point 1, all 
properties of а С -diagram follow trivially for D , except 
the condition that the same f-bond may not occur more than 
once in D . However in applying the shifting procedure to D 
identical f-bonds would always be kept together. Hence, if 
D would contain the same f-bond more than once, D would con-
o 
tain either a vertex with two or more identical f-bonds, which 
is forbidden by D.R.3, or a vertex with a Δ-bond and an f-
bond with the same pair index, which is forbidden by restric­
tion b), imposed on Δ-vertices in a reduced diagram. Conse­
quently D is а С -diagram indeed. 
If one applies the shifting procedure to a set of dia­
grams A (N;[m(r)], [ρ'ίΓ)];^ ... η ), as defined in Def. 
О 'V 'ν 01 Qu 




 · · · η
α
 ) · This set consists of a l l N-particle diagrams 
with n
a
, a.-bonds, for i = 1 . . . к, with top-crosses at the 
set [m(r)] and bottom-crosses at the set [ n ' i r ) ] , with s a t i s ­
fy the four conditions formulated above theorem Bh. 
A considerable simplification can be achieved by adding 
diagrams with Δ-bonds to the diagrams with T-bonds instead 
of those Δ-bonds. Suppose a diagram belonging t o a set A· 
contains a number of A-bonds. I t i s clear that replacement 
of a l l these A-bonds by the corresponding T-bonds yields a 
diagram belonging to the same set A'. On the other hand one 
may consider diagraras belonging t o some set A' 
i ) which contain no A-bonds; 
i i ) in which some of the T-vertices satisfy the r e s t r i c ­
tions a) and b ) , given at the beginning of t h i s par t , 
with respect t o the star-factors to which they belong. 
In such a diagram the replacement of T-bonds by A-bonds in an 
arbitrary number of vertices satisfying the re s t r ic t ions a) 
and b ) , yields a diagram belonging t o the same set A'. 
Hence i t i s possible t o divide one set A' into subsets 
A', consisting of one diagram D without A-bonds and the set 
of diagrams which can be obtained from D, by replacing some 
of the T-bonds by the corresponding Δ-bonds in vertices s a t i s ­
fying the re s t r ic t ions a) and b ) . 
A T-bond and the corresponding A-bond can be added t o 
yield a T-bond, according to ( 3 . 2 Ό . Therefore each subset 
A' can be replaced by one diagram, which is ident ical t o D, 
except that T-bonds axe substituted for a l l T-bonds in ver­
t ices satisfying re s t r ic t ions a) and b ) . 
A further simplification is obtained by using the pro­
perty (3.23c), s ta t ing that f Τ = 0, in order t o exclude dia-
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grams containing at the same level a statistical and a dynami­
cal bond with the same index. 
Next we define: 
Def. BU A regular vertex ν belonging to a star factor A of a dia­
gram D, and located at a level 1 of D, is a vertex with the 
following properties: 
i) The vertical line length of A increases if any non-empty 
set of statistical bonds belonging to ν is moved upward 
to the level 1-1, unless 1 is the top level· 
ii) The vertical line length of A does not decrease if any 
set of statistical bonds belonging to ν is moved down 
to the level 1+1, unless 1 is the bottom level· 
iii) If ν contains a dynamical bond, this is a T-bond if in 
A more lines run down than upward from the vertex, it is 
a T-bond otherwise. 
t iv) ν does not contain bonds f and Τ or Τ with the same 
a α α 
pair index a. 
A vertex in a diagram is regular if the intersection of the 
vertex with an arbitrary star factor A of the diagram is a 
regular vertex within A. 
By applying the shifting rules to a set A (N;[jn(r)] , 
[ n ' C r ) ] ^ ... η
α
 ), adding together all diagrams of each 
subset A' of resulting reduced diagrams and next omitting 
all resulting diagrams which give vanishing contributions by 
virtue of (3.23c) or D.R. 5b, one obtains the set 
A,(N;[m(r)],[ η'(Γ)] ;n_ ... n_ ), consisting of all regular 
1 ^ Λ* t» ι wjç 
N-particle diagrams with nn a.-bonds for i = 1 ... к, with 
i 1 
top-crosses attached to the set [р(Г)] and bottom-crosses 
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to the set [jç'Cr)] . 
In the last part of this Appendix we consider what differ-
ences result if the statistical bonds are shifted to the low-
est possible levels, compatible with minimal vertical line 
length· 
Вб Shifting to the lowest possible levels. 
As was mentioned already at the beginning of this Appen­
dix one may, instead of leaving the statistical bonds at the 
highest possible levels, also shift these bonds to the low­
est possible levels, both compatible with the condition of 
minimal vertical line length. Here we discuss how the shift­
ing rules have to be changed in this case. Furthermore it 
will become clear that certain sets of С -diagrams and С -
о о 
diagrams, i.e. diagrams belonging to one of the sets 
С ([m],[ρ1]) defined in Def. 5»1b, are equivalent to each 
other. 
If one wants to shift down statistical bonds to the low­
est possible levels, the word minimal in property BII has to 
be replaced by maximal. As a result of this change the roles 
of: i) top and bottom level, ii) upward and downward direc­
tion and iii) T-bond and T-bonds, are interchanged. 
If these changes are introduced into the theorems BI-BU 
and the definitions of optimal and regular vertices, the struc­
ture of these theorems and definitions remains essentially 
unchanged· 
The most interesting changes resulting from the alter­
native form of property BII occur in the shifting rules. One 
may redefine these rules in two ways: Firstly one may start 
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from С -diagrams, in which all dynamical bonds axe T-bonds 
and all statistical bonds stand at the bottom level. Then 
statistical bonds are shifted upward from the bottom level 
in precisely the same way as they were shifted down from the 
top level in С -diagrams. The second possibility is to start 
from С -diagrams. Then in the 1 step of the shifting pro­
cedure one must find the optimal partitions of sets R of 
statistical bonds at the level 1-1 in similar way as before, 
but using the alternative definition of optimal vertices. 
Next the set P-,, is shifted to the level 1 and commuted with 
the dynamical bond at this level by using (3.23). By this 
commutation one achieves that at each level of the reduced 
diagrams the statistical bonds stand below the dynamical bond; 
this is also the case in the diagrams obtained when statis­
tical bonds are shifted upward from the bottom level. In the 
method where the statistical bonds are shifted down from the 
top level it may be necessary to commute a bond f with a 
bond Τ having the same pair index. This is done by replacing 
f Τ by Τ f , in accordance with (3.23c). 
α α α α 
If one shifts the statistical bonds to the lowest possi­
ble levels the restriction a), satisfied by Δ-vertices in re­
duced diagrams, is changed (this restriction was formulated 
at the beginning of part B5). Moreover the form of this res­
triction depends on whether statistical bonds are shifted up­
ward in С -diagrams or shifted down in С -diagrams. In the 
о о 
first case this restriction becomes: 
a) The number of lines running upward from the vertex exceeds 
the number of lines running down from it. 
In the second case it becomes: 
a·) The number of lines running upward from the vertex does 
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not exceed the number of lines running down from it. The con­
tent of lemma B5 has to be changed accordingly. The proof re­
mains essentially the same as before. Restriction Ъ) remains 
satisfied independent of which method is used. 
Also the conditions formulated above theorem Bh have to 
be adapted. The conditions 1), 2) and k) remain the same, but 
the optimal vertices in condition 2) and the conditions a) 
and b), mentioned in condition Ό of this theorem, have to be 
interpreted in the suitable way for each case. If statistic-
al bonds are shifted down in С -diagrams condition 3) remains 
о _ 
the seme as b e f o r e , but i f they are s h i f t e d upward i n С -
diagrams t h i s c o n d i t i o n becomes: 
3) Al l dynamical bonds i n D are T-bonds or Δ-bonds. Again, 
a f t e r the r e d u c t i o n of a s e t A or A , as defined in Def. 
о о' 
U.5, the set of all resulting reduced diagrams can be di­
vided into subsets A', and all diagrams of such a subset 
can be added together to one new diagram, which now is a 
barred regular diagram (see Def. б.ЗЪ). 





or Ä (N;[m(r)] ,[^ (Γ)] ;n
a
 ...Пц ) сап be transformed into 
the corresponding set A^N;! m(r)] ,[jj(r)] ¡Пд ...Пд ). In 
part B5 it was already shown that each set A can be trans­
formed into the corresponding set Α... Hence it follows that 
corresponding sets Α.. and A. are equivalent. 
Finally, notice that in the same way as a set A can be 
transformed into the corresponding set Α.. by shifting statis­
tical bonds down to the lowest possible levels, a set 5 can 
о 
be transformed into the corresponding set Α.. by shifting stat­
istical bonds upward to the highest possible levels, compa­
tible with minimal vertical line length. 
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Appendix С 
In section 7 we stated the following theorem: 
Theorem 7«1 A trunk diagram D is (barred) regular iff all 
vertices satisfy the following properties, defined with res­
pect to the complete diagram D: 
C1) The vertical line length of D increases if any non-empty 
set of statistical bonds belonging to a vertex ν at a level 
1, is moved to the level 1-1, unless 1 is the top level. 
C2) The vertical line length of D does not decrease if any 
set of statistical bonds belonging to ν is moved to the level 
1+1, unless 1 is the bottom level. 
C3) If ν contains a dynamical bond, this is a T-bond if in D 
more lines run down from ν than upward, it is a T-bond other­
wise. 
Ck) ν does not contain bonds f and Τ or Τ with the same 
α α α 
pair index. 
Here we give the proof for regular diagrams. For barred 
regular diagrams it goes completely analogous. 
We have seen in section 6 that a star factor A is regular 
iff all its vertices satisfy properties i) through iv) of Def. 
6.3a. These are identical to properties C1-CU, except that 
everywhere D is replaced by A. 
We will use the terms instantaneous star factor and non-
instantaneous star factor for star factors without and with 
vertical line segments respectively. An external line segment 
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running upward from a vertex in a star factor A of a dia­
gram D is a line segment, present in D but not in the star 
factor A itself. An internal line segment, running upward 
or down from a vertex in A, is a line segment which is 
present in A. 
We first prove: If a trunk diagram D is regular, i.e· 
if all vertices in any star factor of D satisfy properties 
i)-iv) of Def. 6.3a, then all vertices in D satisfy proper­
ties CI-CU. For property CU this is trivial. The proof of 
the other three properties is given below in ten successive 
steps. In each step we formulate a property for vertices or 
star factors of a diagram D and we show that this property 
holds if D is a regular trunk diagram. 
1) All bonds of one vertex in D below the top level belong to 
the same star factor. 
For vertices in regular diagrams this follows from the shift­
ing rules as discussed in Appendix В on p. 180. 
2) Each vertex in D is linked. 
This means that between any two particles, occurring in a 
bond or cross of a given vertex v, there is a path consisting 
of bonds of v. Among these there may be virtual bonds between 
top- or bottom-crosses (see section 5| P« 50 ). In order to 
prove 2) in case D is a regular trunk diagram, we assume that 
a vertex ν in D is not linked and show that this leads to a 
contradiction. 
If ν is not linked it contains at least one "disjoint 
piece", say w, consisting of statistical bonds only. 
If ν stands below the top level it belongs to some star 
factor A. Then either ν violates property i) of Def. 6.3a 
with respect to A, if w is moved upward, or it violates pro-
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perty ii) if w is moved down. Hence ν cannot Ъе regular. If 
ν stands at the top level, w consists of one or more instant­
aneous star factors (for in a non-instantaneous star factor 
a vertex, or a disjoint piece of a vertex, at the top, con­
taining only statistical bonds, violates property ii) of 
Def. 6.3a). But then the diagram D contains a dynamical ar­
ticulation point (section 7, p· 71 ) in one of the line seg­
ments running down from w, and D would not be a trunk diagram. 
So in both cases we found a contradiction, therefore ν 
must be linked. 
3) If no internal line segments run upward (down) from a non­
empty vertex in a non-instantaneous star factor of D. at 
least two internal line segments run down (upward) from this 
vertex. 
This is so because a star factor is a linked diagram 
(section 5) and contains no articulation lines (Def. 6.1). 
h) From each vertex in D below the top level (above the bottom 
level) at least one (internal or external) line segment runs 
upward (down). 
According to 1) any vertex ν below the top level belongs to 
one star factor A. If A is non-instantaneous k) is a conse­
quence of 3), property iii) of Def. 6.3a and D.R. 5 (from 
each T-bond (T-bond) at least one line runs upward (down)). 
If A is instantaneous k) is satisfied because trunk diagrams 
contain no dynamical articulation points. 
5) Each vertex and each vertical line segment is connected to 
the top-crosses (bottom-crosses) by a path consisting of 
bonds and vertical line segments, and containing no down­
ward (upward) steps. 
This is a consequence of k) and 2). 
6) If A is a star factor of D containing no top-crosses (bottom-
- 191* -
crosses;. there exists exactly one articulation line which 
connects A to the top-crosses (bottom-crosses). 
The proof is trivial. 
7) From a vertex in a star factor of D containing top-crosses 
(bottom-crosses) no external line aegnents run upward (down). 
This is a consequence of 5). 
8) From a star factor of D without top-crosses (bottom-crosses) 
which is not an instantaneous star factor at the top level. 
exactly one external line segment runs upward (down). This 
line segment is attached to the highest (lowest) non-empty 
vertex in the star factor. 
This is a consequence of 1), U), 5), 6) and the fact that a 
non-instantaneous star factor without top-crossea may not 
contain a non-empty vertex at the top level. 
9) All verticea in D satisfy property C3. 
As a consequence of l) and 8) this is only non-trivial for 
vertices below the top level, which are the highest or lowest 
non-empty vertex within a star factor. From an instantaneous 
star factor below the top level in a regular trunk diagram 
one line runs upward and one line runs down, as a result of 
8). If such a star factor is considered by itself no lines 
at all are attached to it. Hence a T-bond is prescribed in 
both cases by property C3 respectively property iii) of Def. 
6.3a. 
From the highest (lowest) non-empty vertex in a non-
instantaneous star factor two or more lines run down (upward), 
as a consequence of 3). In the complete diagram one line runs 
upward (down) from such a vertex as a consequence of 8), and 
in the isolated steur factor no lines run upward (down) from 
it. Hence in both cases a T-bond (T-bond) is prescribed. 
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10) All vertices in D satisfy the properties CI and C2. 
As a consequence of 1) and Э) property CI (property C2) is 
only non-trivial for the vertex at the top level and for ver­
tices below the top level which are the highest (lowest) non­
empty vertex in a star factor· 
Consider first the second case. If statistical bonds are 
moved upward (down) from such a vertex, the number of lines 
running upward (down) from it becomes at least two, as a con­
sequence of 1) and 3)· This number was one before the move, 
as follows from 8). Hence property CI (property C2) is satis­
fied. 
Consider next a vertex ν at the top level in a regular 
trunk diagram D, This vertex is given by ν = У v., where 
i i 
v. = ν Π A and {A } are the star factors of D. We distinguish 
two possibilities: 
a) All vertices v. which are non-empty, are instantaneous 
star factors. Then there is only one line in D running down 
from the top level, as a result of 5) and 6). D contains at 
least one top-cross, otherwise it could not be a trunk diagram. 
Then the number of linea running down from the top level can­
not be lowered to zero by moving down any non-empty set of 
statistical bonds. 
b) The other possibility is that one of the non-empty ver­
tices, say v. , belongs to a non-instantaneous star factor 
io . 1 ο A , which then contains all the top-crosses. This may only 
occur if there are at least two top-crosses. Then all ver­
tical lines running down from the top level in D are lines 
io 
which are running down from the top level in A as well. 
This is a consequence of 5) and 6). As a result all vertices 
v. with i φ i are empty, because a point connecting v^ to 
a non-empty vertex v. would be a statistical articulation 
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point, which із not allowed in a trunk diagram. This means 
that the vertex at the top of D consists of І only, and the 
same vertical lines run down from this vertex in D as in A 0. 
Since v¿ satisfies property ii) of Def. 6.3a with respect 
io . . . to A , it satisfies property C2 with respect to D. 
Ilext we prove: If all vertices in a trunk diagram satis-
fy properties C1-CU, this diagram is regular, i.e. all ver-
tices in any star factor of the diagram satisfy properties 
i)-iv) of Def. 6.3a. Again it is trivial that the vertices 
in the star factors of such a diagram satisfy property iv). 
The proof that they also satisfy properties i)-iii) goes as 
follows: Consider a trunk diagram D with vertices satisfying 
the properties CI-CU, First we show that D satisfies the 
properties 1) through 8), as given above, but we treat these 
in a somewhat different order. 
2) follows in the same way as in the first case. It is not 
necessary to make an exception for the top level. 
3) follows as before. 
h) follows as a consequence of properties CI and C2 and D.R.'s 
5 and 6 (line segment runs upward (down) from a T-bond (T-bond), 
and all diagrams are linked). 
5), 6) and 7) follow as before. 
1) is now proven in the following way: 
Consider a vertex ν in D below the top level. There is a 
star factor A 0 of D auch that ν Π A contains a dynamical bond. 
The part of ν outside ν consists of pieces v. ... ν , attach­
ed to ν at the lines i. ... i of the particles occurring in 
ν . These pieces contain only statistical bonds. It must be 
shown that actually they are all empty. 
Assume that at least one of the pieces, say ν , is non-
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empty. Then the line i. may not run tooth upward and down from 
v: in that case either property CI would Ъе violated by moving 
ν upward, or property C2 would be violated by moving ν down. 
Suppose i. does not run down from v. Then at least one 
line different from i1 runs down from ν , as a consequence of 
D.R. 5a. Hence from ν no lines run down by virtue of 5). From 
property CI it follows then that also no lines run upward from 
ν . This implies that i. is a statistical articulation point 
in v, which is not allowed. 
Suppose next that i.. does run down, but does not run up­
ward from v. Then at least one line different from i. runs 
upward from ν as a result of D.R. 5b. Consequently 5) for-
o 
bids lines running upward from ν . In that case no lines ex­
cept i- may run down from v., due to property C2. This im­
plies again that i. is a statistical articulation point in 
v. 
Hence the assumption that v.. is non-empty leads to a 
contradiction. 
Next we show the following properties to hold: 
9') All vertices in any star factor of D satisfy property iii) 
of Def. 6.3a. 
This follows in the same way as property 9). 
10') All vertices in any star factor of D satisfy properties i) 
and ii) of Def. 6.3. 
Like property 10) this is only non-trivial for the vertex 
at the top level and vertices belcw this level which are 
the highest or lowest non-empty vertex in a star factor. 
We consider first property i) (property ii)) of Def. 
6.3a for the highest (lowest) non-empty vertex, if standing 
below the top, in a star factor. Such a vertex contains al­
ways a dynamical bond or bottom-crosses, as a result of 1). 
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Hence the пшіЪег of lines running upward (down) from the ver­
tex increases if any non-empty set of statistical bonds is 
moved upward (down) from itt 
In instantaneous star factors the highest and lowest 
non-empty vertex coincide, hence these satisfy both property 
i) and property ii) of Def. 6.3a, if standing below the top. 
Next we consider property ii) (property i)) for the high­
est (lowest) non-empty vertex, if standing below the top, in 
a non-instantaneous star factor. According to 8) there is only 
one line running upward (down) from this vertex. This line is 
attached to the dynamical bond in the vertex as a consequence 
of D.R. 5. This implies that moving down (upward) statistical 
bonds from the vertex has the same effect as if the line 
running upward (down) were not present. The vertex satisfies 
property C2 (property CI) with respect to the complete dia­
gram, hence, as a result of 1), it also satisfies property 
ii) (property i)) of Def. 6.3a with respect to the star fac­
tor to which it belongs. 
It remains to be shown that vertices at the top level 
satisfy property ii) of Def. 6.3a If the vertex at the top 
level in the complete diagram D consists of instantaneous 
star factors only, this is trivial. If this vertex has a 
non-empty intersection with a non-instantaneous star factor 
A , its intersections with all other star factors are empty 
and the same lirtes run down from the top level in A as in D. 
Hence the vertex satisfies property ii) with respect to A , 
because it satisfies property C2 with respect to D. 
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Appendix D 
In section 9 we stated that i) the skeleton of a (barred) 
regular diagram is (barred) regular and ii) any replacement 
of black box propagators by diagrams contributing to Г(Г) in 
a (barred) regular skeleton yields a (barred) regular diagram. 
Thereto two properties were needed, which are proven below. 
1) The contraction of a regular vertex X U γ as shown in fig. 
DI.a, to a vertex X as shown 
in fig. Dl.b, is again a re­
gular vertex, where Y is a 
Mayer graph contributing to 
the pair correlation function 
3. In order to prove this we 
check successively the four 
properties of a regular ver-
ΗΦ ft) 
f i g . D.I 
t e x as given in Def. 6.3a. 
i) If a set S of statistical bonds is moved upward from the 
vertex X, the number of lines running upward changes in 
the same way as if S is moved upward from X U γ. The 
latter satisfies property i) of Def. 6.3a, hence X sa­
tisfies this property. 
ii) If a set S of statistical bonds is moved down from X the 
number of lines running down changes in the same way as 
if the set S U γ is moved down from X U γ. The latter 
satisfies property ii) of Def. 6.3a, hence X satisfies 
this property. 
iii) From X the same numbers of vertical lines run upward and 
down as from X U Y. The latter satisfies property iii) 
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of Def. 6.За, hence X satisfies this property. 
iv) That X satisfies property iv) of Def. 6.3a if X U Y does 
so, is trivial. 
2) The extension of a regular vertex X as shown in fig. D.lb, 
to a vertex X u Y, is again a regular vertex. This is proven 
in similar steps. 
i) Move a set S of statistical bonds upward from the ver­
tex X U Y. If sCx the result is the same as if S is 
moved upward from the vertex X. If S contains some bondis) 
of Y we compare this situation with moving the set S ^  X 
upward from the vertex X. Almost all the lines which run 
upward from the new vertex X/(S Π χ) run also upward from 
(X U Y)/S, the only possible exception is the line p. 
However if the line ρ does not run upward from (X U Y)/S 
at least one other line runs upward from the part 
Y/(S Π γ) of this vertex. This line does not run upward 
from X/(S Π χ). The vertex X satisfies property i) of 
Def. 6.3a, hence X U Y satisfies this property. 
ii) If a set of statistical bonds S U Y (S = φ is allowed) 
of X U Y is moved down the effect is the same as if S 
is moved down from X. Hence in that case property ii) 
is satisfied (also if S = φ). If a set S U A, where 
А С γ (A = φ is allowed), is moved down from X U Y the 
number of lines running down from the vertex increases 
at least as much as if S U γ is moved down. Hence also 
in that case property ii) is satisfied. 
iii) From X U Y the same numbers of lines run upward and 
down as from X. The latter satisfies property iii), 
hence X U Y satisfies property iii). 
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iv) Again property iv) is trivially satisfied Ъу X U Y if 
it is satisfied by X. 
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Samenvatting 
Kinetische theorie is gegrondvest in de tweede helft van 
de 19 eeuw door Maxwell en Boltzmann. De Boltzmann-vergelij-
kingg die nog steeds de basis is van de kinetische theorie, 
beschrijft de tijdsontwikkeling van de êéndeeltjesverdelings-
funktie bij lage dichtheden· Deze funktie geeft de waarschijn-
lijkheid om op een zeker tijdstip een deeltje met gegeven po-
sitie en snelheid te vinden. 
Bond ^9b6 werden door verscheidene onderzoekers, onder 
wie Bogoliubov, Kirkwood, 3orn en H.S. Green, methoden ont-
wikkeld om kinetische vergelijkingen af te leiden uit de en-
sembletheorie en de vergelijking van Liouville· 
Tussen 1950 en i960 ontwikkelden M.S. Green, Kubo en an-
deren de tijdkorrelatiefunktiemethode. Deze beschrijft zowel 
het verval naar evenwicht vanuit een fluktuatie in een veel-
deeltjessysteem als de lineaire respons van een dergelijk 
systeem op een klein uitwendig veld, en leidt tot lineaire 
hydrodynamische vergelijkingen met transportkoêfficiënten, 
gegeven als tijdsintegralen over evenwichtstijdkorrelatie-
funkties. 
In de afgelopen jaren zijn in de kinetische theorie 
twee fundamentele problemen aan het licht gekomen. 
Ten eerste werd, rond 1965, ontdekt dat bijna alle ter-
men in de dichtheidsontwikkeling van de transportcoëfficiën-
ten divergent zijn. Dit probleem kon gedeeltelijk worden op-
gelost door het toepassen van hersommaties, met eia gevolg 
het optreden van bijdragen aan de transportcoëfficiënten met 
een niet-analytische dichtheidsafhankelijkheid. 
Ten tweede bleek, omstreeks 1970, dat tijdkorrelatie-
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funkties als de snelheidsautokorrelatiefunktie niet exponen-
tieel in de tijd vervallen, hetgeen werd verwacht op grond 
van de gelineariseerde Boltzmann-vergelijking, maar veel 
—d/2 langzamer, en wel evenredig met t" in d dimensies. 
In dit proefschrift worden met behulp van diagramtech-
nieken kinetische vergelijkingen afgeleid voor een systeem 
van harde hollen. De beperking tot harde bollen is gemaakt 
uit praktische overwegingen. Zowel evenwichtstijdkorrelatie-
funkties als distributiefunkties in niet-evenwicht worden 
in een oneindige reeks ontwikkeld, door enerzijds statistische 
korrelaties uit te drukken in een Mayer-ontwikkeling en ander-
zijds de binaire botsingsontwikkeling te gebruiken voor stro-
mingsoperatoren. Via een aantal diagrammatische redukties 
wordt een Dyson-vergelijking verkregen voor de één-deeltje-
len-deeltje-korrelatiefunktie (deze funktie beschrijft de 
waarschijnlijkheid om op een tijdstip t een deeltje te vin-
den met gegeven positie en snelheid, wanneer er op t = 0 een 
deeltje was met een andere gegeven positie en snelheid). De 
Dyson-vergelijking is te interpreteren als een gegenerali-
seerde, niet-lokale en niet-Markoviaanse Boltzmann-vergelij-
king. De botsingsoperator is op betrekkelijk eenvoudige wijze 
gegeven door een oneindige reeks diagrammen. Deze reeks wordt 
vervolgens gehersommeerd door middel van de skelet-renormali-
sering, om de divergenties in de transportkoëfficienten te 
verwijderen, die optreden bij een dichtheidsontwikkeling. Zo-
wel de Dyson-vergelijking als de skelet-renormalisering zijn 
standaardtechnieken uit de veldentheorie. Voor andere tijd-
korrelatiefunkties kunnen soortgelijke resultaten worden ver-
kregen. 
Dezelfde technieken kunnen voorts worden gebruikt om een 
niet-lineaire, niet-lokale en niet-Markoviaanse kinetische 
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vergelijking af te leiden voor de eéndeeltjeaverdelingafunktie 
resulterend uit een speciaal gekozen beginensemble (dit mag 
bijvoorbeeld een lokaal evenwichtsensemble zijn)· De n-deel-
tjesverdelingsfunkties kunnen dan beschreven worden als tijds-
afhankelijke funktionalen van de eendeeltjesverdelingsfunktie, 
d.w.z. ze hangen af van de eendeeltjesverdelingsfunktie zowel 
op hetzelfde tijdstip als op voorgaande tijden. Linearisering 
rond totaal evenwicht leidt tot dezelfde lineaire vergelij-
kingen als gelden voor de tijdkorrelatiefunkties. 
Het voornaamste verschil tussen de hier ontwikkelde me-
thode en andere methoden berust op de behandeling van de sta-
tistische korrelaties. Deze worden niet, zoals gebruikelijk, 
op het begintijdstip in rekening gebracht, maar verspreid 
over de hele tijdsduur van de beschouwde botsingsprocessen. 
De diagrammen verkrijgen hierdoor een struktuur, waarin steeds 
dezelfde soort elementen aan elkaar geschakeld zijn. Dankzij 
deze struktuur is zowel de afleiding van de Dyson-vergelijking 
mogelijk als de toepassing van de skelet-renormalisering. 
Doordat in de hier ontwikkelde methode alle statistiche 
korrelaties worden meegenomen, zijn de resulterende kinetische 
vergelijkingen geldig voor lage zowel als hoge dichtheden en 
voor korte zowel als lange tijden. 
Een volledige sommatie van de oneindige reeksen diagram-
men in deze vergelijkingen is niet mogelijk. Daarom moet in 
konkrete toepassingen altijd gebruik worden gemaakt van be-
naderingen. Voorbeelden zijn de lage-dïchtheidsbenadering, 
waarin men de Boltzmann-vergelijking vindt, en de korte-tijds-
benadering die de Enskog-vergelijking oplevert in iets ge-
wijzigde vorm. Voor een enkelvoudig systeem leidt deze ge-
wijzigde Enskog-vergelijking tot dezelfde Navier-Stokes-ver-
gelijkingen en bijbehorende transportkoëfficiënten als de ge-
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wone Enskog-vergelijking· In het geval van een mengsel zijn 
er echter verschillen: In dat geval leidt de gewijzigde Ens-
kog-vergelijking tot Navier-Stokes-vergelijkingen in overeen-
stemming met de wetten van de irreversibele thermodynamika, 
terwijl andere bestaande uitbreidingen van de Enskog-verge-
lijking voor mengsels niet voldoen aan de Onsager-relaties. 
De hier ontwikkelde methode kan verder worden gebruikt 
ter bestudering van de dichtheidsontwikkeling van transport-
koëfficiënten. De methode van Kawasaki en Oppenheim om de 
eerste niet-analytische term te bepalen in de dichtheids-
ontwikkeling van transportkoëfficiënten kan op eenvoudige 
wijze worden afgeleid, een generalisering ter afleiding van 
termen van hogere orde lijkt in beginsel mogelijk. 
Tenslotte kern het lange-tijdsgedrag van tijdkorrelatie-
funkties als de snelheidsautokorrelatiefunktie berekend wor-
den voor algemene dichtheid. De resultaten stemmen overeen 
met die uit meer fenomenologische theorieën. 
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