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Kapitel 1
Einleitung
1.1 Motivation
Freisprecheinrichtungen erho¨hen nicht nur den Komfort sondern auch die Sicher-
heit beim Fahren. Deshalb ist in Deutschland seit Anfang des Jahres 2001 die
Verwendung einer Freisprecheinrichtung fu¨r das Telefonieren wa¨hrend der Fahrt
gesetzlich vorgeschrieben [47]. Dies hat zusammen mit immer leistungsfa¨higeren
und gleichzeitig kostengu¨nstigeren Mikroprozessoren dazu gefu¨hrt, dass heute ei-
ne Vielzahl solcher Systeme zur Verfu¨gung stehen, auf denen immer komplexere
Algorithmen implementierbar sind. Dabei werden diese Systeme entweder als fest
im Kraftfahrzeug installierte oder portable Gera¨te angeboten.
Waren fest installierte Systeme zuna¨chst ausschließlich Fahrzeugen der Oberklas-
se vorbehalten, bieten heute alle deutschen Automobilhersteller solche Systeme ab
der Mittel- bzw. Kompaktklasse an. Auch die Ausstattung der Freisprecheinrich-
tungen hat sich merklich verbessert.
”
Scheuten [. . . ] noch die meisten Hersteller”
Anfang des Jahres 2003,
”
den Aufwand und die Kosten mehrerer Mikrofone”
[39], so sind heute Arrays1 mit bis zu vier Mikrofonen Standard in Oberklasse-
fahrzeugen. Durch diese Entwicklung haben Verfahren, die mehr als ein Mikrofon
verwenden [7, 20], an Bedeutung gewonnen.
Die vorliegende Arbeit zeigt neue, mehrkanalige Methoden zur Reduktion der
mit den Mikrofonen einer Freisprecheinrichtung aufgenommenen Hintergrund-
gera¨usche.
1Darunter versteht man die Anordnung mehrerer Sensoren, in diesem Fall von Mikrofonen,
im Raum.
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1.2 Begriffsdefinitionen
Bei der Realisierung von Freisprecheinrichtungen treten zwei Probleme auf, die
aus Abbildung 1.1 ersichtlich sind: Die sich im Fahrzeuginnenraum befindlichen
Mikrofone nehmen neben dem gewu¨nschten Sprachsignal des lokalen Sprechers
auch das u¨ber den Lautsprecher abgestrahlte Signal des fernen Sprechers sowie
sa¨mtliche Hintergrundgera¨usche, die hier als Fahrzeuggera¨usch bezeichnet wer-
den, auf. Das Einkoppeln des Lautsprechersignals in die Mikrofone a¨ußert sich
als Echo auf der Seite des fernen Sprechers. Dieser ho¨rt sich selbst verzo¨gert,
was mit zunehmender Gro¨ße dieser Verzo¨gerung den Gespra¨chskomfort des fer-
nen Sprechers immer weiter reduziert. Methoden zur Unterdru¨ckung dieser Echos
werden unter dem Begriff Echokompensation gefu¨hrt. Das mit den Mikrofonen
aufgezeichnete Fahrzeuggera¨usch reduziert die Sprachqualita¨t auf der Seite des
fernen Sprechers und wirkt sich somit ebenfalls sto¨rend auf die Konversation aus.
Verfahren zur Reduktion dieses Hintergrundgera¨uschs werden unter dem Begriff
Gera¨uschreduktion zusammengefasst.
vom fernen Sprecher
zum fernen Sprecher
Gera¨usch
Gera¨usch
lokale Sprache
Echo
Fahrzeuginnenraum
Abbildung 1.1: Schematische Darstellung einer Freisprecheinrichtung. Das im
Fahrzeuginnenraum gemessene Signal setzt sich zusammen aus:
lokaler Sprache, Echo und Hintergrundgera¨uschen.
Beiden Verfahren gemein ist, dass sie jeweils dem fernen Sprecher zugute kom-
men, obwohl sie auf der Seite des lokalen Sprechers installiert sind. Das heißt,
der Besitzer der Freisprecheinrichtung erha¨lt keinen direkten Vorteil aus der Be-
nutzung selbiger, sondern erho¨ht dadurch nur den Gespra¨chskomfort des fernen
Sprechers, also seines Gespra¨chspartners. Dies ist ein Grund fu¨r die anfa¨nglich
2
1.2 Begriffsdefinitionen
schlechte Akzeptanz solcher Systeme [18].
Ein vereinfachtes Signalflussdiagramm einer Freisprecheinrichtung ist in Abbil-
dung 1.2 dargestellt. Der Block Echokompensation ist parallel zu dem aus Laut-
sprecher, Raum und Mikrofon (LRM) bestehenden System geschaltet. Dort wird
das entstehende Echo gescha¨tzt und vom Mikrofonsignal subtrahiert. Der Block
Gera¨uschreduktion und Restechounterdru¨ckung liegt dagegen im Signalpfad zum
fernen Sprecher. Dort wird neben der Reduktion des Fahrzeuggera¨uschs auch eine
Unterdru¨ckung des nach der Echokompensation verbliebenen Restechos durch-
gefu¨hrt.
vom fernen Sprecher
zum
fernen Sprecher
Echo-
Komp.
Gera¨uschreduktion und
Restechounterdru¨ckung
LRM-System
Abbildung 1.2: Signalflussdiagramm einer Freisprecheinrichtung. Die Echokom-
pensation ist parallel zum Lautsprecher-Raum-Mikrofon (LRM)
System geschaltet, Gera¨uschreduktion und Restechounterdru¨ckung
seriell.
Im mehrkanaligen Fall werden Gera¨usche u¨blicherweise in zwei Stufen reduziert
[7, 18]: Zuna¨chst werden die Mikrofonsignale y1(k), . . . , yN(k) einem Beamformer
zugefu¨hrt. Darunter versteht man in der Sprachsignalverarbeitung eine Rechen-
vorschrift, die es ermo¨glicht, durch Kombination der anliegenden Mikrofonsignale
alle Signalkomponenten zu unterdru¨cken, die nicht aus einer bestimmten Rich-
tung des Raums, der sogenannten Nutzrichtung, auf das Array treffen. Bei ei-
ner Freisprecheinrichtung wird die Nutzrichtung so gewa¨hlt, dass das Array auf
den Sprecher ausgerichtet ist. Die Auswirkung dieser ra¨umlichen Filterung ent-
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spricht der eines Richtmikrofons. Am einkanaligen Ausgang des Beamformers
liegt das Signal y˘(k) an, in dem theoretisch alle Richtungen bis auf die Nutzrich-
tung beda¨mpft sind. Dadurch wird eine erste Gera¨uschreduktion erreicht.
In der zweiten Stufe wird dieses Ausgangssignal y˘(k) nun einem einkanaligen
Gera¨uschreduktionsverfahren zugefu¨hrt. Da dieses dem Beamformer nachgeschal-
tet ist, wird das Filter allgemein als Postfilter bezeichnet. An dessen Ausgang liegt
ein Scha¨tzwert sˆ(k) des ungesto¨rten Sprachsignals an. Eine solche zweistufige An-
ordnung zur Gera¨uschreduktion ist fu¨r N Kana¨le in Abbildung 1.3 dargestellt.
y˘(k)
y1(k)
y2(k)
yN(k)
sˆ(k)
Beam-
former Postfilter
Mehrkanaliges Kalman-Filter
Abbildung 1.3: Signalflussdiagramm der Beamformer-Postfilter-Struktur und
deren Ersetzung durch ein mehrkanaliges Kalman-Filter
(gestrichelt).
1.3 Stand der Technik
Die Mehrzahl der heute in Freisprecheinrichtungen verwendeten einkanaligen Ver-
fahren zur Gera¨uschreduktion basieren auf dem Wiener-Filter [18, 20, 52, 53],
wa¨hrend die auf Kalman-Filterung basierten Algorithmen [16, 30, 33, 39, 58, 59]
eine Minderheit darstellen. Fu¨r den Betrieb des Wiener-Filters mu¨ssen die Spek-
tren der Sprach- und Gera¨uschkomponente gescha¨tzt werden, wohingegen das
Kalman-Filter die Parameter der verwendeten Modelle fu¨r Sprache und Gera¨usch
beno¨tigt.
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In der in Abbildung 1.3 dargestellten Anordnung basiert die Mehrzahl der im
Postfilter Verwendung findenden Methoden ebenfalls auf dem Konzept des Wiener-
Filters [4, 7, 18]. Zudem existiert das Problem, dass Beamformer und Postfilter
in vielen Systemen unabha¨ngig voneinander operieren [7], so dass aus Sicht des
Gesamtsystems die maximal mo¨gliche Leistung nicht erreicht wird.
Daru¨ber hinaus gibt es Verfahren, die ohne einen vorgeschalteten Beamformer
direkt den N -kanaligen Eingang in einem mehrkanaligen Wiener-Filter verarbei-
ten [5]. Fu¨r diesen Anwendungsfall sind keine auf Kalman-Filterung basierten
Verfahren bekannt. Lediglich das in [2] vorgeschlagene Kalman-Filter verwendet
zwei Mikrofone, wobei eines aber als Referenz dient, was nicht dem klassischen
Ansatz eines Beamformers entspricht.
1.4 Ziele dieser Arbeit
Zielsetzung dieser Arbeit ist die Erweiterung des in [39] beschriebenen einkana-
ligen Kalman-Filter-Verfahrens auf den mehrkanaligen Fall. Hierbei werden die
nachstehenden Ziele verfolgt:
• Optimierung des Gesamtsystems bestehend aus Beamformer und Postfilter
durch Entwurf einer mehrkanaligen Kalman-Filter-Struktur, die die Funk-
tionalita¨t beider Teilsysteme kombiniert (siehe Abbildung 1.3).
• Entwurf mehrkanaliger Verfahren zur verbesserten Scha¨tzung der fu¨r das
Kalman-Filter beno¨tigten Parameter.
• Erho¨hung der Effizienz durch Wahl einer hinsichtlich Aufwand und Flexi-
bilita¨t optimierten Implementierungsstruktur.
Der Schwerpunkt liegt dabei stets auf dem durch die Mehrkanaligkeit erzielba-
ren Gewinn. Aspekte der Echokompensation sowie der Restechounterdru¨ckung
bleiben im Folgenden unberu¨cksichtigt.
Ausgehend vom einkanaligen Kalman-Filteransatz werden durch die Hinzunahme
weiterer Mikrofone an folgenden Stellen Verbesserungen erwartet:
• Bei der Scha¨tzung der Sprachmodellparameter, da jetzt das von N Mikrofo-
nen aufgenommene verrauschte Sprachsignal des lokalen Sprechers vorliegt.
• Durch die Verwendung eines mehrkanaligen Filter-Algorithmus an sich, da
das Ausgangssignal sˆ(k) jetzt aus mehr als einem Eingang berechnet wird.
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1.5 Gliederung der Arbeit
Die vorliegende Arbeit ist wie folgt gegliedert: Nach dieser Einleitung werden im
zweiten Kapitel Signalanalyse und -modellierung die in einer Freisprecheinrich-
tung vorkommenden Signale, das sind Sprache und Fahrzeuggera¨usch, analysiert.
Darauf aufbauend wird anschließend die Modellierung von Sprache behandelt so-
wie die fu¨r diese Arbeit verwendeten Audiodaten beschrieben.
Das dritte Kapitel Signalmodell und Kalman-Filter bescha¨ftigt sich mit Themen,
die den Kalman-Filter-Algorithmus betreffen. Dazu wird zuna¨chst das zugrun-
de liegende Signalmodell vorgestellt. Anschließend wird dieses verwendet, um
ein darauf angepasstes mehrkanaliges Kalman-Filter herzuleiten. Der Rest des
Kapitels befasst sich mit Diskussion und Interpretation der Eigenschaften des
gefundenen Algorithmus’. Dies beinhaltet die Beschreibung von Methoden zur
Verbesserung der Robustheit sowie die Betrachtung des numerischen Aufwands.
Im vierten Kapitel Scha¨tzung der Filterparameter wird die Scha¨tzung der fu¨r die
Benutzung des Kalman-Filters notwendigen Parameter behandelt. Der Schwer-
punkt liegt dort auf der Scha¨tzung der Sprachmodellparameter. Begonnen wird
das Kapitel mit einer theoretischen Betrachtung der verwendeten autoregressiven
Signalmodellierung. Dabei wird insbesondere der Zusammenhang mit dem linea-
ren Pra¨diktor aufgezeigt. Daran anschließend werden verschiedene Methoden der
parametrischen und nicht-parametrischen Spektralscha¨tzung vorgestellt, soweit
sie fu¨r die vorgeschlagenen Scha¨tzverfahren beno¨tigt werden. Diese mehrkana-
ligen Verfahren werden im dritten Teil des Kapitels beschrieben und bezu¨glich
ihres numerischen Aufwands verglichen. Zum Schluss wird die Scha¨tzung der den
Fahrzeuginnenraum beschreibenden Gro¨ßen vorgestellt.
Das fu¨nfte Kapitel Implementierung des Gesamtsystems behandelt zuerst die
verwendete Filterbankstruktur und zeigt deren Vor- und Nachteile gegenu¨ber
anderen Verarbeitungsstrukturen, wie zum Beispiel der Vollbandverarbeitung,
auf. Anschließend wird auf die Parametrierung der zeitinvarianten Parameter
eingegangen. Darunter fallen insbesondere die in den einzelnen Teilba¨ndern ver-
wendeten Sprachmodellordnungen, deren Festlegung dargelegt wird. Das Kapitel
schließt mit der Betrachtung der durch das System verursachten Signalverzo¨ge-
rung und den sich daraus ergebenden Mo¨glichkeiten der Nachgla¨ttung.
Im sechsten Kapitel Bewertung der Simulationsergebnisse werden Simulationser-
gebnisse vorgestellt und diskutiert sowie ein abschließendes Fazit gezogen. Das
Hauptaugenmerk liegt dabei sowohl auf der erzielbaren Gu¨te der Scha¨tzung der
Sprachmodellparameter als auch auf der erreichten Gera¨uschreduktion des Ge-
samtsystems. Abgeschlossen wird diese Arbeit mit dem siebten Kapitel Zusam-
menfassung und Ausblick.
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Signalanalyse und -modellierung
Das mit dem Mikrofon einer Freisprecheinrichtung in einem Kraftfahrzeug auf-
genommene Signal besteht aus zwei Hauptkomponenten [4, 19, 39]:
• Sprache und
• Fahrzeuggera¨usch.
In dieser Arbeit wird angenommen, dass sich beide Komponenten additiv u¨ber-
lagern. Ziel aller Verfahren zur Gera¨uschreduktion ist es, den Gera¨uschanteil
im Summensignal so weit wie mo¨glich zu reduzieren, und dabei gleichzeitig die
Sprachkomponente mit minimaler Verzerrung zu erhalten.
Wie sich im Verlauf dieses Kapitels zeigen wird, sind die Voraussetzungen dafu¨r
ungu¨nstig. Zum einen nehmen Sprache und Fahrzeuggera¨usch bis auf den Fre-
quenzbereich unterhalb der Sprachgrundfrequenz (siehe Abschnitt 2.1.1), in dem
nur Gera¨usch vorliegt, etwa den gleichen Frequenzbereich ein. Zum anderen a¨hneln
sich ihre spektralen Verla¨ufe mit kleiner werdender Signalleistung bei gro¨ßer wer-
dender Frequenz.
s(k)
n(k)
y(k) sˆ(k)
hNR(k)
Abbildung 2.1: Allgemeines Blockschaltbild des Gera¨uschreduktionsproblems.
Das Grundschema der Gera¨uschreduktion ist in Abbildung 2.1 als Blockschalt-
diagramm abgebildet, wobei s(k) das Sprach-, n(k) das Gera¨usch- und y(k) das
Summensignal bezeichnet. Außerdem wurde die eigentliche Gera¨uschreduktion
symbolisch als Filter mit der Impulsantwort hNR(k) dargestellt, dessen Ausgang
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eine Scha¨tzung1 sˆ(k) der Sprachkomponente s(k) ist.
In diesem Kapitel werden die oben genannten Hauptkomponenten analysiert, ihre
Eigenschaften diskutiert und das im spa¨ter beschriebenen Verfahren verwende-
te Signalmodell, welches fu¨r die Herleitung des Kalman-Filters beno¨tigt wird,
abgeleitet. Im letzten Teil werden die zur Simulation verwendeten Audiodaten
beschrieben. Die in den nachfolgenden Kapiteln vorgestellten Methoden basieren
gro¨ßtenteils auf Annahmen, die aus Erkenntnissen dieses Kapitels resultieren.
2.1 Analyse von Sprache
Dieser Abschnitt teilt sich in drei Teile. Zuna¨chst werden Sprachsignale im Zeitbe-
reich analysiert. Danach werden im Frequenzbereich die spektralen Eigenschaften
diskutiert. Abschließend wird kurz die Erzeugung von Sprache im menschlichen
Ko¨rper behandelt.
2.1.1 Zeitbereichsanalyse
In Abbildung 2.2 ist ein Ausschnitt eines Sprachsignals im Zeitbereich dargestellt.
Anhand dieses etwa zweieinhalb Sekunden langen Beispiels la¨sst sich bereits ein
signifikantes Merkmal von Sprache erkennen.
Auffallend ist, dass Abschnitte großer Amplitude und Signalleistung (die soge-
nannten Sprachphasen) sich mit solchen abwechseln, in denen nahezu keine Si-
gnalleistung vorhanden ist (die sogenannten Sprachpausen). Betrachtet man nur
die Sprachphasen, so fallen auch hier starke Amplitudenschwankungen auf. Die-
ses hochgradig zeitvera¨nderliche Verhalten stellt eine der Hauptschwierigkeiten
bei der Signalverarbeitung von Sprachsignalen dar. Zudem mu¨ssen bei vielen
Gera¨uschreduktionsverfahren die U¨berga¨nge von Sprachpausen zu Sprachphasen
und umgekehrt im verrauschten Summensignal detektiert werden2.
Im spa¨ter vorgestellten Kalman-Filter werden alle vorkommenden Signale als sto-
chastische Prozesse modelliert. Diese werden durch ihre Momente (z.B. linearer
Mittelwert, Autokorrelationsfunktion, etc.) beschrieben, die u¨ber die Schar der
Realisierungen, den sogenannten Musterfunktionen, gebildet werden. In der Rea-
lita¨t, beispielsweise bei der Aufnahme mit einem Mikrofon, wird jeweils nur eine
dieser Musterfunktionen gemessen. Daher ko¨nnen nur Zeitmittelwerte berech-
1Der Dachoperator (ˆ) bezeichnet in dieser Arbeit grundsa¨tzlich einen Scha¨tzwert einer Gro¨ße.
Beispielsweise bezeichnet xˆ(k) einen Scha¨tzwert fu¨r x(k).
2Diese unter dem Begriff Sprachpausendetektion bzw. im Englischen Voice Activity Detection
(VAD) zusammengefassten Verfahren werden in Kapitel 4 kurz erla¨utert.
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Abbildung 2.2: Ausschnitt eines Sprachsignals eines Mannes.
net werden. Damit diese aussagekra¨ftig fu¨r die Scharmittelwerte sind, muss die
gemessene Musterfunktion repra¨sentativ fu¨r den Zufallsprozess sein. Sind mit
Wahrscheinlichkeit Eins alle Musterfunktionen repra¨sentativ, so nennt man den
Prozess ergodisch [19]. Ergodizita¨t setzt Stationarita¨t voraus, wobei zwischen
strenger und schwacher Stationarita¨t unterschieden wird. Wa¨hrend fu¨r strenge
Stationarita¨t alle Momente zeitinvariant sein mu¨ssen, liegt schwache Stationa-
rita¨t bereits vor, wenn die Momente bis zur zweiten Ordnung – das sind linearer
und quadratischer Mittelwert sowie die Autokorrelationsfunktion – zeitinvariant
sind.
Aufgrund des stark zeitvera¨nderlichen Verhaltens kann fu¨r Sprachsignale im All-
gemeinen keine Stationarita¨t (auch keine schwache) angenommen werden. Man
behilft sich durch blockweise Verarbeitung des Datenstroms, wobei die Blockla¨nge
so klein gewa¨hlt wird, dass das Signal innerhalb dieser Blo¨cke als schwach sta-
tiona¨r modelliert werden kann. In diesem Fall spricht man von Kurzzeit- bzw.
Quasistationarita¨t. Diese La¨nge kann bei Sprachsignalen zwischen 20 und 400 ms
variieren. Um mo¨glichst immer Kurzzeitstationarita¨t gewa¨hrleisten zu ko¨nnen,
9
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hat sich daher in der Sprachsignalverarbeitung eine Blockla¨nge von 20 bis 50 ms
durchgesetzt [52].
2.1.2 Frequenzbereichsanalyse
Fu¨r die Analyse des Spektralverhaltens von Sprache wird die Kurzzeit-Fourier-
transformation gewa¨hlt:
S(ejΩ, η) =
L−1∑
k=0
sη(k)e
−jΩk. (2.1)
Im Gegensatz zu der zeitdiskreten Fouriertransformation, bei der u¨ber alle Gren-
zen summiert wird, werden die Kurzzeitspektren S(ejΩ, η) aus Blo¨cken sη(k) der
La¨nge L des Eingangssignals s(k) berechnet. Diese werden durch den Blockin-
dex η unterschieden. Ohne Einschra¨nkung der Allgemeinheit ko¨nnen aufeinander
folgende Blo¨cke unmittelbar aneinander anschließen oder sich u¨berlappen. Fu¨r
die Zerlegung des Eingangssignals s(k) in Blo¨cke wird neben der Blockla¨nge L
auch der Blockversatz Q, das ist der in Abtastwerten gemessene Abstand von
zwei aufeinander folgenden Blo¨cken, angegeben. Die Anzahl der u¨berlappenden
Abtastwerte ergibt sich folglich zu L−Q. Fu¨r den η-ten Block gilt demnach:
sη(k) = s(k − ηQ) fu¨r k = 0, . . . , L− 1. (2.2)
Eine alternative Darstellung der blockweisen Datenverarbeitung ist die Verwen-
dung von Vektoren, welche bei der Herleitung des Kalman-Filters in Kapitel 3
erkla¨rt und benutzt wird.
Bestimmt man von aufeinander folgenden (ggf. auch u¨berlappenden) Blo¨cken
die Kurzzeitspektren und ordnet diese in einem Zeit-Frequenz-Diagramm an, so
erha¨lt man eine weitere Mo¨glichkeit der Visualisierung: das Spektrogramm [18].
Dabei werden die spektralen Amplituden durch verschiedene Graustufen, von
weiß fu¨r sehr kleine bis schwarz fu¨r sehr große Amplituden, symbolisiert. Die-
se frequenzabha¨ngige Spektraldarstellung eignet sich besonders gut, um Signale
mit ausgepra¨gtem zeitvera¨nderlichem Verhalten zu analysieren. In Abbildung 2.3
ist das Spektrogramm des in Abbildung 2.2 als Zeitbereichssignal dargestellten
Sprachsignals abgebildet. Dafu¨r wurden bei fs = 8 kHz Abtastfrequenz Blo¨cke
der La¨nge 512 Abtastwerte (Frequenzauflo¨sung) und einer U¨berlappung auf-
einander folgender Blo¨cke von 500 Abtastwerten (Zeitauflo¨sung) gewa¨hlt. Die
Zeitauflo¨sung ha¨ngt zudem indirekt von der Blockla¨nge ab, da zeitliche Vera¨nde-
rungen, die deutlich ku¨rzer als die Blockla¨nge sind, nicht mehr dargestellt werden
ko¨nnen.
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Abbildung 2.3: Spektrogramm eines Sprachsignals eines Mannes.
Neben dem auch hier sichtbaren zeitvera¨nderlichen Verhalten, fa¨llt besonders die
abschnittsweise harmonische Struktur auf (beispielsweise bei t=0, 5 s). Daru¨ber
hinaus entha¨lt das Spektrogramm auch Abschnitte, die Rauschen a¨hneln (zum
Beispiel bei t= 0, 3 s). Diese verschiedenen Auspra¨gungen von Sprache werden
im na¨chsten Abschnitt behandelt.
2.1.3 Erzeugung von Sprache im menschlichen Ko¨rper
Sprache wird beim Menschen in den Sprechorganen erzeugt. Dies sind die Lungen
als Energielieferant, die Luftro¨hre, der Kehlkopf mit den Stimmba¨ndern (Glottis)
sowie der Mund-, Rachen- und Nasenraum. Letztere werden zusammengefasst als
Vokaltrakt3 bezeichnet. Die so erzeugten Schallwellen werden u¨ber die Lippen und
den Mund abgestrahlt.
3Das Wort leitet sich nicht von den Vokalen ab, sondern von dem lateinischen Wort vox fu¨r
Stimme [52].
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Die Aufgaben der einzelnen Organe ko¨nnen in zwei Hauptgruppen unterteilt wer-
den: Anregung und Signalformung. Wa¨hrend Lunge, Kehlkopf und Stimmba¨nder
die Anregung der verschiedenen Laute u¨bernehmen, wird deren Ausformung im
Vokaltrakt vorgenommen. Dabei werden drei Arten von Anregung unterschieden:
• stimmhafte Anregung,
• stimmlose Anregung
• und transiente Anregung.
Stimmhafte Anregung
Die im letzten Abschnitt erwa¨hnte harmonische Struktur entsteht bei der stimm-
haften Anregung, die beispielsweise bei der Artikulation der Vokale ([a], [e], [i],
etc.) vorliegt. Dabei schwingen die Stimmba¨nder mit der als Sprachgrundfre-
quenz bzw. unter Verwendung des englischen Begriffs als Pitchfrequenz bezeich-
neten Frequenz und deren Oberwellen. Sie variiert etwa zwischen 50 Hz bei tiefen
Ma¨nnerstimmen und 300 bis 400 Hz bei hohen Frauenstimmen. Fu¨r die deutsche
Sprache ko¨nnen die folgenden Mittelwerte angenommen werden [1]: 120 Hz fu¨r
Ma¨nner und 215 Hz fu¨r Frauen. Zudem kann jeder Sprecher seine Pitchfrequenz
in gewissen Grenzen variieren, wodurch sich eine Satzmelodie auspra¨gen kann
[39].
Aufgrund der Beschaffenheit der Stimmba¨nder ist besagte harmonische Struk-
tur nur in den seltensten Fa¨llen exakt [23]. Das heißt, die Oberwellen liegen
nur ungefa¨hr bei ganzzahligen Vielfachen der Pitchfrequenz, wobei die Abwei-
chung von der idealen harmonischen Struktur mit steigender Frequenz gro¨ßer
wird. Daher wird in diesem Zusammenhang von einer quasi-harmonischen Struk-
tur gesprochen. Dies muss beispielsweise bei Gera¨uschreduktionsverfahren, die
auf der Scha¨tzung der Sprachgrundfrequenz und anschließender Filterung mittels
Kammfilter beruhen, beachtet werden. Hier muss die Filterda¨mpfung mit zuneh-
mender Frequenz reduziert werden, um zu verhindern, dass bei ho¨heren Frequen-
zen aufgrund der nicht exakt harmonischen Struktur und des Scha¨tzfehlers bei
der Bestimmung der Sprachgrundfrequenz Oberschwingungen unterdru¨ckt an-
statt durchgelassen werden [48, 49].
Das in Abbildung 2.4 dargestellte Kurzzeitspektrum zeigt solch einen stimm-
haften Laut. Wie zu erkennen ist, liegt die Pitchfrequenz ziemlich genau bei
fp=100 Hz. Daru¨ber hinaus kann beobachtet werden, dass mit steigender Fre-
quenz, wie soeben beschrieben, die Vielfachen der Sprachgrundfrequenz nicht
mehr ganz genau getroffen werden. Neben der relativ schnellen Schwingung der
Pitchfrequenz, kann noch eine deutlich langsamere erkannt werden. Diese als
Formanten bezeichneten lokalen Maxima werden bei der Diskussion des Sprach-
12
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modells in Abschnitt 2.3 genauer erla¨utert.
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Abbildung 2.4: Kurzzeit-Spektrum eines stimmhaften Lautes.
Stimmlose Anregung
Bei der stimmlosen Anregung liegt keine Schwingung der Stimmba¨nder vor. Die
aus der Lunge stro¨mende Luft wird an den Verengungen des Vokaltrakts ver-
wirbelt, so dass eine turbulente Stro¨mung entsteht. Das resultierende Signal hat
daher eine spektrale Einhu¨llende, die der von Rauschsignalen a¨hnelt. Stimmlose
Anregung wird fu¨r Zischlaute wie das [f] oder [s] verwendet. Der rauschartige
Charakter ist gut in Abbildung 2.5 zu erkennen, die das Kurzzeitspektrum ei-
nes stimmlosen Lautes zeigt. Stimmhafte und stimmlose Anregung ko¨nnen auch
zeitgleich vorliegen. In diesem Fall wird von gemischter Anregung gesprochen.
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Transiente Anregung
Die transiente Anregung liegt bei der Artikulation von Plosivlauten, wie z.B.
dem [p] oder [t] vor. Dabei wird der Luftstrom nach Passieren der Stimmba¨nder
(u¨blicherweise an den Lippen) kurzzeitig unterbrochen und danach schlagartig
(explosionsartig) wieder freigegeben [28].
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Abbildung 2.5: Kurzzeit-Spektrum eines stimmlosen Lautes.
2.2 Analyse von Fahrzeuggera¨usch
Das als Fahrzeuggera¨usch bezeichnete Hintergrundrauschen im Innenraum eines
fahrenden Kraftfahrzeuges setzt sich aus drei Hauptanteilen zusammen, die im
Folgenden kurz erla¨utert werden [39]:
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• Motorgera¨usch,
• Reifen- bzw. Rollgera¨usch
• und Windgera¨usch.
Daneben haben auch andere mechanisch bewegte Teile, wie z.B. das Getriebe
oder Vibrationen der Karosserie, Anteile im Gesamtgera¨usch. Da diese Kompo-
nenten, genauso wie transiente Sto¨rungen, die beispielsweise beim U¨berfahren
von Lo¨chern, Schwellen, etc. entstehen, hauptsa¨chlich nur zeitweise auftretenden,
werden sie bei dieser Analyse vernachla¨ssigt.
2.2.1 Motorgera¨usch
Das Motorgera¨usch stellt bei einigen Kraftfahrzeugen – vor allem bei sogenann-
ten Sportwagen – die dominante Komponente im Gesamtgera¨usch dar. Es ist
charakterisiert durch seine harmonische Struktur, die durch die Gas- und Mas-
senkra¨fte verursacht wird und deren genaue Auspra¨gung von der Zylinderanzahl
sowie der Art des Motors (4-Takt-, 2-Takt- oder Dieselmotor) abha¨ngig ist. Zum
Beispiel weisen die Spektren von 4-Takt- und Dieselmotoren Vielfache der halben
Motordrehzahl auf. Dies ru¨hrt daher, dass bei dieser Motorenauslegung pro Zylin-
der eine Zu¨ndung alle zwei Umdrehungen erfolgt. Je nachdem wie viele Zylinder
solch ein Motor aufweist, sind manche Vielfache besonders stark ausgepra¨gt. Bei
einer 4-Zylinderanordnung sind dies beispielsweise die dritte und fu¨nfte Oberwel-
le [15]. Allgemein kann gesagt werden, dass die Auspra¨gung des Motorgera¨uschs
umso sta¨rker ist, je ho¨her die Drehzahl und das dem Motor abverlangte Drehmo-
ment ist. Daru¨ber hinaus ist sein Einfluss auf das Gesamtgera¨usch fu¨r Frequenzen
oberhalb etwa 1000 Hz nicht mehr signifikant. Abha¨ngig von der Situation (z.B.
Stadtverkehr oder Autobahn) und dem Fahrstil des jeweiligen Fahrers, kann das
Motorgera¨usch schnell vera¨nderlich oder auch relativ konstant sein.
2.2.2 Reifen- bzw. Rollgera¨usch
Das Reifen- bzw. Rollgera¨usch entsteht durch das Abrollen der Reifen auf dem
jeweiligen Untergrund. Es ist abha¨ngig von der Beschaffenheit des Untergrunds
und der Reifen, sowie von der Geschwindigkeit. Seine logarithmierte Leistung
wa¨chst in erster Na¨herung linear mit steigender Geschwindigkeit [39]. Die spek-
trale Einhu¨llende kann als tiefpassgefa¨rbtes Rauschen charakterisiert werden. Sei-
ne statistischen Eigenschaften a¨ndern sich im Allgemeinen nur langsam u¨ber der
Zeit, so dass es na¨herungsweise als stationa¨r modelliert werden kann.
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2.2.3 Windgera¨usch
Das Windgera¨usch entsteht durch die abrupte Ablenkung und damit Verwirbe-
lung des Luftstroms hinter Kanten wie zum Beispiel den Außenspiegeln, Rad-
ka¨sten und Scheibenwischern. Es ist nur von der Geschwindigkeit abha¨ngig und
tra¨gt außer bei hohen Geschwindigkeiten nur gering zum Gesamtgera¨usch bei.
2.2.4 Zusammenfassung und Vergleich mit Sprache
Zusammenfassend kann gesagt werden, dass Fahrzeuggera¨usch einen tiefpass-
gefa¨rbten, rauschartigen Charakter aufweist. Dabei tritt die harmonische Struk-
tur des Motorgera¨uschs im Gesamtsignal nur bei starken Beschleunigungen und
nur im tiefen Frequenzbereich in Erscheinung. Somit ko¨nnen seine statistischen
Eigenschaften im Allgemeinen als langsam vera¨nderlich angesehen werden. Ein
typisches Spektrogramm von Fahrzeuggera¨usch bei einer Fahrt auf der Autobahn
mit einer konstanten Geschwindigkeit von ca. 160 km/h ist in Abbildung 2.6 dar-
gestellt.
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Abbildung 2.6: Spektrogramm von Fahrzeuggera¨usch bei einer Geschwindigkeit
von etwa 160 km/h.
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Am Anfang des Kapitels wurde bereits erwa¨hnt, dass Sprache und Fahrzeug-
gera¨usch den gleichen Frequenzbereich einnehmen, was eine klassische Filterung
zu deren wirkungsvoller Trennung ausschließt. In Abbildung 2.7 sind gemittelte
Kurzzeitspektren von Sprache und Fahrzeuggera¨usch abgebildet. Die A¨hnlichkeit
des spektralen Verlaufs ist offensichtlich.
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Abbildung 2.7: Gemittelte Kurzzeitspektren von Sprache und Fahrzeuggera¨usch.
2.3 Modellierung von Sprache
Im Folgenden wird das in dieser Arbeit verwendete Quelle-Filter-Modell, welches
sich zur Modellierung von Sprache als leistungsfa¨hig erwiesen hat [45, 53, 28],
vorgestellt. Bei dieser Modellierung werden die oben beschriebenen Sprechor-
gane mathematisch nachgebildet, wobei ebenfalls die Unterteilung in Anregung
(Quelle) und Signalformung (Filter) u¨bernommen wird. Das Blockschaltbild die-
ses Modells ist in Abbildung 2.8 dargestellt.
Die stimmhafte Anregung wird entsprechend den physikalischen Gegebenheiten
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im menschlichen Ko¨rper durch einen Impulsgenerator (IG) mit einem nachge-
schalteten Filter Hglot(z), welches die Stimmba¨nder (Glottis) modelliert, abgebil-
det. Im Gegensatz dazu wird fu¨r die stimmlose Anregung nur ein Rauschgenerator
(RG) ohne nachgeschaltetes Filter benutzt. Dieser zweite Teil der Anregungsmo-
dellierung entspricht nicht den physikalischen Gegebenheiten, da das Rauschen
in Wirklichkeit im Vokaltrakt erzeugt wird.
IG Hglot(z)
RG
Hvoc(z) Hlip(z)
s(k)
νv
νuv
t
Quelle Hsyn(z)
Abbildung 2.8: Quelle-Filter-Modell zur Spracherzeugung und dessen Vereinfa-
chung (gestrichelt).
Die Amplituden dieser beiden Quellensignale werden jeweils mit einem spezifi-
schen Versta¨rkungsfaktor (νv bzw. νuv) angepasst. Anschließend sorgt der Schalter
t dafu¨r, dass entweder das Signal der stimmhaften oder das Signal der stimm-
losen Anregung weitergeleitet wird. Da keine Mo¨glichkeit besteht, beide Signale
gleichzeitig durchzuschalten, kann die gemischte Anregung mit diesem Ansatz
nicht modelliert werden. Gleiches gilt fu¨r die plosive Anregung, die nicht explizit
abgebildet wird.
Die beiden Anregungssignale weisen bis zu diesem Punkt neben der ggf. vorhan-
denen Pitchstruktur bei stimmhafter Anregung keine besondere spektrale Form
auf. Sie sind spektral flach. Ihre spektrale Auspra¨gung wird im Vokaltraktfil-
ter Hvoc(z) vorgenommen. Dabei werden vor allem die Formanten, die durch
die Resonanzfrequenzen des Vokaltrakts entstehen, dem spa¨teren Ausgangssignal
aufgepra¨gt. Zuletzt wird noch die Abstrahlcharakteristik der Lippen durch das
Filter Hlip(z) nachgebildet, welches schließlich das Sprachsignal s(k) ausgibt.
Das oben beschriebene Vorgehen von der Anregung bis zum fertigen Sprachsignal
wird als Sprachsynthese bezeichnet. Der umgekehrte Weg – die Sprachanalyse –
ist ebenfalls mo¨glich. Dazu werden die einzelnen Filter auf ein gegebenes Sprachsi-
gnal angepasst. Fu¨hrt man danach eine inverse Filterung durch, so erha¨lt man bei
idealer Anpassung das zugrunde liegende Anregungssignal. Damit ist es mo¨glich,
ein Sprachsignal zuna¨chst in das Anregungssignal und die Formfilterparameter zu
zerlegen und anschließend durch Filterung wieder vollsta¨ndig zu rekonstruieren.
Dieses Prinzip ist in Abbildung 2.9 dargestellt.
Bei nicht-idealer Anpassung, wie sie bei real gemessenen Signalen auftritt, ent-
18
2.3 Modellierung von Sprache
spricht das bei der Analyse erhaltene Signal nicht dem Anregungssignal, sondern
weist einen zusa¨tzlichen Restfehler auf, der bei der Modellierung im Signalmodell
bzw. Kalman-Filter beru¨cksichtigt werden muss. Auch hier kann durch Filterung
das urspru¨ngliche Signal vollsta¨ndig rekonstruiert werden. Diese Zusammenha¨nge
sind stark mit dem Verfahren der linearen Pra¨diktion – hier insbesondere mit
dem Pra¨diktorfehlerfilter, welches ebenfalls ein Signal durch Pra¨diktorkoeffizien-
ten und Restfehler darstellt – verwandt. Auf die lineare Pra¨diktion wird sowohl
bei der Herleitung des Kalman-Filters in Kapitel 3 als auch bei der Parame-
terscha¨tzung in Kapitel 4 eingegangen.
Sprachanalyse Sprachsynthese
e(k)
Hsyn(z)
s(k) s′(k)
Abbildung 2.9: Prinzip der Sprachanalyse und -synthese. Das Sprachsignal s(k)
wird durch Formfilterparameter Hsyn(z) und Restfehlersignal e(k)
dargestellt und hieraus anschließend wieder zusammengesetzt. Es
gilt: s(k) = s′(k) (perfekte Rekonstruktion).
Fu¨r das in dieser Arbeit verwendete Sprachmodell wird das lineare Quelle-Filter-
Modell vereinfacht. Diese Vereinfachung ist in Abbildung 2.8 bereits angedeutet.
Zuna¨chst wird die Unterscheidung zwischen stimmhaften und nicht stimmhaften
Lauten fallen gelassen und durch eine einzige Quelle ersetzt. Dieses Vorgehen
la¨sst sich damit begru¨nden, dass das Modell in einer Analyse-Synthese-Struktur
verwendet wird. Das heißt, dass zu dessen Anregung das Fehlersignal der Ana-
lysestufe benutzt wird, in dem die jeweilige Anregung bereits enthalten ist. Des
Weiteren werden die Filter Hvoc(z) und Hlip(z) in einem Formfilter Hsyn(z) zu-
sammengefasst, um die Scha¨tzung der Filterparameter zu vereinfachen. Dabei
wird der Einfluss von Hlip(z) nahezu vollsta¨ndig vernachla¨ssigt, da es fu¨r die
Signalformung als Ganzes nur eine untergeordnete Rolle spielt.
Fu¨r eine vollsta¨ndige Modellierung des Vokaltrakts, das heißt inklusive des Na-
saltrakts, muss fu¨r Hsyn(z) die Form eines Pol-Nullstellen-Filters gewa¨hlt werden
[53]. Dies ist gleichbedeutend mit der Verwendung der sogenannten autoregres-
siven moving average (ARMA) Modellierung. Vernachla¨ssigt man dagegen den
Einfluss des Nasaltrakts, kann vereinfachend auch ein rein rekursives Polstellen-
Filter benutzt werden. In diesem Fall spricht man von einer autoregressiven (AR)
Modellierung. Der Vorteil dieser Filterstruktur liegt in der engen Verwandschaft
zur parametrischen Spektralscha¨tzung mittels linearer Pra¨diktion.
Aus diesem Grund wird diese im folgenden Kapitel 3 fu¨r die Herleitung des
Kalman-Filters verwendet. Die mathematische Beschreibung der oben genann-
ten Filter wird ausfu¨hrlich in Kapitel 4 behandelt.
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2.4 Beschreibung der verwendeten Audiodaten
Die in dieser Arbeit verwendeten Audiodaten4 wurden nicht direkt durch Auf-
nahme von Sprache in einem fahrenden Kraftfahrzeug aufgenommen, sondern
auf Grundlage von gemessenen Impulsantworten und aufgezeichnetem Fahrzeug-
gera¨usch ku¨nstlich generiert. Dieses Vorgehen hat den Vorteil, dass beliebige
Sprachsequenzen in dem einmal vermessenen Kraftfahrzeug simuliert werden ko¨n-
nen, ohne dass jedesmal wieder aufwendige Messfahrten notwendig werden. Die
Generierung der Audiosignale wird im Folgenden beschrieben.
Die Grundidee besteht darin, aus einem gegebenen ungesto¨rten Sprachsignal s(k),
einer kausalen Raumimpulsantwort h(k) der La¨nge Lh und Fahrzeuggera¨usch
n(k) das Mikrofonsignal y(k) zu berechnen. Dazu wird s(k) mit h(k) gefaltet und
das Ergebnis mit n(k) additiv u¨berlagert5:
y(k) = s(k) ∗ h(k) + βSNRn(k) =
Lh∑
l=0
h(l)s(k − l) + βSNRn(k). (2.3)
Der Faktor βSNR wird so eingestellt, dass sich fu¨r den Ausgang y(k) das gewu¨nsch-
te Signal-zu-Gera¨usch-Verha¨ltnis (SNR) einstellt. Da sowohl Faltung als auch Ad-
dition lineare Operationen sind, ko¨nnen mit diesem Ansatz keine nicht-linearen
Effekte modelliert werden. In der beschriebene Anordnung treten solche Nichtli-
nearita¨ten in Form von Mikrofonverzerrungen auf. Da fu¨r die vorliegenden Daten
hochwertige Mikrofone benutzt wurden, ko¨nnen die Auswirkungen der fehlenden
Mo¨glichkeit der Modellierung von Nichtlinearita¨ten vernachla¨ssigt werden.
Fu¨r die Aufnahmen von Fahrzeuggera¨usch und Raumimpulsantworten wurde ein
Kraftfahrzeuginnenraum mit mehreren Mikrofonen ausgestattet. Dabei wurden
nicht nur der klassische Einbauort am Ru¨ckspiegel gewa¨hlt, sondern zusa¨tzlich
verschiedene andere Positionen wie beispielsweise die A-Sa¨ule, die Sonnenblende
oder das Schiebedachbedienteil. Die unterschiedlichen Mikrofonpositionen sind in
Abbildung 2.10 dargestellt. Mit ihnen ko¨nnen sowohl lineare Mikrofonarrays, dar-
unter versteht man die a¨quidistante Anordnung von Sensoren auf einer Geraden
im Raum oder in der Ebene, als auch nahezu beliebig verteilte Mikrofonanord-
nungen realisiert werden.
Mit dem so ausgestatteten Fahrzeug wurde fu¨r folgende Fahrsituationen das Hin-
tergrundgera¨usch aufgezeichnet:
4Die Audiodaten wurden von der Firma Harman/Becker in Ulm zur Verfu¨gung gestellt.
5Da die hier vorkommenden Signale rein reell sind, wird h(l) in der Faltungssumme nicht
konjugiert komplex geschrieben.
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• Autobahnfahrt bei verschiedenen konstanten Geschwindigkeiten (100, 130
und 160 km/h),
• Fahrt im Stadtverkehr mit wechselnden Geschwindigkeiten.
Aufgrund ihrer Charakteristik werden die Autobahnaufnahmen fu¨r die Analyse
der vorgeschlagenen Algorithmen bei stationa¨rem Gera¨usch beno¨tigt, die Stadt-
verkehraufnahmen fu¨r Tests bei instationa¨rem Gera¨usch.
Abbildung 2.10: Mikrofonanordnung fu¨r die Messung der Raumimpulsantworten
und des Fahrzeuggera¨uschs. [Mit freundlicher Genehmigung der
Firma Harman/Becker, Ulm.]
Die Aufnahmen wurden mit einer maximalen Abtastrate von 16 kHz durch-
gefu¨hrt, wobei diese fu¨r die vorliegende Arbeit auf eine Abtastfrequenz von 8 kHz
begrenzt wurde. Dies ist eine gebra¨uchliche Na¨herung [52] fu¨r die bei der U¨bert-
ragung von Telefonsignalen verwendete Telefonbandbreite, bei der ein Bandpass
mit den Grenzfrequenzen f0=300 Hz und f1=3, 6 kHz benutzt wird.
Die Messungen der Raumimpulsantworten wurden in einem geschlossenen Raum
durchgefu¨hrt, um Verfa¨lschungen durch externe Gera¨uschquellen zu vermeiden.
Die verwendete Messanordnung ist in Abbildung 2.11 dargestellt. Auf dem Sitz
des Fahrers befindet sich ein Kunstkopf, in dessen Mund ein Lautsprecher mit ei-
ner dem menschlichen Mund nachempfundenen Abstrahlcharakteristik eingebaut
ist. Mit diesem wird ein ku¨nstliches Rauschsignal ausgesendet, welches von den
in Abbildung 2.10 dargestellten Mikrofonen, die sich an verschiedenen Positionen
innerhalb des Fahrzeuginnenraums befinden, aufgenommen wird. Pro Mikrofon
kann aus Referenzsignal und empfangenen Rauschsignal mit Hilfe der Kreuz-
und Autoleistungsdichtespektren die gesuchte Raumimpulsantwort im Frequenz-
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bereich berechnet werden:
H(ejΩ) =
Syy(e
jΩ)
Ssrefy(e
jΩ)
. (2.4)
Als Referenzsignal sref(k) wird dabei nicht das dem Lautsprecher im Kunstkopf
zugefu¨hrte Signal verwendet, sondern das mit einem kalibrierten, sich vor dem
Kunstkopf im sogenanntenMund-Referenzpunkt montierten Mikrofon aufgezeich-
nete.
Abbildung 2.11: Fu¨r die Messung der Raumimpulsantworten verwendeter
Kunstkopf. [Mit freundlicher Genehmigung der Firma Har-
man/Becker, Ulm.]
Fu¨r den Kunstkopf wurden dabei verschiedene Einbaupositionen beru¨cksichtigt,
um unterschiedliche Eigenschaften des Fahrers zu modellieren:
• Fahrergro¨ße: Diese wirkt sich sowohl auf die Sitzposition wie auch auf die
Sitzho¨he aus. Beispielsweise bringen kleine Fahrer den Sitz in eine vordere
Position, wa¨hrend große Personen eine ru¨ckwa¨rtige Einstellung verwenden.
Dadurch ergeben sich unterschiedlich lange Ausbreitungswege des direkten
Schalls sowie Unterschiede in der Mehrwegeausbreitung.
22
2.4 Beschreibung der verwendeten Audiodaten
• Kopfdrehung: Wird wa¨hrend des Fahrens telefoniert, so kann nicht davon
ausgegangen werden, dass der Fahrer die ganze Zeit in Richtung der Mikro-
fone spricht. Der Schulterblick beim Spurwechsel macht beispielsweise ein
Drehen des Kopfes um bis zu 90 Grad erforderlich. Außerdem sind verteilte
Mikrofonanordnungen im Kraftfahrzeug mo¨glich (zum Beispiel A-Sa¨ule und
Ru¨ckspiegel), bei denen es u¨berhaupt nicht mo¨glich ist, gleichzeitig direkt
in alle Mikrofone zu sprechen.
Dazu werden drei verschiedene Sitzpositionen (hinten, Mitte, vorne) sowie pro
Sitzposition nochmals drei Kopfstellungen (geradeaus, links, rechts) beru¨cksich-
tigt. Dadurch ergibt sich fu¨r jedes Mikrofon ein Satz von neun Raumimpulsant-
worten, die in Tabelle 2.1 aufgelistet sind. Von den neun dort genannten Szenari-
en, stellt die hintere Sitzposition (maximale Entfernung zu den Mikrofonen) mit
nach links (in die den Mikrofonen abgewandte Richtung) sprechendem Fahrer
den schwierigsten Fall (Englisch: Worst Case) dar.
Tabelle 2.1: Vorhandene Datensa¨tze fu¨r die Raumimpulsantwort h(k) jedes Mi-
krofons.
Sitzposition Kopfausrichtung
vorne geradeaus
nach links
nach rechts
mittig geradeaus
nach links
nach rechts
hinten geradeaus
nach links
nach rechts
Die Raumimpulsantworten bewirken sowohl eine Verzo¨gerung des ungesto¨rten
Sprachsignals aufgrund dessen Ausbreitung von der jeweiligen Sitzposition zum
Mikrofon mit Schallgeschwindigkeit (cSchall = 330 m/s) als auch eine Verhallung
durch die Mehrwegeausbreitung. Wird beispielsweise mit nach links gedrehtem
Kopf gesprochen, so gibt es neben dem direkten Weg zum Mikrofon noch Aus-
breitungswege mit Reflexion an der Tu¨rscheibe der Fahrerseite. Eventuell vor-
handene, durch die U¨bertragungskennlinien realer Mikrofone verursachte lineare
Verzerrungen werden ebenfalls durch die Raumimpulsantwort abgebildet.
Die Auswirkungen der Verhallung des ungesto¨rten Sprachsignals aus Abbildung
2.2 durch die Raumimpulsantwort im Worst Case (nach links sprechender, großer
Fahrers) ist in Abbildung 2.12 dargestellt. Das durch die U¨berlagerung der ein-
zelnen Reflexionen verursachte Verschmieren der Feinstruktur ist besonders beim
letzten Sprachblock deutlich zu erkennen.
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Abbildung 2.12: Das ungesto¨rte Sprachsignal (oben) wird durch die Faltung mit
der Raumimpulsantwort (Mitte) verhallt. Das resultierende Si-
gnal (unten) weist eine vera¨nderte Feinstruktur auf.
Mit den zuvor beschriebenen Daten ist es nun mo¨glich, Sprachsignale innerhalb ei-
nes Kraftfahrzeuges zu simulieren, indem die einzelnen Mikrofonsignale yi(k) mit
i=1, . . . , N mittels Gleichung 2.3 berechnet werden. Daru¨ber hinaus ko¨nnen auch
Sonderfa¨lle wie zum Beispiel die identische Verhallung aller Mikrofone oder die
Drehung des Fahrerkopfes (durch sprunghaftes Umschalten der Raumimpulsant-
wort) generiert werden. Als Ausgangsdaten wurden dabei Signale unterschiedli-
cher Sprachdatenbanken wie zum Beispiel der TIMIT – Acoustic-Phonetic Con-
tinuous Speech Corpus verwendet.
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Signalmodell und Kalman-Filter
Kern der vorgestellten Verfahren zur akustischen Gera¨uschreduktion ist ein spezi-
ell auf die Verwendung zur Gera¨uschreduktion in einer Freisprecheinrichtung an-
gepasstes, mehrkanaliges Kalman-Filter1, welches im Folgenden hergeleitet wird.
Hierzu ist dieses Kapitel in fu¨nf Abschnitte geteilt.
Zuerst wird das Signalmodell, welches fu¨r die Ableitung des Kalman-Filters not-
wendig ist, motiviert und im Zustandsraum beschrieben. Der zweite Teil be-
scha¨ftigt sich mit der eigentlichen Herleitung der mehrkanaligen Kalman-Filter-
gleichungen. Zwecks besserer Lesbarkeit der Gleichungen geschieht dies zuna¨chst
fu¨r den Fall von zwei Mikrofonen (Kana¨len), bevor im darauf folgenden Abschnitt
die Erweiterung auf mehr als zwei Kana¨le diskutiert wird. Der vierte Teil befasst
sich mit der Interpretation der Kalman-Filtergleichungen. Dabei wird insbeson-
dere die Messgleichung analysiert und deren Wirkung im Gesamtalgorithmus ver-
anschaulicht. Im letzten Abschnitt werden Kalman-Filter verschiedener Kanalan-
zahl und verschiedener Ordnung anhand des numerischen Aufwands miteinander
verglichen.
Obwohl das spa¨tere Verfahren im Teilbandbereich implementiert wird, wird die
folgende Herleitung im Vollband durchgefu¨hrt, um die Notation der einzelnen
Gro¨ßen nicht durch Angabe des Frequenzbandindex’ µ unno¨tig zu verkomplizie-
ren. Allerdings werden im Hinblick auf besagte Teilbandimplementierung explizit
komplexwertige Eingangssignale angenommen, so dass die hier gefundenen Glei-
chungen spa¨ter direkt fu¨r jedes Teilband ausgefu¨hrt werden ko¨nnen.
Die U¨berlegungen dieses Kapitels beschra¨nken sich auf den eigentlichen Kalman-
Filter-Algorithmus. Fu¨r dessen Verwendung ist die fortlaufende Scha¨tzung einiger
Parameter notwendig. Mit diesen und den zugeho¨rigen Scha¨tzverfahren befasst
sich Kapitel 4.
1Mit dem Begriff Kalman-Filter ist hier grundsa¨tzlich der nach R. E. Kalman benannte Al-
gorithmus [25] eines stochastischen Zustandscha¨tzers gemeint.
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3.1 Signalmodell
Fu¨r die Herleitung des Kalman-Filters ist stets ein Signalmodell erforderlich
[17]. Im Kontext der vorliegenden Arbeit muss dieses die akustischen Vorga¨nge
im Fahrzeuginnenraum nachbilden. Auf Basis dieses Modells kann danach ein
Kalman-Filter hergeleitet werden, dessen Struktur eine Kopie des zugrunde lie-
genden Modells darstellt.
In diesem Abschnitt wird zuna¨chst die Modellierung, welche fu¨r den Fahrzeugin-
nenraum und die darin vorkommenden Signale gewa¨hlt wurde, diskutiert. Da-
nach wird die mathematische Beschreibung des Modells im Zeitbereich und im
Zustandsraum vorgestellt. Aus dieser werden im darauf folgenden Abschnitt die
Gleichungen des Kalman-Filters hergeleitet (siehe auch [27]).
3.1.1 Quellensignal- und Fahrzeuginnenraummodellierung
Im Hinblick auf die spa¨tere Beschreibung im Zustandsraum mittels System- und
Messgleichung erweist sich eine Aufteilung der Modellierung in Quellensignal-
und Fahrzeuginnenraummodellierung als sinnvoll. Erstere beinhaltet die Entste-
hung der Sprach- und Gera¨uschkomponenten, letztere deren Zusammenfu¨gen un-
ter Beru¨cksichtigung des Einflusses des Fahrzeuginnenraums.
Beschreibung der Quellensignale
Die im Fahrzeuginnenraum auftretenden akustischen Signale - Sprache und Fahr-
zeuggera¨usch - wurden bereits in Kapitel 2 hinsichtlich ihrer stochastischen Ei-
genschaften beschrieben.
Aufgrund der zeitweise harmonischen Struktur von Sprache bietet sich zur de-
ren Beschreibung das autoregressives Modell (AR-Modell) an. Dessen Parameter
mu¨ssen allerdings regelma¨ßig neu gescha¨tzt werden, da Stationarita¨t bei Sprach-
signalen nur fu¨r Intervalle bis zu einer Dauer von ca. 20 bis 50 ms angenommen
werden kann (siehe Abschnitt 2.1.1).
Dagegen weist Fahrzeuggera¨usch im Allgemeinen eine glattere, nicht durch eine
harmonische Struktur gepra¨gte, spektrale Einhu¨llende auf. Sieht man zusa¨tzlich
von transienten Ereignissen ab, wie sie z.B. beim Wechsel des Fahrbahnbelags
auftreten ko¨nnen, so a¨ndern sich die statistischen Eigenschaften verglichen mit
denen von Sprache nur sehr langsam. Aus Gru¨nden der Einfachheit wird daher
ebenfalls das AR-Modell gewa¨hlt. Die Wahl der Ordnungen fu¨r Sprache und
Fahrzeuggera¨usch wird in Abschnitt 5.2.1 diskutiert.
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Beschreibung des Fahrzeuginnenraums
Fu¨r die anschließende Modellierung des Fahrzeuginnenraums werden folgende
Annahmen getroffen:
• Verwendung eines Arrays mit zuna¨chst zwei Mikrofonen2.
• Es spricht immer nur die auf dem Fahrersitz sitzende Person, d.h. es gibt
nur eine Sprachquelle im Fahrzeug.
• An den Mikrofonen aufgenommenen Hintergrundgera¨usche weisen sowohl
zueinander korrelierte als auch unkorrelierte Anteile auf.
Zusammengefasst bedeutet dies, dass drei Quellensignale von zwei Mikrofonen
aufgenommen werden. Das jeweilige Mikrofonsignal setzt sich also durch Super-
position folgender drei Komponenten zusammen:
1. Durch den Raum verhalltes Sprachsignal.
2. Zu anderem Mikrofonsignal unkorreliertes Gera¨usch.
3. Zu anderem Mikrofonsignal korreliertes Gera¨usch.
Diese zuna¨chst grobe Modellbeschreibung ist im Signalflussdiagramm aus Ab-
bildung 3.1 bereits ersichtlich. Eine detaillierte Herleitung und Betrachtung der
einzelnen Blo¨cke wird im weiteren Verlauf dieses Kapitels vorgestellt.
3.1.2 Modellierung im Zeitbereich
Im Folgenden werden fu¨r die Sprach- bzw. Gera¨uschmodellierung AR-Modelle
der Ordnung p bzw. q definiert. Diese werden so formuliert, dass deren Koeffizi-
enten denen des linearen Pra¨diktors entsprechen, weshalb in diesem Kapitel zur
Kenntlichmachung stets von Pra¨diktorkoeffizienten gesprochen wird. Der Zusam-
menhang zwischen AR-Modellierung und linearer Pra¨diktion wird in Abschnitt
4.1.3 beschrieben, die Wahl der Modellordnungen in Abschnitt 5.2.1. Unter der
bereits getroffenen Annahme, dass niemals zwei Personen im KFZ gleichzeitig
sprechen, ergibt sich fu¨r das Signal der Sprachquelle s(k) am Mund des Spre-
chers:
s(k) =
p∑
i=1
as,i(k−1)s(k−i) + v(k). (3.1)
Hierbei beschreibt as,i(k) den i-ten zeitvarianten Pra¨diktorkoeffizient der Sprach-
komponente zum Abtastzeitpunkt k. Das Anregungssignal v(k) des Sprachmo-
2Dies schra¨nkt die Allgemeinheit nicht ein. Eine Erweiterung auf mehr als zwei Mikrofone
wird in 3.3 behandelt.
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dells ist statistisch unabha¨ngiges, weißes Rauschen. Im Gegensatz zur Faltung
(siehe beispielsweise Gleichungen 3.5 und 3.6) werden die AR-Modelle nicht konju-
giert-komplex angesetzt.
Da die an den Mikrofonen aufgenommenen Gera¨usche sowohl zueinander korre-
lierte als auch unkorrelierte Anteile aufweisen, werden fu¨r die Modellierung bei
zwei Mikrofonen mindestens zwei Gera¨uschquellen beno¨tigt. Analog zu Gleichung
3.1 ergeben sich fu¨r die beiden Quellensignale n1(k) und n2(k):
n1(k) =
q∑
i=1
an1,i(k−1)n1(k−i) + w1(k), (3.2)
n2(k) =
q∑
i=1
an2,i(k−1)n2(k−i) + w2(k), (3.3)
wobei w1(k) und w2(k) wiederum als statistisch unabha¨ngige, weiße Rauschpro-
zesse definiert werden. Daher gilt fu¨r die zugeho¨rigen Kreuzkorrelationsfunktio-
nen:
rvw1(k, l) = rvw2(k, l) = rw1w2(k, l) = 0 fu¨r ∀ k, l. (3.4)
Die Mikrofonsignale werden nun durch Filterung der drei Quellensignale s(k),
n1(k) und n2(k) mit anschließender additiver U¨berlagerung generiert.
Zuna¨chst wird die Sprachkomponente am jeweiligen Mikrofon als Faltung der
Quelle s(k) mit der zeitvarianten Raumimpulsantwort h1,i(k) bzw. h2,i(k) mo-
delliert. Fu¨r die unkorrelierten Gera¨uschkomponenten werden die Quellensignale
n1(k) und n2(k) direkt verwendet, wa¨hrend die zueinander korrelierten Antei-
le durch Faltung mit den ebenfalls zeitvarianten Filterfunktionen g21,i(k) bzw.
g12,i(k) beschrieben werden. Dadurch ergibt sich fu¨r die Mikrofonsignale y1(k)
und y2(k):
y1(k) =
p−1∑
i=0
h∗1,i(k)s(k−i) + n1(k) +
q−1∑
i=0
g∗21,i(k)n2(k−i), (3.5)
y2(k) =
p−1∑
i=0
h∗2,i(k)s(k−i) + n2(k) +
q−1∑
i=0
g∗12,i(k)n1(k−i). (3.6)
Die vordere Summe repra¨sentiert dabei die Sprachkomponente, die hintere Sum-
me die korrelierte und der mittlere Term die unkorrelierte Gera¨uschkomponente
innerhalb des jeweiligen Mikrofonsignals.
Das gesamte Modell mit Anregungs-, Quellen- und Mikrofonsignalen ist in Ab-
bildung 3.1 als Signalflussdiagramm dargestellt. Die Superposition der drei Si-
gnalkomponenten (Sprache, unkorreliertes und korreliertes Gera¨usch) ist darin
deutlich erkennbar. Aus Gru¨nden der U¨bersicht wurden die Impulsantworten als
zeitinvariant abgebildet.
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Abbildung 3.1: Signalmodell im Zeitbereich.
3.1.3 Modellierung im Zustandsraum
Um zu der Zustandsraumdarstellung zu gelangen, die fu¨r die Herleitung des
Kalman-Filters notwendig ist, werden die bis jetzt gefunden Gleichungen in Vek-
tor/Matrix-Schreibweise u¨bersetzt. Dazu werden folgende Spaltenvektoren defi-
niert:
s(k) = [s(k−p+ 1), s(k−p+ 2), . . . , s(k−1), s(k)]T , (3.7)
n1(k) = [n1(k−q + 1), n1(k−q + 2), . . . , n1(k−1), n1(k)]
T , (3.8)
n2(k) = [n2(k−q + 1), n2(k−q + 2), . . . , n2(k−1), n2(k)]
T . (3.9)
Man beachte, dass der am weitesten in der Vergangenheit liegende Abtastwert
jeweils oben, der aktuelle Abtastwert jeweils unten im Vektor steht. Dieses Fest-
legung ist nicht zwingend und orientiert sich an [18, 19]. Die umgekehrte Darstel-
lung mit dem aktuellsten Abtastwert oben findet sich beispielsweise in [21]. Fasst
man die als Zeilenvektor geschriebenen Sprach-Pra¨diktorkoeffizienten mit einer
Schiebematrix zusammen, so entsteht die sogenannte Transitions- oderA-Matrix
des Sprachmodells:
As(k|k−1)=


0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
as,p(k − 1) as,p-1(k − 1) as,p-2(k − 1) · · · as,1(k − 1)

. (3.10)
Die Notation des Zeitindex’ k|k−1 sagt aus, dass ein U¨bergang (eine Transition)
des Sprachsignalvektors s vom Abtastzeitpunkt k− 1 zum Abtastzeitpunkt k
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durchgefu¨hrt wird.
Analog wird mit den Pra¨diktorkoeffizienten der beiden Gera¨uschquellen verfah-
ren. Die Quellensignale (Gleichungen 3.1-3.3) lassen sich somit folgendermaßen
schreiben:
s(k) = As(k|k−1)s(k−1) + [ | ]v(k), (3.11)
n1(k) = An1(k|k−1)n1(k−1) + [ | ]w1(k), (3.12)
n2(k) = An2(k|k−1)n2(k−1) + [ | ]w2(k). (3.13)
Dabei stellt [ | ] die symbolische Abku¨rzung fu¨r einen Spaltenvektor der Form
[0, 0, . . . , 0, 1]T und entsprechender La¨nge (Ausschneidevektor) dar. Die Schiebe-
matrix besteht aus den ersten p−1 bzw. q−1 Zeilen der jeweiligen A-Matrix
und sorgt dafu¨r, dass beim U¨bergang vom Abtastzeitpunkt k−1 zum Abtast-
zeitpunkt k der a¨lteste Abtastwert s(k−p+1) nach oben aus dem Vektor s(k)
hinausgeschoben wird. Die am unteren Ende des Vektors entstandene Lu¨cke wird
mit dem Wert s(k), der aus den Pra¨diktorkoeffizienten und dem Anregungssignal
v(k) berechnet wird, aufgefu¨llt.
Das gleiche Vorgehen wird nun auf die Mikrofonsignale y1(k) und y2(k) angewen-
det. Wiederum werden die Faltungssummen durch Skalarprodukte ersetzt. Dazu
werden folgende Spaltenvektoren definiert (h2(k) und g12(k) entsprechend):
h1(k) = [h1,p−1(k), h1,p−2(k), . . . , h1,1(k), h1,0(k)]
T , (3.14)
g21(k) = [g21,q−1(k), g21,q−2(k), . . . , g21,1(k), g21,0(k)]
T . (3.15)
Gleichungen 3.5 und 3.6 lassen sich damit in Vektor/Matrix-Schreibweise darstel-
len:
y1(k)=h
H
1 (k)s(k)+ [ | ]
T n1(k)+g
H
21(k)n2(k), (3.16)
y2(k)=h
H
2 (k)s(k)+g
H
12(k)n1(k)+ [ | ]
T n2(k). (3.17)
Die Gera¨uschvektoren n1(k) und n2(k) in Gleichung 3.17 wurden so umgestellt,
dass sie in beiden Gleichungen jeweils untereinander stehen.
Die vollsta¨ndige Zustandsraumdarstellung ist in Abbildung 3.2 dargestellt. Aus
Gru¨nden der U¨bersichtlichkeit sind alle Gro¨ßen ohne den Zeitindex k notiert.
Fettgedruckte Pfeile bezeichnen vektorielle, du¨nngedruckte skalare Gro¨ßen.
Um zu den Ausgangsgleichungen fu¨r die Herleitung des Kalman-Filters zu ge-
langen, werden die Gleichungen 3.11 bis 3.13 sowie 3.16 und 3.17 weiter ver-
einfacht. Zuna¨chst werden die drei Signalvektoren s(k),n1(k) und n2(k) in dem
Zustandsvektor x(k) sowie die drei Anregungssignale v(k), w1(k) und w2(k) in
dem Anregungsvektor u(k) zusammengefasst:
x(k) =

 s(k)n1(k)
n2(k)

 , u(k) =

 v(k)w1(k)
w2(k)

 . (3.18)
30
3.1 Signalmodell
w1
w2
v s
h1
h2
n1
n2
[ | ][ | ]
[ | ]
[ | ]
[ | ]
g12
g21
y1
y2
z-1
z-1
z-1An1
As
An2
Abbildung 3.2: Signalmodell in Zustandsraumdarstellung.
Danach wird eine zusammengesetzte Transitionsmatrix A(k|k−1) definiert, auf
deren Hauptdiagonalen blockweise die drei A-Matrizen As(k|k−1), An1(k|k−1)
und An2(k|k−1) angeordnet sind:
A(k|k−1) =

As(k|k−1) 0 00 An1(k|k−1) 0
0 0 An2(k|k−1)

 . (3.19)
Die fettgedruckte Null 0 bezeichnet hierbei eine Matrix bzw. einen Vektor ent-
sprechender Gro¨ße mit allen Elementen identisch Null.
Fasst man schließlich die Ausschneidevektoren [ | ] in gleicher Weise in der Matrix
B zusammen, ergibt sich fu¨r die Systemgleichung:
 s(k)n1(k)
n2(k)


︸ ︷︷ ︸
x(k)
=

As(k|k−1) 0 00 An1(k|k−1) 0
0 0 An2(k|k−1)


︸ ︷︷ ︸
A(k|k−1)
·

 s(k-1)n1(k-1)
n2(k-1)


︸ ︷︷ ︸
x(k−1)
· · ·
+

[ | ] 0 00 [ | ] 0
0 0 [ | ]


︸ ︷︷ ︸
B
·

 v(k)w1(k)
w2(k)


︸ ︷︷ ︸
u(k)
. (3.20)
Durch a¨hnliches Vorgehen kann man die Messgleichung bestimmen. Hierzu wer-
den die Mikrofonsignale y1(k) und y2(k) im Messvektor y(k), die Raumimpul-
santworten h1(k) und h2(k) sowie die Filtervektoren g12(k) und g21(k) in der
31
Kapitel 3 Signalmodell und Kalman-Filter
Messmatrix C(k) zusammengefasst:
y(k) =
[
y1(k)
y2(k)
]
, C(k) =

 h1(k) h2(k)[ | ] g12(k)
g21(k) [ | ]

 . (3.21)
Danach kann bereits die Messgleichung notiert werden:
[
y1(k)
y2(k)
]
︸ ︷︷ ︸
y(k)
=
[
hH1 (k) [ | ]
T gH21(k)
hH2 (k) g
H
12(k) [ | ]
T
]
︸ ︷︷ ︸
CH(k)
·

 s(k)n1(k)
n2(k)


︸ ︷︷ ︸
x(k)
. (3.22)
Zusammenfassend erha¨lt man die Systemgleichung und die Messgleichung mit
jeweils zeitvarianten Parametern:
x(k) = A(k|k−1)x(k−1) +Bu(k) (3.23)
y(k) = CH(k)x(k). (3.24)
Diese dienen als Ausgangsbasis fu¨r die Herleitung der eigentlichen Kalman-Filter-
gleichungen.
3.2 Multiple-Input Single-Output (MISO)
Kalman-Filter
Das Kalman-Filter ist eine rekursive Rechenvorschrift, die eine Scha¨tzung des nur
gesto¨rt messbaren Zustands x(k) eines linearen, zeitvarianten Systems berechnet.
Der so erhaltene Scha¨tzwert ist linear, erwartungstreu und weist eine minimale
Fehlervarianz (Optimalfilter) auf [19, 21].
Als Vergleich dazu kann das Wiener-Filter angefu¨hrt werden, welches ebenfalls
ein Nutzsignal optimal im Sinne des mittleren quadratischen Fehlers von ei-
ner additiven Sto¨rung trennt. Allerdings gilt dessen Optimalita¨t nur unter der
Annahme stationa¨rer Eingangssignale und nur, wenn sich das Filter im einge-
schwungenen Zustand befindet. Bei der Verwendung instationa¨rer Signale (z.B.
Sprache) verliert es seine Optimalita¨t. Fu¨r diesen Fall existieren Verallgemeine-
rungen des Wiener-Filters, die auf der Verwendung von Kurzzeitspektren basieren
[18, 52, 53]. Durch Anwendung des Kalman-Filters umgeht man hingegen dieses
Problem vollsta¨ndig, da dessen Ausgang ohne Einschwingen sofort optimal ist
und keine Stationarita¨t angenommen werden muss.
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3.2.1 Ansatz
Der Ansatz geht von den im letzten Abschnitt formulierten Gleichungen 3.23 und
3.24 aus. Um die Herleitung allgemein zu halten, wird die Messgleichung um den
Pseudo-Rauschvektor z(k) = [z1(k), z2(k)]
T (Messrauschen) erga¨nzt, der spa¨ter
zur Steuerung der Robustheit verwendet wird:
y(k) = CH(k)x(k) + z(k). (3.25)
Die beiden Rauschprozesse z1(k) und z2(k) sind statistisch unabha¨ngig und weiß.
Daru¨ber hinaus werden noch folgende Annahmen getroffen, die keine Auswirkun-
gen auf die Praxis haben [18, 21, 17]:
• Das Verfahren beginnt zum Abtastzeitpunkt k = 0.
• Der Anfangswert des Zustandsvektors ist mittelwertfrei E{x(0)} = 0 und
dessen Kovarianzmatrix Px(0) = E{x(0)x
H(0)} bekannt.
• Das Anregungssignal u(k) ist mittelwertfrei E{u(k)} = 0 und weiß, d.h.
die zugeho¨rige Kovarianzmatrix Pu(k) = E{u(k)u
H(k)} entha¨lt nur auf
der Hauptdiagonalen Elemente ungleich Null.
• Der Anfangszustand x(0), der Anregungsprozess u(k) sowie das Messrau-
schen z(k) sind jeweils zueinander unkorreliert fu¨r alle k:
1.) E{x(0)uH(k)} = 0,
2.) E{x(0)zH(k)} = 0,
3.) E{u(k)zH(k)} = 0.
• Die Transitionsmatrix A(k|k−1) ist fu¨r k > 0, die Messmatrix C(k) fu¨r
k ≥ 0 bekannt. Beiden werden daher als determinierte Gro¨ßen betrachtet.
Die Gleichungen des Kalman-Filters werden in drei Schritten hergeleitet: Dabei
beschreiben die ersten beiden die eigentliche Rekursion, welche sich in Pra¨dik-
tion und Korrektur aufteilt. Der letzte Schritt beinhaltet die Initialisierung des
Verfahrens.
3.2.2 Pra¨diktion
Zuna¨chst wird angenommen, dass ein erwartungstreuer und optimaler Scha¨tzwert
xˆ(k−1|k−1) fu¨r den Zustandsvektor zum Abtastzeitpunkt k−1 (erster Zeitin-
dex) auf Grundlage aller Eingangsdaten bis zum Abtastzeitpunkt k−1 (zweiter
Zeitindex) existiert.
Ausgehend davon wird nun ein a-priori Scha¨tzwert xˆ(k|k−1) fu¨r den Abtastzeit-
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punkt k aus den bisherigen Eingangsdaten y(l), 0 ≤ l ≤ k−1 und der letzten
Scha¨tzung xˆ(k−1|k−1) pra¨diziert. Als linearer Ansatz wird die homogene Lo¨sung
der Systemgleichung gewa¨hlt:
xˆ(k|k−1) = A(k|k−1)xˆ(k−1|k−1). (3.26)
Das Anregungssignal u(k) ist weiß und geht somit nicht in die Pra¨diktion ein.
Aus der Mittelwertfreiheit von Anfangszustand x(0) und Anregungssignal u(k)
ergibt sich, dass alle nachfolgenden Zusta¨nde x(k) fu¨r k > 0 ebenfalls mittelwert-
frei sind. Fu¨r Erwartungstreue muss also E{xˆ(k|k−1)} = 0 gelten. Da xˆ(k−1|k−1)
wie oben erwa¨hnt ein erwartungstreuer Scha¨tzwert ist, gilt: E{xˆ(k−1|k−1)} = 0.
Durch Anwenden des Erwartungswertoperators auf Gleichung 3.26 erha¨lt man:
E {xˆ(k|k−1)} = 0. (3.27)
Der a-priori Scha¨tzwert xˆ(k|k−1) ist somit erwartungstreu.
Fu¨r die weitere Herleitung werden zwei Fehlervektoren und ihre Kovarianzma-
trizen definiert. Der erste bezeichnet den a-priori, der zweite den a-posteriori
Scha¨tzfehler:
e(k|k−1) = x(k)− xˆ(k|k−1), (3.28)
e(k|k) = x(k)− xˆ(k|k), (3.29)
Pe(k|k−1) = E{e(k|k−1)e
H(k|k−1)}, (3.30)
Pe(k|k) = E{e(k|k)e
H(k|k)}. (3.31)
Setzt man in Gleichung 3.28 die Gleichungen 3.23 und 3.26 ein, erha¨lt man fu¨r
den a-priori Scha¨tzfehler e(k|k−1):
e(k|k−1) = x(k)− xˆ(k|k−1)
= A(k|k−1) (x(k−1)− xˆ(k−1|k−1)) +Bu(k)
= A(k|k−1)e(k−1|k−1) +Bu(k). (3.32)
Durch Einsetzen in Gleichung 3.30 la¨sst sich dessen Kovarianzmatrix Pe(k|k−1)
bestimmen:
Pe(k|k−1) = E
{[
A(k|k−1)e(k−1|k−1) +Bu(k)
]
· · ·[
A(k|k−1)e(k−1|k−1) +Bu(k)
]H}
= A(k|k−1)E
{
e(k−1|k−1)eH(k−1|k−1)
}
AH(k|k−1) · · ·
+BE
{
u(k)uH(k)
}
BT · · ·
+A(k|k−1) E
{
e(k−1|k−1)uH(k)
}︸ ︷︷ ︸
=0
BT · · ·
+BE
{
u(k)eH(k−1|k−1)
}︸ ︷︷ ︸
=0
AH(k|k−1).
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Die Erwartungswerte in den zwei letzten Zeilen sind identisch null, da e(k−1|k−1)
und u(k) mittelwertfrei und zueinander unkorreliert sind. Dies wird am Beispiel
des ersten der zwei Terme gezeigt. Zuna¨chst wird der Scha¨tzfehler e(k−1|k−1)
wieder als Differenz geschrieben:
E
{
e(k−1|k−1)uH(k)
}
= E
{
x(k−1)uH(k)
}︸ ︷︷ ︸
(1)
−E
{
xˆ(k−1|k−1)uH(k)
}︸ ︷︷ ︸
(2)
.
Setzt man in Ausdruck (1) fu¨r x(k−1) die Systemgleichung 3.23 ein, so erha¨lt
man:
A(k−1|k−2)E
{
x(k−2)uH(k)
}
+BE
{
u(k−1)uH(k)
}︸ ︷︷ ︸
=0
.
Der Term E{u(k− 1)uH(k)} = Ruu(k− 1, k) verschwindet, da u(k) weiß ist.
Wiederholt man das Vorgehen weitere (k−2)-mal, ergibt sich fu¨r (1) schließlich:
A(1|0)E
{
x(0)uH(k)
}
+BE
{
u(1)uH(k)
}
= 0,
da Unkorreliertheit zwischen dem Anfangszustand x(0) und dem Anregungssignal
u(k) angenommen wurde.
Ausdruck (2) verschwindet, da u(k) aufgrund Gleichung 3.23 nur auf x(k) wirkt,
nicht aber auf x(k−1), x(k−2), usw. Das Anregungssignal u(k) ist daher unkor-
reliert zu dem Scha¨tzwert einer dieser Zusta¨nde (hier: xˆ(k−1|k−1)).
Nach diesen U¨berlegungen ergibt sich die Kovarianzmatrix des a-priori Scha¨tz-
fehlers zu:
Pe(k|k−1) = A(k|k−1)Pe(k−1|k−1)A
H(k|k−1) +BPu(k)B
T, (3.33)
mit
Pu(k) = E
{
u(k)uH(k)
}
=

 σ2v(k) 0 00 σ2w1(k) 0
0 0 σ2w2(k)

 . (3.34)
Damit der Scha¨tzwert optimal ist, muss der mittlere quadratische Fehler minimal
sein. Dies ist gegeben, wenn der a-priori Scha¨tzfehler e(k|k−1) orthogonal zu allen
bis dato aufgetretenen Eingangsvektoren y(l) fu¨r 0 ≤ l ≤ k−1 ist:
0 = E
{
e(k|k−1)yH(l)
}
= E
{
(A(k|k−1)e(k−1|k−1) +Bu(k))yH(l)
}
= A(k|k−1) E
{
e(k−1|k−1)yH(l)
}︸ ︷︷ ︸
(1)
+BE
{
u(k)yH(l)
}︸ ︷︷ ︸
(2)
. (3.35)
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Der mit (1) abgeku¨rzte Term in Gleichung 3.35 verschwindet, da xˆ(k−1|k−1) als
optimaler Scha¨tzwert angenommen wurde und somit fu¨r den zugeho¨rigen Scha¨tz-
fehler E{e(k−1|k−1)yH(l)} = 0 fu¨r 0 ≤ l ≤ k−1 gilt. Um zu zeigen, dass Ausdruck
(2) Null ist, wird zuerst die Messgleichung 3.24 fu¨r y(l) eingesetzt und danach
die Systemgleichung 3.23 fu¨r x(l):
E
{
u(k)yH(l)
}
= E
{
u(k)
(
CH(l)x(l) + z(l)
)H}
= E
{
u(k)
(
CH(l) (A(l|l − 1)x(l−1) +Bu(l)) + z(l)
)H}
= E
{
u(k)xH(l−1)
}
AH(l|l − 1)C(l)
+E
{
u(k)uH(l)
}
BT + E
{
u(k)zH(l)
}
. (3.36)
Der mittlere Erwartungswert verschwindet, weil 0 ≤ l ≤ k−1 gilt und u(k) weiß
ist. Aufgrund der angenommenen Unkorreliertheit aller Rauschprozesse wird der
hintere Term ebenfalls Null. Wie schon bei der Herleitung von Pe(k|k−1) gezeigt,
la¨sst sich xH(l−1) im vorderen Erwartungswert durch wiederholtes Einsetzen der
Systemgleichung 3.23 in Gleichung 3.36 bis zum Anfangszustand xH(0) reduzie-
ren. Dieser ist laut Annahme unkorreliert zu u(k) und somit identisch Null.
3.2.3 Korrektur
Im vorhergegangen Abschnitt wurde ein linearer, erwartungstreuer und optimaler
a-priori Scha¨tzwert xˆ(k|k−1) auf Grundlage aller Eingangsdaten bis zum Abtast-
zeitpunkt k−1 rekursiv berechnet. Dieser soll nun mit Hilfe des neue Eingangs-
vektors y(k) verbessert werden (a-posteriori Scha¨tzwert). Als linearen, rekursiven
Ansatz fu¨r diese a-posteriori Scha¨tzung wird xˆ(k|k) gewa¨hlt [21]:
xˆ(k|k) = Ψ(k)xˆ(k|k−1) +K(k)y(k), (3.37)
wobei die beiden Matrizen Ψ(k) und K(k) determiniert und noch zu bestimmen
sind. Zuna¨chst wird aber der a-posteriori Scha¨tzfehler e(k|k) durch Einsetzen der
Gleichungen 3.25, 3.28 und 3.37 in Gleichung 3.29 berechnet:
e(k) = x(k)−Ψ(k)xˆ(k|k−1)−K(k)y(k)
= x(k)−Ψ(k) (x(k)− e(k|k−1))−K(k)
(
CH(k)x(k) + z(k)
)
=
(
I−Ψ(k)−K(k)CH(k)
)
x(k) +Ψ(k)e(k|k−1)−K(k)z(k). (3.38)
Fu¨r einen erwartungstreuen a-posteriori Scha¨tzwert xˆ(k|k) ist es notwendig, dass
dessen Scha¨tzfehler aus Gleichung 3.38 mittelwertfrei ist:
0 = E{e(k)}
= E
{(
I−Ψ(k)−K(k)CH(k)
)
x(k) +Ψ(k)e(k|k−1)−K(k)z(k)
}
. (3.39)
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Da e(k|k−1) und z(k) mittelwertfrei sind, wa¨hrend Ψ(k) und K(k) als deter-
miniert angenommen wurden, verschwinden die hinteren beiden Terme bei der
Erwartungswertbildung. Eine einfache Mo¨glichkeit, Mittelwertfreiheit zu errei-
chen, besteht jetzt darin, die Matrizen Ψ(k) und K(k) so zu wa¨hlen, dass der
Klammerausdruck identisch Null wird. Daraus la¨sst sich eine Bedingung fu¨rΨ(k)
bestimmen:
0 = I−Ψ(k)−K(k)CH(k)
⇒ Ψ(k) = I−K(k)CH(k) (3.40)
Setzt man das Ergebnis in Gleichung 3.37 ein, erha¨lt man nach wenigen Umfor-
mungen den gesuchten linearen und rekursiven Ansatz fu¨r einen erwartungstreuen
a-posteriori Scha¨tzwert xˆ(k|k):
xˆ(k|k) =
(
I−K(k)CH(k)
)
xˆ(k|k−1) +K(k)y(k)
= xˆ(k|k−1) +K(k)
(
y(k)−CH(k)xˆ(k|k−1)
)
. (3.41)
Zur Verdeutlichung des Ergebnisses wird der vorhergesagte Messwert yˆ(k|k−1)
definiert:
yˆ(k|k−1) = CH(k)xˆ(k|k−1). (3.42)
Dieser wird in Gleichung 3.41 eingesetzt, wodurch der a-posteriori Scha¨tzwert
xˆ(k|k) jetzt folgendermaßen geschrieben werden kann:
xˆ(k|k) = xˆ(k|k−1) +K(k) (y(k)− yˆ(k|k−1)) . (3.43)
yˆ(k|k−1) bezeichnet den auf Grundlage der vergangenen Eingangsvektoren y(l)
fu¨r 0 ≤ l ≤ k−1 vorhersagbaren Anteil von y(k). Der gesamte Klammerausdruck
y(k) − yˆ(k|k−1) stellt somit die Innovation durch den neuen Eingangsvektor
y(k) dar, welche, durch eine Multiplikation mit der Matrix K(k) versta¨rkt, zu
dem a-priori Scha¨tzwert addiert wird. In diesem Zusammenhang bezeichnet man
K(k) als Kalman-Versta¨rkung (englisch: Kalman-Gain).
Als letzte Anforderung an xˆ(k|k) verbleibt die Minimalita¨t seines mittleren qua-
dratischen Fehlers (optimaler Scha¨tzwert). Dazu wird zuna¨chst der a-posteriori
Scha¨tzfehler durch Einsetzten der Gleichungen 3.24, 3.42 und 3.43 in Gleichung
3.29 berechnet:
e(k|k) = x(k)− (xˆ(k|k−1) +K(k) (y(k)− yˆ(k|k−1)))
= e(k|k−1)−K(k)
(
CH(k)x(k) + z(k)−CH(k)xˆ(k|k−1)
)
= e(k|k−1)−K(k)CH(k)e(k|k−1)−K(k)z(k)
=
(
I−K(k)CH(k)
)
e(k|k−1)−K(k)z(k). (3.44)
Die Kalman-Versta¨rkung K(k) muss jetzt so gewa¨hlt werden, dass der mittlere
quadratische Fehler e2(k|k) = E{eH(k|k)e(k|k)} minimal wird. Anstatt e2(k|k)
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direkt nach K(k) zu differenzieren, wird der Weg u¨ber die Differentiation der
Spur der Kovarianzmatrix Pe(k|k) gewa¨hlt:
∂
∂K(k)
e2(k|k) =
∂
∂K(k)
tr {Pe(k|k)} . (3.45)
Die Kovarianzmatrix Pe(k|k) berechnet sich durch Einsetzen von Gleichung 3.44
in Gleichung 3.31 zu:
Pe(k|k) = E
{((
I−K(k)CH(k)
)
e(k|k−1)−K(k)z(k)
)
· · ·
·
((
I−K(k)CH(k)
)
e(k|k−1)−K(k)z(k)
)H}
=
(
I−K(k)CH(k)
)
Pe(k|k−1)
(
I−K(k)CH(k)
)H
· · ·
−
(
I−K(k)CH(k)
)
E
{
e(k|k−1)zH(k)
}︸ ︷︷ ︸
=0
KH(k) · · ·
−K(k) E
{
z(k)eH(k|k−1)
}︸ ︷︷ ︸
=0
(
I−K(k)CH(k)
)H
· · ·
+K(k)Pz(k)K
H(k)
=
(
I−K(k)CH(k)
)
Pe(k|k−1)
(
I−K(k)CH(k)
)H
· · ·
+K(k)Pz(k)K
H(k), (3.46)
wobei Pz(k) die Kovarianzmatrix des zusa¨tzlichen Messrauschens bezeichnet und
gema¨ß Gleichung 3.76 fu¨r N = 2 definiert ist. Die Kreuzkorrelationsterme ver-
schwinden, weil der a-priori Scha¨tzfehler auf Grundlage der Daten bis zum Zeit-
punkt k−1 und das Messrauschen zum Zeitpunkt k unkorreliert sind (siehe Pra¨dik-
tion in Abschnitt 3.2.2). Die mathematischen Zusammenha¨nge der nachfolgenden
Vektor/Matrix-Ableitung sind in [9, 10, 12, 35, 36] beschrieben.
Um das optimale K(k) zu bestimmen, werden nun der Zusammenhang aus Glei-
chung 3.45 und die Kettenregel auf Gleichung 3.46 angewendet:
0 =
∂
∂K(k)
tr
{(
I−K(k)CH(k)
)
Pe(k|k−1)
(
I−K(k)CH(k)
)H
· · ·
+K(k)Pz(k)K
H(k)
}
= 2
(
I−K(k)CH(k)
)
Pe(k|k−1)
∂
∂K(k)
tr
{(
I−K(k)CH(k)
)}
· · ·
+2K(k)Pz(k)
=
(
I−K(k)CH(k)
)
Pe(k|k−1) (−C(k)) +K(k)Pz(k)
= K(k)CH(k)Pe(k|k−1)C(k)−Pe(k|k−1)C(k) +K(k)Pz(k). (3.47)
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Unter der Voraussetzung, dass die Inverse (CH(k)Pe(k|k−1)C(k) + Pz(k))
−1
existiert, kann Gleichung 3.47 nach der optimalen Kalman-Versta¨rkung K(k)
aufgelo¨st werden:
K(k) = Pe(k|k−1)C(k)
(
CH(k)Pe(k|k−1)C(k) +Pz(k)
)−1
. (3.48)
Die Formel 3.46 fu¨r die Kovarianzmatrix des a-posteriori Fehlers kann weiter
vereinfacht werden. Dazu wird zuna¨chst die rechte Seite der Gleichung ausmulti-
pliziert:
Pe(k|k) =
(
Pe(k|k−1)−K(k)C
H(k)Pe(k|k−1)
) (
I−K(k)CH(k)
)H
· · ·
+K(k)Pz(k)K
H(k)
= Pe(k|k−1)−Pe(k|k−1)C(k)K
H(k)−K(k)CH(k)Pe(k|k−1) · · ·
+K(k)
(
CH(k)Pe(k|k−1)C(k) +Pz(k)
)
KH(k).
Wird jetzt in dem quadratischen Term der letzten Zeile fu¨r K(k), jedoch nicht
fu¨r KH(k), die Gleichung 3.48 fu¨r die optimale Kalman-Versta¨rkung eingesetzt,
vereinfacht sich die Gleichung schließlich zu:
Pe(k|k) = Pe(k|k−1)−Pe(k|k−1)C(k)K
H(k)−K(k)CH(k)Pe(k|k−1) · · ·
+
(
Pe(k|k−1)C(k)
(
CH(k)Pe(k|k−1)C(k) +Pz(k)
)−1)
· · ·(
CH(k)Pe(k|k−1)C(k) +Pz(k)
)
KH(k)
= Pe(k|k−1)−K(k)C
H(k)Pe(k|k−1)
=
(
I−K(k)CH(k)
)
Pe(k|k−1). (3.49)
In Abbildung 3.3 ist der hergeleitete Kalman-Filter Algorithmus fu¨r N = 2 Mi-
krofone als Signalflussdiagramm visualisiert. Wiederum sind aus Gru¨nden der
U¨bersichtlichkeit alle Gro¨ßen ohne den Zeitindex k dargestellt. Vergleicht man
dieses Diagramm mit dem aus Abbildung 3.2, so ist deutlich zu erkennen, dass
das Kalman-Filter das zugrunde liegende Signalmodell nachbildet. Zur Verdeutli-
chung ist der zur Messmatrix C(k) korrespondierende Teil mit einem gestrichelten
Kasten eingerahmt.
Damit ist die Herleitung des rekursiven Teils des Verfahrens abgeschlossen. Im
na¨chsten Abschnitt wird nun die Initialisierung des Algorithmus’ erla¨utert.
3.2.4 Initialisierung
Zum Abtastzeitpunkt k = 0 liegen aufgrund der eingangs getroffen Annahmen ne-
ben dem aktuellen Messwert y(0) keine weiteren Daten bzw. vergangene Scha¨tz-
werte vor. Daher wird fu¨r den ersten Rechenschritt des Algorithmus’ folgender,
wiederum linearer Ansatz gewa¨hlt [19]:
xˆ(0|0) = K(0)y(0). (3.50)
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Abbildung 3.3: Kalman-Filter in Zustandsraumdarstellung.
Setzt man fu¨r y(0) die Messgleichung 3.25 ein und beachtet, dass Mittelwert-
freiheit fu¨r x(0) und z(k) angenommen wurde, so la¨sst sich zeigen, dass xˆ(0|0)
erwartungstreu ist:
E {xˆ(0|0)} = E
{
K(0)
(
CH(0)x(0) + z(0)
)}
= K(0)CH(0)E {x(0)}+K(0)E {z(0)} = 0. (3.51)
Um einen optimalen Scha¨tzwert xˆ(0|0) zu erhalten, werden wiederum der mittlere
quadratische Fehler minimiert und daraus das optimale K(0) berechnet. Hierzu
werden in den Fehlervektor e(0|0) nacheinander die Gleichungen 3.50 und 3.25
eingesetzt:
e(0|0) = x(0)− xˆ(0|0) = x(0)−K(0)y(0)
= x(0)−K(0)CH(0)x(0)−K(0)z(0)
=
(
I−K(0)CH(0)
)
x(0)−K(0)z(0). (3.52)
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Daraus la¨sst sich mit Hilfe von Gleichung 3.31 die zugeho¨rige Kovarianzmatrix
Pe(0|0) berechnen:
Pe(0|0) = E
{((
I−K(0)CH(0)
)
x(0)−K(0)z(0)
)
· · ·((
I−K(0)CH(0)
)
x(0)−K(0)z(0)
)H}
=
(
I−K(0)CH(0)
)
E
{
x(0)xH(0)
} (
I−K(0)CH(0)
)H
· · ·
−
(
I−K(0)CH(0)
)
E
{
x(0)zH(0)
}
KH(0) · · ·
−K(0)E
{
z(0)xH(0)
} (
I−K(0)CH(0)
)H
+K(0)Pz(0)K
H(0)
=
(
I−K(0)CH(0)
)
Px(0)
(
I−K(0)CH(0)
)H
+K(0)Pz(0)K
H(0), (3.53)
wobei Px(0) die als bekannt angenommen Kovarianzmatrix des Anfangszustands
x(0) bezeichnet.
Analog zum Vorgehen in Gleichung 3.47 wird nun das optimale K(0) durch Dif-
ferentiation der Spur von Pe(0|0) bestimmt:
0 =
∂
∂K(0)
tr
{(
I−K(0)CH(0)
)
Px(0)
(
I−K(0)CH(0)
)H
+K(0)Pz(0)K
H(0)
}
= K(0)CH(0)Px(0)C(0)−Px(0)C(0) +K(0)Pz(0). (3.54)
Unter der Bedingung, dass die Inverse existiert, kann man nach K(0) freistellen
und erha¨lt:
K(0) = Px(0)C(0)
(
CH(0)Px(0)C(0) +Pz(0)
)−1
. (3.55)
Durch Ausmultiplizieren von Gleichung 3.53 und Einsetzen von Gleichung 3.55
vereinfacht sich die Formel fu¨r die Kovarianzmatrix Pe(0|0) schließlich zu:
Pe(0|0) =
(
I−K(0)CH(0)
)
Px(0). (3.56)
In der Anwendung initialisiert man die Komponenten von Px(0), die nicht auto-
matisch Null sind, mit der Leistung der Mikrofonsignale fu¨r k = 0 [19]. Die Wahl
von Pz(k) wird in Abschnitt 3.4.2 behandelt.
Eine Zusammenfassung der hergeleiteten Gleichungen des Kalman-Filters ist in
Tabelle 3.1 abgebildet.
3.3 Erweiterung auf mehr als zwei Kana¨le
Zu Beginn der Herleitung wurden verschiedene Annahmen getroffen, von denen
eine die Beschra¨nkung auf zwei Mikrofone war. Diese Einschra¨nkung wird im
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Tabelle 3.1: Zusammenfassung der Gleichungen fu¨r das Kalman-Filter-
Verfahren.
Initialisierung
K(0) = Px(0)C(0)
(
CH(0)Px(0)C(0) +Pz(0)
)−1
xˆ(0|0) = K(0)y(0)
Pe(0|0) =
(
I−K(0)CH(0)
)
Px(0)
Pra¨diktion
xˆ(k|k−1) = A(k|k−1)xˆ(k−1|k−1)
Pe(k|k−1) = A(k|k−1)Pe(k−1|k−1)A
H(k|k−1) +BPu(k)B
T
Korrektur
K(k) = Pe(k|k−1)C(k)
(
CH(k)Pe(k|k−1)C(k) +Pz(k)
)−1
xˆ(k|k) = xˆ(k|k−1) +K(k)
(
y(k)−CH(k)xˆ(k|k−1)
)
Pe(k|k) =
(
I−K(k)CH(k)
)
Pe(k|k−1)
nun folgenden Abschnitt fallen gelassen und die Erweiterung des hergeleiteten
Verfahrens auf theoretisch beliebig viele Kana¨le vorgestellt. Alle anderen Annah-
men, insbesondere die, dass stets nur ein Sprecher aktiv ist, bleiben bestehen. Im
letzten Teil des Kapitels wird der Einfluss dieser Erweiterung anhand des durch
sie verursachten numerischen Aufwands diskutiert.
Das Kalman-Filter liefert einen Scha¨tzwert fu¨r die ungesto¨rte Sprachkomponen-
te ausgehend von den gesto¨rt vorliegenden Signalen an den Mikrofonausga¨ngen.
Erho¨ht man die Anzahl der Mikrofone, erho¨ht sich ebenfalls die Anzahl der Ein-
gangssignale des Algorithmus’, wa¨hrend unabha¨ngig davon stets nur eine Sprach-
quelle im Signalmodell existiert. Es stellt sich also die Frage, ob eine große Anzahl
von Eingangssignalen gegenu¨ber einer kleinen Vorteile bei der Scha¨tzung dieses
Quellensignals bewirkt. Dies wird im Kapitel 6 diskutiert.
Ein Nachteil einer Erho¨hung der Mikrofonanzahl ist, dass die Dimension der ver-
wendeten Matrizen und Vektoren ebenfalls mit steigender Anzahl von Kana¨len
zunimmt, was einen ho¨heren numerischen Aufwand bedeutet. Dies wirkt sich
besonders dort aus, wo der Rechenaufwand schneller als linear mit der Dimen-
sion der Matrizen wa¨chst. Beispielsweise muss fu¨r die Berechnung der Kalman-
Versta¨rkung eine Matrix invertiert werden. Der numerische Aufwand hierfu¨r steigt
kubisch mit der Dimension der zu invertierenden Matrix [8], da diese keine be-
sondere Struktur aufweist. Hinzu kommt, dass jede Rauschquelle ebenfalls mo-
delliert wird. Deren Anzahl bleibt bei steigender Mikrofonanzahl allerdings nicht
konstant, sondern nimmt gleichermaßen zu.
Die gleiche Argumentation kann fu¨r die Scha¨tzung der Parameter, die fu¨r den
Betrieb des Kalman-Filters notwendig sind, angewendet werden. Dies wird zu-
sammen mit den Parameter-Scha¨tzverfahren im na¨chsten Kapitel behandelt. Im
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Folgenden werden daher nur die Auswirkungen auf das in Abschnitt 3.1 vorge-
stellte Signalmodell und das in Abschnitt 3.2 hergeleitete MISO-Kalman-Filter
diskutiert. Dabei wird sich hauptsa¨chlich auf formelma¨ßige Zusammenha¨nge be-
schra¨nkt, da die grafische Darstellung durch Signalflussdiagramme mit steigender
Komplexita¨t sehr unu¨bersichtlich wird. Fu¨r die nun folgenden U¨berlegungen wird
eine Mikrofonanzahl N>2 angenommen.
Erweiterung von System- und Messgleichung
Fu¨r die Erweiterung der Systemgleichung 3.23 werden zuna¨chst die Vektoren aus
Gleichung 3.18 erweitert:
x(k) =


s(k)
n1(k)
n2(k)
...
nN(k)

 , u(k) =


v(k)
w1(k)
w2(k)
...
wN(k)

 . (3.57)
Entsprechend wird nun mit den Matrizen A(k|k−1) und B verfahren. Diese
werden entlang ihrer Hauptdiagonalen erweitert. Am Beispiel derA-Matrix erha¨lt
man:
A(k|k−1) =


As(k|k−1) 0 0 · · · 0
0 An1(k|k−1) 0 · · · 0
0 0 An2(k|k−1) · · · 0
...
...
...
. . .
...
0 0 · · · · · · AnN (k|k−1)

 .
(3.58)
Aufgrund der anfangs getroffenen Annahmen ist der oben dargestellte Weg u¨ber
die Erweiterung der Zustands- und Anregungsvektoren mit anschließender An-
passung der Matrizen der einzig mo¨gliche. Fu¨r die Messgleichung gilt dies nicht.
Zwar ergeben sich auch hier einige erweiterte Gro¨ßen automatisch, zum Beispiel
alle Vektoren, die Struktur der erweiterten Messgleichung C(k) weist allerdings
Freiheitsgrade auf.
Zum einen ist eine Erweiterung gema¨ß dem gewa¨hlten Signalmodell denkbar. Das
heißt, es gibt jeweils ein Kreuzfilter fu¨r jede mo¨gliche Kombination von Eingangs-
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kanalpaaren:
C(k) =


hH1 (k) [ | ]
T gH21(k) g
H
31(k) · · · g
H
N1(k)
hH2 (k) g
H
12(k) [ | ]
T gH32(k) · · · g
H
N2(k)
hH3 (k) g
H
13(k) g
H
23(k) [ | ]
T · · · gHN3(k)
...
...
...
...
. . .
...
hHN(k) g
H
1N (k) g
H
2N(k) g
H
3N (k) · · · [ | ]
T

 . (3.59)
Zum anderen ko¨nnen beispielsweise auch nur die Kreuzkorrelationen bestimmter
Kanalpaare beru¨cksichtigt werden, wa¨hrend die u¨brigen vernachla¨ssigt werden.
Diese kann der Entwickler frei wa¨hlen. Zudem mu¨ssen die Impulsantworten dieser
vernachla¨ssigten Kreuzfilter nicht mehr gescha¨tzt werden. Ein mo¨gliches Beispiel
ist, nur die Kreuzkorrelationsfunktionen ra¨umlich direkt benachbarter Kana¨le zu
verwenden. Sind die Mikrofone zum Beispiel in einer linearen Array-Struktur
(siehe Abschnitt 2.4) angeordnet, so ist in diesem Fall die zu erwartende Kreuz-
korrelation zwischen zwei direkt benachbarten Mikrofonen gro¨ßer als zwischen
zwei nicht direkt benachbarten. Fu¨r eine solche lineare Mikrofonanordnung kann
demnach beispielsweise folgende Darstellung verwendet werden:
C(k) =


hH1 (k) [ | ]
T gH21(k) 0 · · · 0
hH2 (k) g
H
12(k) [ | ]
T gH32(k) · · · 0
hH3 (k) 0 g
H
23(k) [ | ]
T · · · 0
...
...
...
...
. . .
...
hHN(k) 0 0 0 · · · [ | ]
T

 . (3.60)
Die Darstellung in Gleichung 3.60 vernachla¨ssigt alle Kreuzfilterpaare, welche
nicht von zwei benachbarten Mikrofonen herru¨hren. Sie soll aber lediglich als
Beispiel fu¨r die vorhandenen Mo¨glichkeiten dienen und nicht eine Beschra¨nkung
auf diese besondere Anordnungen suggerieren. Bei einer wahllosen Anordnung
der Mikrofone im Fahrzeuginnenraum wu¨rde sich mit der gleichen physikalischen
Argumentation eine entsprechend weniger strukturierte Messmatrix ergeben, in
der ebenfalls nur die Kreuzkorrelationen zwischen Mikrofonen mit paarweise mi-
nimalem Abstand beru¨cksichtigt werden.
Wie sich bei der Diskussion der Simulationsergebnisse in Kapitel 6 zeigen wird,
spielt die Wahl zwischen der Matrixstruktur aus Gleichung 3.59 und der aus
Gleichung 3.60 eine untergeordnete Rolle bezu¨glich der erreichbaren Gera¨uschre-
duktion und Sprachqualita¨t des Verfahrens.
Reduktion auf einen Kanal
Der Vollsta¨ndigkeit halber sei abschließend erwa¨hnt, dass mit den analogen U¨ber-
legungen die Mikrofonanzahl auch auf Eins reduziert werden kann. In diesem
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Fall verschwinden alle Kreuzfilter, die Matrixinversion bei der Berechnung der
Kalman-Versta¨rkung wird zu einer skalaren Division und man erha¨lt ein einka-
naliges Verfahren, welches dem nach [38] a¨hnelt.
Allerdings unterscheidet sich dieses von dem hier vorgestellten Algorithmus in
zwei Punkten. Fu¨r N = 1 ergibt sich fu¨r das Signalmodell aus Abschnitt 3.1
folgende Messgleichung:
y(k) = hH(k)x(k) + z(k). (3.61)
Ein Vergleich mit [38] ergibt folgende Unterschiede:
• Die Matrix C(k) reduziert sich fu¨r N = 1 auf eine Raumimpulsantwort
h(k) und nicht auf den Ausschneidevektor [ | ] entsprechender Dimension.
Dadurch ist das hier vorgestellte Verfahren in der Lage unter der Annahme
einer hinreichend guten Scha¨tzung von h(k) neben der Gera¨uschreduktion
eine zusa¨tzliche Enthallung zu bewirken.
• Die Aufnahme des zusa¨tzlichen weißen Messrauschens z(k) ermo¨glicht bei
entsprechender Wahl von σ2z(k) die Gewichtung des Messwerts y(k) inner-
halb des Kalman-Algorithmus’ zu beeinflussen (siehe Abschnitt 3.4.2).
3.4 Analyse der Kalman-Filtergleichungen
In diesem Abschnitt werden die hergeleiteten Gleichungen des Kalman-Filters
zur Veranschaulichung dessen Funktionsweise analysiert und interpretiert. Dabei
wird ein besonderer Augenmerk auf die Bedeutung der Messmatrix C(k) gelegt.
Zusa¨tzlich werden mo¨gliche Verbesserungen der Robustheit des Verfahrens, die
durch Vera¨nderungen im Algorithmusablauf erreicht werden ko¨nnen, aufgezeigt3.
Durchgriffsfreiheit
Eine Besonderheit des hier gewa¨hlten Signalmodells ist, dass es nicht durchgriffs-
frei ist. Setzt man die Systemgleichung 3.23 in die Messgleichung 3.24 ein, erha¨lt
man:
y(k) = CH(k) (A(k|k − 1)x(k − 1) +Bu(k)) . (3.62)
Da u(k) ein Eingang ist und die gleiche Zeitabha¨ngigkeit wie y(k) hat, erscheint
eine Anregung am Eingang unverzo¨gert am Ausgang [19]. Es ist also ein Durch-
3Eine Analyse der Funktionsweise sowohl aus Sichtweise der Signalverarbeitung als auch aus
der Regelungstechnik findet sich in [17].
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griff des Eingangs auf den Ausgang vorhanden. Eine solche direkte Kopplung
erlaubt schnelle Systemreaktionen4, birgt aber die Gefahr eines Aufschwingens.
3.4.1 Einfluss der Messmatrix
Fu¨r die Analyse der Messmatrix wird das Pseudo-Messrauschen vernachla¨ssigt
(z(k) = 0), da es nur zur Steuerung der Robustheit verwendet wird und im Si-
gnalmodell aus Abschnitt 3.1 nicht vorkommt. Dies erleichtert die anschließenden
Umformungen und schra¨nkt die Allgemeinheit der Schlussfolgerungen nicht ein.
Ausgangspunkt ist die Gleichung 3.48 fu¨r die Kalman-Versta¨rkung mit Pz(k)=0:
K(k) = Pe(k|k−1)C(k)
(
CH(k)Pe(k|k−1)C(k)
)−1
, (3.63)
welche von links mit CH(k) multipliziert wird:
CH(k)K(k) = CH(k)Pe(k|k−1)C(k)
(
CH(k)Pe(k|k−1)C(k)
)−1
= I (3.64)
Ein weiteres Multiplizieren mit C(k) und anschließender Inversion der Matrix
C(k)CH(k) fu¨hrt nicht zum Ziel, weil letztere nicht invertierbar ist. Wie oben
beschrieben weist C(k) mehr Zeilen (mindestens N+1) als Spalten (N) auf. Fu¨r
ihren Rang gilt daher:
rank{C(k)} ≤ N. (3.65)
Da der Rang einer Matrix durch eine Multiplikation nicht gro¨ßer werden kann
[8], gilt fu¨r den Rang des (N+1)×(N+1) großen Produktes C(k)CH(k) ebenfalls:
rank{C(k)CH(k)} ≤ N. (3.66)
Das Matrixprodukt weist nicht vollen Spaltenrang auf und kann daher nicht in-
vertiert werden.
Um dennoch weiterrechnen zu ko¨nnen, werden die mathematischen Hilfsmittel
Verallgemeinerte Inverse und deren Spezialfall Pseudoinverse verwendet [34, 42].
Dazu werden folgende vier Bedingungen betrachtet:
(1) C(k)C′(k)C(k) = C(k), (3.67)
(2) C′(k)C(k)C′(k) = C′(k), (3.68)
(3) C(k)C′(k) ist symmetrisch, (3.69)
(4) C′(k)C(k) ist symmetrisch. (3.70)
4Ein solches System wird als sprungfa¨hig bezeichnet.
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Eine Matrix C′(k), die die erste Gleichung erfu¨llt, mindestens eine der verblei-
benden aber nicht, heißt verallgemeinerte Inverse und wird mit C′(k) =C−(k)
notiert. Sie existiert zwar immer, ist aber keine eindeutige Lo¨sung eines Glei-
chungssystems.
Unter allen mo¨glichen Lo¨sungen existiert aber stets genau eine, welche alle vier
Gleichungen erfu¨llt. Dieser als Pseudoinverse benannte und mit C′(k) =C+(k)
bezeichnete Spezialfall resultiert als einzige aller mo¨glichen Lo¨sungen in einer
minimalen L2-Norm der Lo¨sung.
Unter der Annahme, dass die Messmatrix C(k) vollen Spaltenrang aufweist5, das
heißt rank{C(k)}=N , kann C′(k) wie folgt direkt berechnet werden [36]:
C′(k) = C(k)
(
CH(k)C(k)
)−1
. (3.71)
Damit la¨sst sich Gleichung 3.64 auflo¨sen und man erha¨lt:
K(k) = C′(k)I = C(k)
(
CH(k)C(k)
)−1
. (3.72)
Eingesetzt in Gleichung 3.41 erha¨lt man diesmal (wiederum nach Einsetzen der
Messgleichung):
xˆ(k|k) = xˆ(k|k−1) +K(k)
(
y(k)−CH(k)xˆ(k|k−1)
)
= xˆ(k|k−1) +C′(k)
(
y(k)−CH(k)xˆ(k|k−1)
)
= xˆ(k|k−1) +C(k)
(
CH(k)C(k)
)−1 (
CH(k)x(k)−CH(k)xˆ(k|k−1)
)
= xˆ(k|k−1) +C(k)
(
CH(k)C(k)
)−1
CH(k)e(k|k−1). (3.73)
In diesem Fall kann der Zustandsvektor x(k) nicht mehr direkt aus dem Mikro-
fonsignal gemessen werden. Dies liegt daran, dass die Kalman-Versta¨rkung jetzt
den N -dimensionalen Mikrofonsignalvektor auf den p+Nq > N -dimensionalen
Zustandsvektor abbildet. Es liegen also mehr Zusta¨nde als Einga¨nge vor, was
keiner eindeutigen Abbildung entspricht.
Ein Vergleich von Gleichung 3.63 mit Gleichung 3.72 zeigt, dass die Matrix C′(k)
den Spezialfall der Kalman-Versta¨rkung fu¨r Pe(k|k−1)=I darstellt. Eine a-priori
Kovarianzmatrix der Form:
Pe(k|k − 1) = βI mit β∈ R
+ (3.74)
besagt, dass der zugrunde liegende Zufallsprozess, in diesem Fall der a-priori
Scha¨tzfehler, weiß ist. Analog zur Bedeutung eines weißen Prozesses am Ausgang
5Weist die Matrix C(k) nicht vollen Spaltenrang auf, kann die Pseudoinverse trotzdem be-
rechnet werden. Dazu muss eine Eigenwertzerlegung C(k) = U(k)D(k)VH(k) durchgefu¨hrt
werden. Fu¨r die Pseudoinverse gilt dann: C+(k) = V(k)D+(k)UH(k), wobei D+(k) aus der
Matrix D(k) durch Invertieren aller Elemente ungleich Null berechnet wird.
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eines Pra¨diktorfehlerfilters, bedeutet dies, dass der auf Grundlage der zum Zeit-
punkt k−1 vorliegenden Daten vorhergesagte a-priori Scha¨tzwert xˆ(k|k−1) des
Zustandsvektors x(k) diesen bestmo¨glich pra¨diziert hat. Alle vorliegenden Kor-
relationseigenschaften wurden demnach ausgenutzt und das Restfehlersignal ist
somit statistisch unabha¨ngig.
Des Weiteren erfu¨llt diese zwar die Bedingung aus Gleichung 3.67, nicht aber
die zweite Symmetriebedingung aus Gleichung 3.70. Die Kalman-Versta¨rkung
des hier verwendeten Kalman-Filters ist somit eine verallgemeinerte Inverse der
Messmatrix C(k):
K(k) = C−(k) = C(k)
(
CH(k)C(k)
)−1
. (3.75)
Dieser Zusammenhang ist nicht allgemein gu¨ltig, sondern beruht auf der hier
getroffenen Wahl des zugrunde liegenden Signalmodells und der Modellierung
des Fahrzeuggera¨uschs im Zustandsvektor anstatt durch weißes Messrauschen,
was dem klassischen Ansatz entspra¨che.
3.4.2 Verbesserungen der Robustheit
Die Robustheit bezu¨glich der numerischen Stabilita¨t und bezu¨glich der Entste-
hung von sogenannten im Ausgangssignal ho¨rbaren Artefakten (sogenannten Mu-
sical Tones) des in den vorangegangenen Abschnitten hergeleiteten Kalman-Filter
Algorithmus’ la¨sst sich durch zwei A¨nderungen in dessen Ablauf verbessern. Diese
werden im Folgenden beschrieben.
Nachgla¨tten der gescha¨tzten Sprachkomponente
Der gescha¨tzte Zustandsvektor xˆ(k|k) entha¨lt nicht nur den gesuchten Wert der
Sprachkomponente zum Abtastzeitpunkt k, sondern auch die der vergangenen
p−1 Abtastzeitpunkte. Dies sind:
sˆ(k), sˆ(k − 1), . . . , sˆ(k − p+ 1).
Ein beliebiger Scha¨tzwert sˆ(k0) kann demnach erstmalig zum Zeitpunkt k = k0
und letztmalig zum Zeitpunkt k = k0 + p − 1 aus dem Zustandsvektor xˆ(k|k)
extrahiert werden. Fu¨r die Herleitung des Kalman-Filters wurde, bezogen auf
dieses Beispiel, stets der Abtastzeitpunkt k=k0 verwendet.
Extrahiert man zu einem spa¨teren Zeitpunkt als k=k0, so wird der Scha¨tzwert auf
Grundlage der nachfolgenden Daten weiter verbessert, was hier als Nachgla¨tten
bezeichnet wird. Wa¨hrend in der Pra¨diktionsstufe des Kalman-Filters der gesuch-
te Wert sˆ(k0) nur um eine Position innerhalb des Zustandsvektors xˆ(k|k) nach
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Abbildung 3.4: Zeitlicher Verlauf des Betrags der einzelnen Komponenten der
Kalman-Versta¨rkung fu¨r N = 1 und p = 6. Dabei sind nur
diejenigen Komponenten abgebildet, die auf die Scha¨tzwerte der
Sprachquelle sˆ(k), sˆ(k − 1), . . . , sˆ(k − 5) wirken.
oben geschoben wird (siehe Schiebematrix in Abschnitt 3.1.3), verursachen die
nachfolgenden Messwerte y(k) fu¨r k > k0 eine weitere Gewichtung des Scha¨tz-
wertes durch die Kalmanversta¨rkung K(k). Diese ist zwar verglichen zu der beim
Abtastzeitpunkt k = k0 sehr gering, aber dennoch von Null verschieden, was in
Abbildung 3.4 dargestellt ist. Daher wird durch Nachgla¨tten eine Verbesserung
des gesuchten Scha¨tzwertes sˆ(k0) erreicht.
Diese Verbesserung geht allerdings zu Lasten der Laufzeit des Algorithmus’, da
mit jedem Nachgla¨ttungszyklus der gesuchte Scha¨tzwert einen Abtastzeitpunkt
spa¨ter am Ausgang der Gera¨uschreduktion anliegt. Diese Problematik wird bei
der Diskussion der Gesamtverzo¨gerung in Abschnitt 5.2.3 behandelt.
49
Kapitel 3 Signalmodell und Kalman-Filter
U¨berscha¨tzung des Gera¨uschs
Eine u¨bliche Methode in Algorithmen zur Gera¨uschreduktion, um deren Robust-
heit bezu¨glichMusical Tones zu verbessern, besteht im sogenannten U¨berscha¨tzen
des Gera¨uschs. Darunter versteht man die ku¨nstliche Erho¨hung der Gera¨uschleis-
tung beispielsweise durch Multiplikation mit einem Faktor gro¨ßer als Eins. Bei
dem in dieser Arbeit vorgestellten Verfahren kann die Gera¨uschu¨berscha¨tzung an
drei Stellen angewendet werden, wobei die Motivation dazu jeweils unterschied-
lich ist:
• Innerhalb des Kalman-Filters mittels des zusa¨tzlich eingefu¨hrten Messrau-
schens z(k).
• Innerhalb des Kalman-Filters bei den gescha¨tzten Gera¨uschleistungen der
Anregungsprozesse wi(k) der Gera¨uschmodelle.
• Bei der Scha¨tzung der AR-Koeffizienten innerhalb der DAKF-Methode, wel-
che inklusive der dort notwendigen Gera¨uschu¨berscha¨tzung in Abschnitt
4.3.1 beschrieben wird.
Der Rauschprozess z(k) aus der Messgleichung 3.25 taucht im Kalman-Filter nur
in der Gleichung 3.48 fu¨r die Kalmanversta¨rkung in Form der Kovarianzmatrix
Pz(k) auf. Da z(k) aus N skalaren, weißen Rauschprozessen zusammengesetzt
ist, weist Pz(k) nur auf der Hauptdiagonalen Elemente ungleich Null auf:
Pz(k) =


σ2z1(k) 0 · · · 0
0 σ2z2(k) · · · 0
...
...
. . .
...
0 0 . . . σ2zN

 . (3.76)
Diese Varianzen erho¨hen die Hauptdiagonale des zu invertierenden Terms aus
Gleichung 3.48. Die Erho¨hung der Hauptdiagonalen einer Matrix verbessert prin-
zipiell deren Konditionierung, was zu einer verbesserten numerischen Stabilita¨t
bei der Berechnung der Kalman-Versta¨rkung fu¨hrt. Außerdem wird K(k) be-
tragsma¨ßig kleiner, was bedeutet, dass dem aktuellen Messvektor y(k) weniger
(und damit der Pra¨diktion mehr) vertraut wird. Dies bedeutet aber auch, dass der
Algorithmus langsamer auf A¨nderungen reagiert, weshalb zwischen numerischer
Stabilita¨t und Konvergenzgeschwindigkeit abgewogen werden muss.
Da u¨ber z(k) keine Kenntnisse vorhanden sind, wird es zweckma¨ßigerweise kon-
stant und zeitinvariant gewa¨hlt:
σ2z1(k) = σ
2
z2
(k) = · · · = σ2zN (k) = σ
2
z . (3.77)
Bei den dieser Arbeit zugrunde liegenden Audiodaten hat sich σ2z = 0, 001/γ
2
bewa¨hrt. Dabei bezeichnet γ einen Normierungsfaktor mit Betrag Eins und glei-
cher Dimension wie zi(k).
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Das U¨berscha¨tzen der Gera¨uschleistungen σ2wi(k) in der Matrix Pu(k) bewirkt
hingegen eine Reduktion der im Kalman-Filter entstandenen Musical Tones [39].
Hierfu¨r hat sich der fu¨r alle Gera¨uschquellen identische und u¨ber der Zeit kon-
stante Faktor Zwei bewa¨hrt. In [39] wurde vorgeschlagenen, zwischen Sprachpau-
sen und -phasen bei der Wahl dieses Faktors zu unterscheiden. Dies brachte im
mehrkanaligen Fall keine ho¨rbare Verbesserung, wobei der hier gefundene Wert
zwischen den beiden dort vorgeschlagenen (3 in Sprachpausen und 1,5 in Sprach-
phasen) liegt.
3.5 Numerischer Aufwand
In diesem letzen Abschnitt des Kapitels wird der numerische Aufwand des hier
verwendeten Kalman-Filter-Algorithmus’ abgescha¨tzt. Dabei werden implemen-
tierungsspezifische Aspekte wie zum Beispiel die aus der Filterbankstruktur re-
sultierenden komplexwertigen Signale beru¨cksichtigt.
Wie bereits zuvor erwa¨hnt, beschra¨nkt sich die Darstellung in diesem Kapitel auf
das Kalman-Filter selbst. Der numerische Aufwand fu¨r die Scha¨tzverfahren zur
Parametrierung des Filters wird im na¨chsten Kapitel behandelt.
Fu¨r die folgenden U¨berlegungen wird angenommen, dass eine M-kanalige Filter-
bank verwendet wird, wobeiM gerade ist. Wie im Kapitel 5 noch na¨her erla¨utert
wird, bedeutet dies im Fall der hier vorliegenden reellen Eingangssignale, dass im
Teilbandbereich zwei reellwertige und M/2−1 komplexwertige Frequenzba¨nder
vorliegen. Der Einfachheit halber werden fu¨r alle Ba¨nder die gleichen konstan-
ten Ordnungen fu¨r die Sprachquelle (Ordnung p) und die N Gera¨uschquellen
(Ordnung q) benutzt.
Im Folgenden werden die vorkommenden Matrizen und Vektoren zuna¨chst so
behandelt, als ob diese vollsta¨ndig besetzt wa¨ren. Das heißt, es wird fu¨r alle
Elemente angenommen, dass sie ungleich Null sind. Aufgrund dieser Annahme
ha¨ngt die Anzahl der Multiplikationen nur von den Dimensionen der verwendeten
Gro¨ßen ab, welche in Tabelle 3.2 aufgelistet sind.
Die Anzahl der notwendigen Multiplikation fu¨r die Berechnung des Produkts
zweier beliebig dimensionierter vektorieller Gro¨ßen Θ und Ψ ergibt sich zu:
Anz. Multipl. = (Zeilenanz. Θ) · (Zeilenanz. Ψ) · (Spaltenanz. Ψ). (3.78)
Mit Hilfe von Gleichung 3.78 sowie den Tabellen 3.1 und 3.2 kann nun der
numerische Aufwand fu¨r die notwendigen Multiplikationen des Kalman-Filter-
Algorithmus’ bestimmt werden. Dieser ist fu¨r die einzelnen Berechnungsschritte
der Pra¨diktions- und Korrektur-Stufe in Tabelle 3.3 aufgefu¨hrt. Die Initialisier-
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Tabelle 3.2: Dimension der vorkommenden vektoriellen Gro¨ßen.
Bezeichner Dimension (Zeilen×Spalten)
xˆ(k|k − 1), xˆ(k|k) (p+Nq)× 1
A(k|k − 1) (p+Nq)× (p+Nq)
Pe(k|k − 1), Pe(k|k) (p+Nq)× (p+Nq)
B (p+Nq)× (N + 1)
Pu(k) (N + 1)× (N + 1)
K (p+Nq)×N
C(k) (p+Nq)×N
Pz(k) N ×N
y(k) N × 1
ungs-Stufe ist fu¨r den Gesamtaufwand vernachla¨ssigbar, da sie nur einmal durch-
laufen wird. Aufgrund der zuvor getroffenen Annahme der vollbesetzten Matrizen
und Vektoren stellen die Tabellenwerte den Worst Case dar, der die besonderen
Eigenschaften der verwendeten Matrizen unberu¨cksichtigt la¨sst. Die zu invertie-
rende Matrix bei der Berechnung der Kalman-Versta¨rkung weist im Allgemeinen
keine spezielle Struktur auf, so dass der Aufwand zur Invertierung mit N3 ab-
gescha¨tzt wurde.
Tabelle 3.3: Abscha¨tzung der maximal zu erwartenden Anzahl von Multiplikatio-
nen fu¨r jeden Berechnungsschritt pro Frequenzband.
Gleichung Anzahl Multiplikationen
A-priori Scha¨tzwert (p+Nq)2
A-priori Kovarianz 2(p+Nq)3 + (p+Nq)(N + 1)2 + (N + 1)(p+Nq)2
Kalmanversta¨rkung 2N(p+Nq)2 + 2(p+Nq)N2 +N3
A-posteriori Scha¨tzwert 2N(p +Nq)
A-posteriori Kovarianz (p+Nq)3 +N(p+Nq)2
Diese Multiplikationsanzahlen gelten fu¨r jedes Frequenzband. Da reelle Eingangs-
signale bei der Filterbank angenommen wurden, mu¨ssen aufgrund der Symmetrie
nur M/2+1 dieser Ba¨nder beru¨cksichtigt werden, wobei M/2−1 von ihnen kom-
plexwertige Signale enthalten. Da eine komplexwertige Multiplikation im All-
gemeinen vier6 reellen entspricht, mu¨ssen die Tabellenwerte in diesen Ba¨ndern
entsprechend um den Faktor vier zusa¨tzlich vergro¨ßert werden.
Beru¨cksichtigt man daru¨ber hinaus die besondere Struktur der Matrizen, so redu-
ziert sich der Aufwand und man erha¨lt eine verbesserte Abscha¨tzung der notwen-
6Neben der allgemeinen Form z = z1 · z2 = (a+ jb)(c+ jd) = (ac− bd) + j(ad+ bc), die vier
Multiplikationen und drei Additionen beno¨tigt, gibt es eine 2-Schritt-Lo¨sung, die nur drei
reelle Multiplikationen beno¨tigt: 1.) <{z} = ac− bd; 2.) ={z} = (a+ b)(c+ d)−<{z}.
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digen Multiplikationen. Die Matrizen A(k|k−1), C(k), Pu(k) und B enthalten
Elemente, die zu jedem Zeitpunkt k identisch Null sind. Dies betrifft insbesondere
die A-Matrix, deren Eintra¨ge zu mehr als der Ha¨lfte Null sind (siehe Gleichungen
3.10 und 3.19). Werden zusa¨tzlich alle Multiplikationen mit Eins vernachla¨ssigt,
weil diese in Compilern nicht als echte Multiplikation ausgefu¨hrt werden, so erha¨lt
man den in Tabelle 3.4 aufgefu¨hrten Aufwand. Dabei wurde davon ausgegangen,
dass C(k) vollsta¨ndig, das heißt mit allen mo¨glichen Kreuzfilterfunktionen, be-
setzt ist.
Tabelle 3.4: Abscha¨tzung der maximal zu erwartenden Anzahl von Multiplikatio-
nen fu¨r jeden Berechnungsschritt pro Frequenzband unter Beru¨ck-
sichtigung der besonderen Struktur der verwendeten Matrizen.
Gleichung Anzahl Multiplikationen
A-priori Scha¨tzwert (p+Nq)
A-priori Kovarianz 2(p+Nq)2
Kalmanversta¨rkung 2N(p+Nq)(p+ (N−1)q) + (p+Nq)N2 · · ·
+(p+ (N−1)q)N2 +N3
A-posteriori Scha¨tzwert N(p+Nq) +N(p+ (N−1)q)
A-posteriori Kovarianz (p+Nq)3 + (p+Nq)N(p + (N−1)q)
Die Anzahl der Multiplikationen fu¨r ein reelles Teilband ist fu¨r jeweils beide
Abscha¨tzungen und verschiedene Mikrofonanzahlen sowie verschiedenen Ordnun-
gen des Sprachmodells in Abbildung 3.5 dargestellt. Bei der tatsa¨chlichen Imple-
mentierung ko¨nnen fu¨r jedes Frequenzband verschiedene Ordnungen fu¨r Sprache
(p) und Gera¨usch (q) verwendet werden.
Zusammengefasst kann gesagt werden, dass der numerische Aufwand bezu¨glich
der Multiplikationen jeweils kubisch mit der Mikrofonanzahl sowie den Modell-
ordnungen wa¨chst. Dieser Zusammenhang muss bei der Wahl der Parameter N ,
p und q beru¨cksichtigt werden und gegen die erzielbare Verbesserung, die durch
eine Vergro¨ßerung dieser Parameter bewirkt werden kann, abgewogen werden.
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Abbildung 3.5: Numerischer Aufwand eines reellwertigen Frequenzbands fu¨r ver-
schiedene Mikrofonanzahlen N bei konstanter Ordnung p = 4
(oben), sowie fu¨r verschiedene Ordnungen p bei N = 4 Mikro-
fonen (unten). Dargestellt sind der Aufwand fu¨r q = 2 bei Worst-
Case-Abscha¨tzung (grau), sowie unter Beru¨cksichtigung der be-
sonderen Struktur der Matrizen (schwarz gestrichelt).
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Scha¨tzung der Filterparameter
Im vorangegangenen Kapitel 3 wurde ein auf Kalman-Filterung basiertes Verfah-
ren vorgestellt. Um es verwenden zu ko¨nnen, mu¨ssen alle darin vorkommenden
Parameter gescha¨tzt werden. Im Einzelnen sind dies:
• die AR-Koeffizienten des Sprachsignals as,i(k),
• die AR-Koeffizienten der Gera¨uschsignale an1,i(k), an2,i(k), . . . , anN ,i(k)
• die Anregungsleistung des Sprachmodells σ2s(k),
• die Anregungsleistungen des Gera¨uschmodells σ2n1(k), σ
2
n2
(k), . . . , σ2nN (k),
• die Raumimpulsantworten h1,i(k), h2,i(k), . . . , hN,i(k) sowie
• die fu¨r das jeweilige Modell gewa¨hlten (siehe Abschnitt 3.3) Filterfunktio-
nen gt1t2,i(k) mit t1, t2 ∈ {1, . . . , N} und t1 6= t2.
Die zu bestimmenden Parameter ko¨nnen unterteilt werden in diejenigen der Sys-
temgleichung 3.23, welche die Entstehung der Sprach- und Gera¨uschsignale des
Kalman-Filters beschreiben, und diejenigen der Messgleichung 3.24, welche den
Raum, der die Mikrofone umgibt, charakterisieren. Allen gemein ist, dass sie zeit-
variant sind und somit in regelma¨ßigen Absta¨nden, das heißt alle 20 bis 50 ms
(siehe Abschnitt 2.1.1), erneut bestimmt werden mu¨ssen.
In diesem Kapitel werden nun Verfahren vorgestellt, die es ermo¨glichen, die-
se zeitvarianten Parameter zu scha¨tzen. Hauptaugenmerk liegt hierbei auf der
Scha¨tzung der AR-Parameter, da sie fu¨r die Leistungsfa¨higkeit des Kalman-
Filters von entscheidender Bedeutung sind. Unter dem Begriff AR-Parameter
werden in diesem Zusammenhang sowohl die AR-Koeffizienten, beispielsweise
as,i(k), als auch die zugeho¨rige Anregungsleistung, in diesem Beispiel σ
2
v(k), zu-
sammengefasst.
Begonnen wird diese Kapitel mit einer kurzen mathematischen Beschreibung
des AR-Modells und der Lo¨sung des sogenannten Anpassungsproblems. Dabei
wird insbesondere auf den engen Zusammenhang zwischen AR- und Pra¨diktor-
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koeffizienten eingegangen, da letztere in Kapitel 3 zur Repra¨sentation des AR-
Modells im Kalman-Filter verwendet wurden. Im Hinblick auf die hier vorge-
schlagenen Verfahren werden sowohl Methoden der parametrischen als auch der
nicht-parametrischen Spektralscha¨tzung beno¨tigt. Diese werden im zweiten Teil
des Kapitels vorgestellt und bezu¨glich der Verwendbarkeit zur Scha¨tzung der AR-
Parameter bewertet. Daran anschließend werden im dritten Teil verschiedene fu¨r
den mehrkanaligen Fall erweiterte Verfahren vorgestellt. Ausgegangen wird dabei
jeweils von der in [38, 39] vorgeschlagenen einkanaligen Struktur, welche ebenfalls
kurz erla¨utert und zudem in Kapitel 6 als Referenz dienen wird. Der letzte Teil
dieses Kapitels befasst sich mit der Scha¨tzung der Raumimpulsantworten und
Filterfunktionen.
Wie im vorangegangenen Kapitel 3 werden alle Herleitungen im Vollband un-
ter expliziter Annahme von komplexwertigen Gro¨ßen durchgefu¨hrt, so dass die
gefundenen Gleichungen spa¨ter direkt im Teilband verwendet werden ko¨nnen.
4.1 Grundlagen der AR-Modellierung
In Kapitel 3 wurden die Eingangssignale des Kalman-Filters als Zufallsprozesse
modelliert. Zur deren Beschreibung werden daher u¨ber die Schar der Realisierun-
gen berechnete Momente, die sogenannten Scharmittelwerte, wie zum Beispiel
die Autokorrelationsfunktion verwendet. In der Wirklichkeit mu¨ssen diese durch
Zeitmittelwerte ersetzt werden, wozu Ergodizita¨t modelliert werden muss, welche
wiederum die Stationarita¨t der betroffenen Zufallsprozesse bedingt. Analog zum
Begriff der schwachen Stationarita¨t (siehe Abschnitt 2.1.1) wird von schwacher
Ergodizita¨t gesprochen, falls die betroffenen Zufallsprozesse nur fu¨r Momente bis
zur Ordnung zwei ergodisch sind. Wie bereits in Abschnitt 2.1.1 beschrieben, ist
die allgemeine Annahme von Stationarita¨t fu¨r Sprachsignale unrealistisch. Daher
werden im Folgenden sogenannte Kurzzeit-Verfahren verwendet, um in den als
stationa¨r angenommenen Sprachsegmenten die AR-Parameter zu bestimmen.
4.1.1 Mathematische Beschreibung des AR-Modells
Das autoregressive oder einfach AR-Modell ist ein Sonderfall der spektralen Mo-
dellierung eines Signals durch eine gebrochen rationale Funktion im z-Bereich.
Ausgehend von der allgemeinen Differenzengleichung
y(k) +
m∑
i=1
aiy(k−i) =
m′∑
i′=0
bi′v(k−i
′) (4.1)
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im Zeitbereich, erha¨lt man durch Transformation in den z-Bereich und Erga¨nzung
der linken Summe aus Gleichung 4.1 um den Vorfaktor von y(k), also a0=1:
Y (z) =
∑m′
i′=0 bi′z
−i′∑m
i=0 aiz
−i︸ ︷︷ ︸
HARMA(z)
V (z). (4.2)
Hierbei bezeichnen v(k) bzw. V (z) den als weiß angenommenen Eingangsprozess
mit der Varianz σ2v und y(k) bzw. Y (z) den entsprechenden Ausgangsprozess.
Dies ist die allgemeine Form eines digitalen Filters. Fu¨r bi′=0 unterscheidet sich
Gleichung 4.1 von den Gleichungen 3.11 bis 3.13 im Vorzeichen der linken Summe.
Auf diesen Unterschied wird im Verlauf des Abschnitts 4.1.1 noch eingegangen.
Der Zusammenhang zwischen Ein- und Ausgang wird durch die aus einem Za¨hler-
polynom B(z) und Nennerpolynom A(z) bestehende U¨bertragungsfunktion
HARMA(z) =
B(z)
A(z)
=
∑m′
i′=0 bi′z
−i′∑m
i=0 aiz
−i
=
∏m′
i′=0(z − z0,i′)∏m
i=0(z − zP,i)
(4.3)
beschrieben, welche vollsta¨ndig durch die Nullstellen z0,i′ sowie die Polstellen zP,i,
das sind die Nullstellen von A(z), definiert ist. Hierbei bezeichnen m und m′ die
Ordnungen des rekursiven bzw. transversalen Anteils.
Dieses Modell wird als autoregressives moving-average (ARMA) oder Pol-Nullstel-
len-Modell bezeichnet und weist zwei Sonderfa¨lle auf:
• Fu¨r ai = 0 mit i=1, . . . , m verschwindet das Nennerpolynom, da a0 = 1 an-
genommen wurde. Man erha¨lt eine rein transversale U¨bertragungsfunktion,
die ausschließlich Nullstellen entha¨lt. Daher wird dieser Fall als Nullstellen-
oder moving-average (MA) Modell bezeichnet. Es gilt:
HMA(z) =
∑m′
i′=0 bi′z
−i′ .
• Fu¨r bi′ = 0 mit i
′ = 1, . . . , m′ verschwindet das Za¨hlerpolynom und die
U¨bertragungsfunktion wird rein rekursiv. In diesem Fall wird das Modell
ausschließlich u¨ber die Polstellen definiert und man spricht von einem Pol-
stellen- oder autoregressiven (AR) Modell. Es gilt:
HAR(z) = 1/
∑m′
i=0 aiz
−i′ .
Die Grundidee bei der Verwendung dieser Modelle zur Spektralscha¨tzung ist,
anstatt das Spektrum eines Signals direkt zu scha¨tzen, das gegebene Modell auf
dieses Signal anzupassen. Dadurch mu¨ssen hier im Vergleich zu den direkten
Methoden nur die wenigen Parameter des jeweiligen Modells gescha¨tzt werden.
Dabei gilt grundsa¨tzlich, dass die Ordnungen m und m′ umso gro¨ßer sein mu¨ssen,
desto komplexer die abzubildende spektrale Struktur ist.
In dem Gebiet der Sprachsignalverarbeitung spielt das AR-Modell die bedeu-
tendste Rolle der drei vorgestellten Modelle, weshalb im weiteren Verlauf aus-
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schließlich dieses untersucht wird. Seine Bedeutung gru¨ndet sich auf einigen Vor-
teilen, die es gegenu¨ber den anderen Modellen aufweist.
Zum einen ergeben die Polstellen zP,i der U¨bertragungsfunktion im Spektrum
schmale, scharf ausgepra¨gte Maxima, wa¨hrend die spektralen Ta¨ler nicht direkt
modelliert werden und somit weniger scharf ausfallen. Beim MA-Modell ist es
genau umgekehrt. Dort modellieren die Nullstellen z0,i scharf begrenzte spektrale
Ta¨ler, wodurch die Maxima relativ breit ausfallen. Aus diesem Grund eignet sich
das AR-Modell sehr gut als Formfilter zur Modellierung der Pitchstruktur von
Sprachsignalen in dem in Abschnitt 2.3 vorgestellten Quelle-Filter-Modell.
Der Hauptvorteil liegt hier aber darin, dass es eng mit dem linearen Pra¨diktor
verwandt ist. Die Anpassung eines AR-Modells auf ein gegebenes Signal fu¨hrt
zu dem gleichen linearen Optimierungsproblem wie bei der linearen Pra¨diktion.
Dies schließt auch die darin vorkommenden Gro¨ßen wie zum Beispiel die Auto-
korrelationsfunktion ein. Die Lo¨sung basiert auf der Minimierung des mittleren
quadratischen Fehlers, wofu¨r effiziente Verfahren wie zum Beispiel der Levinson-
Durbin-Algorithmus zur Verfu¨gung stehen. Die Anpassung der anderen beiden
Modelle ist im Allgemeinen deutlich aufwendiger, da nichtlineare Gleichungssys-
teme gelo¨st werden mu¨ssen [26, 53], weshalb die fehlende Mo¨glichkeit der Na-
saltraktmodellierung (siehe Abschnitt 2.3) beim AR-Modell in Kauf genommen
wird.
Stabilita¨tsbetrachtungen bei AR-Modellen
Ein Nachteil, der sich besonders gegenu¨ber dem transversalen MA-Modell aus-
wirkt, ist die Tatsache, dass rekursive Modelle prinzipiell instabil werden ko¨nnen.
Es werden daher Kriterien beno¨tigt, die es ermo¨glichen, die Stabilita¨t zu u¨ber-
pru¨fen bzw. sicherzustellen.
Folgende Stabilita¨tsbedingungen, von denen einige erst im Verlauf dieses Kapitels
na¨her beschrieben werden, sind a¨quivalent:
• Alle Polstellen liegen innerhalb des Einheitskreises. Es gilt also: |zP,i| < 1
fu¨r alle i=1, . . . , m. In diesem Fall konvergiert HAR(z) auf dem Einheits-
kreis1 und es existiert die Fourier-Transformierte HAR(Ω) = HAR(z)|z=ejΩ
des Formfilters auf dem Einheitskreis.
1Aus der Lage der Polstellen in der komplexen Ebene kann man den ungefa¨hren Verlauf des
Frequenzgangs ablesen. Dazu geht man den Einheitskreis beginnend von der positiven realen
Achse in mathematisch positiver Richtung ab. Eine komplette Umrundung entspricht dabei
dem Durchlauf der Frequenz von Ω = 0 bis Ω = 2pi. Beim Abgehen ergeben nun Pole,
die dicht beim Einheitskreis liegen große Frequenzgangsmaxima, wa¨hrend weiter entfernte
Pole nur kleinere Maxima erzeugen. Die Frequenz dieser Maxima bestimmt man anhand
der Position auf dem Einheitskreis.
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• Die Autokorrelationsmatrix Ryy ist positiv definit, also invertierbar.
• Das Leistungsdichtespektrum ist fu¨r alle Frequenzen stets nicht negativ.
Das heißt, es gilt: Syy(Ω) ≥ 0 fu¨r 0 ≤ Ω ≤ 2pi.
• Der Betrag der Reflexionskoeffizienten (siehe Abschnitt 4.2.3) ist fu¨r alle
zugelassenen i stets kleiner als Eins. Das heißt: |Γi| < 1.
4.1.2 Lo¨sung des Anpassungsproblems
Zur Anpassung des AR-Modells an den Zufallsprozess y(k) bei Anregung durch
einen weißen Zufallsprozess v(k) wird in Gleichung 4.1 m′=0 gesetzt. Zusa¨tzlich
wird der Faktor b0 = 1 angenommen. Man erha¨lt die Differenzengleichung des
AR-Modells:
y(k) = v(k)−
m∑
i=1
aiy(k − i). (4.4)
Diese unterscheidet sich im Vorzeichen der Summe von dem in Gleichung 3.1
formulierten Ansatz, bei welchem Pra¨diktorkoeffizienten benutzt wurden. So-
wohl der Pra¨diktionsansatz aus Gleichung 3.1 als auch der klassische AR-Modell-
Ansatz aus Gleichung 4.4 fu¨hren zu Modellen mit identischen Eigenschaften. Der
einzige Unterschied besteht darin, dass die Koeffizienten dieser Modelle jeweils
zueinander negierte Vorzeichen haben. Daher wird an dieser Stelle zuna¨chst der
AR-Modell-Ansatz weitergefu¨hrt und spa¨ter der Unterschied zum Pra¨diktionsan-
satz aufgezeigt.
Um die optimalen AR-Koeffizienten ai zu berechnen, wird die Autokorrelations-
funktion des Ausgangs bestimmt und Gleichung 4.4 einmal eingesetzt. Dabei wird
angenommen, dass alle vorkommenden Zufallsprozesse stationa¨r sind. Diese An-
nahme dient lediglich der Vereinfachung der Herleitung und wird im na¨chsten
Abschnitt wieder fallengelassen:
ryy(l) = E {y
∗(k)y(k + l)}
= E
{
y∗(k)
(
v(k + l)−
m∑
i=1
aiy(k + l − i)
)}
= E {y∗(k)v(k + l)} −
m∑
i=1
aiE {y
∗(k)y(k + l − i)}
= ryv(l)−
m∑
i=1
airyy(l − i). (4.5)
Die Kreuzkorrelationsfunktion ryv(l) wird nun als Faltung des weißen Anregungs-
prozesses v(k) und der zu bestimmenden Impulsantwort des als kausal vorausge-
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setzten AR-Modells ausgedru¨ckt:
rvy(l) = σ
2
vh(l) bzw. r
∗
yv(−l) = σ
2
vh
∗(−l). (4.6)
Aufgrund der angenommenen Kausalita¨t und der rein rekursiven Struktur des
AR-Modells in Gleichung 4.1 erha¨lt man schließlich [46]:
ryy(l) +
m∑
i=1
air
∗
yy(l − i) =
{
σ2v l = 0
0 l > 0
. (4.7)
Gleichung 4.7 kann als lineares Gleichungssystem geschrieben werden, und es er-
gibt sich das sogenannte Yule-Walker- oder auch Normalen-Gleichungssystem,
dessen Zeilen jeweils Gleichung 4.7 fu¨r einen Wert von l (in aufsteigender Rei-
henfolge) entsprechen:

ryy(0) ryy(−1) · · · ryy(−m)
ryy(1) ryy(0) · · · ryy(−m+1)
...
...
. . .
...
ryy(m) ryy(m−1) · · · ryy(0)




1
a1
...
am


=


σ2v
0
...
0


. (4.8)
Dieses kann, wie durch die gestrichelte Linie angedeutet, in zwei Teile aufge-
spalten werden. Aus dem unteren Teil, also fu¨r l = 1, . . . , m, erha¨lt man nach
Subtraktion der linken Spalte das lineare Gleichungssystem:

ryy(0) ryy(−1) · · · ryy(−m+1)
ryy(1) ryy(0) · · · ryy(−m+2)
...
...
. . .
...
ryy(m−1) ryy(m−2) · · · ryy(0)




a1
a2
...
am

 =


−ryy(1)
−ryy(2)
...
−ryy(m)

, (4.9)
aus welchem die AR-Koeffizienten a1, ..., am bestimmt werden ko¨nnen, sofern die
Werte von ryy(l) fu¨r 0 < l ≤ m bekannt sind.
Gleichung 4.9 kann folgendermaßen in Vektor/Matrix-Schreibweise formuliert
werden:
Ryya = −r˜yy, (4.10)
wobei Ryy die Autokorrelationsmatrix, a den Vektor der AR-Parameter und r˜yy
den Vektor der um eins verschobenen Elemente der Autokorrelationsfunktion
bezeichnet2. Unter der Voraussetzung, dass die Autokorrelationsmatrix Ryy in-
vertierbar ist, kann Gleichung 4.10 gelo¨st werden:
a = −R−1yy r˜yy. (4.11)
2Man beachte, dass durch die anfangs angenommene Stationarita¨t alle Gro¨ßen noch ohne
Zeitindex geschrieben werden.
60
4.1 Grundlagen der AR-Modellierung
Durch diese als Yule-Walker-Gleichung bezeichnete Lo¨sung wird das Problem der
Anpassung des AR-Modells auf das Signal y(k) reduziert auf die Scha¨tzung der
Autokorrelationsfunktion ryy(l).
Die zu invertierende Autokorrelationsmatrix Ryy aus Gleichung 4.9 weist eine
konjugiert-symmetrische Toeplitz-Struktur auf. Darunter versteht man eine Ma-
trix, deren Elemente innerhalb einer Diagonalen konstant sind. Daru¨ber hinaus
ist die Autokorrelationsmatrix stets positiv semidefinit [19, 26, 46]. Fu¨r prak-
tische Anwendungen kann sie als invertierbar angenommen werden, da Nicht-
Invertierbarkeit nur in wenig realistischen Situation, wie zum Beispiel bei Anre-
gung mit einem konstanten Signal, erreicht wird. Zur Inversion stehen effiziente
Verfahren wie z.B. der Levinson-Durbin-Algorithmus (siehe Abschnitt 4.2.3) zur
Verfu¨gung, deren Aufwand nicht kubisch mit m3, sondern nur quadratisch mit
m2 wa¨chst [19].
Aus der ersten Zeile des Yule-Walker-Gleichungssystems aus Gleichung 4.8 kann
mit Hilfe der Lo¨sung aus Gleichung 4.11 schließlich die noch fehlende Anregungs-
leistung σ2v bestimmt werden:
σ2v = ryy(0) + r˜
H
yya = ryy(0)− r˜
H
yyR
−1
yy r˜yy. (4.12)
4.1.3 Zusammenhang mit linearer Pra¨diktion
Der Zusammenhang mit dem linearen Pra¨diktor soll nun kurz erla¨utert werden.
Ein linearer Pra¨diktor (LP) ist eine Rechenvorschrift, die auf Grundlage von
vergangenen Signalwerten zuku¨nftige scha¨tzt [18, 19, 26, 52, 53, 21, 46]:
yˆ(k) =
m∑
i=1
aLP,iy(k − i). (4.13)
Genau genommen kann ein linearer Pra¨diktor auch Scha¨tzwerte fu¨r vergangene
Signalwerte, die bereits nicht mehr im Speicher sind, berechnen. Daher spricht
man in diesem Zusammenhang von Vorwa¨rts- und Ru¨ckwa¨rtspra¨diktion [19].
Die Gu¨te der Scha¨tzung aus Gleichung 4.13 ist unter anderem von der gewa¨hl-
ten Ordnung, hier ebenfalls mit m notiert, abha¨ngig. Die Struktur des linearen
Pra¨diktors und des Pra¨diktorfehlerfilters sind in Abbildung 4.1 dargestellt. Dabei
bezeichnet e(f,m)(k) den Vorwa¨rts-Pra¨diktionsfehler der Ordnung m.
Fu¨r die U¨bertragungsfunktion eines linearen Pra¨diktors der Ordnung m und den
Koeffizienten aLP,i gilt:
HLP(z) =
m∑
i=1
aLP,iz
−i. (4.14)
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y(k)
z−1
y(k − 1) yˆ(k)
e(f,m)(k)
Linearer
Pra¨diktor (LP)
Pra¨diktorfehlerfilter (LPE)
Abbildung 4.1: Struktur des linearen Pra¨diktors (LP) und des Pra¨diktorfehlerfil-
ters (LPE).
Betrachtet man nicht nur das pra¨dizierte Signal, sondern die Differenz zwischen
wahrem und vorhergesagtem Signalwert, dies entspricht dem Vorwa¨rts-Pra¨dikti-
onsfehler, ergibt sich das sogenannte Pra¨diktorfehlerfilter (LPE), welches durch
den gestrichelten Kasten in Abbildung 4.1 dargestellt ist. Dessen Koeffizienten
erha¨lt man durch die Negation der in Gleichung 4.14 gefunden Pra¨diktorkoeffizi-
enten:
HLPE(z) = 1−
m∑
i=1
aLP,iz
−i = 1 +
m∑
i=1
(−aLP,i) z
−i. (4.15)
Die in Gleichung 4.15 enthaltene Summe kann auch zu einem Satz Koeffizienten
zusammengefasst werden:
HLPE(z) =
m∑
i=0
aLPE,iz
−i, (4.16)
mit:
aLPE,i =
{
1 fu¨r i = 0
−aLP,i fu¨r 0 < i ≤ m
. (4.17)
Der in Gleichung 4.17 dargestellte Koeffizientenvektor:
aLPE = [1, aLPE,1, aLPE,2, . . . , aLPE,m]
T (4.18)
entspricht dabei dem Vektor, mit dem die Matrix im Yule-Walker-Gleichungs-
system in Gleichung 4.8 multipliziert wird. Das AR-Modell ist im z-Bereich gege-
ben durch die Transformation der Differenzengleichung 4.1 mit bi = 0 fu¨r i > 0:
HAR(z) =
B(z)
A(z)
=
b0
1 +
∑m
i=1 aiz
−i
. (4.19)
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Auch hier liefert ein Vergleich mit HLPE(z) aus Gleichung 4.15 fu¨r b0=1 sofort:
HAR(z) =
1
HLPE(z)
. (4.20)
Das Pra¨diktorfehlerfilter ist demnach bis auf einen reellen Versta¨rkungsfaktor
b0 das inverse Filter zu dem gesuchten AR-Formfilter, und es weist die gleichen
Koeffizienten auf. In diesem Zusammenhang spricht man auch von Analysefilter
(LPE) und Synthesefilter (AR). Da HLPE(z) stets minimalphasig ist [26], folgt
daraus die Stabilita¨t des Synthesefilters HAR(z). Daher ko¨nnen alle Scha¨tzme-
thoden fu¨r die lineare Pra¨diktion auch fu¨r die Scha¨tzung von AR-Koeffizienten
verwendet werden. Der Zusammenhang zwischen den Koeffizienten des linearen
Pra¨diktors und denen des AR-Modells ergibt sich aus den Gleichungen 4.17 und
4.20 schließlich zu [53]:
ai = aLPE,i = −aLP,i fu¨r i = 1, . . . , m. (4.21)
Aufgrund des in den Gleichungen 3.1 bis 3.3 gewa¨hlten Ansatzes, muss fu¨r die AR-
Koeffizienten as,i(k) und anl(k) fu¨r k=1, . . . , N des Kalman-Filters aus Kapitel
3 die Darstellung der Pra¨diktorkoeffizienten aLP,i(k) verwendet werden.
4.2 Kurzzeit-Spektralanalyse
Im vorangegangenen Abschnitt wurden die mathematischen Eigenschaften und
Zusammenha¨nge des AR-Modells aufgezeigt. Dieser Teil des Kapitels befasst sich
mit den grundlegenden parametrischen und nicht-parametrischen Methoden zur
Spektralscha¨tzung, soweit sie im hier vorgeschlagenen Verfahren Verwendung fin-
den. Die zuvor getroffene Annahme der Stationarita¨t der betroffenen Zufallspro-
zesse wird ab sofort fallen gelassen. Daher richtet sich das Hauptaugenmerk auf
die Auswirkungen dieser Kurzzeit-Verfahren auf das Verhalten der gescha¨tzten
AR-Parameter.
Die Yule-Walker-Gleichung 4.11 reduziert die Scha¨tzung der AR-Parameter auf
die Scha¨tzung der Autokorrelationsfunktion des Zielsignals. Aus diesem Grund
werden zuna¨chst Verfahren zur Kurzzeitscha¨tzung der Autokorrelationsfolge eines
Zufallsprozesses diskutiert.
DesWeiteren besteht aufgrund der Wiener-Khintchine-Beziehung u¨ber die Fourier-
Transformation eine Verknu¨pfung zwischen dem Leistungsdichtespektrum eines
Zufallsprozesses und dessen Autokorrelationsfunktion. Daher werden im anschlie-
ßenden Abschnitt traditionelle Periodogramm-Verfahren zur Spektralscha¨tzung
vorgestellt. Aus dem so gescha¨tzten Leistungsdichtespektrum lassen sich durch
Ru¨cktransformation in den Zeitbereich ebenfalls die Werte der Autokorrelations-
folge bestimmen.
63
Kapitel 4 Scha¨tzung der Filterparameter
Allen Methoden gemein ist, dass ihre Eingangssignale aus Blo¨cken von Daten der
endlichen La¨nge LAR bestehen, in denen Kurzzeit-Stationarita¨t (siehe Abschnitt
2.1.1) angenommen werden kann.
4.2.1 Scha¨tzung der Autokorrelationsfunktion
Die einfachste Methode, eine Autokorrelationsfolge zu scha¨tzen, besteht in dem
Verwenden ihrer Definition, wobei der Erwartungswert durch eine normierte Sum-
me u¨ber die Zeit ersetzt wird:
rˆyy(l) =
1
LAR
LAR−1∑
k=0
y∗(k)y(k + l). (4.22)
Da die zur Verfu¨gung stehenden Daten auf das Interval 0≤k≤LAR−1 beschra¨nkt
sind, mu¨ssen die Summationsgrenzen angepasst werden. Dazu werden die Daten
außerhalb des Intervalls implizit zu Null angenommen. Mit gro¨ßer werdendem
l nimmt daher die Anzahl der verwendeten Summanden immer weiter ab. Im
Extremfall l=LAR−1 entfa¨llt die Summation, da nur noch ein Summand u¨brig
bleibt. Mit den so angepassten Summationsgrenzen erha¨lt man die sogenannte
Autokorrelationsmethode3:
rˆyy(|l|) =
1
LAR
LAR−1−|l|∑
k=0
y∗(k)y(k + |l|). (4.23)
Die Werte fu¨r negative Verschiebungen l ko¨nnen aufgrund der konjugiert geraden
Symmetrie der Autokorrelationsfunktion aus den positiven berechnet werden:
rˆyy(−|l|) = rˆ
∗
yy(|l|). (4.24)
Die so erhaltenen Scha¨tzwerte fu¨r die Autokorrelationsfolge sind allerdings nicht
erwartungstreu. Fu¨r den Erwartungswert der so gescha¨tzten Autokorrelations-
funktion im Intervall −(LAR−1)≤ l≤(LAR−1) gilt:
E {rˆyy(|l|)} =
LAR − |l|
LAR
ryy(|l|). (4.25)
Dies bedeutet, dass die wahre Autokorrelationsfolge bei diesem Scha¨tzverfah-
ren mit einem Dreieckfenster, dem sogenannten Bartlett-Fenster, gewichtet wird.
Grund fu¨r die fehlende Erwartungstreue ist die ungleiche Gewichtung fu¨r verschie-
dene Werte der Verschiebung l. Je gro¨ßer diese Verschiebung ist, desto weniger
3Genau genommen spricht man erst von der Autokorrelationsmethode, wenn die AR-
Parameter mittels der Yule-Walker-Gleichung 4.11 berechnet werden und die dazu not-
wendige Autokorrelationsmatrix mit Gleichung 4.23 gescha¨tzt wurde.
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Werte gehen aufgrund der auf LAR begrenzten Blockla¨nge in die Berechnung ein.
Trotzdem werden alle Verschiebungen auf den konstanten Faktor LAR normiert.
Betrachtet man Gleichung 4.25 fu¨r gegenu¨ber der Blockla¨nge nur sehr kleine
Verschiebungen, also fu¨r LAR  l, dann verschwindet fu¨r LAR →∞ der Einfluss
des Bartlett-Fensters. Es liegt unter diesen Voraussetzungen also asymptotische
Erwartungstreue vor.
Um einen nicht nur asymptotisch erwartungstreuen Scha¨tzwert zu erhalten, muss
das in Gleichung 4.23 vorgestellte Scha¨tzverfahren modifiziert werden, so dass
auf die jeweils eingehende Anzahl von Werten in der Summe normiert wird. Man
erha¨lt die sogenannte modifizierte Autokorrelationsmethode:
rˆyy(|l|) =
1
LAR − |l|
LAR−1−|l|∑
k=0
y∗(k)y(k + |l|). (4.26)
In diesem Fall ku¨rzt sich der Faktor vor der wirklichen Autokorrelationsfunktion
in Gleichung 4.25 zu Eins, und man erha¨lt eine erwartungstreue Scha¨tzung.
Mindestens genauso wichtig wie die Erwartungstreue eines Scha¨tzwertes ist die
Konvergenz seiner Varianz gegen Null fu¨r LAR→∞. Einen solchen Scha¨tzwert
nennt man konsistent. Dabei ist es unerheblich, ob die vorliegende Erwartungs-
treue nur asymptotisch ist oder nicht. Unter der Annahme, dass die beteiligten
Zufallsprozesse fu¨r Real- und Imagina¨rteil jeweils unkorrelierte, mittelwertfreie
Gaußprozesse sind, kann gezeigt werden, dass die Varianz der Scha¨tzung nach
Gleichung 4.23 fu¨r LAR →∞ verschwindet. Bei der modifizierten Autokorrela-
tionsmethode nach Gleichung 4.26 muss dafu¨r zusa¨tzlich LAR >> l gefordert
werden, da hier Scha¨tzwerte, die aus nur wenigen Eingangswerten gebildet wur-
den (l groß) genauso eingehen wie die aus vielen gebildeten (l klein) [26, 46].
Die bedeutet, dass bei der Scha¨tzung nach Gleichung 4.26 die Fehlervarianz mit
wachsendem l zunimmt. Dies ist der Preis fu¨r die Erwartungstreue.
Beide Verfahren erzeugen eine Autokorrelationsmatrix, die eine Toeplitz-Struktur
aufweist. Aufgrund dieser Eigenschaft werden sie auch als stationa¨re Verfahren
bezeichnet. Hinzu kommt, dass die so gewonnene Autokorrelationsmatrix prin-
zipiell immer invertierbar ist. Daher liefern sowohl die Autokorrelationsmethode
als auch die modifizierte Autokorrelationsmethode stabile AR-Koeffizienten.
In den in dieser Arbeit vorgeschlagenen Verfahren kann fu¨r die Blockla¨nge nicht
LAR >> l angenommen werden, da aufgrund der Unterabtastung durch die Fil-
terbankimplementierung und der gewa¨hlten Abtastfrequenz relativ kurze Daten-
blo¨cke entstehen und die maximale Verschiebung l= lmax im Verha¨ltnis dazu nicht
vernachla¨ssigt werden kann. Die La¨nge (in Abtastwerten) der Datenblo¨cke ha¨ngt
von der Abtastfrequenz ab, da jeder Block aufgrund der Stationarita¨tsannahme
bei Sprache nicht mehr als ca. 50 ms Signal enthalten darf. Durch die Unterab-
tastung der Filterbank wird die Blockla¨nge dann noch einmal um den Faktor r
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reduziert. Daher wird das Konzept der modifizierten Autokorrelationsmethode in
den spa¨teren Verfahren nicht verwendet.
Alternativ kann die Autokorrelationsmethode aus Gleichung 4.23 analog zur
schnellen Faltung u¨ber die schnelle Fouriertransformation (FFT) realisiert wer-
den. In diesem Zusammenhang ist insbesondere das Verfahren nach Rader [41]
zu erwa¨hnen.
4.2.2 Periodogramm-Verfahren zur Scha¨tzung des
Leistungsdichtespektrums
Eine weitere Mo¨glichkeit, die AR-Parameter zu berechnen, besteht darin, zuna¨chst
das Leistungsdichtespektrum zu scha¨tzen. Dieses ist u¨ber die Wiener-Khintchine-
Beziehung mit der Autokorrelationsfunktion verknu¨pft. Somit kann durch Ru¨ck-
transformation die gewu¨nschte Autokorrelationsfolge bestimmt werden.
Die Stabilita¨t der daraus resultierenden AR-Koeffizienten ist in diesem Fall ge-
geben, wenn das gescha¨tzte Leistungsdichtespektrum fu¨r alle Frequenzen gro¨ßer
Null ist.
Das bekannteste dieser unter dem Begriff nicht-parametrische Spektralscha¨tzung
zusammengefassten Verfahren ist das Periodogramm. Dieses ist definiert als das
auf die Blockla¨nge LAR normierte Betragsquadrat eines in den Frequenzbereich
transformierten Signalblocks:
Sˆyy(Ω) =
1
LAR
∣∣Y (ejΩ)∣∣2 = 1
LAR
LAR−1∑
k1=0
LAR−1∑
k2=0
y∗(k1)y(k2)e
−jΩ(k2−k1). (4.27)
Mit der Substitution l = k2 − k1 kann Gleichung 4.27 fu¨r l ≥ 0 folgendermaßen
umgeformt werden [26]:
Sˆyy(Ω) =
LAR−1∑
l=0
[
1
LAR
LAR−1−l∑
k=0
y∗(k)y(k + l)
]
e−jΩl · · ·
+
−1∑
l=−(LAR−1)
[
1
LAR
LAR−1∑
k=−l
y∗(k)y(k + l)
]
e−jΩl (4.28)
Das Periodogramm entspricht also der Fourier-Transformierten der Scha¨tzung der
Autokorrelationsfolge nach Gleichung 4.23. Genau wie diese ist das gescha¨tzte
Leistungsdichtespektrum nur asymptotisch erwartungstreu.
Betrachtet man die Varianz des Periodogramms nach Gleichung 4.28, so ver-
schwindet diese fu¨r LAR→∞ nicht, sondern konvergiert gegen den konstanten
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Wert σ4y [32]. Damit ist das Periodogramm keine konsistente Scha¨tzung des Leis-
tungsdichtespektrums.
Um dennoch Konsistenz zu erreichen, mu¨ssen mehrere Periodogramme gemittelt
werden. Bei diesem als Bartlett-Methode bezeichneten Verfahren wird der Da-
tenblock der La¨nge LAR in K nicht-u¨berlappende Teilfolgen yi(k) der La¨nge LK
zerlegt. Dabei wird angenommen, dass die Periodogramme aufeinander folgender
Teilstu¨cke des Datenblocks der La¨nge LAR unabha¨ngig sind:
K =
LAR
LK
, (4.29)
Fu¨r jede Teilfolge wird nun ein Periodogramm Sˆyy(Ω, i) fu¨r i=1, . . . , K der La¨nge
LK gema¨ß Gleichung 4.27 berechnet. Durch Mittelung dieser K Periodogramme
erha¨lt man schließlich die Scha¨tzung des Leistungsdichtespektrums nach Bartlett:
Sˆyy,Bartlett(Ω) =
1
K
K∑
i=1
Sˆyy(Ω, i). (4.30)
Die Varianz dieser Scha¨tzung verkleinert sich um den FaktorK. Allerdings verrin-
gert sich die spektrale Auflo¨sung ebenfalls um den Faktor K, da weniger Punkte
in der FFT berechnet werden. Fu¨r LAR→∞ wa¨chst sowohl die AnzahlK als auch
die La¨nge LK der Teilfolgen. Wa¨hrend ersteres fu¨r eine kleiner werdende Vari-
anz sorgt, verbessert letzteres die Erwartungstreue. Unter diesem Gesichtspunkt
kann die Bartlett-Methode als konsistente Scha¨tzung des Leistungsdichtespek-
trums verstanden werden. Die Wahl dieser Parameter bei gegebenem LAR stellt
also immer einen Kompromiss dar.
Das Verfahren nach Bartlett gewichtet die einzelnen Teilfolgen mit einem recht-
eckfo¨rmigen Fenster. Dessen Auswirkungen entsprechen denen der Spektralana-
lyse deterministischer Signale. Das heißt, es tritt der Leckeffekt auf. Multipliziert
man die Teilfolgen vor Bildung des Periodogramms daher mit einer geeigneten
Fensterfunktion wie zum Beispiel dem Hanning-Fenster, so kann der Einfluss
dieses Effekts verringert werden. Man erha¨lt die als Welch-Methode bezeichnete
Verbesserung der Bartlett-Methode:
Sˆyy,Welch(Ω) =
1
%K
K∑
i=1
1
LK
∣∣∣∣∣
LK−1∑
k=0
yi(k)w(k)e
−jΩk
∣∣∣∣∣
2
, (4.31)
wobei w(k) die gewa¨hlte Fensterfunktion der La¨nge LK bezeichnet und % den
fu¨r die asymptotische Erwartungstreue notwendigen Normierungsfaktor darstellt.
Dieser berechnet sich zu [26]:
% =
1
LK
LK−1∑
k=0
w2(k). (4.32)
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Fu¨r beide Methoden ist es mo¨glich, die Teilfolgen u¨berlappend zu wa¨hlen. In
praktischen Anwendungsfa¨llen wird die Unabha¨ngigkeit der einzelnen Periodo-
gramme nicht gefa¨hrdet, wenn die einzelnen Teilfolgen sich nicht um mehr als
die Ha¨lfte u¨berlappen [26]. Die Anzahl der Teilfolgen verdoppelt sich in diesem
Beispiel na¨herungsweise auf:
K50%overlap = 2
LAR
LK
− 1, (4.33)
wodurch sich die Varianz ebenfalls nahezu halbiert.
Neben den Periodogramm basierten Methoden gibt es eine weitere oft verwen-
dete Klasse von Scha¨tzalgorithmen, die auf dem Korrelogramm oder auch der
Blackman-Tukey-Scha¨tzung basieren. Diese Verfahren erzeugen allerdings keine
garantiert positiven Leistungsdichtespektren [26]. Somit ist die Stabilita¨t der da-
mit gescha¨tzten AR-Modelle nicht sichergestellt, weshalb diese Klasse nicht na¨her
untersucht wird.
4.2.3 Methoden zur Berechnung der AR-Parameter
In Abschnitt 4.1.2 wurde das Problem der AR-Parameter Scha¨tzung auf die Be-
rechnung eines Scha¨tzwertes der Autokorrelationsfolge reduziert. Daraufhin wur-
den in Abschnitt 4.2 sowohl Zeit- als auch Frequenzbereichsmethoden vorgestellt,
die eine solche Scha¨tzung der Autokorrelationsfolge ermo¨glichen. Damit fehlt
nur noch die eigentliche Berechnung der AR-Parameter ausgehend von dieser
Scha¨tzung. Dies wird im folgenden Abschnitt behandelt.
Um zu den gesuchten AR-Parametern ai(k) fu¨r i= 0, . . . , LAR − 1 zu gelangen,
gibt es zwei mo¨gliche Vorgehensweisen:
• Direkte Methoden: Diese basieren auf der Lo¨sung des Normalen-Gleichungs-
systems aus Gleichung 4.8. Dies entspricht dem Ansatz eines transversalen
Pra¨diktorfehlerfilters.
• Rekursive Methoden: Diese berechnen die sogenannten Reflexionskoeffizien-
ten, welche eine a¨quivalente Beschreibung des AR-Modells darstellen. Dies
entspricht dem Ansatz eines Pra¨diktorfehlerfilters in Lattice-Struktur4 (sie-
he Abbildung 4.2).
In dieser Arbeit wird sowohl eine direkte wie auch eine rekursive Methode verwen-
det. Diese werden im Folgenden kurz vorgestellt. Die Ordnung des AR-Modells
sei dabei p.
4Fu¨r den genauen Zusammenhang zwischen Reflexionskoeffizienten und Lattice-Struktur beim
linearen Pra¨diktor siehe [19].
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Eigenschaften der Reflexionskoeffizienten
In diesem Abschnitt soll kurz auf die Eigenschaften der Reflexionskoeffizienten,
welche mit Γi(k) fu¨r i=1, . . . , p notiert werden, eingegangen werden.
Wie bereits erwa¨hnt, sind die Reflexionskoeffizienten eine zu den AR-Koeffizienten
a¨quivalente Beschreibung des AR-Modells. Es macht also keinen Unterschied, ob
das Modell mit p Koeffizienten ai(k) oder p Koeffizienten Γi(k) beschrieben wird.
Fu¨r eine vollsta¨ndige Beschreibung fehlt natu¨rlich noch jeweils die Anregungs-
leistung σ2v .
Zwei Unterschiede sind allerdings bemerkenswert:
1. Im Gegensatz zu den AR-Koeffizienten, fu¨r die ai(k) ∈ R gilt, ist der
Wertebereich der Reflexionskoeffizienten Γi(k) beschra¨nkt, solange das AR-
Modell stabil ist. In diesem Fall gilt: |Γi(k)| < 1.
2. Reflexionskoeffizienten vera¨ndern sich nicht bei Erho¨hung der Ordnung.
Das heißt, beim U¨bergang von Ordnung p auf p+1 kommt nur der neue
Koeffizient hinzu. Alle vorhanden bleiben unvera¨ndert. Im Gegensatz dazu
mu¨ssen bei der Darstellung mittels AR-Koeffizienten alle bereits vorhanden
umgerechnet – also vera¨ndert – werden.
Besonders die erste Eigenschaft hat viele praktische Auswirkungen. So kann bei-
spielsweise die Stabilita¨t der gescha¨tzten Γi(k) leicht u¨berpru¨ft werden, indem
folgende Bedingung gepru¨ft wird:
|Γi(k)| < 1 fu¨r i = 1, . . . , p. (4.34)
Außerdem bieten die Reflexionskoeffizienten eine Mo¨glichkeit, verschiedene Sa¨tze
von Koeffizienten zu einem Satz zu vereinen. Dies wird spa¨ter beno¨tigt, wenn die
AR-Parameter fu¨r das Sprachmodell in mehreren Kana¨len unabha¨ngig vonein-
ander gescha¨tzt und zu einem gemittelten Satz zusammengefu¨gt werden sollen.
Dies ist in der Darstellung mit AR-Koeffizienten schwierig. Im Gegensatz da-
zu kann bei der Addition mehrere Sa¨tze stabiler Reflexionskoeffizienten sofort
mittels Gleichung 4.34 auf Stabilita¨t gepru¨ft werden. Zum Beispiel gilt fu¨r das
arithmetische Mittel von stabilen Reflexionskoeffizientensa¨tzen:
Γi(k) =
1
K
(
Γ
(1)
i (k) + Γ
(2)
i (k) + · · ·+ Γ
(K)
i (k)
)
fu¨r i = 1, . . . , p. (4.35)
Die Normierung der Summe auf die Anzahl K der aufaddierten Sa¨tze bewirkt
hier, dass die gemittelten Koeffizienten Γi(k) ebenfalls dem Betrage nach klei-
ner als Eins sind, was die Stabilita¨t des zugeho¨rigen AR-Modells garantiert. Das
arithmetische Mittel ist hier ein Sonderfall der gewichteten Addition mit anschlie-
ßender Normierung, bei der jeder Satz unterschiedlich gewichtet werden kann. Bei
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der Normierung der Summe muss lediglich sichergestellt werden, dass |Γi(k)| < 1
gilt.
Aufgrund dieser Eigenschaften ist es in vielen Fa¨llen geschickter, mit den Re-
flexionskoeffizienten Γi(k) zu rechnen, insbesondere da mittels Step-Up- bzw.
Step-Down-Algorithmus leicht zwischen beiden Darstellungen umgerechnet wer-
den kann.
Direkte Methoden zur Berechnung der AR-Parameter
Entsprechend der Definition der direkten Methoden, wird von der Lo¨sung des
Normalen-Gleichungssystems aus Gleichung 4.11 ausgegangen. Die zu invertie-
rende Autokorrelationsmatrix Rˆyy(k) entha¨lt jetzt aber Scha¨tzwerte der Auto-
korrelationsfolge, weshalb sie ebenfalls mit dem Dachoperator notiert wird. Fu¨r
deren Scha¨tzung verwendet man die Autokorrelationsmethode gema¨ß Gleichung
4.23 aus Abschnitt 4.2, wodurch ein stabiles AR-Modell garantiert ist und Rˆyy(k)
zudem eine konjugiert-symmetrische Toeplitz-Struktur aufweist.
Eine Inversion von Rˆyy(k) mit dem Gaußverfahren bedeutet einen numerischen
Aufwand von ∼p3. Unter Ausnutzung der besonderen Struktur der Matrix (To-
eplitz), kann der Aufwand um eine Gro¨ßenordnung auf ∼p2 gesenkt werden. Ein
Verfahren, das dies leistet, ist beispielsweise der Levinson-Durbin-Algorithmus.
Da Teile von diesem außerdem zur Umrechnung zwischen Reflexions- und AR-
Koeffizienten verwendet werden, wird dessen Funktionsweise hier kurz erla¨utert.
Fu¨r eine detaillierte Beschreibung und Herleitung sei auf [19, 21, 26, 46] verwie-
sen.
Der Levinson-Durbin-Algorithmus invertiert die zuvor gescha¨tzte Autokorrelati-
onsmatrix nicht direkt, sondern mittels einer Rekursion u¨ber die Ordnung. Dies
hat allerdings nichts mit der Unterteilung in direkte und rekursive Methoden
zu tun. Am Beispiel der Ordnung p wird in drei Schritten folgende Berechnung
durchgefu¨hrt:
1. Berechnung des sogenannten PARCOR-Koeffizienten5 der Ordnung p aus
den Daten der gescha¨tzten Autokorrelationsfolge der Ordnung p sowie den
bereits gefunden AR-Koeffizienten der Ordnung (p−1). Die Umrechnung
von Autokorrelationswerten in Reflexionskoeffizienten wird auch als Schur-
Rekursion bezeichnet.
2. Berechnung der Anregungsleistung der Ordnung p aus derjenigen der Ord-
nung (p−1) unter Verwendung des PARCOR-Koeffizienten.
5Der PARCOR-Koeffizient der Ordnug p entspricht dem Reflexionskoeffizienten Γp(k) der
entsprechenden Ordnung.
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3. Berechnung der AR-Koeffizienten der Ordnung p aus denen der Ordnung
(p−1) mittels des PARCOR-Koeffizienten der Ordnung p. Dieser Teil wird
auch als Step-Up-Algorithmus bezeichnet, seine Umkehrung – also von AR-
Koeffizienten zu Reflexionskoeffizienten – als Step-Down-Algorithmus.
Alternativ zu Schritt zwei kann die Anregungsleistung auch nach der Berechnung
der AR-Koeffizienten gema¨ß Gleichung 4.12 bestimmt werden.
Die hier vorgestellte direkte Methode hat den Nachteil, dass aufgrund der nur
asymptotisch erwartungstreuen Scha¨tzung der Autokorrelationsfolge gema¨ß Glei-
chung 4.23 ein Fehler entsteht, da die Werte außerhalb des Blockintervalls implizit
zu Null angenommen werden. Ein Verfahren, das dies vermeidet ist die sogenann-
te Kovarianzmethode. Da dieses aber im Gegensatz zur Autokorrelationsmethode
keine stabilen AR-Modelle garantiert [19, 26, 46], wird sie hier nicht na¨her be-
trachtet.
Rekursive Methoden zur Berechnung der AR-Parameter
Am Ende des letzten Abschnitts wurde bemerkt, dass die hier genannten direkten
Methoden den Nachteil haben, dass sie entweder eine erwartungstreue Scha¨tzung
oder aber stabile AR-Modelle liefern. Wu¨nschenswert ist ein Verfahren, dass bei-
de Voraussetzungen erfu¨llt. Dies leistet der Burg-Algorithmus, welcher zu den
rekursiven Verfahren za¨hlt.
y
z−1z−1
e(f,0)
e(b,0)
e(f,1)
e(b,1)
e(f,p−1)
e(b,p−1)
e(f,p)
e(b,p)
Γ1 Γp
Γ∗1 Γ
∗
p
Abbildung 4.2: Die von rekursiven Verfahren verwendete Lattice Struktur. Aus
Gru¨nden der U¨bersichtlichkeit wurden alle Gro¨ßen ohne Zeitindex
k notiert.
Die rekursiven Methoden nutzen eine Kaskadierung von Teilsystemen, um die
AR-Koeffizienten ai(k) schlussendlich aus den Reflexionskoeffizienten zu bestim-
men. Jedes dieser Teilsystem liefert den Reflexionskoeffizient der na¨chst ho¨heren
Ordnung angefangen mit dem der Ordnung Eins. Die Anpassung des Modells
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an das vorliegende Signal y(k) liefert hier also einen Satz Reflexionskoeffizien-
ten. Am Ende der Rekursion mu¨ssen diese daher mittels Step-Up-Algorithmus
in AR-Koeffizienten umgerechnet werden. Dieses als Lattice-Struktur bezeichnete
System kaskadierter Teilsysteme ist in Abbildung 4.2 dargestellt, wobei e(f,p) und
e(b,p) den Vorwa¨rts- bzw. Ru¨ckwa¨rts-Pra¨diktionsfehler bezeichnen.
Im Gegensatz zu den bereits beschriebenen Verfahren, minimiert der Burg-Algo-
rithmus sowohl den mittleren quadratischen Vorwa¨rts- als auch den Ru¨ckwa¨rts-
Pra¨diktionsfehler. Die Reflexionskoeffizienten des Modells werden rekursiv u¨ber
die Ordnung berechnet, wobei fu¨r den Reflexionskoeffizient der Ordnung p zum
Zeitpunkt k gilt [21, 26, 46]:
Γp(k) =
2
∑LAR−1
k=p
(
e(f,p−1)(k) · conj
{
e(b,p−1)(k − 1)
})
∑LAR−1
k=p
(
|e(f,p−1)(k)|
2
+ |e(b,p−1)(k − 1)|
2
) . (4.36)
Initialisiert wird das Verfahren mit:
e(f,0)(k) = e(b,0)(k) = y(k) fu¨r k = 0, . . . , LAR − 1. (4.37)
Wie im vorangegangenen Abschnitt bereits erwa¨hnt, ist ein AR-Modell genau
dann stabil, wenn die zugeho¨rigen Reflexionskoeffizienten Gleichung 4.34 genu¨gen.
Um dies zu zeigen, wird Gleichung 4.36 in Vektorschreibweise u¨bersetzt. Unter
Vernachla¨ssigung des Zeitindex’ k ergibt sich dann:
|Γp| =
2
∣∣∣(e(f,p−1))T conj{e(r,p−1)}∣∣∣
‖e(f,p−1)‖
2
+ ‖e(r,p−1)‖
2 . (4.38)
Die Dreiecksungleichung [8] besagt, dass fu¨r zwei beliebige, komplexwertige Vek-
toren x und y gilt:
2
∣∣xHy∣∣ ≤ ‖x‖2 + ‖y‖2 . (4.39)
Ein Vergleich von Gleichung 4.38 und 4.39 liefert sofort:
|Γp| ≤ 1, (4.40)
wobei fu¨r Gleichheit beide Vektoren identisch sein mu¨ssen. Die mit dem Burg-
Algorithmus erhaltene Scha¨tzung garantiert somit stabile AR-Modelle. Der Preis
dafu¨r ist der ho¨here numerische Aufwand und die zusa¨tzlich erforderliche Umrech-
nung von Reflexions- in AR-Koeffizienten. Da in den vorgeschlagenen Verfahren
jeweils die Reflexionskoeffizienten zur weiteren Verarbeitung beno¨tigt werden, ist
dies hier nicht als Nachteil zu werten.
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4.3 Mehrkanalige Scha¨tzung der AR-Parameter
Im nun folgenden Abschnitt werden die bisher gefunden Methoden kombiniert,
um die im Kalman-Filter aus Kapitel 3 beno¨tigten AR-Parameter zu scha¨tzen.
Hierbei ist zu beachten, dass dazu sowohl die AR-Parameter des ungesto¨rten
Sprachsignals als auch die der N Rauschsignale bestimmt werden mu¨ssen. Dies
bedeutet, dass bereits vor der eigentlichen Gera¨uschreduktion durch das Kalman-
Filter eine Trennung von Sprache und Gera¨usch zur Scha¨tzung der jeweiligen
AR-Parameter durchgefu¨hrt werden muss. Die Gu¨te dieser Trennung hat daher
großen Einfluss auf die Leistungsfa¨higkeit des Gesamtsystems.
Fu¨r die einkanalige Methode in [39] wurde hierzu ein Differenz-Autokorrelations-
methode (abgeku¨rzt: DAKF-Methode) genanntes Verfahren vorgestellt. Im Fol-
genden werden aufbauend auf diesem verschiedene mehrkanalige Erweiterungen
vorgeschlagen.
Im vorangegangenen Abschnitt wurde der Zusammenhang zwischen Zeit- und
Spektralbereich stets u¨ber die zeitdiskrete Fourier-Transformation (DTFT) be-
schrieben. Dieses mathematische Konstrukt liefert im Frequenzbereich eine kon-
tinuierliche Funktion der normierten Frequenz Ω. Fu¨r praktische Anwendungen
mit digitalen Rechnern mu¨ssen aber sowohl der Zeit- als auch der Spektralbereich
durch diskrete Gro¨ßen beschrieben werden. Daher wird im Folgenden Abschnitt
die DTFT durch die diskrete Fouriertransformation (DFT) und ihre Inverse
(IDFT) ersetzt, wobei fu¨r die algorithmische Umsetzung ausnahmslos die schnelle
Fouriertransformation (FFT) und ihre Umkehrung (IFFT) [32] verwendet wer-
den. Aufgrund der blockweisen Verarbeitung wird zur eindeutigen Bezeichnung
neben dem Frequenzindex n auch der Zeitindex k bei allen Frequenzbereichs-
gro¨ßen und Autokorrelationsfolgen mitgefu¨hrt. Durch die Verwendung des in der
deutschen Literatur gebra¨uchlichen Frequenzindex’ n ergibt sich eine Doppeldeu-
tigkeit mit dem Gera¨uschsignal n(k) bzw. dessen DFT-Transformierten Nk(n).
Aus dem Zusammenhang ist allerdings stets eindeutig zu ersehen, ob mit n der
Frequenzindex oder das Gera¨uschsignal gemeint ist. Unter Verwendung dieser
Notation gilt fu¨r den Zusammenhang zwischen Autokorrelationsfolge und Leis-
tungsdichtespektrum:
rˆyy,k(l) = IDFT
{
Sˆyy,k(n)
}
. (4.41)
4.3.1 DAKF-Methode im einkanaligen Fall
Die Funktionsweise der DAKF-Methode ist in Abbildung 4.3 dargestellt. Der Na-
me ru¨hrt von der Kombination der Autokorrelationsmethode und der spektralen
Subtraktion [53] her.
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y(k)
Yk(n)
Gera¨usch-
scha¨tzung
yVAD(k)
FFT
IFFT IFFT
| |2
Sˆyy,k(n)
Sˆnn,k(n) Sˆss,k(n)
rˆss,k(l)rˆnn,k(l)
βn
Abbildung 4.3: Signalflussdiagramm der einkanaligen DAKF-Methode nach [39].
Der Kasten um das Summationszeichen bedeutet, dass hier nega-
tive Werte abgefangen werden.
Ausgehend von einem komplexwertigen Datenblock y(k) der La¨nge LAR wird
zuna¨chst das Periodogramm Sˆyy,k(n) durch Transformation mittels DFT und
Bildung des Betragsquadrats analog zu Gleichung 4.27 berechnet. Da das Peri-
odogramm Sˆyy,k(n) eine Kurzzeit-Scha¨tzung des Leistungsdichtespektrums von
y(k) darstellt, wird es mit dem Dach-Operator notiert:
Sˆyy,k(n) =
1
LAR
|DFT {y(k)}|2 . (4.42)
Um zyklische Effekte durch die Verwendung der DFT zu vermeiden, muss die
Folge y(k) vor dem Ausfu¨hren von Gleichung 4.42 durch Anha¨ngen von Nullen
(Englisch: Zero-Padding) verla¨ngert werden. Die Anzahl der anzufu¨genden Nullen
richtet sich nach der Ordnung des AR-Modells. Da hier gleichzeitig die Parameter
mehrerer AR-Modelle gescha¨tzt werden, das sind das Sprachmodell der Ordnung
p sowie die Gera¨uschmodelle der Ordnung q, muss die gro¨ßte dieser Ordnungen
verwendet werden. In der vorliegenden Arbeit gilt stets p ≥ q, weshalb der Da-
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tenblock um mindestens p Nullen verla¨ngert werden muss [40]. Dies ru¨hrt daher,
dass fu¨r die Berechnung der AR-Parameter der Ordnung p die ersten p+ 1 Wer-
te der Autokorrelationsfolge ryy,k(l), das sind die Autokorrelationswerte fu¨r die
Verschiebungen l=0, . . . , p, vorhanden sein mu¨ssen. Ohne Zero-Padding ist nur
der Wert fu¨r l=0 korrekt, wa¨hrend alle anderen aufgrund der zyklischen Faltung
verfa¨lscht sind. Fu¨r jede weitere Null erho¨ht sich die Anzahl der Werte, die denen
durch lineare Faltung berechneten entsprechen, um eins. Die dabei entstehende
neue Blockla¨nge wird mit L′AR bezeichnet:
L′AR ≥ LAR + p mit 0 < p ≤ LAR. (4.43)
Fu¨r eine schnelle Implementierung der DFT wird der FFT-Algorithmus [32]
verwendet. Daher ist es sinnvoll, fu¨r die Blockla¨nge L′AR eine Zweierpotenz zu
wa¨hlen. Das gesamte Vorgehen entspricht der schnellen Faltung der zeitdiskreten
Signalverarbeitung [32].
In dem Block Gera¨uschscha¨tzung wird das Leistungsdichtespektrum Sˆnn,k(n) des
Gera¨uschs n(k) aus dem Summenspektrum Sˆyy,k(n) gescha¨tzt. Hierzu ist eine
Detektion der Sprachpausen (VAD) notwendig, deren Untersuchung nicht Teil
dieser Arbeit ist6. Diese wird durch das Signal yVAD(k) abgebildet, welches fol-
gendermaßen definiert ist:
yVAD(k) =
{
1 bei Sprachaktivita¨t
0 in Sprachpausen
. (4.44)
Fu¨r die Erkla¨rung der DAKF-Methode wird angenommen, dass die Sprachpau-
sendetektion fehlerfrei funktioniert. Das Signal yVAD(k) wird daher ohne den
Dachoperator geschrieben.
Liegt zum Zeitpunkt k eine Sprachpause vor, so entha¨lt Sˆyy,k(n) nur Gera¨uschan-
teile und es gilt: Sˆnn,k(n) = Sˆyy,k(n). Man erha¨lt in diesem Fall eine ungesto¨rte
Scha¨tzung des Gera¨uschs.
Im umgekehrten Fall (fu¨r yVAD(k)=1) wird prinzipiell die Gera¨uschscha¨tzung der
letzten Sprachpause verwendet. Damit diese zumindest einigermaßen repra¨senta-
tiv fu¨r das aktuelle Gera¨usch ist, muss sie wa¨hrend der Sprachpausen gegla¨ttet
werden. Dazu wird u¨blicherweise ein rekursives Filter erster Ordnung verwendet,
so dass fu¨r das gescha¨tzte Leistungsdichtespektrum der Sto¨rung gilt:
Sˆnn,k(n) =
{
Sˆnn,k−1(n) fu¨r yVAD(k) = 1
αnSˆnn,k−1(n) + (1− αn)Sˆyy,k(n) fu¨r yVAD(k) = 0
, (4.45)
wobei αn die Gla¨ttungskonstante bezeichnet. Diese liegt u¨blicherweise im Bereich
zwischen 0,9 und 0,995. Außerdem ist es mo¨glich, fu¨r ansteigende und abfallen-
de Signalpegel unterschiedliche Gla¨ttungskonstanten zu wa¨hlen. Dadurch wird
6Fu¨r den interessierten Leser sei beispielsweise auf [39, 53, 56] verwiesen.
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das Verfahren robuster gegenu¨ber Fehldetektionen des Sprachpausendetektors.
Will man beispielsweise verhindern, dass in einer fa¨lschlich erkannten Pause der
Sprachanteil des Summensignals das Leistungsdichtespektrum des Rauschens zu
schnell verfa¨lscht, dann wa¨hlt man αn fu¨r steigende Signalpegel gro¨ßer als fu¨r fal-
lende. Dadurch werden ansteigende Pegel sta¨rker gegla¨ttet, wodurch diese deut-
lich la¨nger anliegen mu¨ssen, um den gleichen Effekt auf die Gera¨uschscha¨tzung
zu erzielen wie fallenden Pegel [48].
Um einen Scha¨tzwert Sˆss,k(n) fu¨r das Leistungsdichtespektrum des Sprachanteils
zu erhalten, muss das so gescha¨tzte Gera¨uschspektrum vom Gesamtspektrum
subtrahiert werden. Wird diese Subtraktion gema¨ß
Sˆyy,k(n)− Sˆnn,k(n) (4.46)
ausgefu¨hrt, so treten dabei die gleichen Probleme wie bei der direkten Gera¨usch-
reduktion mittels spektraler Subtraktion auf. Durch die starke Gla¨ttung folgt
die Gera¨uschscha¨tzung nur sehr langsam den A¨nderungen des echten Gera¨uschs,
wa¨hrend das Summensignal ungegla¨ttet verwendet wird. Eine Subtraktion die-
ser Signale kann negative Werte im Leistungsdichtespektrum Sˆss,k(n) generieren,
welche abgefangen werden mu¨ssen, um instabile AR-Koeffizienten zu vermeiden.
Im einfachsten Fall wird dazu nach der Subtraktion der Betrag gebildet:∣∣∣Sˆyy,k(n)− Sˆnn,k(n)∣∣∣ . (4.47)
Durch diese notwendige Maßnahme und die unterschiedlich starke Gla¨ttung ent-
stehen allerdings sogenannte Musical Tones [18].
Diese ko¨nnen durch U¨berscha¨tzung des Gera¨uschs um den Versta¨rkungsfaktor
βn > 1 vermindert werden. Dies stellt die dritte Mo¨glichkeiten dar, die Robustheit
des Verfahrens durch U¨berscha¨tzung des Gera¨uschs zu verbessern. Die anderen
beiden Mo¨glichkeiten wurden bereits in Kapitel 3 beschrieben. Wa¨hlt man βn zu
groß, wird die gescha¨tzte Sprachkomponente verzerrt, wa¨hrend zu kleine Werte
keine Verbesserung bezu¨glich der Musical Tones ergeben. In der Praxis haben
sich Werte im Bereich zwischen 1,5 bis 2 als gu¨nstig erwiesen [39]. Gleichung
4.47 wird daher entsprechend erweitert und man erha¨lt schließlich das gescha¨tzte
Leistungsdichtespektrum der Sprachkomponente:
Sˆss,k(n) =
∣∣∣Sˆyy,k(n)− βnSˆnn,k(n)∣∣∣ . (4.48)
Noch bessere Ergebnisse erha¨lt man, wenn man eine vollsta¨ndige oder aber auch
anna¨hernd vollsta¨ndige Reduktion des Signals Sˆss,k(n) an den einzelnen Fre-
quenzstu¨tzstellen n verhindert und statt dessen grundsa¨tzlich etwas Rauschen
durchla¨sst. Diese als Rauschteppich (Englisch: Spectral Floor) bezeichnete Me-
thode ermo¨glicht es, die bereits durch die Gera¨uschu¨berscha¨tzung reduzierten
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Musical Tones aufgrund der psychoakustischen Funktionsweise des menschlichen
Geho¨rs im durchgelassenen Rauschen zu verstecken [60].
Die oben beschriebenen Maßnahmen zur Absicherung gegen negative Werte im
Leistungsdichtespektrum Sˆss,k(n) sind in Abbildung 4.3 durch den Kasten, der
die Summationsstelle einrahmt, dargestellt.
Im na¨chsten Schritt werden sowohl Sˆss,k(n) als auch Sˆnn,k(n) mittels IFFT in
den Zeitbereich zuru¨cktransformiert. Man erha¨lt die Kurzzeitscha¨tzwerte fu¨r die
Autokorrelationsfolgen der Sprachkomponente rˆss,k(l) und des Gera¨uschs rˆnn,k(l):
rˆss,k(l) = IFFT
{
Sˆss,k(n)
}
und (4.49)
rˆnn,k(l) = IFFT
{
Sˆnn,k(n)
}
. (4.50)
Dabei ist zu beachten, dass alle Werte fu¨r Verschiebungen außerhalb des Intervalls
0 < |l| ≤ p durch den Einfluss der zyklischen Faltung verfa¨lscht sind, wenn Glei-
chung 4.43 mit Gleichheit erfu¨llt wurde, was bedeutet, dass das Eingangssignal
nur um genau p Nullen verla¨ngert wurde.
4.3.2 Mehrkanalige Erweiterungen der DAKF-Methode
In diesem Teil des Kapitels werden nunmehr drei mehrkanalige Methoden zur
Scha¨tzung der AR-Parameter vorgestellt, die auf den Verfahren der vorange-
gangenen Abschnitte 4.2 sowie 4.3.1 basieren. Diese werden im Folgenden als
Methode 1 , Methode 2 und Methode 3 bezeichnet.
Ein Vergleich des in Kapitel 3 vorgestellten Modells fu¨r den einkanaligen (N=1)
und mehrkanaligen Fall (N>1) zeigt, dass immer nur die Parameter einer Sprach-
quelle, aber die von N Gera¨uschquellen gescha¨tzt werden mu¨ssen. Das heißt, dass
fu¨r die Scha¨tzung des Sprachanteils die mehrkanaligen Eingangsdaten in irgend
einer Weise gemittelt werden mu¨ssen, worin der Gewinn der mehrkanaligen Ver-
fahren liegt. Dabei bleibt die Gera¨uschscha¨tzung in jedem Kanal unvera¨ndert zu
der in Abschnitt 4.3.1 vorgestellten DAKF-Methode. Gleiches gilt fu¨r die Berech-
nung der Anregungsleistung, welche stets gema¨ß Gleichung 4.12 vorgenommen
wird.
Fu¨r die Mittelung der Daten ko¨nnen verschiedene Strategien angewendet wer-
den, je nachdem, an welcher Stelle im Signalflussdiagramm aus Abbildung 4.3
die Mittelung durchgefu¨hrt wird. Ziel muss dabei stets eine Verbesserung der
Trennung von Sprach- und Gera¨usch-AR-Parametern sein. Eine Mittelung der
Eingangsdaten yi(k) fu¨r i=1, . . . , N vor der spektralen Subtraktion ist deshalb
wenig sinnvoll. Daher wird als Ansatz der im Folgenden vorgeschlagenen Metho-
den stets die DAKF-Methode aus dem letzten Abschnitt herangezogen.
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Die Mittelung u¨ber verschiedene Mikrofone bedeutet im Allgemeinen, dass Si-
gnale unterschiedlicher Laufzeit (Mund - Mikrofon) auftreten. In einem normalen
PKW betra¨gt der relative Laufzeitunterschied zwischen zwei weit entfernten Mi-
krofonen aufgrund der kleinen Raummaße, der vorliegenden Mikrofonanordnung
und der Unterabtastung in der verwendeten Filterbankstruktur (siehe Abschnitt
5.1.3) weniger als ein Abtastintervall. Gegenu¨ber der gewa¨hlten Blockla¨nge, die
wegen der Stationarita¨tsannahme im Bereich von 20 bis 50 ms (siehe Abschnitt
2.1.1) liegt, kann der oben beschriebene Laufzeitunterschied vernachla¨ssigt und
somit auf einen Laufzeitausgleich an dieser Stelle verzichtet werden.
Fu¨r eine Abscha¨tzung des numerischen Aufwands werden wieder die Anzahl der
verwendeten Multiplikationen pro Teilband verwendet. Allerdings beschra¨nken
sich die Betrachtungen in diesem Teil auf die Berechnung der Reflexionskoeffi-
zienten von Sprache sowie relative Vergleiche zwischen den einzelnen Methoden
und dem einkanaligen Fall.
Methode 1
Im einfachsten Fall wird die DAKF fu¨r jeden der N Kana¨le berechnet. Man erha¨lt
somit genau einen Satz AR-Parameter fu¨r jede der N Gera¨uschquellen und N
Sa¨tze fu¨r die (eine) Sprachquelle. Letztere mu¨ssen zu einem Satz zusammengefu¨gt
bzw. gemittelt werden. Das als Methode 1 bezeichnetes Scha¨tzverfahren ist in
Abbildung 4.4 dargestellt.
Die Mikrofonsignale yi(k) mit i = 1, . . . , N werden dem in Abschnitt 4.3.1 vorge-
stellten DAKF-Algorithmus zugefu¨hrt. Wie dort bereits erwa¨hnt wurde, beno¨tigt
das Verfahren zusa¨tzlich eine Sprachpausendetektion. In [56] wurden mehrkana-
lige Erweiterungen verschiedener einkanaliger Sprachpausendetektoren beschrie-
ben und bewertet. Dabei wurde festgestellt, dass die Detektionswahrscheinlichkeit
des VADs bei Konditionen a¨hnlich den hier vorliegenden nur unwesentlich durch
eine Hinzunahme weiterer Kana¨le verbessert werden kann. Daher wird fu¨r Gene-
rierung des Signals der Sprachpausendetektion yVAD(k) in dieser Arbeit nur ein
Kanal ausgewertet. Dieser Kanal kann allerdings auf Grundlage der Scha¨tzwer-
te fu¨r die Signal-zu-Gera¨usch Verha¨ltnisse (SNR) aller Kana¨le gewa¨hlt werden,
welche aus den Ausgangssignalen der jeweiligen DAKF bestimmt werden:
SNRi(k) =
rˆsisi,k(0)
rˆnini,k(0)
fu¨r i = 1, . . . , N. (4.51)
Unabha¨ngig davon wird fu¨r jedes Teilband der Filterbankstruktur eine eigene
Sprachpausendetektion durchgefu¨hrt, da aufgrund der spektralen Struktur von
Sprache in einem Band Sprachsignalleistung vorhanden sein kann und gleichzeitig
in einem anderen nicht.
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y1(k) y2(k) yN(k)
DAKFDAKF DAKF
Lev.-Durb.Lev.-Durb.Lev.-Durb. SchurSchurSchur
Step-Up
yVAD(k)
rˆn1n1,k(l) rˆn2n2,k(l) rˆnNnN ,k(l)rˆs1s1,k(l) rˆs2s2,k(l) rˆsNsN ,k(l)
aˆn1,l(k) aˆn2,l(k) aˆnN ,l(k)
aˆs,l(k)aˆni,l(k)
Γˆs1,l(k) Γˆs2,l(k) ΓˆsN ,l(k)
1
N
Γˆs,l(k)
Abbildung 4.4: Mehrkanalige Methode 1 zur Scha¨tzung der AR-Parameter. Die
Mittelung wird hier auf Grundlage der in Reflexionskoeffizienten
Γˆsi,l(k) umgerechneten Scha¨tzwerte der Autokorrelationssequen-
zen rˆsisi,k(l) der Sprachkomponente durchgefu¨hrt.
Bei dem so bestimmten SNRi(k) muss beachtet werden, dass es erst am Ende
der DAKF-Verarbeitung vorliegt und somit nur fu¨r die Entscheidung im na¨chsten
Verarbeitungszyklus verwendet werden kann. Das heißt, dass fu¨r die Sprachpau-
sendetektion yVAD(k) jeweils der Kanal gewa¨hlt wird, der zum Zeitpunkt k−1 das
maximale SNR aufgewiesen hat. Daru¨ber hinaus ko¨nnen die fu¨r einen konstan-
ten Zeitpunkt k in jedem Teilband berechneten SNRi(k) unterschiedliche Werte
annehmen. Die SNRs sollten daher immer innerhalb eines Teilbands verglichen
werden.
Die AR-Parameter der einzelnen Gera¨uschquellen werden – wie im einkanaligen
Fall – direkt aus den jeweiligen Scha¨tzwerten der Autokorrelationsfolgen rˆnini,k(l)
mittels Levinson-Durbin-Algorithmus bestimmt. Im Gegensatz dazu werden die
Autokorrelationswerte des Sprachmodells rˆsisi,k(l) mit dem Schur-Algorithmus zu
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Reflexionskoeffizienten Γˆsi,l(k) umgerechnet. Fu¨r die einzelnen Sa¨tze gilt:∣∣∣Γˆsi,l(k)∣∣∣ < 1, (4.52)
da die DAKF-Methode stets stabile AR-Koeffizienten liefert. Um den gemittelten
Satz zu erhalten, werden daher die berechneten Sa¨tze von Reflexionskoeffizienten
Γˆsi,l(k) gema¨ß Gleichung 4.35 aufsummiert und auf deren Anzahl normiert:
Γˆs,l(k) =
1
N
N∑
i=1
Γˆsi,l(k). (4.53)
Schlussendlich wird der so erhaltene gemittelte Satz Γˆs,l(k) mittels Step-Up-
Algorithmus zu AR-Koeffizienten umgerechnet.
Verglichen zum einkanaligen Fall mu¨ssen hier N DAKF- und Schur-Algorithmen
berechnet werden, was dem N -fachen Aufwand entspricht. Der Vollsta¨ndigkeit
halber kommt eine weitere Multiplikation mit dem Normierungsfaktor 1/N hinzu,
welche allerdings gegenu¨ber dem Gesamtaufwand vernachla¨ssigt werden kann.
Methode 2
Um die zuvor beschriebene Mittelung der Reflexionskoeffizienten zu verbessern,
ko¨nnen die einzelnen Sa¨tze vor der Addition mit dem SNR des jeweiligen Kanals
(berechnet gema¨ß Gleichung 4.51) gewichtet werden. Dieses Gewichtungsschema
ist in Abbildung 4.5 dargestellt. Die Vorverarbeitung entspricht dabei derjeni-
gen der Methode 1 (siehe Abbildung 4.4), weshalb sie nicht nochmals abgebildet
wurde.
Um die Stabilita¨t des resultierenden Sprach-AR-Modells zu gewa¨hrleisten, mu¨ssen
die aufsummierten Reflexionskoeffizienten wieder normiert werden. Aufgrund der
durchgefu¨hrten Gewichtung wird zur Normierung diesmal die Summe der einzel-
nen SNR-Werte
∑N
i=1 SNRi(k) verwendet.
Ein relativer Vergleich beider Methoden ergibt, dass hier zusa¨tzlich N Multipli-
kationen fu¨r die Normierung erforderlich sind. Der Normierungsfaktor ist jetzt
zeitinvariant, so dass eine echte Division, die je nach Mikroprozessor etwa dem
vierfachen Aufwand einer Multiplikation entspricht, erforderlich wird. Der verur-
sachte Mehraufwand bezu¨glich Methode 1 kann demnach als gering bezeichnet
werden.
Methode 3
Bei dieser Methode setzt die Mittelung bereits bei den gescha¨tzten Leistungs-
dichtespektren von Sprache Sˆsisi,k(n) an. Diese werden mit der DAKF gema¨ß
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Step-Up
aˆs,l(k)
Γˆs1,l(k) Γˆs2,l(k) ΓˆsN ,l(k)
1∑N
i=1 SNRi(k)
Γˆs,l(k)
SNR1(k) SNR2(k) SNRN(k)
Abbildung 4.5: Gewichtete Summation der Reflexionskoeffizientensa¨tzen der Me-
thode 2. Die Gewichtungsfaktoren bestimmen sich aus dem SNR
des jeweiligen Kanals.
Abbildung 4.3 unter Weglassung des IFFT Blocks berechnet. Die so erhaltenen
Periodogramme werden analog zur Bartlett-Methode gema¨ß Gleichung 4.30 auf-
addiert. Der Unterschied besteht allerdings darin, dass zur Mittelung der Peri-
odogramme der Datenblock der La¨nge LAR nicht in mehrere Segmente der La¨nge
LK < LAR zerlegt wird. Stattdessen werden zur Mittelung die Periodogramme
Sˆsisi,k(n) der einzelnen Kana¨le verwendet. Die addierten Periodogramme werden
auf ihre Anzahl normiert und mittels IFFT die Autokorrelationsfolge von Sprache
rˆss,k(l) berechnet:
Sˆss,k(n) =
1
N
N∑
i=1
Sˆsisi,k(n). (4.54)
Im Gegensatz zu den bis jetzt vorgestellten Methoden liegen hier bereits u¨ber
die Kana¨le gemittelte Werte vor, so dass die AR-Koeffizienten direkt mit dem
Levinson-Durbin Algorithmus bestimmt werden ko¨nnen. Da sowohl DAKF wie
auch Bartlett-Methode stabile AR-Koeffizienten liefern, liegt auch hier stets Sta-
bilita¨t vor. Die Methode 3 ist in Abbildung 4.6 dargestellt.
Vergleicht man dieses Verfahren mit den bereits vorgestellten Methoden, so sind
zwei mo¨gliche Erweiterungen offensichtlich:
• Gewichtung der einzelnen Periodogramme Sˆsisi,k(n) mit dem u¨ber der Fre-
quenz konstanten Faktor SNRi(k) mit anschließender Gewichtung der Sum-
me auf
∑N
i=1 SNRi(k) (analog zum Vorgehen in Methode 2 ).
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aˆs,l(k)
1
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rˆss,k(l)
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Lev.-Durb.
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IFFT
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Abbildung 4.6: Mehrkanalige Methode 3 zur Scha¨tzung der AR-Parameter.
• Verwendung des Welsh-Verfahrens gema¨ß Gleichung 4.31. Dazu mu¨ssen
die Autokorrelationsfolgen rˆsisi,k(l) vor der Addition ihrer Periodogramme
Sˆsisi,k(n) mit der gewa¨hlten Fensterfunktion multipliziert werden.
Letzteres bedeutet allerdings eine zusa¨tzliche Transformation in den Zeitbereich
(fu¨r die Fensterung) und zuru¨ck in den Frequenzbereich (fu¨r die Mittelung). Um-
gehen kann man das Problem durch eine Faltung im Frequenzbereich mit der
Transformierten der Fensterfunktion. Jedoch verursachen beide Varianten einen
Rechenaufwand, der in keinem Verha¨ltnis zu der erreichbaren Verbesserung der
Ergebnisse steht. Daher wird ein dem Welsh-Verfahren a¨hnliches Vorgehen nicht
weiter verfolgt.
Diese Methode verursacht einen deutlich geringeren Aufwand als die beiden zu-
vor vorgestellten. Zum einen wird bereits bei der N -maligen Berechnung des
DAKF-Algorithmus’ gespart, da die IFFT am Ende des Signalflussdiagramms aus
Abbildung 4.3 weggelassen wurde und nur noch einmal am Ende des Verfahrens
berechnet wird. Dies entspricht einer Einsparung von (N−1) ·(LAR+p) ld(LAR+p)
Multiplikationen, wobei m ld(m) den Aufwand fu¨r eine FFT/IFFT der La¨nge m
darstellt. Dabei wird allerdings angenommen, dass die Blockla¨nge m eine Po-
tenz der Zahl Zwei ist. Des Weiteren entfallen N−1 Berechnungen des Schur-
Algorithmus’, weil die Mittelung bereits auf Periodogramm-Ebene durchgefu¨hrt
wird.
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Kombination mit dem Burg-Algorithmus
In [39] wurde die dort vorgestellte DAKF Methode mit dem Burg-Algorithmus
kombiniert. Dazu wurde das Eingangssignal y(k) neben der DAKF-Struktur auch
dem Burg-Verfahren als Eingangssignal zugefu¨hrt. Die resultierenden Reflexions-
koeffizienten wurden mit denen der DAKF gemittelt. Diese Mittelung wurde
ebenfalls gewichtet durchgefu¨hrt, wobei fu¨r jedes Teilband ein konstanter Ge-
wichtungsfaktor benutzt wurde.
Es muss beachtet werden, dass der Burg-Algorithmus hier auf das verrauschte
Eingangssignal angewendet wird und nicht auf die durch spektrale Subtraktion
vom Rauschen getrennte Sprachkomponente. Man beno¨tigt daher keine Sprach-
pausendetektion und erha¨lt eine Scha¨tzung des verrauschten Sprachsignalspek-
trums. Allerdings erweist sich hier eine weitere Eigenschaft des Burg-Algorithmus’
als nu¨tzlich. Dieser bildet eine spektrale Einhu¨llende mit ausgepra¨gten Maxima
wie bei Sprache deutlich besser nach als eine spektral flache, wie sie bei Rauschen
auftritt [37]. Dieser Effekt versta¨rkt sich insbesondere, wenn die gewa¨hlte Ord-
nung nicht der wirklichen entspricht [26], was in der Praxis meistens der Fall ist.
Aufgrund dieser Eigenart erha¨lt man durch Anwendung des Burg-Algorithmus’
auf das verrauschte Eingangssignal y(k) bereits eine leichte Gera¨uschreduktion,
solange das SNR nicht zu klein ist [39].
Eine Mittelung dieser Koeffizienten mit denen der DAKF fu¨gt demnach etwas
Rauschen in die gescha¨tzten Sprach-AR-Parameter ein. Die Wirkung entspricht
der eines Spectral Floors, da damit in der DAKF eventuell entstandene Musical
Tones maskiert werden ko¨nnen. Dieses Vorgehen kann alternativ oder in Kom-
bination mit dem bei der spektralen Subtraktion vorgestellten Rauschteppich
verwendet werden.
Bei Anwendung im mehrkanaligen Fall gib es zwei mo¨gliche Realisierungen, wobei
die erste in Abbildung 4.7 dargestellt ist. Dabei bezeichnen αDAKF und αBurg die
Gewichtungsfaktoren der einzelnen Methoden, fu¨r deren Summe:
αDAKF + αBurg = 1 (4.55)
gelten muss, um die Stabilita¨t des AR-Modells zu gewa¨hrleisten. Die nach der
Schur-Rekursion pro Kanal vorliegenden Sprachreflexionskoeffizienten werden mit
denen des Burg-Algorithmus’ des entsprechenden Kanals gemittelt, woraus der
endgu¨ltige Satz des Kanals entsteht:
Γˆsi,k(l) = αDAKF · Γˆ
DAKF
si,k
(l) + αBurg · Γˆ
Burg
si,k
(l) (4.56)
Diese Kombination eignet sich besonders gut fu¨r Methoden, bei denen die Mitte-
lung der Koeffizienten u¨ber die Reflexionskoeffizienten durchgefu¨hrt wird. Das
heißt, sie ist nicht geeignet fu¨r Methode 3, da hier Periodogramme gemittelt
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yi(k)
DAKF Burg
Schur
yVAD(k)
αBurgαDAKF
rˆnini,k(l) rˆsisi,k(l)
ΓˆDAKFsi,l (k)
ΓˆBurgsi,l (k)
Γˆsi,l(k)
Abbildung 4.7: Kombination mit dem Burg-Algorithmus innerhalb eines Kanals.
Der weitere Signalverlauf der Gera¨uschkomponente rˆnini,k(l) ist
in diesem Fall nicht von Interesse, weshalb er hier weggelassen
wird.
werden und zusa¨tzliche Umrechnungen zur Integration der Burg-Koeffizienten
notwendig wa¨ren.
Fu¨r die Kombination mitMethode 3 bietet sich ein anderes Schema an, welches in
Abbildung 4.8 dargestellt ist. In deren linken Ha¨lfte ist das Ende des Signalfluss-
diagramms der Methode 3 abgebildet. Im Gegensatz zu Abbildung 4.6 werden
hier nach der Ru¨cktransformation in den Zeitbereich mittels Schur-Rekursion die
Reflexionskoeffizienten ΓˆDAKFs,l (k) bestimmt und nicht direkt die AR-Parameter
mittels Levinson-Durbin Algorithmus. Auf der anderen Seite werden pro Kanal
die Reflexionskoeffizienten ΓˆBurgsi,l (k) berechnet und zu einem Satz Γˆ
Burg
s,l (k) gemit-
telt.
Diese so erhaltenen Koeffizientensa¨tze werden nun mit den Faktoren αDAKF und
αBurg gewichtet und aufaddiert. Diese Kombination kann mit jeder der drei vor-
gestellten Methoden kombiniert werden.
Unabha¨ngig von der gewa¨hlten Variante ist es offensichtlich, dass fu¨r die Bestim-
mung der AR-Parameter des Gera¨uschs immer die DAKF beno¨tigt wird, da die
Burg-Methode in der hier verwendeten Art dies nicht leisten kann.
In dieser Arbeit wurde fu¨r Methode 1 und Methode 2 die in Abbildung 4.7 darge-
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Abbildung 4.8: Kombination der mittels DAKF bereits gemittelten Koeffizienten
mit dem Burg-Algorithmus .
stellte Mo¨glichkeit der Verknu¨pfung mit dem Burg-Algorithmus gewa¨hlt, wa¨hrend
fu¨r Methode 3 der Ansatz aus Abbildung 4.8 verwendet wird. Unabha¨ngig von
der benutzten Variante haben sich fu¨r den mehrkanaligen Fall und die hier vor-
liegenden Daten abweichend von [39] die Gewichtungsfaktoren αDAKF = 0, 8 und
αBurg = 0, 2 als gu¨nstig erwiesen.
4.4 Scha¨tzung der Raumimpulsantworten und
Filterfunktionen
Im letzten Teil dieses Kapitel werden die Mo¨glichkeiten zur Scha¨tzung der in der
Messmatrix C(k) der Messgleichung 3.25 vorkommenden Gro¨ßen vorgestellt. Dies
sind zum einen die Raumimpulsantworten hi(k) fu¨r i=1, . . . , N und zum anderen
die Kreuzfilterfunktionen gi1i2(k) fu¨r i1=1, . . . , N , i2=1, . . . , N und i1 6= i2.
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4.4.1 Scha¨tzung der Raumimpulsantworten
Von allen in dieser Arbeit vorgestellten Scha¨tzproblemen stellt die Scha¨tzung der
Raumimpulsantworten hi(k) das schwierigste Problem dar. Dies liegt daran, dass
diese blind – also ohne u¨ber das Mikrofonsignal y(k) hinausgehende Kenntnisse –
durchgefu¨hrt werden muss. Die fu¨r diese Aufgabe heute zur Verfu¨gung stehenden
Verfahren, wie zum Beispiel [24, 31], ko¨nnen im Hinblick auf die Verwendung
in der Messmatrix C(k), die fu¨r die Matrixinversion bei der Bestimmung der
Kalman-Versta¨rkung verwendet wird, nicht als stabil bezeichnet werden. Daru¨ber
hinaus sind die mit ihnen erreichten Ergebnisse bei der Scha¨tzung der Raumim-
pulsantworten nicht zufriedenstellend, wenn – wie bei dem hier vorgestellten Ver-
fahren – als Eingangsdaten eine verrauschte Sprachquelle angenommen werden
muss [31].
Eine vollsta¨ndige Scha¨tzung der zeitvarianten Raumimpulsantworten scheidet so-
mit aufgrund der verfu¨gbaren Algorithmen aus. Damit ist auch keine vollsta¨ndige
Enthallung mo¨glich. Allerdings gibt es einen weiteren Ansatz, der zumindest eine
teilweise Charakterisierung des Raumes erlaubt. In dem in Abschnitt 2.4 beschrie-
benen Datensatz ist pro Mikrofon auch die mittlere Distanz zum Fahrer vorhan-
den. In diesem Zusammenhang bezeichnet mittlere Distanz diejenige Entfernung,
die bei einem mittelgroßen Fahrer auftritt, der den Fahrersitz entsprechend auf
eine mittlere Position einstellt. Diese kann benutzt werden, um mit Hilfe der
Raumimpulsantworten hi(k) einen festen Laufzeitausgleich durchzufu¨hren.
Um einen solchen Laufzeitausgleich herzustellen, mu¨ssen die Eingangssignale um
nicht-ganzzahlige Vielfache des Abtastintervalls T =1/fs verzo¨gert werden. Die
Laufzeit ∆Ti des Signals zu den einzelnen Mikrofonen berechnet sich u¨ber die
mittlere Distanz d¯i sowie die Schallgeschwindigkeit cSchall=330 m/s zu:
∆Ti =
d¯i
c
fu¨r i = 1, . . . , N. (4.57)
Ziel eines Laufzeitausgleichs ist es nun, alle Eingangssignale, bis auf das Signal mit
der la¨ngsten Laufzeit, so zu verzo¨gern, dass nach der zusa¨tzlichen Verzo¨gerung alle
Laufzeiten identisch der maximalen Laufzeit ∆Tmax=max{∆Ti} fu¨r i = 1, . . . , N
sind.
Aufgrund der in Kapitel 3 gewa¨hlten Struktur mu¨ssen diese Laufzeit einfu¨genden
Filter, im Folgenden als Laufzeitfilter bezeichnet, als Transversalfilter (FIR) aus-
gelegt sein. Ein solcher Filtertyp wird im Englischen als Fractional Delay Filter
bezeichnet. Zu dessen Berechnung gibt es verschiedene Mo¨glichkeiten, die bei-
spielsweise in [29, 50, 51] gefunden werden ko¨nnen. Eine Untersuchung dieser
Filterdesignansa¨tze fu¨r die Implementierung eines Griffith-Jim-Beamformer im
Vollband findet sich zudem in [57]. Von den genannten Ansa¨tzen ist besonders
die Farrow -Struktur [29] interessant, da sie eine Vera¨nderung der Verzo¨gerung
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ohne Neuberechnung der Laufzeitfilter erlaubt. Moderne Oberklasse-Fahrzeuge
speichern die Position des Fahrersitzes fu¨r die na¨chste Benutzung. Daher ist es
denkbar, diese Information in zuku¨nftigen Verfahren fu¨r die Anpassung der Filter
– auch wa¨hrend der Fahrt – zu verwenden.
Oben genannte Verfahren liefern die Impulsantworten der gesuchten Laufzeitfilter
im Vollband. Fu¨r die in dieser Arbeit vorgeschlagene Filterbankstruktur mu¨ssen
diese ins Teilband transformiert werden. Dabei entstehen, selbst wenn von einem
kausalen Filter ausgegangen wird, nicht-kausale Anteile [44], welche allerdings
aufgrund der Struktur der Messmatrix nicht beru¨cksichtigt werden ko¨nnen, da
diese nur kausale Anteile vorsieht. Das gleiche gilt fu¨r die im na¨chsten Abschnitt
vorgestellten Kreuzfilterfunktionen.
4.4.2 Scha¨tzung der Kreuzfilter
Die Impulsantworten der Kreuzfilter gi1i2(k) stellen den Zusammenhang zwischen
den verschiedenen Rauschquellen dar. Dieser Zusammenhang ist nur vorhanden,
wenn die Quellen zueinander korrelierte Anteile aufweisen (siehe Abschnitt 3.1).
Das im Folgenden vorgestellte Scha¨tzverfahren wird am Beispiel des Kreuzfilters
g12(k) hergeleitet, um die umsta¨ndliche Notation der allgemeinen Mikrofonindizes
i1 und i2 zu vermeiden.
Fu¨r den hier gewa¨hlten Fall soll g12(k) so bestimmt werden, dass die Faltung∑q−1
l=0 g
∗
12,l(k)n1(k−l) den zu n1(k) korrelierten Anteil in n2(k) ergibt, wobei q die
Ordnung des Gera¨uschmodells bezeichnet. Vorausgesetzt die Signale n1(k) und
n2(k) stehen zur Verfu¨gung, kann die Impulsantwort g12(k) mit einem adaptiven
Filter eingestellt werden. Aufgrund seiner Robustheit wird zum Einstellen dieses
Filters der NLMS (Normalized Least Mean Square) Algorithmus verwendet [19,
22, 43]. Die benutzte Struktur ist in Abbildung 4.9 fu¨r die Kombination von
g12(k) und g21(k) dargestellt.
Doch zuna¨chst stellt sich das Problem, dass die dafu¨r notwendigen Gera¨uschsi-
gnale n1(k) und n2(k) nicht direkt gemessen werden ko¨nnen, da nur die entspre-
chenden Mikrofonsignale y1(k) und y2(k) zur Verfu¨gung stehen. Liegt allerdings
eine Sprachpause vor, so gilt:
n1(k) = y1(k) und n2(k) = y2(k) fu¨r yVAD(k) = 0, (4.58)
und die Gera¨uschsignale sind direkt messbar. Fu¨r die beno¨tigte Sprachpausende-
tektion kann die in der DAKF bereits vorhandene verwendet werden. Wa¨hrend
einer Sprachphase wird die zuletzt eingestellte Kreuzfilterfunktion konstant ge-
halten, wa¨hrend einer Sprachpause wird sie entsprechend adaptiert:
g12(k) =
{
g12(k − 1) fu¨r yVAD(k) = 1
g12(k − 1) + αNLMS
y1(k)e∗12(k)
‖y1(k)‖+∆
fu¨r yVAD(k) = 0
, (4.59)
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y1(k)
y2(k)
g12(k)
g21(k)
e12(k)
e21(k)
Abbildung 4.9: Struktur fu¨r die Scha¨tzung der Kreuzfilterfunktionen mittels adap-
tiver Filter.
wobei l = 0, . . . , q − 1 gilt. Der Adaptionsfehler ergibt sich zu:
e12(k) = y2(k)− g
H
12(k)y1(k). (4.60)
Um die Stabilita¨t der Adaption sicherzustellen, mu¨ssen zwei Punkte beachtet
werden, da die hier verwendeten Filterla¨ngen sehr klein sind7 und nur ein Teil
von n2(k) – na¨mlich der zu n1(k) korrelierte – adaptiert werden soll:
• Die Schrittweite αNLMS muss klein genug gewa¨hlt werden, um ausreichend
robust gegenu¨ber Fehladaptionen zu sein. Werte im Bereich 0.01 bis 0.1
haben sich hierfu¨r als gu¨nstig erwiesen.
• Aufgrund der kurzen Filterla¨nge muss der Nenner in Gleichung 4.59 regu-
larisiert (das heißt ∆ > 0) werden [18].
Da y1(k) und y2(k) nicht laufzeitausgeglichen sind, weisen die Kreuzfilterfunk-
tionen nicht-kausale Anteile auf. Aufgrund der Filterbankimplementierung und
der dadurch vorgenommenen Unterabtastung ist der Laufzeitunterschied relativ
zum Abtastintervall sehr klein, weshalb ein vorgeschalteter Laufzeitausgleich an
dieser Stelle vernachla¨ssigt werden kann.
7In Kapitel 5 wird maximal q = 4 verwendet
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Nachdem in Kapitel 3 das verwendete Kalman-Filter hergeleitet wurde und die
Scha¨tzung der zum Betrieb notwendigen Parameter im letzten Kapitel vorgestellt
wurde, werden in diesem Kapitel diejenigen Themen diskutiert, welche die Im-
plementierung betreffen. Dies geschieht in zwei Schritten: Im ersten Teil wird die
Signalverarbeitung mittels Polyphasen-Filterba¨nken erla¨utert. Diese stellt einen
Zwitter aus Zeit- und Frequenzbereichsverarbeitung dar, was im na¨chsten Ab-
schnitt na¨her erla¨utert wird. Der zweite Teil des Kapitels bescha¨ftigt sich mit
Parametrierung der zeitinvarianten Gro¨ßen, insbesondere mit den Ordnungen der
Sprach- und Gera¨uschmodelle.
5.1 Verarbeitung mittels Polyphasen-Filterbank
Dieser Abschnitt bescha¨ftigt sich mit der verwendeten Filterbankstruktur. Dazu
wird zuna¨chst ein kurzer U¨berblick u¨ber die grundlegenden Verarbeitungsme-
thoden auf dem Gebiet der Signalverarbeitung gegeben. Anschließend wird die
Verarbeitung mittels Filterba¨nken insbesondere mittels Polyphasen-Filterba¨nken
beschrieben.
5.1.1 Gebra¨uchliche Signalverarbeitungsstrukturen
Bei der Auslegung von Signalverarbeitungssystemen ko¨nnen fu¨r die Implemen-
tierung prinzipiell drei Hauptstrukturen unterschieden werden [18]. Man teilt ein
in Verfahren mit Verarbeitung im:
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• Zeitbereich,
• Frequenzbereich
• und Teilbandbereich.
Fu¨r die Bewertung der verschiedenen Strukturen werden vier Kriterien verwendet,
wobei kein Verfahren in jeweils allen Kategorien optimal sein kann. Die Bewer-
tungskriterien sind:
1. Signalverzo¨gerung,
2. Rechenaufwand,
3. Zeitauflo¨sung
4. und Frequenzauflo¨sung.
Zeitbereichsverarbeitung
Bei der Verarbeitung im Zeitbereich, im Englischen als Fullband Processing be-
zeichnet, kann die Parametrierung des Algorithmus’ fu¨r jeden Zeitschritt bzw. je-
den Abtastwert vera¨ndert werden. Dadurch wird eine hohe Zeitauflo¨sung erreicht.
Auf der anderen Seite wirkt sich eine stetige Vera¨nderung der Zeitbereichspara-
meter sozusagen auf alle Frequenzen aus, woraus eine geringe Frequenzauflo¨sung
resultiert. Da mit jedem neuen Abtastwert der jeweilige Algorithmus ausgefu¨hrt
wird, ist der Rechenaufwand groß. Andererseits mu¨ssen keine Eingangswerte fu¨r
eine blockweise Verarbeitung gesammelt werden, wodurch zum einen die Signal-
verzo¨gerung gering ausfa¨llt und zum anderen kein Speicher fu¨r eine Blockbildung
vorgehalten werden muss.
Frequenzbereichsverarbeitung
Im Gegensatz dazu wird fu¨r die Verarbeitung im Frequenzbereich (englisch: Block
Processing) das Eingangssignal in gleich große Abschnitte zerlegt, die anschlie-
ßend jeweils als Block verarbeitet werden. Dadurch entstehen eine zur Blockla¨nge
korrespondierende Signalverzo¨gerung und ein erho¨hter Speicherbedarf. Die zeitli-
che Auflo¨sung ist entsprechend verschlechtert. Auf der anderen Seite wird durch
diese Blockverarbeitung der Rechenaufwand stark reduziert und die Manipulati-
on der in den Frequenzbereich transformierten Blo¨cke ergibt eine hohe Frequen-
zauflo¨sung.
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Teilbandverarbeitung
Die Verarbeitung im Teilbandbereich (englisch: Subband Processing) kann in
der Mitte zwischen Zeit- und Frequenzbereichsverarbeitung eingeordnet werden,
da sie positive Eigenschaften von beiden Strukturen aufweist. Zum einen ist es
mo¨glich, sowohl eine akzeptable Frequenz- als auch Zeitauflo¨sung zu erreichen.
Daru¨ber hinaus kann die Aufwandseinsparung der Blockverarbeitung gegenu¨ber
der Vollbandverarbeitung zum Teil u¨bernommen werden, wa¨hrend die verursach-
te Signalverzo¨gerung dagegen weniger stark ausgepra¨gt ist. Zudem ermo¨glicht die
Teilbandstruktur die Anwendung von Zeitbereichs- wie auch Frequenzbereichs-
algorithmen und weist dadurch aus Sicht des Systemdesigners die meisten Frei-
heitsgrade auf. Diese Struktur wird im Folgenden detailiert erla¨utert.
5.1.2 Struktur der Teilbandverarbeitung
In Abbildung 5.1 ist das Prinzip der Teilbandverarbeitung dargestellt. Das breit-
bandige Eingangssignal y(k) wird in der sogenannten Analysefilterbank in M
schmalbandige, im Spektralbereich aneinander angrenzende und teilweise u¨ber-
lappende Frequenzbandsignale Yµ(k
′) mit µ=0, . . . ,M − 1 aufgespalten. Im Teil-
bandbereich ko¨nnen diese Signale anschließend einer Unterabtastung um den Fak-
tor r unterzogen werden, was durch die Verwendung des Zeitindex’ k′ im Teilband
dargestellt wird. Die entstehenden Teilbandsignale sind mathematisch formal im-
mer noch Zeitbereichssignale, wobei jedes Band einen spektralen Ausschnitt des
urspru¨nglichen Vollbandsignals entha¨lt. Fu¨r einen gegebenen Zeitpunkt k′ = k′0
kann die Schar der Signale Yµ(k
′
0) dagegen als Frequenzbereichssignal interpre-
tiert werden, weshalb sie in Großbuchstaben sowohl mit Zeitindex k′ als auch mit
Teilbandindex µ notiert werden.
Die Signale am Ausgang der Analysefilterbank werden dem eigentlichen Ver-
fahren – im Beispiel aus Abbildung 5.1 einer Gera¨uschreduktion – zugefu¨hrt.
Die Verarbeitung wird im Teilbandbereich durchgefu¨hrt. Dabei ermo¨glicht die
zum Vollband relative Schmalbandigkeit der einzelnen Teilbandsignale, dass ge-
genu¨ber einer Vollbandimplementierung beispielsweise bei einem adaptiven Filter
Filterla¨nge eingespart und bei einem linearen Pra¨diktor eine kleinere Ordnung
gewa¨hlt werden kann. Bei Verfahren, deren Rechenaufwand schneller als linear
mit der Filterla¨nge oder Ordnung wa¨chst (z.B. Levinson-Durbin-Algorithmus),
lassen sich so deutliche Aufwandseinsparungen erreichen.
A¨hnliches gilt fu¨r das in Kapitel 3 hergeleitete MISO Kalman-Filter: Bei einer
Vollbandimplementierung muss fu¨r eine Modellierung aller Pitchkomponenten
die Sprachmodellordnung p im Bereich von 60 bis 80 gewa¨hlt werden. Dies kann
anhand Abbildung 2.4 u¨berpru¨ft werden. Der dort abgebildete stimmhafte Si-
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Abbildung 5.1: Aufbau eines Gera¨uschreduktionsverfahrens eingebettet in
Analyse- und Synthesefilterbank. Eine mo¨gliche reduzierte Abta-
strate im Teilbandbereich wird mit dem Zeitindex k′ angedeutet.
gnalausschnitt weist etwas mehr als 30 Pitchmaxima auf. Fu¨r deren Modellie-
rung mu¨sste, da reellwertige Signale vorliegen, die doppelte Ordnung benutzt
werden. Die Verwendung einer derart hohen Sprachmodellordnung macht das
Kalman-Filter sehr unhandlich, da der numerische Aufwand kubisch mit der
Ordnung wa¨chst (siehe Abschnitt 3.5), und fu¨r die Anzahl an Rechenoperatio-
nen pro Abtastzyklus aufgrund der hier verwendeten Abtastrate von fs = 8000
Hz nur 1/fs = 125 µs zur Verfu¨gung stehen. Ein Lo¨sungsmo¨glichkeit besteht
darin, nur noch die Formantstruktur des Sprachsignals zu modellieren, was zu ei-
nem Informations- und somit Qualita¨tsverlust fu¨hrt. Dieser Vollbandansatz mit
Formantmodellierung wird beispielsweise in [16, 30, 33] verwendet. Im Gegen-
satz dazu ermo¨glicht die in dieser Arbeit benutzte Teilbandverarbeitung, dass
die Sprachmodellordnung pro Frequenzband zwar klein bleibt (p ≤ 6), auf das
Vollband hochgerechnet aber alle Pitchkomponenten modelliert werden ko¨nnen.
Die im Teilband berechneten Scha¨tzwerte Sˆµ(k
′) fu¨r die Sprachkomponente mu¨ssen
nun wieder zu einem Vollbandsignal zusammengesetzt werden, was in der so-
genannten Synthesefilterbank geschieht. An deren Ausgang liegt der gesuchte
Scha¨tzwert sˆ(k) der Sprachkomponente im Zeitbereich an.
Im Folgenden werden die mathematischen Zusammenha¨nge von Analyse- und
Synthesefilterbank beschrieben. Dabei wird ausschließlich auf die im vorgeschla-
genen Verfahren verwendete Polyphasen-Filterbank eingegangen. Andere Filter-
bankstrukturen wie beispielsweise QMF-Filterba¨nke1 oder Filterba¨nke mit un-
1QMF steht fu¨r Quadrature-Mirror-Filters und bezieht sich auf die paarweise und symmetri-
sche Anordnung von Hoch- und Tiefpassfilter. Kaskadiert angeordnet ko¨nnen so Filterba¨nke
verschiedener Bandanzahl und Teilband-Bandbreite erzeugt werden.
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gleichma¨ßiger Frequenzaufteilung (im Englischen als Non-Uniform Filterbanks
bezeichnet) finden sich unter anderem in [54, 55].
5.1.3 Polyphasen-Filterba¨nke
Die Polyphasen-Filterbank geho¨rt zu der Klasse der DFT-modulierten Filterba¨nke
und stellt eine Verallgemeinerung der Transformation mittels DFT und vorange-
gangener Fensterung dar [3, 11, 14, 52]. Die nachfolgende Herleitung orientiert
sich dabei an [39, 44].
Zuna¨chst wird das Eingangssignal y(k) der Bandbreite B durch ein Tief-, mehrere
Band- und ein Hochpassfilter inM Frequenzba¨nder zerlegt. Dabei wird angenom-
men, dass M gerade ist2. Die Signale Yµ(k) am Ausgang dieser Filter nehmen bei
ideal frequenzselektiver Filterung (d.h. Rechteckfilterung) nur noch den M-ten
Teil der urspru¨nglichen Bandbreite B ein, wa¨hrend Artefakte der benachbarten
Ba¨nder vollsta¨ndig unterdru¨ckt werden (ideale Sperrda¨mpfung). Entsprechend
kann in einem zweiten Schritt die Abtastrate um den Faktor r ≤ M reduziert
werden. Dadurch wird erreicht, dass der durch die parallele Verarbeitung von M
Ba¨ndern entstehende Mehraufwand teilweise oder ganz kompensiert wird.
Die maximal mo¨gliche Abtastratenreduzierung von r =M wird hierbei als kri-
tische Unterabtastung bezeichnet. In diesem Fall kompensieren sich notwendiger
Mehraufwand und erreichbare Einsparung exakt. Damit bei kritischer Unterab-
tastung keine U¨berfaltungseffekte (englisch: Aliasing) zwischen benachbarten Fre-
quenzba¨ndern entstehen, mu¨ssen die vorausgegangenen Filterungen – wie bereits
oben erwa¨hnt – ideal frequenzselektiv sein. Dies ist in der Realita¨t unmo¨glich,
da reale Impulsantworten stets kausal und zeitbegrenzt sein mu¨ssen, was eine
Rechteckfilterung ausschließt. In der Anwendung wird daher die Unterabtastra-
te meistens r < M gewa¨hlt. Dabei muss stets ein Kompromiss zwischen wenig
Aliasing (r mo¨glichst klein) und großer Rechenaufwandseinsparung (r mo¨glichst
groß, d.h. nahe bei M) gefunden werden.
Die Besonderheit der Polyphasen-Filterbank ist, dass Tief-, Band- und Hoch-
passfilter durch Frequenzverschiebung von ein und demselben Grundfilter, dem
sogenannten Prototyp-Tiefpassfilter hk, abgeleitet werden. Fu¨r die Filter hµ,k der
Analysefilterbank gilt:
hµ,k = hke
j 2pi
M
µk. (5.1)
Die einseitigen Bandbreiten des Tiefpassfilters (µ = 0) und des Hochpassfilters
2Die in diesem Abschnitt hergeleiteten Bedingungen und Gleichungen unterscheiden sich fu¨r
gerade und ungerade M , daher ist es zweckma¨ßig, sich zur Vereinfachung der Darstellung
im Folgenden auf eines festzulegen.
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Abbildung 5.2: Frequenzgang von Prototyptiefpassfilter (µ = 0), erstem Band-
passfilter (µ = 1) und Hochpassfilter (µ = M
2
) bei kritischer Un-
terabtastung und ideal frequenzselektiver Filterung.
(µ= M
2
) ergeben sich zu:
BTP = BHP =
fs
2M
, (5.2)
die Bandbreite der Bandpassfilter (µ=1, . . . , M
2
− 1) betra¨gt entsprechend:
BBP =
fs
M
. (5.3)
Der Zusammenhang zwischen Prototyptiefpassfilter und den durch Verschiebung
daraus entstehenden Band- und Hochpassfiltern ist in Abbildung 5.2 schematisch
fu¨r kritische Unterabtastung und Rechteckfilterung dargestellt.
Analysefilterbank
Die Filterung fu¨r das µ-te Teilband kann als Faltung des Eingangssignals y(k) mit
dem frequenzverschobenen Prototyptiefpassfilter hk aus Gleichung 5.1 geschrie-
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ben werden:
Yµ(k) =
∞∑
κ=−∞
hµ,κy(k − κ)
=
∞∑
κ=−∞
hκe
j 2pi
M
µκy(k − κ), µ = 0, . . . ,M − 1. (5.4)
Wie zuvor beschrieben, ko¨nnen die einzelnen Teilbandsignale um den Faktor r
unterabgetastet (k’=rk) werden:
Yµ(k
′) =
∞∑
κ=−∞
hκe
j 2pi
M
µκy(rk − κ), µ = 0, . . . ,M − 1. (5.5)
Fordert man zusa¨tzlich, dass die Impulsantwort hk kausal und zeitbegrenzt ist,
ko¨nnen die Grenzen der Summe aus Gleichung 5.5 entsprechend eingeschra¨nkt
werden. Fu¨r die La¨nge LPLP des Prototyptiefpassfilters wird dabei angenommen,
dass sie ein ganzzahliges Vielfaches der Bandanzahl M ist: LPLP =K ·M . An-
dernfalls kann ohne Einschra¨nkung der Allgemeinheit die La¨nge von hk durch
Anha¨ngen von Nullen angepasst werden. Man erha¨lt:
Yµ(k
′) =
LPLP−1∑
κ=0
hκe
j 2pi
M
µκy(rk − κ), µ = 0, . . . ,M − 1. (5.6)
Durch die Substitution
κ = λM + ν (5.7)
mit λ = 0, . . . , K−1 und ν = 0, . . . ,M−1 kann Gleichung 5.5 in die effiziente
Struktur der Polyphasenfilterbank u¨berfu¨hrt werden:
Yµ(k
′) =
M−1∑
ν=0
K−1∑
λ=0
hλM+ν e
j 2pi
M
µλM︸ ︷︷ ︸
=1
ej
2pi
M
µνy(rk − λM − ν)
=
M−1∑
ν=0
K−1∑
λ=0
y(rk − λM − ν)hλM+ν︸ ︷︷ ︸
yν(rk)
ej
2pi
M
µν
=
M−1∑
ν=0
yν(rk)e
j 2pi
M
µν =M · IDFT{yν(rk)} (5.8)
Die Struktur der Analysefilterbank aus Gleichung 5.8 ist als Blockschaltbild
in Abbildung 5.3 dargestellt. Auffallend dabei ist insbesondere, dass die La¨nge
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Abbildung 5.3: Analysefilterbank in Polyphasenstruktur.
LPLP des Prototyptiefpass’ gro¨ßer als die Bandanzahl M ist. Dadurch kann eine
ho¨here Flankensteilheit (Frequenzselektivita¨t) und Nebenmaximaunterdru¨ckung
(Sperrda¨mpfung) als mit Filtern der La¨ngeM erreicht werden. Insofern stellt die
Polyphasenfilterbank eine Verallgemeinerung der Kurzzeitsprektralanalyse mit-
tels DFT und vorangegangener Fensterung (Fenster-DFT ) dar bzw. kann die
Fenster-DFT als Sonderfall der Polyphasenfilterbank interpretiert werden [52, 53].
Synthesefilterbank
Die in M Ba¨nder aufgespaltenen und unterabgetasteten Teilbandsignale Yµ(k
′)
mit µ=0, . . . ,M−1 werden nun im Teilbandbereich der eigentlichen Gera¨usch-
reduktion unterzogen. Diese liefert fu¨r jedes Teilband einen Scha¨tzwert Sˆµ(k
′)
der jeweiligen Sprachkomponente Sµ(k
′), so dass wie bereits in Abbildung 5.1
dargestellt gilt:
Sˆµ(k
′) = NR {Y (k′)µ} mit Yµ(k
′) = Sµ(k
′) +Nµ(k
′), (5.9)
wobei der Operator NR{ } stellvertretend fu¨r alle zur Gera¨uschreduktion durch-
gefu¨hrten Maßnahmen steht und µ=0, . . . ,M−1 gilt.
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Aufgabe der Synthesefilterbank ist es nun, die nach der Teilbandverarbeitung
vorliegenden Signale der einzelnen Ba¨nder Sˆµ(k
′) wieder zu einem Vollbandsignal
sˆ(k) zu kombinieren. Dazu werden im Prinzip die Schritte der Analysefilterbank in
umgekehrter Reihenfolge durchgefu¨hrt, weshalb auf eine ausfu¨hrliche Herleitung
verzichtet wird. Detaillierte Beschreibungen finden sich beispielsweise in [44, 55].
Das unterabgetastete Teilbandsignal Sˆµ(k
′) wird zuna¨chst um den Faktor r u¨ber-
abgetastet (k = k
′
r
). Dadurch wird dessen Spektrum auf den r-ten Teil seiner
urspru¨nglichen Breite gestaucht. Zusa¨tzlich entstehen r−1 Spiegelspektren, die
durch ein sogenanntes Anti-Imaging Filter gµ,k entfernt werden mu¨ssen. Danach
ko¨nnen die so bearbeiteten Bandsignale zum Vollbandsignal aufaddiert werden:
sˆ(k) =
M−1∑
µ=0
∞∑
κ=−∞
Sˆµ(
k′ − κ
r
)gµ,κ. (5.10)
Dieses bandabha¨ngige Filter gµ,k kann genau wie bei der Analyse als kausales,
frequenzverschobenes Prototyptiefpassfilter gk der La¨nge LPLP=K ·M realisiert
werden:
sˆ(k) =
M−1∑
µ=0
LPLP−1∑
κ=0
Sˆµ(
k′ − κ
r
)gκe
j 2pi
M
µκ. (5.11)
Mit der Substitution k′=λr + ν erha¨lt man wiederum eine effiziente Implemen-
tierungsstruktur, die in Abbildung 5.4 dargestellt ist.
Der Hauptvorteil dieser effizienten Strukturen fu¨r Analyse und Synthese besteht
darin, dass die IDFTs, die mittels der schnellen inversen Fouriertransformation
(IFFT) realisiert werden, jeweils nur alle r Takte berechnet werden mu¨ssen, was
weitere Rechenleistung einspart.
Zudem u¨bertragen sich einige Eigenschaften der DFT auf die Polyphasenfilter-
bank. So kann bei reellen Eingangssignalen aufgrund der Symmetrie der Summe
innerhalb der IDFT die obere Ha¨lfte der Teilba¨nder weggelassen werden, da
Yµ(k
′) = Y ∗M−µ(k
′) fu¨r µ = 0, · · · ,
M
2
(5.12)
gilt. Nach der Analyse brauchen demnach nur die Ba¨nder µ = 0, · · · , M
2
weiter
im Teilbandbereich verarbeitet werden. Vor der Synthese werden die fehlenden
Ba¨nder aus den konjugiert-komplexen, durch Spiegelung der in der Reihenfolge
umgekehrten Signalen der unteren Ba¨nder berechnet. Weiterhin sind in diesem
Fall die Teilbandsignale fu¨r µ=0 und µ= M
2
rein reell.
In der gewa¨hlten Herleitung wird fu¨r Analyse- und Synthesefilterbank die IDFT
benutzt. Alternativ kann fu¨r die Analysestufe auch eine auf der DFT basierende
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Abbildung 5.4: Synthesefilterbank in Polyphasenstruktur.
Struktur hergeleitet werden. Dazu wird die Substitution aus Gleichung 5.7 durch
κ= λM−ν ersetzt. Man erha¨lt in diesem Fall nach analoger Rechnung die ge-
suchte auf diskreter Fouriertransformation basierende Struktur mit einer anderen
Reihenfolge der DFT-Einga¨nge [39].
5.1.4 Betrachtung im Spektralbereich
Um die Auswirkung der Filterung mit dem Prototyptiefpassfilter sowie der Un-
terabtastung um den Faktor r beschreiben zu ko¨nnen, bietet sich die Darstellung
im Frequenzbereich an.
Mit Hilfe der endlichen geometrischen Reihe kann Gleichung 5.6 im Spektralbe-
reich notiert werden:
Yµ(e
jΩ) =
∞∑
k′=−∞
Yµ(k
′)e−jΩk
′
=
1
r
r−1∑
ξ=0
Yµ
(
ej(
Ω
r
− 2pi
r
ξ)
)
Hµ
(
ej(
Ω
r
− 2pi
r
ξ− 2pi
M
µ)
)
. (5.13)
Analog hierzu kann Gleichung 5.11 ebenfalls im Frequenzbereich geschrieben wer-
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den:
Sˆµ(e
jΩ) =
∞∑
k=−∞
sˆ(k)e−jΩk
=
M−1∑
µ=0
Sˆµ
(
ejΩr
)
Gµ
(
ej(Ω−
2pi
M
µ)
)
. (5.14)
Wird keine Verarbeitung im Teilbandbereich durchgefu¨hrt, gilt: Sˆµ(k
′)= Yµ(k
′).
Gleichung 5.13 kann dann in Gleichung 5.14 eingesetzt werden und man erha¨lt
fu¨r den Ausgang der Synthesefilterbank nach einigen Umformungen:
Sˆ
(
ejΩ
)
=
M−1∑
µ=0
1
r
Y
(
ejΩ
)
H
(
ej(Ω−
2pi
M
µ)
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(
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· · ·
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1
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2pi
r
ξ)
)
H
(
ej(
Ω
r
− 2pi
r
ξ− 2pi
M
µ)
)
G
(
ej(Ω−
2pi
M
µ)
)
. (5.15)
In dieser Darstellung ist die mathematische Beschreibung des Spektrums des
Syntheseausgangs in einen linearen Nutzanteil (erster Term) und einen Aliasing-
Anteil (Doppelsummenterm) aufgespalten. Um den Einfluss von letzterem auf
den Filterbankausgang gering zu halten, mu¨ssen demnach die Flankensteilheit
und Sperrda¨mpfung der Prototyptiefpassfilter maximiert und die Unterabtastra-
te r daran angepasst werden [39]. Zur Veranschaulichung der Aliasingeffekte ist
in Abbildung 5.5 der Filterbankausgang bei Anregung mit einem Rechteckim-
puls dargestellt. Der Einfluss des Aliasing spiegelt sich in den U¨berschwingern
zu Beginn und Ende des Impulses sowie im Ripple in dem Abschnitt konstanter
Amplitude innerhalb des Impulses wieder.
An die Filter hk und gk werden offensichtlich a¨hnliche Anforderungen gestellt.
Beide sollen mo¨glichst gut einen vorgegebenen Spektralanteil ausfiltern. Daher
liegt es auf der Hand, fu¨r Analyse- und Synthesestufe den gleichen Prototyp-
tiefpass zu verwenden. Setzt man gk = hLPLP−k so kann der Filterbankausgang
folgendermaßen abgescha¨tzt werden [44]:
Sˆ
(
ejΩ
)
≈ Y
(
ejΩ
)M−1∑
µ=0
1
r
∣∣∣H (ej(Ω− 2piM µ))∣∣∣2 e−jLPLP(Ω− 2piµM ), (5.16)
woraus sich die Gesamtverzo¨gerung der Filterbank (Analyse- und Synthesestufe)
na¨herungsweise zu LPLP ergibt.
5.1.5 Design des Prototyptiefpasses
Fu¨r das Design des im vorgestellten Verfahren verwendeten Prototyptiefpassfil-
ters hk wurde der Ansatz gema¨ß [55] gewa¨hlt, welcher hier aber nur kurz skizziert
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Abbildung 5.5: Antwort einer Filterbank (Analyse und Synthese) bei Anregung
mit einem Rechteckimpuls. Das Prototyptiefpassfilter hat die
La¨nge LPLP = 64 bei M = 16 Ba¨ndern und einer Unterabtastrate
r = 12.
wird. Das gesamte Entwurfsverfahren ist in [18, 44] beschrieben. Fu¨r r=1 ergibt
dieser Ansatz eine perfekt-rekonstruierende Filterbank. Darunter versteht man
eine Filterbank, in deren Ausgang keinerlei Aliasingeffekte auftreten. Im vorlie-
genden Fall ist dies nur unter Weglassung der Unterabtastung (das heißt r=1)
gegeben, ansonsten treten mit steigendem r immer sta¨rkere Aliasingartefakte
auf. Daher muss bei dem Design eines Prototyptiefpasses die maximal beno¨tig-
te Unterabtastung rmax beru¨cksichtigt werden, da beispielsweise fu¨r große Werte
(relativ zu M) von rmax andere Anspru¨che an die Flankensteilheit resultieren als
fu¨r kleine.
Zuna¨chst wird aus Gleichung 5.16 eine Bedingung fu¨r den Frequenzgang |H(ejΩ)|2
von hk abgleitet:
1
r
∣∣∣H (ej(Ω− 2piM µ))∣∣∣2 = 1 fu¨r µ = 0, . . . ,M − 1, (5.17)
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welche in eine Bedingung fu¨r die Autokorrelationsfunktion des Prototyptiefpasses
umgewandelt wird. Um diese zu erfu¨llen, wird als Autokorrelierte das Produkt
zweier Funktionen angesetzt, fu¨r welche sich die Wahl der si-Funktion einerseits
und der Tschebyscheff-Funktion andererseits bewa¨hrt hat. Mit dem Algorithmus
nach Boite und Leich [6] wird schließlich die Impulsantwort des Prototyptiefpass-
filters aus der Autokorrelierten synthetisiert.
Zur Kontrolle, ob der berechnete Prototyptiefpass die gestellten Anforderungen
bezu¨glich Sperrda¨mpfung und Flankensteilheit erfu¨llt, kann die bandabha¨ngige
Aliasingkomponente Aµ(e
jΩ) aus Gleichung 5.15 bestimmt werden:
Aµ(e
jΩ) =
1
r
r−1∑
ξ=1
Y
(
ej(Ω−
2pi
r
ξ)
)
H
(
ej(
Ω
r
− 2pi
r
ξ− 2pi
M
µ)
)
G
(
ej(Ω−
2pi
M
µ)
)
. (5.18)
Als Maß fu¨r die Gu¨te kann daraus die in [55] vorgeschlagene Antwort des Fil-
terbanksystems auf den Einheitsimpuls y(k) = γδK(k) verwendet werden. Dabei
bezeichnet γ wiederum (siehe Abschnitt 3.4.2) einen Normierungsfaktor mit Be-
trag Eins und gleicher Dimension wie y(k). Fu¨r dieses Testsignal verschwindet
der vom Eingangssignal abha¨ngige Teil aus Gleichung 5.18 und man erha¨lt:
Aµ(e
jΩ) =
1
r
r−1∑
ξ=1
γH
(
ej(
Ω
r
− 2pi
r
ξ− 2pi
M
µ)
)
G
(
ej(Ω−
2pi
M
µ)
)
. (5.19)
Im vorgeschlagenen Verfahren wurde eine Filterbankstruktur mit M = 16 Teil-
ba¨ndern und einem Prototyptiefpassfilter der La¨nge LPLP=64 verwendet. Letz-
teres ist fu¨r eine maximale Unterabtastung von rmax=12 ausgelegt und in Abbil-
dung 5.6 dargestellt.
Die Wahl der Unterabtastrate r hat zudem Einfluss auf die effektive Bandbreite
BFB der einzelnen Teilba¨nder. Fu¨r diese gilt bei idealer Filterung:
BFB =
fs
r
. (5.20)
In Tabelle 5.1 sind die effektiven Bandbreiten der einzelnen Teilba¨nder der in
dieser Arbeit verwendeten Filterbank fu¨r verschiedene Unterabtastraten r aufge-
listet. Dabei ist zu beachten, dass fu¨r die reellwertigen Frequenzba¨nder, das sind
das erste (µ = 0) und das neunte Band (µ =M/2), aufgrund deren Symmetrie
nur die halbe Bandbreite angegeben wird. Im Folgenden werden die fu¨r die Im-
plementierung relevanten ersten M/2+1 Teilba¨nder der Einfachheit halber mit
erstes, zweites, usw. Band bezeichnet, um Bezeichnungen wie nulltes Teilband zu
vermeiden.
In der Anwendung, also bei nichtidealer Filterung, verbreitern sich die einzelnen
Teilba¨nder noch weiter, da unter- bzw. oberhalb der jeweiligen Grenzfrequenzen
die Sperrda¨mpfung aufgrund der endlichen Filterla¨nge LPLP nicht sofort hinrei-
chend große Werte annimmt, wodurch das zuvor beschriebene Aliasing entsteht.
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Abbildung 5.6: Impulsantwort und Frequenzgang des verwendeten
Prototyptiefpassfilters.
5.2 Parametrierung der zeitinvarianten Gro¨ßen
Im folgenden Abschnitt wird die Wahl der noch nicht festgelegten, u¨ber der Zeit
konstanten Parameter diskutiert. Dabei wird insbesondere auf die Wahl der Ord-
nung fu¨r das Sprachmodell eingegangen. Da jetzt explizit Teilbandsignale be-
trachtet werden, wird als Zeitindex k′ verwendet (siehe Abschnitt 5.1.3), um
anzuzeigen, dass unterabgetastete Signale vorliegen.
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Tabelle 5.1: Untere und obere Grenzfrequenz in Hertz der jeweiligen Teilba¨nder
bei M = 16, fs = 8 kHz und reellen Eingangssignalen fu¨r unter-
schiedliche r.
Teilband r = 16 r = 12 r = 10
1 0-250 0-333 0-400
2 250-750 167-833 100-900
3 750-1250 667-1333 600-1400
4 1250-1750 1167-1833 1100-1900
5 1750-2250 1667-2333 1600-2400
6 2250-2750 2167-2833 2100-2900
7 2750-3250 2667-3333 2600-3400
8 3250-3750 3167-3833 3100-3900
9 3750-4000 3667-4000 3600-4000
5.2.1 Wahl der Ordnungen
Durch die Implementierung des in Kapitel 3 vorgestellten Kalman-Filter-Algorith-
mus’ in einer Filterbankstruktur (siehe Abschnitte 5.1.2 und 5.1.3) besteht die
prinzipielle Mo¨glichkeit, die Ordnung p des Sprachmodells sowie die Ordnung
q der Gera¨uschmodelle fu¨r jedes Teilband verschieden zu wa¨hlen. Das konnte
bis jetzt vernachla¨ssigt werden, da stets nur ein Frequenzband betrachtet wur-
de. Genaugenommen stellen die Ordnungen des AR-Modells aber zeitinvariante
Funktionen des Bandindex’ µ dar, also pµ und qµ.
Zudem muss beru¨cksichtigt werden, dass der numerische Aufwand des Kalman-
Filters kubisch sowohl mit der Ordnung des Sprach- als auch des Gera¨uschmodells
wa¨chst (siehe Abschnitt 3.5).
Ordnung des Sprachmodells
Die Wahl der fu¨r jedes Teilband verschiedenen Sprachmodellordnungen wurde
in [39] u¨ber den mittleren Gehalt an Nutzsignalenergie der einzelnen Ba¨nder
begru¨ndet. Die zugrunde liegende Idee ist dabei, in Ba¨ndern mit viel Nutzsi-
gnalenergie relativ hohe Ordnungen fu¨r das AR-Modell zu wa¨hlen, da hier gut
an das Modell angepasst werden kann und man dort an einer genauen Model-
lierung besonders interessiert ist (wegen des guten SNRs). Dagegen reichen fu¨r
Teilba¨nder mit niedrigem SNR wenige Koeffizienten aus, um das Spektrum aus-
reichend zu charakterisieren. Eine solche Energieverteilung u¨ber die Teilba¨nder
eines aufgenommenen Signals ist in Abbildung 5.7 dargestellt.
Im untersten Band ist nur wenig Nutzsignal enthalten. Dies war zu erwarten,
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da im Bereich unterhalb der Sprachgrundfrequenz (siehe Abschnitt 2.3) keine Si-
gnalenergie vorhanden ist und dieser Bereich einen signifikanten Teil des Bandes
einnimmt. Fu¨r die u¨brigen Teilba¨nder ergibt sich der bereits in Kapitel 2 be-
schriebene Verlauf mit fallender Signalenergie bei gro¨ßer werdendem µ. Anhand
dieser Energieverteilung wird bestimmt, welches Band mit vielen und welches mit
wenigen AR-Koeffizienten parametrisiert wird.
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Abbildung 5.7: Aufsummierte und normierte Signalenergie gemittelt u¨ber ver-
schiedene Sprachsignale fu¨r jedes Teilband.
Diese relative Zuordnung ist alleine noch nicht aussagekra¨ftig genug, da daraus
nicht hervorgeht, wie viele Koeffizienten pro Teilband genau Verwendung fin-
den sollen. Dazu kann man zuna¨chst eine theoretische Abscha¨tzung durchfu¨hren:
Ein tiefe Ma¨nnerstimme hat eine Sprachgrundfrequenz von etwa 100 Hz (sie-
he Abschnitt 2.1.3). Unter der Annahme einer ideal harmonischen Struktur und
fs=8000 Hz ergeben sich zusa¨tzlich 39 Oberwellen, was ca. vier Oberwellen pro
Teilband entspricht (im ersten und M/2+1-ten entsprechend weniger).
Diese Abscha¨tzung setzt allerdings voraus, dass die Kana¨le ideal getrennt werden,
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was bei dem vorliegenden Prototyptiefpassfilter nicht gegeben ist. In Abbildung
5.8 wurde das Sprachsignal eines kurzen stimmhaften Abschnitts zehnmal mit
der Analysestufe der in dieser Arbeit verwendeten Filterbank verarbeitet. Beim
ersten Mal wurden anschließend alle Teilbandsignale der Synthesestufe zugefu¨hrt,
beim zweiten Mal nur das des ersten Bands, beim dritten Mal nur das des zweiten
Band, etc. und die resultierenden Zeitsignale als Spektrogramm dargestellt.
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Abbildung 5.8: Darstellung des Vollbandsignals und der einzelnen Teilbandsignale
bei gleichem Eingang.
Zwei Dinge sind eindeutig zu erkennen. Zum einen u¨berlappen sich die einzelnen
Teilba¨nder aufgrund der nicht idealen Prototyptiefpassfilter und der Unterabta-
strate von r=10. Zum anderen tritt Aliasing in den Abschnitten außerhalb des
jeweiligen Frequenzbands auf. Durch diese Verbreiterung der Teilba¨nder fallen
bis zu sechs Pitchkomponenten in ein Band.
Auf Grundlage beider U¨berlegungen werden in dieser Arbeit die in Tabelle 5.2
aufgefu¨hrten Sprachmodellordnungen verwendet.
Fu¨r das erste und das M/2+1-te Teilband sollten aufgrund der vorliegenden
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Symmetrie stets gerade Ordnungen gewa¨hlt werden. Da diese Ba¨nder nur mit
ihrer einseitigen Bandbreite dargestellt sind, muss daru¨ber hinaus beachtet wer-
den, dass bei beispielsweise zwei vorhandenen Pitchkomponenten die doppelte
Ordnung, also p=4, verwendet werden muss.
Tabelle 5.2: Verwendete Ordnung p fu¨r das AR-Sprachmodell in Abha¨ngigkeit des
Teilbandindex µ.
Teilband µ Frequenzbereich Sprachmodellordnung p
1 0-250 4
2 250-750 6
3 750-1250 6
4 1250-1750 6
5 1750-2250 6
6 2250-2750 5
7 2750-3250 4
8 3250-3750 4
9 3750-4000 4
Ordnung der Gera¨uschmodelle
Da das Gera¨usch keine ausgepra¨gte Feinstruktur aufweist, kann es generell mit
weniger AR-Koeffizienten als das Sprachmodell parametrisiert werden. Von die-
sem Standpunkt aus genu¨gen zwei Koeffizienten pro Teilband.
Da q gleichzeitig die La¨nge des Gera¨uschvektors ni(k
′) und damit auch die La¨nge
der adaptiven Filter gi1i2(k
′) darstellt, erscheint eine Vergro¨ßerung auf q > 2
zuna¨chst sinnvoll, um die Wirksamkeit dieser Filter mit wachsender Filterla¨nge
zu verbessern. Vergleichstests haben allerdings gezeigt, dass der erzielbare Gewinn
fu¨r das Gesamtsystem an dieser Stelle nur sehr gering ist, so dass die Erho¨hung
der Gera¨uschmodellordnung auf q>2 verworfen wurde.
5.2.2 Wahl der u¨brigen Konstanten
Unterabtastrate und Blockla¨ngen im Teilband
In dem einkanaligen Verfahren aus [39] wurde vorgeschlagen, bei einer Unterab-
tastrate von r = 12 und gleichem Prototyptiefpassfilter eine Teilbandblockla¨nge
von LAR =32 zu wa¨hlen, welche bei der Berechnung des Periodogramms in der
DAKF durch Zero-Padding auf die La¨nge L′AR=64 verla¨ngert wird.
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Wie in Abschnitt 4.3.1 aufgefu¨hrt, ist es ausreichend, bei einer maximalen Ord-
nung von pmax=6 nur sieben Nullen anzuha¨ngen. Um die fu¨r die FFT gu¨nstige
Struktur aufrecht zu erhalten, mu¨sste die Blockla¨nge in diesem Fall auf LAR=57
erweitert werden. Dies entspra¨che bei r = 12 einem Zeitfenster von 86 ms, was
deutlich u¨ber dem fu¨r die Stationarita¨tsannahme aus Abschnitt 2.1.1 gu¨ltigen
Zeitinvervall liegt (LAR=32 entspricht bereits 48 ms).
Eine mo¨glich Abhilfe besteht darin, die Blockla¨nge auf LAR = 25 zu verku¨rzen,
so dass nach Anfu¨gen der minimal notwendigen Nullen wieder eine Zweierpotenz
vorliegt (L′AR=32). Diese Verku¨rzung bedeutet allerdings den Verzicht auf 22%
des Datenumfangs des urspru¨nglichen Blocks, wodurch sich das korrespondie-
rende Zeitfenster auf 38 ms verku¨rzt, was hinsichtlich der Stationarita¨tsannah-
me noch akzeptabel ist, aber aufgrund des geringeren Datenumfangs eine etwas
schlechtere Parameterscha¨tzung bewirkt.
Eine weitere Mo¨glichkeit besteht darin, den Block der La¨nge L′AR=64 mit mehr
Daten zu fu¨llen, anstatt ihn auf L′AR = 32 zu verku¨rzen. Dazu wird die Unter-
abtastrate auf r = 10 reduziert und die urspru¨ngliche Blockla¨nge auf LAR = 38
verla¨ngert. Das korrespondierende Zeitfenster bleibt durch diese Maßnahme un-
vera¨ndert 48 ms lang, gleichzeitig wa¨chst der Datenumfang jedes Blocks um 19%.
Dies wird erkauft durch Mehraufwand bei der Teilbandverarbeitung, da die Un-
terabtastrate verringert wurde. Diese Reduktion bringt aber auch an dieser Stel-
le einen Vorteil. Verarbeitet man ein ungesto¨rtes Sprachsignal mittels der hier
verwendeten Analyse- und Synthesefilterbank bei r=12, so ko¨nnen im Sprachsi-
gnal des Ausgangs bereits durch Aliasing verursachte Sprachverzerrungen geho¨rt
werden, welche bei r = 10 noch nicht ho¨rbar sind. Bei Verwendung innerhalb
einer Gera¨uschreduktionsstruktur werden diese durch das Restrauschen gro¨ßten-
teils maskiert, weshalb dort r = 12 benutzt werden kann. Eine Reduktion der
Unterabtastrate auf r = 10 verhindert somit durch die Filterbank verursachte,
ho¨rbare Verzerrungen, weshalb dieses Verarbeitungsschema in der vorliegenden
Arbeit verwendet wird. Der entstehende numerische Mehraufwand ist bei den
heute verfu¨gbaren Mikroprozessorleistungen vertretbar.
Blockversatz im Teilband
Am Ausgang des Kalman-Filters wird aus dem Scha¨tzwert des Zustandsvektors
xˆ(k′|k′) pro Zyklus nur ein Wert extrahiert – u¨blicherweise sˆ(k′). Die Berechnung
wird somit Abtastwert fu¨r Abtastwert durchgefu¨hrt. Dem Gegenu¨ber steht die
Scha¨tzung der Parameter, die auf der Verarbeitung von Blo¨cken der La¨nge LAR
beruht. Diese mu¨ssen so gelegt werden, dass der interessierende Zeitpunkt in der
Blockmitte liegt. Dafu¨r muss eine ku¨nstliche Verzo¨gerung um LAR/2−1 in den
Signalpfad hinzugefu¨gt werden, um diese Nicht-Kausalita¨t aufzulo¨sen.
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Daru¨ber hinaus ist es nicht notwendig, fu¨r jeden Zeitschritt den Block um Eins
weiterzuschieben. Vielmehr kann ein Block fu¨r mehrere Verarbeitungszyklen be-
nutzt werden, da Kurzzeitstationarita¨t gegeben ist. Die zu verarbeitenden Ab-
tastwerte werden in diesem Fall um die Mitte des Blocks verteilt. Tests haben
ergeben, dass bei gegebener Abtastrate von r = 10 ein Block fu¨r bis zu sechs auf-
einander folgende Zyklen verwendet werden kann, bevor er um wiederum Q = 6
Abtastwerte weitergeschoben wird. Dieses Ergebnis entspricht von der zeitlichen
Verzo¨gerung dem in [39] bei einer Unterabtastrate von r=12 gefundenen Wert
Q = 5.
5.2.3 Betrachtung der Gesamtverzo¨gerung
Abschließend soll die durch das Verfahren verursachte Verzo¨gerung betrachtet
werden. Fu¨r die Anwendung im Mobilfunkstandard GSM wurde durch das Euro-
pean Telecommunications Standard Institute (ETSI) eine maximale Verzo¨gerung
von 39 ms definiert [13], die auch hier als Obergrenze dienen soll.
Eine Verzo¨gerung tritt an zwei Stellen auf:
• Filterbank,
• AR-Modell Scha¨tzung.
Durch die Analyse- und Synthesestufe der Filterbank entsteht eine Verzo¨gerung
von LPLP = 64 Abtastwerten bei einer Abtastrate von fs = 8000 Hz, was einem
zeitlichen Versatz von 8 ms entspricht. Der Ausgleich der im vorangegangenen
Abschnitt diskutierten Nicht-Kausalita¨t verursacht daru¨ber hinaus eine Verzo¨ge-
rung um weitere LAR/2 = 19 Abtastwerte bei einer Unterabtastrate von r= 10.
Dies entspricht aufgerundet 24 ms. Die Gesamtverzo¨gerung bleibt mit 32 ms da-
mit unterhalb den von dem ETSI geforderten 39 ms.
Die Differenz von 7 ms kann daru¨ber hinaus genutzt werden, um die Scha¨tzung
der Sprachkomponente durch Nachgla¨ttung (siehe Abschnitt 3.4.2) zu verbes-
sern. Bei einer Unterabtastrate von r=10 entspricht ein zusa¨tzlicher Zeitschritt
einer Verzo¨gerung von 1, 25 ms. Bei den zur Verfu¨gung stehenden 7 ms bedeutet
dies, dass maximal um 5 · 1, 25=6, 25 ms zusa¨tzlich verzo¨gert werden kann. Mit
pmax = 6 entspricht das der maximal mo¨glichen Nachgla¨ttung. Im Sinne einer
mo¨glichst kurzen Signalverzo¨gerung und um die Handhabung der Teilba¨nder mit
p < pmax zu vereinfachen, wird in dieser Arbeit von pmin = 4 ausgegangen und
eine zusa¨tzliche Verzo¨gerung von drei Abtastzyklen verwendet. Dadurch erho¨ht
sich die Gesamtverzo¨gerung um 3, 75 ms auf aufgerundet 36 ms.
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Bewertung der
Simulationsergebnisse
In diesem Kapitel werden Simulationsergebnisse vorgestellt und diskutiert. Im
ersten Teil wird dazu zuna¨chst die Leistungsfa¨higkeit der mehrkanaligen Metho-
den zur Scha¨tzung der AR-Parameter aus Abschnitt 4.3.2 verglichen und bewer-
tet. Zusa¨tzlich wird der Einfluss verschiedener Faktoren wie zum Beispiel der
Kanalanzahl und des SNRs aufgezeigt.
Der zweite Teil bescha¨ftigt sich mit der Leistungsfa¨higkeit des Gesamtsystems,
also der Gu¨te der Gera¨uschreduktion, wiederum fu¨r verschiedene Konfigurationen
und im Vergleich zu anderen Strukturen, beispielsweise der Kombination Beam-
former und einkanaligem Kalman-Filter. Zum Schluss wird im dritten Teil ein
Fazit gezogen.
6.1 Leistungsfa¨higkeit der mehrkanaligen
Scha¨tzerverfahren
In diesem Teil des Kapitels werden die Simulationsergebnisse der mehrkanaligen
AR-Parameter-Scha¨tzmethoden vorgestellt. Alle gezeigten Diagramme zeigen fu¨r
die Situation typische Verla¨ufe und stellen keine Spezialfa¨lle dar. Dargestellt sind
jeweils diejenigen Signalspektren, die sich aus den gescha¨tzten AR-Parametern
ergeben. Dabei ist die Scha¨tzung derMethode 1 (Kanalmittelung u¨ber Reflexions-
koeffizienten) stets schwarz, die der Methode 2 (SNR gewichtete Kanalmittelung
u¨ber Reflexionskoeffizienten) gestrichelt schwarz, die der Methode 3 (Kanalmit-
telung u¨ber Periodogramme) gepunktet schwarz und das Referenzsignal, das ist
die Scha¨tzung bei unverrauschtem Eingang, grau abgebildet.
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6.1.1 Vergleich der Verfahren untereinander
In den Abbildungen 6.1 und 6.2 sind die gescha¨tzten Spektren pro Teilband eines
stimmhaften Lautes fu¨r N=4 Mikrofone und 15 dB SNR dargestellt.
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Abbildung 6.1: Von links oben nach rechts unten: Spektralscha¨tzung eines stimm-
haften Lautes in den Teilba¨ndern 1 bis 6. Fortsetzung in Abbildung
6.2.
Anhand dieser sollen nun die in 4.3.2 vorgestellten Methoden verglichen werden.
Zuerst fa¨llt auf, dass der Verlauf der gescha¨tzten Spektren von Methode 1 und
Methode 2 nahezu identisch ist. Dies bedeutet, dass die Signale am Ausgang der
Mikrofone hinsichtlich ihrer Verwendbarkeit in der AR-Parameterscha¨tzung alle
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Abbildung 6.2: Von links oben nach rechts unten: Spektralscha¨tzung eines stimm-
haften Lautes in den Teilba¨ndern 7 bis 9. Fortsetzung von Abbil-
dung 6.1.
etwa gleich gut geeignet sind. Eine Gewichtung mit dem gescha¨tzten SNR des
jeweiligen Kanals bringt in diesem Fall keine weitere Verbesserung. Fu¨r die hier
abgebildeten Spektren wurden vier am Ru¨ckspiegel montierte Mikrofone (sie-
he Abbildung 2.10) verwendet. Selbst bei Wahl der Mikrofone mit dem gro¨ßten
Laufzeitunterschied bleiben die Unterschiede kaum sichtbar, so dass der zwar nur
geringe Mehraufwand von Methode 2 gegenu¨ber Methode 1 nicht gerechtfertigt
werden kann und Methode 2 im Folgenden nicht mehr von Methode 1 unterschie-
den wird. Zu einem vergleichbaren Ergebnis kommt man, wennMethode 3 mit der
SNR-Gewichtung der Kana¨le kombiniert wird. Auch hier sind die resultierenden
Graphen nahezu identisch, so dass der Mehraufwand nicht lohnt.
Fu¨r dieses u¨berraschende Ergebnis gibt es zwei Gru¨nde. Zum einen sind die sinn-
voll mo¨glichen Mikrofonanordnungen im Kraftfahrzeug beschra¨nkt, da sich die
Mikrofone stets im Raumsegment vor dem Fahrer befinden und u¨blicherweise in
einem linearen Array angeordnet sind. Dadurch ergeben sich keine allzu großen
Laufzeit- und somit Pegelunterschiede. Zum anderen wurden fu¨r die Aufnahmen
der Audiodaten sehr hochwertige Mikrofone verwendet, die eine sehr gute U¨ber-
tragungscharakteristik sowie eine sehr geringe Streuung untereinander aufweisen.
Dies ist fu¨r Serienfahrzeuge nicht mehr gegeben, so dass selbst dicht benachbarte
Mikrofone durchaus signifikante Unterschiede im SNR aufweisen ko¨nnen. Daher
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ist davon auszugehen, dass unter weniger idealen Bedingungen als sie fu¨r die ver-
wendeten Audiodaten vorlagen, Methode 2 durchaus bessere Ergebnisse liefern
kann als Methode 1, weshalb auf deren Darstellung im Rahmen dieser Arbeit
nicht verzichtet wurde.
Im ersten Teilband ist gut zu erkennen, dass die auf der DAKF basierten Al-
gorithmen dazu tendieren, die Frequenz der untersten Pitchkomponente – also
der Sprachgrundfrequenz – zu unterscha¨tzen. Dieses Problem kann mittels dem
in [39] beschriebenen Verfahren, welches speziell fu¨r das unterste Teilband vor-
geschlagen wurde und dort die Lage der Pole korrigiert, hier aber nicht benutzt
wird, behoben werden.
In den u¨brigen Teilba¨ndern sind die Verla¨ufe der einzelnen Methoden a¨hnlich,
mit leichten Vorteilen fu¨r Methode 1 gegenu¨ber Methode 3 besonders in den
oberen Teilba¨ndern, wo stellenweise dem wahren Verlauf u¨berhaupt nicht mehr
gefolgt wird. Man kann daher sagen, dass unter den hier gegebenen typischen
Voraussetzungen, das ist insbesondere ein mittleres SNR, Methode 1 die beste
Wahl darstellt (fu¨r sehr schlechtes SNR siehe Abschnitt 6.1.2).
6.1.2 Einfluss des SNRs
In Abbildung 6.3 sind die gescha¨tzten Sprachsignalspektren des selben stimmhaf-
ten Sprachabschnitts wie in Abschnitt 6.1.1 fu¨r verschiedene Signal-zu-Gera¨usch-
verha¨ltnisse (SNR) bei konstanter Kanalanzahl N=4 dargestellt. Dabei entspre-
chen die Diagramme fu¨r 10 und 20 dB SNR den im Kraftfahrzeug typischerweise
anzutreffenden Werten, wa¨hrend 0 und 30 dB SNR bereits als Extremwerte be-
zeichnet werden ko¨nnen.
Zuna¨chst kann der zu erwartende Verlauf beobachtet werden. Die Scha¨tzungen
verbessern sich mit steigendem SNR. Ko¨nnen bei 0 dB die beiden rechten Pitch-
komponenten noch nicht getrennt werden, ist dies bei 10 dB bereits mo¨glich.
Allerdings weist die gescha¨tzte Frequenz der schwa¨chsten Pitchkomponente noch
einen Fehler auf. Dieser verkleinert sich mit weiter steigendem SNR, verschwindet
jedoch selbst bei 30 dB SNR nicht vollsta¨ndig.
Besonders zu beachten ist, dass Methode 3 bei sehr schlechtem SNR (0 dB) im
Gegensatz zu Methode 1 noch in der Lage ist, die zweite abgebildete Pitchkom-
ponente zu detektieren. Obwohl wie in Abschnitt 6.1.1 festgestellt, Methode 1 bei
typischem SNR prinzipiell immer bessere Resultate liefert als Methode 3, kehrt
sich dieser Zusammenhang fu¨r sehr niedriges SNR um. In diesem Fall wirkt sich
die Varianzverbesserung bei der Periodogrammmittelung (Methode 3 ) sta¨rker
aus als die Mittelung der Reflexionskoeffizientensa¨tze (Methode 1 ), da letztere
aus stark verrauschten Eingangsdaten berechnet wurden.
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Abbildung 6.3: Einfluss des SNRs auf die Gu¨te der AR-Koeffizienten-Scha¨tzung
im dritten Teilband bei N = 4 Mikrofonen. Beginnend mit 0 dB
oben links ansteigend bis 30 dB unten rechts.
6.1.3 Einfluss der Kanalanzahl
In den Abbildungen 6.4 und 6.5 ist der bereits mehrfach dargestellte stimmhafte
Sprachabschnitt fu¨r verschiedene Kanalanzahlen N sowie ein SNR von 15 dB
bzw. 5 dB dargestellt.
Fu¨r den einkanaligen Fall liefernMethode 1 undMethode 3 die gleichen Ergebnis-
se, da hier keine Mittelung, die bei beiden Methoden unterschiedlich durchgefu¨hrt
wird, notwendig ist.
Mit steigender Kanalanzahl N steigt die Scha¨tzgu¨te bei einem SNR von 15 dB
nur geringfu¨gig an. Lediglich die Frequenzscha¨tzung der schwa¨chsten Pitchkom-
ponente verbessert sich merklich gegenu¨ber dem Fall mit wenigen Kana¨len. Eine
hohe Kanal- bzw. Mikrofonanzahl erho¨ht hier hauptsa¨chlich die Robustheit der
Scha¨tzung.
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Abbildung 6.4: Einfluss der Kanalanzahl auf die Gu¨te der AR-Koeffizienten-
Scha¨tzung im dritten Teilband bei einem SNR von 15 dB.
Liegt ein relativ niedriges SNR vor, so bewirkt eine Vergro¨ßerung der Kanalanzahl
eine merkliche Verbesserung der gesamten Scha¨tzung. Wiederum kann beobachtet
werden, dass Methode 3 in diesem Fall – also bei schlechtem SNR – bessere
Ergebnisse liefert als Methode 1 (siehe Abbildung 6.5).
6.1.4 Einfluss der Sprachmodellordnung
In Abbildung 6.6 ist das bereits bekannte stimmhafte Testsignal fu¨r verschiedene
Ordnungen des Sprachmodells dargestellt. Anhand des bei ungesto¨rtem Sprach-
signal berechneten Referenzspektrums kann abgelesen werden, dass die notwen-
dige Ordnung in diesem Beispiel pref= 5 betra¨gt. Dargestellt sind sowohl kleine
(Differenz ±1) als auch große (Differenz ±3) Unter- und U¨berscha¨tzungen der
Sprachmodellordnung.
Generell reagieren die hier vorgestellten Algorithmen auf zu große Ordnungen
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Abbildung 6.5: Einfluss der Kanalanzahl auf die Gu¨te der AR-Koeffizienten-
Scha¨tzung im dritten Teilband bei einem SNR von 5 dB.
deutlich robuster als auf zu kleine. Besonders Methode 3 liefert selbst bei einer
nur um Eins zu klein angenommenen Ordnung (p=4) bereits kein brauchbares
Spektrum mehr. Methode 1 bildet in diesem Fall wenigstens noch ungefa¨hr die
wahre spektrale Struktur nach. Fu¨r p = 2 versagen beide vollsta¨ndig, und es
werden nicht, wie man erwarten ko¨nnte, die zwei sta¨rksten Pitchkomponenten
abgebildet.
Fu¨r zu groß angenommene Ordnungen reagieren beide Methoden a¨ußerst robust,
weshalb die Sprachmodellordnung im Zweifel eher ein wenig zu groß gewa¨hlt
werden sollte. Wird die Abweichung zu groß (im Beispiel aus Abbildung 6.6 bei
p=8), beginntMethode 1, die Frequenz der schwa¨chsten Pitchkomponenten leicht
zu verfa¨lschen, wa¨hrend Methode 3 alle Komponenten noch korrekt abbildet.
Fu¨r das in dieser Arbeit vorgeschlagene Teilbandsystem wird fu¨r das dritte Teil-
band eine Sprachmodellordnung von p = 6 verwendet (siehe Tabelle 5.2). Dies
entspricht bei dem hier vorgestellten Beispiel einer U¨berscha¨tzung der Ordnung
um Eins. Wie in Abbildung 6.6 ersichtlich, stellt dies keine Beeintra¨chtigung fu¨r
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die Spektralscha¨tzung dar.
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Abbildung 6.6: Einfluss der Ordnung p des Sprachmodells auf die Gu¨te der AR-
Koeffizienten-Scha¨tzung im dritten Teilband bei einem SNR von
15 dB.
6.2 Leistungsfa¨higkeit des Gesamtsystems
Zur Bewertung der Gu¨te von Algorithmen zur akustischen Gera¨uschreduktion
kann die erreichte Da¨mpfung des Gera¨uschs nicht alleine als Maßstab herange-
zogen werden. Genauso wichtig ist, dass durch die Anwendung der Gera¨uschre-
duktion die Sprachkomponente im Ausgangssignal nicht verzerrt oder geda¨mpft
wird. Die Bewertung der Sprachqualita¨t wird mittels sogenannter Mean Opinion
Score (MOS) Tests durchgefu¨hrt, bei denen eine ausreichend große Anzahl von
Testpersonen die Sprachqualita¨t auf einer Skala von Eins (sehr schlecht) bis Fu¨nf
(sehr gut) bewerten muss [52]. Die Durchfu¨hrung von MOS-Tests war im Rahmen
dieser Arbeit nicht mo¨glich, so dass Aussagen zur Sprachqualita¨t der Signale die
subjektive Meinung des Autors wiederspiegeln.
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Die erreichte Gera¨uschda¨mpfung wurde durch Vergleichsmessungen der Signal-
leistung in vorher definierten Sprachpausen bestimmt. Dazu wurden Testsignale
mit la¨ngeren, von verschiedenen Sprechern gesprochenen Texten dem Gera¨usch-
reduktionsalgorithmus zugefu¨hrt, wobei zwischen den einzelnen Sequenzen eine
kurze Pause, bei der nur Gera¨usch vorlag, eingefu¨gt wurde. In diesen Pausen
wurde jeweils vorher und nachher die Gera¨uschleistung bestimmt.
6.2.1 Testszenarien
Es wurden zwei Testszenarien, die im folgenden kurz beschrieben werden, unter-
sucht und miteinander verglichen:
• MISO Kalman-Filter Struktur in verschiedenen Konfigurationen,
• Delay-and-Sum Beamformer mit anschließender einkanaliger Kalman-Filter
Verarbeitung.
Unter der MISO Kalman-Filter Struktur wird das in den vorangegangenen Kapi-
teln beschriebene Verfahren bezeichnet. Der Delay-and-Sum Beamformer (DSBF)
ist der einfachste aller Beamformer und in Abbildung 6.7 dargestellt.
1/N
y(k)
y1(k)
y2(k)
yN(k)
∆T1
∆T2
∆TN
Abbildung 6.7: Delay-and-Sum Beamformer mit Eingangssignalen yi(k), Lauf-
zeitausgleich mit Verzo¨gerungen ∆Ti und Ausgang y(k).
Die Mikrofonsignale yi(k) fu¨r i=1, . . . , N werden einem Laufzeitausgleich, sym-
bolisiert durch die Laufzeit ∆Ti (siehe Gleichung 4.57), zugefu¨hrt, addiert und
auf die Mikrofonanzahl N normiert. Dadurch addieren sich Signale aus Nutz-
signalrichtung konstruktiv, alle anderen Richtungen u¨berlagern sich im Mittel
destruktiv [4, 7]. Das so berechnete Ausgangssignal des Beamformers y(k) wird
dann anschließend dem einkanaligen Gera¨uschreduktionsalgorithmus zugefu¨hrt.
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In Tabelle 6.1 sind die mit den unterschiedlichen Testfa¨llen und Konfigurationen
erreichten Da¨mpfungswerte fu¨r verschiedene Mikrofonanzahlen N (Spalten) und
einem SNR von 15 dB aufgefu¨hrt. Fu¨r N = 1 sind alle Verfahren identisch, fu¨r
N = 2 unterscheiden sich voll und sparsam besetzte Messmatrix C(k) noch nicht.
Tabelle 6.1: Erzielbare Gera¨uschunterdru¨ckung der verschiedenen Testfa¨lle und
Konfigurationen.
Testfall / Konfiguration N = 1 N = 2 N = 4 N = 7
MISO (C-Matrix voll besetzt) 4,9 dB 6,1 dB 6,5 dB 6,7 dB
MISO (C-Matrix du¨nn besetzt) n/a n/a 6,4 dB 6,7 dB
D&S BF + Kalman-Filter einkanalig n/a 5,9 dB 6,5 dB 7,2 dB
Die Sprachqualita¨t kann in allen Fa¨llen als gut bezeichnet werden. Auftretende
Musical Tones werden gut vom Restrauschen maskiert und sind, wenn u¨berhaupt,
nur sehr schwer zu ho¨ren. Die enthallende Wirkung ist fu¨r alle Testfa¨lle und Kon-
figurationen bei N =2 und N =4 Mikrofonen etwa gleich. Fu¨r N =7 Mikrofone
weist die Beamformerstruktur leichte Vorteile auf, was auch aufgrund der etwas
besseren Gera¨uschda¨mpfung zu erwarten war. Die Ein- und Ausgangssignale fu¨r
den MISO Fall mit du¨nn besetzter C-Matrix bei N =4 und 15 dB SNR sind in
den Abbildung 6.8 als Spektrogramme dargestellt.
6.3 Fazit
Die vorgeschlagenen Verfahren zur mehrkanaligen Scha¨tzung der AR-Koeffizienten
liefern wie erwartet mit steigender Kanalanzahl verbesserte Scha¨tzwerte. Dies
trifft insbesondere fu¨r sehr schlechte Signal-zu-Gera¨usch Verha¨ltnisse zu. Dagegen
fa¨llt der Gewinn bei den in Kraftfahrzeugen typischerweise anzutreffenden etwas
ho¨heren SNR-Werten weniger groß aus. Dort ko¨nnen bereits mit wenig Kana¨len
(N ≤ 4) gute Ergebnisse erzielt werden, die durch eine weitere Hinzunahme von
Mikrofonen nicht mehr signifikant verbessert werden ko¨nnen.
Bei der Wahl der Sprachmodellordnung p ist darauf zu achten, dass diese auf
keinen Fall zu klein gewa¨hlt werden darf, da bei deutlicher (|p − pref| ≥ 3) Un-
terscha¨tzung der tatsa¨chlich vorliegenden Ordnung die Gefahr besteht, dass die
Scha¨tzung vollsta¨ndig versagt. Allerdings muss dabei ebenfalls beachtet werden,
dass zum einen der numerische Aufwand kubisch mit der Ordnung wa¨chst und
zum anderen bei deutlich (|p−pref|≥3) zu groß gewa¨hltem p ebenfalls Scha¨tzfehler
auftreten.
Die bei der Simulation des Gesamtsystems erhaltenen Ergebnisse besta¨tigen die
zuvor gemachten Aussagen. Auch hier kann fu¨r typische SNR-Werte und große
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Abbildung 6.8: Oben: Spektrogramm eines verrauschten Sprachsignals mit einem
SNR von ca. 15 dB. Unten: Gleiches Signal nach Durchlaufen der
Gera¨uschreduktion fu¨r N = 4 und du¨nn besetzter Matrix C(k).
Mikrofonanzahlen N>4 kaum zusa¨tzlicher Gewinn erzielt werden. Dies liegt zum
einen an der mit steigender Kanalanzahl nicht mehr signifikant besser werden-
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den AR-Koeffizientenscha¨tzung. Zum anderen kann das Kalman-Filter aufgrund
der mit dem heutigen Stand der Technik nicht zuverla¨ssig mo¨glichen blinden
Scha¨tzung der Raumimpulsantworten den Vorteil der Mehrkanaligkeit insbeson-
dere fu¨r viele Mikrofone nicht voll ausspielen. Deshalb beginnt die DSBF-Struktur
fu¨r N>4, bessere Ergebnisse zu liefern.
Aus diesem Grund erscheint mit den im Rahmen dieser Arbeit vorhandenen
Mo¨glichkeiten ein Erho¨hen der Mikrofonanzahl u¨ber N = 4 hinaus wenig sinn-
voll.
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Zusammenfassung und Ausblick
In der vorliegenden Arbeit wurden auf Kalman-Filterung basierte Verfahren zur
mehrkanaligen Gera¨uschreduktion bei Sprachsignalen untersucht. Als Zielanwen-
dung wurde hierfu¨r die Freisprecheinrichtung in Kraftfahrzeugen festgelegt. Dort
ist das mit den Mikrofonen aufgenommenen Sprachsignal des Sprechers durch
Fahrzeuggera¨usch gesto¨rt. Als Ausgangspunkt fu¨r die Entwicklung der Algorith-
men wurde das in [39] vorgestellte einkanalige, auf Kalman-Filter basierende Ver-
fahren verwendet.
Die durchgefu¨hrte Signalanalyse zeigt, dass Sprache und Fahrzeuggera¨usch nicht
nur den gleichen Frequenzbereich einnehmen, sondern auch eine etwa identische
spektrale Grobstruktur aufweisen. Daru¨ber hinaus konnte gezeigt werden, dass
beide hinreichend genau durch AR-Prozesse modelliert werden ko¨nnen.
Darauf aufbauend wurde ein mehrkanaliges Signalmodell fu¨r die Herleitung des
Kalman-Filters vorgestellt. In diesem werden die AR-Prozesse von Sprache und
Gera¨usch mit den Gro¨ßen des Fahrzeuginnenraums, das sind die Raumimpul-
santworten und Kreuzfilter, verknu¨pft. Dadurch wurde eine Kombination von
Beamformer- und Postfilterfunktionalita¨t in einem Filter ermo¨glicht.
Auf Basis dieses im Zustandsraum formulierten Signalmodells wurde anschlie-
ßend ein mehrkanaliges Kalman-Filter hergeleitet. Es wurde gezeigt, dass dessen
numerische Komplexita¨t kubisch mit der Modellordnung und der Kanalanzahl
wa¨chst. Außerdem bietet der vorgestellte Algorithmus die Mo¨glichkeit, durch
U¨berscha¨tzen des Gera¨uschs die numerische Stabilita¨t zu erho¨hen und das Auf-
treten von ho¨rbaren Musical Tones zu vermindern.
Fu¨r die notwendige Scha¨tzung der AR-Parameter wurden drei mehrkanalige Me-
thoden vorgeschlagen und verglichen. Kriterien waren hierbei die Differenz der
gescha¨tzten Spektren zu dem Referenzspektrum, sowie die Fa¨higkeit, alle im Si-
gnal vorhandenen Pitchkomponenten zu detektieren. Dabei wurde gezeigt, dass
die auf Mittelung der Reflexionskoeffizienten basierten Methoden bei typischem
SNR die besten Ergebnisse liefern. Dahingegen weist bei schlechtem SNR die auf
gemittelten Periodogrammen basierte Methode die bessere Scha¨tzgu¨te auf. Zu-
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dem wurde gezeigt, dass sich alle drei Methoden robust gegenu¨ber zu groß oder zu
klein angenommenen Sprachmodellordnungen verhalten, solange die Abweichung
nach unten nicht u¨ber zwei Ordnungen hinausgeht.
Als Ersatz fu¨r die blinde Scha¨tzung der Raumimpulsantworten wurde ein Ver-
fahren vorgeschlagen, das einen festen, auf die mittlere Sitzposition des Fahrers
eingestellten, Laufzeitausgleich der Mikrofonsignale durchfu¨hrt.
Durch die Implementierung in einer Teilbandstruktur wurde erreicht, dass Sprach-
modellordnungen kleiner gleich sechs innerhalb der Teilba¨nder ausreichen, um ei-
ne vollsta¨ndige Modellierung der gesamten spektralen Einhu¨llenden von Sprache
zu ermo¨glichen. Dadurch wurde der numerische Aufwand gegenu¨ber einer Im-
plementierung im Vollband erheblich reduziert. Die Gro¨ße der Sprachmodellord-
nung wurde fu¨r jedes Teilband auf Grundlage der mittleren Energie und typischen
Sprachgrundfrequenzen festgelegt.
Die Ergebnisse der Gesamtsystemsimulation zeigen schließlich, dass die vorge-
stellten Verfahren mit wachsender Mikrofonanzahl eine immer besser werdende
Gera¨uschreduktion gegenu¨ber der einkanaligen Methode erreichen. Fu¨r den prak-
tischen Einsatz ist die Verwendung von vier Mikrofonen hinreichend.
Eine im Rahmen der Arbeit offen gebliebene Fragestellung ist die zuverla¨ssige,
blinde Scha¨tzung der Raumimpulsantworten aus den verrauschten Mikrofonsi-
gnalen, um eine zur Gera¨uschreduktion zusa¨tzliche Enthallung zu bewirken.
Weitere Ansatzpunkte fu¨r die zuku¨nftige Entwicklung dieser auf Kalman-Filter
basierenden Verfahren sind:
• Integration der in [39] vorgeschlagenen Methoden zur Pitch-adaptiven Ver-
besserung der Sprachmodellscha¨tzung.
• Beru¨cksichtigung der durch die Filterbankimplementierung eingefu¨hrten
Nichtkausalita¨ten im Signalmodell.
• Automatische Verwendung der besten Scha¨tzmethode in Abha¨ngigkeit vom
SNR des jeweiligen Teilbands.
• Untersuchung des Verhaltens der Algorithmen bei Verwendung weniger
hochwertiger Mikrofone.
• Praktische Umsetzung der Verfahren in einem Kraftfahrzeug.
• Durchfu¨hrung von Probanden Ho¨rtests zur weiteren Validierung.
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Wichtige Definitionen
Tabelle 7.1: Liste wichtige Definitionen.
Definition Beschreibung
ryy(l) = E{x
∗(k1)x(k2)} Autokorrelationsfolge (y(k) instationa¨r)
rxy(k1, k2) = E{x
∗(k)y(k + l)} Kreuzkorrelationsfolge (y(k) stationa¨r)
Syy(Ω) =
∑+∞
k=−∞ ryy(l)e
−jΩl Autoleistungsdichtespektrum
h(k) ∗ y(k) =
∑+∞
l=−∞ h
∗(l)y(k−l) Faltung zweier Folgen
Ryy(k) Autokorrelationsmatrix
rxy(k) Kreuzkorrelationsvektor
Wichtige Abku¨rzungen
Tabelle 7.2: Liste wichtiger Abku¨rzungen.
Abku¨rzung Bedeutung
ARMA Autoregressive Moving Average
DAKF Differenz-Autokorrelationsfunktion
(I)DFT bzw. (I)FFT (Inverse) Diskrete bzw. Schnelle Fouriertransformation
DSBF Delay & Sum Beamformer
LP(E) Linearer(s) Pra¨diktor (Fehlerfilter)
VAD Sprachpausendetektion
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Wichtige Formelzeichen
Skalare Gro¨ßen
Tabelle 7.3: Liste wichtiger skalarer Gro¨ßen (Teil 1 von 3).
Gro¨ße Beschreibung
ai i-ter Koeffizient des Polynoms A(z)
aLP,i i-ter Pra¨diktorkoeffizient
aLPE,i i-ter Koeffizient des Pra¨diktorfehlerfilters
as,i(k) i-ter Pra¨diktorkoeffizient der Sprachkomponente
anl,i(k) i-ter Pra¨diktorkoeffizient der Gera¨uschkomponente
des l-ten Mikrofons
A(z) Nennerpolynom von HARMA(z)
Aµ(e
jΩ) Aliasingkomponente des µ-ten Frequenzbands
bi i-ter Koeffizient des Polynoms B(z)
B(z) Za¨hlerpolynom von HARMA(z)
BTP, BHP, BBP Bandbreiten der Tief-, Hoch- und Bandpassfilter
BFB Effektive Bandbreite der Teilba¨nder
cSchall Schallgeschwindigkeit
di Mittlere Distanz vom Sprecher zum i-ten Mikrofon
e(k) Restfehlersignal
el1l2(k) Adaptionsfehler bei Einstellung von gl1l2(k)
e(f,m)(k) Vorwa¨rts-Pra¨diktionsfehler der Ordnung m
e(b,m)(k) Ru¨ckwa¨rts-Pra¨diktionsfehler der Ordnung m
f0 Unter Grenzfrequenz
f1 Obere Grenzfrequenz
fp Sprachgrund- bzw. Pitchfrequenz
fs Abtastfrequenz
gk Prototyptiefpassfilter der Synthesefilterbank
gµ,k Tief-, Hoch- bzw. Bandpassfilter der Synthesefilterbank
im µ-ten Band
gl1l2,i(k) i-ter Koeffizient des Kreuzfilters von Mikrofon l1 zu l2
hk Prototyptiefpassfilter der Analysefilterbank
hµ,k Tief-, Hoch- bzw. Bandpassfilter der Analysefilterbank
im µ-ten Band
h(k) Raumimpulsantwort
hNR(k) Impulsantwort des Gera¨uschreduktionsfilters
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Tabelle 7.4: Liste wichtiger skalarer Gro¨ßen (Teil 2 von 3).
Gro¨ße Beschreibung
hl,i(k) i-ter Koeffizient der Raumimpulsantwort des l-ten Mikrofons
Hµ(e
jΩ) Fouriertransformierte von hµ,k
Hsyn(z) U¨bertragungsfunktion des Formfilters der Sprachsynthese
Hglot(z) U¨bertragungsfunktion des Glottisfilters
Hlip(z) U¨bertragungsfunktion des Lippenfilters
Hvoc(z) U¨bertragungsfunktion des Vokaltraktfilters
HARMA(z) U¨bertragungsfunktion des ARMA-Modells
HAR(z) U¨bertragungsfunktion des AR-Modells
HLP(z) U¨bertragungsfunktion des linearen Pra¨diktors
HLPE(z) U¨bertragungsfunktion des Pra¨diktorfehlerfilters
k Diskrete Zeitvariable (Abtastzeitpunkt)
k′ Diskrete Zeitvariable nach Unterabtastung
K Anzahl der Teilfolgen bei Blockzerlegung
L Blockla¨nge
Lh La¨nge von h(k)
LK La¨nge der K Teilfolgen bei Blockzerlegung
LAR Fu¨r die Parameterscha¨tzung verwendete Blockla¨nge
L′AR Fu¨r die Parameterscha¨tzung verwendete Blockla¨nge
nach Zero-Padding
LPLP La¨nge der Impulsantwort des Prototyptiefpassfilters
M Anzahl Frequenzba¨nder
n Frequenzindex im DFT-Bereich
n(k) Gera¨uschsignal
ni(k) Gera¨uschsignal des i-ten Mikrofons
N Mikrofonanzahl
p Ordnung des Sprachmodells
q Ordnung des Gera¨uschmodells
Q Blockversatz
r Unterabtastrate
s(k) Sprachsignal
sˆ(k) gescha¨tztes Sprachsignal
s′(k) Signal am Ausgang der Sprachsynthese
sη(k) Sprachsignal des η-ten Signalblocks
sref(k) Mit Referenzmikrofon gemessenes Sprachsignal
S(ejΩ, η) Fouriertransformierte von seta(k)
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Tabelle 7.5: Liste wichtiger skalarer Gro¨ßen (Teil 3 von 3).
Gro¨ße Beschreibung
Sˆµ(k
′) Scha¨tzwert der Sprachkomponente des µ-ten Frequenzbands
SNRi(k) Signal-zu-Gera¨uschverha¨ltnis im i-ten Kanal
t kontinuierliche Zeitvariable
T Abtastintervall
∆Ti Laufzeit des Signals zum i-ten Mikrofon
v(k) Anregungssignal des Sprachmodells
wi(k) Anregungssignal des Gera¨uschmodells des i-ten Mikrofons
y(k) Mikrofonsignal
yi(k) Signal am Ausgang des i-ten Mikrofons
yVAD(k) Signal des Sprachpausendetektors
Yµ(k
′) Eingangsignal des µ-ten Frequenzbands
z(k) zusa¨tzliches Messrauschen
zl(k) zusa¨tzliches Messrauschen des l-ten Mikrofons
zP,i i-te Nullstelle des Nennerpolynoms von HARMA
z0,i i-te Nullstelle des Za¨hlerpolynoms von HARMA
y˘(k) Signal am Ausgang des Beamformers
αBurg Gewichtung des Burg-Algorithmus’
αDAKF Gewichtung der DAKF-Methode
αNLMS Schrittweite beim NLMS Algorithmus
αn Gla¨ttungskonstante fu¨r Gera¨uschgla¨ttung der DAKF
βn U¨berscha¨tzungsfaktor fu¨r spektrale Subtraktion der DAKF
βSNR Faktor zum Einstellen des gewu¨nschten SNRs
Γp(k) Reflexionskoeffizient der p-ten Ordnung
Γˆsi,l(k) Gescha¨tzter Reflexionskoeffizient der l-ten Ordnung der
Sprachkomponente im i-ten Mikrofon
ΓˆDAKFsi,l (k) Gescha¨tzter Reflexionskoeffizient der l-ten Ordnung der
Sprachkomponente im i-ten Mikrofon (DAKF)
ΓˆBurgsi,l (k) Gescha¨tzter Reflexionskoeffizient der l-ten Ordnung der
Sprachkomponente im i-ten Mikrofon (Burg)
η Blockindex
µ Frequenzbandindex
νv Versta¨rkungsfaktor bei stimmhafter Anregung
νuv Versta¨rkungsfaktor bei stimmloser Anregung
Ω Normierte Kreisfrequenz
% Normierungsfaktor
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Vektorielle Gro¨ßen
Tabelle 7.6: Liste wichtiger vektorieller Gro¨ßen.
Gro¨ße Beschreibung
a Vektor der AR-Koeffizienten
A(k|k − 1) Transitionsmatrix
As(k|k − 1) Transitionsmatrix der Sprachkomponente
Anl(k|k − 1) Transitionsmatrix der Gera¨uschkomponente des l-ten Mikrofons
B In Matrix zusammengefasste Ausschneidevektoren
C(k) Messmatrix
C−(k) verallgemeinerte Inverse von C(k)
C+(k) Pseudoinverse von C(k)
e(k|k) a-posteriori Scha¨tzfehler
e(k|k − 1) a-priori Scha¨tzfehler
gl1l2(k) Vektor der Kreuzfilterfunktion von Mikrofon l1 zu l2
h(k) Vektor der Raumimpulsantwort
hl(k) Vektor der Raumimpulsantwort des l-ten Mikrofons
K(k) Kalman-Versta¨rkung
nl(k) Vektor des Gera¨uschsignals des l-ten Mikrofons
Pe(k|k) Kovarianzmatrix des a-posteriori Scha¨tzfehlers
Pe(k|k − 1) Kovarianzmatrix des a-priori Scha¨tzfehlers
Pu(k) Kovarianzmatrix des Anregungsvektors
Px(k) Kovarianzmatrix des Zustandsvektors
Pz(k) Kovarianzmatrix des Vektors des zusa¨tzlichen Messrauschens
s(k) Vektor des Sprachsignals
u(k) Anregungsvektor
x(k) Zustandsvektor
xˆ(k|k) gescha¨tzter a-posteriori Zustandsvektor
xˆ(k|k − 1) gescha¨tzter a-priori Zustandsvektor
y(k) Vektor der Mikrofonsignale bzw. Messvektor
yˆ(k|k − 1) vorhergesagter Messvektor
z(k) Vektor des zusa¨tzlichen Messrauschens
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