Abstract-Redundancy identification is an important step of the design flow that typically follows logic synthesis and optimization. In addition to reducing circuit area, power consumption, and delay, redundancy removal also improves testability. All commercially available synthesis tools include a redundancy removal engine which is often run multiple times on the same netlist during optimization. This paper presents a fast heuristic algorithm for redundancy removal in combinational circuits. Our idea is to provide a quick partial solution which can be used for the intermediate redundancy removal runs instead of exact ATPG or SAT-based approaches. The presented approach has a higher implication power than the traditional heuristic algorithms, such as FIRE, e.g. on average it removes 37% more redundancies than FIRE with no penalty in runtime.
I. INTRODUCTION
Combinational redundancy removal is an optimization problem that can be formulated as follows: A gate or a net in a combinational circuit is redundant if it can be removed without changing the functionality of the circuit. Very few, if any, synthesis tools guarantee that the circuits they produce do not contain redundancy. Unnecessary gates or connections are usually introduced by the traditional optimization techniques such as factorization [1] or local transformations [2] . In principle, it is possible to restrict the transformations applied by a synthesis tool to those that preserve non-redundancy of the original circuit. However, it has been shown that redundancy gives an algorithm a greater flexibility in restructuring the logic and more possibilities to find a better implementation [3] .
Since redundancy cannot always be avoided, all commercially available synthesis tools include a redundancy removal engine that may be used multiple times on the same netlist during optimization. The presence of redundancy can cause several problems. First, redundancy increases chip area, and may increase its power consumption and propagation delay [4] . Second, redundancy is the reason for undetectable faults in combinational circuits. Although undetectable faults do not affect the operation of the circuit, they may block the detection of other faults and may invalidate the completeness of a test set that was generated [5] .
In this paper, we consider two types of redundancy: (1) redundancy associated with undetectable stuck-at faults, which do not cause incorrect output values for any input assignment, and (2) functional duplication, which occurs if different gates implement the same function. Automatic test patter generation (ATPG) and fault-independent methods target the first type of redundancy.
ATPG-based algorithms use exhaustive test pattern generation to prove the undetectability of faults on redundant lines [6] , [7] , [8] , [9] . They guarantee detection of all such faults, but they have the exponential worst-case time complexity.
Fault-independent methods analyze the topology of a circuit without targeting a specific fault. This can be done either by an explicit analysis of reconvergent fanout regions, as in [10] and [11] , or by propagating uncontrollability and unobservability values, as in FIRE [12] and its extensions [13] , [14] , [15] . Although fault-independent methods cannot determine all undetectable faults, they have an advantage of the polynomial worst-case time complexity.
Satisfiability checking (SAT) [16] , Binary Decision Diagram (BDD) sweeping [17] and structural hashing [18] methods target the functional duplication type of redundancy. SAT-based algorithms usually first partition all gates into equivalence classes by random simulation, and then apply satisfiability check for each pair in the class to verify equivalence. BDDsweeping algorithms build a binary decision diagram for every gate in the circuit and merge gates with equivalent BDDs. Both, SAT and BDD-sweeping, guarantee detection of all functional duplications, but they have the exponential worst-case time complexity. Structural hashing can identify structurally isomorphic equivalent vertices in the linear time.
This paper presents a redundancy identification and removal algorithm which employs fault-independent search strategy introduced in the redundancy identification algorithm FIRE [12] . FIRE identifies undetectable faults which require conflicting value assignments on a single line in the circuit for their detection.
Some other extensions of FIRE have been proposed. In [13] , conflicting value assignments for pairs of vertices rather than single vertices are considered. In [14] , a technique for maximizing conflicting value assignments on a single vertex is presented. A large number of direct and indirect logic implications are derived and stored in an implication graph. These implications are used to increase the implication power of FIRE. In [15] implications are used for maximizing conflicting value assignments on multiple vertices. All approaches described above allow for identification of more undetectable faults compared to FIRE, but they make the complexity prohibitive for large circuits.
The presented algorithm differs from FIRE in several aspects. The first improvement is an increased implication power. A fundamental difference of the presented approach from other extensions of FIRE [13] , [14] , [15] is that we do not perform any extra search to find additional implications. Rather, we re-use the information which is anyway available in the algorithm's flow.
The second improvement is the ability to identify some vertices which implement equivalent or complemented functions. Similarly to the previous improvement, this is done with a minimum search, by re-using the information from the algorithm's flow. This improvement allows us to find some redundancies which cannot be found by an ATPG-based approach (see Figure 1 ). To our best knowledge, the presented technique is the first which can find structurally different equivalent vertices in a circuit in less than exponential time.
The runtime improvements include a reduced number of unobservability checks during unobservability propagation stage and a special treatment of vertices with a single input. Overall, the proposed improvements allow us to find 37% more redundancies than FIRE without increasing its runtime.
Another difference from FIRE is that the presented algorithm removes redundancy, while FIRE is only an identification algorithm. The fundamental problem of redundancy removal is to keep implication database updated after a net or gate has been removed from the circuit. In the worst case, the complete database has to be re-calculated. We use properties of indirect implications which allow us to update the implications database instantly.
The paper is organized as follows. Section II introduces the notation and definitions used in the sequel. Section III gives the background on FIRE algorithm. Section IV presents the new algorithm. Section V describes in details new contributions and differences between our approach and the one of FIRE. Section VI summarizes experimental results. Section VII concludes the paper and discusses open problems. II. NOTATION AND DEFINITIONS Undetectable fault is a fault which cannot be detected by any input pattern [6] . This can happen either because it is not possible to apply to the faulty line the value opposite to the value of the fault (uncontrollability), or because the effect of the fault cannot be propagated to the output (unobservability). In a combinational circuit, undetectable stuck-at faults are always caused by redundancy [12] .
Let C = (V, E) be a Boolean circuit, where V represents gates and primary inputs and E describes the nets connecting the gates. We use the letters v, u and w to denote the vertices of C. The letters s and q are designated for the stem of a multiple fanout net, and b 1 , . . . , b r for its branches (as in Figure 4 ).
The set of predecessors of a vertex v ∈ V is denoted by
A value on the input of a gate is controlling, if its presence determines the value of the gate's output, independently of the values of other inputs. A value on the output of a gate is controlled if it was set by a controlling input value. For AND (OR) the controlling and controlled values are the same, namely 0 (1). For NAND (NOR) they are 0 (1) and 1 (0), respectively. The XOR has no controlling and controlled values.
A logic implication is direct if it relates inputs and output of a single gate and it is evident from the type of this gate only. For example, 0(1) at one of the inputs of an AND(OR) directly implies 0(1) on gate's output; 1(0) at the output of an AND(OR) directly implies 1(0) at all inputs of the gate.
III. FIRE ALGORITHM
FIRE algorithm [12] classifies a stuck-at fault on the line l as undetectable if this fault requires the presence of both, 0 and 1 values (i.e. a conflict) on some other line r as a necessary condition for its detection. All stems in the circuit are checked as candidates to be such a line r. For each stem q, two sets of faults, set 0 and set 1 , are computed. The set set i is defined as the set of faults that require q to have value i ∈ {0, 1} as a necessary condition for their detection. The set of undetectable faults is obtained by intersecting set 0 and set 1 .
As an example, consider the circuit shown in Figure 2 . Stuck-at-1 fault on line 3 requires the value 1 on line 1 for observability and the value 0 on line 1 for controllability. Therefore, this fault in undetectable.
In order to compute set i for a stem q the FIRE algorithm does the following. The value i is set on q and constant propagation using direct implications is applied recursively. If some line l is assigned the value 1(0), it is uncontrollable for the value 0(1), so stuck-at-1(0) fault at l is added to set i . This is because the line l cannot be assigned value 0(1) and thus cannot be tested for stuck-at-1(0) fault when q has the value i. Propagation of constants may result in some lines becoming unobservable. If one input of a gate is set to the controlling value, then all other inputs of this gate become unobservable. If some line l is unobservable, then both stuckat-0 and stuck-at-1 at l are added to set i . The unobservability is propagated backward. If all fanout branches of a stem s are marked unobservable, the following Lemma is applied to decide whether s is also unobservable or not. The conditions formulated in Lemma 1 are sufficient, but not necessary, conditions for unobservability. An example is shown in Figure 3 . Suppose that the line 1 has the value 0. Then, both fanout branches of the net 4 are unobservable. For the branch 5, the line 1 satisfies both conditions of Lemma 1, since 5 is unobservable because of the 0 value on the line 1, and 1 is unreachable from 4. The branch 6 is unobservable because of the 0 value on the line 7, however, 7 is reachable from 4. So, the second condition of Lemma 1 does not hold and therefore the net 4 is not recognized by FIRE as unobservable.
IV. REDUNDANCY REMOVAL
The overall flow of presented algorithm is similar to the one of FIRE. The pseudo-code is shown in Figures 5 and 6 . In this section, we describe the implementation details necessary for its understanding. In the Section V, we focus on the conceptual differences between the presented algorithm and FIRE.
In the main loop (steps 8 -58), our algorithm iterates through all vertices of the circuit, v base ∈ V , sets them to the value i, i ∈ {0, 1}, and performs uncontrollability and unobservability propagation in order to compute the information similar to set i for the stem fed by v base in FIRE algorithm. We use the term ith run for v base to refer to the uncontrollability and unobservability propagation with the vertex v base being set to the value i, i ∈ {0, 1}.
In our implementation, every vertex v ∈ V has the following fields: 1) unobservable out puts(v, i) ∈ {0, 1, . . . , |OUT (v)|} is the number of outgoing edges of v which become unobservable after ith run. 2) master(v, i) ⊂ IN(v) ∪ {NULL, ALL} is a pointer to the predecessor of v which has the controlling value for v in the ith run. Also, master(v, i) = u means that all inputs of v, except u, are unobservable. If there is more than one such predecessor, master(v, i) is set to the dummy vertex ALL, which means that all inputs of v are unobservable. Initially, when vertices are not set to values, master(v, i) is set to NULL, which means that no input of v is unobservable. 3) visited(v) ∈ {0, 1} shows whether v has been visited or not during unobservability propagation and check,
indirect implications which imply u to some value are valid or not.
For each v base , the presented algorithm first performs constant propagation and indirect implications learning (steps 13-22, explained in subsection 5.3), then eliminates duplicated and constant vertices (steps 23-40, explained in subsection 5.4), does unobservability propagation (steps 41-46) and finally removes the identified redundancies (steps 47-55).
The procedure PROPAGATEUNCONTROLABILITY performs constant propagation, i.e. it recursively applies direct and learned indirect implications following from the assignment v base = i, i ∈ {0, 1}. The obtained values are stored not only with vertices, but also in the queue Q(i) defined by
If the justification of v base to i causes a contradiction (i.e some vertex needs to be assigned to different values), then PROPAGATEUNCONTROLLABILITY returns Ø. PROPAGATEUNCONTROLABILITY also fills the field master(v, i) for all gates v ∈ V in correspondence with its definition.
The procedure OVERAPPROXIMATEUNOBSERVABILITY INIT(v, i) initiates the process of unobservability propagation. It is invoked at all vertices which are set to controlled values. The procedure CHECKUNOBSERVABILITY(v, u, i) checks whether a given edge (v, u) is really unobservable or not. Specific features of unobservability propagation and checking are discussed in subsection 5.1. 
V. IMPROVEMENTS OVER FIRE
In this section, we describe the improvements of the presented algorithm over FIRE. The first two are runtime improvements, the second two are quality improvements.
A. Runtime Improvements 1) Reducing the number of unobservability checks during unobservability propagation: The first improvement in runtime is achieved by reducing number of unobservability checks during unobservability propagation stage.
The initial source of unobservability in the circuit are vertices which have at least one input set to a controlling value. If an input of a vertex v has a controlling value, other inputs of v become unobservable. The rest of unobservable lines is derived by unobservability propagation.
Usually, if all fanout branches of a stem s are unobservable, s is unobservable as well. However, there are some rare exceptions. For example, consider the circuit shown in Figure 4 . Suppose the stem s is set to 0 value. Then, both branches b 1 and b 2 are unobservable. In spite of this, s is observable.
FIRE resolves the problem with such cases by checking unobservability of a stem s any time all its branches are identified as unobservable (by applying Lemma 1). Since the unobservability check may need to be done multiple times per each run, and number of runs is the number of vertices times two, the number of unobservability checks made by FIRE equals to the number of vertices multiplied by some factor m, which represents the average number of unobservability checks per each pair of runs:
Even though the factor m can be up to the number of stems in the circuit, our experience is that m is usually small, although larger than 1 in most of the cases.
In the presented algorithm, if we encounter a stem s with all branches being unobservable, we assume unobservability of s without any check, i.e. we overapproximate actual unobservability. The eventual correction is postponed for later. If no redundancy is identified with the overapproximated unobservability, no correction is performed because this unobservability is not going to be used for redundancy removal anyway. This differs our approach from FIRE, where the correction is done always.
The number of unobservability checks needed for the presented algorithm equals to the number of redundancies in the circuit plus the number of incorrectly detected redundancies (caused by the overapproximated unobservability):
In practice, we very rarely have cases where stems are not unobservable if all their branches are unobservable. Thus, we have very few incorrectly identified unobservabilities, and, as a consequence, very few incorrectly detected redundancies. Furthermore, the number of redundancies in a circuit is usually quite small.
We further reduce the number of unobservability checks by using the following property. It shows that a line identified as unobservable by the overapproximation procedure does not need to be checked if it is not set to a constant value.
Theorem 1: If during the ith run, i ∈ {0, 1}, a line l is classified as unobservable by the overapproximation procedure and it is not set to a constant value, then l is unobservable.
The Theorem 1 is used at the step 50 of the pseudocode, where the algorithm checks whether the value of v is not set to a constant during the ith run. Only if this statement is not satisfied, the unobservability check CHECKUNOBSERVABILITY(v, u, i) is invoked. Note that, in order to reach the step 50, the conditions of for-loop at the step 47 need to be satisfied. As a consequence, the unobservability check is done only if the line (v, u) is set to a constant value in both runs. This is possible only if the gate v is either a constant function, or it is equivalent to v base or v base . Since constant and duplicated functions are removed earlier (at the steps 23-40), unobservability checks have to be performed only if some output of v base or v base was identified as redundant. Thus, terms N redundancies and N incorrect redundancies in the equation 2 refer not to all identified redundancies, but rather to the redundancies found at the output of v base or v base . Therefore, the overall number of unobservability checks of the presented algorithm is significantly smaller than the one of FIRE, while the complexity and average runtime of each check is the same for both algorithms.
2) Special treatment of gates with a single input: The second improvement in runtime is a result of skipping the outer for-loop for the vertices with a single input. All implications which could be obtained during these runs would be equivalent to the ones found during the runs of the algorithm for the only predecessor of the vertex. Therefore, no new redundancies would be identified.
B. Quality Improvements 1) Increased implication power:
The first improvement in quality is achieved by re-using the information from the previous runs of the algorithm to increase its implication power in the future runs. This is done as follows.
Suppose that, during ith run for the vertex v base , the vertices u 1 , . . . , u p are set to some values j 1 , . . . , j p . We can conclude that the assignment of v base = i implies the values j 1 , . . . , j p on u 1 , . . . , u p . From this, by using the contrapositive low, we can derive a set of logic implications v base is a vertex with index(v base ) = p; 10.
if |IN(v base )| = 1 continue /* Runtime improvement 2 (Section V-A2) */ 11.
begin loop : 12.
For every v ∈ V , set unobservable out puts(v, i) = 0,master(v, i) = NULL; /* Uncontrollability propagation */ 13.
for every i ∈ {0, 1} do 14.
if Q(i) is empty then /* could not justify v base to i */ /* stuck-at-i at the output of v base is undetectable */ 16.
UPDATEIMPLICATIONS(v base , v base ); 17.
replace v base by the constant i; 18.
go to end loop 57; 19.
for
end for 19 22.
end for 13 /* Removal of constant vertices. Quality improvement 2 (Section V-B2) */ 23.
for every pair (v, j) ∈ Q(0) ∩ Q(1) do /* stuck-at-j at at the output of v is undetectable */ 24.
UPDATEIMPLICATIONS(v, v base ); 25.
replace v by the constant j; 26.
end for 23 /* Removal of duplicated vertices. Quality improvement 2 (Section V-B2) */ 27.
Create
contains all pairs of Q(1) with i being complemented */ 28.
for every pair (u, j) ∈ Q(1) ∩ Q(0) do 29.
if i = 0 then 30.
Add u to the equivalence class of v base , E(v base ); 31. else 32.
Add u to the equivalence class of v base , E(v base ) 33.
end for 28 34.
Replace all v ∈ E(v base ) by u ∈ E(v base ) closest to primary inputs; 35.
Replace all v ∈ E(v base ) by w ∈ E(v base ) closest to primary inputs; 36.
if |IN(u)| = 1 and |IN(w)| = 1 then 37.
if u is closer to primary inputs than w then 38.
Substitute w by an inverter fed by u; 39. else 40.
Substitute u by an inverter fed by w; /* Unobservability propagation */ 41.
for every i ∈ {0, 1} do 42.
For every v ∈ V , set visited(v) = 0; 43.
for every pair (v, j) ∈ Q(i) do 44.
if j is the controlled value of v then 45.
OVERAPPROXIMATEUNOBSERVABILITYINIT(v, i); 46.
end for 43 /* Search for a redundant line */ 47.
for every (v, j) ∈ Q(i) such that unobservable out puts(v, i) > 0 do 48.
for every u ∈ OUT (v) do 49.
if master(u, i) = NULL and master(u, i) = v then 50.
if the value of v is not set to a constant during ith run or
replace (v, u) by the constant j; 53.
go to begin loop 11; 54.
end for 48 55.
end for 47 56.
end for 41 57.
end loop : 58.
end for 8 59. end implications. For every r ∈ {1, . . . , p}, we store the implication
unobservable out puts(v, i)++; if unobservable out puts(v, i) = |OUT (v)| then /* Runtime improvement 1 (Section V-A1). Here FIRE does */ /* unobservability check, while the presented algorithm propagates */ /* unobservability without any check */ master(v, i) := ALL;
For every vertex w ∈ V , set visited(w) = 0; if ∃w ∈ IN(u) − {v} such that value of w in the ith run is controlling for u if unobservable out puts(u, i) = |OUT (u)| then return false; else if UNOBSERVABILITY(u, i) = false then return false; return true; end
if ∃w ∈ IN(u) such that visited(w) = 1 and value of w in the ith run is controlling value for u then if unobservable out puts(u, i) = |OUT (u)| then return false; else if UNOBSERVABILITY(u, i) = false then return false; end for return true; end algorithm UPDATEIMPLICATIONS(v, v base ) /* Quality improvement 1 (Section V-B1) */ UPDATER1(v); /* updating region R 1 */ for every u such that index(v) < index(u) < index(v base ) invalid implication(u) := on; /* updating region R 2 */ end for end 
Note, that indirect implications are not immediately evident from the circuit. They cannot always be derived by FIRE approach. As an example, consider the circuit shown in Figure 7 . During 0th run for the vertex v, the vertices u, w and x are set to 0 by constant propagation. By using the contrapositive low, we derive logic implications (x = 1) → (v = 1), (u = 1) → (v = 1) and (w = 1) → (v = 1). While the last two are direct, the first one is not. FIRE algorithm would not set the vertex v to 1 when x is justified to 1.
A fundamental difference of the presented algorithm from other approaches which improve FIRE by increasing its implication power [13] , [14] , [15] is that we do not perform any extra search to find indirect implications. Rather, we re-use information available from the algorithm's flow.
Another important contribution is the following observation. Every time a redundant line is removed, some of the indirect implications become invalid. On one hand, checking whether each indirect implication needs to be removed or not would be expensive. On the other hand, erasing all indirect implications would be a waste of many implications which are still valid. We found a property of indirect implications in our algorithm which localizes the region where invalid implications may appear. Thus, only this region needs to be cleaned.
Let l be a redundant line which is found in one of the runs for the vertex v base . We define two regions, R 1 , R 2 ⊆ V , as follows. R 1 consists of all vertices which can be reached from l without passing through any vertex w with no indirect implication, i.e. such that indirect implication(w, 0) = Ø and indirect implication(w, 1) = Ø. R 2 is empty if index(v base ) < index(u), where u is the vertex fed by l. Otherwise, R 2 consists of all vertices whose indexes are in the interval between index(u) and index(v base ).
Theorem 2: An indirect implication (v = i) → (u = j) can be invalid only if either v ∈ R 1 , or u ∈ R 2 , for some i, j ∈ {0, 1}.
It follows from the above theorem that, in order to make the implications consistent, it is sufficient to visit every vertex v ∈ R 1 and remove all implications stored with v, i.e. set indirect implication(v, j) = Ø for all j ∈ {0, 1}. In addition, set invalid implication(u) = on for all u ∈ R 2 . The updating is done by the procedure UPDATEIMPLICATIONS.
Our experience is that indirect implications usually do not spread many levels forward from the level of currently processed vertex v base . Therefore, R 1 is quite small. Normally, it has a constant size regardless of the circuit size. The region R 2 is almost always empty, because index(u) is less than index(v base ) for 1 out of 1000 found redundancies on average. As a result, the updating process is very quick.
Note, that not all implications which we remove are invalid. However, checking their validity would take a considerable amount of time, since we do not keep track of how they were found. So, by removing them all, we save time. Furthermore, since R 1 and R 2 are small, most of valid indirect implications are left after updating.
2) Identification of duplicated functions: The presented algorithm is able to identity some vertices which implement equivalent or complemented functions, as well as constant vertices. Therefore, it can remove some redundancies which cannot be found by FIRE or ATPG.
Equivalent functions are identified as follows. If the assignment of the vertex v base to the value i causes some gate u to be set to the value i, as well as the assignment of v base to i causes u to be set to i, then we conclude that v and u implement the same function and add u to the equivalence class of v base , E(v base ).
Similarly, to identify complemented functions, (v base = i) → (u = i) and (v base = i) → (u = i) imply that v base and u are complements of each other. The vertex u is added to the equivalence class of v base , E(v base ).
Finally, all vertices in E(v base ) and E(v base ) are replaced by a member of the class which is closest to the primary inputs in topological order (i.e. has the shortest longest path to the primary inputs). Let u be the member selected from E(v base ) and w be the member selected from of E(v base ). If both u and w have more than one input, then the one which is further away from the primary inputs is substituted by an inverter fed by the other one.
To identify constant functions, we use the following simple property. If (v base = 0) → (u = i) and (v base = 1) → (u = i), then the vertex u is the constant i.
Note, that redundant vertices are identified with a minimum search, by re-using the information available from the algorithm's flow.
VI. EXPERIMENTAL RESULTS
This section compares the performance of the presented algorithm to the ATPG-based approach from [9] . We also show the results of FIRE [12] as a reference. Note that FIRE only identifies redundancy, but does not remove it. Table I summarizes the results for ISCAS'85 benchmark set. Columns 2-4 show the results for FIRE, taken from [12] . Column 2, # red, is the total number of identified redundant lines. The sign '-" means that no result is reported in [12] . Column 3, % red, is the percentage of identified redundant lines compared to ATPG [9] , and Column 4 is CPU time, in seconds. According to [12] , FIRE was run on a SUN SPARC2. No parameters of the SUN SPARC2 machine are provided in [12] , so a comparison of CPU times of the two algorithms is hard to make. Therefore, in order to evaluate the effect TABLE I: Benchmark results for ISCAS'85 circuits; average is computed for non-"−" entries.
of four improvements described in Section V, we re-run the presented algorithm with these improvements switched off. The presented algorithm without these improvements can be considered as our re-implementation of FIRE. The results are shown in Columns 5-7. As we can see, runtime improvements fully compensate the time consumed by quality improvements. If runtime improvements are switched off, while quality improvements are on, the presented becomes about 20% slower. Columns 8-10 and 11-12 show the corresponding numbers for the presented algorithm and ATPG [9] . The experiments were run on a PC with Pentium III 750 MHz processor and 256 Mb memory. On average, for ISCAS'85 benchmarks, the presented algorithm removes 54.6% of ATPG redundancies using only 2.28% of its runtime.
On a larger set of 183 circuits from IWLS'02 benchmarks set with the average size of 780 gates and the maximum size of 25000 gates The presented algorithm without four improvements removes 14% of ATPG's redundancies, while with improvements it removes 19.3% of ATPG's redundancies, both using 2.5% of ATPG's time. These results do not include two benchmarks from the set, spla and pdc, for which ATPG did not finish in 2 hours, while the presented algorithm finished in 15 sec. As we can see, the proposed improvements allow us to find 37% more redundancies without increasing the runtime.
VII. CONCLUSION
This paper presents a heuristic algorithm which efficiently identifies and removes redundancy in combinational circuits. Unlike other extensions of FIRE, the presented algorithm provides better quality of results without trading it for runtime. The speed of our heuristic makes it suitable for running multiple times during synthesis.
A possible extension of the presented approach is to employ an alternative strategy for removing redundant lines. In our current implementation, we used first-found first-removed approach in order to keep the runtime to minimum.
