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Abstract
Lag windows whose corresponding spectral windows are Jacobi polynomials or sums of Jacobi polynomials
are introduced. The bias and variance of their spectral density estimators are investigated and their window
bandwidth and characteristic exponent are determined. c© 2001 Elsevier Science B.V. All rights reserved.
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0. Introduction
Let {Xk}k∈Z be a weakly stationary stochastic sequence with zero mean and covariance function
(h) = E(XtXt+h). De6ne ˆN (h) = [1=(N + 1)]
∑N−h
t=0 XtXt+h for h = 0; : : : ; N the biased sample-
autocovariance function of X0; X1; : : : ; XN and let ˆN (−h) = ˆN (h). The spectral density f of the
process {Xk}k∈Z is often estimated by
fr(!) =
1
2
r∑
h=−r
wr(h)ˆN (h)e
−ih!; !∈ ]− ; ];
where r6N and wr(h) are weight coe;cients even in h=−r; : : : ; r. The coe;cients are called the
lag window, fr(!) is called the lag window spectral density estimator and r is called the truncation
point. The corresponding spectral window is de6ned as
Wr(!) =
1
2
r∑
h=−r
wr(h)e−ih!:
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Throughout the paper we assume that f is a continuous positive function on ]−; ]. The properties
of lag windows in the context of spectral density estimation are discussed, e.g. in [8,1,2]. The
simplest one, the rectangular window wr(h) = 1, results in the Dirichlet kernel
Wr(!) =
1
2
r∑
h=−r
e−ih! =
1
2
sin((2r + 1)!=2)
sin!=2
:
The Bartlett window is determined by wr(h) = 1− (|h|)=r and the corresponding spectral window is
given by the FejHer kernel
Wr(!) =
1
2r
(
sin r!=2
sin!=2
)2
:
The purpose of this note is to introduce lag windows whose corresponding spectral windows are
Jacobi polynomials or sums of Jacobi polynomials, respectively. One class consists of spectral win-
dows with alternating signs containing the Dirichlet kernel as a special case; the other class covers
nonnegative spectral windows having the FejHer kernel as special case.
1. Generalizations of the rectangular window
Fix ¿ 0. For r ∈N0; h= 0; : : : ; r, de6ne the lag window by
(D) wr (h) =
()r+h()r−h(r!)2
(r + h)!(r − h)!(()r)2
and
wr(−h) = wr(h):
The Pochhammer symbol (a)n is de6ned by (a)0 = 1 and (a)n = a(a+1) (a+2) · · · (a+ n− 1). For
 = 1 we have the rectangular window. By a formula of Gegenbauer, (see [9, p. 95] and for the
concrete calculation [7]), the corresponding spectral window can be shown to satisfy
Wr (!) =
1
2
P(−1=2;−1=2)r (cos!);
where P(−1=2;−1=2)r (x) is the rth Jacobi polynomial to the parameters  =  − 12 ;  = − 12 , see [9],
normalized such that
P(−1=2;−1=2)r (1) =
(r!)2(2)2r
(()r)2(2r)!
= : br :
Note that the spectral window has alternating signs with 2r zeros when ! varies from − to .
Also, note that these lag windows are not of the scale parameter form (that means wr(h) = w(h=r)
for some function w) except for =1 and 2. In case =2, we have wr (h)=1−(h=(r+1))2 yielding
a Riesz kernel as spectral window. We now collect some properties of these windows relevant to
spectral estimation.
By means of wr (0) = 1 we have
∫ 
− W

r (!) d! = 1. Since W

r (!) has alternating signs we
also investigate ‖Wr ‖1 =
∫ 
− |Wr (!)| d!. In fact, in [7] it is proved that for ¿ 1 we have
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∫ 
− |Wr (!)| d(!)6M , where M is a constant independent of r. Since
wr (h) =
(+ r + h)(+ r − h) ((1 + r))2
(1 + r + h)(1 + r − h) ((+ r))2
the asymptotic properties of the Gamma function yield limr→∞ wr (h)=1. Considering the expectation
of the corresponding spectral density estimator fr (!) we get
Efr (!) =
1
2
r∑
h=−r
wr (h)
(
1− |h|
N + 1
)
(h)e−ih!;
where (h) denotes the covariance function. With r6N we have
lim
r→∞w

r (h)
(
1− |h|
N + 1
)
= 1: (1)
Furthermore, denoting the FejHer kernel FN (!) we have
1
2
r∑
h=−r
wr (h)
(
1− |h|
N + 1
)
e−ih! =Wr ∗ FN (!):
Since ‖FN‖1 = 1, we get for ¿ 1
‖Wr ∗ FN‖16M: (2)
Conditions (1) and (2) are su;cient and necessary for Efr (!) to tend uniformly to f(!) in
!∈ ] − ; ] as r → ∞, see [3]. So far we have been demonstrating that the spectral density
estimators fr (!) are asymptotically unbiased provided ¿ 1.
In order to deal with the estimator variance Varfr (!) we now consider∫ 
−
(Wr )
2(!) d!=
1
2
r∑
h=−r
(wr (h))
2:
For ¿ 1 it is easily derived that 1¿wr (h)¿w

r (h+ 1) for h= 0; : : : ; r − 1. Hence,
r∑
h=−r
(wr (h))
26
r∑
h=−r
wr (h) = 2W

r (0) = P
(−1=2;−1=2)
r (1) = b

r : (3)
We also get an opposite inequality
r∑
h=−r
(wr (h))
2¿ (br )
2=b2r : (4)
To prove (4) write
Wr (!) =
br
2
R(−1=2;−1=2)r (cos!);
whereR(−1=2;−1=2)r (x) is the corresponding Jacobi polynomial normalized such that R(−1=2;−1=2)r (1)=1.
Applying [7, p. 678] we have by orthogonality∫ 
−
R(−1=2;−1=2)k (cos!) d!= 2=b

k :
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In addition, linearize the product
(R(−1=2;−1=2)r (x))
2 =
2r∑
k=0
g(r; r; k)R(−1=2;−1=2)k (x):
In [4] Gasper showed that g(r; r; k)¿ 0. Obviously,
∑2r
k=0 g(r; r; k)=1 is valid. Using b

k6 b

k+1 we
therefore obtain
r∑
h=−r
(wr (h))
2 =
(br )
2
2
∫ 
−
(R(−1=2;−1=2)r (cos!))
2 d!
=
(br )
2
2
2r∑
k=0
g(r; r; k)
∫ 
−
R(−1=2;−1=2)k (cos!) d!
= (br )
2
2r∑
k=0
g(r; r; k)=bk¿
(br )
2
b2r
:
Applying the asymptotic properties of the Gamma function we get
lim
r→∞
1
r
r∑
h=−r
(wr (h))
26 lim
r→∞
br
r
(())2
(2)
22−1 =
√

()
(+ 12)
(5)
and
lim
r→∞
1
r
r∑
h=−r
(wr (h))
2¿ lim
r→∞
(br )
2
rb2r
=
(())2
(2)
22−2 =
√

2

(+ 12)
: (6)
There are various versions to describe the asymptotic (co)variance behavior of spectral estimators.
We prefer to apply formula (6.2.110) of [8]
Varfr (!) ≈ (1 + !;0; )f2(!)
1
N
(
r∑
h=−r
(wr (h))
2
)
and must, therefore, check conditions (i)–(v), in Priestley’s monograph [8, p. 450].
(i) Wr (!)¿ 0.
(ii) wr (0) = 1.
(iii) ‖Wr ‖2¡∞.
(iv) Given !¿ 0; W r (!) = 0 uniformly as r →∞ for !¡ |w|6 .
(v)
∑r
h=−r (h=N ) (w

r (h))
2=
∑r
h=−r (w

r (h))
2 → 0 as N →∞.
The nonnegativity of Wr(!) (condition (i)) can be replaced by the boundedness of ‖Wr ‖1. Whereas,
conditions (ii) and (iii) obviously hold and condition (v) is automatically satis6ed if r=N → 0,
condition (iv) has to be considered in detail.
We know from [9]
Wr (!) =
1
2
brR
−1=2
2r
(
cos
!
2
)
;
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where R−1=22r (x) denotes the ultraspherical polynomial of degree 2r to the parameter  =  − 1=2,
normalized such that R2r(1)=1. Given 0¡!¡ we obtain from (4:1:1) and Theorem 8:21:8 of [9]
Wr (!) = C

r K
(!
2
)
cos
(
R
!
2
+ 
)
+O(r−);
where R= 2r + ; =−=2; K($) = 1=√(sin$=2)−(cos$=2)− and Cr is a constant of order
O(r1−). This identity holds uniformly for !∈ [!; ]. (Changing over to ultraspherical polynomials
of degree 2r with variable cos!=2 makes us de6nitely avoid the right-side boundary of the interval
in which SzegOo’s formula uniformly holds.) Thus, condition (iv) by [8] is proved, provided ¿ 1.
Incidentally, (iv) being valid implies Efr (!) → f(!) as r → ∞ at any continuity point ! of f,
even if f is not continuous, see Proposition 1:4:1 by [3].
Summing up our investigations we have so far:
Theorem 1. Let {Xk}k∈Z be a linear process
Xk =
∞∑
n=−∞
g(n)!k−n;
where the {!k}k∈Z are independent with E(!k)=0; E(!2k)=%2; E(!4k)¡∞ and
∑∞
n=−∞ |g(n)| |n| ¡
∞; ¿ 0; (these are the assumptions in Theorem 6:2:2 of [8]). Let the lag window be de;ned by
the coe<cients wr (h) of (D) with ¿ 1. Then; the spectral density estimators f

r (!) satisfy
(a) Efr (!)→ f(!);
(b) Varfr (!)→ 0
as r; N →∞ and r=N → 0.
Proof. According to (6:2:110) by [8]
Varfr (!) ≈ (1 + !;0; )f2(!)
1
N
(
r∑
h=−r
(wr (h))
2
)
:
Hence; (b) follows by (5) and (6).
Let us now proceed to collect some further features describing lag windows:
1.1. Window bandwidth (cf. [8])
BP:=1=W r (0) = 1=b

r (Parzen’s de6nition):
Thus,
lim
r→∞ rBP =
(+ 12)√
()
:
BB:=(1− wr (1))1=2 =
(
− 1
r2 + r + − 1
)1=2
(Brillinger’s de6nition):
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Thus,
lim
r→∞ rBB =
√
− 1:
As to Grenander’s de6nition of bandwidth we know from [7]
BG:=
(∫ 
−
!2Wr (!) d!
)1=2
=


O(r−1) for ¿ 3;
O(r−1
√
ln r) for = 3;
O(r−(−1)=2) for 1¡¡ 3:
Finally, with Jenkins’ de6nition
BJ:=2
/
r∑
h=−r
(wr (h))
2;
we are already having
(+ 12)√
()
6 lim inf
r→∞ rBJ6 lim supr→∞
rBJ6
2(+ 12)√
()
(cf. (5) and (6)).
1.2. Characteristic exponent (cf. [8, p. 459])
Although these lag windows are not of scale parameter form we have a natural de6nition for the
characteristic exponent. Since for ¿ 1
lim
r→∞
1− wr (h)
r−2
= (− 1)h2;
cf. [7], we call ’ = 2 the characteristic exponent. This de6nition also agrees with the replacement
for ’ given in [8, p. 526]. In fact, the above tells us
lim
r→∞
∫ 
−
(Wr (!))
2 d!(1− wr (1))1=’
exists and is nonzero for ’= 2.
Remark. Applying
E(fr (!))− f(!) ≈
1
2
f′′(!)
∫ 
−
!2Wr (!) d!;
for the bias (see 6:2:119 in [8]); we can conclude from B2G that the bias is of order O(r
−2) when
¿ 3. However; the reader should keep in mind: bandwidth is growing with increased  (for 6xed r).
2. Generalizations of the Bartlett window
A drawback of the lag windows investigated in Section 1 is that the spectral windows Wr (!) have
alternating signs. Following the concept of constructing nonnegative spectral windows by convexly
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combining Wk (!) we de6ne for ¿ 1; 06 )6 − 1,
B;)r (!) =
1
;)r
r∑
k=0
b;)r; k W

k (!); (7)
where
b;)r; k =
() + 1)r−k() + 1)k()k
(r − k)!k!k!
for k = 0; : : : ; r and ;)r =
∑r
k=0 b
;)
r; k , cf. [7, p. 680].
Throughout this section we assume ¿ 1; 06 )6 − 1. In [5] it is shown that B;)r (!)¿ 0 for
all !∈ ] − ; ]. For  = 1 and ) = 0 we get the FejHer kernel. The trigonometric polynomials are
spectral windows which correspond to the following lag windows:
B;)r (!) =
1
2
r∑
h=−r
c;)r (h)e
ih!;
where
c;)r (h) =
1
;)r
r∑
k=|h|
b;)r; k w

k (h) (B)
for h = −r; : : : ; r. We have c;)r (0) = 1 and c;)r (−h) = c;)r (h). Also in [7] it is shown that
limr→∞ c;)r (1) = 1. Since B;)r (!)¿ 0, Proposition (1:3:10) by Butzer and Nessel [3] implies that
the spectral density estimator
f;)r (!) =
1
2
r∑
h=−r
c;)r (h)ˆN (h)e
−ih!
is asymptotically unbiased. This proposition also implies
lim
r→∞ c
;)
r (h) = 1
for all h∈Z. Since wk (h)6 1 we get c;)r (h)6 1, and hence
r∑
h=−r
(c;)r (h))
26 2B;)r (0) =
1
;)r
r∑
k=0
b;)r; k b

k : (8)
For the opposite inequality we apply the nonnegativity of the linearization coe;cient g(k; m; j) of
the products
R(−1=2;−1=2)k (x)R
(−1=2;−1=2)
m (x) =
k+m∑
j=0
g(k; m; j)R(−1=2;−1=2)j (x)
(see [4]) to obtain
2
∫ 
−
(B;)r (!))
2 d! =
2
(;)r )2
r∑
k;m=0
b;)r; k b
;)
r;m
∫ 
−
Wk (!)W

m(!) d!
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=
1
2(;)r )2
r∑
k;m=0
b;)r; k b
;)
r;mb

kb

m
k+m∑
j=0
g(k; m; j)
∫ 
−
R(−1=2;−1=2)j (cos!) d!
¿
1
(;)r )2
r∑
k;m=0
b;)r; k b
;)
r;mb

kb

m
/
b2r
=
(
1
;)r
r∑
k=0
b;)r; k b

k
)2/
b2r : (9)
To determine the asymptotic order of
∑r
h=−r (c
;)
r (h))
2 the following auxilliary result is rather useful.
It is a slight extension of Lemma 1 in [7]. It is a result for regularly varying sequences and is likely
to be known.
Lemma 1. Assume uk and vk ; k ∈N0; are positive numbers with uk ∼ k and vk ∼ k as k → ∞
with ; ¿− 1. (uk ∼ k means A6 |uk |=k6B for k ∈N; 0¡A6B; positive constants.) For
wr =
r∑
k=0
ur−kvk
we get wr ∼ r++1 as r →∞.
The proof follows the lines of [7].
Setting uk =()+1)k =k! ∼ k) and vk =()+1)k()k =(k!k!) ∼ k)+−1 Lemma 1 gives ;)r ∼ r2)+.
Now setting vk = () + 1)k()kbk=(k!k!) ∼ k)+ we obtain
r∑
k=0
b;)r; k b

r ∼ r2)+−1:
Hence,
B;)r (0) =
1
;)r
r∑
k=0
b;)r; k b

r ∼ r (10)
and by (8) and (9) we have
r∑
h=−r
(c;)r (h))
2 ∼ r: (11)
An upper bound for B;)r (0)=r can be established by Toeplitz’s summation Lemma (see e.g. [6,
p. 31]). In fact, we have for all r ∈N
B;)r (0)=r6 limr→∞
1
;)r
(
b;)r;0 b

0 +
r∑
k=1
b;)r; k
bk
k
)
= lim
r→∞
br
r
=
√

()
(+ 12)
:
Toeplitz’s Lemma and the asymptotic property of Wk (!) also yield B
;)
r (!) → 0 as r → ∞
uniformly in !∈ [!; ] for arbitrary !¿ 0. As in Section 1 we have the result.
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Theorem 2. Let {Xk}k∈Z be a linear process
Xk =
∞∑
n=−∞
g(n)!k−n;
where the {!k}k∈Z are independent with E(!k)=0; E(!2k)=%2; E(!4k)¡∞ and
∑∞
n=−∞ |g(n)| |n| ¡
∞; ¿ 0; (these are the assumptions in Theorem (6:2:2) of [8]). Let the lag window be de;ned
by the coe<cients c;)r (h) of (B) with ¿ 1; 06 )6 − 1. Then; the spectral density estimators
f;)r (!) satisfy
(a) Ef;)r (!)→ f(!);
(b) Varfr (!)→ 0
as r; N →∞ and r=N → 0.
For the asymptotic behavior of window bandwidths we get that BP = 1=B;)r satis6es by (10),
BP ∼ 1r and limr→∞ rBP¿
(+ 12)√
()
and for
BB = (1− c;)r (1))1=2 =
(
1
;)r
r∑
k=0
b;)r; k
− 1
(k + 1) (k + − 1)
)1=2
;
applying Lemma 1 with uk = () + 1)k =k! ∼ k) and
vk = () + 1)k()k
− 1
(k + 1) (k + − 1)
/
(k!k!) ∼ k)+−3;
we get
BB ∼ 1r
provided ) + ¿ 2. By (11)
BJ = 2
/
r∑
h=−r
(c;)r (h))
2 ∼ 1
r
is valid.
Finally, as the spectral windows B;)r (!) are nonnegative, Lemma (1:5:7) of [3] states(∫ 
−
!2B;)r (!) d!
)1=2
6 3=2(1− c;)r (1))1=2
and hence
BG6 3=2BB:
Thus, for ) + ¿ 2
BG = O(r−1)
holds. Since 1− c;)r (1) ∼ r2 we call ’= 2 the characteristic exponent, provided ) + ¿ 2.
Remark. We can conclude that the bias is of order O(r−2) when ) + ¿ 2 and hence; roughly
speaking; asymptotically optimal. But bandwidth is growing when  is increased.
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