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a b s t r a c t
In this paper, we establish the existence of positive solutions for a singular system of
nonlinear fractional differential equations. The differential operator is taken in the standard
Riemann–Liouville sense. By using Green’s function and its corresponding properties, we
transform the derivative systems into equivalent integral systems. The existence is based
on a nonlinear alternative of Leray–Schauder type and Krasnoselskii’s fixed point theorem
in a cone.
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1. Introduction
Fractional calculus is an extended concept of integral ones and fractional differential equations arewidely used in various
fields of sciences. At times fractional models can present a more vivid and accurate description over things than integral
ones [1–3]. There are many papers dealing with the existence or multiplicity of solutions or positive solutions of initial or
boundary value problem for some nonlinear fractional differential equations [4–24]. Besides, many people have established
the existence and uniqueness for solutions of some systems of nonlinear fractional differential equations, for instance,
[25–30].
Bai and Fang [26] considered the existence of positive solutions of singular coupled system
Dsu = f (t, v), 0 < t < 1,
Dpv = g(t, u), 0 < t < 1,
where 0 < s, p < 1, and f , g : [0, 1)× [0,+∞)→ [0,+∞) are two given continuous functions, limt→0+ f (t, ·) = +∞,
limt→0+ g(t, ·) = +∞ and Ds, Dp are two standard Riemann–Liouville fractional derivatives. They established the existence
results by a nonlinear alternative of Leray–Schauder type and Krasnoselskii’s fixed point theorem in a cone.
However, many researches, whether on finding solutions or characteristics of solutions those we have found, have not
been really carried out. Here we discuss the boundary value problem to the following system of fractional differential
equations
Dα0+u(t)+ f (t, v(t)) = 0, 0 < t < 1,
Dβ0+v(t)+ g(t, u(t)) = 0, 0 < t < 1,
u(0) = u(1) = u′(0) = v(0) = v(1) = v′(0) = 0,
(1.1)
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where 2 < α, β ≤ 3 and f , g : [0,+∞)×R→ R are continuous functions, limt→0+ f (t, ·) = +∞, limt→0+ g(t, ·) = +∞
and Dα0+ , D
β
0+ are both Riemann–Liouville type.
We mainly present two sufficient conditions for the existence of solutions to the above boundary value problems of the
system. In addition, the former result we get is based on the Krasnoselskii’s fixed point theorem in a cone, while the latter
is based on the nonlinear alternative of Leray–Schauder type.
This paper is organized as follows. In Section 2, we introduce some basic definitions and preliminaries later used. In
Section 3, the existence of solutions for singular system of nonlinear fractional differential equations is discussed.
2. Preliminaries
In this section we introduce preliminary facts and some basic results about fractional differential equations, which are
used throughout this paper (see [2,6,14,31,32]).
Definition 2.1 ([2]). The Riemann–Liouville fractional integral of order α (α > 0) of a function f : (0,+∞) → R is given
by
Iα0+ f (t) =
1
Γ (α)
∫ t
0
(t − s)α−1f (s)ds,
provided that the right side is pointwise defined on (0,+∞).
Definition 2.2 ([2]). TheRiemann–Liouville fractional derivative of orderα (α > 0) of a continuous function f : (0,+∞)→
R is given by
Dα0+ f (t) =
1
Γ (n− α)

d
dt
n ∫ t
0
(t − s)n−α+1f (s)ds,
where n = [α]+1, [α] denotes the integer part of number α, provided that the right side is pointwise defined on (0,+∞).
Lemma 2.1 ([6]). Let α > 0. If we assume u ∈ C(0, 1) ∩ L(0, 1), then the fractional differential equation
Dα0+u(t) = 0
has u(t) = c1tα−1+ c2tα−2+ · · ·+ cntα−n, ci ∈ R, i = 1, 2, . . . , n, as unique solutions, where n is the smallest integer greater
than or equal to α.
Lemma 2.2 ([6]). Given that u ∈ C(0, 1) ∩ L(0, 1) with a fractional derivative of order α (α > 0) that belongs to C(0, 1) ∩
L(0, 1). Then
Iα0+D
α
0+u(t) = u(t)+ c1tα−1 + c2tα−2 + · · · + cntα−n, for some ci ∈ R, i = 1, 2, . . . , n,
where n is the smallest integer greater than or equal to α.
Remark 2.1 ([2]). The Riemann–Liouville fractional derivatives and integrals of order α (α > 0) have the following
properties
Dα0+ I
α
0+u(t) = u(t), Iα0+ Iβ0+u(t) = Iα+β0+ u(t), α, β > 0, u ∈ L(0, 1).
Next we introduce the Green’s function of a boundary value problem of fractional differential equations.
Lemma 2.3 ([14]). Let f ∈ C[0, 1] and 2 < α ≤ 3. Then the unique solution of the fractional differential equation
Dα0+u(t)+ f (t) = 0, 0 < t < 1,
u(0) = u(1) = u′(0) = 0 (2.1)
is
u(t) =
∫ 1
0
G1α(t, s)f (s)ds,
where
G1α(t, s) =

(1− s)α−1tα−1 − (t − s)α−1
Γ (α)
, 0 ≤ s ≤ t ≤ 1,
(1− s)α−1tα−1
Γ (α)
, 0 ≤ t ≤ s ≤ 1.
(2.2)
Here G1α(t, s) is called the Green’s function of BVP (2.1).
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The following properties of the Green’s function play an important part in this paper.
Lemma 2.4 ([14]). The function G1α(t, s) defined by (2.2) possesses the following properties:
(1) G1α(t, s) > 0, for t, s ∈ (0, 1);
(2) G1α(t, s) = G1α(1− s, 1− t), for t, s ∈ (0, 1);
(3) tα−1(1− t)s(1− s)α−1 ≤ Γ (α)G1α(t, s) ≤ (α − 1)s(1− s)α−1, for t, s ∈ (0, 1).
Remark 2.2. That the Green’s function G1α(t, s) given in Lemma 2.3 satisfies (3) in Lemma 2.4 is an important form of a
‘‘Harnack-like’’ inequality. However, the results are weaker than those obtained in Theorem 3.3 of Goodrich [8].
Remark 2.3. In Lemma 2.4 of Bai and Lü [6], the authors cannot acquire a positive constant taken instead of the role of
positive function γ (s) with 1 < α < 2. It is the key that the results obtained for fractional differential equations in [6]
are weaker than that have obtained for integer-order differential equations. Therefore, the results are weaker than those
obtained in Theorem 3.3 of Goodrich [8] and Lemma 2.4 of this paper.
Lemma 2.5 ([31]). Let E be a Banach space, and let P ⊂ E be a cone in E. Assume Ω1, Ω2 be two open subsets of E with
0 ∈ Ω1 ⊂ Ω1 ⊂ Ω2, and let S : P → P be a completely continuous operator such that, either
(i) ‖Sw‖ ≤ ‖w‖,w ∈ P ∩ ∂Ω1, ‖Sw‖ ≥ ‖w‖,w ∈ P ∩ ∂Ω2, or
(ii) ‖Sw‖ ≥ ‖w‖,w ∈ P ∩ ∂Ω1, ‖Sw‖ ≤ ‖w‖,w ∈ P ∩ ∂Ω2.
Then S has a fixed point in P ∩ (Ω2 \Ω1).
Lemma 2.6 ([32]). Let E be a Banach space with C ⊂ E closed and convex. Assume U is a relatively open subset of C with 0 ∈ U
and A : U → C is a continuous compact map. Then either
(i) A has a fixed point in U; or
(ii) there exists a u ∈ ∂U, and a λ ∈ (0, 1) with u = λAu.
3. Main results
In this section, we establish the existence of positive solutions for boundary value problem (1.1).
Lemma 3.1. Let 2 < α, β ≤ 3 and F : (0, 1] × [0,+∞) → [0,+∞) be continuous functions satisfying limt→0+ F(t, ·) =
+∞. Assume that there exists 0 < σ < 1 such that tσ F(t) is a continuous function on [0, 1]. Then u(t) =  10 G1α(t, s)F(s)ds is
a continuous function.
Proof. Owing to the continuity of tσ F(t) and u(t) =  10 G1α(t, s)t−σ tσ F(s)ds, we get to know that u(0) = 0. If u(t)→ u(t0)
when t → t0 for ∀t0 ∈ [0, 1], then the proof is complete. Now we separate the process into three cases.
Case 1. For t0 = 0 and ∀t ∈ (0, 1]. Because of the continuity of tσ F(t), there exists an M > 0 so that |tσ F(t)| ≤ M for
∀t ∈ [0, 1], then
|u(t)− u(0)| =
 ∫ t
0
(1− s)α−1tα−1 − (t − s)α−1
Γ (α)
s−σ sσ F(s)ds+
∫ 1
t
(1− s)α−1tα−1
Γ (α)
s−σ sσ F(s)ds

≤
 ∫ 1
0
(1− s)α−1tα−1
Γ (α)
s−σ sσ F(s)ds
+  ∫ t
0
(t − s)α−1
Γ (α)
s−σ sσ F(s)ds

≤ M
∫ 1
0
(1− s)α−1tα−1
Γ (α)
s−σds+M
∫ t
0
(t − s)α−1
Γ (α)
s−σds
= Mt
α−1
Γ (α)
B(1− σ , α)+ Mt
α−σ
Γ (α)
B(1− σ , α)
= MΓ (1− σ)
Γ (1+ α − σ) (t
α−1 + tα−σ )→ 0 (t → 0).
B(·)mentioned in the above functions represents the Beta function.
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Case 2. For t0 ∈ (0, 1) and ∀t ∈ (t0, 1], then
|u(t)− u(t0)| =
 ∫ t
0
(1− s)α−1tα−1 − (t − s)α−1
Γ (α)
s−σ sσ F(s)ds+
∫ 1
t
(1− s)α−1tα−1
Γ (α)
s−σ sσ F(s)ds
−
∫ t0
0
(1− s)α−1tα−10 − (t0 − s)α−1
Γ (α)
s−σ sσ F(s)ds−
∫ 1
t0
(1− s)α−1tα−10
Γ (α)
s−σ sσ F(s)ds

=
 ∫ 1
0
(tα−1 − tα−10 )(1− s)α−1
Γ (α)
s−σ sσ F(s)ds−
∫ t
t0
(t − s)α−1
Γ (α)
s−σ sσ F(s)ds
−
∫ t0
0
(t − s)α−1 − (t0 − s)α−1
Γ (α)
s−σ sσ F(s)ds

≤ M(t
α−1 − tα−10 )
Γ (α)
∫ 1
0
(1− s)α−1s−σds+ M
Γ (α)
∫ t
t0
(t − s)α−1s−σds
+ M
Γ (α)
∫ t0
0
[(t − s)α−1 − (t0 − s)α−1]s−σds
= M(t
α−1 − tα−10 )
Γ (α)
B(1− σ , α)+ M(t
α−σ − tα−σ0 )
Γ (α)
B(1− σ , α)
= MΓ (1− σ)
Γ (1+ α − σ) (t
α−1 − tα−10 + tα−σ − tα−σ0 )→ 0 (t → t0).
Case 3. For t0 ∈ (0, 1] and ∀t ∈ [0, t0). The proof is similar to Case 2, here we just leave it out. This completes the
proof. 
Let Banach space X = C[0, 1] be endowed with the norm ‖u‖ = max0≤t≤1 |u(t)|. Thus (X × X, ‖ · ‖) is a Banach space
with the norm defined by ‖(u, v)‖ = max{‖u‖, ‖v‖} for any (u, v) ∈ X × X . We define the cone P ⊂ X × X by
P = {(u, v) ∈ X × X |u(t) ≥ 0, v(t) ≥ 0, 0 ≤ t ≤ 1}.
The system (1.1) is equivalent to the following integral system
u(t) =
∫ 1
0
G1α(t, s)f (s, v(s))ds,
v(t) =
∫ 1
0
G1β(t, s)g(s, u(s))ds,
(3.1)
which can be proved in the same way as Lemma 3.3 in [29]. For convenience, that proof is omitted. Next we define
A : X × X → X × X to be an operator, i.e.,
A(u, v)(t) =
∫ 1
0
G1α(t, s)s−σ1sσ1 f (s, v(s))ds,
∫ 1
0
G1β(t, s)s−σ2sσ2g(s, u(s))ds

=: (A1v(t), A2u(t)).
Next we prove that operator A : P → P is a completely continuous operator.
Lemma 3.2. Let 2 < α, β ≤ 3 and f , g : (0, 1] × [0,+∞)→ [0,+∞) be continuous functions satisfying limt→0+ f (t, ·) =+∞, limt→0+ g(t, ·) = +∞. Assume that there exist 0 < σ1, σ2 < 1 such that tσ1 f (t, y), tσ2g(t, y) are two continuous
functions on [0, 1] × [0,+∞). Then operator A : P → P is completely continuous.
Proof. For ∀(u, v) ∈ P , we have that
u, v ∈ P1 = {y ∈ C[0, 1]|y(t) ≥ 0, 0 ≤ t ≤ 1}.
Since
A1v(t) =
∫ 1
0
G1α(t, s)s−σ1sσ1 f (s, v(s))ds,
by Lemma 3.1 and the nonnegativity of f , we have A1 : P1 → P1. Set v0 ∈ P1, ‖v0‖ = c0. If v ∈ P1, ‖v − v0‖ < 1, then
‖v‖ < 1+ c0 := c. By the continuity of tσ1 f (t, y), we know that tσ1 f (t, y) is uniformly continuous in [0, 1] × [0, c], namely
∀ε > 0, ∃δ > 0 (δ < 1), when |y1 − y2| < δ we have |tσ1 f (t, y1) − tσ1 f (t, y2)| < ε for ∀t ∈ [0, 1] and y1, y2 ∈ [0, c].
Obviously, if ‖v − v0‖ < δ then v0(t), v(t) ∈ [0, c] and |v(t)− v0(t)| < δ for ∀t ∈ [0, 1]. Therefore, we have
|tσ1 f (t, v(t))− tσ1 f (t, v0(t))| < ε, (3.2)
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for ∀t ∈ [0, 1], v ∈ P1, ‖v − v0‖ < δ. By inequality (3.2), we have
‖A1v − A1v0‖ ≤ max
t∈[0,1]
∫ 1
0
G1α(t, s)s−σ1 |sσ1 f (s, v(s))− sσ1 f (s, v0(s))|ds
< ε
∫ 1
0
G1α(t, s)s−σ1ds
≤ ε
∫ 1
0
(α − 1)(1− s)α−1s
Γ (α)
s−σ1ds
≤ ε(α − 1)
Γ (α)
∫ 1
0
(1− s)α−1s1−σ1ds
= ε(α − 1)
Γ (α)
B(2− σ1, α)
= ε(α − 1)Γ (2− σ1)
Γ (2+ α − σ1) .
By the arbitrariness of v0, we know that A1 : P1 → P1 is continuous. Similarly, A2 : P1 → P1 is continuous. A : P → P ,
therefore, is proved to be continuous.
Let M ⊂ P be bounded. That is to say there exists a b > 0 such that ‖v‖ ≤ b for ∀v ∈ M . Since tσ1 f (t, y) is continuous
on [0, 1] × [0,+∞), let L = maxt∈[0,1], v∈M |tσ1 f (t, v)| + 1. Then
|A1v(t)| ≤
∫ 1
0
G1α(t, s)s−σ1 |sσ1 f (s, v(s))|ds
≤ L
∫ 1
0
(α − 1)(1− s)α−1s
Γ (α)
s−σ1ds
= L(α − 1)Γ (2− σ1)
Γ (2+ α − σ1) .
Hence,
‖A1v‖ = max
t∈[0,1]
|A1v(t)| ≤ L(α − 1)Γ (2− σ1)
Γ (2+ α − σ1) .
Similarly,
‖A2u‖ = max
t∈[0,1]
|A2u(t)| ≤ L(β − 1)Γ (2− σ2)
Γ (2+ β − σ2) .
Therefore, A(M) is bounded.
Next, we prove that A is equicontinuous.
Let δ = min{ εΓ (1+α−σ1)12LΓ (1−σ1) ,
εΓ (1+β−σ2)
12LΓ (1−σ2) ,
1
2 }, for ∀ε > 0. Then for ∀v ∈ M, ∀t1, t2 ∈ [0, 1], t1 < t2 and 0 < t2 − t1 < δ,
we have
|A1v(t2)− A1v(t1)| =
 ∫ 1
0
(G1α(t2, s)− G1α(t1, s))f (s, v(s))ds

≤ L(t
α−1
2 − tα−11 )
Γ (α)
∫ 1
0
(1− s)α−1s−σ1ds+ L
Γ (α)
∫ t2
t1
(t2 − s)α−1s−σ1ds
+ L
Γ (α)
∫ t1
0
((t2 − s)α−1 − (t1 − s)α−1)s−σ1ds
= L(t
α−1
2 − tα−11 )
Γ (α)
B(1− σ1, α)+ L(t
α−σ1
2 − tα−σ11 )
Γ (α)
B(1− σ1, α)
= LΓ (1− σ1)
Γ (1+ α − σ1) (t
α−1
2 − tα−11 + tα−σ12 − tα−σ11 ).
Similarly,
|A2u(t2)− A2u(t1)| = LΓ (1− σ2)
Γ (1+ β − σ2) (t
β−1
2 − tβ−11 + tβ−σ22 − tβ−σ21 ).
Here we figure on tα−12 − tα−11 , tα−σ12 − tα−σ11 , tβ−12 − tβ−11 and tβ−σ22 − tβ−σ21 in the following three cases.
W. Feng et al. / Computers and Mathematics with Applications 62 (2011) 1370–1378 1375
Case 1. If 0 ≤ t1 < δ, 0 ≤ t2 < 2δ, then
tα−12 − tα−11 ≤ tα−12 ≤ (2δ)α−1 ≤ 2α−1δ < 4δ,
tα−σ12 − tα−σ11 ≤ tα−σ12 ≤ (2δ)α−σ1 ≤ 2α−σ1δ < 8δ.
Case 2. If 0 ≤ t1 < t2 ≤ δ, then
tα−12 − tα−11 ≤ tα−12 ≤ δα−1 ≤ (α − 1)δ < 4δ,
tα−σ12 − tα−σ11 ≤ tα−σ12 ≤ δα−σ1 ≤ (α − σ1)δ < 8δ.
Case 3. If δ ≤ t1 < t2 ≤ 1, then
tα−12 − tα−11 ≤ (α − 1)δ < 4δ,
tα−σ12 − tα−σ11 ≤ (α − σ1)δ < 8δ.
Hence,
|A1v(t2)− A1v(t1)| < ε3 +
2ε
3
= ε.
Similarly,
|A2u(t2)− A2u(t1)| < ε.
Therefore, A(M) is equicontinuous, and by Arzela–Ascoli’s theorem, we obtain that A(M) is a compact set, then operator
A : P → P is completely continuous. This proof is complete. 
Now we present the two main results of this paper.
Theorem 3.1. Let 2 < α, β ≤ 3 and f , g : (0, 1] × [0,+∞) → [0,+∞) be continuous functions satisfying
limt→0+ f (t, ·) = +∞, limt→0+ g(t, ·) = +∞. Assume that there exist 0 < σ1, σ2 < 1 such that tσ1 f (t, y), tσ2g(t, y)
are two continuous functions on [0, 1] × [0,+∞) and there exist t0 ∈ (0, 1) and two positive constants ρ , µ subjecting to
ρ > max{ µ(α−1)
n1t
α−1
0 (1−t0)
,
µ(α−1)
n2t
α−1
0 (1−t0)
}, where
n1 =
∫ 1
t0
(1− s)α−1s1−σ1ds, n2 =
∫ 1
t0
(1− s)α−1s1−σ2ds.
Further suppose
(i) ∀(t, y) ∈ [0, 1] × [0, µ], tσ1 f (t, y) ≥ µΓ (α)
n1t
α−1
0 (1−t0)
and tσ2g(t, y) ≥ µΓ (β)
n2t
α−1
0 (1−t0)
;
(ii) ∀(t, y) ∈ [0, 1] × [0, ρ], tσ1 f (t, y) ≤ ρΓ (2+α−σ1)
(α−1)Γ (2−σ1) and t
σ2g(t, y) ≤ ρΓ (2+β−σ2)
(β−1)Γ (2−σ2) .
Then BVP (1.1) has at least one positive solution.
Proof. From the conditions we obtain ρ > max{ µ(α−1)
n1t
α−1
0 (1−t0)
,
µ(α−1)
n2t
α−1
0 (1−t0)
} > µ. We divide the demonstration into two
steps.
Step 1. LetΩ1 = {(u, v) ∈ P| ‖u‖ ≤ µ, ‖v‖ ≤ µ} such that 0 ≤ u(t), v(t) ≤ µ for (u, v) ∈ P ∩ ∂Ω1 and ∀t ∈ [0, 1]. By
condition (i) and Lemma 2.4, we get
A1v(t0) =
∫ 1
0
G1α(t0, s)s−σ1sσ1 f (s, v(s))ds
≥
∫ 1
t0
G1α(t0, s)s−σ1sσ1 f (s, v(s))ds
≥ µΓ (α)
n1tα−10 (1− t0)
∫ 1
t0
tα−10 (1− t0)(1− s)α−1s
Γ (α)
s−σ1ds
= µ = ‖v‖.
Hence,
‖A1v‖ = max
t∈[0,1]
|A1v(t)| ≥ µ = ‖v‖, for v ∈ P ∩ ∂Ω1.
Similarly,
‖A2u‖ = max
t∈[0,1]
|A2u(t)| ≥ µ = ‖u‖, for u ∈ P ∩ ∂Ω1.
Therefore, ‖A(u, v)‖ ≥ µ = ‖(u, v)‖.
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Step 2. LetΩ2 = {(u, v) ∈ P|‖u‖ ≤ ρ, ‖v‖ ≤ ρ}. For (u, v) ∈ P ∩ ∂Ω2 and ∀t ∈ [0, 1], we have 0 ≤ u(t), v(t) ≤ ρ. By
condition (ii), we get
A1v(t) =
∫ 1
0
G1α(t, s)s−σ1sσ1 f (s, v(s))ds
≤ ρΓ (2+ α − σ1)
(α − 1)Γ (2− σ1)
∫ 1
0
(α − 1)(1− s)α−1s
Γ (α)
s−σ1ds
= ρΓ (2+ α − σ1)
(α − 1)Γ (2− σ1)
(α − 1)
Γ (α)
∫ 1
0
(1− s)α−1s1−σ1ds
= ρ = ‖v‖.
Then we obtain ‖A1v‖ ≤ ‖v‖, for v ∈ P ∩ ∂Ω2.
Similarly,
‖A2u‖ ≤ ‖u‖, for u ∈ P ∩ ∂Ω2.
Thus, ‖A(u, v)‖ ≤ ρ = ‖(u, v)‖.
Besides, by Lemma 3.2, operator A : P → P is completely continuous. Then with Lemma 2.5, our proof is complete. 
Theorem 3.2. Let 2 < α, β ≤ 3 and f , g : (0, 1] × [0,+∞) → [0,+∞) be a continuous functions satisfying
limt→0+ f (t, ·) = +∞, limt→0+ g(t, ·) = +∞. Assume that there exist 0 < σ1, σ2 < 1 and tσ1 f (t, y), tσ2g(t, y) are
two continuous functions on [0, 1] × [0,+∞), and suppose they satisfy the following conditions
(i) there exist two continuous and nondecreasing functions ϕ,ψ : [0,+∞) → (0,+∞) such that tσ1 f (t, y) ≤
ϕ(y), tσ2g(t, y) ≤ ψ(y), for ∀(t, y) ∈ [0, 1] × [0,+∞);
(ii) there exists an r > 0, yielding
r
max{ϕ(r), ψ(r)} > max

(α − 1)Γ (2− σ1)
Γ (2+ α − σ1) ,
(β − 1)Γ (2− σ2)
Γ (2+ β − σ2)

.
Then the BVP (1.1) exists a positive solution.
Proof. Let U = {(u, v) ∈ P|‖u‖ ≤ r, ‖v‖ ≤ r}, so that U ⊂ P . By Lemma 3.2, we get to know that operator A : U → P is
completely continuous. And if there exists (u, v) ∈ ∂U and λ ∈ (0, 1) we have (u, v) = λA(u, v), then by (i) for t ∈ [0, 1],
we obtain
v(t) = λA1v(t) = λ
∫ 1
0
G1α(t, s)f (s, v(s))ds
≤
∫ 1
0
G1α(t, s)s−σ1sσ1 f (s, v(s))ds
≤
∫ 1
0
G1α(t, s)s−σ1ϕ(v(s))ds
≤ ϕ(‖v‖)
∫ 1
0
G1α(t, s)s−σ1ds
≤ ϕ(‖v‖) (α − 1)
Γ (α)
∫ 1
0
(1− s)α−1s1−σ1ds
= ϕ(‖v‖) (α − 1)
Γ (α)
B(2− σ1, α)
= ϕ(‖v‖) (α − 1)Γ (2− σ1)
Γ (2+ α − σ1) .
Hence,
‖v‖ ≤ ϕ(‖v‖) (α − 1)Γ (2− σ1)
Γ (2+ α − σ1) ,
i.e.,
‖v‖
ϕ(‖v‖) ≤
(α − 1)Γ (2− σ1)
Γ (2+ α − σ1) .
W. Feng et al. / Computers and Mathematics with Applications 62 (2011) 1370–1378 1377
Similarly,
‖u‖
ψ(‖u‖) ≤
(β − 1)Γ (2− σ2)
Γ (2+ β − σ2) .
Consequently,
‖(u, v)‖
max{ϕ(‖(u, v)‖), ψ(‖(u, v)‖)} ≤ max

(α − 1)Γ (2− σ1)
Γ (2+ α − σ1) ,
(β − 1)Γ (2− σ2)
Γ (2+ β − σ2)

.
Again by (ii) we know ‖(u, v)‖ ≠ r which contradicts (u, v). Then based on Lemma 2.6, there is a fixed point (u, v) ∈ U .
Therefore the BVP (1.1) has a positive solution. 
Example 3.1. For any 2 < α, β ≤ 3, take t0 = 14 ,µ > 0 andρ > 0withρ > max{ 4
αµ(α−1)
3n1
,
4αµ(α−1)
3n2
}. Chooseσ1 = σ2 = 12 .
Consider the boundary value problem to the singular system of fractional equations
Dα0+u(t)+
c1 + v√
t
= 0, 0 < t < 1,
Dβ0+v(t)+
c2 + u√
t
= 0, 0 < t < 1,
u(0) = u(1) = u′(0) = v(0) = v(1) = v′(0) = 0,
(3.3)
where c1, c2 are constants satisfying
4αµΓ (α)
3n1
≤ c1 ≤ ρ[Γ (2+ α − σ1)− (α − 1)Γ (2− σ1)]
(α − 1)Γ (2− σ1) ,
4αµΓ (β)
3n2
≤ c2 ≤ ρ[Γ (2+ β − σ2)− (β − 1)Γ (2− σ2)]
(β − 1)Γ (2− σ2) .
Denote f (t, y) = c1+y√
t
, g(t, y) = c2+y√
t
. Then f , g are continuous in (0, 1] × [0,+∞) and limt→0+ f (t, ·) =
+∞, limt→0+ g(t, ·) = +∞. All conditions of Theorem 3.1 hold. Therefore, BVP (3.3) has at least one positive solution.
Example 3.2. Consider the singular system of fractional equations
D
5
2
0+u(t)+
(t − 12 )2 ln(2+ v(t))√
t
= 0, 0 < t < 1,
D
5
2
0+v(t)+
(t − 12 )2 ln(2+ u(t))√
t
= 0, 0 < t < 1,
u(0) = u(1) = u′(0) = v(0) = v(1) = v′(0) = 0.
(3.4)
Note that f , g are continuous in (0, 1] × [0,+∞) and limt→0+ f (t, ·) = +∞, limt→0+ g(t, ·) = +∞. Choosing
σ1 = σ2 = 12 and ϕ(y) = ψ(y) = ln(2 + y), then we have
√
t (t−
1
2 )
2 ln(2+y)√
t
≤ ln(2 + y), for (t, y) ∈ [0, 1] × [0,+∞).
Also ϕ,ψ : [0,+∞)→ (0,+∞) are continuous, nondecreasing functions, so condition (i) of Theorem 3.2 holds. Next set
r = 1. Then condition (ii) of Theorem 3.2 holds. Therefore, BVP (3.3) has at least one positive solution.
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