A large literature suggests that many individuals do not apply Bayes Rule correctly when making decisions that depend on them correctly pooling prior information and sample data. We replicate and extend a classic experimental study of Bayesian updating from psychology, employing the methods of experimental economics, with careful controls for the confounding effects of risk aversion. Our results show that risk aversion significantly alters inferences on deviations from Bayes Rule.
Virtually all decision making occurs in the context of information that acts as the basis for action. A pedestrian standing at the sidewalk looks both ways and then crosses. The decision to cross or not will be a function of (at least) how urgently the pedestrian wants to cross, how averse he is to being struck by a car, and his assessments of the probability that this will happen. Similarly, a bettor at the racetrack bets on a particular horse for specific odds. This decision will again be a function of the bettor's inferred probabilities and her utility function. If we observe many such decisions by the same person, and if we make some "structural assumptions," such as the functional form of the pedestrian's or bettor's utility function, and/or their probability weighting function, we can in principle infer their beliefs about the likelihood of the event of interest. We can also ask how these choice probabilities are related to the objective probabilities that "should" be inferred from the information they have. We investigate how individuals infer the probability of an uncertain event from information sufficient to generate a unique posterior probability using Bayes Rule. We apply theory, experiments, and econometric methods to evaluate how subjective beliefs are formed.
Bayes Rule provides us with a method for determining the objective relationship between information (e.g., "how fast was the horse in the last race?") with probabilities ("how likely is the horse to win this race?"). A large literature in experimental economics and psychology suggests that many individuals fail to apply Bayes Rule correctly. This literature typically assumes, explicitly or implicitly, that respondents are risk neutral. But in reality respondents exhibit preferences consistent with non-linear utility and/or probability weighting functions, so it remains unclear from these experiments whether these violations of Bayes Rule are genuine or somehow relate to non-risk neutral preferences.
We address this issue by modeling information use structurally, to establish whether apparent deviations from Bayes Rule are eliminated, diminished, or possibly even increased when we account for subjects' actual, revealed preferences toward risk.
We obtained the data on which we conducted our analysis by replicating and extending a classic experiment from psychology (Griffin and Tversky, 1992) , but now using the methods of experimental economics. We employed real monetary consequences for decisions, and used a transparent and physical mechanism to generate the uncertain outcomes. We directly elicited bets about outcomes that we could use to infer the respondent's beliefs, and directly estimated their risk attitudes using data from a separate task.
In our analysis we start by making the conventional structural assumption of subjective expected utility (SEU). With this specification, average behavior strongly violates Bayes Rule. Interestingly, this model shows respondents in a better light, in the sense that their inferred probabilities are closer to the correct one, if we impose a linear utility function on the model. However, the data reject the assumption of risk neutrality. We then allow for violations of the independence axiom by means of probability weighting, in a rank dependent utility (RDU) framework, but find that probability weighting cannot explain the observed deviations from Bayes Rule. In summary, our evidence suggests that SEU or RDU preferences influence but do not eliminate violations from Bayes Rule.
Experimental Design
We employed two choice tasks. The first was aimed at identifying risk attitudes in settings with known probabilities, and the second at eliciting subjective beliefs for events that differed in terms of the priors and sample stimuli presented to subjects. Both tasks are needed to fully evaluate the extent to which individuals correctly apply Bayes Rule.
A. Characterizing Attitudes Towards Risk
We presented subjects with 20 binary choices between lotteries, patterned on those used by Hey and Orme (1994) . Each lottery consisted of 1, 2 or 3 monetary prizes, with four possible monetary values of £0, £5, £10 or £15. Figure 1 displays a typical lottery pair. We created 60 distinct lottery pairs, and then divided them into 3 groups of 20. Each subject made choices for one of these groups. At the end of the task one of the 20 choices of each subject was selected at random and played out for money. Appendix 1 provides the complete instructions.
These data allow us to identify the risk attitudes of subjects, using the econometric methods described in Harrison and Rutström (2008) . The estimation approach can include RDU specifications as well as traditional SEU.
B. Eliciting Subjective Beliefs
In the second task subjects chose between bets concerning events with unknown probabilities.
They were provided with enough information to infer these probabilities using Bayes Rule. From the choices made, in combination with some assumptions about risk attitudes, we could estimate the subjective probabilities that best described their choices. Table 1 shows the "betting sheet" with which respondents made their choices.
The task involved a white box and a blue box, each containing ten-sided dice. The white box contained N 10-sided dice that each had 6 white and 4 blue sides, and the blue box contained similar dice that each had 6 blue and 4 white sides. The number of dice in each box varied across choice tasks (N=3, 5, 9 or 17), but the two boxes always contained the same number of dice.
At the beginning of each round we rolled a 6-sided die, with 3 blue and 3 white sides, and then selected either the white or blue box depending on the outcome of this roll. We then rolled the N dice in the selected box and announced the outcome. Hence the prior probability of the box being white or blue was 0.5, and the subject was given some sample information from the selected box with which to make more informed inferences about the color of the selected box. For example, suppose the two boxes each contained N=3 dice, and the six-sided die showed a white face. We would then roll the 3 dice in the white box and announce the number of white and blue sides that came up. The color of the selected box was not announced.
After announcing the outcome from rolling the dice, subjects were asked to place their bets.
This was framed as placing a £3 bet in each of 19 different betting houses that offer different odds on which box was selected. The £3 stake from one bookie was not transferable to another. The general form of this betting procedure for eliciting choices that depend on subjective probabilities is well known (e.g., Savage, 1971) .
For each bookie, subjects placed their £3 stake on either the blue or the white box for that bookie. One would expect that subjects would be inclined to bet on the white box when the odds were generous enough for that box, and to switch to betting on the blue box for less generous odds, where what is "generous" depends on the subjects' beliefs. For example, the odds offered by Bookie 4 imply a probability of 1/5 for the white box, and a probability of 4/5 for the blue. A risk-neutral subject would then bet on White if and only if they believed the probability the selected box was white was 1/5 or greater. The switch point therefore corresponds to an interval of betting house probabilities that the white box was chosen. Again, if the same risk-neutral subject chose White for Bookie 4 and Blue for Bookie 5, this means his subjective probability for the White box would lie in the interval [1/5, 1/4]. In this way that subjective probability is "trapped" in the classic revealed preference manner.
The recovery of subjective probabilities and beliefs requires formal theoretical and parametric assumptions, which we detail below. The essential logic is that this decision sheet is a "multiple price list," just like the decision sheet used to infer discount rates by Harrison, Lau and Williams (2002) , the decision sheet used to infer risk attitudes by Holt and Laury (2002) , and the decision sheet used to infer valuations for goods by Andersen, Harrison, Lau and Rutström (2007) . The general "multiple price list" betting interface employed here was first used by Fiore, Harrison, Hughes and Rutström (2009) .
Each subject participated for 30 rounds of this betting task, 4 rounds with N=3 dice, 14 rounds with N=5 dice, 6 rounds with N=9 dice, and 6 rounds with N=17 dice. This distribution of sample sizes was chosen to ensure that we observe roughly the same number of "extreme" samples.
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To control for possible order effects, in half of the 12 sessions we counterbalanced the order of the risk and betting tasks. In the betting task we varied the presentation of sample sizes in ascending order (i.e., first 4 rounds of 3, then 14 rounds of 5, etc.) and in descending order (6 rounds of 17, 6 rounds of 9, etc). Therefore we have an overall 2×2 design, with 4 treatments in total.
Our instructions illustrated the factors that affect betting in field betting markets, such as betting on a horse race with different bookies, and drew parallels between such naturally occurring events and our task. Subjects first read these instructions quietly; we then read them aloud and allowed time for questions. The instructions are reproduced in Appendix 1. We had 3 practice rounds with boxes containing 4 dice and hypothetical bets, so that subjects could become accustomed to the process. At the end of the 30 rounds we randomly choose one bet for each subject, and played that bet out for real consequences. 
C. General Procedures
We recruited 111 subjects from the University of Durham. Subjects were recruited using a computerized interface, after being solicited in general terms to register for paid experiments. All subjects received a £5 show up fee. Apart from the tasks described above, each subject completed a survey of demographic characteristics shown in Appendix 1. Payments for the experiment totaled £2,692, for an average payment of £24.26 per subject.
There were 12 experimental sessions, each having approximately 10 subjects. To ensure credibility, in each session a randomly selected subject acted as a monitor for the belief task, rolling the dice, counting the number of blue and white sides, and announcing the outcome. The monitor was paid a flat fee of £10 for the belief task, and participated with everyone else in the risk task.
A Subjective Expected Utility Representation

A. Bayes Rule
With no additional information from the rolling of dice from the chosen box, the probability of either box being selected is 0.5. By announcing the outcome from rolling the N dice, this prior can be updated in accordance with Bayes Rule.
3 For example, if we roll N=5 dice and get 4 dice with a white face and 1 die with a blue face, the posterior probability of the white box is 0.77.
B. A Structural Model for Risk Aversion
We assume a Constant Relative Risk Aversion (CRRA) utility function, defined as
where r is a parameter to be estimated, and y is income from the experimental choice. The utility function (1) can be estimated using maximum likelihood and a latent expected utility theory (EUT) structural model of choice. Let there be K possible outcomes in a lottery; in our lottery choice task K≤4. Under EUT the probabilities for each outcome k in the lottery choice task, pk, are the objective probabilities induced by the experimenter, so expected utility is simply the probability weighted utility of each outcome in each lottery i:
The EU for each lottery pair is calculated for a candidate estimate of r, and the index
-7-calculated, and where EU L is the "left" lottery and EU R is the "right" lottery, as displayed to the subject and illustrated in Figure 1 . This latent index, based on latent preferences, is then linked to the observed choices using a standard cumulative normal distribution function Φ(∇EU). This "probit" function takes any argument between ±∞ and transforms it into a number between 0 and 1. Thus we have the probit link function, prob(choose lottery R) = Φ(∇EU)
Thus the likelihood of the observed responses, conditional on the EUT and CRRA specifications being true, depends on the estimates of r given the above statistical specification and the observed choices. If we ignore responses that reflect indifference 4 the log-likelihood is then ln L(r; y,
where I(⋅) is the indicator function, y i =1(−1) denoting the choice of the Option R (L) lottery in risk aversion task i, and X is a vector of covariates (e.g., individual characteristics reflecting age, sex, race, and so on, or treatment dummies). The structural parameter r is modeled as a linear function of the covariates in X.
An important extension of the core model is to allow for subjects to make some errors. The notion of error is one that has already been encountered in the form of the statistical assumption (4) that the probability of choosing a lottery is not 1 when the EU of that lottery exceeds the EU of the other lottery. By varying the shape of the link function implicit in (4), one can informally imagine subjects that are more sensitive to a given difference in the index ∇EU and subjects that are not so sensitive. We use the contextual error specification proposed by Wilcox (2011) . It posits the latent index:
instead of (4), where ν is a normalizing term for each lottery pair L and R, and μ>0 is a structural "noise parameter" used to allow some errors from the perspective of the deterministic EUT model.
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Thus we extend the likelihood specification to include the noise parameter μ and maximize ln L(r, μ; y, X) by estimating r and μ, given observations on y and X. 6 Additional details of the estimation methods used, including corrections for "clustered" errors when we pool choices over subjects and tasks, are provided by Harrison and Rutström (2008; p.69ff) .
C. A Structural Model for Beliefs
The responses to the belief elicitation task can be used to draw estimates about the belief that each subject holds if we are willing to assume something about how they make decisions under risk. To allow for the general case in which we have risk aversion, we jointly estimate the subjective probability and the parameters of the utility function, following Andersen, Fountain , Harrison and Rutström (2013) . Using the schema in Table 1 , the subject that selects event W from a given bookie b receives
where πW is the subjective probability that W will occur. The payouts that enter the utility function are defined by the odds that each bookie offers, and are shown in Table 1 . For the bet offered by the first bookie, for example, these payouts are £60 and £0, so we have
5 The normalizing term ν is defined as the maximum utility over all prizes in this lottery pair minus the minimum utility over all prizes in this lottery pair, and ensures that the normalized EU difference [(EU R -EU L )/ν] remains in the unit interval. As μ → ∞ this specification collapses ∇EU to 0 for any values of EU R and EU L , so the probability of either choice converges to ½. So a larger μ means that the difference in the EU of the two lotteries, conditional on the estimate of r, has less predictive effect on choices. Thus μ can be viewed as a parameter that flattens out, or "sharpens," the link functions implicit in (4). This is just one of several different types of error story that could be used, and Wilcox (2008) provides a masterful review of the implications of the strengths and weaknesses of the major alternatives. 6 The normalizing term ν is given by the value of r and the lottery parameters, which are part of X.
We similarly define the EU received from a bet on event B as the complement of event A:
. (7) and this translates for the first bookie in Table 1 into payouts of £0 and £3.15, so we have
for this particular bookie and bet. We observe the bet made by the subject for a range of odds, so we can calculate the likelihood of that choice given values of r, πW and μ.
The rest of the structural specification is exactly the same as for the choices over lotteries with objective probabilities. Given (6) and (7), we can define the latent index that is the counterpart to (3) as
for each of the W and B bets from Table 1 . The counterpart to (4′) is then
where ν is a normalizing term for each lottery pair W and B, and calculated with the same logic as before, and ω>0 is a structural "noise parameter" for the belief choices that is used to allow some errors from the perspective of the deterministic SEU model.
Writing out the complete likelihood function, we have
for the observed choices in the task defined over objective probabilities, and
for the observed choices in the task defined over subjective probabilities. The joint estimation problem is to find values for r, πW, μ and ω that maximize the sum of (5′) and (5′′). One can think of each binary choice in the two tasks as rows in a matrix, and then (5′) as being the likelihood of the choices in the top part of the matrix and (5′′) as being the likelihood of the choices in the bottom part of the matrix.
The overall likelihood is then just the sum of the likelihoods for all choices made, whether the probabilities are objective or subjective.
It is useful to see how the estimation procedure maps back to the economics of the SEU model. Ignoring the behavioral error terms μ and ω, we need r to evaluate the utility function in (6) and (7), we need πW to calculate the EU in (6) and (7) once we know the utility values, and we need both of them to calculate the latent index in (4′′) that generate the probability of observing the choice of bet W or bet B. The joint maximum likelihood problem, again, is to find the values of these parameters that best explain observed choices in the belief elicitation tasks as well as observed choices in the lottery tasks. In effect, the lottery task allows us to identify r under EUT, since πW plays no direct role in explaining the choices in that task.
This formal analysis assumes that we are estimating one subjective probability πW. There are two simple extensions that allow us to consider our complete design, which involves the 6 posterior probabilities shown in Table 2 . The first is to assume symmetry, in the sense that the estimate of πW is treated as (1-πW) when evaluating the choices made for the corresponding task. In other words, if we only use the choices for the betting task that has posterior probability 0.60, we could directly apply the existing formal analysis. But we can also include the choices for the betting task that has posterior probability 0.40, and assume that the subjective probability for those choices is one minus the subjective probability for the choices with posterior probability 0.60. Therefore we only need to estimate one subjective probability. This seems to be an innocuous assumption, and is directly testable. The second extension is then to introduce two extra subjective probability parameters, so we have one for the betting task with posterior probability 0.6 (and 0.4 by symmetry), one for the betting task with posterior probability 0.77 (and 0.23), and one for the betting task with posterior probability 0.88 (and 0.12). Hence we have to estimate one risk attitude parameter and three subjective probabilities, along with the two behavioral error terms.
We include binary dummies in the vector X to control for procedural checks. One is whether the risk aversion task came before or after the betting task, and the other is whether the number of dice (N) was presented to subjects in an ascending or descending order in the betting task. We also include a series of individual demographic characteristics defined in a binary fashion: female (1 if the subject is female), teenager (1 if subject is less than 20 years old), white (1 if the subject described himself as white), British (1 if the subject is a British citizen), high income (1 if the subjects earn more than £10,000 per year), graduate (1 if the subject is a graduate student) and math (1 if the subject studies Economics, Finance, Engineering, Mathematics, Computer or Physical Sciences).
D. Results
Detailed estimates of all models are given in Appendix 3. We found evidence for modest risk aversion on average, consistent with the general finding for populations of this kind. The estimate for r was around 0.5, and highly significant (p<.001), but there were also significant order effects.
Subjects were more risk averse when the risk aversion came first than when it came second (see Table   A1 ). Such order effects are common in the literature (e.g., Harrison, Johnson, McInnes and Rutström , 2005) . With respect to demographic characteristics, women were significantly more risk averse than men, as were high income subjects.
Figure 2 displays the estimated subjective probabilities, pooling the symmetric cases, with reference lines showing the corresponding posterior probability using Bayes Rule. The dispersion in these distributions reflects the standard errors in the parameter estimates of the subjective probabilities, as well as variations across subjects due to differences in demographic characteristics.
There is a marked underestimation of the true Bayesian posterior probability, which becomes larger as the posterior increases from 0.6 to 0.77 and 0.88. In addition, the precision of the subjective probability estimate also declines as the posterior gets larger. Given that we pooled the symmetric cases, Figure 2 also implies a systematic overestimation of the true Bayesian posterior probability when the posterior is less than ½, becoming larger as the posterior decreases from 0.4 to 0.23 and 0.12. We return to this pattern in the next section. Figure 3 shows the corresponding estimates of subjective probability when we impose risk neutrality. The striking result is that Bayes Rule does much better than when we allow the data to determine the risk attitudes of subjects. In the risk neutral case the subjective estimate of the 0.6 posterior probability is exactly correct, and the estimates for the 0.77 and 0.88 posterior probabilities are much closer to the Bayesian posterior. Figure 4 superimposes the results from Figures 2 and 3.
The qualitative effect of risk aversion follows immediately from theory: the more risk averse the subject, the more likely she is to bet as if her subjective probability is 0.5, since this reduces the dispersion in final outcomes from all bets. 7 The log-likelihood of the risk neutral model (-92280.4 ) is significantly worse than the log-likelihood for the general model (-83967.5), as one would expect from the rejection of risk neutrality when just looking at the risk choices.
These are striking results. If one fails to correct for the non-linearity of the utility function evident in the data, as analyzed here, then one finds stronger behavioral support for the use of Bayes
Rule. But if one makes these corrections, this support melts away.
Probability Weighting with Subjective Probabilities
The stylized finding from our estimates is that subjective beliefs underestimate the true Bayesian posterior probability when the posterior is greater than 0.5, and overestimate it when the posterior is less than 0.5. Of course, that sounds a lot like the standard type of probability weighting that plays a role in RDU and Prospect Theory models of decision-making under risk. 8 Since our choices involve prizes framed entirely as gains, we examined a conventional RDU model to assess if probability weighting accounts for our results on subjective beliefs. The RDU model relaxes the Independence axiom of and extends the SEU model by allowing for non-additive decision weights on lottery outcomes.
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To calculate decision weights under RDU one first rank-orders outcomes from worst to best, and then replaces the expected utility defined by (2),
with the RDU
where
for i=1,... , n-1, and
for i=n, the subscript indicating outcomes ranked from worst to best, and where ω(p) is some probability weighting function.
The following probability weighting function popularized by Tversky and Kahneman (1992) has been widely used:
for 0<p<1. The normal assumption, backed by some evidence reviewed by Gonzalez and Wu (1999) , is that 0<<1. This gives the weighting function an "inverse S-shape," characterized by a concave section signifying the overweighting of small probabilities up to a crossover-point where ω(p)=p, beyond which there is then a convex section signifying underweighting. If >1 the function takes the less conventional "S-shape," with convexity for smaller probabilities and concavity for larger probabilities.
9 In its traditional form the RDU model assumes reduction of compound lotteries, a point we return to below. Our application here is unconventional in the application of concepts of "probabilistic sophistication" to a particular non-EUT model, in the spirit of Schmeidler (1992, 1995) and Grant (1995) . It is unconventional in the sense of assuming that individuals behave as if they distort (weight) objective probabilities, but they are otherwise probabilistically sophisticated.
There are some limitations of this probability weighting function. It does not allow independent specification of location and curvature, and is not even increasing in p for small values of . The first of these restrictions is particularly problematic in the present case, since ½ is a natural fixed point for the belief task.
Prelec (1998) offers a two-parameter probability weighting function that exhibits more flexibility than (14):
which is defined for 0<p<1, η>0 and 0<φ<1. Rieger and Wang (2006;  Proposition 2) offer a two-parameter polynomial of 3 rd degree which is defined for 0≤p≤1, unlike (15):
where 0<a<1 and 0<b<1. The parameter restrictions on a and b ensure that the function is concave
for lower values of p and then convex for larger values of p. Values of b larger than 1 would allow convex and then concave shapes, which we want to allow a priori.
To illustrate the basic logic of accounting for probability weighting, Figure 5 shows how the parameter  in (14) characterizes the probability weighting function and the decisions weights used to evaluate lottery choices. We employ the value =0.7, to illustrate how this function might account for the subjective probabilities we infer; in fact, the estimated value using this function and our data is 0.88, which is much closer to the 45  line. For simplicity here we assume lotteries with 2, 3 or 4 prizes that are equally likely when we generate the decision weights. So for the case of 2 prizes, each prize has p=½; with 3 prizes, each prize has p=⅓; and with 4 prizes, each prize has p=¼. For the 3-prize and 4-prize lottery we see the standard result: the decision weights on the largest and smallest prizes are relatively greater than the true probability, and the decision weights on the intermediate prizes are
relatively smaller than the true probability. In the belief elicitation task there were only 2 prizes per lottery, so this value of the parameter a puts greater decision weight on the smaller prize.
Each panel in Figure 5 is important for our analysis. To estimate  from the observed lottery choices with known probabilities we only need the decision weights in the right panel of Figure 5 . But to recover a subjective probability π subject to probability weighting, we only need the probability weighting function. Or rather, we need its inverse function, since it is the π in the ω(π) function that we are seeking to recover. We do not directly observe ω(p) or ω(π), but we can estimate ω(⋅) as part of the latent structure generating the observed choices in the two types of tasks, implicitly assuming that ω(p) = ω(π). Once we have ω(⋅) we can then recover π by directly applying the estimated probability weighting function, such as the one shown, for a typical , in the left panel of Figure 5 .
As noted, and shown in Figure 5 , there is one problem with this function: it imposes a fixed point at p=⅓ or p=⅔, depending on the value of a. So if it explains the underweighting of posterior probabilities greater than ½, since ω(p)<p for p>½, it fails to account for the consistent overweighting of smaller posterior probabilities ⅓≤p<½. It might be argued that, from a practical perspective, this does not matter. As can be seen in Figure 5 the estimated subjective probability for the posterior of 0.6 is only slightly less than the true Bayesian posterior, implying by symmetry that the estimated subjective probability for the posterior of 0.4 is only slightly greater than the true Bayesian posterior. Unfortunately this explanation fails. The value of  estimated from the data is much larger than the one depicted in Figure 5 . Moreover, the qualitative pattern in Figure 5 is effectively rejected by the more flexible Rieger and Wang (2006) form, which generates the estimated probability weighting function in Figure 6 for our data. As can be seen, this estimate shows overweighting of probabilities over almost the entire range. This is the exact reverse of the pattern of probability weighting than would be needed to reconcile our estimates with the Bayesian posterior probability.
Alternative Hypotheses
We have just shown that relaxing the Independence Axiom in SEU does not allow us to explain observed behavior. In this section we consider alternative approaches.
Both SEU and conventional RDU assume the reduction of compound lotteries (ROCL)
axiom. In SEU it is front and center, and explicit. In RDU it is commonly implied: for example, Quiggin (1982; p.331) writes that "...acceptance of the NM complexity axiom (that the value of a compound lottery depends only on the probability of each outcome) is implicit" in the notation he uses. However, Segal (1987 Segal ( , 1988 Segal ( , 1990 Segal ( , 1992 proposes an alternative version of RDU that does not assume ROCL. Precisely how one relaxes ROCL is a matter for important, foundational research.
Although it has taken half a century for the implications of Ellsberg (1961) to be formalized in tractable ways, we are much closer to doing so, and virtually all point to the role of ROCL in understanding uncertainty and ambiguity. One popular approach is the "smooth ambiguity model" of Klibanoff, Marinacci and Mukerji (2005) , with important parallels in Davis and Paté-Cornell (1994), Ergin and Gul (2009), Nau (2006) and Neilson (2010) . Another popular approach is due to Ghirardoto, Maccheroni and Marinacci (2004) , generalizing Gilboa and Schmeidler (1989) . These models could be used to formally explain how the decision-maker reacts to a non-degenerate subjective posterior distribution if that distribution is not collapsed down to its mean by applying ROCL. In effect, the suggestion is that decision makers have some belief that the posterior is "more or less" equal to some value, which may or may not be centered on the true posterior probability. Even if it is centered on the true posterior probability, they will exhibit uncertainty aversion or ambiguity aversion towards it when placing bets that depend on it.
Another source of hypotheses about the behavior we document and characterize is the vast literature on "background risk." The idea is to consider the effect on foreground risk taking of the existence of some zero-mean background risk that is uncorrelated with the foreground risk. When posterior probabilities arise from an updating process of the kind considered here, we might reasonably hypothesize that there could be some background risk that the probability is calculated correctly. Even in the case of zero-mean background risks, positive and negative effects on foreground risk aversion can be predicted depending on the use of EUT or RDU models, as illustrated by Eeckhoudt, Gollier and Schlesinger (1996) , Gollier and Pratt (1996) and Quiggin (2003) . Things become more complicated, and interesting, if this cognitive-load background risk has non-zero mean and is asymmetric around the true posterior probability, as suggested by Figures 2, 3 and 4.
Yet another source of alternative hypotheses comes from other specifications of decision-making under risk that relax SEU. For instance, a simple reference-dependent model of "disappointment aversion," in the spirit of Gul (1991) , might generate different utility specifications that can be used to infer latent subjective probabilities. In effect, this is a behavioral, non-SEU version of the basic methodological point of Savage (1972) , about the theoretical need to identify the model of decision making under risk at the same time as one identifies subjective probabilities. For Savage (1972) , of course, the model was SEU, but one expects that if the evidence demanded that EUT be revised, he would still insist on the need for joint identification.
Previous Literature
The closest studies to ours that also use real rewards and incentive-compatible designs are those of Grether (1992) and Holt and Smith (2009) , both of whom used a procedure to elicit or infer subjective probabilities in a Bayesian environment of priors and sample realizations.
Grether (1992) employed a variant of the Becker, DeGroot and Marshack (1964) procedure to elicit subjective probabilities. It is a variant because the usual application of that procedure involves prices rather than probabilities, but the theoretical incentive compatibility of the procedure remains.
Unfortunately, so do the problematic behavioral features of the procedure: the incentives for truth-telling are weak (Harrison, 1992) , and there is a risk of subject confusion (Rutström, 1998; Plott and Zeiler, 2005) . His statistical analysis is essentially descriptive, and there is no structural model. Holt and Smith (2009) use the same procedures as Grether (1992), and found evidence for the use of Bayes Rule when priors were close to 0.5. However, as priors deviated from 0.5, they observed a tendency to overweight low posterior probabilities and overweight high posterior probabilities. They argued that probability weighting of the posterior cannot account for their findings, since the proportional overweighting (of the same posteriors) is much greater for low priors than for priors closer to 0.5. Their structural estimation is focused on the extent to which probability weighting can account for the observed data. In part this is because they do not need to correct the elicited subjective probability reports for the non-linearity of utility.
Conclusions
Our objective has been to establish a "base camp" for attacking what we believe to be the fundamental characteristic of subjective Bayesian beliefs. This is a recognition that the stochastic process that generates posterior probabilities should be viewed as more uncertain than the stochastic process that generates risk when the probability of final outcomes is directly given. In other words, the posterior probability should be viewed as a subjective probability which may be seen by the decision-maker as subject to "uncertainty aversion" that exacerbates the effect of traditional "risk aversion." If this hypothesis is correct then the decision-maker will make choices that differ from those that would be made if she was neutral towards uncertainty. Consequently, the subjective posterior probability inferred from observed choices will differ depending on whether one allows for the possibility of uncertainty aversion. Previous analyses of subjective Bayesian decision-making, including our own here, have assumed that the subject is neutral towards the uncertainty that is involved in the use of an inferred posterior probability.
To address this hypothesis one would need theoretical, experimental and econometric extensions of our approach. The theoretical extensions are to state structures in which uncertainty (or ambiguity, as it is often called) plays a non-degenerate role: for example, Gilboa and Schmeidler (1989) , Ghirardoto, Maccheroni and Marinacci (2004) , Klibanoff, Marinacci and Mukerji (2005) and Gilboa, Postlewaite and Schmeidler (2008) . The extensions of experimental and econometric design require that one construct tasks that allow those structures to be identified.
Our approach is motivated by the same puzzle that has spurred the development of models towards uncertainty. Something tells us that behavior towards an event that has a 50% chance of occurring with probability 0 and a 50% probability of occurring with probability 1 could reasonably differ from behavior towards an event that has a 100% chance of occurring with probability 0.5. Yet, by some readings and axioms, these are not even two different states of the world, even though one can easily envisage distinct physical processes for each. 10 Our version of this puzzle is that one could reasonably expect behavior to differ when a decision-maker is credibly told that the probability of some event is 0.87 compared to when he is credibly given priors and sample realizations that imply, under Bayes Rule, a posterior probability of 0.87. We hypothesize that the reasons for differences in behavior in these two puzzles are fundamentally the same.
10 In many physical processes, for example, threshold effects can lead to extreme outcomes rather than intermediate ones.
So one person might believe the threshold has been exceeded, and another person might believe it has not. 
Appendix 1: Experimental Instructions (NOT FOR PUBLICATION)
The exact layout of the instructions can be viewed by accessing machine-readable versions available from the authors. A horizontal line indicates a page break in the original instructions.
A. Risk Attitudes Task
Stage 2: INSTRUCTIONS
We will now continue with Stage 2 of the experiment.
This stage is about choosing between lotteries with varying prizes and chances of winning. You will be shown 20 lottery pairs, and from each pair you will choose the lottery you prefer. You will actually get the chance to play one of the lotteries you choose, and will be paid according to the outcome of that lottery, so you should think carefully about your preferences.
On the accompanying sheet there is an example lottery pair.
The outcome of the lotteries will be determined by the roll of a 100-sided die that is numbered from 1 to 100. The numbers that will determine each outcome are shown below each lottery.
In the example the left lottery pays five pounds (£5) if the number is between 1 and 40 (a 40% chance), and it pays fifteen pounds (£15) if it is between 41 and 100 (a 60% chance).
The lottery on the right pays five pounds (£5) if the number drawn is between 1 and 50 (a 50% chance), ten pounds (£10) if the number is between 51 and 90 (a 40% chance), and fifteen pounds (£15) if the number is between 91 and 100 (a 10% chance).
The size of the pie slices represent the chances of earning each payoff.
Each lottery pair will be shown on a separate sheet of paper. On each sheet you should indicate your preferred lottery by ticking the appropriate box. After you have worked through all the lottery pairs, please raise your hand.
You will then roll a 20-sided die to determine which pair of lotteries will be played out, and the 100-sided die to determine the outcome of the chosen lottery.
For instance, suppose the lottery on the accompanying page was chosen to pay off and you rolled a 42 on the 100-sided die. If you had picked the lottery on the left you would win £15, while if you had picked the lottery on the right you would have won £5. Therefore, your payoff is determined by three things:
• which lottery pair is chosen to be played out using the 20-sided die; • which lottery you selected, the left or the right, for the chosen lottery pair;
• the outcome of that lottery when you roll the 100-sided die. This is not a test of whether you can pick the best lottery in each pair, because none of the lotteries are necessarily better than the others. Which lotteries you prefer is a matter of personal taste.
Please work silently, and think carefully about each choice.
All payoffs are in cash, and are in addition to the £5 show-up fee that you receive just for being here.
B. Betting Task
Stage 3: INSTRUCTIONS
What you will do
In this stage of the experiment you will be betting on the outcomes of uncertain events. Usually we bet on events like football matches or elections, but in this task the events will be random choices made by the experimenter between two boxes, one blue and the other white. The experimenter will not tell you which box was chosen. At the start each box will have the same chance of being chosen, but once it has been chosen the experimenter will give you some information to help you work out the chances that it was blue or white. Armed with this information, you will make bets on which box was chosen.
The procedure, which is summarized on the accompanying picture, is as follows. The experimenter will first choose the box by rolling a 6-sided die with three blue and three white sides. If blue comes up he will choose the blue box, if white comes up he will choose the white one.
Both the white and blue boxes contain several dice, each having 10 sides. Both boxes have the same number of dice, which will vary over the course of the experiment. The dice in the blue box always have 6 blue sides and 4 white ones, while those in the white box have 4 blue sides and 6 white ones.
The experimenter will roll all the dice in the chosen box and tell you how many blue and white sides came up. He will not tell you which box was chosen.
Because the dice in the blue box have more blue sides than those in the white box, knowing the number of blue and white sides that come up can help you work out the chances that each box was chosen. For example, if more blue sides come up this means it is more likely to be the blue box, and if more white sides come up it is more likely to be the white box.
Once you have the information about the dice rolls, you will then make bets on which box was chosen.
About betting
You will be making bets with several betting houses or "bookies," just as you might bet on a football game or a horse race.
To familiarize you with betting, we will illustrate how it works with the example of a horse race.
Imagine a two horse race between Blue Bird and White Heat. Several bookies offer different odds for both horses. The table below shows the odds offered by three bookies along with the amounts they would pay if you staked £10 on the winning horse. The earnings are calculated by multiplying the odds by the stake. In this experiment you will be making bets on which box was chosen using a Below are three important points about betting.
1. Your belief about the chances of each outcome is a personal judgment that depends on information you have about the different events. For the horse race, you may have seen previous races or read articles about them. In the experiment the information you have about whether the blue or white box was chosen will be how many blue and white faces came up.
2. Even if you believe Event X is more likely to occur than Event Y, you may want to bet on Y because you find the odds attractive. For example, even if you believe White Heat is most likely to win you may want to bet on Blue Bird because you find the odds attractive. To illustrate, suppose you personally believe that Blue Bird has a 40% chance of winning and White Heat has a 60% chance of winning. This means that if you bet £10 on Blue Bird with Bookie A you believe there is a 40% chance of receiving £50.00 and a 60% chance of receiving nothing. You may find this more attractive than betting on White Heat, which you believe offers a 60% chance of 12.50 and a 40% chance of nothing.
3. Your choices might also depend on your willingness to take risks or to gamble. There is no right choice for everyone. In a horse race you might want to bet on the longshot since it will bring you more money if it wins, but you also might want to bet on the favorite since it is more likely to win something.
For each bookie, whether you would choose to bet on Blue Bird or White Heat will depend on three things: your judgment about how likely it is each horse will win, the odds offered by the bookie, and how much you like to gamble or take risks.
Your choices
Now you are familiarized with odds, we can go back to the experimental betting task. Recall that the experimenter will first make a random choice of a blue or white box. Then he will roll the dice in the chosen box and tell you how many white and blue sides came up. Then you will consider the chances that the box chosen was blue or white, and make a series of bets.
You have a booklet of record sheets. Each record sheet shows the bookies you will be dealing with, and the odds they offer. There are 19 bookies on each sheet, and each offer different odds for the two outcomes. Take a minute to look at one such record sheet, shown on the next page.
There will be 30 separate events, and 19 bookies offer odds for each event. You will make bets at all 19 bookies for all 30 events.
For each bet, you have a £3 stake, and the record sheet shows the payoffs you will receive if you bet on the box that was actually chosen.
There is a separate record sheet for each of the 30 events. On each sheet you should circle W or B to indicate the bet you want to make with all 19 bookies.
One and only one of the bets in the entire experiment will pay off for real. Therefore, please consider each bet as if it is the only one that will be paid out. After you have placed all your bets, you will roll a 30-sided die to determine which event will be played out, and a 20-sided die to determine which bookie will determine your earnings.
C. Demographic Questionnaire
In this survey most of the questions asked are descriptive. We will not be grading your answers and your responses are completely confidential. Please think carefully about each question and give your best answers.
1.
What 
11.
Please circle the category below that describes the total amount of income before tax earned in the calendar year 2007 by the people in your household (as "household" is defined in question 10).
[Consider all forms of income, including salaries, tips, interest and dividend payments, scholarship support, student loans, parental support, social security, alimony, and child support, and others.]
01
Less than £10,000 02 £10,000 -£19,999 03 £20,000 -£29,999 04 £30,000 -£49,999 05 Over £50,000
12.
Please circle the category below that describes the total amount of income before tax earned in the calendar year 2007 by your parents.
[Consider all forms of income, including salaries, tips, interest and dividend payments, social security, alimony, and child support, and others.]
01
Less than £10,000 
Appendix 3: Detailed Estimation Results (NOT FOR PUBLICATION)
Apologies for these tables being "in Stata," but the format is reasonably standard. Estimates of the behavioral error terms use a log-transform to ensure that the parameter is non-negative; the delta method is used under Table A1 to illustrate how one should infer the correct underlying parameter. Similarly, the subjective probabilities in Tables A2 and A3 are constrained to lie in the unit interval, using the transform π = 1/(1+exp(κ)), where κ is the parameter estimated and π is the inferred probability. Thus the numerical algorithm finding the maximum likelihood estimates can vary κ between ±∞ to evaluate numerical derivatives, while π is constrained to lie in the unit interval. Again, the delta method can be used to infer point estimates and standard errors for π from estimates of κ. Finally, the number of observations in Tables A2, A3 and A4 are inflated because we employ "frequency weights" of 50 for every observed choice from the risk task: there are actually 2,220 choices, as shown in Table A1 , but these appear then to be 50×2,220 = 111,000 observations. These weights ensure that the estimated risk parameters are based primarily on the choices from the risk tasks. The number of observations in Tables A2 and A3 is greater because their analysis contains the data from both the risk and the belief task. 
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