Abstract-Novel decision-feedback (DF) linear prediction (LP) receivers, which process multiple samples per symbol interval in conjunction with optimal sample combining, are proposed for differential space-time modulation (DSTM) over Rayleigh fast-fading channels. Performance analysis demonstrates that multisampling DF-LP receivers outperform their symbol-rate sampling counterpart in fast fading substantially. In addition, an asymptotically tight upper bound on the pairwise error probability is derived. In view of this bound, the design criterion of DSTM for fast fading is the same as that for block-wise static fading. To avoid the estimation of the second-order statistics of the channel, a polynomial-model-based DF-LP receiver is proposed. It can approach the performance of the optimum DF-LP receiver at high signal-to noise ratios, provided fading is moderate.
- [3] is an extension of the standard single-antenna differential phase-shift keying (DPSK) modulation to multiple-antenna systems. Both of them can work in the presence or in the absence of channel state information. Performance degradation of DSTM due to the unknown channel is 3 dB in signal-to-noise ratio (SNR) over quasi-static fading channels. The theory based on group codes [2] , [3] simplifies the design and implementation of DSTM. Specifically, by restricting the group to be Abelian, Hochwald and Sweldens [3] introduced a class of diagonal space-time signals.
The early work on signal reception assumed that the fading process keeps constant over two DSTM symbols. However, the land mobile channel is time selective, usually modeled according to Jakes [4] . It has been well known that differential demodulation of DPSK suffers an irreducible floor of bit-error rate (BER) over such channels. A similar error floor was observed for differential detection of DSTM as well [5] [6] [7] [8] . Specifically, it was found that the effective Doppler shift is Paper approved by M.-S. Alouini, the Editor for Modulation and Diversity Systems of the IEEE Communications Society. Manuscript received May 6, 2002 ; revised December 3, 2002 . This work was supported in part by the Singapore Millennium Foundation.
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Digital Object Identifier 10.1109/TCOMM.2003.814213 increased times for diagonal DSTM, where stands for the number of transmit antennas. To a large extent, the "faster" fading experienced by DSTM smears its diversity advantage. If fading is adequately fast, increasing the number of transmit antennas actually deteriorates the performance of a differential detector [8] .
Decision-feedback (DF) detection based on linear prediction (LP) has been applied in [6] [7] [8] to reduce the error floor of DSTM over time-selective fading channels. Compared with competing alternatives, such as block detection [9] and sequence detection [10] , the DF-LP receiver is characterized by its low complexity. Despite large gains achieved by DF-LP receivers over the differential detector, the performance is still unsatisfactory in fast-fading channels because of the increased effective Doppler shift. Multisampling, usually at the Nyquist rate, is an effective way to improve the performance of LP receivers in fast-fading channels [11] [12] [13] [14] . When signals are subject to noticeable Doppler spread, one sample per symbol interval is no longer a sufficient statistic. For that reason, the purpose of this paper is to develop new DF-LP receivers for DSTM by sampling the received signal twice or more per symbol interval.
The remainder of the paper is divided into five sections. Section II presents the DSTM system model. Multisampling DF-LP receivers are introduced in Section III for diagonal DSTM. Section IV is devoted to the performance analysis of multisampling DF-LP receivers. Numerical results are reported in Section V. Finally, conclusions are drawn in Section VI.
Throughout this paper, matrices (vectors) are represented in bold upper (lower) case.
is the -by-identity (null) matrix, denotes the complex conjugate, transpose, Hermitian transpose, pseudoinverse, stands for the Kronecker product, stands for the determinant (trace) of a matrix, and represents the Frobenius norm.
II. SYSTEM MODEL Consider a multiple-antenna communication system over a flat-fading channel displayed in Fig. 1 [2] , [3] . Every bits to be transmitted at time instant are mapped to matrix . Before transmission, the matrices are differentially encoded in a fashion similar to DPSK [2] , [3] (1)
In this paper, we only consider diagonal signals of the form [3] (2) where
. Optimal values of for 1, 2, and up to 5 are tabulated in [3] through exhaustive search. For almost all these diagonal DSTM constellations, it is possible to construct Gray mapping to assign information bits to signal matrix [8] . The fading processes for , are assumed to be complex normal and spatially independent. For Jakes' U-shaped Doppler spectrum, the autocorrelation of the fading process is given by [4] ( 3) where is the zeroth-order Bessel function of the first kind, and is the maximum Doppler frequency shift. Unlike [5] [6] [7] [8] , we do not restrict the fading process to be constant during a symbol interval. This gives the receiver an opportunity to benefit from multisampling when fading gets faster. Likewise, the noises are assumed to be independent across both time and space, and are identically distributed. Because of the power normalization, the average bit SNR at each receive antenna is . Let denote the sampling period, where is the duration of a phase-shift keying (PSK) symbol, and is the number of samples extracted during each symbol interval. The receiver front end is an ideal low-pass filter with a cutoff frequency , which is customary for sampling at faster than symbol rate [11] , [13] , [21] . The noise samples at the output of this filter will be uncorrelated, but the variance is increased to . Pulse shaping is implemented at the transmitter. Suppose that we adopt a pulse such that no intersymbol interference (ISI) is generated at the sampling points otherwise.
Such pulses can be designed in a way similar to "partial-response" signals [15] at the expense of some excess bandwidth. An example is the so-called "multi-Nyquist" pulse [16] where is a classical Nyquist pulse. If we select , then the bandwidth of will be limited to , hence, no distortion after passing through the receiver filter. When , has a half-sine-shape spectrum with bandwidth , decaying to zero smoothly. This pulse is akin to the popular raised-cosine pulse with a rolloff factor one. In addition, is sufficient with respect to performance in most situations. Accordingly, we limit to avoid too much bandwidth expansion in this paper, even if the analysis is valid for arbitrary values of . The receiver structure can be extended to the case of no excess bandwidth. In principle, the resulted ISI might be cancelled by maximum-likelihood sequence detection (MLSD) [11] , [13] , [16] .
Since we consider diagonal , the received signal of the th receive antenna at time instant is given by (4) where the discrete time index is expressed in units of , 1 except for , the th diagonal entry of . Define the fading vector for the th receive antenna during the th symbol interval as . Stacking these vectors for different yields a matrix . All of the matrices constitute a fading sample matrix that represents the relevant fading samples seen by . By defining the received signal matrix and noise matrix accordingly, we obtain the matrix representation of the signal model (5) When , the foregoing model degenerates to the DPSK scenario.
III. DF-LP RECEIVER
Using (1), we can rewrite (5) as (6) It is evident that the knowledge of is required to detect . The optimum LP for by past signals , , has the form (7) where is the prediction order and is the -byprediction coefficient matrix.
should minimize the mean-square error (MSE) between and . Analogous to the symbol-rate sampling receiver for DPSK [17] , it can be shown that this is equivalent to minimizing (8) where and . It indicates that we need to design the linear predictor for the fading-plus-noise process . Since the fading processes are independent in space, the LP is decoupled between different pairs of antennas. This means that, in essence, only one linear predictor needs to be designed for the process , . Define , , where (9) are the fading-plus-noise samples, with representing rounding toward minus infinity and . This particular form of the time index is caused by noncontiguity of the samples in time (see Fig. 2 , which shows that the samples are contiguous in time for DPSK, but not for diagonal DSTM).
are to be linearly predicted from the most recent samples , each equipped with a separate linear predictor , namely, there are linear predictors in total. The prediction tap matrix has an alternative expression , where each is a matrix. Then can be factored as . Furthermore, we define correlation matrices , , and that are independent of the antenna indexes. The th entries of these matrices are given by (10) respectively, where is the autocorrelation coefficient of the sampled fading process, and for , and is zero, otherwise.
The optimal predictor taps are easily obtained through the Wiener-Hopf equation [18] . Nevertheless, the existence of correlated samples bearing the same information symbol calls for a diversity-combining strategy to collect signal energy effectively.
To specify the combiner, we might view this problem as a special case of coherent maximum-ratio combining (MRC), where channel estimation is provided by LP. Since the channel estimate is a vector of complex Gaussian random variables, the residual error can be considered an equivalent colored Gaussian noise, whose correlation matrix equals . As a result of noise correlation, the conventional MRC is not optimum. A usual approach in such a situation is to incorporate a noise-whitening filter prior to combining [19] , [20] , which can be obtained by the Cholesky factorization , where is an upper triangular matrix. After noise decorrelation, we have . Now the equivalent noise is white within one symbol interval. The optimal combiner in this situation is MRC, leading to (11) where the prediction tap matrix has been combined with (symmetric) to form a single weighting matrix (12) This way, the noise-whitening filter does not appear explicitly. For a good linear predictor , the elements of can be small, thereby possibly leading to of large elements. To prevent numerical problems in practical implementation, we suggest the normalization as .
Let be decomposed into . Then (7) becomes (13) In DF receivers, previously detected matrices replace true signals, yielding the decision (14) Compared to symbol-rate sampling DF-LP receivers, there are two distinctions in (14) . One distinction is that the multisampling DF-LP receiver uses -by-prediction coefficient matrices rather than scalar coefficients, when viewed at the PSK symbol level. Another is that a noise-whitening filter is incorporated following the Wiener-Hopf linear predictor.
The optimum LP described above requires knowledge of the autocorrelation function of the fading-plus-noise process. A way to estimate the autocorrelation was to make the linear predictor adaptive by means of, e.g., the recursive least-squares (RLS) algorithm [17] . However, this incurs extra computational complexity. An alternative is presented in the remainder of this section that does not rely on the autocorrelation function. There has been "blind" LP for fading channels based on appropriate deterministic models to mimic the temporal fading correlation [14] , [21] . It is known that the fading process can be modeled as a polynomial in time due to its bandlimited nature [21] . If we apply a th-order polynomial model, then , where are the coefficients of the polynomial. To derive the predictor taps for prediction of , , it is convenient to view this as an equivalent problem of linearly predicting from . We define a matrix reflecting past samples as
Then the tap vector for , is given by the least-squares solution , where is the unit vector [21] . Suppose that the modeling error is negligible in comparison with the noise. Note that this is not always true. It is only treated as such for derivation of the noise-whitening filter. Under this condition, the estimation error is mainly due to the background Gaussian noise where and denote the Gaussian noise vector associated with and , respectively. The covariance matrix may be approximated by Because the constant does not affect the decision, it can be dropped to result in a weighting matrix (15) which has the salient feature that it does not depend on channel statistics, either. The predictor includes Bin and Ho's predictor [14] as a special case of , where fading was modeled as an unknown Doppler frequency and a firstorder Taylor series expansion was applied. However, as will be demonstrated in Section V, the inclusion of the proposed noise-whitening filter translates into improved performance relative to [14] .
If the fading rate is moderate, a polynomial model may approximate the fading process accurately. Then the weight matrix (15) has near-optimum performance at high SNR. On the other hand, if the channel fades so fast that the polynomial model is no longer accurate, the weight matrix (15) may result in performance loss.
IV. PERFORMANCE ANALYSIS
In this section, the performance of multisampling DF-LP receivers for DSTM is analyzed. The analysis is applicable to DF-LP DSTM receivers with arbitrary prediction taps. Let us begin with the derivation for the pairwise error probability (PEP) for genie-aided DF-LP receivers, where the feedback is assumed to be error free.
Assuming is transmitted, the decision is given by
The matrix identity yields (16) Noting that the diagonal matrices in the product commute, (16) can be rewritten as (17) Further, since the DSTM is diagonal, no cross-product term of the receive signals exists in (17) . Consequently, the decision statistic can be expanded into the summation of statistically independent random variables (18) Equation (18) implies that an error occurs if , where and .
Let us write the decision statistic into a Hermitian quadratic form
, where and is a -by-permutation matrix (19) The correlation matrix of the complex Gaussian random vector has a partitioned form (20) The characteristic function of can be expressed as [22] 
where are the eigenvalues of . The particular expressions , , and signify their dependency on , but not on . Because is comprised of independent components, the characteristic function of is simply the product of terms (21), raised to the th power. The probability of error is given by [21] ( 22) It is known that the above integral can be expressed as the sum of residues of the function over the right-half complex plane. However, numerical computation tends to be unstable for high-order poles (that are frequently encountered in multiantenna communications). Hence, the Gauss-Chebyshev quadrature-based integration technique [23] , [24] is adopted in this paper to evaluate the integral of (22) .
Note that once channel statistics and the linear predictor are fixed, is governed by . Due to symmetry of the PSK constellation, , namely, , and thereby, should be invariant when is changed to . Once is known, is either or , where for are the singular values of the matrix [3] . But both values result in the same performance. It implies that the performance of the DF-LP DSTM receiver depends on only through the singular value . The foregoing exact expression (22) for the PEP provides little insight to the dependence on system parameters. In such a situation, a bound on the error probability is more insightful. A Chernoff upper bound was presented in [8] for symbol-rate sampling. However, the Chernoff bound may be loose for many applications.
For multisampling receivers with optimal LP, we derive an upper bound on the PEP (see the Appendix) (23) At high SNR, the bound (23) provides tight approximations to the error probability for "good" DF-LP receivers. 2 In the ideal case, as , the bound coincides with the true error probability. Since typically has small elements, even if nonzero, for a "good" linear predictor at high SNR, the bound is asymptotically close to the true error rate. The smaller the elements of are, the tighter the bound will be. The implication of the bound (23) is twofold. First, the bound depends again on the singular values . Larger singular values translate into better performance. Second, should be made large for a good linear predictor, as the error probability is inversely proportional to . This new bound is applicable to the symbol-rate sampling receiver as well. It can be checked that, asymptotically, the new bound differs at least by a factor of 8/3 for , and 16/5 for , , respectively, in comparison to the Chernoff bound for the symbol-rate sampling receiver [8] .
Owing to the symmetry of the diagonal group constellation, the BER does not depend on which matrix is sent. Hence, the union bound on the BER for genie-aided DF-LP receivers for Gray-mapped DSTM is approximated by [11] In the ideal case, as , the error event corresponding to the minimum diversity product [3] would be dominant, so that (24) where is the number of error events corresponding to the minimum diversity product. In light of the asymptotic behavior, the issue of DSTM constellation design over fast-fading channels is bypassed. We conclude that if a constellation performs well when coherently detected, hence, having large , it is also capable of performing well in fast-fading channels, provided an effective linear predictor can be constructed such that the elements of are sufficiently small. In other words, the design criterion remains unchanged.
If the influence of feedback errors is taken into account, the actual BER of DF-LP receivers is usually, but not always, doubled. By modeling the error propagation as a Markov chain, Schober et al. [25] recently showed that the increment in BER strongly depends on the predictor coefficients (for DPSK and Gaussian channels). Sometimes, there is no increase in BER at all. We prefer to assess the impact of erroneous feedback on the DF-LP receiver of DSTM by computer simulation in Section V. 2 The Chernoff bound has better accuracy at low SNR. 
V. NUMERICAL RESULTS AND DISCUSSION
In this section, numerical results for the performance of DSTM are reported.
is used to represent the BER unless otherwise stated. We concentrate on rate-1 DSTM [3, Table I ] using one reception antenna. The third-order LP is used throughout, i.e., . The performance of the coherent multisampling receiver is included as a benchmark, since it might be unfair to compare with a symbol-rate sampling coherent receiver. We might view a coherent receiver as the extreme case of the LP receiver, where the fading gains are somehow predicted perfectly. Hence, the PEP of the coherent receiver can be evaluated in the same way as described in (19)- (22) , except that the correlation matrix is changed to
When
, it can be checked that multisampling results in no improvement for the coherent or noncoherent receiver. However, multisampling and symbol-rate sampling receivers behave differently as increases. The performance of a coherent symbol-rate sampling receiver for is the same as that for , since the fading gains are mutually independent for diagonal DSTM. In contrast, the performance of a coherent multisampling receiver improves with increasing . That is, it can benefit from the implicit time diversity of fast fading. Likewise, the multisampling DF-LP receiver can benefit from the implicit diversity, as well.
Figs. 3 and 4 depict the union bounds on the BER of twosample DF-LP receivers for DSTM over fading channels with and , respectively. The two figures show that, though the performance of symbol-rate sampling DF-LP receivers is acceptable for , irreducible error floor appears when . In the latter case, the performance of symbol-rate sampling receivers actually deteriorates with an increasing number of transmit antennas. The advantage of multisampling is obvious, as significant improvement is achieved over symbol-rate sampling. No error floor is observed for the range of SNR considered.
The performance of the two-sample DF-LP receiver can improve with increasing number of transmit antennas if the fading is not too fast. However, it is worth noting that increasing from two to three only worsens the performance of the twosample DF-LP receiver for , unless the SNR is very high. This may be explained by referring to Fig. 2 . Since the samples for DSTM are noncontiguous (with the spacing proportional to ), the correlation between the samples is weaker when is increased to three. Multisampling will not be as effective as for . Likewise, we expect that multisampling is less effective for larger . On the other hand, it will be most effective for DPSK. For instance, the performance difference between the coherent multisampling receiver and the DF-LP receiver is less than 5 dB for (DBPSK) in Fig. 3 . However, the gap is 7.5 dB for and 10 dB for , respectively, at high SNR.
The tightness of the upper bound (23) is demonstrated in Fig. 5  for and various values of over a fading channel with . It is seen that the bound gets tighter with increasing SNR. When and , the bound converges to the exact PEP at high SNR. The bound is a bit loose when . This is because the effective Doppler shift is 0.18 in this case, and the linear predictor is no longer "good" for so fast fading. Fig. 6 demonstrates the performance of the polynomial model-based multisampling DF-LP receiver with for and . The order of the polynomial is . We compare the performance of the optimum DF-LP receiver, the polynomial model-based receiver with and without the noise decorrelator, and with the modification suggested in [14] ( 25) This modification only balances the SNR for the predicted samples, so the performance is not as good as our proposed noisewhitening filter. As clearly shown in Fig. 6 , the polynomial model-based DF-LP receiver with noise decorrelation performs close to the optimum one at high SNR. Without the noise decorrelator, the performance loss is more than 5 dB asymptotically. Little improvement is observed if the modification in (25) is applied.
Simulation results are also included in Fig. 6 to assess the impact of erroneous feedback. To check the accuracy of the analytic results assuming correct feedback, the exact theoretic BER for this two-antenna constellation is shown in Fig. 6 , rather than the union bound. Since this constellation comprises four matrices , 0, 1, 2, 3, with the generator [3] , it equates to a DQPSK scheme with two-fold diversity combining. Analogous to the analysis of DQPSK [17] , its performance, in case of correct feedback, has an exact form where , .
The influence of using detected symbols as feedback on the BER of multisampling receivers is small. As evidenced in Fig. 6 , the resultant BER is uniformly less than . Similar phenomena were observed for other values of and . For example, there is nearly no increase in BER at high SNR for . It is seen that, however, the polynomial model-based DF-LP receiver exhibits performance loss at low SNR. This is caused by noise enhancement associated with the polynomial-based linear predictor. Although a noise decorrelator is inserted after the linear predictor, the design of the linear predictor itself does not consider the existence of noise. It is sufficient to consider the fading process alone to reduce the error floor, which appears at high SNR, but a performance penalty is inevitable at low SNR where noise predominates the performance. This is analogous to the decorrelation detector in multiuser detection, which also suffers from noise enhancement at low SNR. To avoid excess noise enhancement, the linear predictor should be redesigned to take noise into account. But this requires the knowledge of the SNR. Moreover, the terms in the polynomial do not play equally important roles. This, in turn, requires knowledge of the powers of . Avoidance of noise enhancement at low SNR is an open subject of future research.
VI. CONCLUSIONS
Multisampling DF-LP receivers have been proposed for diagonal DSTM as well as DPSK over fast Rayleigh fading channels. The novelty was manifested in the properties that the receiver uses prediction matrices rather than scalars, and a noise decorrelator is incorporated. The proposed multisampling receiver is new, even for DPSK. In addition, a DF-LP receiver based on the polynomial model of the fading process was proposed to bypass estimation of the second-order statistics of the channel. Performance analysis applicable to arbitrary prediction taps was carried out. Moreover, an upper bound on the PEP was derived for optimum multisampling DF-LP receivers, which is increasingly tight for smaller prediction error. A useful conclusion drawn from the bound is that the design criterion of DSTM constellation does not need any change in fast-fading channels. Numerical results showed that significant improvement was achieved by the multisampling receiver. Computer simulation results are in good agreement with theoretic analysis.
APPENDIX
We derive the upper bound for multisampling DF-LP receivers with optimal LP in this Appendix. The derivation relies on the asymptotic eigenanlysis in [26] and [27] . An eigenanalysis for as defined in (19) and (20) seems difficult. Instead, we split appearing in the decision statistic using the Cholesky decomposition (26) After this decomposition, can be written in another form, , where . Bearing in mind the principle of orthogonality for optimal LP [18] , the correlation matrix of has a simple partitioned form where is the autocorrelation matrix of . The eigenvalues of satisfy (27) In this form, all partitions are functions of , hence, the eigenvalues of will be related to those of . Note that the partitions are commutative, and are invertible unless is an eigenvalue of or , too. It can be shown that is never an eigenvalue of or . Hence, the identity for the determinant of a partitioned matrix under such circumstances implies that After canceling common terms, we arrive at (28) Recalling the Hermitian nature of an autocorrelation matrix, can be diagonalized as , where is real and diagonal, and is unitary. Then, since , we have
Let
, then the eigenvalues of are the solutions to the equations
Define . The eigenvalues are given by which apparently occur in positive-negative pairs. Because the characteristic function deduced either from or from is the characteristic function of , they must have the same expression. Then the two sets of eigenvalues must be equal.
Such a structure of eigenvalues has important consequences. It is easy to check that the poles of the characteristic function conform to the structure of [27, eq. (25) ]. Accordingly, an upper bound is given by [27, eq. (33) ] (30) Unlike noncoherent schemes in block-wise static fading or coherent schemes [26] , asymptotic tightness is not always guaranteed here. It depends on the linear predictor. Note that this upper bound gets tighter as 's increase. If the linear predictor is good, i.e., has small elements, the eigenvalues 's will be large. Then the bound will be tight. Otherwise, it will not be tight, even at high SNR.
