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FINITE ELEMENT APPROXIMATION OF A PHASE FIELD MODEL
FOR VOID ELECTROMIGRATION
JOHN W. BARRETT† , ROBERT NU¨RNBERG†§ , AND VANESSA STYLES‡¶
Abstract. We consider a fully practical ﬁnite element approximation of the nonlinear degenerate
parabolic system
γ ∂u
∂t
−∇.( b(u)∇[w + αφ] ) = 0 , w = −γΔu + γ−1Ψ′(u) , ∇.( c(u)∇φ) = 0
subject to an initial condition u0(·) ∈ [−1,1] on u and ﬂux boundary conditions on all three equations.
Here γ ∈ R>0, α ∈ R≥0, Ψ is a non-smooth double well potential, and c(u) := 1+u, b(u) := 1−u2 are
degenerate coeﬃcients. The degeneracy in b restricts u(·, ·) ∈ [−1, 1]. The above, in the limit γ → 0,
models the evolution of voids by surface diﬀusion in an electrically conducting solid. In addition
to showing stability bounds for our approximation; we prove convergence, and hence existence of
a solution to this nonlinear degenerate parabolic system in two space dimensions. Furthermore,
an iterative scheme for solving the resulting nonlinear discrete system is introduced and analysed.
Finally, some numerical experiments are presented.
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1. Introduction. Interconnect lines on microelectronic circuits usually contain
small voids or cracks due to the extreme thermal stress that they are exposed to when
cooled to room temperature during the production process. The applied electric ﬁeld
and interfacial tension cause surface diﬀusion; that is, atoms diﬀuse from one part of
the void boundary to another. The void eﬀectively “drifts” through the conductor,
changing its shape as it does so. If the void becomes large enough to sever a line,
it causes an open circuit. As producers try to reduce the dimensions of microchips
further and further, these circuit failures become more and more frequent. Hence
there is great interest in understanding the mechanism that leads to this phenomenon
known as void electromigration. For further details, see e.g. [28, 12] and the refer-
ences therein. As the height of interconnect lines are extremely thin compared to the
dimensions of the base, voids fully penetrate in this vertical direction. Hence a two
dimensional model in the plane suﬃces.
Let Ω := (−L1, L1)×(−L2, L2) be the rectangular domain in R2, representing the
interconnect line, with boundary ∂Ω. At any time t ∈ [0, T ], let the region occupied by
the void be Ω−(t) ⊂⊂ Ω with boundary Γ(t). Then the electric ﬁeld in the conducting
region, Ω+(t) := Ω \Ω−(t), is E = −∇φ, where the potential φ at any time t ∈ [0, T ]
satisﬁes
Δφ = 0 in Ω+(t), ∂φ
∂νΓ(t)
= 0 on Γ(t) ,(1.1a)
∂φ
∂ν = 0 on ∂1Ω, 2
∂φ
∂ν + φ = g
± := x1 ± 2 on ∂±2 Ω ;(1.1b)
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νΓ(t) being the unit normal to Γ(t) pointing into Ω
−(t). In the above ∂Ω = ∂1Ω∪∂2Ω,
where ∂1Ω ∩ ∂2Ω = ∅ and
∂2Ω = ∂
−
2 Ω ∪ ∂+2 Ω with ∂±2 Ω := {±L1} × [−L2, L2] ,
and ν is the outward unit normal to ∂Ω; see the sketch below. Hence ∂1Ω is the insu-
lated boundary of Ω, whilst the Robin boundary conditions on the ends ∂±2 Ω model
a uniform parallel electric ﬁeld, φ ≈ x1 as L1 →∞. We note that one could alterna-
tively model this with either (a) the Dirichlet condition φ = x1 or (b) the Neumann
condition ∂φ∂ν = ±1 on ∂±2 Ω. However, in deriving energy bounds it is convenient to
have a Robin condition; see (1.8) below. The motion of the void boundary, Γ(t), then
evolves according to the law
(1.2) V = −Δs [α1 κ − α2 φ ] on Γ(t) ,
where V is the velocity of Γ(t) in the direction of νΓ(t), Δs is the surface Laplacian
≡ ∂2∂s2 , s being arc-length, and κ is the curvature of Γ(t) (positive where Ω−(t) is con-
vex). Here α1 ∈ R>0 and, without loss of generality, α2 ∈ R≥0 are given parameters
depending on the conductor. The ﬁrst term on the right hand side of (1.2) is surface
diﬀusion due to interfacial tension, which models atoms moving around the boundary
to positions of large curvature; whereas the second term is surface diﬀusion due to the
electric ﬁeld. The void electromigration model is then the coupled system (1.1a,b)
and (1.2).
If α2 = 0, then a local existence result for the motion (1.2) can be found in [14].
Moreover, they showed that a global solution exists if the initial curve, Γ(0), is close
to a circle and that it converges to a circle. For α2 ≥ 0, the motion preserves the area
enclosed by the closed curve Γ(t) since
d
dt
[m(Ω−(t))] = −
∫
Γ(t)
V ds = 0 ,
where m(D) is the measure of a domain D. In addition, for α2 = 0 this motion
decreases the length of the interface since
d
dt [m(Γ(t))] = −
∫
Γ(t)
V κ ds = −α1
∫
Γ(t)
[ ∂κ∂s ]
2 ds ≤ 0 .
A circular voidmoving at a constant speed is a solution of (1.1a,b) and (1.2), in the
case of an inﬁnite conductor: that is, for any αi ∈ R≥0, R ∈ R>0 and z = (z1, z2) ∈ R2,
(1.3a) Γ(t) := {x ∈ R2 : (x1 − z1(t))2 + (x2 − z2)2 = R2}, z1(t) := z1 + 2α2R t
with the corresponding electric potential
(1.3b) φ(x, t) = [x1 − z1(t)]
(
1 + R
2
(x1−z1(t))2+(x2−z2)2
)
solves (1.1a,b) and (1.2) with
(1.3c)
Ω in (1.1a) replaced by R2, and (1.1b) replaced by ∇φ→ (1, 0)T as |x| → ∞.
Observe that (1.2) reduces to V = −2α2R2 [x1 − z1(t)] on Γ(t). The explicit solution
(1.3a,b) was ﬁrst noted in [18].
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A number of authors, see e.g. [9, 19, 28], have considered a direct ﬁnite element
approximation of (1.1a,b) and (1.2). This involves the explicit tracking of the approx-
imate void boundary, approximating surface derivatives on it and the remeshing of
the approximation to Ω+(t) in order to approximate φ. This direct approach breaks
down at singularities, where there is a change in topology of the interface due to either
the break up or the coalescence of voids. In this paper we will consider a diﬀuse inter-
face/phase ﬁeld model of the original “sharp interface” void electromigration model
(1.1a,b) and (1.2). The advantage of a phase ﬁeld method is that the interface is
implicitly embedded and is not tracked explicitly. Moreover, this approach can cope
with the voids changing topology. One should also note that the phase ﬁeld approach
carries across unchanged to the three dimensional problem.
x
1−L1 L1
x2
−L2
L2 ∂+2 Ω∂
−
2 Ω
∂1Ω
∂1Ω
Ω
uγ = −1
uγ = +1
|uγ | < 1
We introduce the interfacial parameter γ ∈ R>0 and the conserved order param-
eter uγ(·, t) ∈ K := [−1, 1] ⊂ R, where at any time t ∈ [0, T ] uγ(·, t) = −1 denotes
the void and uγ(·, t) = +1 denotes the conductor, while the void boundary is ap-
proximated by the uγ(·, t) = 0 contour line inside the |uγ(·, t)| < 1 interfacial region.
We introduce also the chemical potential wγ(·, t) and the electric potential φγ(·, t).
The sharp interface model, (1.1a,b) and (1.2), is then approximated by the following
nonlinear degenerate parabolic system:
(Pγ) Find functions uγ : Ω× [0, T ]→ K and wγ , φγ : Ω × [0, T ]→ R such that
γ
∂uγ
∂t −∇.( b(uγ)∇[wγ + αφγ ] ) = 0 in ΩT := Ω× (0, T ],(1.4a)
wγ = −γΔuγ + γ−1Ψ′(uγ) in ΩT , where |uγ | < 1,(1.4b)
uγ(x, 0) = u
0
γ(x) ∈ K ∀ x ∈ Ω,(1.4c)
∂uγ
∂ν
= b(uγ)
∂[wγ+αφγ ]
∂ν
= 0 on ∂Ω × (0, T ] ,(1.4d)
∇.( c(uγ)∇φγ) = 0 in ΩT ,(1.4e)
c(uγ)
∂φγ
∂ν
= 0 on ∂1Ω× (0, T ], c(uγ) ∂φγ∂ν + φγ = g± on ∂±2 Ω× (0, T ] .(1.4f)
In (1.4a–f), γ > 0 and α ≥ 0 are given constants and
(1.5) Ψ(s) :=
{
1
2
(
1− s2) if s ∈ K,
∞ if s ∈ K,
is an obstacle free energy which restricts uγ(·, ·) ∈ K. In addition, we deﬁne the
degenerate diﬀusion coeﬃcients
(1.6) c(s) := 1 + s, b(s) := 1− s2 = c(s) c(−s) ∀ s ∈ K.
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If α = 0, then (1.4a–d) collapses to (Qγ), the degenerate Cahn–Hilliard equation.
Existence of a solution to (Qγ), which is a fourth order degenerate parabolic equation
for uγ as b(uγ) can take on zero values, can be found in [13]. Degenerate parabolic
equations of higher order exhibit some new characteristic features which are funda-
mentally diﬀerent to those for second order degenerate parabolic equations. The key
point is that there is no maximum or comparison principle for parabolic equations of
higher order. This drastically complicates the analysis since a lot of results which are
known for second order equations are proven with the help of comparison techniques.
Related to this is the fact that there is no uniqueness result known for (Qγ). Although
there is no comparison principle, one of the main features of (Qγ) is the fact that one
can show existence of a solution with |uγ| ≤ 1 if given initial data |u0γ | ≤ 1. This is in
contrast to linear parabolic equations of fourth order.
Moreover, it is shown in [10] by using the techniques of formal asymptotic expan-
sions that the zero level sets of uγ , the solution to (Qγ) for a ﬁxed γ > 0, converge
as γ → 0 to an interface, Γ(t), evolving according to the geometric motion (1.2) with
α1 =
π2
16 and α2 = 0. Furthermore, on the zero level sets of uγ the chemical potential
wγ tends to the curvature κ of the limiting interface Γ(t). This limiting motion of
surface diﬀusion is a purely local geometric motion for the interface and is in contrast
to the non-local Mullins–Sekerka motion, which is the limiting motion of (Qγ) with
a constant diﬀusion term b in place of the degenerate b, (1.6). It is a straightforward
matter to extend the technique of formal asymptotic expansions in [10] for (Qγ) to
(Pγ) and one obtains that the zero level sets of uγ , the solution to (Pγ) for a ﬁxed
γ > 0, converge as γ → 0 to an interface, Γ(t), evolving according to the modiﬁed
motion (1.2) with α1 =
π2
16 and α2 =
π α
4 ; see [23] for details. Hence the limiting sharp
interface motion of (Pγ) is the void electromigration model, (1.1a,b) and (1.2), for a
suitable choice of α and on rescaling time. Note that (1.4e,f) with the choice (1.6) is
the natural diﬀuse interface approximation of (1.1a,b). We remark that for both (Pγ)
and (Qγ) the formal asymptotics yield that the interface thickness is approximately
γ π.
A phase ﬁeld approximation of (1.1a,b) and (1.2), which is very similar to (Pγ),
has been considered in [8]. The only diﬀerence is in the choice of mobility b(s) = b0 ∈
R>0 for |s| < 1 and b(s) = 0 otherwise. An alternative phase ﬁeld approximation of
(1.1a,b) and (1.2), where the diﬀusion coeﬃcient b is non-degenerate and depends on
|∇u|2 as opposed to u itself, is considered in [22, 21]. Finally, an alternative ﬁxed mesh
approximation of (1.2–c) is considered in [20] and in [25]. Both are based on a local
level set approach to approximate (1.2) and, for α > 0, a modiﬁed immersed interface
method for approximating (1.1a,b). The former requires approximating fourth order
partial diﬀerential equations for the scalar level set variable.
We should stress that there is no analysis of any of the above numerical ap-
proaches to (1.1a,b) and (1.2). In this paper we introduce and analyse a ﬁnite ele-
ment approximation of the degenerate phase ﬁeld model (Pγ), which approximates
the sharp interface motion (1.1a,b) and (1.2) in the limit γ → 0. There is very little
work on the numerical analysis of degenerate parabolic equations of fourth order: for
work on the thin ﬁlm equation see [2, 29, 17], for thin ﬁlm ﬂows in the presence of
surfactants see [5]; and for work on degenerate Cahn–Hilliard systems see [3, 4, 1]. In
all of these papers, although stability bounds were proved in space dimensions d = 1
and 2, the main convergence result was restricted to one space dimension. However,
recently Gru¨n, [16], has proved convergence in two space dimensions of a ﬁnite ele-
ment approximation to the thin ﬁlm equation. This approach was extended in [7] to
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prove convergence in two space dimensions of a ﬁnite element approximation to the
thin ﬁlm equation in the presence of surfactants and repulsive van der Waals forces.
It is the aim of this paper to adapt the techniques in [3, 4, 16] to propose and prove
convergence of a ﬁnite element approximation of (Pγ), and hence prove existence of
a solution to (Pγ).
The basic ingredients of our approach are some key energy estimates. First, we
relate F to c and G to b by the identities
(1.7) c(s)F ′′(s) = 1 and b(s)G′′(s) = 1 .
Knowing c and b, recall (1.6), the above identities determine F and G up to a linear
term. Furthermore we have that F and G are convex. As the analysis in this paper
is for a ﬁxed γ, for the remainder of this paper we drop the γ subscripts in (Pγ) for
notational convenience. One can then derive formally the following energy estimates
for (P). Testing (1.4e) with φ yields that
(1.8)
∫
Ω
c(u) |∇φ|2 dx+ 12
∫
∂2Ω
φ2 ds ≤ 12
∫
∂2Ω
g2 ds ,
where g := g± ≡ ±(2 + L1) on ∂±2 Ω. Testing (1.4e) with F ′(u) and noting (1.7) and
(1.8) yields that
(1.9)∣∣∣∣∫
Ω
∇φ .∇u dx
∣∣∣∣= ∣∣∣∣∫
Ω
c(u)∇φ .∇[F ′(u)] dx
∣∣∣∣ ≤ 2 [∫
∂2Ω
g2 ds
] 1
2
[∫
∂2Ω
[F ′(u)]2 ds
] 1
2
.
Testing (1.4a) with w and (1.4b) with ∂u∂t , combining and noting (1.6) and (1.8) yields
that
d
dt
∫
Ω
[
1
2 γ |∇u|2 + γ−1Ψ(u)
]
dx+ 12 γ
−1
∫
Ω
b(u) |∇w|2 dx
≤ 12 α2 γ−1
∫
Ω
b(u) |∇φ|2 dx ≤ α2 γ−1
∫
Ω
c(u) |∇φ|2 dx
≤ 12 α2 γ−1
∫
∂2Ω
g2 ds .(1.10)
Testing (1.4a) with G′(u) and (1.4b) with −Δu, combining and noting (1.7), (1.5)
and (1.9) yields that
γ d
dt
∫
Ω
G(u) dx+ γ
∫
Ω
|Δu|2 dx ≤
∫
Ω
∇(γ−1 u− αφ) .∇u dx
≤ γ−1
∫
Ω
|∇u|2 dx+ 2α
[∫
∂2Ω
g2 ds
] 1
2
[∫
∂2Ω
[F ′(u)]2 ds
] 1
2
.(1.11)
It is the goal of this paper to derive a ﬁnite element approximation of (P) that is
consistent with the energy estimates (1.8) – (1.11). Following [3], we impose the
| · | ≤ 1 constraint of the discrete approximation to u as a constraint and require
equation (1.4b) only where |u| < 1. In addition, in order to derive a discrete analogue
of the energy estimates (1.9) and (1.11) we adapt a technique introduced in [29, 17]
for deriving a discrete entropy bound for the thin ﬁlm equation.
This paper is organised as follows. In section 2 we formulate a fully practical ﬁnite
element approximation of the degenerate system (P) and derive discrete analogues of
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the energy estimates (1.8)–(1.11). In section 3 we prove convergence, and hence
existence of a solution to the system (P) in two space dimensions. In section 4 we
introduce and prove convergence of a “Gauss–Seidel type” iterative scheme for solving
the nonlinear discrete system for the approximations of u and w at each time level.
Finally, in section 5 we present some numerical experiments.
Notation and auxiliary results. For D ⊂ Rd, d = 1 or 2, we adopt the
standard notation for Sobolev spaces, denoting the norm of Wm,q(D) (m ∈ N, q ∈
[1,∞]) by ‖ · ‖m,q,D and the semi-norm by | · |m,q,D . We extend these norms and
semi-norms in the natural way to the corresponding spaces of vector and matrix
valued functions. For q = 2,Wm,2(D) will be denoted by Hm(D) with the associated
norm and semi-norm written as, respectively, ‖ · ‖m,D and | · |m,D. For notational
convenience, we drop the domain subscript on the above norms and semi-norms in
the case D ≡ Ω. Throughout (·, ·) denotes the standard L2 inner product over Ω. In
addition we deﬁne ∫−η := 1
m(Ω)
(η, 1) ∀ η ∈ L1(Ω) .
For later purposes, we recall the following compactness results. Let X, Y and Z
be Banach spaces with a compact embedding X ↪→ Y and a continuous embedding
Y ↪→ Z. Then the embeddings
{ η ∈ L2(0, T ;X) : ∂η
∂t
∈ L2(0, T ;Z) } ↪→ L2(0, T ; Y )(1.12a)
and { η ∈ L∞(0, T ;X) : ∂η∂t ∈ L2(0, T ;Z) } ↪→ C([0, T ]; Y )(1.12b)
are compact and a generalised version of (1.12a), where the time derivative is replaced
by a time translation, holds. That is, any bounded and closed subset E of L2(0, T ;X)
with
(1.12c) lim
θ→0
{
sup
η∈E
‖η(·, ·+ θ) − η(·, ·)‖L2(0,T−θ;Z)
}
= 0
is compact in L2(0, T ; Y ), see [26].
It is convenient to introduce the “inverse Laplacian” operator G : Y → Z such
that
(1.13) (∇[Gz],∇η) = 〈z, η〉 ∀ η ∈ H1(Ω),
where Y :=
{
z ∈ (H1(Ω))′ : 〈z, 1〉 = 0} and Z := {z ∈ H1(Ω) : (z, 1) = 0}. Here and
throughout 〈·, ·〉 denotes the duality pairing between (H1(Ω))′ and H1(Ω). The well-
posedness of G follows from the generalised Lax–Milgram theorem and the Poincare´
inequality
(1.14) |η|0 ≤ C ( |η|1 + |(η, 1)| ) ∀ η ∈ H1(Ω).
We note also for future reference Young’s inequality
(1.15) r s ≤ θ2 r2 + 12θ s2 ∀ r, s ∈ R, θ ∈ R>0 .
Throughout C denotes a generic constant independent of h, τ and ε; the mesh
and temporal discretization parameters and the regularization parameter. In addition
C(a1, · · ·, aI) denotes a constant depending on the arguments {ai}Ii=1. Furthermore
·() denotes an expression with or without the superscript . Finally, we deﬁne for
any s ∈ R
[s]− := min{s, 0}, [s]+ := max{s, 0}, [s]K := max{−1,min{s, 1}}(1.16a)
and s := max{z ∈ Z : z ≤ s}.(1.16b)
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2. Finite element approximation. We consider the ﬁnite element approxi-
mation of (P) under the following assumptions on the mesh:
(A) Let Ω be a rectangular domain. Let {T h}h>0 be a quasi-uniform family of
partitionings of Ω into disjoint open simplices σ with hσ := diam(σ) and
h := maxσ∈T h hσ, so that Ω = ∪σ∈T hσ. In addition, it is assumed that all
simplices σ ∈ T h are right-angled.
We note that the right-angled simplices assumption is not a severe constraint, as there
exist adaptive ﬁnite element codes that satisfy this requirement, see e.g. [24].
Associated with T h is the ﬁnite element space
Sh := {χ ∈ C(Ω) : χ |σ is linear ∀ σ ∈ T h} ⊂ H1(Ω).
We introduce also
Kh := {χ ∈ Sh : |χ| ≤ 1 in Ω} ⊂ K := {η ∈ H1(Ω) : |η| ≤ 1 a.e. in Ω} .
Let J be the set of nodes of T h and {pj}j∈J the coordinates of these nodes. Let
{χj}j∈J be the standard basis functions for Sh ; that is χj ∈ Sh and χj(pi) = δij
for all i, j ∈ J . The right angle constraint on the partitioning is required for our
approximations of b(·) and c(·), see (2.12a,b) and (2.9a,b) below, but one consequence
is that
(2.1)
∫
σ
∇χi .∇χj dx ≤ 0 i = j, ∀ σ ∈ T h.
We introduce πh : C(Ω)→ Sh , the interpolation operator, such that (πhη)(pj) = η(pj)
for all j ∈ J . A discrete semi-inner product on C(Ω) is then deﬁned by
(2.2) (η1, η2)
h :=
∫
Ω
πh(η1(x) η2(x)) dx =
∑
j∈J
mj η1(pj) η2(pj),
where mj := (1, χj) > 0. The induced discrete semi-norm is then
(2.3) |η|h := [ (η, η)h ] 12 =
(∫
Ω
πh[η2] dx
) 1
2
∀ η ∈ C(Ω).
We introduce also the L2 projection Qh : L2(Ω)→ Sh deﬁned by
(2.4) (Qhη, χ)h = (η, χ) ∀ χ ∈ Sh .
On recalling (1.6) and (1.7), we then deﬁne functions F and G such that
c(u)∇[F ′(u)] = ∇u and b(u)∇[G′(u)] = ∇u; that is,
(2.5) F ′′(s) = 1
c(s)
= 1
1+s
and G′′(s) = 1
b(s)
= 1
c(s) c(−s) =
1
1−s2 .
We take F, G ∈ C∞(−1, 1), such that
(2.6) F (s) = (1 + s) log(1+s
2
) + (1− s) and G(s) = 1
2
[F (s) + F (−s)] ;
and, for computational purposes, we replace F, G for any ε ∈ (0, 1) by the regularized
functions Fε, Gε : R→ R such that
Fε(s) :=
{
F (ε− 1) + (s− ε+ 1)F ′(ε− 1) + (s−ε+1)22 F ′′(ε− 1) s ≤ ε− 1
F (s) s ≥ ε− 1 ,
Gε(s) :=
1
2 [Fε(s) + Fε(−s)] .(2.7)
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Hence Fε, Gε ∈ C2,1(R) with the ﬁrst two derivatives of Fε given by
F ′ε(s) :=
{
F ′(ε− 1) + (s− ε+ 1)F ′′(ε− 1) s ≤ ε− 1
F ′(s) s ≥ ε− 1
and F ′′ε (s) :=
{
F ′′(ε− 1) s ≤ ε− 1
F ′′(s) s ≥ ε− 1 ,
respectively. We note for later purposes that for all s ∈ K
(2.8a) 1
2
≤ F ′′ε (s) ≤ ε−1, 12 F ′′ε (s) ≤ G′′ε(s) ≤ [ε (2− ε)]−1 ≤ ε−1 ;
and for all s1, s2 ∈ K with s1 = s2
(2.8b) 1
2
F ′ε(s1) − F ′ε(s2)
s1 − s2 ≤
G′ε(s1)−G′ε(s2)
s1 − s2 .
Similarly to the approach in [29, 17], we introduce Λε : S
h → [L∞(Ω)]2×2 such
that for all zh ∈ Sh and a.e. in Ω
Λε(z
h) is symmetric and positive semi-deﬁnite,(2.9a)
Λε(z
h)∇πh[F ′ε(zh)] = ∇zh.(2.9b)
We now give the construction of Λε. Let {ei}2i=1 be the orthonormal vectors in R2,
such that the jth component of ei is δij, i, j = 1 → 2. Given non-zero constants βi,
i = 1 → 2; let σ̂({βi}2i=1) be the reference open simplex in R2 with vertices {p̂i}2i=0,
where p̂0 is the origin and p̂i = βi ei, i = 1→ 2. Given a σ ∈ T h with vertices {pji}2i=0,
such that pj0 is the right-angled vertex, then there exists a rotation matrix Rσ and
non-zero constants {βi}2i=1 such that the mapping Rσ : x̂ ∈ R2 → pj0 + Rσx̂ ∈ R2
maps the vertex p̂i to pji , i = 0→ 2, and hence σ̂ ≡ σ̂({βi}2i=1) to σ. For any zh ∈ Sh ,
we then set
(2.10) Λε(z
h) |σ:= Rσ Λ̂ε(ẑh) |σ̂ RTσ ,
where ẑh(x̂) ≡ zh(Rσx̂) for all x̂ ∈ σ̂ and Λ̂ε(ẑh) |σ̂ is the 2× 2 diagonal matrix with
diagonal entries, k = 1→ 2,
(2.11)
[Λ̂ε(ẑ
h) |σ̂]kk :=
⎧⎨⎩
ẑh(p̂k)−ẑh(p̂0)
F ′ε(ẑh(p̂k))−F ′ε(ẑh(p̂0)) ≡
zh(pjk )−zh(pj0 )
F ′ε(zh(pjk ))−F ′ε(zh(pj0 ))
if zh(pjk) = zh(pj0),
1
F ′′ε (ẑh(p̂0))
≡ 1
F ′′ε (zh(pj0 ))
if zh(pjk) = z
h(pj0).
As RTσ ≡ R−1σ , ∇zh ≡ Rσ ∇̂ẑh, where x ≡ (x1, x2)T , ∇ ≡ ( ∂∂x1 , ∂∂x2 )T , x̂ ≡ (x̂1, x̂2)T
and ∇̂ ≡ ( ∂∂x̂1 , ∂∂x̂2 )T , it easily follows that Λε(zh) constructed in (2.10) and (2.11)
satisﬁes (2.9a,b). It is this construction that requires the right angle constraint on
the partitioning T h. In a similar fashion we introduce Ξε : Sh → [L∞(Ω)]2×2 such
that for all zh ∈ Sh and a.e. in Ω
Ξε(z
h) is symmetric and positive semi-deﬁnite,(2.12a)
Ξε(z
h)∇πh[G′ε(zh)] = ∇zh.(2.12b)
We extend the construction (2.10) – (2.11) for Λε to Ξε.
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In addition to T h, let 0 = t0 < t1 < . . . < tN−1 < tN = T be a partitioning
of [0, T ] into possibly variable time steps τn := tn − tn−1, n = 1 → N . We set
τ := maxn=1→N τn. For any given ε ∈ (0, 1), we then consider the following fully
practical ﬁnite element approximation of (P):
(Ph,τε ) For n ≥ 1 ﬁnd {Φnε , Unε ,Wnε } ∈ Sh ×Kh × Sh such that
(Λε(U
n−1
ε )∇Φnε ,∇χ) +
∫
∂2Ω
Φnε χ ds =
∫
∂2Ω
g χ ds ∀ χ ∈ Sh ,(2.13a)
γ
(
Unε −Un−1ε
τn
, χ
)h
+ (Ξε(U
n−1
ε )∇[Wnε + αΦnε ],∇χ) = 0 ∀ χ ∈ Sh ,(2.13b)
γ (∇Unε ,∇[χ− Unε ]) ≥ (Wnε + γ−1 Un−1ε , χ− Unε )h ∀ χ ∈ Kh,(2.13c)
where g as in (1.8) and U0ε ∈ Kh is an approximation of u0 ∈ K, e.g. U0ε ≡ Qhu0, or
U0ε ≡ πhu0 if u0 ∈ C(Ω).
Remark 2.1. We note that in the case α = 0, (2.13b,c) collapses to an approxi-
mation of the degenerate Cahn–Hilliard equation, (1.4a–d) with α = 0, discussed in
the multi-component context in [4, pp731–734].
Below we recall some well-known results concerning Sh for any σ ∈ T h, χ, zh ∈
Sh, m ∈ {0, 1}, p ∈ [1,∞] and q ∈ (2,∞] :
|χ|1,σ ≤ C h−1σ |χ|0,σ ;(2.14)
|χ|m,r,σ ≤ C h−2 (
1
p− 1r )
σ |χ|m,p,σ for any r ∈ [p,∞] ;(2.15)
|(I − πh)η|m ≤ C h2−m |η|2 ∀ η ∈ H2(Ω) ;(2.16)
|(I − πh)η|m,q ≤ C h1−m |η|1,q ∀ η ∈W 1,q(Ω) ;(2.17) ∫
σ
χ2 dx ≤
∫
σ
πh[χ2] dx ≤ 4
∫
σ
χ2 dx ;(2.18)
|(χ, zh)− (χ, zh)h| ≤ |(I − πh)(χ zh)|0,1 ≤ C h1+m |χ|m |zh|1 .(2.19)
It follows from (2.4) that
(2.20) (Qhη)(pj) =
(η, χj)
(1, χj)
∀ j ∈ J =⇒ |Qhη|0,∞ ≤ |η|0,∞ ∀ η ∈ L∞(Ω).
Finally, as we have a quasi-uniform family of partitionings, it holds that
(2.21) |(I −Qh)η|m ≤ C h1−m |η|1 ∀ η ∈ H1(Ω).
We deﬁne Zh := {zh ∈ Sh : (zh, 1) = 0} ⊂ Y h := {z ∈ C(Ω) : (z, 1)h = 0}. Then,
similarly to (1.13), we introduce Gh : Y h → Zh such that
(2.22) (∇[Ghz],∇χ) = (z, χ)h ∀ χ ∈ Sh .
We introduce the “discrete Laplacian” operator Δh : Sh → Zh such that
(2.23) (Δhzh, χ)h = −(∇zh,∇χ) ∀ χ ∈ Sh .
We note for future reference, as we have a quasi-uniform family of partitionings and
as Ω is convex, that for all zh ∈ Sh
(2.24) |zh|1,s ≤ C |Δhzh|0 , for any s ∈ (1,∞) ;
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see for example [6, Lemma 3.1].
We introduce for all ε ∈ (0, 1), cε : K → [ε, 2] and bε : K → [ε (2 − ε), 1] deﬁned,
on recalling (2.5), (2.7), (2.8a) and (1.16a), by
cε(s) := [c(s)− ε]+ + ε = 1
F ′′ε (s)
≥ 1
F ′′(s)
= c(s) ,(2.25a)
bε(s) := 2
cε(s) cε(−s)
cε(s) + cε(−s) =
1
G′′ε (s)
≥ 1
G′′(s)
= b(s) .(2.25b)
Lemma 2.2. Let the assumptions (A) hold and let ‖ · ‖ denote the spectral norm
on R2×2. Then for any given ε ∈ (0, 1) the functions Λε, Ξε : Sh → [L∞(Ω)]2×2
satisfy for all zh ∈ Kh, ξ ∈ R2 and for all σ ∈ T h
ε ξT ξ ≤ min
x∈σ
cε(z
h(x)) ξT ξ ≤ ξT Λε(zh) |σ ξ ≤ max
x∈σ
cε(z
h(x)) ξT ξ ≤ 2 ξT ξ ,(2.26a)
ε (2 − ε) ξT ξ ≤ min
x∈σ
bε(z
h(x)) ξT ξ ≤ ξT Ξε(zh) |σ ξ ≤ max
x∈σ
bε(z
h(x)) ξT ξ ≤ ξT ξ ,
(2.26b)
ξT Ξε(z
h) |σ ξ ≤ 2 ξT Λε(zh) |σ ξ .(2.26c)
Proof. The desired results (2.26a–c) follow from the construction of Λε and Ξε,
cf. (2.10) and (2.11), (2.25a,b) and (2.8a,b).
Lemma 2.3. Let the assumptions (A) hold. Then for any given ε ∈ (0, 1) the
functions Λε : S
h → [L∞(Ω)]2×2 and Ξε : Sh → [L∞(Ω)]2×2 are such that for all
zh ∈ Kh and for all σ ∈ T h
max
x∈σ ‖{Λε(z
h) − cε(zh) I}(x)‖ ≤ hσ |∇[cε(zh)] |0,∞,σ ≤ hσ |∇zh |σ | ,(2.27a)
max
x∈σ ‖{Ξε(z
h)− bε(zh) I}(x)‖ ≤ hσ |∇[bε(zh)] |0,∞,σ ≤ 2 hσ |∇zh |σ | ,(2.27b)
where I is the 2× 2 identity matrix.
Proof. Adopting the notation of (2.10), we have from (2.11), (2.25a), (1.6) and
the Lipschitz continuity of cε that
max
x∈σ ‖{Λε(z
h) − cε(zh) I}(x)‖ = max
x̂∈σ̂
‖{Λ̂ε(ẑh)− cε(ẑh) I}(x̂)‖
= max
x̂∈σ̂
max
k=1→2
| [Λ̂ε(ẑh)]kk − cε(ẑh)(x̂) | ≤ hσ |∇̂[cε(ẑh)] |0,∞,σ̂
= hσ |∇[cε(zh)] |0,∞,σ ≤ hσ |∇zh |σ |,
where we have noted that [Λ̂ε(ẑ
h) |σ̂ ]kk = cε(ẑh(ξ̂(k))) ≡ cε(zh(ξ(k))) with ξ(k) ≡
Rσ ξ̂(k) ∈ σ for some point ξ̂(k) ∈ σ̂. Hence we obtain the desired result (2.27a). The
desired result (2.27b) follows similarly to the above on noting the Lipschitz continuity
of bε, see (2.25b).
Lemma 2.4. Let the assumptions (A) hold and Un−1ε ∈ Kh. Then for all ε ∈ (0, 1)
and for all h, τn > 0 there exists a solution {Φnε , Unε ,Wnε } to the n-th step of (Ph,τε )
with
∫−Unε = ∫−Un−1ε . {Φnε , Unε } is unique. In addition, Wnε is unique if there exists
j ∈ J such that Unε (pj) ∈ (−1, 1). Moreover, it holds that
(Λε(U
n−1
ε )∇Φnε ,∇Φnε ) + 12 |Φnε |20,∂2Ω ≤ 12 |g|20,∂2Ω,(2.28)
|(∇Φnε ,∇Un−1ε )| ≤ 2 |g|0,∂2Ω |πh[F ′ε(Un−1ε )]|0,∂2Ω(2.29)
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and
E(Unε ) + 12
[
γ |Unε − Un−1ε |21 + γ−1 |Unε − Un−1ε |2h
]
+ 1
2
γ−1 τn | [Ξε(Un−1ε )]
1
2 ∇Wnε |20 ≤ E(Un−1ε ) + 12 α2 γ−1 τn |g|20,∂2Ω ,(2.30a)
where
(2.30b) E(Unε ) := 12 [ γ |Unε |21 − γ−1 |Unε |2h ] .
Furthermore, it holds that
γ (Gε(U
n
ε ) −Gε(Un−1ε ), 1)h + γ τn |ΔhUnε |2h ≤ ε−1 γ |Unε − Un−1ε |2h
+ τn (∇Wnε ,∇[Unε − Un−1ε ] ) + τn (∇[γ−1Unε − αΦnε ],∇Un−1ε ) .(2.31)
Proof. Given Un−1ε ∈ Kh, it follows immediately from (2.26a) and a Friedrich’s
inequality that there exists a unique solution Φnε ∈ Sh to (2.13a). In order to prove
existence of a solution {Unε ,Wnε } ∈ Kh × Sh to (2.13b,c), we introduce, similarly to
(2.22), for qh ∈ Kh the discrete anisotropic Green’s operator Ghqh : Zh → Zh such
that
(2.32) (Ξε(q
h)∇[Ghqhzh],∇χ) = (zh, χ)h ∀ χ ∈ Sh.
It follows immediately from (2.26b) and (1.14) that Gh
qh
is well-posed. It follows from
(2.13b) and (2.32) that
(2.33) Wnε ≡ −αΦnε − γ GhUn−1ε [
Unε −Un−1ε
τn
] + λn,
where λn ∈ R is a constant. Hence (2.13b,c) can be restated as: Find Unε ∈
Kh(Un−1ε ) := {χ ∈ Kh : χ−Un−1ε ∈ Zh} and a Lagrange multiplier λn ∈ R such that
for all χ ∈ Kh
γ
[
(∇Unε ,∇(χ− Unε )) + (GhUn−1ε [
Unε −Un−1ε
τn
], χ− Unε )h
]
≥ (γ−1Un−1ε − αΦnε + λn, χ− Unε )h.(2.34)
It follows from (2.34) that Unε ∈ Kh(Un−1ε ) is such that for all χ ∈ Kh(Un−1ε )
(2.35)
γ
[
(∇Unε ,∇(χ− Unε )) + (GhUn−1ε [
Unε −Un−1ε
τn
], χ− Unε )h
]
≥ (γ−1Un−1ε −αΦnε , χ−Unε )h.
There exists a unique Unε ∈ Kh(Un−1ε ) solving (2.35) since, on noting (2.32), this is
the Euler–Lagrange variational inequality of the strictly convex minimization problem
min
zh∈Kh(Un−1ε )
{
γ
2
|zh|21 + γ2 τn |[Ξε(Un−1ε )]
1
2 ∇Gh
Un−1ε
(zh − Un−1ε )|20
−(γ−1 Un−1ε − αΦnε , zh)h
}
.
Existence of the Lagrange multiplier λn in (2.34) then follows from standard optimi-
sation theory, see e.g. [11]. Therefore we have existence of a solution {Unε ,Wnε } ∈
Kh × Sh to (2.13b,c). If |Unε (pj)| < 1 for some j ∈ J then πh[1 − (Unε )2] ≡ 0 and
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choosing χ ≡ Unε ± δπh[1− (Unε )2] in (2.34) for δ > 0 suﬃciently small yields unique-
ness of λn and, on noting (2.33), uniqueness of Wε. Furthermore, choosing χ ≡ 1 in
(2.13b) yields
∫−Unε = ∫−Un−1ε .
The bound (2.28) follows immediately from choosing χ ≡ Φnε in (2.13a) and
applying (1.15). Choosing χ ≡ πh[F ′ε(Un−1ε )] in (2.13a), and noting (2.9b) and (2.28)
yields that
|(∇Φnε ,∇Un−1ε )| =
∣∣∣∣∫
∂2Ω
(g −Φnε )πh[F ′ε(Un−1ε )] ds
∣∣∣∣ ≤ 2 |g|0,∂2Ω |πh[F ′ε(Un−1ε )]|0,∂2Ω
and hence the desired result (2.29). Choosing χ ≡ Wnε in (2.13b) and χ ≡ Un−1ε in
(2.13c) yields that
γ (Unε − Un−1ε ,Wnε )h + τn (Ξε(Un−1ε )∇[Wnε + αΦnε ],∇Wnε ) = 0,(2.36a)
γ (∇Unε ,∇[Un−1ε − Unε ]) ≥ (Wnε + γ−1Un−1ε , Un−1ε − Unε )h.(2.36b)
On noting the elementary identity
2 r (r − s) = (r2 − s2) + (r − s)2 ∀ r, s ∈ R,
it follows from (2.36a,b), (2.30b), (1.15) and (2.26c) that
E(Unε ) + 12
[
γ |Unε − Un−1ε |21 + γ−1 |Unε − Un−1ε |2h
]
+ γ−1 τn | [Ξε(Un−1ε )]
1
2 ∇Wnε |20
≤ E(Un−1ε ) − α γ−1 τn (Ξε(Un−1ε )∇Φnε ,∇Wnε )
≤ E(Un−1ε ) + γ−1 τn2
[
| [Ξε(Un−1ε )] 12 |∇Wnε |20 + 2α2 | [Λε(Un−1ε )] 12 ∇Φnε |20
]
.
(2.37)
Hence the desired result (2.30a) follows from (2.37) and (2.28).
Choosing χ ≡ πh[G′ε(Un−1ε )] in (2.13b), and noting (2.12b) yields that
(2.38) γ (Unε − Un−1ε , G′ε(Un−1ε ))h + τn (∇[Wnε + αΦnε ],∇Un−1ε ) = 0 .
We now apply an argument similar to that in [4, Theorem 2.3]. From (2.13c) we have
for all j ∈ J on choosing χ ≡ Unε + δ χj , Unε ± δ χj, Unε − δ χj ∈ Kh, respectively for
δ > 0 suﬃciently small, that
(2.39) γ (∇Unε ,∇χj)−(Wnε +γ−1Un−1ε , χj)h
⎧⎨⎩
≥ 0
= 0
≤ 0
if Unε (pj)
⎧⎨⎩
= −1
∈ (−1, 1)
= 1
.
From (2.23), (2.2) and (2.1) it follows for all j ∈ J that
(2.40) Unε (pj) = ± 1 =⇒ ±Unε (pj) ≥ ±Unε (pi) ∀ i ∈ J =⇒ ±ΔhUnε (pj) ≤ 0.
Combining (2.39) and (2.40), and noting (2.23) and (2.3), yields
γ |ΔhUnε |2h = −γ (∇Unε ,∇(ΔhUnε ) ) ≤ −(Wnε + γ−1Un−1ε ,ΔhUnε )h
= (∇[Wnε + γ−1Un−1ε ],∇Unε ).(2.41)
It follows from (2.38), (2.8a) and (2.41) that
γ (Gε(U
n
ε )−Gε(Un−1ε ), 1)h + γ τn |ΔhUnε |2h
≤ γ (Unε − Un−1ε , G′ε(Unε ))h + τn (∇[Wnε + γ−1Un−1ε ],∇Unε )
≤ γ (Unε − Un−1ε , G′ε(Unε )−G′ε(Un−1ε ))h + τn (∇Wnε ,∇[Unε − Un−1ε ] )
+ τn (∇[γ−1Unε − αΦnε ],∇Un−1ε )
≤ ε−1 γ |Unε − Un−1ε |2h + τn [ (∇Wnε ,∇[Unε − Un−1ε ] ) + (∇[γ−1Unε − αΦnε ],∇Un−1ε ) ]
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and hence the desired result (2.31).
Remark 2.5. We note that (2.28) – (2.31) are the discrete analogues of the energy
estimates (1.8) – (1.11), respectively.
Theorem 2.6. Let the assumptions (A) hold and U0ε ∈ Kh. Then for all ε ∈
(0, 1), h > 0 and for all time partitions {τn}Nn=1, the solution {Φnε , Unε ,Wnε }Nn=1 to
(Ph,τε ) is such that
∫−Unε = ∫−U0ε , n = 1→ N , and
γ max
n=1→N
‖Unε ‖21 +
N∑
n=1
[
γ |Unε − Un−1ε |21 + γ−1 |Unε − Un−1ε |20
]
+ γ−1
N∑
n=1
τn | [Ξε(Un−1ε )]
1
2 ∇Wnε |20 ≤ C
[
γ ‖U0ε ‖21 + γ−1 (1 + T |g|20,∂2Ω)
]
.(2.42)
In addition
γ
N∑
n=1
τn
∣∣∣G[Unε −Un−1ετn ]∣∣∣21 + γ τ− 12
N∑
n=1
|Unε − Un−1ε |20
≤ C [ γ ‖U0ε ‖21 + γ−1 (1 + T |g|20,∂2Ω) ](2.43)
and γ max
n=1→N
(Gε(U
n
ε ), 1)
h + γ
N∑
n=1
τn |ΔhUnε |2h
≤ γ (Gε(U0ε ), 1)h + α2
N∑
n=1
τn |πh[F ′ε(Un−1ε )]|20,∂2Ω
+C(T ) [ 1 + γ−2 + ε−1τ
1
2 ]
[
γ ‖U0ε ‖21 + γ−1 (1 + T |g|20,∂2Ω)
]
.(2.44)
Proof. Summing (2.30a) from n = 1→ k yields for any k ≤ N that
E(Ukε ) + 12
k∑
n=1
[
γ |Unε − Un−1ε |21 + γ−1 |Unε − Un−1ε |2h
]
+ 12 γ
−1
k∑
n=1
τn | [Ξε(Un−1ε )]
1
2 ∇Wnε |20 ≤ E(U0ε ) + 12 α2 γ−1 tk |g|20,∂2Ω .(2.45)
The desired result (2.42) then follows from (2.45), (2.30b), (2.3), (2.18) and the fact
that Unε ∈ Kh, n = 0→ N .
From (1.13), (2.4), (2.13b), (2.26b,c) and (2.21) we obtain for any η ∈ H1(Ω) that
γ
(
∇G[Unε −Un−1ε
τn
],∇η
)
= γ
(
Unε −Un−1ε
τn
, η
)
= γ
(
Unε −Un−1ε
τn
, Qhη
)h
= −(Ξε(Un−1ε )∇[Wnε + αΦnε ],∇[Qhη])
≤
[
|[Ξε(Un−1ε )]
1
2 ∇Wnε |0 + α |[Ξε(Un−1ε )]
1
2 ∇Φnε |0
]
|Qhη|1
≤ C
[
|[Ξε(Un−1ε )]
1
2 ∇Wnε |0 + α |[Λε(Un−1ε )]
1
2 ∇Φnε |0
]
|η|1 .(2.46)
The ﬁrst bound in (2.43) then follows from (2.46), (2.28) and (2.42). Moreover, we
have from (1.13) that
N∑
n=1
|Unε − Un−1ε |20 ≤ τ
1
2
[
N∑
n=1
|Unε − Un−1ε |21
] 1
2
[
N∑
n=1
τn
∣∣∣G[Unε −Un−1ετn ]∣∣∣21
] 1
2
.
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The second bound in (2.43) then follows from the ﬁrst and (2.42).
Finally, summing (2.31) from n = 1 → k and noting (2.3), (2.18) and (2.26b)
yields for any k ≤ N that
γ (Gε(U
k
ε ), 1)
h + γ
k∑
n=1
τn |ΔhUnε |2h ≤ γ (Gε(U0ε ), 1)h
+
k∑
n=1
[
4 ε−1 γ |Unε − Un−1ε |20 + α τn |(∇Φnε ,∇Un−1ε )|
]
+ γ−1 tk max
n=0→k
‖Unε ‖21
+
[
ε−1
k∑
n=1
τn |[Ξε(Un−1ε )]
1
2 ∇Wnε |20
] 1
2
[
k∑
n=1
τn |Unε − Un−1ε |21
] 1
2
.
(2.47)
The desired result (2.44) then follows from (2.47), (2.29), (1.15), (2.42) and (2.43).
Lemma 2.7. Let u0 ∈ K and the assumptions (A) hold. On choosing either
U0ε ≡ Qhu0 or, if u0 ∈ W 1,p(Ω) with p > 2, U0ε ≡ πhu0 it follows that U0ε ∈ Kh is
such that for all h > 0
(2.48) ‖U0ε ‖21 + (Gε(U0ε ), 1)h ≤ C(T ).
Proof. The desired result (2.48) follows immediately from (2.20), (2.21), (2.17),
(2.7) and (2.6).
Remark 2.8. As an alternative to the approximation (Ph,τε ) of (P) one could
consider (Ph,τε ), which is the same as (P
h,τ
ε ) but with Λε(U
n−1
ε ) in (2.13a) replaced by
Λε(U
n
ε ) and Ξε(U
n−1
ε ) in (2.13b) replaced by Ξε(U
n
ε ). This is more in line with the
approximation of the thin ﬁlm equation in [17]. This has the advantage that to prove
the key energy bound (2.44) one can choose χ ≡ πh[F ′ε(Unε )] and χ ≡ πh[G′ε(Unε )] in
the modiﬁed versions of (2.13a) and (2.13b), respectively. This would simplify the
proof of (2.44) and in particular remove the term ε−1τ
1
2 on the right hand side. The
presence of this term for our chosen scheme (Ph,τε ) leads to the constraint τ ≤ C ε2 for
our convergence results, see Lemma 3.1. However, the scheme (Ph,τε ) has the severe
disadvantage that the well-posedness and computation of {Φnε , Unε ,Wnε } is non-trivial,
since they are coupled in a highly nonlinear system of equations.
Remark 2.9. Also in line with the approximation of the thin ﬁlm equation in [17],
one could remove the inequality constraint in (2.13c) for either of the approximations
in Remark 2.8 above. In particular, it follows from (2.7) that
(2.49) ε−1 (|s| − (1− ε))2 ≤ 4Gε(s) ∀ |s| ≥ 1− ε.
On combining (2.49) with the energy bound (2.44), which still holds, one has control,
in terms of ε, on the overshoot of Unε from K in | · |h. As the inequality constraint
in (2.13c) does not lead to any theoretical or computational complications, we prefer
to impose it so one can clearly identify the three computational regions: conductor
Unε = +1, interface |Unε | < 1 and void Unε = −1.
Remark 2.10. The approximation (Ph,τε ) of (P) and all the variants mentioned in
Remarks 2.8 and 2.9 require solving for {Φnε , Unε ,Wnε } over the whole domain Ω, due
to the non-degeneracy of Λε(·) and Ξε(·), see (2.26a,b). For computational speed it
would be more convenient to solve for Φnε just in the conductor and interfacial regions,
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Un−1ε > −1, and for {Unε ,Wnε } just in the interfacial region, |Un−1ε | < 1. With this
in mind, and adopting the notation (2.10) and (2.11), we introduce Λ˜ε, Ξ˜ε : S
h →
[L∞(Ω)]2×2 such that
[Λ˜ε(z
h) |σ]kk :=
{
0 if zh(pjk) = z
h(pj0) = −1,
[Λε(z
h) |σ]kk otherwise;
and [Ξ˜ε(z
h) |σ]kk :=
{
0 if zh(pjk) = z
h(pj0) = ±1,
[Ξε(z
h) |σ]kk otherwise.
We note that the key identities, Λε(z
h) in (2.9a,b) replaced by Λ˜ε(z
h) and Ξε(z
h)
in (2.12a,b) replaced by Ξ˜ε(z
h), still hold. We then introduce the approximation
(P˜h,τε ) of (P), which is the same as (P
h,τ
ε ) but with Λε(U
n−1
ε ) in (2.13a) replaced by
Λ˜ε(U
n−1
ε ) and Ξε(U
n−1
ε ) in (2.13b) replaced by Ξ˜ε(U
n−1
ε ). As Λ˜ε(·) and Ξ˜ε(·) are
now degenerate, existence of a solution {Φnε , Unε ,Wnε } to (P˜h,τε ) does not appear to be
trivial. However, this can easily be established by splitting the nodes into passive and
active sets, see e.g. [3]. Moreover, one can show that Unε is unique, Φ
n
ε (pj) is unique
if (Λ˜ε(U
n−1
ε ), χj) > 0 and W
n
ε (pj) is unique if (Ξ˜ε(U
n−1
ε ), χj) > 0. Furthermore, one
can establish analogues of the energy estimates (2.42) and (2.43). Unfortunately, it
does not appear possible to establish an analogue of the key energy estimate (2.44)
for (P˜h,τε ).
3. Convergence. Let
Uε(t) :=
t−tn−1
τn
Unε +
tn−t
τn
Un−1ε t ∈ [tn−1, tn] n ≥ 1,(3.1a)
U+ε (t) := U
n
ε , U
−
ε (t) := U
n−1
ε t ∈ (tn−1, tn] n ≥ 1.(3.1b)
We note for future reference that
(3.2) Uε − U±ε = (t − t±n ) ∂Uε∂t t ∈ (tn−1, tn) n ≥ 1,
where t+n := tn and t
−
n := tn−1. We introduce also
(3.3) τ¯ (t) := τn t ∈ (tn−1, tn] n ≥ 1.
Using the above notation, and introducing analogous notation forW+ε and Φ
+
ε , (P
h,τ
ε )
can be restated as: Find {Φ+ε , Uε,W+ε } ∈ L∞(0, T ;Sh)×C([0, T ];Kh)×L∞(0, T ;Sh)
such that for all χ ∈ L∞(0, T ;Sh) and zh ∈ L∞(0, T ;Kh)∫ T
0
(Λε(U
−
ε )∇Φ+ε ,∇χ) dt+
∫ T
0
∫
∂2Ω
Φ+ε χ dsdt =
∫ T
0
∫
∂2Ω
g χ dsdt,(3.4a) ∫ T
0
[
γ
(
∂Uε
∂t , χ
)h
+ (Ξε(U
−
ε )∇[W+ε + αΦ+ε ],∇χ)
]
dt = 0,(3.4b)
γ
∫ T
0
(∇U+ε ,∇[zh− U+ε ]) dt ≥
∫ T
0
(W+ε + γ
−1 U−ε , z
h − U+ε )h dt.(3.4c)
Lemma 3.1. Let u0 ∈ K with ∫−u0 ∈ (−1, 1). Let {T h, U0ε , {τn}Nn=1, ε}h>0 be
such that
(i) either U0ε ≡ Qhu0; or U0ε ≡ πhu0 if u0 ∈W 1,p(Ω) with p > 2;
(ii) Ω and {T h}h>0 fulfil assumption (A), ε ∈ (0, 1) with ε → 0 as h → 0 and
τn ≤ C τn−1 ≤ C ε2, n = 2→ N ;
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Then there exists a subsequence of {Φ+ε , Uε,W+ε }h, where {Φ+ε , Uε,W+ε } solve
(Ph,τε ), and a function
(3.5) u ∈ L∞(0, T ;K) ∩H1(0, T ; (H1(Ω))′)
with u(·, 0) = u0(·) in L2(Ω) and ∫−u(·, t) = ∫−u0 for a.a. t ∈ (0, T ), such that as
h→ 0
Uε, U
±
ε → u weak-∗ in L∞(0, T ;H1(Ω)),(3.6a)
G ∂Uε
∂t
→ G ∂u
∂t
weakly in L2(0, T ;H1(Ω)),(3.6b)
Uε, U
±
ε → u strongly in L2(0, T ;Ls(Ω)),(3.7a)
Ξε(U
−
ε )→ b(u) I strongly in L2(0, T ;Ls(Ω)),(3.7b)
Λε(U
−
ε )→ c(u) I strongly in L2(0, T ;Ls(Ω));(3.7c)
for all s ∈ [2,∞). If in addition u0 ∈ H2(Ω) with ∂u0
∂ν
= 0 on ∂Ω, U0ε ≡ πhu0 and
(3.8) α2
∫ T
0
|πh[F ′ε(U−ε )]|20,∂2Ω dt ≤ C,
then u in addition to (3.5) satisfies
(3.9) u ∈ L2(0, T ;H2(Ω))
and there exists a subsequence of {Φ+ε , Uε,W+ε }h satisfying (3.6a,b), (3.7a–c) and as
h→ 0
ΔhUε, Δ
hU±ε → Δu weakly in L2(ΩT ),(3.10a)
Uε, U
±
ε → u weakly in L2(0, T ;W 1,s(Ω)), for any s ∈ [2,∞),(3.10b)
Uε → u strongly in L2(0, T ;C0,β(Ω)), for any β ∈ (0, 1).(3.10c)
Proof. Noting the deﬁnitions (3.1a,b), (3.3), the bounds in (2.28), (2.42) and
(2.43) together with (1.14), (2.48) and our assumption (i) imply that
‖ [Λε(U−ε )]
1
2 ∇Φ+ε ‖2L2(ΩT ) + ‖Φ+ε ‖2L2(0,T ;L2(∂2Ω)) + ‖U (±)ε ‖2L∞(0,T ;H1(Ω))
+ ‖τ¯ 12 ∂Uε
∂t
‖2L2(0,T ;H1(Ω)) + ‖ [Ξε(U−ε )]
1
2 ∇W+ε ‖2L2(ΩT ) + ‖G ∂Uε∂t ‖2L2(0,T ;H1(Ω))
+ τ−
1
2 ‖τ¯ 12 ∂Uε
∂t
‖2L2(ΩT ) ≤ C.(3.11)
Furthermore, we deduce from (3.2) and (3.11) that
(3.12) ‖Uε − U±ε ‖2L2(0,T ;H1(Ω)) ≤ ‖τ¯ ∂Uε∂t ‖2L2(0,T ;H1(Ω)) ≤ C τ .
Hence on noting (3.11), (3.12), Uε(·, t) ∈ Kh, and (1.12a) we can choose a subsequence
{Φ+ε , Uε,W+ε }h such that the convergence results (3.5), (3.6a,b) and (3.7a) hold. Then
(3.5) and Theorem 2.6 yield, on noting (1.12b), assumption (i), (2.21) and (2.17) that
the subsequence satisﬁes the additional initial and integral conditions.
We now prove (3.7b). We have that
‖b(u) I − Ξε(U−ε )‖L2(0,T ;Ls(Ω)) ≤ ‖b(u)− b(U−ε )‖L2(0,T ;Ls(Ω))
+ ‖b(U−ε )− bε(U−ε )‖L2(0,T ;Ls(Ω)) + ‖bε(U−ε ) I − Ξε(U−ε )‖L2(0,T ;Ls(Ω)).(3.13)
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Noting the Lipschitz continuity of b on K, (2.27b), (2.15) and (3.11), we have that
‖b(u)− b(U−ε )‖L2(0,T ;Ls(Ω)) + ‖bε(U−ε ) I − Ξε(U−ε )‖L2(0,T ;Ls(Ω))
≤ 2 ‖u− U−ε ‖L2(0,T ;Ls(Ω)) +C h
2
s ‖∇U−ε ‖L2(ΩT )
≤ 2 ‖u− U−ε ‖L2(0,T ;Ls(Ω)) +C h
2
s .(3.14)
It follows from (2.25b) and (1.6) that
‖b(U−ε ) − bε(U−ε )‖L2(0,T ;Ls(Ω)) ≤ C bε(1) ≤ C ε .(3.15)
Combining (3.13), (3.14), (3.15) and noting (3.7a) and our assumption (ii) on ε yields
the desired result (3.7b). A similar argument to the above yields the desired result
(3.7c).
We now prove the results (3.10a–c). It follows from (2.3), (2.18), (2.23), (2.16),
our assumptions on u0 and (2.14) that
|ΔhU0ε |20 = |Δh(πhu0)|20 ≤ |Δh(πhu0)|2h = −(∇(πhu0),∇(Δh(πhu0)))
= −(∇u0,∇(Δh(πhu0))) + (∇(I − πh)u0,∇(Δh(πhu0)))
≤ |Δu0|0 |Δh(πhu0)|0 + C h |u0|2 |∇(Δh(πhu0))|0 ≤ C |u0|22 ≤ C.(3.16)
Moreover, (2.44), (2.48), (3.16), (2.3), (2.18), (3.1a,b) and our assumption (ii) on
{τn}Nn=1 yield that
(3.17) ‖ΔhU (±)ε ‖L2(ΩT ) ≤ C .
From (3.17), (2.23), (2.17), (2.19), (3.11) and (3.6a) we have for any η ∈ L2(0, T ;
W 1,q(Ω)), q > 2, that∫ T
0
(ΔhU (±)ε , η) dt =
∫ T
0
(ΔhU (±)ε , (I − πh)η) dt
+
∫ T
0
[
(ΔhU (±)ε , π
h η) − (ΔhU (±)ε , πh η)h
]
dt
+
∫ T
0
(∇U (±)ε ,∇(I − πh)η) dt−
∫ T
0
(∇U (±)ε ,∇η) dt
→ −
∫ T
0
(∇u,∇η) dt as h→ 0 .(3.18)
Combining (3.17), (3.18) and the denseness of L2(0, T ;W 1,q(Ω)) in L2(ΩT ) yields
(3.10a) and, in particular, Δu ∈ L2(ΩT ). This together with elliptic regularity, as Ω
is a rectangle, and (3.5) proves (3.9). Furthermore, it follows from (3.10a) and (2.24)
that (3.10b) holds on extracting a further subsequence. Finally, (3.10c) follows from
(3.10b), (3.6b), (1.12a) and the compact embedding W 1,s(Ω) ↪→ C0,β(Ω).
Remark 3.2. The conditions u0 ∈ H2(Ω) with ∂u0∂ν = 0 on ∂Ω for the results
(3.10a–c) can be replaced by a restriction on τ1 in terms of h, see [7, Lemma 3.1], but
they are not particularly restrictive. The assumption (3.8) holds if Uε(x, t) = 1 for all
x ∈ ∂2Ω and t ∈ [0, T ], and this condition held in all our numerical experiments pro-
vided u0 = 1 on ∂2Ω and either L1 is chosen suﬃciently large or T is chosen suﬃciently
small. This can be made rigorous for the approximation (P˜h,τε ), see Remark 2.10, as
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the degeneracy of Ξ˜ε leads to ﬁnite speed of propagation of the numerical interfacial
region; at each time level it can move locally at most one mesh point, see [3].
In addition to the above lemma, we need the following two lemmas in order to
prove our main result, Theorem 3.6 below.
Lemma 3.3. Let all the assumptions of Lemma 3.1 hold. If in addition τn = τ ,
n = 1→ N , then
(3.19)
∫ T−θ
0
|U±ε (t+ θ) − U±ε (t)|20 dt ≤ C θ ∀ θ ∈ (0, T ).
Moreover, it holds that the subsequence of {Φ+ε , Uε,W+ε }h in Lemma 3.1 is such that
for any β ∈ (0, 1)
(3.20a) U±ε → u strongly in L2(0, T ;C0,β(Ω)) as h→ 0;
and, on extracting a further subsequence, it holds for a.a. t ∈ (0, T ) that
(3.20b) U±ε (·, t)→ u(·, t) strongly in C0,β(Ω) as h→ 0.
Proof. The proof is similar to the proofs in [16, Lemmas 7.1 and 8.8], see also [7,
Lemma 3.2]. It follows from (2.13b) for m = 0→ N − l, l ∈ {1, . . . , N} ﬁxed, that
γ
m+l∑
n=m+1
τn
(
Unε −Un−1ε
τn
, Um+lε − Umε
)h
= −
m+l∑
n=m+1
τn (Ξε(U
n−1
ε )∇[Wnε + αΦnε ],∇(Um+lε − Umε )) .(3.21)
Similarly to (2.46), we obtain from (3.21) and (2.26b,c) that
(3.22) γ |Um+lε −Umε |2h ≤
m+l∑
n=m+1
τn an |Um+lε −Umε |1 =
l∑
k=1
τm+k am+k |Um+lε −Umε |1,
where an := |[Ξε(Un−1ε )]
1
2 ∇Wnε |0 + 2
1
2 α |[Λε(Un−1ε )]
1
2 ∇Φnε |0. Summing (3.22) for
m = 0→ N − l and using the uniform time step assumption yields on noting (2.28),
(2.42) and (2.48) that
γ
N−l∑
m=0
τ |Um+lε − Umε |2h ≤
l∑
k=1
τ
N−l∑
m=0
τ am+k |Um+lε − Umε |1
≤
l∑
k=1
τ
[
N−l∑
m=0
τ a2m+k
] 1
2
[
N−l∑
m=0
τ |Um+lε − Umε |21
] 1
2
≤ C l τ.(3.23)
Combining (3.23), (2.3), (2.18) and (3.1b) yields (3.19) for θ = l τ . For arbitrary
θ ∈ (0, T ) with θ = μ τ , μ ∈ (0, N), we argue as follows. On recalling (1.16b), let
l = μ, ϑ = μ−μ ∈ [0, 1) and m ∈ {0, . . . , N − l} be such that t ∈ (mτ, (m+1) τ ].
Hence
U±ε (t + μ τ) =
{
U±ε (t+ l τ ) if t ∈ (mτ,mτ + (1 − ϑ) τ ],
U±ε (t+ (l+ 1) τ ) if t ∈ (mτ + (1− ϑ) τ, (m+ 1) τ ]
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and we obtain on noting (3.23) that
γ
∫ T−μ τ
0
|U±ε (t + μ τ)− U±ε (t)|2h dt
≤ τ (1 − ϑ)
N−l∑
m=0
|Um+lε − Umε |2h + τ ϑ
N−l−1∑
m=0
|Um+l+1ε − Umε |2h
≤ C [(1− ϑ) l+ ϑ (l+ 1)] τ = C μ τ.(3.24)
Combining (3.24), (2.3) and (2.18) yields (3.19) for all θ ∈ (0, T ). It follows from
(3.10b) and (3.19), on noting (1.12c) and the compact embedding W 1,s(Ω) ↪→
C0,β(Ω), that (3.20a) holds. Finally, the desired result (3.20b) follows immediately
from (3.20a).
From (3.11), (2.26a,b), (2.25a,b), (1.6) and (3.20b) we see that we can only control
∇Φ+ε and ∇W+ε on the sets where Λε(U−ε ) and Ξε(U−ε ) are bounded below indepen-
dently of ε, and hence h on noting (ii), i.e. on the sets where u > −1 and |u| < 1,
respectively. Therefore in order to construct the appropriate limits as h→ 0, we intro-
duce the following open subsets of Ω. For any δ ∈ (0, 1), we deﬁne for a.a. t ∈ (0, T )
(3.25) Bδ(t) := { x ∈ Ω : |u(x, t)| < 1− δ } ⊂ Dδ(t) := { x ∈ Ω : −1 + δ < u(x, t) } .
From (3.20b) we have that there exist positive constants Cx(t) such that
(3.26) |u(y, t)− u(z, t)| ≤ Cx(t) |y − z|β ∀ y, z ∈ Ω, for a.a. t ∈ (0, T ).
As
∫−u(·, t) = ∫−u0 ∈ (−1, 1) for a.a. t ∈ (0, T ), it follows that there exists a δ0 ∈
(0, 1 − | ∫−u0| ) such that Dδ0 (t) ⊃ Bδ0(t) ≡ ∅ for a.a. t ∈ (0, T ). It immediately
follows from (3.25) and (3.26) for a.a. t ∈ (0, T ) and for any δ1, δ2 ∈ (0, δ0) with
δ1 > δ2 that
either y ∈ Bδ1(t) and z ∈ ∂Bδ2(t) or y ∈ Dδ1 (t) and z ∈ ∂Dδ2 (t) with z ∈ ∂Ω
=⇒ Cx(t) |y − z|β ≥ u(y, t)− u(z, t) > (δ1 − δ2),
where ∂Bδ(t) and ∂Dδ(t) are the boundaries of Bδ(t) and Dδ(t), respectively. This
implies that for a.a. t ∈ (0, T ) and any δ ∈ (0, δ0), there exists an h0(δ, t) such that
for all h ≤ h0(δ, t) there exist collections of simplices T hB,δ(t) ⊂ T hD,δ(t) ⊂ T h such
that
(3.27)
Bδ(t) ⊂ Bhδ (t) := ∪σ∈T hB,δ(t) σ ⊂ B δ2 (t) , Dδ(t) ⊂ D
h
δ (t) := ∪σ∈T hD,δ(t) σ ⊂ D δ2 (t) .
Clearly, we have from (3.25) that
δ2 < δ1 < δ0 =⇒ h0(δ2, t) ≤ h0(δ1, t) .
For a.a. t ∈ (0, T ) and any ﬁxed δ ∈ (0, δ̂0), where δ̂0 := min{δ0, 12}, it follows from
(3.25), (3.20b) and our assumption (ii) of Lemma 3.1 that there exists an ĥ0(δ, t) ≤
h0(δ, t) such that for h ≤ ĥ0(δ, t)
1− 2 δ ≤ |U±ε (x, t)| ∀ x ∈ Bδ(t), |U±ε (x, t)| ≤ 1− δ2 ∀ x ∈ Bδ(t) ,(3.28a)
U±ε (x, t) ≤ −1 + 2 δ ∀ x ∈ Dδ(t), −1 + δ2 ≤ U±ε (x, t) ∀ x ∈ Dδ(t)(3.28b)
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and
(3.29) ε ≤ δ .
Lemma 3.4. Let all the assumptions of Lemma 3.3 hold. Then for a.a. t ∈ (0, T )
there exist functions
(3.30)
φ(·, t) ∈ H1loc({u(·, t) > −1}), w(·, t) ≡ −γΔu(·, t)−γ−1u(·, t) ∈ H1loc({|u(·, t)|< 1});
where {u(·, t) > −1} := {x ∈ Ω : u(x, t) > −1} and {|u(·, t)| < 1} := {x ∈ Ω :
|u(x, t)| < 1}. Moreover, on assuming that
(3.31) u(x, t) = 1 ∀ x ∈ ∂2Ω, for a.a. t ∈ (0, T ) ,
and extracting a further subsequence from the subsequence {Φ+ε , Uε,W+ε }h in Lemma
3.3, it holds as h→ 0 that
Φ+ε → φ weakly in L2(0, T ;L2(∂2Ω)) ,(3.32a)
Λε(U
−
ε )∇Φ+ε →H{u>−1} c(u)∇φ weakly in L2(ΩT ),(3.32b)
Ξε(U
−
ε )∇Φ+ε →H{|u|<1} b(u)∇φ weakly in L2(ΩT ),(3.32c)
Ξε(U
−
ε )∇W+ε →H{|u|<1} b(u)∇w weakly in L2(ΩT );(3.32d)
where H{u>−1} and H{|u|<1} are the characteristic functions of the sets {u > −1} :=
{(x, t) ∈ ΩT : u(x, t) > −1} and {|u| < 1} := {(x, t) ∈ ΩT : |u(x, t)| < 1}, respec-
tively.
Proof. It follows from (3.11) and (2.26a–c) that
(3.33) ‖Λε(U−ε )∇Φ+ε ‖2L2(ΩT ) + ‖Ξε(U−ε )∇Φ+ε ‖2L2(ΩT ) + ‖Ξε(U−ε )∇W+ε ‖2L2(ΩT ) ≤ C.
Hence (3.33) implies that there exist functions zi ∈ L2(ΩT ), i = 1 → 3, and on
extracting a further subsequence from the subsequence {Φ+ε , Uε,W+ε }h in Lemma 3.3,
it holds as h→ 0 that
(3.34)
Λε(U
−
ε )∇Φ+ε → z1 , Ξε(U−ε )∇Φ+ε → z2 , Ξε(U−ε )∇W+ε → z3 weakly in L2(ΩT ) .
We now identify the functions zi.
First, we consider a ﬁxed δ ∈ (0, δ0). It follows from (1.6), (2.25a,b), (2.26a,b),
(3.28a,b) and (3.11) that for a.a. t ∈ (0, T ) and for all h ≤ ĥ0(δ, t)
δ
2
|∇Φ+ε (·, t)|20,Dδ(t) = c(−1 + δ2 ) |∇Φ+ε (·, t)|20,Dδ(t)
≤ cε(−1 + δ2 ) |∇Φ+ε (·, t)|20,Dδ(t)
≤ | ( [Λε(U−ε )]
1
2 ∇Φ+ε )(·, t)|20 ≤ C(t) ,(3.35a)
δ (1− δ4) |∇W+ε (·, t)|20,Bδ(t) = b(1− δ2) |∇W+ε (·, t)|20,Bδ(t)
≤ bε(1− δ2) |∇W+ε (·, t)|20,Bδ(t)
≤ | ( [Ξε(U−ε )]
1
2 ∇W+ε )(·, t)|20 ≤ C(t) .(3.35b)
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From (3.35a,b), (3.27), (2.26a–c), (3.28a,b) and (3.29) we have for a.a. t ∈ (0, T ) and
for all h ≤ ĥ0(δ, t)
| (Λε(U−ε )∇Φ+ε )(·, t)|20,Ω\Dδ(t)
≤ max
x∈Ω\D2δ(t)
cε(U
−
ε (x)) | ( [Λε(U−ε )]
1
2 ∇Φ+ε )(·, t)|20,Ω\Dδ(t)
≤ C(t) cε(−1 + 4 δ) ≤ C(t) max{4δ, ε} ≤ C(t) δ ,(3.36a)
| (Ξε(U−ε )∇Φ+ε )(·, t)|20,Ω\Bδ(t)
≤ max
x∈Ω\B2δ(t)
2 bε(U
−
ε (x)) | ( [Λε(U−ε )]
1
2 ∇Φ+ε )(·, t)|20,Ω\Bδ(t)
≤ C(t) bε(1 − 4 δ) ≤ C(t) max{4δ, ε} ≤ C(t) δ ,(3.36b)
| (Ξε(U−ε )∇W+ε )(·, t)|20,Ω\Bδ(t)
≤ max
x∈Ω\B2δ(t)
bε(U
−
ε (x)) | ( [Ξε(U−ε )]
1
2 ∇W+ε )(·, t)|20,Ω\Bδ(t)
≤ C(t) bε(1 − 4 δ) ≤ C(t) δ .(3.36c)
From (3.35a) and appealing to the De Rham theorem, see e.g. [27, p10], we have
that there exists a function φ ∈ L2loc(Dδ(t)) with ∇φ ∈ L2(Dδ(t)), and on extracting
a further subsequence, such that for a.a. t ∈ (0, T )
(3.37) ∇Φ+ε (·, t)→ ∇φ(·, t) weakly in L2(Dδ(t)) as h→ 0.
In order to show (3.32a) we proceed as follows. On recalling (3.20b) and (3.31)
we deﬁne open sets D±L (t) ⊂ Dδ(t) with Lipschitz boundaries ∂D±L (t) such that
∂±2 Ω ⊂ ∂D±L (t). As D±L (t) is a Lipschitz domain, Friedrich’s inequality, (3.11) and
a corresponding D±L (t) version of (3.35a) yield that for a.a. t ∈ (0, T ) and for all
h ≤ ĥ0(δ, t)
(3.38) ‖Φ+ε (·, t)‖21,D±L (t) ≤ C(t) [ |∇Φ
+
ε (·, t)|20,D±L (t) + |Φ
+
ε (·, t)|20,∂±2 Ω ] ≤ C(t) .
Combining (3.38) and (3.37) yields that
(3.39) Φ+ε (·, t)→ φ(·, t) weakly in H1(D±L (t)) as h→ 0.
Then we deﬁne the following elliptic operators F± : L2(∂±2 Ω)→ H1(D±L (t)).∫
D±L (t)
[∇[F±z].∇η+ [F±z] η] dx = ∫
∂±2 Ω
z η ds ∀ η ∈ H1(D±L (t)).
On noting that ∂±2 Ω ⊂ ∂D±L (t), we have from (3.37) and (3.39) for a.a. t ∈ (0, T ) and
any η ∈ L2(∂±2 Ω) that∫
∂±2 Ω
Φ+ε (·, t) η ds =
∫
D±L (t)
[
∇Φ+ε (·, t).∇[F±η] + Φ+ε (·, t)F±η
]
dx
→
∫
D±L (t)
[∇φ(·, t).∇[F±η] + φ(·, t)F±η] dx = ∫
∂±2 Ω
φ(·, t) η ds .(3.40)
Combining (3.11) and (3.40) yields the desired result (3.32a).
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On noting (3.17) we have for a.a. t ∈ (0, T ) that
|ΔhU+ε (·, t)|0 ≤ C(t) .
Similarly to (3.18) this yields for a.a. t ∈ (0, T ) that as h→ 0
(3.41) ΔhU+ε (·, t)→ Δu(·, t) weakly in L2(Ω).
Combining (2.39), (2.23), (3.1b), (3.28a) and (3.27) yields for a.a. t ∈ (0, T ) and for
all h ≤ ĥ0( δ2 , t) that
(3.42) W+ε (·, t) ≡ −γΔhU+ε (·, t)− γ−1U−ε (·, t) on Bδ(t) .
It follows from (3.42), (3.41) and (3.20b) for a.a. t ∈ (0, T ) that as h→ 0
W+ε (·, t)→ −γΔu(·, t)− γ−1 u(·, t) weakly in L2(Bδ(t)).
This together with (3.35b) yields
(3.43) W+ε (·, t)→ w(·, t) weakly in H1(Bδ(t)).
Combining (3.34), (3.37), (3.43) and (3.7b,c) yields for a.a. t ∈ (0, T ) that as h→ 0
(Λε(U
−
ε )∇Φ+ε )(·, t)→ c(u(·, t))∇φ(·, t) weakly in L2(Dδ(t)),(3.44a)
(Ξε(U
−
ε )∇Φ+ε )(·, t)→ b(u(·, t))∇φ(·, t) weakly in L2(Bδ(t)),(3.44b)
(Ξε(U
−
ε )∇W+ε )(·, t)→ b(u(·, t))∇w(·, t) weakly in L2(Bδ(t)).(3.44c)
Repeating (3.35a,b) – (3.37) and (3.42) – (3.44a–c) for all δ ∈ (0, δ̂0) yields, on recalling
(3.20b), that (3.30) holds and, on noting (3.36a–c) and (3.34), the desired results
(3.32b–d).
Remark 3.5. The assumption (3.31) is similar to the assumption (3.8), see Re-
mark 3.2.
Theorem 3.6. Let the assumptions of Lemma 3.4 hold. Then there exists
a subsequence of {Φ+ε , Uε,W+ε }h, where {Φ+ε , Uε,W+ε } solve (Ph,τε ), and functions
{φ, u, w} satisfying (3.5), (3.9) and (3.30). In addition, as h → 0 the following hold:
(3.6a,b), (3.7a–c), (3.10a–c), (3.20a), (3.20b) for a.a. t ∈ (0, T ), and (3.32a–d). Fur-
thermore, we have that {φ, u, w} fulfil u(·, 0) = u0(·) in L2(Ω) and satisfy for all
η ∈ L2(0, T ;H1(Ω))∫
{u>−1}
c(u)∇φ .∇ηdx dt+
∫ T
0
∫
∂2Ω
φ η dsdt =
∫ T
0
∫
∂2Ω
g η dsdt ,(3.45a)
γ
∫ T
0
〈∂u∂t , η〉dt+
∫
{|u|<1}
b(u)∇ [w + αφ] .∇η dx dt = 0 ;(3.45b)
where w(·, t) ≡ −γΔu(·, t)− γ−1u(·, t) on the set {|u(·, t)|< 1} for a.a. t ∈ (0, T ).
Proof. For any η ∈ H1(0, T ;H2(Ω)) we choose χ ≡ πhη in (3.4a,b) and now anal-
yse the subsequent terms. First, (2.19), the embedding H1(0, T ;X) ↪→ C([0, T ];X),
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(3.11) and (2.16) yield that∣∣∣∣∣
∫ T
0
[ (
∂Uε
∂t
, πhη
)h − (∂Uε
∂t
, πhη
) ]
dt
∣∣∣∣∣
=
∣∣∣∣∣−
∫ T
0
(
Uε,
∂(πhη)
∂t
)h
dt+ (Uε(·, T ), πhη(·, T ))h − (Uε(·, 0), πhη(·, 0))h
+
∫ T
0
(
Uε,
∂(πhη)
∂t
)
dt− (Uε(·, T ), πhη(·, T )) + (Uε(·, 0), πhη(·, 0))
∣∣∣∣∣
≤ C h ‖Uε‖L∞(0,T ;L2(Ω)) ‖πhη‖H1(0,T ;H1(Ω)) ≤ C h ‖η‖H1(0,T ;H2(Ω)).(3.46)
Furthermore, it follows from (1.13), (3.11) and (2.16) that∣∣∣∣∣
∫ T
0
(
∂Uε
∂t
, (I − πh)η) dt ∣∣∣∣∣ ≤ C ‖G ∂Uε∂t ‖L2(0,T ;H1(Ω)) ‖(I − πh)η‖L2(0,T ;H1(Ω))
≤ C h ‖η‖L2(0,T ;H2(Ω)).(3.47)
Combining (3.46), (3.47) and (3.6b) yields that
(3.48)
∫ T
0
(
∂Uε
∂t
, πhη
)h
dt→
∫ T
0
〈∂u
∂t
, η〉dt as h→ 0.
Moreover, it holds on noting (3.11), g as in (1.8), a trace inequality and (2.16) that∣∣∣∣∣
∫ T
0
∫
∂2Ω
(Φ+ε − g) (I − πh)η ds dt
∣∣∣∣∣
≤ [‖Φ+ε ‖L2(0,T ;L2(∂2Ω)) + ‖g‖L2(0,T ;L2(∂2Ω))] ‖(I − πh)η‖L2(0,T ;L2(∂2Ω))
≤ C ‖(I − πh)η‖L2(0,T ;H1(Ω)) ≤ C h ‖η‖L2(0,T ;H2(Ω)).(3.49)
In view of (2.26a–c), (3.11) and (2.16) we deduce that∣∣∣∣∣
∫ T
0
(Ξε(U
−
ε )∇W+ε ,∇(I − πh)η) dt
∣∣∣∣∣
≤ ‖Ξε(U−ε )∇W+ε ‖L2(ΩT ) ‖(I − πh)η‖L2(0,T ;H1(Ω))
≤ ‖[Ξε(U−ε )]
1
2 ∇W+ε ‖L2(ΩT ) ‖(I − πh)η‖L2(0,T ;H1(Ω))
≤ C h ‖η‖L2(0,T ;H2(Ω))(3.50a)
and similarly∣∣∣∣∣
∫ T
0
(Λε(U
−
ε )∇Φ+ε ,∇(I − πh)η) dt
∣∣∣∣∣ +
∣∣∣∣∣
∫ T
0
(Ξε(U
−
ε )∇Φ+ε ,∇(I − πh)η) dt
∣∣∣∣∣
≤ C ‖(I − πh)η‖L2(0,T ;H1(Ω)) ≤ C h ‖η‖L2(0,T ;H2(Ω)).
(3.50b)
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It follows from (3.50a,b) and (3.32b–d) that as h→ 0∫ T
0
(Λε(U
−
ε )∇Φ+ε ,∇(πhη)) dt→
∫
{u>−1}
c(u)∇φ.∇η dx dt,(3.51a) ∫ T
0
(Ξε(U
−
ε )∇Φ+ε ,∇(πhη)) dt→
∫
{|u|<1}
b(u)∇φ.∇η dx dt,(3.51b) ∫ T
0
(Ξε(U
−
ε )∇W+ε ,∇(πhη)) dt→
∫
{|u|<1}
b(u)∇w.∇η dx dt.(3.51c)
Combining (3.4a,b), (3.48), (3.49), (3.32a), (3.51a–c) and the denseness of H1(0, T ;
H2(Ω)) in L2(0, T ;H1(Ω)) yields the desired results (3.45a,b), on recalling (3.5) and
(3.30).
Remark 3.7. We note that it is possible to prove rigorously that the formally
derived energy estimates (1.8), (1.10) and (1.11) are satisﬁed by the weak solution
{φ, u, w}. Using the techniques of the proof of Lemma 3.4, it is straightforward to
derive from (3.11) and (3.7b,c) that as h→ 0
[Λε(U
−
ε )]
1
2 ∇Φ+ε → z1 weakly in L2(ΩT ), with z1 ≡ [c(u)]
1
2 ∇φ on {u > −1};
(3.52a)
[Ξε(U
−
ε )]
1
2 ∇W+ε → z2 weakly in L2(ΩT ), with z2 ≡ [b(u)]
1
2 ∇w on {|u| < 1}.
(3.52b)
Combining (3.52a), (3.32a) and (2.28) then yields that∫
{u>−1}
c(u) |∇φ|2 dx dt+ 12
∫ T
0
|φ|20,∂2Ω dt
≤ lim inf
h→0
{∫ T
0
| [Λε(U−ε )]
1
2 ∇Φ+ε |20 dt+ 12
∫ T
0
|Φ+ε |20,∂2Ω dt
}
≤ 1
2
∫ T
0
|g|20,∂2Ω dt .
(3.53)
Similarly, it follows from (3.52b), (3.6a), (3.20b), (2.30a) and (2.16) that for a.a. t ∈
(0, T )
E(u(t)) + γ−1
∫ t
0
∫
{|u(·,t¯)|<1}
b(u) |∇w|2 dx dt¯
≤ lim inf
h→0
{
E(U+ε (t))) + γ−1
∫ t
0
| [Ξε(U−ε )]
1
2 ∇W+ε |20 dt¯
}
≤ lim
h→0
E(U0ε ) + 12 α2 γ−1 t |g|20,∂2Ω = E(u0) + 12 α2 γ−1 t |g|20,∂2Ω .(3.54)
We note that (3.53) and (3.54) correspond to the earlier formally derived energy
estimates (1.8) and (1.10).
For the formally derived entropy estimate (1.11) we can argue as follows. First,
it follows from (3.20b), (2.7) and assumption (ii) of Lemma 3.1 that for a.a. t ∈ (0, T )
as h→ 0
| (G(u(·, t))−Gε(U+ε (·, t)), 1)h |
≤ | (G(u(·, t))−G(U+ε (·, t)), 1)h |+ | (G(U+ε (·, t))−Gε(U+ε (·, t)), 1)h | → 0 .(3.55)
F.E. APPROX. OF A PHASE FIELD MODEL FOR VOID ELECTROMIGRATION 25
Combining the convexity of G, (3.10a), (2.18), (2.44), (3.8), (3.55), (2.16) and as-
sumption (ii) of Lemma 3.1 yields for a.a. t ∈ (0, T ) that
γ (G(u(·, t)), 1) + γ
∫ t
0
|Δ u|20 dt¯ ≤ γ (G(u(·, t)), 1)h + γ
∫ t
0
|Δ u|20 dt¯
≤ lim
h→0
{
γ (Gε(U
+
ε (·, t)), 1)h + γ | (G(u(·, t))−Gε(U+ε (·, t)), 1)h |
}
+ γ lim inf
h→0
∫ t
0
|Δh U+ε |2h dt¯
≤ lim
h→0
{
γ (Gε(U
0
ε ), 1)
h + γ | (G(u(·, t))−Gε(U+ε (·, t)), 1)h |
+ C(T ) [1 + γ−2 + ε−1 τ
1
2 ] [ γ ‖U0ε ‖21 + γ−1 (1 + T |g|20,∂2Ω) ]
}
= γ (G(u0), 1) + C(T ) [1 + γ−2] [ γ ‖u0‖21 + γ−1( 1 + T |g|20,∂2Ω) ] .
This clearly corresponds to the formally derived estimate (1.11).
Remark 3.8. For our main convergence result, Theorem 3.6, we choose U0ε ≡ πhu0.
Therefore we only require the quasi-uniformity assumption in order to obtain (a) (2.43)
via (2.46) and (2.21) and (b) (3.10b) via (3.10a) and (2.24). However, in the case (a)
we can replace the quasi uniformity with the far milder assumption that {T h}h>0 is a
regular partitioning at the expense of a minimum constraint on the uniform time step,
similar to the argument in [2]. On recalling (1.13) and (2.22) it is easily established
from {T h}h>0 being a regular partitioning, elliptic regularity, as Ω is a rectangle,
(1.14) and (2.19) that
(3.56) ‖(G − Gh)zh‖1 ≤ C h |zh|0 ∀ zh ∈ Zh .
Then choosing χ ≡ Gh ∂Uε∂t in (2.13b) we obtain, similarly to (2.46), that
(3.57) ‖Gh ∂Uε
∂t
‖L2(0,T ;H1(Ω)) ≤ C.
Combining (3.56), (3.57) and noting (3.11), it follows that
‖G ∂Uε∂t ‖L2(0,T ;H1(Ω)) ≤ ‖(G − Gh)∂Uε∂t ‖L2(0,T ;H1(Ω)) + ‖Gh ∂Uε∂t ‖L2(0,T ;H1(Ω))
≤ C h ‖∂Uε∂t ‖L2(ΩT ) +C ≤ C (τ−
1
4 h+ 1) ≤ C ,
if the mild time step constraint C h4 ≤ τ is satisﬁed. As for the case (b), the obtained
result ‖Uε‖L2(0,T ;H2(Ω)) ≤ C is more than we need. For our main convergence result
we really only need ‖Uε‖L2(0,T ;W1,s(Ω)) ≤ C, s > 2. However, it does not appear pos-
sible to derive this bound without using the stronger result and the quasi-uniformity
assumption.
4. Solution of the discrete system. We now discuss algorithms for solving
the resulting system of algebraic equations for {Φnε , Unε ,Wnε } arising at each time level
from the approximation (Ph,τε ). As (2.13a) in (P
h,τ
ε ) is independent of {Unε ,Wnε }, we
solve it ﬁrst to obtain Φnε ; then solve (2.13b,c) for {Unε ,Wnε }. Solving (2.13a) is
straightforward, as it is linear. Adopting the obvious notation, the system (2.13b,c)
can be rewritten as: Find {Unε ,Wnε } ∈ KJ ×RJ such that
γ M Unε + τn A
n−1Wnε = r(4.1a)
γ (V − Unε )T B Unε − (V − Unε )T MWnε ≥ (V − Unε )T s ∀ V ∈ KJ ,(4.1b)
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where M, B and An−1 are symmetric J × J matrices, J := #J , with entries
Mij := (χi, χj)
h, Bij := (∇χi,∇χj), An−1ij := (Ξε(Un−1ε )∇χi,∇χj)
and r := γ M Un−1ε − ατn An−1Φnε ∈ RJ , s := γ−1M Un−1ε ∈ RJ .
Let An−1 ≡ AD−AL−ATL , with AL and AD being the lower triangular and diagonal
parts of the matrix An−1, similarly for B. We use this formulation in constructing
our “Gauss–Seidel type” iterative method to solve (2.13b,c).
Given {Un,0ε ,Wn,0ε } ∈ Kh×Sh, for k ≥ 1 ﬁnd {Un,kε ,Wn,kε } ∈ Kh×Sh such that
γ M Un,kε + τn (AD −AL)Wn,kε = r + τn ATLWn,k−1ε(4.3a)
(V − Un,kε )T (γ (BD −BL)Un,kε −MWn,kε ) ≥ (V − Un,kε )T (s+ γ BTL Un,k−1ε )
∀ V ∈ KJ .(4.3b)
A similar iterative method is used in [15] to solve a related linear system. They prove
convergence of this approach for their linear system by analysing the eigenvalues of the
resultant iteration matrix. Below, we prove convergence of (4.3a,b) for our nonlinear
system (2.13b,c) using an energy method.
Theorem 4.1. Let the assumptions (A) hold. Then for {Un,0ε ,Wn,0ε } ∈ Kh×Sh
the sequence {Un,kε ,Wn,kε }k≥0 generated by the algorithm (4.3a,b) satisfies
(4.4) ‖Unε −Un,kε ‖1 → 0 and
∫
Ω
Ξε(U
n−1
ε ) |∇(Wnε −Wn,kε )|2 dx→ 0 as k→ ∞.
Proof. Let Y n,k := Unε − Un,kε and Zn,k := Wnε −Wn,kε . Now subtracting (4.3a)
from (4.1a) and testing the resulting equation with Zn,k yields
(4.5) γ [Zn,k]T M Y n,k + τn [Z
n,k]T (AD −AL)Zn,k = τn [Zn,k]T ATL Zn,k−1.
Choosing V ≡ Un,kε in (4.1b) and V ≡ Unε in (4.3b) yields
(4.6) −γ [Y n,k]T (BD − BL)Y n,k + [Y n,k]T M Zn,k ≥ −γ [Y n,k]T BTL Y n,k−1.
Combining (4.5) and (4.6) yields that
γ2 [Y n,k]T (BD −BL)Y n,k + τn [Zn,k]T (AD − AL)Zn,k
≤ γ2 [Y n,k]T BTL Y n,k−1 + τn [Zn,k]T ATL Zn,k−1.(4.7)
We now split the diagonal matrix AD := AD1 + AD2 , where (AD1)ii := −
∑i−1
j=1 Aij
and (AD2 )ii := −
∑J
j=i+1 Aij = Aii − (AD1 )ii. Then we have that
[Zn,k]T ATL Z
n,k−1 =
J∑
i=1
Zn,ki
J∑
j=1
(ATL)ij Z
n,k−1
j
≤ 12
J∑
i=1
J∑
j=1
(AL)ji [(Z
n,k
i )
2 + (Zn,k−1j )
2]
≤ 12
J∑
i=1
(AD2 )ii (Z
n,k
i )
2 + 12
J∑
j=1
(AD1)jj (Z
n,k−1
j )
2.(4.8)
F.E. APPROX. OF A PHASE FIELD MODEL FOR VOID ELECTROMIGRATION 27
Combining (4.7), (4.8) and a similar argument for B yields that
γ2
2 [Y
n,k]TB Y n,k + γ
2
2 [Y
n,k]TBD1 Y
n,k + τn2 [Z
n,k]TAn−1Zn,k + τn2 [Z
n,k]TAD1 Z
n,k
≤ γ22 [Y n,k−1]TBD1 Y n,k−1+ τn2 [Zn,k−1]TAD1 Zn,k−1.
(4.9)
Therefore, we have that { γ2
2
[Y n,k]T BD1 Y
n,k+ τn
2
[Zn,k]T AD1 Z
n,k }k≥0 is a decreas-
ing sequence. Since it is bounded below the sequence has a limit. Combining this and
(4.9) yields
(4.10) |Unε −Un,kε |1→ 0 and
∫
Ω
Ξε(U
n−1
ε ) |∇(Wnε −Wn,kε )|2 dx→ 0 as k →∞.
Furthermore, multiplying (4.3a) with 1T := (1, . . . , 1), noting that An−1 1 = 0 and
recalling the splitting of An−1 yields that
γ (Un,kε − Un−1ε , 1)h = τn 1TATL (Wn,k−1ε −Wn,kε ) = τn 1TAD1 (Wn,kε −Wn,k−1ε )
= τn 1
TAD1 Z
n,k−1− τn 1TAD1 Zn,k → 0 ;(4.11)
where we have again used the fact that { τn [Zn,k]T AD1 Zn,k }k≥0 has a limit. Com-
bining (4.10), (4.11), (2.3) and (2.18) yields the desired result (4.4).
Remark 4.2. We note that (4.3a,b) can be solved explicitly for j = 1 → J . In
particular, let r̂ := r+τn (ALW
n,k
ε +A
T
LW
n,k−1
ε ) and ŝ := s+γ (BLU
n,k
ε +B
T
L U
n,k−1
ε ).
Then, on recalling (1.16a), we set for j = 1→ J
[Un,kε ]j =
[
Mjj r̂j+τn A
n−1
jj ŝj
γ [Mjj ]2+τn γ A
n−1
jj Bjj
]
K
and [Wn,kε ]j =
r̂j−γ Mjj [Un,kε ]j
τn A
n−1
jj
.(4.12)
Remark 4.3. Although we have no convergence proof, in practice an overrelaxed
version of (4.3a,b) performed better. To this end we replace (4.12) for a given ω ≥ 1
with
[Un,kε ]j =
[
ω
Mjj r̂j−τn An−1jj ŝj
γ [Mjj ]2+τn γ A
n−1
jj Bjj
+ (1− ω) [Un,k−1ε ]j
]
K
and [Wn,kε ]j =
r̂j−γ Mjj [Un,kε ]j
τn A
n−1
jj
.(4.13)
5. Numerical results. In order to deﬁne the initial shape of the void we intro-
duce the following function. Given z ∈ R2, a ∈ R2 with min{a1, a2} = 1 and R ∈ R>0
we deﬁne
(5.1) v(z, a, R; x) :=
⎧⎪⎨⎪⎩
−1 r(x) ≤ R− γ π2
sin( r(x)−Rγ ) |r(x)− R| < γ π2
1 r(x) ≥ R+ γ π2
,
where r(x) := ((x1−z1a1 )
2+(x2−z2a2 )
2)
1
2 . Equation (5.1) represents a void with the shape
of an ellipse with semiaxes a1R and a2R. In line with the asymptotics of the phase
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Fig. 5.1. (α = 0) Zero level sets for solution Uε(x, t) of (P
h,τ
ε ) at times t = 0,2×10−4, . . . , 3×
10−3, T = 10−2 and adaptive mesh for (˜Ph,τε ) at times t = 0, T .
ﬁeld approach, see section 1, the interfacial thickness is not less than γ π. For the
initial data u0 to (P) we chose either (i) one ellipse or (ii) two ellipses; that is,
(5.2) (i) u0(x) = v(z, a, R; x) or (ii) u0(x) = v(z, a, R; x)+v(z˜, a˜, R˜; x)−1 .
In all the experiments below, the parameters above were chosen so that these ellipses
lie in the interior of Ω; and hence the resulting u0 satisﬁes all the assumptions of
Lemma 3.1.
The given domain Ω = (−L1, L1) ×(−L2, L2) was partitioned uniformly into
right-angled isosceles triangles. Throughout we chose the number of triangles such
that there were at least 8 mesh points across the interface; that is 8 h ≤ γ π.
For the iterative algorithm (4.3a,b) we set, for n ≥ 1, {Un,0ε ,Wn,0ε } ≡ {Un−1ε ,
Wn−1ε }, where U0ε ≡ πhu0 and W 0ε ≡ −γΔhU0ε − γ−1U0ε , and adopted the stopping
criterion
|Un,kε − Un,k−1ε |0,∞ < tol,
with tol = 10−7. Furthermore, we set {Unε ,Wnε } ≡ {πh[ptolK (Un,kε )],Wn,kε }, where
ptolK (s) :=
⎧⎪⎨⎪⎩
−1 s ≤ −1 + tol
s |s| < 1− tol
1 s ≥ 1− tol
.
Our ﬁrst experiment is for α = 0 and shows the evolution of an ellipse to a
circle due to surface diﬀusion. We chose the following parameters for (Ph,τε ): L1 = 1,
L2 = 0.5, γ =
1
16π , α = 0, T = 10
−2, τn = τ = 8 × 10−7, ε = 10−5. For the initial
proﬁle we chose (5.2)(i) with z = (0, 0), a = (10, 1), R = 0.075 and used ω = 1.4 for
the iterative algorithm (4.13). We used a uniform 128× 128 triangulation for each of
the two unit squares. In Figure 5.1 we plot the zero level sets for Uε(x, t) at times
t = 0, 2 × 10−4, . . . , 3 × 10−3, T . We note the very good agreement with the direct
ﬁnite element approximation of the sharp interface problem, (1.1a,b) and (1.2), in [28,
Figure 3]. We repeated the above experiment for the scheme (P˜h,τε ), see Remark 2.10,
and obtained graphically indistinguishable results. However, the scheme (P˜h,τε ) was
2.2 times faster than solving the original approximation (Ph,τε ). Moreover, for (P˜
h,τ
ε )
one knows a priori that Unε (pj) = U
n−1
ε (pj) for all j ∈ J with (Ξ˜ε(Un−1ε ), χj) = 0, the
so called passive nodes. A natural approach to utilise this fact is to use a ﬁne mesh
in the “interfacial region” only, while employing a coarser mesh elsewhere. We note
that for α = 0 this is equivalent to using a uniform ﬁne mesh. However, for the above
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experiment the described adaptive mesh approach was 4.4 times faster than solving
(P˜h,τε ) on a uniform mesh. Hence, overall to solve for (P˜
h,τ
ε ) took 10% of the time it
took to solve (Ph,τε ). Hence for all the remaining computations, we used an adaptive
mesh to solve for the approximation (P˜h,τε ).
We should note that for α > 0 the adaptive mesh approach is not equivalent to
solving (P˜h,τε ) on a uniform mesh, since in the former case not all the active nodes
with respect to Λ˜ε(U
n−1
ε ), as opposed to Ξ˜ε(U
n−1
ε ), are represented on the ﬁne mesh.
Hence the respective solutions Φnε can diﬀer slightly in the interfacial region, yielding
diﬀerent solutions Unε . But the electric potential is not rapidly varying away from
the interfacial region and hence is well approximated by the coarse mesh, so there is
no need for the more costly ﬁne mesh. Furthermore we obtained virtually identical
results in test runs, and hence we are satisﬁed that these diﬀerences are negligible.
In order to implement the desired mesh we used the adaptive ﬁnite element code
Albert 1.0, see [24]. The code uses bisectioning, and its reversal, for reﬁning and
coarsening, respectively. Hence starting with an initial right-angled isosceles trian-
gulation yields similar triangles throughout. We now describe our mesh reﬁnement
strategy for the physically relevant case of L1 ≥ L2 and further assume w.l.o.g. that
L1 is an integer multiple of L2.
Given the two parameters Nc < Nf we set hc :=
2
3
2 L2
Nc
and hf :=
2
3
2 L2
Nf
, respec-
tively. Throughout we choose our initial triangulation T˜ 0 to be a uniform partitioning
of Ω into triangles σ of diameter hσ = hf and ﬁx the parameters δf = tol× 10−1 and
δc = tol × 10−3. Then, for n ≥ 1, given Un−1ε and a triangulation T˜ n−1, a triangle
σ ∈ T˜ n−1 is marked for reﬁnement if it, or one of its neighbouring elements, satisﬁes
ησ :=
∣∣min
x∈σ
|Un−1ε (x)| − 1
∣∣ > δf .
If a triangle that is marked for reﬁnement satisﬁes hσ > hf , it is reﬁned into two
smaller triangles via a bisectioning of its longest edge. A triangle σ is marked for
coarsening if it satisﬁes hσ < hc and ησ < δc. A triangle that is marked for coarsening
is coarsened only if all its neighbouring elements are marked for coarsening as well.
This cycle is repeated until no triangle has been reﬁned or coarsened. We note that
the maximum number of cycles is
Nf
Nc
. However, apart from the case n = 1 the number
of cycles required will be 1; due to the fact that the region of active nodes can advance
one mesh point per time step only, see Remark 3.2. The above process ensures that
all active nodes are always within the ﬁne part of the adaptive mesh.
For the remaining experiments we adopted the following strategy. Given a γ > 0
we chose Nf such that there were at least 8 mesh points across the interface, set Nc :=
1
8
Nf and chose a suitable time step size τ . As the numerical interfacial region can only
advance by one mesh point per time step one has to choose τ suﬃciently small so that
(P˜h,τε ) is capable of approximating the speed of propagation of the void, cf. [3, §5.1].
On obtaining the desired experiment’s solutions for these discretization parameters
we halved γ, halved hf and quartered τ , while keeping ε = 10
−5 ﬁxed throughout.
In almost all instances we repeated the above procedure until the solutions for two
consecutive choices of γ were graphically indistinguishable. Here we report on the
converged experiments.
First we repeated the previous experiment for α = 0 for a smaller γ = 132π ; using
a ﬁner mesh. In particular we chose the following parameters for (P˜h,τε ): L1 = 1,
L2 = 0.5, T = 10
−2, τn = τ = 2× 10−7. For the initial proﬁle we chose (5.2)(i) with
z = (0, 0), a = (10, 1), R = 0.075 and used ω = 1.5 for the iterative algorithm (4.13).
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The reﬁnement parameters were Nf = 256 and Nc = 32. The obtained results were
virtually identical to the ones from our earlier computations, see Figure 5.1. On the
right hand side of this ﬁgure we plot the vertices of the adaptive mesh for the latter
experiment at times t = 0, T .
In our ﬁrst experiment for α > 0 we chose the radius of the initially circular void to
be relatively large compared to the width of the conductor, 2L2, in correspondence to
[9, Figure 4]. We used the following parameters for (P˜h,τε ): L1 = 1, L2 = 0.5, γ =
1
32π ,
α = 10249 π ≈ 114 π, T = 3.6× 10−4, τn = τ = 10−7. As initial data we chose (5.2)(i)
with z = (−0.5, 0), a = (1, 1), R = 0.375 and used ω = 1.9 for the iterative algorithm
(4.13). The reﬁnement parameters were Nf = 256 and Nc = 32. In Figure 5.2 we
plot the zero level sets for Uε(x, t) at times t = 0, 4× 10−5, 8× 10−5, 1.2× 10−4, 2×
10−4, 2.4× 10−4, T and the vertices of the adaptive mesh at time t = T . We note the
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Fig. 5.2. (α ≈ 114π) Zero level sets for Uε(x, t) at times t = 0, 4 × 10−5, 8 × 10−5,1.2 ×
10−4,2 × 10−4,2.4× 10−4, T = 3.6× 10−4 and adaptive mesh at time t = T .
good agreement with the direct ﬁnite element approximation of the sharp interface
problem, (1.1a,b) and (1.2), in [9, Figure 4].
The next experiment corresponds to [20, Figure 5] and [28, Figure 6]. We chose
the following parameters for (P˜h,τε ): L1 = 2.5, L2 = 0.5, γ =
1
32π , α = 40 π, T =
3.75× 10−3, τn = τ = 6× 10−7. As initial data we chose (5.2)(i) with z = (−1.5, 0),
a = (1, 1), R = 0.25 and used ω = 1.9 for the iterative algorithm (4.13). The
reﬁnement parameters were Nf = 256 and Nc = 32. In Figure 5.3 we plot the zero
level sets for Uε(x, t) at times t = 0, 1.25×10−3, . . . , T and the vertices of the adaptive
mesh at time t = T . One can observe that the circular void, with a slightly ﬂattened
front, stably propagates through the conductor.
However, for larger α this is no longer the case. We repeated the above experiment
for α = 120 π in correspondence to [28, Figure 7]. In particular, we chose L1 = 2.5,
L2 = 0.5, γ =
1
64π , α = 120 π, T = 1.184 × 10−3, τn = τ = 5 × 10−8. We used
the same initial data as in Figure 5.3 and chose ω = 1 for the iterative algorithm
(4.13). The reﬁnement parameters were Nf = 512 and Nc = 64. In Figure 5.4 we
plot the zero level sets for Uε(x, t) at times t = 0, 2.96× 10−4, . . . , T and the vertices
of the adaptive mesh at time t = T . We repeated the last experiment with the same
parameters, but started with the initial void more to the left and integrated for a
longer time; in particular we set z = (−2, 0) and T = 1.5×10−3. This allows the void
to further change its shape, see Figure 5.5. The above three experiments are very
sensitive to the choice of γ and τ . Although our results show similarities with the
cited ones, there is no strong agreement between these diﬀerent types of simulations.
The next experiment corresponds to [20, Figure 9]. We chose the following param-
eters for (P˜h,τε ): L1 = 0.5, L2 = 0.5, γ =
1
32π , α = 12 π, T = 1.5× 10−4, τn = τ = 2×
10−7. As initial data we chose (5.2)(ii) with z = (−0.15, 0), a = (1.12, 1.6),R = 0.125,
z˜ = (0.15, 0), a˜ = (0.96, 1.92), R˜ = 0.125 and used ω = 1.8 for the iterative algorithm
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Fig. 5.3. (α = 40 π) Zero level sets for Uε(x, t) at times t = 0,1.25×10−3, . . . , T = 3.75×10−3
and adaptive mesh at time t = T .
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Fig. 5.4. (α = 120π) Zero level sets for Uε(x, t) at times t = 0,3× 10−4, . . . , T = 1.184× 10−3
and adaptive mesh at time t = T .
(4.13). The reﬁnement parameters were Nf = 256 and Nc = 32. In Figure 5.6 we plot
the zero level sets for Uε(x, t) at times t = 0, 3.04× 10−5, 3.8× 10−5, 4.56× 10−5, T
and the vertices of the adaptive mesh at time t = T . We note that the time the two
ellipses are merging is sensitive to the choice of γ.
The next experiment corresponds to [20, Figure 11]. We chose the following
parameters for (P˜h,τε ): L1 = 1.5, L2 = 0.5, γ =
1
32π , α = 120 π, T = 3.32×10−4, τn =
τ = 2.5×10−8. As initial data we chose (5.2)(i) with z = (−0.8, 0), a = (2, 1), R = 0.2
and used ω = 1.3 for the iterative algorithm (4.13). The reﬁnement parameters were
Nf = 256 and Nc = 32. In Figure 5.7 we plot the zero level sets for Uε(x, t) at times
t = 0, 8.75× 10−5, 1.75× 10−4, 2.625× 10−4, T and the vertices of the adaptive mesh
at time t = T .
Our ﬁnal experiment corresponds to [20, Figure 10]. We chose the following
parameters for (P˜h,τε ): L1 = 1.5, L2 = 0.5, γ =
1
32π , α = 64 π, T = 7.91 × 10−4,
τn = τ = 2.5×10−8. As initial data we chose (5.2)(ii) with z = (−1.1, 0), a = (1, 1.5),
R = 0.2, z˜ = (−0.5, 0), a˜ = (1, 1), R˜ = 0.2 and used ω = 1.3 for the iterative algorithm
(4.13). The reﬁnement parameters were Nf = 256 and Nc = 32. In Figure 5.8 we plot
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Fig. 5.5. (α = 120π) Zero level sets for Uε(x, t) at times t = 0,3 × 10−4, . . . , T = 1.5× 10−3
and adaptive mesh at time t = T .
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Fig. 5.6. (α = 12π) Zero level sets for Uε(x, t) at times t = 0,3.04× 10−5, 3.8× 10−5, 4.56×
10−5, T = 1.5× 10−4 and adaptive mesh at time t = T .
the zero level sets for Uε(x, t) at times t = 0, 1.13×10−4, . . . , T and the vertices of the
adaptive mesh at time t = T . We note that for the last two experiments there is good
agreement for diﬀerent values of γ, but only partial agreement with the cited results
in [20]. However, one should note that the ﬁxed mesh for their level set approach of
the sharp interface model, (1.1a,b) and (1.2), is rather coarse.
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