Traditionally, multitask learning (MTL) assumes that all the tasks are related. This can lead to negative transfer when tasks are indeed incoherent. Recently, a number of approaches have been proposed that alleviate this problem by discovering the underlying task clusters or relationships. However, they are limited to modeling these relationships at the task level, which may be restrictive in some applications. In this paper, we propose a novel MTL formulation that captures task relationships at the feature-level. Depending on the interactions among tasks and features, the proposed method construct different task clusters for different features, without even the need of pre-specifying the number of clusters. Computationally, the proposed formulation is strongly convex, and can be efficiently solved by accelerated proximal methods. Experiments are performed on a number of synthetic and real-world data sets. Under various degrees of task relationships, the accuracy of the proposed method is consistently among the best. Moreover, the feature-specific task clusters obtained agree with the known/plausible task structures of the data.
Introduction
Many real-world problems involve the learning of a number of tasks. Instead of learning them individually, it is now well-known that better generalization performance can be obtained by harnessing the intrinsic task relationships and allowing tasks to borrow strength from each other. In recent years, a number of techniques have been developed under this multitask learning (MTL) framework.
Traditional MTL methods assume that all the tasks are related (Evgeniou & Pontil, 2004; Evgeniou et al., 2005) . However, when this assumption does not hold, the performance can be even worse than single-task learning. If it is known that the tasks are clustered, a simple remedy is to constrain task sharing to be just within the same cluster (Argyriou et al., 2008; Evgeniou et al., 2005) . This can be further extended to the case where task relationships are represented in the form of a network (Kato et al., 2007) . However, in practice, such an explicit knowledge of task clusters/network is rarely available.
Recently, by adopting different modeling assumptions, a number of approaches have been proposed that identify task relationships simultaneously with parameter learning. For example, some assume that the task parameters share a common prior in a Bayesian model (Yu et al., 2005; Zhang & Schneider, 2010; Zhang & Yeung, 2010) ; that the data follows a dirty model (Jalali et al., 2010) ; that most of the tasks lie in a low-dimensional subspace (Ando & Zhang, 2005; Chen et al., 2010) , or that outlier tasks are present (Chen et al., 2011a) . In this paper, we will mainly be interested in techniques that assume the tasks are clustered (Argyriou et al., 2008; Evgeniou et al., 2005) , and then infer the clustering structure automatically during learning (Jacob et al., 2008; Kang et al., 2011) . Interestingly, it is recently shown that this clustered MTL approach is equivalent to alternating structure optimization (Ando & Zhang, 2005) that assumes the tasks share a low-dimensional structure (Zhou et al., 2011) .
However, all the existing methods model the task relationships at the task level, and the features are assumed to always observe the same set of task clusters or covariance structure (Figure 1(a) ). This may be restrictive in some real-world applications. For example, in recommender systems, each customer corresponds to a task and each feature a movie attribute. Suppose that we have a relatively coherent group of customers, such as Jackie Chan fans who are interested in action comedy movies (Figure 1(b) ). On the "language" attribute, however, some of them may prefer English, some prefer standard Chinese (Putonghua/Mandarin), some prefer Cantonese or even a combination of these. Hence, the clustering structure as seen by this feature is very different from those of the oth-ers. Another example is when the features are obtained by some feature extraction algorithm (such as PCA) and so have different discrimination abilities. While the less discriminating features may be used in a similar manner by all the tasks, highly discriminating features may be very class-specific and are used differently by different tasks (Figure 1(c) ). Hence, again, these features may observe different task relationships. This phenomenon will also be demonstrated in the experiments in Section 3. In this paper, we extend clustered MTL such that the task cluster structure can vary from feature to feature. This is thus more fine-grained than existing MTL methods that only capture task-level (but not feature-level) relationships. Moreover, a key difference with (Jacob et al., 2008 ) is that we do not require the number of clusters to be pre-specified. Indeed, depending on the complexity of the tasks and usefulness of each feature, different numbers of clusters can be formed for different features.
Computationally, the optimization problem is often challenging in clustered MTL algorithms. For example, in (Kang et al., 2011) , it leads to a mixed integer program, which has to be relaxed as a nonlinear optimization problem and then solved by gradient descent. This suffers from the local minimum problem and potentially slow convergence. On the other hand, the proposed approach directly leads to a (strongly) convex optimization problem, which can then be efficiently solved by accelerated proximal methods (Nesterov, 2007) after some transformations.
Notation: Vector/matrix transpose is denoted by the superscript , A F = trace(A A) is the Frobenius norm of matrix A, A i· is its ith row and A ·j its jth column.
The Model
Suppose that there are T tasks. The tth task has n t training samples {(x
We stack the inputs and outputs together to form matrices
nt ] , respectively. A linear model is used to learn each task. Let the weight associated with task t be w t . The predictions on the n t samples are stored in the vector X (t) w t .
Simultaneous Clustering of Task Parameters
We decompose each w t into u t + v t , where u t tries to capture the shared clustering structure among task parameters, and v t captures variations specific to each task. Learning of w t 's is performed jointly with the clustering of u t 's via the following regularized risk minimization problem:
where
, and λ 1 , λ 2 , λ 3 are regularization parameters. The first term in (1) is the empirical (squared) loss on the training data, and U clus is the sum of pairwise differences for elements in each row of U,
For each feature d and each (u i , u j ) pair, the pairwise penalty in U clus encourages U di , U dj to be close together, leading to feature-specific task clusters. It can also be shown that U clus is a convex relaxation of k-means clustering on each feature. Note that this is different from the fused lasso regularizer (Tibshirani et al., 2005) , which is used for clustering features in single-task learning while U clus is for clustering tasks in MTL. It is also different from the graph-guided fused lasso (GFlasso) (Chen et al., 2011b) , which does not decompose w t as u t + v t , and subsequently cannot cluster the tasks due to the use of smoothing. The regularizer V 2 F = T t=1 v t 2 penalizes the deviations of each w t from u t , and U 2 F is the usual ridge regularizer penalizing U's complexity. Since U 2 F , V 2 F are strongly convex and the other terms in (1) are convex, (1) is a strongly convex optimization problem.
Some MTL papers also decompose w t as u t + v t , but the formulations and goals are different from ours. In (Evgeniou et al., 2005) , u t is the (single) cluster center of all the tasks; in (Ando & Zhang, 2005; Chen et al., 2010; 2011a) , u t comes from a low-dimensional linear subspace, which is extended to a nonlinear manifold in (Agarwal et al., 2010) ; in (Jalali et al., 2010) , u t is the component that uses features shared by other tasks.
Moreover, model (1) encompasses a number of interesting special cases: (i) λ 1 → ∞:
1 For each d, all U dt 's become the same. Thus, w t reduces toū + v t for some "mean weight"ū, and (1) reduces to the model in (Evgeniou et al., 2005) . (ii) λ 1 = 0: The following Proposition shows that (1) reduces to independent ridge regression on each task.
(iii) λ 2 = 0, λ 3 = 0: Since u t is penalized while v t is not, u t will become zero at optimality, irrespective of the value of λ 1 . Thus, (1) reduces to independent least squares regression on each task: min wt y (t) − X (t) w t 2 . Obviously, this is the same as setting λ 1 = λ 2 = λ 3 = 0.
Properties
Denote the optimal solution in (1) by (U * , V * ), and let
The following Proposition shows that if tasks i and j have similar weights on feature d, the corresponding U * entries are clustered together. On the other hand, for an outlier task t, its u t component is separated from the main group.
For simplicity, all T tasks are assumed to have the same number of training instances n. Assume that the data for task t is generated as
The following Theorem shows that, with high probability, W * is close to the ground truthW
Moreover, when all the tasks are identical, the shared clustering component U * is close toW; and V * , the deviation from the cluster center, goes to zero.
n + C holds with probability at least 1 − 2 exp(−c 2 log(DT )) for any c 1 > (1 + c 2 ) log(DT ) and c 2 > 0. Here,Λ max = max tΛ (t) max withΛ (t) max being an upper bound on the eigenvalue of
is a positive definite matrix, and
with arbitrary high probability.
2. When all tasks are identical (i.e.,w 1 = · · · =w T and
nT +Ĉ and V ∞,∞ → 0 hold with probability at least 1 − 2 exp(−ĉ 2 log D) for anyĉ 1 > 2(1 +ĉ 2 ) log(D) and c 2 > 0. Here,Λ max is an upper bound on the eigen-
. . .
, and
Moreover, the following Corollary shows that the underlying clustering structure can be exactly recovered when n is sufficiently large. Corollary 1. Suppose that for any feature d,W di = W dj if i, j are in the same cluster; and
, where
dj if i, j are in the same cluster; and U * di = U * dj otherwise, with probability at least 1 − 2 exp(−c 2 log(DT )) for any c 1 >
(1 + c 2 ) log(DT ) and c 2 > 0.
Optimization via Accelerated Proximal Method
In recent years, accelerated proximal methods (Nesterov, 2007) have been popularly used by the machine learning community (Bach et al., 2011) for convex problems of the form min θ f (θ) + r(θ), where f (θ) is convex and smooth, and r(θ) is convex but nonsmooth. The convergence rate is optimal for the class of first-order methods. Together with their algorithmic and implementation simplicities, they can be used on large smooth/nonsmooth convex problems.
In this paper, we use the well-known method of FISTA (Fast Iterative Shrinkage-Thresholding Algorithm) (Beck & Teboulle, 2009 ). Extending to other accelerated proximal methods is straightforward. Each FISTA iteration performs the following proximal step
whereθ k is the current iterate, and L k is a scalar often determined by line search. Since (3) is required in every FISTA iteration, it needs to be solved very efficiently.
Step (3) can be rewritten as (Chen et al., 2011a) . Expressing back in terms of U and V, (3) becomes
As f (Θ) in (4) is simply the squared loss, the tth columns of both
Since f in the proximal step is only required to be convex and smooth, many other commonly used loss functions can be used in (1) instead.
As U and V are now decoupled, they can be optimized independently as will be shown in the sequel. The whole algorithm for solving (1) is shown in Algorithm 1. ComputeÛ andV in (6).
4:
F using the algorithm in (Zhong & Kwok, 2011) .
5:
8: end for 9: Output U N .
COMPUTING V
For fixed U, the subproblem in (5) related to V is
On setting the gradient of the objective w.r.t. V to zero, we obtain V = vij 1+λ3 .
COMPUTING U
For fixed V, the subproblem in (5) related to U is
F , this is more challenging than the computing of V in Section 2.3.1. However, as the rows of U are independent, U can be optimized row by row. For the dth row, we have
whereû =Û d· = [û 1 , . . . ,û T ] . It can be shown that (7) can be rewritten as the optimization problem considered in (Zhong & Kwok, 2011) , and hence can be solved efficiently using the algorithm proposed there.
TIME COMPLEXITY
Computing the gradients
Computing one row of U k using the algorithm in (Zhong & Kwok, 2011) takes O(T log T ) time, and thus O(DT log T ) time for the whole U k . Hence, the total complexity for Algorithm 1 is only O(T Dn + DT log T ). Moreover, FISTA converges as O(1/N 2 ) (Beck & Teboulle, 2009) , where N is the number of iterations. This is much faster than traditional gradient methods, which converges as O(1/ √ N ). It is also faster than GFlasso (Chen et al., 2011b) , which solves a similar problem as (1), but converges as O(1/N ) and has a per-iteration complexity of O(T 2 ).
Though (7) is similar to the optimization problems of the pairwise fused lasso in (Petry et al., 2011; She, 2010) , using the optimization procedures there are much more expensive. Specifically, the procedure in (Petry et al., 2011) takes O(T 6 ) time, as it involves a QP with T 2 additional optimization variables; while (She, 2010 ) relies on annealing, which is even more complicated and expensive.
Adaptive Clustering
As in the adaptive lasso (Zou, 2006) , weights can be added to each term of U clus as
where α d,ĩj is the weight associated with the ith and jth largest entries (U dĩ and U dj , respectively) on the dth row of U. To set the weights α d,ĩj , we first run model (1) with the unweighted U clus to obtain W, and then set α d,ĩj = 1 |W dĩ −W dj | . Hence, when W dĩ , W dj are similar, U dĩ , U dj will be strongly encouraged to be clustered together, and vice verse. Moreover, the optimization procedure in Algorithm 1 can still be used.
Experiments
In this section, we perform experiments on a number of synthetic and real-world data sets. All the data sets are standardized such that the features have zero mean and unit variance for each task. The output of each task is also standardized to have mean zero. 
Synthetic Data Sets
In this experiment, the input has dimensionality D = 30 and is generated from the multivariate normal distribution x ∼ N (0, I). We use T = 10 tasks, with the output of the tth task generated as y t ∼ x w t + N (0, 400). All tasks have 30 training samples and 100 test samples. The task parameters are designed in the following manner to mimic various real-world scenarios:
(C1) All tasks are independent:w t ∼ N (0, 25I) for all t.
(C2) All tasks are from the same cluster:w t = w m + N (0, I) for all t.
(C3) All tasks are from the same cluster as in C2, but with corrupted features as are often encountered in real-world data sets. We first generatew t ∼ w m + N (0, I) for all t. Then, for each feature, we randomly pick one task and replace its weight by a random number from 10 + N (0, 100).
(C4) A main task cluster plus a few outlier tasks: 2, 3, 4, 5, 6, 7, 8 , 10 · 1 + N (0, 100I) t = 9, 10.
(C5) Tasks in overlapping groups: We have two groups with weights w (1) , w (2) . For each feature d, several tasks (1-9) are randomly assigned to group 1, and the rest to group 2. Suppose that task t belongs to group g, we then generate
(C6) This is used to simulate the recommender systems example in Section 1. All but the last two features are generated from a common cluster, as
For the last two features, we generate [w t ] i ∼ 10 + N (0, 100) for each task t.
The proposed model will be called FlexTClus (Flexible Task-Clustered MTL). It is compared with a variety of single-task and state-of-the-art MTL algorithms, including: 1) Independent ridge regression on each task; 2) Pooling all the training data together to learn a single model:
This assumes that all the tasks are identical; 3) Regularized MTL: This assumes that all the tasks come from a single cluster (Evgeniou & Pontil, 2004) ; 4) The dirty model in (Jalali et al., 2010) ; 5) Low-rank-based robust MTL (Chen et al., 2011a) ; 6) Sparse-LowRank MTL (Chen et al., 2010) , which learns sparse and low-rank patterns from the tasks; 7) Clustered MTL (Jacob et al., 2008) 2 and 8) Multitask relationship learning (MTRL) (Zhang & Yeung, 2010) .
Regularization parameters for all the methods are tuned by a validation set of size 100. To reduce statistical variability, results are averaged over 10 repetitions. In each repetition, w m is generated from N (0, 25I); whereas in C5, w
(1) ∼ N (0, 25I) and w (2) ∼ N (0, 100I). The normalized mean squared error (NMSE), which is defined as the MSE divided by the variance of the ground truth, is used for performance evaluation.
Results are shown in Table 1 . We have the following observations.
• C1: Since the tasks are independent, so as expected, ridge gives good result, while pooling is the worst. Recall that FlexTClus can be reduced to ridge regression with a suitable choice of regularization parameters. Hence, both versions of FlexTClus are as good as ridge. Similarly, regularized MTL can also be reduced to ridge regression by using a very strong regularizer on the task mean parameter. As for clustered MTL, since the true number of clusters is given (which is equal to the number of tasks in this case), it reduces to ridge regression and so the result is also good. On the other hand, the remaining MTL methods suffer from negative transfer.
• In C2, all tasks are from the same group, and hence regularized MTL and FlexTClus (which can be reduced to regularized MTL) perform best. This is followed by pooling, while the other MTL methods lag further behind and suffer from negative transfer. When noisy features are added (C3), pooling suffers tremendously, while FlexTClus still retains its superior performance.
• C4 is a common MTL setup. As expected, almost all MTL methods perform well.
• C5 and C6 are the most challenging. FlexTClus (and its adaptive variant) is the only method that can capture the complicated feature-wise task relationships. Figure 2 compares the ground truth clustering structures of the task parameters with those obtained by adaptive FlexTClus. As can be seen, FlexTClus can well capture the underlying structure.
Examination Score Prediction
In this section, experiment is performed on the school data set (Bakker & Heskes, 2003) . As in (Chen et al., 2011a) , we use 10%, 20% and 30% of the data for training, another 45% for testing, and the remaining for validation. To reduce statistical variability, results are averaged over 5 repetitions.
Results are shown in Table 2 . Note that though the school data has been popularly used as a MTL benchmark, it has been pointed out previously that all the tasks are indeed the same (Bakker & Heskes, 2003; Evgeniou et al., 2005) . Hence, the trend in Table 2 is similar to that of C2 in Table 1. As can be seen, both versions of FlexTClus are very competitive in this single-cluster case, and are better than the other MTL methods. Figure 3 shows the task clustering structure obtained by adaptive FlexTClus. Clearly, it indicates that there is only one underlying task cluster. 
Handwritten Digit Recognition
In this section, we perform experiments on two popular handwritten digits data sets, USPS and MNIST. As in (Kang et al., 2011) , PCA is used to reduce the feature dimensionality to 64 for USPS and 87 for MNIST. For each digit, we randomly choose 10, 30, 50 samples for training, 500 samples for validation and another 500 samples for testing. The 10-class classification problem is decomposed into 10 one-vs-rest binary problems, each of which is treated as a task.
Results averaged over 5 repetitions are shown in Table 3 . We do not compare with pooling, which assumes that all the tasks are identical and is clearly invalid in this one-vsrest setting. As can be seen, FlexTClus and its adaptive version are consistently among the best, while many other MTL methods suffer from negative transfer and are only comparable or even worse than ridge regression. Fig. 4 shows the task clustering structures obtained. As expected, many trailing PCA features are not useful for discrimination and the corresponding weights are zero. In contrast, 
Rating of Products
In this section, we use the computer survey data in (Argyriou et al., 2008) . This contains the ratings of 201 students on 20 different personal computers, each described by 13 attributes. After removing the invalid ratings and students with more than 8 zero ratings, we are left with 172 students (tasks). For each task, we randomly split the 20 instances into training, validation and test sets of sizes 8,8, and 4, respectively. Table 4 shows the root mean squared error (RMSE) averaged over 10 random splits. Again, FlexTClus and its adaptive variant outperform the other models. Figure 5 shows the task clustering structure obtained in a typical run. Note that the first 12 features are about the PC's performance (such as memory and CPU speed). As can be seen, there is one main cluster, indicating that most students in this survey have similar preference on these attributes. On the other hand, the last feature is price, and the result indicates that there are lots of varied opinions on this attribute.
Conclusion and Future Work
While existing MTL methods can only model task relationships at the task level, we introduced in this paper Figure 5. Task cluster structure obtained by adaptive FlexTClus on the ratings data. Each row is a feature (whose names are shown on the left) and each column is a task.
a novel MTL formulation that captures task relationships at the feature-level. Depending on the myriad relationships among tasks and features, the proposed method can cluster tasks in a flexible feature-by-feature manner, without even the need of pre-specifying the number of clusters. Moreover, the proposed formulation is (strongly) convex, and can be solved by accelerated proximal methods with an efficient and scalable proximal step. Experiments on a number of synthetic and real-world data sets show that the proposed method is accurate. The obtained feature-specific task clustering structure also agrees with the known/plausible clustering structure of the tasks.
