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Abstract 
Process synthesis is used to evaluate different potential designs to select the most suitable 
that fulfils some process goals. There is ever-increasing pressure to reduce operating cost 
and emission of pollutants as energy prices continue to increase and more regulations are 
set by government. To address these concerns, optimisation methods based on heuristics, 
pinch technology and mathematical programming can be adopted. Since the early 90s, 
mathematical programming has gained significant attention to solve large and complex 
problems.  
 
Extensive studies have been conducted for heat exchange network synthesis (HENS), which 
was first used to optimise utility usage and operating costs. Many existing mass exchange 
network synthesis (MENS) methods are derived from HENS techniques since analogies exist 
between the two networks. Integrating the synthesis of mass and heat exchange networks in 
what is known as combined heat and mass exchange network synthesis (CHAMENS) can be 
beneficial because mass transfer is affected by operating temperature. However, very little 
research has been done in this area of process synthesis due to their complex nature. It is 
even more challenging to find literature involving the regeneration of multiple recyclable 
MSAs in a network synthesis context. Furthermore, the few studies that have considered 
CHAMENS have done the optimisation considering economic performance alone, whereas 
the consideration of environmental impact as an additional objective can help attain a more 
sustainable process.    
 
This thesis builds on current knowledge of CHAMENs synthesis methods by considering 
CHAMENs with detailed regeneration networks (RENs) involving multiple recyclable MSAs, 
multiple regenerating streams, and solar thermal as an alternative energy source, using a 
multi-period synthesis approach. Simultaneously optimising a combination of these 
networks is not a trivial task due to the resulting large model size having many binary and 
non-linear terms and the interactions among them. Stage-wise superstructure (SWS) 
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synthesis approaches for heat and mass exchanger networks are adopted in this thesis for 
the synthesis of CHAMENs. A new superstructure for RENs, which is equivalent to that of a 
MEN, is presented in this thesis. The combined superstructure, which involves multiple 
MSAs, multiple regenerants, and multiple hot and cold process streams, is integrated with 
solar thermal energy as a renewable energy option. The availability of solar thermal energy 
is simplified by discretizing into two time periods of daytime and nighttime operations. The 
proposed CHAMEN model is also extended to handle multi-objective optimisation (MOO) of 
environmental impact and economic objectives to identify the optimal network 
configuration. Two examples were solved, and the results obtained showed that the 
implementation of integrated solar panels and thermal storage tanks could reduce the 
environmental impact of the combined networks by 76% and 26% for case studies 1 and 2 
respectively. However, such eco-friendly infrastructure resulted in increased total annual 
cost (TAC) values of 36% and 15% respectively for the two case studies. These results 
indicate that by using the methodologies developed in this thesis, trade-offs can be 
established between economics and environmental impact as objectives. 
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Chapter 1 Introduction 
1.1 Background on Process Synthesis 
Chemical processes involve converting raw materials into finished products. The main aim 
of process synthesis is to establish the best complete design to achieve a chemical-
manufacturing goal. The term ‘synthesis’ in process design was first introduced in the paper 
by Rudd (1968), as well as in the first textbook for process synthesis (Rudd et al., 1973). The 
first review article in this field was published  in the 1970s (Farkas, 2006). Process synthesis 
is thus a developing field and many previous works studied search algorithms for the optimal 
network and these synthesis methods are applied to various areas of chemical engineering. 
Westerberg (1987) defined process synthesis as: “the discrete decision-making activities of 
conjecturing (1) which of the many available component parts one should use, and (2) how they 
should be interconnected to structure the optimal solution to a given design problem”. 
Therefore, process synthesis may involve the integration of various sub-systems. These sub-
systems may further involve stages such as chemical reactions, separations, and physical and 
thermal mixing (Smith, 2005). The stages need to be well-integrated to achieve the 
production goal. El-Halwagi (1998) stated that integration is a holistic approach to process 
design with emphasis on the unity of the process. Process integration provides a framework 
through a systemic approach which allows observation of fundamental understanding of the 
processes. The inter-connected stages of process synthesis are presented in the onion 
diagram shown in Figure 1.1. 
 
 
 
  
3 | P a g e  
 
 
 
 
 
 
 
 
 
 
Manufacturing technologies and infrastructures are used to transform feedstocks (raw 
materials) by both physical and chemical means to final products. The value-added products 
mixed with by-products and impurities require further purification. Therefore, the reactor 
design stage shown in Figure 1.1 defines the separation system requirements. Hallale and 
Fraser (2000b) classified the separation system into three subdivisions. The first system is 
called the primary separation system which is determined by the reactor design stage while 
the next is the secondary separation, which involves the MEN. The second subdivision’s 
specifications are affected by the reactor design and/or the primary separation system. An 
example can include a series of absorbers forming a MEN to purify one or more gaseous 
reactor feed/effluent streams. The last subdivision is the tertiary separation which is shaped 
by the MEN. A typical example is the regeneration of exhausted MSAs. In this thesis, the last 
subdivision is named as a regeneration network (REN) which allows multiple MSAs to be 
recycled back to the MEN. These stages involving both the reactor design and the separation 
systems then determine the energy requirements for heating and cooling systems and the 
amount of recoverable heat within the process.  In this thesis, the last five layers (highlighted 
with the hatch symbol) of the six stages in Figure 1.1 are considered. Through heat 
integration, which is the fifth and the sixth layers of the onion diagram, heating and cooling 
Figure 1.1: The onion model of process design (Hallale and Fraser, 2000b) 
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requirements are designed to have the minimum values which result in optimised operating 
cost. However, there has been a fast-growing awareness of the environmental impact of 
chemical processes since many industrial processes exploit great portions of resources and 
leave significant footprints on the ecosystem. Since there have been more governmental 
regulations it is not only the cost associated with chemical processes that is important, but 
also reducing the environmental impact of such operations. Note that implementing simple 
end-of-pipe treatments alone cannot adequately mitigate the impacts of the processes, and 
therefore, the incorporation of pollution prevention in the process synthesis step is 
necessary (Szitkai, 2004). The excess energy within the exchanger networks can be 
integrated with the separation systems to enhance mass transfer which allows optimal 
utilisation of energy and can thus reduce the emissions of pollutants to lower the impacts of 
chemical processes on the environment.  
Over the past three decades, there exists extensive literature on the heat exchanger network 
synthesis (HENS) problem, where significant progress has been made within the process 
synthesis field. One of the essential operations in the process industries is that of mass 
exchange. This has motivated many recent studies to explore different synthesis methods on 
MENs. Pollutants are selectively removed from waste streams (rich streams) through 
absorption into mass separating agents (MSAs) which are then regenerated or disposed of, 
depending on its economic and environmental consequences. The study of both HENs and 
MENs is aimed at developing more sustainable chemical processes through optimised usage 
of utilities in each network. When these networks are integrated, HENs can be used to 
enhance the mass transfer in MENs since mass transfer is a function of temperature (Seader 
et al., 1998) and therefore, the interaction between the networks can be studied. The 
implementation of such integrated networks can significantly improve the sustainability of 
processes, but to adequately account for all processing design parameters within the 
synthesis, the regeneration of MSAs should be included. The few existing works in CHAMENS 
in the literature have studied the regeneration of single MSA flowing through just one unit, 
however, to explore the more complex scenarios involving multiple regenerable MSAs, the 
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methodology of this thesis  is extended to the development of RENs. The model formulation 
and the synthesis method are discussed in Chapter 3.  
There are two types of process synthesis strategies. The first is insight-based which depends 
on the designer to use sets of physical and thermodynamic knowledge to design a process.  
In this strategy, targets can be set which are independent of the physical structure of the 
process. The insight-based strategy can provide valuable understanding of a system 
performance and characteristics such as costs and configurations of equipment without the 
final system configurations. The second strategy involves a framework that embeds all 
possible configurations of the process (El-Halwagi and Foo, 2014). The development of such 
a structure is typically achieved using the mathematical representation and can produce 
more robust results, but its success strongly depends on the ability of the structure to embed 
as many configurations as possible. A summary of these strategies will be discussed in 
Chapter 2.  
 
1.2 Motivation 
There are various synthesis methods available for individual HENs and MENs to find optimal 
network configurations. These methods are limited in their study of the interactions 
between the networks. Even though mass exchange operations are influenced by heating and 
cooling, there is a paucity of literature on combined heat and mass exchange network 
synthesis (CHAMENS). This is due to the combinatorial nature of competing variables 
associated with the combined problem resulting in challenges in the synthesis of such 
combined networks.  
It is also worth stating that MENS methods involving regeneration are not well developed. 
However, pollution minimisation through regeneration in a chemical industry has become 
an essential aspect of reducing both cost and environmental impact associated with effluent 
streams. Of the existing methods involving regeneration, only a few papers have studied the 
regeneration in a simplified regeneration network with a single regeneration unit. Such 
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simplification was done so as to avoid the complexity involved in solving MENs and RENs 
simultaneously as both networks consist of highly non-linear equations with various 
competing variables. Nonetheless, the MENs and RENs have an interrelationship with one 
another through the external MSAs and investigating the integration of multiple lean streams 
and regenerants in a detailed network can enhance the optmisation of the combined network. 
To the best knowledge of the current author, no literature has considered a detailed REN 
superstructure involving multiple regenerable external MSAs with multiple regenerants. 
Furthermore, no study has investigated the effect on the total annual cost of the combined 
network of MEN and REN with heat integration, when absorption/stripping temperature are 
varied through a HEN.  
Lastly, many studies optimised a process in terms of costs without considering its 
environmental impacts. Considering economics as a sole objective function may not be 
enough and it is desirable to perform multi-objective optimisation (MOO) to ensure the 
synthesised network satisfies both costs and environmental constraints. Despite the 
importance of the study of environmental impacts in the synthesis step, there is limited 
literature available. To further optimise a process, there are some studies on the 
implementation of renewable energies in process synthesis. In general, these energies are 
fluctuating in supply, and it is essential to extend existing MENS methods to handle such 
fluctuations as multi-period operations.  It was also observed that, MENS methods involving 
multi-period operation are still in its infancy, unlike its multi-period HENS counterpart. 
Therefore, this thesis will address these concerns in an effort to bridge the knowledge gap in 
multi-period CHAMENs literature and extend the existing simplified regeneration approach 
to RENs. 
 
1.3 Scope and Limitations 
This thesis will extend existing CHAMENs superstructure to include multiple external MSAs 
and detailed REN. Note that regenerating external MSAs can be beneficial in both economic 
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and environmental aspects. Finding feasible flow rates for these MSAs and regenerating 
streams is therefore crucial in a process synthesis task. However, to the best knowledge of 
the current author of this thesis, no literature has considered the synthesis of RENs in 
CHAMENs. New synthesis methods will not be developed in this thesis, but various existing 
synthesis approaches will be combined to study the interactions between the different 
networks.  
The general algebraic modelling systems (GAMS) will be used as the environment for the 
optimization of such networks. The DICOPT algorithm will be used to solve the mixed integer 
non-linear programming (MINLP) problem since this solver provides solutions quickly and 
has been shown to be effective for large-scale MINLP formulations. 
The environmental impact is obtained by using an environmental impact simulation tool, 
SimaPro. To produce more realistic solutions, more detailed SimaPro simulations are 
required. However, such a level of detail is not considered in this thesis. The results involving 
the environmental impacts obtained in this thesis, however, can be used as a preliminary 
design.  
 
1.4 Overall Objectives and methodology 
This thesis presents a synthesis method for CHAMENs that includes a regeneration exchange 
network (REN) superstructure with multiple recyclable mass separating agents (MSAs) and 
multiple regenerating streams. The method involves the SWS approach published by Yee and 
Grossmann (1990) and Szitkai et al. (2006) for heat and mass exchange network synthesis 
respectively. The work of Isafiade and Fraser (2009) on CHAMENs involving a single 
regeneration unit forms the basis of this study where the single unit is extended in a REN in 
the current thesis. Also, the CHAMENs superstructure with RENs is integrated with utilities 
generated from both fossil-based and renewable energy sources where the method provided 
by Isafiade (2017) is adapted to incorporate solar panels and heat storage tanks into the 
CHAMENs superstructure, and the environmental impact of such networks is determined. 
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The synthesis method is further formulated as a multi-objective optimisation (MOO) 
problem to simultaneously optimise CHAMENs in terms of both economics and 
environmental aspects. 
 
1.5 Thesis Structure 
Chapter 2 
In this chapter, the review of the relevant literature to this study is provided. pinch 
technology and mathematical programming for HENS, MENS, and CHAMENs are presented. 
The SWS of Yee and Grossmann (1990), the SWS of Szitkai et al. (2006), and the CHAMENs 
model of Isafiade and Fraser (2009) are reviewed in detail due to their applicability to this 
study.  
 
Chapter 3 
The model equations of CHAMENs model including the REN synthesis (RENS) method are 
presented in this chapter. The complexities and challenges in the combined synthesis 
method of HENs, MENs and RENs, are also discussed.  
 
Chapter 4 
The developed combined model is applied to two case studies. The problem data was 
adapted and modified to study multiple utility and multiple regenerants scenario in 
CHAMENs.  
 
Chapter 5 
This chapter includes conclusions of this thesis and proposed future works.  
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Chapter 2 Literature Review 
2.1 Introduction  
This chapter provides a review of relevant literature for this study. The first section 
discusses the synthesis methods for HENs and presents a bibliography on the synthesis 
methods. The analogy between HENs and MENs provided a platform for synthesis methods 
to be developed from HENS for MENS. These methods, which are chiefly pinch technology 
and mathematical programming based, are reviewed.  Also, synthesis methods for 
CHAMNEN is reviewed in this chapter. The last part of the review entails  synthesis methods 
in general that involve environmental impacts and MOO  strategies.    
 
2.2 Heat Exchange Networks (HENs) 
Heating and cooling are essential in the process industries. An enormous amount of external 
heating/cooling utilities are implemented to drive chemical reaction, separation and to 
maintain favourable operating conditions (El-Halwagi, 2017). The energy crisis in the 1970s 
triggered considerable attention to develop methods to synthesise HENs since the large 
amount of energy requirements of the industries resulted in significant economical burdens.  
The heavy exploitation of natural resources has resulted in a scarcity of energy sources such 
as fossil fuels, and this has also triggered the study of HENS (Vaskan et al., 2012). In HENs, 
heat integration of hot process streams with cold process streams takes place first, and then 
the remaining energy requirements are achieved by implementing external utilities to 
minimize operating cost. The HENS problem is defined by the following problem statement 
provided in the work of El-Halwagi (1998): 
There are a number of hot and cold process streams to be cooled and heated 
respectively. It is aimed to synthesise a heat exchanger network (HEN) which 
can transfer heat from the hot streams to the cold streams to achieve a 
minimum total annual cost (TAC) network. Given also are the heat capacity 
flowrates, heat transfer coefficients, and supply and target temperatures of 
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each process stream. Also, information associated with the cooling and 
heating utility costs, heat transfer coefficients, supply and target 
temperatures as well as annual operating time, heat exchanger costs and the 
annual capital cost factor are provided.  
There are many synthesis strategies available, which can be classified into two categories. 
One category is called insight-based methods which are based on fundamental 
thermodynamics. The other category is based on a framework represented as a 
mathematical programming model. These synthesis strategies are reviewed in the following 
sections.  
 
2.2.1 Insight-based Strategies 
In this approach, certain variables are targeted to achieve a good, near optimal design 
solutions. One of the most extensively studied insight-based strategies is pinch technology 
developed by Linnhoff and Hindmarsh (1983) which can be used to synthesise HENs based 
on fundamental thermodynamics. pinch technology first targets the minimum hot and cold 
utilities required by a network at a specific pinch temperature and then this information is 
used to design network configurations. pinch technology has two main divisions which are 
energy and cost targeting. These divisions are discussed next.  
 
2.2.1.1 Energy Targeting 
In the energy target, pinch technology can be further classified into the graphical approach 
and the algebraic approach. In each approach, the composite curve plot and problem table 
are used respectively to find the pinch point. In the composite curve plot, the overall energy 
available in the hot streams and the overall energy demand of the cold streams are presented 
along with temperature versus cumulative enthalpy axes as shown in Figure 2.1.  
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Figure 2.1: Construction of hot and cold composite curves 
The hot stream is represented by the line with the arrowhead pointing to the left while the 
cold stream arrowhead is pointing to the right. The region of vertical overlap between the 
hot and cold stream composites is denoted as the heat recovery region while the other two 
regions adjacent to the heat recovery region represent the minimum heating (𝑄Hmin) and 
cooling (QCmin ) duty of a design. The pinch point indicated in Figure 2.1 is the closest 
approach between the lines and occurs at the point of ∆𝑇min. The pinch point can be used to 
classify two distinct regions. The first region involves streams with a higher temperature 
than the pinch temperature which is denoted as the region above the pinch. In this region, 
hot streams transfer heat to the cold streams, and then external heating is required if the 
target temperature is not achieved from the heat transfer between the streams.  The second 
region is situated below the pinch and contains streams colder than the pinch temperature. 
In contrast to the first region, the second region involves heat transfer between the process 
streams and cold utility duties to satisfy heat deficit. These thermodynamically independent 
regions can be treated separately without any heat transfer across the pinch. Note that the 
hot stream composite can be shifted towards the cold stream composite for higher heat 
recovery while shifting away from the cold stream results in lower heat recovery. The 
distances between the hot and cold composite affect the heating and cooling duties of a 
design. The degree of shifting is denoted by the minimum temperature difference, ∆𝑇min 
which can be specified before the design.  Higher values of ∆𝑇min  cause higher utility 
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requirements while lower values result in larger heat exchangers which can be expensive 
and therefore, reasonable ∆Tmin values should be selected based on past experiences.  Note 
that typically, ∆Tmin value of 10 ℃ or 20 ℃ is widely used for many industries. 
In the algebraic approach, the imprecise nature of the graphical approach can be overcome 
by implementing the problem table. The pinch point and the minimum energy target can be 
calculated in the table (Kemp, 2011). pinch technology is not the primary consideration in 
this thesis and therefore the algebraic method will not be discussed further. pinch 
technology was primarily developed to achieve the optimal energy networks; however, it is 
possible to adapt its use for achieving the optimal cost networks. 
 
2.2.1.2 Capital Cost Targeting 
In the case of the cost target, it depends on two fundamental thermodynamic factors. The 
first one is the driving force and the second is the effect of heat loads. There are also various 
factors such as number of heat exchangers, total heat exchange area, the materials of 
construction and pressure ratings, etc., which influence the cost targets.  
 
Number of units Targeting 
The number of units dominates the capital cost of a process, and therefore, it is beneficial to 
minimise the number of heat exchangers used in the process. Using a low number of units 
also allows a practical and straightforward network design. Linnhoff and Hindmarsh (1983) 
stated that a target for the minimum number of units is one less than the total number of 
streams which includes the number of utilities. The number of units targeting can be 
performed in the two regions divided by the pinch and then added to give the overall target. 
However, it was found that the minimum number of units target does not always give the 
minimum TAC and may result in a reduction of the solution space (Fraser and Hallale, 2000). 
As much as the number of units affects the capital cost, the heat exchange area also influences 
the cost significantly.   
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The total area targeting 
The total heat exchange area requirement for heat exchanger units can be determined before 
the network design. Linnhoff and Hindmarsh (1983) defined the minimum area as the 
overall area calculated by assuming ideal counter-current heat exchange between the hot 
and cold streams. The following equation is used to calculate the ideal area, A, for a counter-
current heat exchanger: 
𝐴 =
𝑄
𝑈 ∙ 𝐿𝑀𝑇𝐷
                                                              (2.1) 
In Equation 2.1, 𝑄  is the enthalpy change, U and LMTD are the overall heat transfer 
coefficient, and the log mean temperature differences respectively. The composite curves 
can be divided into vertical enthalpy intervals as shown in Figure 2.2.  
 
Figure 2.2:  Division of the composite curve into vertical enthalpy intervals 
These enthalpy intervals are divided at the inflection points of the hot and cold curves. Each 
interval represents an imaginary heat exchanger. Assuming vertical heat transfer and 
constant overall heat transfer coefficient, the theoretical heat exchange area can be 
calculated at each segment using the following equation: 
𝐴 =
1
𝑈
∑
𝑄𝑘
∆𝑇𝑙𝑚,𝑘
Intervals
𝑘
                                                          (2.2) 
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The area calculated using the above equation is approximately equal to the total heat 
exchange area calculated using the composite curves presented in Figure 2.2 (Hohmann, 
1971).  The meaning of the vertical transfer is that the heat transfer between the hot and 
cold streams must be matched in exact proportion throughout the interval k as shown in 
Figure 2.3a. Note that the shortcoming of assuming vertical heat transfer in each interval 
results in substantial stream splitting which causes complex networks and can become 
impractical and expensive to install pipelines. In the case of non-uniform heat transfer 
coefficient, there may exist significant variations in heat transfer coefficients, and non-
vertical heat transfer (criss-crossing) may need to occur to obtain minimum heat exchange 
area. The graphic representation of criss-crossing is shown in Figure 2.3b.  
 
Figure 2.3: The graphical representation of vertical (a) and non-vertical heat transfer (b) 
Note that the overall heat transfer coefficient is not a constant but rather dependent on 
stream characteristics. The coefficient can be calculated using the stream film heat transfer 
coefficients of hot and cold streams due to the additive nature of the heat transfer coefficients: 
1
𝑈
=
1
ℎ𝑖ℎ
+
1
ℎ𝑗𝑐
                                                                 (2.3) 
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Where ℎ𝑖ℎ  and ℎ𝑗𝑐  are the stream film heat transfer coefficients for hot and cold streams 
respectively. In the vertical heat transfer match between A-C and B-D (as shown in Figure 
2.3a) which involves significantly different values of film heat transfer coefficients, the 
design can result in a higher heat exchange area while the non-vertical heat transfer match 
between A-D and B-C (as presented in Figure 2.3b) which involves the similar values of film 
heat transfer coefficients can end up using the driving forces more efficiently and result in a 
smaller heat exchange area. However, the equation involved with the vertical heat transfer 
is relatively simple and the results obtained from the equation can be used to provide a 
guideline to a preliminary design to estimate the capital cost of the network. 
Townsend and Linnhoff (1984) combined Equation 2.2 and 2.3 to calculate the total 
minimum heat exchange area and this combined equation is called the Bath formula: 
𝐴min = ∑
1
∆𝑇𝑙𝑚,𝑘
[ ∑
𝑞𝑖ℎ
ℎ𝑖ℎ
Hot streams
𝑖ℎ
+ ∑
𝑞𝑗𝑐
ℎ𝑗𝑐
Cold streams
𝑗𝑐
]
Interval,𝐾
𝑘
                       (2.4) 
In Equation 2.4, 𝑞𝑖ℎ and 𝑞𝑗𝑐 are the enthalpy changes in each stream. When the stream film 
heat transfer coefficient variations are significant, Kemp (2011) suggested that a linear 
programming algorithm can be used to calculate the minimum area. However, Equation 2.4 
can provide a solution with a deviation within 10 percent when the magnitudes of film heat 
transfer coefficients are different by less than an order of magnitude. Note that knowledge 
on stream film heat transfer coefficients is scarce in general. These coefficients can be 
estimated from different sources such as existing heat exchangers, sizing calculations and 
stream pressure drop information.  The results obtained from the total area target can be 
used to estimate the capital costs of the exchangers in HENs. The following equation can be 
implemented (Smith, 2005): 
Total Network Capital Cost =  𝑁 [𝑎 + 𝑏 (
𝐴min
𝑁
)
𝑐
]                              (2.5) 
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Where N is the minimum number of units. The constants a, b and c are the cost law constants 
describing materials of construction, pressure rating and type of exchangers respectively. 
The total minimum area is divided by the minimum number of units.  Smith (2005) stated 
that this might seem like a primitive assumption but, this provides exceptionally good 
estimation since the equally divided heat transfer areas tend to overestimate the capital cost 
while the minimum area target usually underestimates the areas compared to the final 
design of practical networks in general. Therefore, these negative and positive factors 
partially cancel each other and provide reasonable estimations of the capital cost given that 
the magnitude of the heat transfer coefficients is within one order of magnitude. In summary, 
the main advantage of using insight-based methods is that the methods can provide useful 
guidelines without any complex synthesis and it can produce feasible network designs. 
However, the insight-based methods can become tedious when involving a large number of 
streams, and the steps are dependent on each other which prevents the simultaneous 
trading-off of variables (Furman and Sahinidis, 2002).  
 
2.2.2 Framework Strategies (Mathematical Programming)   
In framework strategies, often denoted as simultaneous synthesis methods, mathematical 
programming is used to formulate the entire synthesis task as a mathematical optimisation 
problem. This technique garnered much attention in the last decades due to the fast 
development of computers and the rapid increase in computational capacity. The solutions 
obtained from mathematical programming can provide a desired optimal network structure 
and a network’s TAC simultaneously which is the main improvement compared to the 
previously discussed insight-based strategies. It is worth mentioning that obtaining a 
solution to complex optimisation problems is difficult in general and therefore, the 
development of new optimisation algorithms and the optimisation model formulations are 
extensively studied, remaining a continuously developing research area.  
The framework strategies first involve generation of a framework which is claimed to 
contain all the possible configurations.  Secondly, a mathematical representation of the 
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framework is formulated. Lastly, the objective function is evaluated to optimise the 
mathematical model. One of the most widely used mathematical models is the MINLP model 
(Vaskan et al., 2012). Note that the solution time of the MINLP model increases exponentially 
with an increase in number of binary variables and therefore, Grossmann (1996) suggested 
that to achieve a good MINLP model, the model equations should be linear if possible. The 
author also mentioned that if the problem allows, reformulating the model as a convex 
problem can help in achieving a globally optimal solution. In the case of a convex problem, 
the mathematical programming methods can guarantee a global optimum solution, but for a 
non-convex problem, this method can be trapped in local optima (Furman and Sahinidis, 
2002). Nevertheless, many newly developed synthesis methods tend towards mathematical 
programming to avoid the tedious nature of the insight-based strategies and to 
simultaneously optimise a network configuration.  
 
2.2.2.1 Bibliography of Mathematical Programming 
In the review provided by Furman and Sahinidis (2002) a summarised bibliography for 
HENs synthesis methods in the 20th century is divided into two categories namely, the 
insight-based (sequential) and the framework-based (simultaneous) approaches. The 
details of each branch are summarised in Figure 2.4.  
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Figure 2.4: A summary diagram of different synthesis methods for HENS (Furman and Sahinidis, 2002) 
In the sequential approach, a process is divided into a series of sub-systems to simplify the 
problem in obtaining a network design. It can further be classified into the traditional design 
methods such as pinch technology and the mathematical programming technique. The 
mathematical programming techniques under the sequential approaches, however, do not 
involve any frameworks but solely based on the automation of pinch technology and/or 
heuristics. These methods are therefore still sequential. The transhipment model of 
Papoulias and Grossmann (1983) and the transportation model of  Cerda and Westerburg 
(1983) fall under this category. The main disadvantage of the sequential method is that the 
trade-offs between the different costs involved in the TAC cannot be obtained 
simultaneously and therefore, a network generated from such approach cannot guarantee 
the global optimum (Furman and Sahinidis, 2002).  
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The simultaneous approach can be further classified into hyperstructure and superstructure 
depending on the framework used in the approach. Floudas and Ciric (1989) developed a 
HENS hyperstructure model using a MINLP where the target and design steps involved in 
pinch technology are combined as a single step. Papalexandri et al. (1994) also developed a 
HENS hyperstructure model.  However, the nature of the hyperstructure is highly non-linear 
and therefore, the initialisation of the structure can be a challenging task when considering 
a problem involving many streams. Also, the global optimum solution cannot be guaranteed 
in the hyperstructure methods (Floudas, 1995).   
In an attempt to develop a structure with fairly linear nature, superstructure approach was 
developed by Yee and Grossmann (1990). The superstructure is based on the key variables 
such as temperature to simplify a problem. This model is the first method to consider all the 
costs contributing to the TAC of the HENS problem. Some works of literature (Aaltola, 2002; 
Björk and Westerlund, 2002; Verheyen and Zhang, 2006) have adopted the superstructure 
of Yee and Grossmann (1990). Also, the HENS model of Yee and Grossmann (1990) was 
extended to MENS in the work of Szitkai et al. (2006). The works of Yee and Grossmann 
(1990) and Szitkai et al., (2006) are revised in detail later in this chapter as these approaches 
serve as the basis of the CHAMENs model developed this thesis.    
There are some attempts in process synthesis to combine insight and framework-based 
strategies which can involve past engineering experiences or the rules of thumb. The work 
provided by Kravanja and Grossmann (1997) combined hierarchical decomposition 
heuristic methods with mathematical programming methods. In the published work of 
Isafiade and Fraser (2007), the mathematical programming approach was combined with 
pinch technology to synthesise a network superstructure. These methods can be regarded 
as the third general strategy in process synthesis (Szitkai, 2004); however, the main scope 
of this thesis is mathematical programming methods based on the superstructure. Thus, 
those knowledge-based methods are not discussed further. 
In concluding remarks, the design approach based on mathematical programming is 
exceptionally beneficial when common sense engineering is not enough to predict the best 
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design options. Also, the mathematical programming approaches have been the leading 
choice for synthesis methods from the late 1980s. The next section reviews the 
superstructure model of Yee and Grossmann (1990) as mentioned above.  
 
2.2.2.2 Stage-wise Superstructure of Yee and Grossmann (1990) 
The MINLP model of Yee and Grossmann (1990) focuses on searching for both optimal 
operating costs and capital costs simultaneously. The result of the model defines a network 
by providing utility requirements, stream matches, energy requirements and operating 
temperature of each exchanger, a network configuration with stream flows and lastly, an 
area of each exchanger. A general formulation of the MINLP model is presented in Equation 
2.6 (Grossmann, 1996): 
 min 𝑍 = 𝑓(?̅?, ?̅?)                                                                     
s.t.                       
ℎ(?̅?, ?̅?) = 0                                                                                
𝑔(?̅?, ?̅?) ≤ 0                                                                                
?̅? ∈ 𝑋, ?̅? ∈ {0, 1}                                                             (2.6) 
Where 𝑓(?̅?, ?̅?) is the objective function which minimises TAC of a network and ℎ(?̅?, ?̅?) refers 
to the equations describing the physical properties such energy balances of a problem and 
lastly, the inequalities are presented as 𝑔(?̅?, ?̅?) ≤ 0 which constrains solution space to obtain 
feasible networks. The variable ?̅? denotes design variables such as flowrates, compositions 
and temperatures etc. while ?̅? denotes the binary variables. When all the functions involved 
in the model formulation are linear, the problem is called a mixed-integer linear program 
(MILP). If there are no binary variables in the formulation, then the problem is denoted as 
linear programming (LP) or non-linear programming (NLP) problem depending on the 
linearity of the functions involved.    
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In a stage-wise superstructure, a large number of potential network topologies are presented 
from which the optimum solution is selected. The establishment of boundaries in the 
superstructure is a crucial step which can improve the feasibility and promote the model to 
achieve the optimum. These boundaries also reduce solution search time. A superstructure 
with two hot and two cold streams is presented in Figure 2.5.  
 
 
Figure 2.5: The Stage-wise superstructure developed by Yee and Grossmann (1990) 
The superstructure shown in Figure 2.5 consists of temperature stages (kh). Yee and 
Grossmann (1990) suggested that the number of temperature stages can be equal to the 
maximum number of hot or cold streams in a system. To simplify the problem further, the 
hot and cold utility exchangers are placed outside of the superstructure boundaries as 
denoted with HU and CU respectively. The model also assumes isothermal mixing of streams.  
The hot stream H1 and H2 are designated to enter the superstructure at the first temperature 
location of kh = 1 and exit the structure at the end of the boundary at the last temperature 
location of kh = 3. Any hot and cold streams can be matched once in each stage to exchange 
heat. Since there are two cold streams, C1 and C2 in Figure 2, the hot stream H1 can split into 
two streams in which each split stream exchange heat with each cold stream. The split 
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matches are indicated with H1-C1 and H1-C2 circles in the figure. The exit streams from the 
matched exchangers are mixed at the same temperature for simplicity. The temperature of 
the mixed streams then becomes the hot inlet temperature in stage 2 which is indicated by 
the symbol 𝑡𝐻1,2  where this is selected as a variable to be optimized. The stream with 
temperature 𝑡𝐻1,2 will go through the same procedure as in stage 1. In each stage, H2 is also 
optimized in the same manner as H1. To calculate the temperature of H1 in each stage, 
various constraints were used to ensure only logical heat exchanges would take place in each 
stage.  
To ensure a synthesised network produces thermodynamically logical solutions, various 
balances and constraints are used in the superstructure. In overall stream heat balance, the 
sum of exchanged heat in each stage is set equal to the heat loads of streams. Heat balances 
within each stage are also activated since temperatures of hot/cold streams in each stage are 
variables to be optimised. As explained earlier, the first and the last boundaries of a 
superstructure were defined using supply and target temperature of hot/cold streams.  
Thermodynamic feasibility of heat exchanges in each stage is governed by introducing a set 
of constraints to achieve a monotonic decrease across the temperature stages from left to 
right. To represent the existence of heat exchangers in the superstructure, binary variables 
are used to indicate the existence of a match between a hot and a cold stream. The integer 
value of ‘0’ indicates no match between a hot/cold stream while ‘1’ indicates the existence of 
a match. Lastly, the objective function is presented to optimise the HEN. The heat exchange 
area calculations are included in the objective equation to calculate the capital cost of the 
heaters, coolers, located at the boundary of the network, and heat exchangers situated within 
the superstructure. HU and CU costs are also included in the objective equation, and then 
these expressions are summed to give a TAC. A general expression for the objective function 
is presented in Equation 2.7.  
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𝑇𝐴𝐶 = min{
[(Operating cost of HU) + (Capital cost of heater)]
+[(Operating cost of CU) + (Capital cost of cooler)]
+[Capital cost of process heat excahngers]
}                  (2.7) 
  
In summary, the aim of the MINLP model of Yee and Grossmann (1990) is to minimise the 
objective function in terms of the feasible solution space governed by energy balances and 
constraints. The variables to be optimised by the model are intermediate temperatures 
across the superstructure, heat duty and driving forces for each heat exchanger. The model 
is formulated to give non-negative values for the variables. Yee and Grossmann’s (1990) 
model assumes constant operating conditions. However, fluctuations may occur in real 
operation. Some authors including Floudas and Grossmann (1986), Papalexandri et al. 
(1994), Aaltola (2002), Verheyen and Zhang (2006), Isafiade and Fraser (2010) and Ahmad 
et al. (2012) have considered multi-period scenarios in their model formulations.  
 
2.2.2.3 Multi-period HEN Synthesis 
Operating conditions and parameters in a process can vary with time. The variations may 
arise from scheduled changes in operations to enhance the performance of a plant or may be 
the result of unplanned events involving fluctuations in process stream parameters such as 
flowrates, supply/target temperature and changes in ambient temperature (Ahmad et al., 
2012). The segmentation of these variations is called ‘periods’ in multi-period HEN synthesis 
and aims to establish networks that can achieve the required heating and cooling of all 
considered operating conditions while minimising TAC.  
The synthesis of multi-period HENs can also further be classified into sequential and 
simultaneous methods. Floudas and Grossmann (1986) presented a sequential model to 
optimise multi-period HEN. The drawback of this model is that configurations with a high 
number of heat exchanger units with lower total annualised costs were ignored from the 
solution space. Papalexandri et al. (1994) developed a simultaneous hyperstructure model 
to handle multi-period scenarios, however, the model suffered from severe non-linearity.   
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In order to consider multi-period variations simultaneously, Aaltola (2002) modified the 
SWS model of Yee and Grossmann (1990). The author’s approach used the average of the 
heat exchange areas as the representative period. However, selecting the average area may 
become a problem when the period of interest requires a higher heat exchange area than the 
selected average area. This motivated Verheyen and Zhang (2006) to improve the model of 
Aaltola (2002) further to select the maximum heat exchange area per period. Isafiade and 
Fraser (2010) adapted a variant of the stage-wise superstructure for multi-period HENS 
while also using the maximum area approach. However, the drawback of the stage-wise 
superstructure approach is that it can exclude some possible optimal solutions due to its 
simplified nature. In order to overcome such shortcomings, Ahmad et al. (2012) presented a 
simulated annealing synthesis method. This method involves a small random perturbation 
to a variable in a system. The objective function is then calculated. If the calculated value is 
less than the previous solution, the perturbation is accepted.  
In the stage-wise superstructure approach in multi-period HENS, the index ‘p’ was 
introduced to represent multiple operations in the model equations which include energy 
balances, constraints and objective function. The objective equation contains both capital 
and operating costs. Aaltola (2002) included weighed utility costs which allowed the most 
common operating conditions to dominate in the cost calculation while other operating 
conditions are also considered.  The utility costs are weighed depending on the duration of 
each period over the entire operating periods. The same objective function is applied in the 
model of Verheyen and Zhang (2006). Isafiade and Fraser, (2010) observed that the 
weighting terms used in the previous work of Aaltola (2002) and Verheyen and Zhang (2006) 
can only provide an accurate annual operating cost per period when the same durations are 
used in each period, and therefore, the authors proposed more general weighting terms to 
calculate AOC in the objective function. The model equations and the weighting terms will 
be presented in Chapter 3.  
As much as the single period superstructure approach may require special initialisation and 
boundary setting techniques for the variables in the model to obtain feasible solutions in a 
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short duration of time, the HENs problem involving multi-period operations can be an even 
more complex problem where more advanced initialisation schemes are necessary.  In 
addition, there are some authors who considered problems involving multiple utilities in 
HENS. Many industrial cases involve more than one type of utility and therefore, studying 
multiple utilities can provide more reliable solutions. However, the degrees of freedom will 
increase and solving such problems can be challenging.   
 
2.2.2.4 Multiple Utility Operations 
The benefit of studying multiple utilities in process synthesis is the capability of selecting 
utilities considering economics. Many synthesis methods which are based on sequential and 
mathematical approaches have been developed. Shenoy et al. (1998) proposed a sequential 
method based on pinch technology involving single period operations with multiple utilities 
while some of the mathematical programming methods of Isafiade and Fraser (2008a) and 
Ponce-Ortega et al. (2010) are available in the literature. The MINLP models of Isafiade and 
Fraser (2008a) and Ponce-Ortega et al. (2010) allow utilities to be placed at any stages in the 
superstructure. In order to surmount inefficient superstructure geometry and reduce the 
large search area for an optimal solution in these models, Na et al. (2015) presented a 
method involving utility substages. The implementation of utility substages simplifies the 
solution space by fixing positions of utilities heuristically in the order of temperature. A 
reduced model size enhances solution quality and time compared to the previous methods.  
Note that these aforementioned methods involve single-period operation, and therefore, 
Isafiade et al. (2015) extended the single-period model to handle both multi-period and 
multiple utility operations. The authors implemented the slightly modified superstructure 
model by Bogataj and Kravanja (2012), which adapted the Yee and Grossmann (1990)’s 
HENs model. The modification allows process streams to exchange heat with different types 
of utilities, unlike the original superstructure. In this model, utilities were restricted in the 
first and the last intervals. This was necessary to reduce the effect of non-convexities when 
the superstructure involves both multiple periods of operations and multiple utilities. The 
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same approach of Isafiade et al. (2015) will be followed in this thesis as the problem of 
interest is developed as a multi-period involving multiple utilities. As mentioned before, the 
CHAMENs  also involves MENs. A summary of MENS is presented next.  
 
2.3 Mass Exchange Networks (MENs) 
Mass exchangers are essential operations for pollution prevention. Pollutants are selectively 
removed from waste streams (rich streams) by implementing MSAs which can be called lean 
streams. There are different domains of mass exchange operations such as absorption, 
adsorption, extraction, ion exchange, leaching and stripping (El-Halwagi 1998). The concept 
of reducing the environmental impact of a process through the use of MENS was originally 
proposed by El-Halwagi and Manousiouthakis (1989) where the methodology was based on 
the conventional heat transfer pinch technology. The MEN synthesis problem statement is 
presented as follows (El-Halwagi, 1998): 
Given a number of waste (rich) streams (sources) and a number of MSAs (lean 
streams), it is desired to synthesise a cost-effective network of mass exchanger 
units that can preferentially transfer certain undesirable species from the 
waste streams to the MSAs. Given also are the flowrate of each rich streams, 
supply and target compositions of both rich and lean streams. The flowrate of 
each MSA is a variable to be optimised so as to minimise the network cost.  
The MENs synthesis methods were motivated by the need to develop a cost-effective 
network that can selectively remove undesirable species from the waste streams and to 
select appropriate MSAs as well as competing technologies while optimizing costs associated 
with the network based on the thermodynamic considerations. A schematic representation 
of a number of rich streams (NR) with associated flowrates and a number of lean streams (NS) 
is presented as follows:  
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Figure 2.6: Schematic representation of MEN (El-Halwagi and Manousiouthakis, 1989) 
The ‘box’ shown in Figure 2.6 is the mass exchange network, which is aimed at utilising the 
lean streams for waste minimisation. The supply and target compositions of rich and lean 
streams are satisfied through the network synthesis, and the flowrates of the lean streams 
are determined to minimise the network cost. The lean streams used in the MENs synthesis 
can be classified into once-through MSAs and regenerable MSAs. The once-through MSAs can 
be assumed to remove pollutants from the rich streams at a very low costs while the 
regenerable MSAs are sent to a regeneration unit for further purification and re-use (El-
Halwagi and Manousiouthakis, 1990). The regeneration will be discussed later in this 
chapter.  
Ever since the MENS concept was established, many studies on MENS have been published 
to explore different methods to obtain optimal networks. Some of the studies include the 
automated pinch technology synthesis methods (El-Halwagi and Manousiouthakis, 1990); 
hyper-structure approach (Papalexandri et al., 1994); synthesis with genetic algorithm 
(Garrard and Fraga, 1998); super-targeting method (Hallale and Fraser, 2000a; 2000b; 
2000c; 2000d); stage-wise superstructure approach (Chen and Hung, 2005; Szitkai et al., 
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2006); Interval based MINLP superstructure method (Isafiade and Fraser, 2008b); Supply 
and target based superstructure approach (Azeez et al., 2013; 2012). Lastly, detailed costing 
approach of Short et al. (2018) and generalized disjunctive programming (GDP) approach of 
Velázquez-Guevara et al. (2018). 
As mentioned previously, the MENS methods are counter-parts of HENS methods, and 
therefore, the synthesis methods for MENs can also be classified into two main categories: 
insight-based and the mathematical programming methods. A summary of different MENS 
methods is presented in the following section.  
 
2.3.1 Pinch Technology for MENS 
Many existing methods for HENs are adapted to synthesise MENs due to the analogies that 
exist between the two systems. Like the HENs pinch technology, the graphical and the 
algebraic approaches are available for MENS. The similarities are summarised in Table 2.1.  
Table 2.1: The analogy of MENS and HENS (Szitkai et al., 2006) 
 MEN HEN 
Transported quantity Mass Heat 
Driving force Concentration differences Temperature differences 
Source Rich process streams Hot process streams 
Sink Lean process streams Cold process streams 
 
MENS and HENS are similar in that both networks utilise driving forces involving mass and 
heat. Also, there are sources and sinks in which the quantities can be transported. However, 
there are a few fundamental differences between the two systems. Equilibrium relations 
between streams drive mass exchange in MENS. The analogies between the systems can only 
be applied to single component MENS as no multiple components heat analogue exist. 
Besides, the physical application of MENs are very different from HENs and therefore, 
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defining new variables, and stream conditions in a MENS context is necessary.  In 1989, El-
Halwagi and Manousiouthakis first formulated the concept of MENS by adopting pinch 
technology of HENS which involves two synthesis steps: targeting and design. In the 
targeting step, the best achievable cost is targeted based on thermodynamic constraints. 
Then, in the design step, a network that meets the target is designed. The different targeting 
methods aim to minimise the cost of MSAs, number of units, capital costs and TAC 
respectively. These targeting methods are discussed next. 
 
2.3.1.1 The minimum cost of MSAs target 
The minimum cost of MSAs target, developed by El-Halwagi and Manousiouthakis (1989), is 
adapted from the minimum energy target of HENS. The cost data of MSAs are integrated with 
the thermodynamic feasibility to identify the minimum flow rate and cost of each MSA 
required to achieve the target. In the minimum cost of MSAs target, the use of the process 
MSAs is maximised prior to implementing external MSAs (El-Halwagi, 1998). El-Halwagi and 
Manousiouthakis (1989) introduced the concept of corresponding concentration scales 
since the driving force of mass transfer in the actual and equilibrium concentrations are 
different. Note that each MSA has different composition scale and therefore, to compare 
different MSAs together, the composition,  𝑥𝑙 , of each MSA is mapped to its corresponding 𝑦𝑟  
compositions to allow all MSAs to be plotted on the same axis. Following the same way to 
construct the composite curves in HENS, the rich and lean composite curves are obtained by 
combining the compositions based on composition intervals. The rich and lean composite 
curves are plotted together to form the mass transfer composite curve for MENs. The MSA 
targets are performed at a specified minimum approach concentration (𝜀) to avoid infinitely 
large mass exchangers.  The lean composite curves are shifted towards the rich composite 
curve and the point of contact is called the pinch point. The pinch divides the synthesis 
problem into two regions; above the pinch and the below the pinch.  The mass transfer 
composite curve for MENs is presented in Figure 2.7. 
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Figure 2.7: The composite curves of the rich and lean streams on the same axes 
The overlap of the two composite curves represents the maximum amount of exchangeable 
mass between the rich streams and the process lean streams.  The overshoot between the 
rich and lean composite curves above the pinch represents the excess process MSAs which 
cannot be used due to limitations based on thermodynamics. This excess can be reduced by 
lowering flowrate and/or outlet compositions of process MSAs. The distance located below 
the lower end of the lean composite curve denotes the amount of mass to be transferred by 
external MSAs. The information presented on the mass transfer composite curves can then 
be used to obtain the minimum cost of MSAs.  
 
2.3.1.2 The Minimum Number of Mass Exchanger Units Targeting 
El-Halwagi and Manousiouthakis (1989) also presented the minimum number of mass 
exchanger units target. In a practical context, minimising the number of mass exchange units 
to save the cost of installing pipes, foundations, equipment and maintenance, is logical to 
optimise a network. El-Halwagi and Manousiouthakis (1989) stated that the minimum 
number of units and the total number of streams have the relationship:            
𝑁units,Pinch = (𝑁𝑅,Above Pinch + 𝑁𝑆,Above Pinch − 1) + (𝑁R,Below Pinch + 𝑁𝑆,Below  Pinch − 1)(2.8)  
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Where 𝑁units,pinch is the minimum number of units, and this can be obtained by the sum of 
the total number of rich and lean streams above the pinch, denoted as 𝑁𝑅,Above pinch  and 
𝑁𝑆,Above pinch respectively, and the sum of the total number of rich and lean streams below 
the pinch written as 𝑁R,Below pinch and 𝑁𝑆,Below  pinchrespectively in Equation 2.8 above. The 
capital cost of the network is indirectly minimised as the capital cost, in general, is a concave 
function of the unit size. Besides the number of units, factors such as the number of stages 
and height associated with mass exchanger units affect the capital cost of the mass exchange 
network.  Due to the lack of capital cost targeting methods in literature at that time, El-
Halwagi and Manousiouthakis (1989) were not able to perform targeting for TAC which is 
called supertargeting. The capital cost targeting methods were published in a series of 
publications in the year 2000 by Hallale and Fraser.  
 
2.3.1.3 Capital Cost targeting for MENs 
The mass transfer composite curve of El-Halwagi and Manousiouthakis (1989) was a good 
adoption of the HENS pinch technology for MENS problems. However, the driving force of 
mass transfer was not depicted on the mass transfer composite curves. This implies that the 
sizing of mass exchanger units was not possible. The limitation in the sizing is the reason 
Hallale and Fraser (2000a, 2000b, 2000c, 2000d) developed methods for  capital cost targets. 
Prior to this the synthesis steps involved minimum MSA cost target and design to meet the 
target as discussed in the previous section. 
In order to overcome the knowledge gap, Hallale and Fraser (1998) introduced a new tool 
called the y-x composite curve plot where the rich stream composition (y) is plotted against 
the lean stream composition (x) instead of mass. The y-x composite curve plot consists of a 
composite operating line and the mass transfer equilibrium line.  The modification allowed 
the driving force to be depicted and therefore, sizing of the equipment became possible. 
However, Hallale and Fraser (1998) noticed that the y-x composite curve plot could only be 
used in a problem involving non-overlapping MSAs. The non-overlapping MSAs implies that 
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each MSA usage is restricted to a specific region of the composite plot and the y-x composite 
curve plot can be used to display different MSAs which do not overlap on the same axis. 
However, when the MSAs overlap, this can cause a problem when the y-x composite curve 
plot is used as each MSA has different equilibrium relations and therefore, there are no 
common bases to compare different MSA compositions (x). To compare different types of 
MSAs on the same axis, Hallale and Fraser (2000a) developed the y-y* composite curve plots 
to compare MSAs on the same scale.  The authors expressed MSA composition (x) as the rich 
stream composition in equilibrium (𝑦∗). The transformation is presented as follows: 
                  𝑦∗ = 𝑚𝑙(𝑥𝑙) + 𝑏𝑙                                                             (2.9)                                                 
Prior to developing the y-y* composite curve plot, the mass transfer composite curve of El-
Halwagi and Manousiouthakis (1989) is updated in terms of y*.  The rich and lean composite 
curve is developed in the same way as before in the mass transfer composite curve presented 
in section 2.3.1.1. The “diagonal rule” is used to add up mass in the composition intervals 
where overlaps occur. In the case of the lean composite curve, it is plotted against y* instead 
of x as shown in Figure 2.8a. Hallale and Fraser (2000a) modified the minimum composition 
difference in terms of the rich stream as follows: 
                           ∆𝑦min = 𝑚𝑙 ∙ 𝜀                                                             (2.10)                                        
The rich and lean composite curves are plotted on the same axes and shifted until the 
minimum distance between the curves is the same as the ∆𝑦min. This plot is presented in 
Figure 2.8a.   
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Figure 2.8: Construction of the y-y* composite curve plot (b) from the mass transfer composite curve 
plot (a) (Hallale, 1998) 
The mass transfer composite curve presented in Figure 2.8a is converted into the y-y* 
composite curve plot by plotting y values against the y* values to obtain the composite 
operating line as shown in Figure 2.8b. The converted plot consists of the composite 
operating line and pseudo-equilibrium line which is the line with a slope of 1. The composite 
operating line represents how x (or y*) and y varies throughout the entire network. The 
composition differences in the mass transfer composite plot are translated into the y-y* 
composite curve plot as indicated with the dotted line.  
The significant achievement of the y-y* composite curve plot is that this can handle both non-
overlapping and overlapping MSAs problems and therefore, this is a general approach to 
MENS problems. The y-y* composite curve plot also can be divided into composition intervals 
at the inflection points on the composite operating line. Each interval can be treated as an 
imaginary mass exchanger. The plot also shows vertical transfer profile which is analogous 
to the HENS targeting approaches. In the case of stage-wise exchangers, a number of stages 
can be obtained graphically or by using the Kremser equation. The number of transfer units 
of continuous-contact columns can also be obtained from the plot since the driving forces 
composition differences are presented on the y-y* composite curve plot. The plot allows 
capital cost targeting methods to be developed for MENS. Since this section focuses on the 
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capital cost targetings for MENS, the targeting methods defined in terms of the number of 
stages, exchanger height and exchanger mass are introduced next.  
 
The minimum number of stages targeting 
A stage-wise exchanger is a vertical, cylindrical pressure vessel where the primary design 
goal of the exchanger is to establish sufficient contact areas for the rich and lean streams 
(Seader et al., 1998). In a stage-wise exchanger, the rich and lean streams are allowed to 
transfer mass through intimate contact through different stages in the exchange in a 
countercurrent flow (El-Halwagi, 1998).  A simplified diagram for a stagewise exchanger is 
shown in Figure 2.9.   
 
Figure 2.9: A diagram of the stagewise exchanger 
Having enough contact time and mixing, the rich and lean phases will be in an equilibrium 
state with one another, and therefore each stage in the exchanger is denoted as an 
equilibrium stage. In the case of isothermal, dilute mass exchange systems, and when both 
the operating and equilibrium lines are linear, the Kremser equation (Treybal, 1980) can be 
used to determine the equilibrium stages:  
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𝑁𝑠𝑡𝑎𝑔𝑒𝑠 =
ln [(1 −
𝑚𝑙𝐺𝑟
𝐿𝑙
) (
𝑦𝑟
𝑖𝑛 −𝑚𝑙𝑥𝑙
𝑖𝑛 − 𝑏𝑙
𝑦𝑟
𝑜𝑢𝑡 −𝑚𝑙𝑥𝑙
𝑖𝑛 − 𝑏𝑙
) +
𝑚𝑙𝐺𝑟
𝐿𝑙
]
ln (
𝐿𝑙
𝑚𝑙𝐺𝑟
)
                           (2.11) 
The term (
𝐿𝑙
𝑚𝑙𝐺𝑟
) is defined as the removal factor and this is the ratio of the slope of the 
operating line and the equilibrium line.  When the removal factor is equal to ‘1’, the following 
expression can be used: 
𝑁𝑠𝑡𝑎𝑔𝑒𝑠 =
𝑦𝑟
𝑖𝑛 − 𝑦𝑟
𝑜𝑢𝑡
𝑦𝑟
𝑖𝑛 −𝑚𝑙𝑥𝑙
𝑖𝑛 − 𝑏𝑙
                                                 (2.12) 
Hallale (1998) mentioned that the operating line in MENs will always be straight since the 
stream flowrates are kept constant. It was also stated that the equilibrium lines are often 
linear and therefore, the Kremser equations will be suitable in many cases. When non-linear 
equilibrium lines are required, the graphical approach must be followed since the number of 
equilibrium stages is not an additive property which means, breaking non-linear equilibrium 
lines into linear segments and then adding the number of equilibrium stages in each segment 
will result in errors. In the Kremser equation, the presence of singularities and its non-
linearity result in numerical challenges in a mathematical programming environment. In 
order to overcome such challenges, Shenoy and Fraser (2003) developed a simpler 
formulation of the Kremser equation: 
     
𝑁𝑠𝑡𝑎𝑔𝑒𝑠 = (
∆𝑦𝑛 + ∆𝑦∗𝑛
∆𝑦1
𝑛 + ∆𝑦2
𝑛 )
1
𝑛
                                              (2.13) 
                                     
Where: ∆𝑦𝑛 is the rich stream concentration difference, 
  ∆𝑦∗𝑛 is the lean stream equilibrium concentration difference, 
               ∆𝑦1
𝑛 is the driving force at the rich end of the exchanger, 
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               ∆𝑦2
𝑛 is the driving force at the lean end of the exchanger and  
               n is the ratio of logarithmic mean terms.  
The n value of 1/3 (Underwood, 1970) and 0.3275 (Chen, 1987) can be used when sizing the 
mass exchangers. In practice, enough time may not be allowed for each stage to reach 
equilibrium. The insufficient contact time can result in poor mass transfer, and eventually 
more stages will be required. The number of actual stages can be determined by 
incorporating the overall exchanger efficiency (𝜂𝑜): 
   
𝑁𝑎𝑐𝑡𝑢𝑎𝑙 =
𝑁𝑠𝑡𝑎𝑔𝑒𝑠
𝜂𝑜
                                                         (2.14) 
The past 70 years of extensive studies have shown that the overall exchanger efficiency is a 
complex function of geometry, design of the contacting trays, flowrates of vapour and liquid 
streams and composition of streams associated with a column (Seader et al., 1998). The 
overall exchanger efficiency can be obtained from past experiences of similar systems and 
determined from empirical equations and semi-theoretical models based on mass and heat 
transfer rates (Perry et al., 1997; Sinnott, 1999). For preliminary design, Coulson et al. (1993) 
stated that overall exchanger efficiency of 50 percent could be assumed where the 
efficiencies generally are between 30 percent and 70 percent.  
Each interval in the y-y* composite curve plot can be treated as a fictitious mass exchanger, 
and the total number of stages can be obtained by summing up the number of stages in each 
interval as follows: 
𝑁𝑎𝑐𝑡𝑢𝑎𝑙,𝑡𝑜𝑡𝑎𝑙 = ∑ [𝑁𝑎𝑐𝑡𝑢𝑎𝑙,𝑟]Above Pinch
Rich streams
𝑟
+ ∑ [𝑁𝑎𝑐𝑡𝑢𝑎𝑙,𝑟]Below Pinch
Rich streams
𝑟
    (2.15) 
The number of actual stages which accounts for the overall exchanger efficiency is targeted 
for the regions above and below the pinch and rounded up to provide a logical number of 
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stages. The minimum number of stages target can then be further implemented in the capital 
cost target of stage-wise exchanger (Hallale and Fraser, 2000a):  
Capital cost target = 𝑁 [𝑎 + 𝑏 (
𝑁𝑠𝑡𝑎𝑔𝑒𝑠,min
𝑁
)
𝑐
]                             (2.16) 
Where N is the minimum number of units and the symbol a, b, c are the constants in the cost 
law. 𝑁𝑠𝑡𝑎𝑔𝑒𝑠,min is the minimum number of stages.  
 
The minimum total exchanger height targeting 
In a continues-contact exchanger, the gas and liquid phases are allowed to flow through the 
exchangers without intermediate phase separation and re-contacting. The continuous-
contact exchangers include packed columns, spray towers and mechanically agitated 
exchanger. These exchange units are presented in Figure 2.10.  
 
 
Figure 2.10: Different types of continuous-contact columns: Packed columns (a), spray towers (b) and 
mechanically agitated exchanger (c) (El-Halwagi, 2017). 
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The packed towers consist of small packing particles which promote mass transfer. Both 
counterflow and crossflows can be implemented, but counterflow packed towers are widely 
used due to higher efficiencies. In the spray towers, a series of nozzles located at the top of 
the column is used to spray the contaminated streams while hot air is blown to remove the 
pollutants (Obaid-ur-Rehman and Beg, 1990). The mechanically agitated exchanger uses an 
impeller to give enhanced rates of mixing and mass transfer (Scargiali, 2007). When sizing 
such exchangers, the height of the column is an important design consideration, and the 
equation to estimate the height is given by El-Halwagi (1998):  
            
𝐻 = 𝐻𝑇𝑈𝑦 ∙ 𝑁𝑇𝑈𝑦 = 𝐻𝑇𝑈𝑥 ∙ 𝑁𝑇𝑈𝑥                                          (2.17)  
The HTU is the overall height of transfer units, and subscript y and x denote the HTU based 
on the rich phase and lean phase respectively. The NTU refers to the overall number of 
transfer units, and as mentioned before, NTU may be calculated based on the rich phase or 
lean phase denoted with the subscript y and x respectively. The HTU can be provided by the 
contact-column manufacturer, or correlations can be implemented for estimations. The 
overall transfer unit heights can be obtained using Equation 2.18 and 2.19:  
                  
𝐻𝑇𝑈𝑦 = 
𝐺𝑟
′
𝐾𝑦𝑎
                                                                   (2.18) 
                                              
𝐻𝑇𝑈𝑥 = 
𝐿𝑙
′
𝐾𝑥𝑎
                                                                   (2.19) 
Where 𝐺𝑟
′ and 𝐿𝑙
′  are superficial flowrates of the rich and lean streams respectively. The 
overall mass transfer coefficients for rich phases (𝐾𝑦𝑎) and lean phases (𝐾𝑥𝑎) are used in 
these equations respectively. The NTU can theoretically be calculated when isothermal, 
dilute mass exchange operations with linear equilibrium are considered:   
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𝑁𝑇𝑈𝑦 =
𝑦𝑟
𝑖𝑛 − 𝑦𝑟
𝑜𝑢𝑡
∆𝑦𝑙𝑚
                                                        (2.20) 
Where the logarithmic mean concentration difference based on rich phase (∆𝑦𝑙𝑚) can be 
obtained as follows:  
                
∆𝑦𝑙𝑚 =
(𝑦𝑟
𝑖𝑛 −𝑚𝑙𝑥𝑙
𝑜𝑢𝑡 − 𝑏𝑙) − (𝑦𝑟
𝑜𝑢𝑡 −𝑚𝑙𝑥𝑙
𝑖𝑛 − 𝑏𝑙)
ln (
(𝑦𝑟
𝑖𝑛 −𝑚𝑙𝑥𝑙
𝑖𝑛 − 𝑏𝑙)
(𝑦𝑟
𝑜𝑢𝑡 −𝑚𝑙𝑥𝑙
𝑖𝑛 − 𝑏𝑙)
)
                            (2.21) 
and                                                      
𝑁𝑇𝑈𝑥 =
𝑥𝑙
𝑜𝑢𝑡 − 𝑥𝑙
𝑖𝑛
∆𝑥𝑙𝑚
                                                        (2.22) 
 
Where the logarithmic mean concentration difference based on the lean phase (∆𝑥𝑙𝑚) is 
expressed as follows:                         
  
∆𝑥𝑙𝑚 =
[𝑥𝑙
𝑜𝑢𝑡 − (
𝑦𝑟
𝑖𝑛 − 𝑏𝑙
𝑚𝑙
)] − [𝑥𝑗
𝑖𝑛 − (
𝑦𝑟
𝑜𝑢𝑡 − 𝑏𝑙
𝑚𝑙
)]
ln(
[𝑥𝑙
𝑜𝑢𝑡 − (
𝑦𝑟
𝑖𝑛 − 𝑏𝑙
𝑚𝑙
)]
[𝑥𝑙
𝑖𝑛 − (
𝑦𝑟
𝑜𝑢𝑡 − 𝑏𝑙
𝑚𝑙
)]
)
                            (2.23) 
Hallale (1998) stated that these equations for sizing continuous-contact exchangers could be 
used in the case involving non-linear equilibrium lines due to the differential nature of such 
exchanger. The differential nature implies that the curved equilibrium lines can be divided 
into linear segments and the heights in each segment can be added. There are many available 
correlations in the literature (Coulson et al., 1993) to estimate column diameters based on 
the flow rate ratio of different phases in an exchanger. However, the flowrates are unknown 
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during the targeting procedure, and therefore, many of the correlations cannot be used. 
Notice that Backhurst and Harker (1973), as cited in Hallale (1998) presented a preliminary 
estimation of gas-liquid packed column diameter which involves gas density and flowrates. 
Hallale (1998) modified the equation of Backhurst and Hacker (1973) as follows: 
𝐷 = 1.09𝜌𝑣
−0.25 ∙ 𝑉𝑚                                                           (2.24) 
Where 𝐷 is the column diameter, 𝜌𝑣  is the gas density, 𝑉𝑚 is the gas mass flow rate. These 
equations presented above can be used to estimate exchanger heights and diameters. The y-
y* composite curve plot can be divided into composition intervals as mentioned before, and 
the following targeting equation can be applied to each interval to obtain the minimum total 
exchanger height target:  
𝐻min = ∑ 𝑁𝑇𝑈𝑦,𝑘
intervals
𝑘
[ ∑ 𝐻𝑇𝑈𝑦,𝑟
Rich streams
𝑟
]                                 (2.25) 
The exchanger height can be obtained for above and below the pinch to allow the pinch 
division in the height target. This target gives good results assuming all the exchanger cross-
sectional areas are the same and there is an identical overall mass transfer coefficient, 𝐾𝑦𝑎 
for each exchanger in a problem. If those factors do not vary by more than an order of 
magnitude, the errors associated with the assumptions are not significant. The capital cost 
target can then be defined in terms of the minimum total exchanger height (𝐻min ) of 
continuous-contact exchanger as follows: 
Capital cost target = 𝑁 [𝑎 + 𝑏 (
𝐻 min
𝑁
)
𝑐
]                             (2.26) 
Hallale (1998) further developed detailed costing methods based on exchanger mass to 
overcome the following limitations: 
1. A true minimum may not always be obtained using the number of stages target.  
2. The height target results may be affected due to the challenges in estimating 
exchanger diameters during targeting.  
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3. In the cases of targets based on stages and height discussed above, the targeting 
methods are developed assuming that rich streams will not split. However, rich 
streams can split when dealing with overlapping MSAs and therefore, the 
assumptions that rich streams will not be split in design may not always hold, and 
stages or height targets may be unachievable.  
 
The capital cost targeting based on exchanger mass 
 Hallale (1998) adapted the concept of vertical heat transfer in HENS to develop a targeting 
method based on exchanger mass. The author observed that the minimum area target in 
HENS is not affected by stream splitting as heat loads also split. In MENS, the vertical transfer 
concept is used to minimise the mass transfer in each interval of the y-y* composite curve 
plot. The transferred mass can be linked to the mass of an exchanger shell through Equation 
2.27.  
𝑀 =
𝑊
𝐾𝑤 ∙ ∆𝑦𝑙𝑚
                                                            (2.27) 
where M is the mass of an exchanger shell, and W is the transferred mass of a component. 
∆𝑦𝑙𝑚 is the logarithmic composition differences, KW is a lumped mass transfer coefficient 
which can be calculated in Equation 2.28. 
𝐾𝑤 =
𝐾𝑦𝑎(2 ∙ 𝐽𝑓 − 𝑃𝑖)
4 ∙ 𝑃𝑖 ∙ 𝜌𝑚(1 + 𝑓𝑖)(1 + 𝑓𝑒)(1 + 𝑓𝑐)
                                  (2.28) 
where: 𝐾𝑤 is the lumped overall mass transfer coefficient, 
𝐾𝑦𝑎 is the overall mass transfer coefficient based on rich stream, 
J is the type of joint, 
f is the design stress which depends on the construction material at the design 
temperature, 
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𝑃𝑖  is the internal design pressure, 
𝜌𝑚 is the density of the construction material, 
𝑓𝑖  is the fractional allowance for inactive height, 
𝑓𝑒 is the fractional allowance for components such as skirts, nozzles, manholes, etc., 
𝑓𝑐  is the fractional allowance for corrosion.  
Details of the 𝐾𝑤  calculation can be found in Appendix A5. Note that 𝐾𝑤   is analogous to 
overall heat transfer coefficient in HENS and therefore, assuming that the 𝐾𝑤 is constant, the 
vertical transfer in MENS can be used to target the minimum total exchanger mass as follows: 
𝑀min =
1
𝐾𝑤
∑
𝑊𝑘
 ∆𝑦𝑙𝑚,𝑘
intervals
𝑘
                                                      (2.29) 
Hallale (1998) shows that the KW can be calculated before design and therefore, the above 
equation can be used to estimate the preliminary cost associated with a MENS problem. This 
target is not affected by stream splitting, and therefore, practically achievable targets are 
obtained. The exchanger mass target can be implemented with the minimum number of the 
unit targeting to provide capital cost target as presented in Equation 2.30. 
Capital cost target (shell) = 𝑁 [𝑎 + 𝑏 (
𝑀 min
𝑁
)
𝑐
]                             (2.30) 
The mass of the shell is used in Equation 2.30 since it is one of the dominant factors 
contributing to the capital cost of the exchanger. For a rough estimate, the internal column 
cost can be assumed to be 20 percent of the shell cost for stagewise exchangers while 10 per 
cent can be used for packed columns (Douglas, 1988). Note that those capital target 
equations presented above assume an even distribution of the stages, height and shell mass 
which can lead to some errors but Hallale (1998) stated that this inaccuracy results in 
insignificant effects in general. Performing these targets using graphical methods can result 
in inaccuracy, and the targeting process may become inconvenient when a problem involves 
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a large number of streams. These shortcomings resulted in the development of mathematical 
programming methods for MENS.  
 
2.3.2 Mathematical Programming Applied to MENS 
The synthesis of mass exchange network did not receive as much attention as its HENS 
counterpart in the past. As mentioned before, the analogy between the HENs and MENs 
allowed many advanced synthesis methods for MENS to be adapted from the existing HENS 
methods. The mathematical programming methods in MENS can also be classified as 
sequential and simultaneous methods.  
 
2.3.2.1 Sequential Mathematical Programming Methods 
El-Halwagi and Manousiouthakis (1989) first formulated the concept of MENS as discussed 
in section 2.3.1.1. The same authors adapted the HENS transhipment model of Papoulias and 
Grossmann (1983) to automate pinch technology for MENS (El-Halwagi and 
Manousiouthakis, 1990). The automated model was developed to handle problems involving 
many streams which can become inconvenient when the graphical or algebraic pinch 
technology tools are used. This automated model is referred to as a sequential mathematical 
programming method as the synthesis steps still comprise targeting and design steps in 
which simultaneous trade-off between the capital and the operating costs cannot be 
considered.  
In the automated model of El-Halwagi and Manousiouthakis (1990), the minimum utility 
target is first formulated as an LP. In the second step, the minimum number of mass exchange 
units are determined as a MILP. The network synthesis procedure is performed at a set value 
of exchanger minimum approach composition (EMAC) and the capital costing is not 
considered. There are many works of literature which followed the sequential mathematical 
model of El-Halwagi and Manousiouthakis (1990). Some of the papers include the removal 
of phenol from refinery wastewater (El-Halwagi et al., 1992); multiple component removal 
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(Gupta and Manousiouthakis, 1994); reactive MENs (Srinivas and El-Halwagi, 1994); MENs 
involving regeneration (El-Halwagi et al., 1996; El-Halwagi and Manousiouthakis, 1990). 
 
2.3.2.2 Simultaneous Mathematical Programming Methods 
Grossmann (1996) stated that the decomposition of the sequential methods could result in 
suboptimal final solutions. In order to avoid the need of going through targeting and design 
steps and to have adequate trade-offs between the competing costs, Papalexandri et al., 1994) 
first developed a MINLP hyperstructure which does not involve any partitioning. 
Papalexandri et al. (1994) adapted the hyperstructure model of (Floudas and Ciric, 1989) for 
HENS. The hyperstructure included all the stream matches and bypasses in the absence of 
thermodynamic feasibility. The nonconvexity of the model resulted from the mass balance 
of the model and from the Kremser equation for calculating the theoretical number of stages. 
However, due to the level of complexity and non-linearity of the hyperstructure, intensive 
computation was required, and appropriate initialisations were necessary.  Therefore, the 
hyperstructure model results in poor solution times and it was found to have difficulties in 
obtaining globally optimal solutions. In general, solving nonconvex mathematical problems 
are challenging, and therefore, some authors combined thermodynamic insights into 
simultaneous mathematical programming. In the work of Comeaux (2000), a superstructure 
involving thermodynamically feasible matches is constructed without binary variables to 
denote the existence of matches. These simplifications resulted in a smaller model which was 
formulated as a simple NLP problem which is still applied in many cases. However, this 
method entirely depends on the designer’s insights on pinch technology, and it was found to 
produce suboptimal solutions.  
Chen and Hung (2005) and Szitkai et al. (2006) both adapted a general and straightforward 
mathematical approach based on the SWS of Yee and Grossmann (1990) for MENS. The 
operating costs from external MSA usage, and the annualised capital cost for exchangers are 
simultaneously minimised. The method of Szitkai et al. (2006) attempted to construct a fairly 
linear model to allow feasible solutions to be obtained in shorter solving time while the 
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model of Chen and Hung (2005) implemented non-linear component mass balance. The 
exclusion of the non-linear mass balance simplifies the superstructure model which helps to 
obtain solutions more quickly; however, it may exclude some possible configurations in the 
optimisation. Nonetheless, the stage-wise superstructure is beneficial as there is no need to 
consider the Pinch point and it is not necessary to involve subnetworks. Isafiade and Fraser 
(2008b) developed an interval-based MINLP superstructure (IBMS) in which each interval 
is defined with the supply and target compositions of the rich and lean streams to solve 
MENS problems. The IBMS model for MEN enhanced the stage-wise superstructure of Szitkai 
et al. (2006) to improve the initialisation of such a superstructure and to reduce solution 
search time. Azeez et al. (2013; 2012) presented a new superstructure formulation called 
the supply and target-based superstructure. The authors applied the new superstructure to 
several benchmark examples available in the literature, and it was found that the new 
formulation of the superstructure can result in new solutions.  
Short et al., (2018) presented a MENS method considering detailed cost functions and 
column performances. Most of the literature available in this field presented synthesis 
methods based on simplified cost function where the column diameter of 1m was assumed 
in many methods, and the capital cost of the packed column only depends on column height. 
The model is based on the superstructure formulation presented by Azeez et al. (2013).  
Velázquez-Guevara et al. (2018) presented an alternative method to represent 
superstructures which included the use of generalised disjunctive programming (GDP). The 
method involves the use of disjunctions and logic propositions to model the superstructure. 
The GDP consists of three elements namely, states, task and equipment which can be 
grouped into two elements representing state-task-network (STN) and state-equipment-
task (SET). The stage refers to the set of physical and chemical properties identifying the 
process streams. Some examples of the stages are composition, temperature and pressure 
etc. The task is associated with the chemical and physical transformations required between 
the next stages. Heat and mass transfers are the main examples of the tasks. This model of 
Velázquez-Guevara et al., (2018) solved the copper removal example previously reported in 
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El-Halwagi and Manousiouthakis (1990) and Chen and Hung (2005), and it was shown that 
the solution obtained from the new model is similar to the results of the other authors.  
Over the past decade, there has been some development in MENS methods; however, there 
is still a limited number of papers presenting the simultaneous mathematical programming 
methods in MENS.  There are some difficulties involved in this research field such as the 
challenges in the model formulation and the limitations associated with the current 
generation of MINLP solvers. Many of the published papers involve single external MSA, and 
in many cases, regeneration which is discussed later in this chapter is not included in the 
optimisation procedure. As mentioned before, a case involving many streams can be 
challenging to solve and, in this thesis, it is aimed to study the synthesis of HENs and MENs 
simultaneously while considering regeneration. This study will be highly likely to involve a 
large model size and therefore, to obtain feasible near-optimal solutions, the fairly linear 
superstructure approach of Szitkai et al. (2006) is adopted. More details of Szitkai et al. (2006) 
model are reviewed next.    
 
2.3.2.3 Stagewise Superstructure of Szitkai et al. (2006) 
Szitkai et al. (2006) adapted the model principle of the well-functioning HENS model of Yee 
and Grossmann (1990).  This model keeps most of the features of the HENS model. 
Thermodynamic feasibility was combined with mathematical programming to synthesise 
MENs. The MENs superstructure is presented in Figure 2.11. 
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Figure 2.11: The Superstructure of MEN developed by Szitkai et al. (2006) with two rich streams and 
two lean streams. 
The superstructure consists of stages (k) where lean and rich streams are contacted in 
counter-current as shown in Figure 2.11. The first and the last boundaries are defined by the 
supply, and the target concentration of rich/lean streams and the boundaries are presented 
in dotted lines. In each stage, any of rich and lean streams can be matched once, and each 
rich stream is allowed to exchange mass with other available lean streams and therefore, 
stream splits can take place in each stage. Those split streams are mixed, and the composition 
of the newly mixed streams are used to define adjacent composition boundary in the 
superstructure.  
It can be noted that no distinction between process and external lean streams is made and 
therefore, both types of lean streams can exist in the superstructure stages. This is because 
external lean streams may not be the leanest and therefore, the external lean streams cannot 
be exclusively used outside of the superstructure, unlike heating and cooling utilities in HENs. 
To simplify the superstructure, equal concentration mixing was allowed. The mixed 
concentration is then used in the next stage to reach its target concentration through similar 
procedure followed in the HEN superstructure.  
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In the model formulation, a set of mathematical equations and logical constraints are 
introduced to obtain feasible mass transfers. Since the optimised variable is the amount of 
transferred mass, the mass balance for rich/lean streams are are established in each stage. 
Logical constraints are used to ensure that all mass transfers in each stage have positive 
values. Like Yee and Grossmann (1990)’s model, binary variables are used to indicate the 
existence of matches. Since the model of Szitkai et al. (2006) is formulated as a mathematical 
programming model, it does not require any concept of the pinch point, and engineering 
knowledge can be implemented into the model by forbidding matches and/or restricting 
model variables.  
The model’s objective is to optimise both capital cost of mass exchangers in a network and 
the operating costs incurred from usage of MSAs. Szitkai et al (2006) also included the 
integer-infeasible path MINLP (IIP-MINLP) model formulation developed by Soršak and 
Kravanja (2002) which provides stability and helps the solver to search for feasible solutions. 
A general expression of the objective function is shown in Equation 2.31.  
𝑇𝐴𝐶 = min{
(Operating cost of MSAs)
+(Capital cost)
+(numerical stability expression)
}                           (2.31) 
The resulting MINLP model of Szitkai et al. (2006) aims to minimise the objective function 
where feasible solution space is constructed in terms of mass balances and constraints. The 
compositions at each stage (driving forces) and the MSA flowrates are the variables to be 
optimised.  
It is worth mentioning that Szitkai et al. (2006) considered cases involving single external 
MSA and the initialisation approach was not discussed. Chen and Hung, (2005) managed to 
solve a case involving two external MSAs, but the initialisation was not discussed as well.  
The situation which involves multiple external MSAs is challenging to handle because of the 
multidimensional nature of the trade-offs (Isafiade and Fraser, 2008b) and therefore, a 
model involving multiple utilities require a good initialisation procedure to obtain a feasible 
solution in reasonable time.  
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Note that the synthesis methods discussed above are based on the single-period operation 
which involves constant operating conditions. In reality, these conditions can fluctuate with 
time, hence some authors attempted to study multi-period MEN synthesis methods.   
 
2.3.2.4 Multi-period MEN Synthesis 
There are few papers that have studied multi-period MENS problems. These are the 
hyperstructure model of Papalexandri et al. (1994), the MINLP superstructure model of  Zhu 
et al. (1995), the SWS model of Chen and Hung (2007), the multi-period IBMS model of  
Isafiade and Fraser (2009) and the detailed costing MENS model of Isafiade and Short (2016).  
The multi-period hyperstructure of Papalexandri et al. (1994) is complex and suffers from 
the same shortcomings as mentioned in the previous sections. The model of  Zhu et al. (1995) 
first synthesises a minimum-cost network and then process parameters are varied to ensure 
the synthesised network can handle the possible range of variation. In the case of the SWS 
model of Chen and Hung (2007), the synthesis procedure is decomposed into three iterative 
steps. The first step involves synthesising a minimum-cost network given a finite number of 
operating conditions, while in the second step, the applicability of the synthesised network 
over the randomly generated operating condition values is tested while ignoring the size of 
the exchanger. In the last step, the size of the exchanger is considered to test the network 
qualified in the second step and increasing the exchanger sizes if necessary. The IBMS model 
of Isafiade and Fraser (2009) involves the index ‘p’ to consider a finite set of operating 
conditions within the specified range of variations. Isafiade and Short (2016) followed the 
method of Isafiade and Fraser (2009) to extend the single-period detailed costing MENS 
model to handle multi-period problems.  
 
2.3.2.5 Initialisation of MENS model 
An initialisation strategy is required in order to provide a good starting point for the MINLP 
solver to produce near-optimal solutions. There is no formalised initialisation strategy for 
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MINLP solvers available in the literature for MENs (Msiza and Fraser, 2003). The solutions 
from pinch analysis can be supplied as a good initialisation point.  A flow sheet can be used 
to identify initial values for MENs. Zhu et al. (1995) provided an initialisation based on block 
decomposition. Nevertheless, initialization methods presented in the literature are problem 
specific and requires the designer’s engineering judgment. In this thesis, an initialisation 
strategy is presented in Chapter 3 for each network involved in CHAMENs.  
 
2.4 Synthesis of Regeneration Network 
Waste minimisation in chemical industries is a significant concern, and the importance of 
extracting harmful pollutants from industrial effluents has resulted in the application of 
regeneration networks for waste minimisation. There are few papers which considered 
regeneration, including El-Halwagi and Manousiouthakis (1990), El-Halwagi et al. (1996), 
Garrard and Fraga (1998), Chen and Hung (2005).  
The concept of regeneration of recyclable lean streams in MENS was first published by El-
Halwagi and Manousiouthakis (1990). This model follows the same framework presented in 
El-Halwagi and Manousiouthakis (1989) which is based on pinch technology for MENS. In 
the paper of El-Halwagi and Manousiouthakis (1990), the MINLP model is first used to obtain 
the minimum cost, and then MILP is provided to solve the configuration by achieving the 
minimum number of mass exchange units. El-Halwagi et al. (1996) also presented a 
sequential mathematical MENS paper which includes regeneration. The example presented 
in El-Halwagi et al. (1996) involves one recyclable lean stream and two stripping nitrogen 
gas at different temperature. The model follows the sequential mathematical method in 
which simultaneous trade-offs cannot be studied, and the match between the lean stream 
and the regenerating streams is preselected. In an example presented by Garrard and Fraga 
(1998), their approach mixed a number of exhausted lean streams into a single stream 
before being regenerated in a single unit. In the SWS model developed by Chen and Hung 
(2005), the authors presented a set of regeneration network model equations in their work 
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but, the regeneration was not studied in a network context but rather as a single unit 
operation.  
Isafiade and Fraser (2008b) implemented the IBMS MENS method including regeneration. 
However, like the model of Chen and Hung (2005), the regeneration takes place outside of 
the MEN superstructure in a one-unit operation. Isafiade and Fraser, (2009) extended the 
IBMS MENS model to CHAMENs model including regeneration.  However, the same 
framework presented in Isafiade and Fraser (2008b) was followed for the regeneration part 
of the study.  
The current author observed the knowledge gap in the simultaneous synthesis methods 
involving regeneration networks (RENs). A thorough search of the relevant literature 
showed that a study considering multiple regenerable external MSAs with multiple 
regenerant scenarios in RENS has not been published. Most papers including regeneration 
simplified the problem by using a single regeneration column with a single regenerant. 
However, it is noted that MENs and RENs are very similar in principle. 
 
2.4.1 The analogy of MENs and RENs 
The fundamental principle of MENs and RENs is very similar in that both networks involve 
‘rich’ streams to be cleaned, while there exist ‘lean’ streams to remove the wastes selectively. 
Looking at an individual mass exchanger, the mass transfer takes place between the rich 
stream of given supply and the target compositions (ys and yt) and the lean stream with the 
supply and the target compositions (xs and xt). The same principle applies in a regeneration 
column where the exhausted lean streams are treated as ‘rich’ streams while the 
regenerating streams take the role of ‘lean’ streams. The lean stream is also given the supply 
and target compositions (zs and zt). The principles of the mass exchanger and regeneration 
column are presented in Figure 2.12.  
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Figure 2.12: A mass exchanger and regeneration column 
Given enough time for mixing, the composition of a rich stream (y) and the composition of a 
lean stream (x) reach equilibrium. The equilibrium relation is governed by Equation 2.9 
presented in section 2.3.1.3. The equilibrium relations can be found in the literature or can 
be obtained experimentally. The same relation governs the composition of regenerating 
streams.  
 
2.4.2 The Interconnection of MENs and RENs 
The two networks have an interrelationship with one another through external MSAs and 
the choice of which regeneration technology to use can be an essential design consideration. 
Implementing a REN superstructure with the additional variables and mass balance 
equations to the MENS can allow multiple lean streams and regenerants to interact in a 
similar way to the rich and lean streams interaction in MENs and therefore, simultaneous 
synthesis method is pursued to study trade-offs between these networks.  
In RENs, spent MSAs exiting from MENs are fed as rich streams. The MSAs can be classified 
as once-through MSAs and regenerable MSAs depending on the succeeding operations 
related to the MSAs. When there are no economic or environmental benefits to regenerate 
the lean stream leaving the MENs, such lean streams are denoted as once-through MSA. On 
the other hand, regenerable MSAs can have environmental and/or economic benefits. In 
terms of economics, regeneration can reduce the TAC of the networks significantly when the 
external MSAs prices are high. The regeneration also minimises waste into the environment 
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yt 
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by controlling the amount of pollutants exiting the process boundaries.  The MENs and RENs 
follow the same design principle and a schematic diagram of these networks are shown in 
Figure 2.13.  
 
 
After an external MSA has been fully burdened with the pollutants, regeneration streams 
such as steam and/or stripping air or energy utilities can be used to remove the loaded 
pollutants in the MSAs. In reality, there will be some solvent loss throughout the network, 
and therefore, makeup streams are placed to maintainthe constant flowrates of such streams.  
 
2.4.3 Regeneration Methods  
There are different regeneration methods available, and some widely used methods are 
solvent extraction, air and steam stripping methods, absorption, and removal of impurities 
through adsorption. These different regeneration methods are summarised in the following 
sections.  
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Figure 2.13: A schematic diagram of MENs and RENs (El-Halwagi and Manousioutaki, 1990) 
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2.4.3.1 Solvent Extraction 
Solvent extraction or liquid-liquid extraction is a separation process which uses the 
characteristics of the components to be differently distributed between two liquid phases. 
The amount of distribution depends on the mass transfer of the components to be separated 
from a first liquid phase to a second phase.  
The feed to a solvent extraction contains the components to be separated (the solutes). The 
components are separated from the feed by introducing the solvent. The solvent may be pure 
but usually contains small quantities of the solutes and the feed liquid since the solvent is 
recycled in a regeneration network in general. The solvent leaving the mass exchanger is 
called extract and this contains high quantities of the solute (denoted with a letter ‘C’) while 
the feed leaving the mass exchanger is denoted as raffinate which is virtually clean of the 
solute. The principle of solvent extraction is shown in figure 2.14.  
 
Figure 2.14: The solvent extraction principle: Removal of solute C (Müller et al., 2000) 
In general, the extract is regenerated in a distillation column, and the solvent, free of the 
solutes, is recycled back into the mass exchanger. The solvent extraction is used when direct 
separation methods such as distillation and crystallisation cannot be implemented due to 
the nature of the process, or the separation methods are economically infeasible.  In addition 
to that, the solvent extraction can be beneficial when the solute of interest is heat sensitive, 
such as antibiotics or non-volatile solutes like mineral salts (Müller et al., 2000). 
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2.4.3.2 Stripping methods 
In chemical industries, there are many different physicochemical treatments to remove 
volatile compounds from process effluents. Some of the widely used methods are air 
stripping and steam stripping. During the stripping process, waste process effluents are 
contacted with gas to selectively remove the compounds from the liquid to gas phase (Seader 
et al., 1998). The stripping process can be either a batch or a continuous process, and packed 
column or tray columns can be used to remove the pollutants properly. In general, the 
process waste streams are fed at the top of the column while the gas phase is fed from the 
bottom. Overall process diagrams for steam stripping and air stripping are presented in 
Figure 2.15a and Figure 2.15b respectively. Since the higher temperature favours mass 
transfer in stripping columns, the treated effluent stream which is at a higher temperature 
than the feed wastes stream can be used to preheat the feed stream.  
 
Figure 2.15: General representation of steam stripping (a) and air stripping (b) 
The treated streams are removed at the bottom, and the gas phase containing the volatile 
compounds are found at the top of the column as shown in Figure 2.15. The stripping process 
can be applied to remove compounds such as hydrocarbons, ammonia, hydrogen sulphide 
and aromatic compounds (Toth and Mizsey, 2015). 
In the case of air stripping, this is a process in which air and water are brought into contact 
in a packed tower to strip dissolved substances. The design principles for air stripping in 
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packed towers have been extensively developed in the chemical engineering literature over 
the past 30 to 40 years (Treybal, 1980; Warren et al., 1976).  
In some applications, the gas phase rich in pollutants requires further treatment since a 
portion of the pollutants is just transferred from liquid to air.  Further purification processes 
such as condensation, adsorption, absorption, chemisorption, thermal/catalytic oxidation 
and membrane separations are available. High temperature favours the mass transfer for the 
air stripping, and therefore, the inlet streams are heated up. The high operating temperature 
will also prevent organic growths within the stripping columns.  
In the case of steam stripping, this process takes advantage of Henry's law; increases in 
temperature increase the Henry’s law constant which in turn improves stripping efficiency. 
This also can remove low volatile compounds such as phenol from effluents. As similar to air 
stripping, the process uses a distillation column which may be a packed or a tray-column. 
The steam cost can be estimated through the following equation (Shah et al., 2013):  
             𝐶𝑠𝑡𝑒𝑎𝑚 = 3.5 × 10
−3 ∙ 𝑀𝑝𝑜𝑙𝑙𝑢𝑡𝑎𝑛𝑡 ∙ 𝑡 ∙ 𝑃𝑠𝑡𝑒𝑎𝑚                               (2.32) 
Where 𝐶𝑠𝑡𝑒𝑎𝑚 is the annual steam cost, 𝑀𝑝𝑜𝑙𝑙𝑢𝑡𝑎𝑛𝑡 is the volatile compound (pollutant) inlet 
loading into a stripping column, 𝑡 is the operating hours per year and lastly, 𝑃𝑠𝑡𝑒𝑎𝑚  is the 
current price of steam in the market (
$
1000 𝐾𝑔
). A sample calculation can be found in Appendix 
A4.  
Howe et al. (1986) stated that the solubility data for organic compounds in a solvent are 
important as the data is essential information to determine mass transfer and can be used to 
predict air or steam stripping behaviour. El-Halwagi (2017) presented an equation to 
approximate Henry’s constants (H) for stripping process:                 
 
𝐻 =
𝑃𝑡𝑜𝑡𝑎𝑙 ∙ 𝑦𝑖
𝑠𝑜𝑙𝑢𝑏𝑖𝑙𝑖𝑡𝑦
𝑃𝑠𝑜𝑙𝑢𝑡𝑒
𝑜 (𝑇)
                                                        (2.33) 
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Where 𝑃𝑡𝑜𝑡𝑎𝑙  is the total pressure of the stripping gas, 𝑦𝑖
𝑠𝑜𝑙𝑢𝑏𝑖𝑙𝑖𝑡𝑦 is the liquid phase solubility 
of the solute at a temperature T (in mole fraction of solute in the liquid effluent) and 
𝑃𝑠𝑜𝑙𝑢𝑡𝑒
𝑜 (𝑇) is the vapour pressure of the solute at a temperature T. 
 
2.4.3.3 Absorption Process 
Absorption involves removal of impurities, contaminants and pollutants from a gas. The 
substances transferred from the gas phase to the liquid absorbent are called solutes. 
Absorption process can be applied to purify gas streams containing low concentrations of 
solutes such as ammonia, water, cyanide and sulphur compounds. This process is also often 
used to remove catalyst poisons and to clean refinery gases for the effluents to meet the 
requirements provided by environmental regulations. In many gas treating processes, 
absorption is reversible and therefore, the solutes can be recovered without a change in its 
chemical properties (Ullmann et al., 1985).  
There are two types of absorption namely, physical absorption and chemical absorption. 
This classification depends on whether the pollutants are dissolved physically or are 
chemically bonded to the solvent. When selecting a suitable solvent in the absorption process, 
economic consideration is the main concern. Physical solvents are easily regenerated 
through pressure reduction and mild re-boiling while chemical solvent regeneration can be 
an energy-intensive process. The advantages and disadvantages of chemical and physical 
solvents are summarised in Table 2.2 (Kidnay et al., 2011). 
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Table 2.2: A summary of the advantages and disadvantages of different types of solvents (Kidnay et al., 
2011) 
Type of solvent Advantages Disadvantages 
Chemical solvent Fairly insensitive to the 
partial pressure of solutes. 
High energy requirements 
for the regeneration of the 
solvent 
Can provide good removal 
results. 
In general, chemical 
solvents are not selective. 
Physical solvent Low regeneration 
requirements 
Can results in a poor 
removal of solute. 
Can provide selective 
removal (e.g. in gas 
sweetening case, a physical 
solvent can selectively 
remove H2S). 
Highly sensitive to the 
partial pressure of the gas 
 
2.4.1.4 Adsorption and Ion Exchange 
In adsorption and ion exchange, a process called sorption is the fundamental foundation of 
such methods where solutes are selectively transferred to rigid insoluble particles in a 
suspended vessel or packed column. This process can be a physical or chemical process. In 
physical adsorption, pollutant species are attached on the solid phase through van der Waals 
forces while in chemical adsorption, the surface and the pollutants are held together through 
a strong chemical bonding (Kidnay et al., 2011). 
There has been a rapid increase in research on adsorption of waste compounds using 
activated carbon in past decades. The activated carbon contains large surface areas and well-
developed pore structure results in fast adsorption kinetics, and therefore, the activated 
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carbon has a wide range of applications in chemical industries (Ghasemzadeh et al., 2017). 
In the past, when the activated carbon reached its full saturation point, it was discarded and 
taken to a landfill. However, due to both environmental and economic reason, the activated 
carbon should be regenerated several cycles before being disposed of (Ghasemzadeh et al., 
2017).  Other widely used adsorbents are zeolites, silica gel and activated alumina.  
The studies on ion exchanges were established in 1850 when the concept of ions was not 
discovered yet, and the commercial application of ion exchange came into practice over the 
last century (Dyer, 2000). In an ion exchange process, positively charged ions called cations 
or negatively charged ions called anions in a solution are replaced by displaceable ions. This 
displacement is reversible, and the structure of the ion exchanger remains the same and can 
be regenerated with sulfuric acid and sodium hydroxide to be used again.  
In concluding remarks, various regeneration methods are reviewed in this section, and these 
methods can be implemented in RENs for waste minimisation. In this thesis, widely used 
regeneration options of air and steam stripping processes are emphasised. These two 
methods are implemented in the case studies presented in Chapter 3. To further develop a 
synthesis method involving combined MEN, REN and HEN, the integrated network synthesis 
methods are reviewed next.  
 
2.5 Synthesis of Combined and Heat and Mass Exchange Networks 
(CHAMENs) 
There are many individual HEN and individual MEN synthesis methods available in the 
literature. However, there are few attempts at developing CHAMENs synthesis methods due 
to their complex nature. Some of the works established in the literature include the 
approaches of Edgar and Huang (1993), Srinivas and El-Halwagi (1994), Papalexandri et al. 
(1994), Isafiade and Fraser (2007, 2009), Liu et al. (2013, 2015). A summary of these 
CHAMENs synthesis methods is discussed next.  
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2.5.1 Bibliography of CHAMENs Synthesis Methods 
Edgar and Huang (1993) presented a sequential approach to study CHAMENs where the 
problem is divided into two subproblems to simplify the combined networks problem. In the 
first step, the operating temperature of the MEN is fixed to synthesise the corresponding 
MEN, and then in the second step, a HEN satisfying the thermal requirements of the previous 
step is synthesised. This is a good approach when the optimal MEN temperature is known 
before the synthesis; however, any design procedure involving preselection can result in 
sub-optimal results. Srinivas and El-Halwagi (1994) studied the combined networks through 
a sequential mathematical approach which is based on pinch technology to obtain the 
minimum annual operating costs (AOCs). The lean streams are divided into sub-streams to 
identify the optimal mass exchange temperatures. The primary shortcomings of the pinch 
technology-based approach are that the simultaneous trade-offs between competing 
variables cannot be studied and the solution procedure can become tedious.  
Papalexandri et al. (1994) applied a hyperstructure to the CHAMENs problem. The model 
suffers from high non-linearity, and therefore a special initialisation technique is required. 
Isafiade and Fraser (2007) followed the pinch technology approach to study CHAMENs 
where the minimum total annual cost (TAC) is targeted. Due to the shortcomings of the 
sequential model, the same authors developed a simultaneous mathematical model. In their 
study, the authors followed the lean sub-stream approach of Srinivas and El-Halwagi (1994) 
to identify optimal MEN operating temperatures in a sequential manner (Isafiade and Fraser, 
2009). This was done to simplify the highly combinatorial nature of CHAMENs. The recent 
CHAMENs studies were published by Liu et al. (2013, 2015) where the authors’ paper in 
2013 identified potential streams which would exchange heat prior to the network synthesis 
but, the method is based on the pinch technology. The same authors in 2015, developed the 
NLP mathematical model to solve the CHAMENs through a genetic algorithm-simulated 
annealing algorithm (GA-SA). It was noted that the model includes many non-linear model 
equations and therefore, obtaining a feasible solution can be difficult.   
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To conclude, there have been few attempts at synthesising CHAMENs over the past 30 years. 
Despite the significant improvement in computing power, the synthesis of CHAMENs has 
received little attention in process synthesis field due to the difficulties in the model 
formulations as well as the limitations on the current generation of mathematical solvers. 
Also, to the best knowledge of the current author, no literature has considered the 
regeneration in CHAMENs other than the work of Isafiade and Fraser (2009). Therefore, the 
literature on the regeneration in CHAMENs is even scarcer and requires more research. The 
CHAMENs model of Isafiade and Fraser (2009) is discussed next.  
 
2.5.2 CHAMENs Model of Isafiade and Fraser (2009) 
It is beneficial to study CHAMENs, including the interactions within the systems, because 
absorption  is improved at lower temperatures while stripping is enhanced at higher 
temperatures. The combined system is illustrated in Figure 2.16. 
 
Figure 2.16: schematic diagram of coupled MEN and HEN (Isafiade and Fraser, 2009) 
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In this CHAMENs model, HENs and MENs are designed to interact with each other through 
the lean streams of the MENs. The linkage is presented with the dotted line in Figure 2.16 
above. The coupling method of Srinivas and El-Halwagi (1994) was adapted to establish the 
optimal mass exchange temperature for lean streams where each lean stream is split into 
lean substreams whose temperature can vary between a supply (𝑇𝑙
𝑠) and a target (𝑇𝑙
𝑡) value. 
The optimisation task involves finding the optimal temperatures (TREN and TMEN). The 
network can be evaluated using larger number of sub-streams if more accurate results are 
desired. Each lean sub-stream is cooled down in the HEN and then sent to the MEN. The lean 
sub-streams, which are now rich in pollutants, are sent back to the HEN where they are again 
heated before being sent to the regeneration (stripping process) where the pollutants are 
being transferred to the regenerating streams.  
The authors adopted the interval based MINLP superstructure approach of their previous 
works (Isafiade and Fraser, 2008a, 2008b) to synthesise separate heat exchange network 
and mass exchange network. The MINLP model of Isafiade and Fraser (2009) contains the 
following equations: 
● Overall heat balance on hot and cold streams  
● Interval heat balance  
● Assignment of inlet temperature and compositions  
● Feasibility of temperature and compositions along the superstructure 
● Logical constraints  
● Driving forces for temperature and compositions 
● LMTD and LMCD 
● Overall objective function 
The overall objective function presented in Isafiade and Fraser (2009) comprises the cost of 
HEN, MEN and a regeneration column.  The annualised operating costs include costs of 
hot/cold utilities of the HEN, costs of external MSAs used in the MEN and costs of 
regenerating stream in the regeneration column. The capital costs consist of the heat 
exchanger costs, mass exchangers and regenerating columns and these are presented in the 
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objective function. A general expression of the overall objective function is presented in 
Equation 2.34. 
𝑇𝐴𝐶
= min{
[(Operating cost of HEN) + (Capital cost of HEN)]
+[(Operating cost of MEN) + (Capital cost of MEN)]
+[(Operating cost of a regenerant) + (Capital cost of a regenerating column)]
} 
                  (2.34) 
The model assumes the effect of mass exchange temperature on the rich streams are 
negligible and therefore, the heat exchange network interacts with the mass exchange 
network through the lean streams and their temperatures.  
 
2.5.3 Incorporation of Utilities Generated from Renewable Energies 
The interactions between HENs and MENs shows that combining such networks can be 
beneficial and a host of studies involving the combined networks are discussed in the 
previous sections. Implementing renewable energies into process network synthesis can add 
additional advantages, but very few studies investigated this. Nemet et al. (2012) studied 
HENS in a batch operation context in which implementation of fluctuating renewable 
energies such as solar and wind are investigated.  Isafiade et al. (2017) studied HENS method 
with utilities generated from various sources including fossil, wind, solar and biomass. The 
most relevant paper related to this thesis is the paper of Isafiade (2017) in which the author 
presented a CHAMENs model with utility generated from solar thermal energy.  
The availabilities of renewable energy sources are usually uncertain. To study such pattern 
in process integration, the availability was discretised into fixed time periods ‘p’ of daytime 
operation and nighttime operation in the work of Isafiade (2017). The combined 
superstructure is then formulated as a multi-period model involving solar panels. The 
implementation of solar thermal panels is usually perceived to exert less environmental 
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impact. There are different methods to measure environmental impact. These methods and 
the synthesis methods involving environmental impact are reviewed next.  
 
2.6 Environmental Impact in Process Synthesis 
HENs and MENs can reduce both economic and environmental burdens of a process. 
However, most of the earlier publications focused on optimising economic performance of 
the process. In recent years, there are some attempts that considered both economic and 
environmental performances. Some of the relevant works include the paper of López-
Maldonado et al. (2011), Vaskan et al. (2012) and  Isafiade et al. (2017).  
In the work of López-Maldonado et al. (2011) and Vaskan et al. (2012), the authors aimed at 
synthesising HENs to minimise TAC and environmental impact simultaneously through MOO. 
The environmental impact was calculated through life cycle assessment (LCA) principles. 
The shortcomings of these studies are that the models are based on single-period HENs and 
no renewables were considered in their study. 
Isafiade et al. (2017) studied a simultaneous interaction between TAC and environmental 
impact in HENs in which utilities generated from both fossil-based and renewable energy 
sources were considered. Environmental impact was calculated in SimaPro with the use of 
ReCiPe 2008 as LCA method. SimaPro is a simulation tool based on LCA to quantify the 
environmental impact of a process. The next section discusses LCA.  
 
2.6.1 Life Cycle Assessment (LCA) 
LCA involves the factual analysis of a product system through all stages of its life cycle in 
terms of sustainability (Jensen et al., 1997). During decision making (on a product, process 
or technology), LCA can provide information on the impacts to the environment and 
therefore, LCA prevents environmental problems from one place to another (EPA, 2006). 
The main stages considered in an LCA study are presented in Figure 2.17.   
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Figure 2.17: The stages involved in life cycle assessment (Fedkin, 2018) 
LCA allows the estimation of the cumulative environmental impacts throughout the 
manufacturing process including the gathering of raw materials, usage of the product and 
lastly its disposal. The LCA involves four stages (International Organization for 
Standardization, 2006a): 
1. goal and scope 
2. inventory analysis 
3. impact assessment 
4. and interpretation. 
The first step ensures that the assessment is performed consistently. The assessment is an 
approximation of reality. In order to minimise distortions, the assessment’s goal and scopes 
are carefully defined. The definition involves the intended purpose, the audience of the study, 
the functional units of the study, which is a measure of the function of the investigated 
systems that are used to relate the inputs and outputs, and its system boundaries. It also 
defines all the key assumptions, the impact assessment methods, and its interpretation 
methods. In the second step, all the environmental inputs and outputs related to a product 
system are collected and quantified. The inputs involve raw materials and energy flows while 
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the output involves the emission of pollutants and waste streams.  The next step involves the 
life cycle impact assessment (LCIA) where the environmental impacts are classified and 
evaluated so that the conclusions are drawn for better decisions. In the last step, the 
conclusions are validated through the ISO 14044 standard where the results of inventory 
analysis and impact assessments associated with the goal and scope of the study are 
interpreted. In general, an LCA goes through an iterative process as more data or more 
understandings of the investigated system are provided (International Organization for 
Standardization, 2006b).  
LCIA is the most crucial phase of any steps in LCA where the inputs and outputs are 
interpreted in terms of environmental burdens, human health and resources. According to 
ISO 14044, LCIA requires four steps.  (Institute for Environment and Sustainability, 2010): 
1. Selection of impact categories and classification 
2. Characterisation 
3. Normalisation 
4. Weighting 
There are various methods available to handle an intensive amount of data and transform it 
into understandable information, which simplifies the LCA process.  The LCIA methods can 
be classified further into two, i.e. midpoint and endpoint approaches. The earlier involves 
the quantification of impact using an indicator located somewhere along the impact 
pathways such as climate change, acidification and ecotoxicity. The endpoint approach 
quantifies all the way through the endpoint categories which includes human health, natural 
environment and natural resources. As mentioned above, the HENS model of López-
Maldonado et al. (2011) and Vaskan et al. (2012) selected the Eco-indicator 99 (Guinée, 2002) 
which is the endpoint approach. On the other hand, the model of Isafiade et al. (2017) 
selected the ReCiPe 2008 method in SimaPro (Goedkoop et al., 2008) to quantify 
environmental impacts associated with hot and cold utility generations.  Note that the 
ReCiPe methods combine the midpoint and endpoint approaches. The ReCiPe 2008 
(Goedkoop et al., 2008) method was updated, and ReCiPe 2016 (Huijbregts et al., 2016) was 
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published recently where it includes both midpoint and endpoint impact categories as the 
previous version. The characterisation factors were representing the European scale in the 
previous version while the global scale characterisation factors are representative for 
ReCiPe 2016. The categories associated with midpoint and endpoint are presented in Figure 
2.18. 
 
Figure 2.18: Considered categories in Midpoint and endpoint of the ReCiPe approach 
In the case of normalisation and weighting steps in LCIA, they are optional due to the 
potential biases, unlike the first two steps mentioned above. According to the ISO 14044 
standard, normalisation allows different impact category results to have the same unit while 
weighting provides a single score that combines the impacts of resources, ecosystem and 
human health. A weighting step provides easy comparisons between different processes’ 
environmental impacts. Therefore, normalisation and weighting steps allow a designer to 
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identify important impact categories and can assist in understanding the meaning of results. 
In this thesis, ReCiPe Endpoint (Egalitarian) V1.06m normalisation/weighting set in SimaPro 
was used. Under this option, the Europe ReCiPe E/A was further selected.  
 
2.7 Multi-objective Optimization (MOO)  
The field of multi-objective optimisation has developed rapidly over the past two decades. 
Miettinen and Mäkelä (1999) defined multi-objective optimisation as: 
Minimise/Maximise {𝑓1(𝑥), 𝑓2(𝑥),⋯ , 𝑓𝑛(𝑥)}                               (2.35) 
Subject to 𝑥 ∈ 𝑆 
Where n is the number of objective functions, x is solution and S is a feasible solution space.  
In this optimisation, all the objective functions are minimised simultaneously. If there are no 
conflicts between the objective functions, a solution can be found without incorporating 
special methods. However, it is assumed that objective functions interact with each other 
and therefore, there exists more than one optimal solution with respect to every objective 
function. In order to extract some of the information about each objective function and to 
examine the data, Pareto optimality can be used.  
 
2.7.1 Pareto optimality  
To compare trade-offs between the objective functions, Pareto optimality was developed by 
French-Italian economist Vilfredo Pareto in 1896 where one of the objective function vectors 
are kept independent during optimisation. Pareto optimality occurs when one of the 
objective functions cannot increase without weakening of the other objective functions. A 
general Pareto curve comparing cost and environmental impact is presented in Figure 2.19.  
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Figure 2.19: Pareto curve comparing environmental impact and costs (Miettinen and Mäkelä, 1999) 
There can be a set of infinite numbers of Pareto optimal solutions. According to the definition 
of Pareto optimality, moving from one Pareto optimal solution to another requires trading-
off. Note that every point in the Pareto optimal set is an equally acceptable solution of the 
multi-objective optimisation. In general, it makes sense to obtain an optimal solution in 
optimisation problem and therefore, selecting one out of the set of Pareto optimal solutions 
requires insights of an engineer (or a decision maker) and experience. The regions above the 
Pareto curve contain sub-optimal solutions while the regions below the Pareto curve is 
defined as infeasible space (Miettinen and Mäkelä, 1999).  
 
2.7.2 Multi-objective methodologies 
There are many methods available in the literature to perform MOO. These methods can 
assist in generating Pareto optimal solutions. It was observed that ε-constraint method and 
goal programming method are previously applied in network synthesis field and therefore, 
these methods will be discussed next.  
 
2.7.2.1 𝜀-constraint method 
This optimisation method was developed by Haimes (1971) where one of the objective 
functions is used as a constraint by setting an upper bound. When the ε-constraint method 
is applied to network synthesis context, this can be written mathematically as follows: 
  
A 
B 
C 
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minimise 𝑍𝑚𝑢𝑙𝑡𝑖 = 𝑇𝐴𝐶 
s.t.                         
minimise 𝐸𝐼 ≤ 𝜀                                                                   (2.36) 
The TAC of a network is minimised where environmental impact objective is constrained by 
a parameter (ε). Therefore, different values of ε will result in different values of the minimum 
TAC. When the value of the parameter is too small, finding a feasible solution can become a 
challenging task and therefore, the minimum value of the parameter can be found by 
examining the problem that minimises EI without considering TAC and this data point is 
denoted as ‘B’ in Figure 2.19. In contrast to that, when the problem is investigated by 
minimising TAC without including EI into the objectives, then it can be considered as an 
extreme point denoted as ‘A’ on the Pareto curve presented in Figure 2.19. It is an engineer’s 
insight to decide which solution lies on the set of Pareto optimal solutions. In this study, the 
problem with the reasonable values of TAC and EI are desired. This point is presented as ‘C’ 
on the Pareto curve.  
 
2.7.2.2 Goal programming method  
Goal programming method is the most widely used solution method in practical applications. 
Charnes and Cooper (1957) first produced concepts of goal programming, and it is one of the 
first methods developed for multi-objective optimisation. This method involves the decision 
maker specifying an optimistic level for the objective function, and the method aims to 
reduce any deviations from the level.  A goal consists of the optimistic level specified by the 
decision maker and the objective functions. López-Maldonado et al. (2011) defined goal 
programming in the context of network synthesis as follows: 
minimise 𝑍𝑔𝑜𝑎𝑙 = 𝛿𝑇𝐴𝐶
+ + 𝛿𝑇𝐴𝐶
− + 𝛿𝐸𝐼
+ + 𝛿𝐸𝐼
−  
s.t.         
𝑍𝑇𝐴𝐶 − 𝑇𝐴𝐶𝑚𝑖𝑛 = 𝛿𝑇𝐴𝐶
+ + 𝛿𝑇𝐴𝐶                    
−        
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𝑍𝐸𝐼 − 𝐸𝐼𝑚𝑖𝑛 = 𝛿𝐸𝐼
+ + 𝛿𝐸𝐼                                       
−       
𝛿𝑖
+ ≥ 0; 𝛿𝑖
− ≥ 0                                                                                     (2.37) 
Where 𝛿𝑇𝐴𝐶
+ , 𝛿𝑇𝐴𝐶
− , 𝛿𝐸𝐼
+  and 𝛿𝐸𝐼
−  are positive and negative deviations to the aspiration level of 
TAC and EI. Note that the goals have the same format as the constraints in the problem 
formulation, and therefore, the constraints can be regarded as a subset of the goals. Once the 
optimistic levels have been set, the objective functions are minimised with reference to the 
optimistic levels. However, notice that selecting a good optimistic level for the goal 
programming can be difficult if the decision maker is not aware of the feasible region.  
 
2.8 Conclusions and Thesis contributions 
Throughout the literature reviews presented in this chapter, it was observed that many 
recently published methods shifted from the sequential-based pinch technology approach 
and the mathematical programming methods have gained the majority of attention in 
process synthesis field.  The significant improvement of the mathematical programming 
method is its ability to simultaneously optimise both costs and network configurations and 
theoretically achieve the global optimality. There are many recent HENS and MENS papers 
which fall under the mathematical programming synthesis methods. However, despite the 
substantial development in computing powers in the last decades, these methods often 
result in sub-optimal solutions.  
It was also noticed that there is a limitation in CHAMENs synthesis methods where many 
existing methods suffer from the large model size which makes obtaining a feasible solution 
very challenging. There are also few studies in the literature which included regeneration in 
the process synthesis step and there is no literature which studied a detailed regeneration 
network with heat integration. Also, finding data associated with regenerating streams, e.g. 
stream flowrates/compositions, equilibrium constants and solubility data, is not trivial, 
unlike general MENs stream data. Additionally, most of the synthesis methods available in 
the literature have optimised the networks in terms of economics rather than including the 
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environmental impact of such networks. Considering both economics and the environmental 
impact would result in MOO and there are few published papers that have studied MOO in 
process synthesis recently. This thesis implements superstructure-based mathematical 
programming methods to synthesise HENs, MENs and RENs, which are the individual 
networks in the CHAMEN. The proposed synthesis method of the integrated network is 
extended to handle multi-period operation, in order to incorporate renewable energies.  The 
proposed method is then further extended to handle MOO.  
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Chapter 3 Combined Networks Synthesis Method 
This chapter presents the combined networks synthesis method considering utilities 
generated from both renewable and non-renewable energy sources. Most synthesis methods 
involving regeneration have simplified the problem by using a single lean stream through a 
single regeneration unit, and in some cases, no consideration was given to enhancing the 
regeneration through heating/cooling. However, synthesising a regeneration network 
allows the regeneration and recycle of multiple MSAs  to the MEN in a simultaneous manner. 
This allows the analysis of  the interactions between MENs and RENs.  
The main challenge in synthesising the combined network of HENs, MENs and RENs is 
obtaining feasible solutions to the MINLP optimisation problem. There have been significant 
challenges in obtaining globally optimal solutions in the process synthesis field, and many 
available methodologies require special initialisation strategies to find feasible solutions. It 
is apparent that many existing modern synthesis models involving large numbers of streams 
result in local optima or fail to find feasible solutions. These shortcomings imply that keeping 
the low complexity of a model can assist in finding the feasible solutions. Note that 
introducing RENs into the CHAMENs results in the expansion of the existing MINLP 
formulation size which in turn increases the degrees of freedom and thus, the optimisation 
task becomes more difficult. In order to keep the model as simple as possible, the existing, 
simplified superstructure models are implemented. The results from the developed 
approach can be used as a preliminary design to make further engineering decisions. 
 
3.1 Synthesis Approach 
Of the many existing MINLP formulations for, the HENS model of Yee and Grossmann, (1990) 
and MENS model of Szitkai et al. (2006) are selected, as these formulations are relatively 
simple and can be adapted for further modifications. The HEN and MEN models use the 
supply and the target key factors such as temperature and composition of streams to define 
the boundaries of the superstructures.  It is challenging to handle the multi-dimensional 
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nature of the combined heat and mass exchange problem involving multiple utilities as well 
as multi-period operation. Therefore, an initialisation technique is introduced in the 
synthesis approach of this chapter. A general overview of the methodology for this study is 
presented in Figure 3.1.  
 
Given a scenario, the first step of the proposed method involves a gathering of relevant data 
such as heat capacity flowrates of streams, availability of process and external MSAs, types 
of utilities, operating hours/periods, and the supply and target temperature/composition of 
streams. The synthesis of the CHAMEN requires good initialisation values to reduce 
challenges in obtaining feasible solutions.  Therefore, relevant data for HEN, MEN and REN 
are used to first synthesise the networks separately in three steps. In the first step, MEN is 
synthesised to provide initialisation values for the second step; the latter involves MEN with 
REN synthesis. Once a feasible MEN with REN solution is obtained, HEN is synthesised 
separately to provide initialization values for the HEN aspect of CHAMEN. In the last step, 
the set of initial values that gave feasible solutions in the first two steps are used to initialise 
the CHAMEN model in the third step. These individual network syntheses of the first two 
Figure 3.1: General proposed approach of the combined networks synthesis 
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steps ensure that data associated with each network is rational and able to generate feasible 
solutions before being used in the combined network synthesis. 
To the best of the knowledge of the current author, there are no literature considering 
detailed REN in CHAMENs. In order to include regeneration in CHAMENS, an analogue of the 
MEN stage-wise superstructure of Szitkai et al. (2006) was applied. In MEN, the MSAs serve 
as the lean streams which receive the pollutants in waste streams (the rich streams). The 
REN follows the same logic as the MEN but the role of the MSAs change; the spent MSAs 
leaving the MEN are fed into the REN as the rich streams which contain high compositions 
of the pollutants, and the regenerating streams serve as the lean streams. To link the MSA 
flowrates in MENs and RENs, the same index ‘l’ is used in the model formulation. Besides, the 
optimal temperatures in MEN and REN are identified through the coupling methods 
presented by Srinivas and El-Halwagi (1994). In this method, each lean stream is divided 
into lean sub-streams. The number of lean sub-streams depends on the accuracy required 
for the problem. Each lean sub-stream is given a different temperature within a supply and 
a target value of the lean stream. The lean sub-streams do not exchange heat with each other, 
but each sub-stream temperature is used individually in the network synthesis to obtain a 
corresponding feasible solution. In this way, the optimal lean stream temperature which 
results in the minimum TAC of the combined network can be identified.  
Beyond the individual HENs, MENs and RENs of the CHAMENs, additional model equations 
to handle multi-period operations are included. This is achieved by including the index ‘p’ 
which accounts for different periods of solar irradiation availability. The extension of the 
model to handle multi-period operations allows incorporation of renewables, whose 
availability is time dependent. The incorporation of renewable introduces extra equations 
into the model formulations. These equations account for the optimal size of solar panels to 
capture heat for both direct and indirect heat integration (Isafiade, 2017). The equations also 
include an expression to determine the volume of heat storage vessel. The vessel is included 
to make provision for indirect heat integration in the network.  These equations are 
presented in the model formulation section.   
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The method was also further extended to perform MOO using the goal method (Miettinen 
and Mäkelä, 1999) to simultaneously optimise combined networks in terms of both TAC and 
environmental impact. Using the MOO method, the current author wishes to find the solution 
that optimally trades off the economic benefits and environmental impact of a chosen design. 
In order to measure the environmental impact associated with different types of utilities in 
each network, the ReCiPe 2016 method (Huijbregts et al., 2016) was used. Overall, this 
method aims to extend the state of the art of CHAMENs synthesis methods by including REN 
involving multiple MSAs and multiple regenerating streams, as well as providing multiple 
options of utility sources while considering both economic and environmental impact of the 
combined network.  
Figure 3.2 shows a schematic of how the MEN involving multiple MSAs is linked to the REN 
involving multiple regeneration streams through the HEN. The MSA flows passing through 
the MENs are represented with blue lines as these streams are cooled in HENs to enhance 
the absorption processes. The same MSA flows passing through the RENs are represented as 
red lines to indicate that these streams are heated in HENs to favour stripping processes in 
RENs. A solar panel is presented next to the hot streams entering the HENs to indicate the 
availability of such renewable energy in this combined model.  
 
Figure 3.2: A schematic of combined heat, mass and regeneration networks involving multiple streams 
MSAs to be cooled 
MSAs to be heated 
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The lean stream flowrates in MEN and REN are treated as variables to be optimised, and 
therefore, the flow rates are obtained simultaneously. The thermal flowrates of the lean 
streams used in the HEN are provided as a constant value. This was done to overcome the 
challenges involved in obtaining feasible solutions when thermal flowrates are 
simultaneously optimized with the lean stream flowrates, as this increases the degrees of 
freedom.  
 
3.2 Problem statement 
Given a set of rich streams (R) with flowrates (G) from which species such as SO2, CO2, NH3 
etc., are to be absorbed from their supply composition ys to target composition yt. There are 
a set of lean streams (S) available for the removal process where the lean streams consist of 
process and external lean streams. The process lean streams have maximum available onsite 
flowrates (LU) with supply (y*s) and target compositions (y*t) expressed as the equivalent 
equilibrium rich stream phase. The external lean streams are equivalent to MSAs, and they 
have supply and target compositions as xs and xt respectively. Due to the high cost and 
environmental concerns associated with the external MSAs, it is beneficial to regenerate such 
streams and therefore, there are a set of regenerants available in the problem such as steam, 
stripping air etc.  
The regenerants are provided with supply and target compositions zs and zt, and they can be 
used to strip the absorbed species from the external lean streams leaving the MEN. Note that 
the supply and target composition of the lean streams and their flowrates (L), as well as the 
supply and target compositions of regenerants and their respective flowrates (QR), are all 
variables to be optimised. Introducing HENs can enhance mass transfers in both MENs and 
RENs where hot utilities (HU) and cold utilities (CU) can be generated from both fossil-based 
energies such as coal, crude oil, etc., and renewable energy sources such as solar thermal and 
are available to heat and cool the external lean streams to corresponding optimal operating 
temperatures in REN (TREN) and MEN (TMEN) respectively.  Also given are the costs of external 
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lean streams, regenerants and hot/cold utilities, heat and mass exchange units,  as well as 
data associated with solar panels over specified different operation periods (p). Lastly, the 
environmental impacts associated with different types of utilities, MSAs and regenerating 
streams are obtained through the ReCiPe 2016 method in an attempt to synthesise multi-
period networks of heat, mass and regeneration considering both economic and 
environmental impact.  
 
3.3 Assumptions 
A network involving heat and mass exchange is a complex system. The following simplifying 
assumptions are applied in the proposed CHAMENs synthesis model of this chapter: 
1. For all material balance purposes, the flow rate of any stream remains constant 
throughout the networks during each period. 
2. The exchangers in the networks operate isothermally and in an isobaric manner.  
These assumptions ensure that the equilibrium functions used in the synthesis 
remain constant.  
3. The split streams are mixed at the same composition and temperature in the stage-
wise superstructures. In HENs, this allows intermediate temperatures of streams to 
be characterised by the temperature at the superstructure stage boundaries. The 
streams going through stage-wise MEN superstructure are also defined in terms of 
composition at the stage boundaries.   
4. The exchanger units are counter-current. 
5. No mass exchange occur among the rich streams.  
6. The solubility of lean streams in rich streams is negligible 
7. Regeneration is perfect, and therefore, no solvent makeup is required.  
8. The renewable energy source for solar panels, i.e. solar irradiation, is available at 
fixed periods per day which comprises day and night. 
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3.4 MINLP model formulation 
This section focuses on the formulation of the proposed synthesis approach. The formulation 
is similar to that of Isafiade (2017) in which the models of Szitkai et al. (2006) and Yee and 
Grossmann (1990) are used to formulate the MEN and HEN respectively.  The model consists 
of the equations for HENs and MENs in which equations are presented with inclusion of 
index ‘p’ to extend the model to handle multi-period operations specifically to account for 
solar irradiation. The model equations of RENs are presented to simulate a CHAMEN with 
regeneration network. The model equations of HEN are presented first followed by MEN and 
REN.  
 
3.4.1 HENS model equations 
The HENS model consists of index ih which denotes the hot streams given in set H, and jc 
represents cold streams given in set C. Index kh shows the superstructure stages given in set 
Kh, and p represents the operation period given in set P. The superstructure is defined with 
the three indices: ih, jc and kh. In each stage (kh) of the superstructure, a hot (ih) and a cold 
(jc) stream can exchange heat once. The model consists of the following mathematical 
equations and inequalities: 
 
Overall stream heat balance 
(𝑇𝑖ℎ,𝑝
𝑠 − 𝑇𝑖ℎ,𝑝
𝑡 ) ∙ 𝐹𝑖ℎ,𝑝 = ∑ ∑ 𝑞𝑖ℎ,𝑗𝑐,𝑝,𝑘ℎ
𝑘ℎ∈𝐾ℎ𝑗𝑐∈𝐶
      𝑖ℎ ∈ 𝐻, 𝑝 ∈ 𝑃                    (3.1) 
(𝑇𝑗𝑐,𝑝
𝑡 − 𝑇𝑗𝑐,𝑝
𝑠 ) ∙ 𝐹𝑗𝑐,𝑝 = ∑ ∑ 𝑞𝑖ℎ,𝑗𝑐,𝑝,𝑘ℎ
𝑘ℎ∈𝐾ℎ𝑖ℎ∈𝐻
      𝑗𝑐 ∈ 𝐶, 𝑝 ∈ 𝑃                    (3.2) 
Note that 𝑇𝑖ℎ,𝑝
𝑠  and 𝑇𝑖ℎ,𝑝
𝑡  are supply and target temperatures of hot stream ih for period p 
respectively. 𝑇𝑗𝑐,𝑝
𝑡  and 𝑇𝑗𝑐,𝑝
𝑠  are target and supply temperatures of cold stream jc for period p. 
𝐹𝑖ℎ,𝑝 and 𝐹𝑗𝑐,𝑝 are the heat capacity flow rates of hot and cold streams in period p respectively. 
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𝑞𝑖ℎ,𝑗𝑐,𝑝,𝑘ℎ is the amount of heat exchanged between hot stream ih and cold stream jc in 
temperature location kh and period p, and  is treated as a continuous variable.  
 
Stage heat balance 
(𝑡𝑖ℎ,𝑝,𝑘ℎ − 𝑡𝑖ℎ,𝑝,𝑘ℎ+1) ∙ 𝐹𝑖ℎ,𝑝 = ∑ 𝑞𝑖ℎ,𝑗𝑐,𝑝,𝑘ℎ
𝑗𝑐∈𝐶
      𝑖ℎ ∈ 𝐻, 𝑘ℎ ∈ 𝐾ℎ, 𝑝 ∈ 𝑃                (3.3) 
(𝑡𝑗𝑐,𝑝,𝑘ℎ − 𝑡𝑗𝑐,𝑝,𝑘ℎ+1) ∙ 𝐹𝑗𝑐,𝑝 = ∑ 𝑞𝑖ℎ,𝑗𝑐,𝑝,𝑘ℎ
𝑖ℎ∈𝐻
      𝑗𝑐 ∈ 𝐶, 𝑘ℎ ∈ 𝐾ℎ, 𝑝 ∈ 𝑃                (3.4) 
In Equation 3.3 and 3.4, 𝑡𝑖ℎ,𝑝,𝑘ℎ and 𝑡𝑖ℎ,𝑝,𝑘ℎ+1 are the temperatures of hot stream ih in 
temperature location kh for period p and the temperature of the same type of stream in the 
next temperature location kh+1 for period p. The same logic applies to 𝑡𝑗𝑐,𝑝,𝑘ℎ and 𝑡𝑗𝑐,𝑝,𝑘ℎ+1 
where these variables involve cold stream jc in temperature location kh and kh+1 for period 
p respectively.  
 
Superstructure Inlet temperature assignment 
The first temperature location, kh = 1, is assigned with the supply temperatures of hot 
streams in each period while the last temperature location, kh = NOKh + 1, is the location 
where the supply temperatures of each cold streams in each period are assigned. The 
following equations are used to assign the supply temperatures: 
𝑇𝑖ℎ,𝑝
𝑠 = 𝑡𝑖ℎ,1,𝑝        𝑖ℎ ∈ 𝐻, 𝑝 ∈ 𝑃                                                 (3.5)                                    
𝑇𝑗𝑐,𝑝
𝑠 = 𝑡𝑗𝑐,𝑁𝑂𝐾ℎ+1,𝑝        𝑗𝑐 ∈ 𝐶, 𝑝 ∈ 𝑃                                            (3.6) 
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Temperature feasibility 
In the superstructure, temperatures of hot streams are designed to monotonically decrease 
from left to right while cold stream temperatures increase from right to left as described in 
Equation 3.7 and 3.8.  
𝑡𝑖ℎ,𝑘ℎ,𝑝 ≥ 𝑡𝑖ℎ,𝑘ℎ+1,𝑝        𝑘ℎ ∈ 𝐾ℎ, 𝑖ℎ ∈ 𝐻, 𝑝 ∈ 𝑃                           (3.7) 
                                               𝑡𝑗𝑐,𝑘ℎ,𝑝 ≥ 𝑡𝑗ℎ,𝑘ℎ+1,𝑝        𝑘ℎ ∈ 𝐾ℎ, 𝑗𝑐 ∈ 𝐶, 𝑝 ∈ 𝑃                            (3.8) 
 
Logical constraints  
When a hot stream exchanges heat with a cold stream in a temperature stage, a match exists 
in the temperature stage. The match is described by logical constraints and binary variables, 
𝑧ℎ𝑛𝑖ℎ,𝑗𝑐,𝑘ℎ. The logical constraint contains a parameter which bounds the amount of 
exchangeable heat (Ω𝑝,HEN). The upper bound can take the smaller value of the overall heat 
loads available in each of the streams involved in the match. The binary variable consists of 
‘1’ and ‘0’ where the value of ‘1’ indicates the existence of a match in a stage while the value 
of ‘0’ indicates no match. The logical constraints are shown in Equation 3.9: 
𝑞𝑖ℎ,𝑗𝑐,𝑘ℎ,𝑝 − Ω𝑝,HEN ∙ 𝑧ℎ𝑛𝑖ℎ,𝑗𝑐,𝑘ℎ ≤ 0        𝑖ℎ ∈ 𝐻, 𝑗𝑐 ∈ 𝐶, 𝑘ℎ ∈ 𝐾ℎ, 𝑝 ∈ 𝑃                (3.9) 
When a match exists in a stage, the binary variable 𝑧ℎ𝑛𝑖ℎ,𝑗𝑐,𝑘ℎ  has a value of ‘1’ and the 
bounding variable (Ω𝑝,HEN) becomes active. Equation 3.9 prevents abnormal heat exchange 
between the streams in each period p.  
 
Calculation of driving forces 
The heat exchange area requirement of each heat exchanger is included in the objective 
function equation of the SWS model. The driving forces are determined as shown in 
Equations 3.10 and 3.11 to calculate the exchanger areas. These constraints ensure feasible 
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driving forces for exchangers selected in the optimisation and activation of such equations 
is determined by the binary variables in the equations.  
𝑑𝑡𝑖ℎ,𝑗𝑐,𝑘ℎ,𝑝 ≤ 𝑡𝑖ℎ,𝑘ℎ,𝑝 − 𝑡𝑗𝑐,𝑘ℎ,𝑝 + Γℎ(1 − 𝑧ℎ𝑛𝑖ℎ,𝑗𝑐,𝑘ℎ)      𝑖ℎ ∈ 𝐻, 𝑗𝑐 ∈ 𝐶, 𝑘ℎ ∈ 𝐾ℎ, 𝑝 ∈ 𝑃     (3.10) 
𝑑𝑡𝑖ℎ,𝑗𝑐,𝑘ℎ+1,𝑝 ≤ 𝑡𝑖ℎ,𝑘ℎ+1,𝑝 − 𝑡𝑗𝑐,𝑘ℎ+1,𝑝 + Γℎ(1 − 𝑧ℎ𝑛𝑖ℎ,𝑗𝑐,𝑘ℎ)       𝑖ℎ ∈ 𝐻, 𝑗𝑐 ∈ 𝐶, 𝑘ℎ ∈ 𝐾ℎ, 𝑝 ∈ 𝑃   
   (3.11) 
The upper bound (Γℎ ) with the binary variables (𝑧ℎ𝑛𝑖ℎ,𝑗𝑐,𝑘ℎ) in Equation 3.10 and 3.11, 
deactivate the constraints if the value of the binary variable is zero which implies that there 
is no match in temperature location kh. This deactivation ensures that no negative driving 
forces exist in the optimised network. In order to avoid infinite heat exchanger areas in the 
optimal network, an exchanger minimum approach temperature (EMAT) constraint is used: 
𝑑𝑡𝑖ℎ,𝑗𝑐,𝑘ℎ,𝑝 > 𝐸𝑀𝐴𝑇                                                         (3.12)                                                            
The temperature driving forces can be implemented in the logarithmic mean temperature 
difference (LMTD) expression which will be used to calculate the heat exchanger area in the 
objective equation. The LMTD  is calculated by: 
𝐿𝑀𝑇𝐷𝑖ℎ,𝑗𝑐,𝑘ℎ,𝑝 = [
(𝑑𝑡𝑖ℎ,𝑗𝑐,𝑘ℎ,𝑝) ∙ (𝑑𝑡𝑖ℎ,𝑗𝑐,𝑘ℎ+1,𝑝) ∙ (𝑑𝑡𝑖ℎ,𝑗𝑐,𝑘ℎ,𝑝 + 𝑑𝑡𝑖ℎ,𝑗𝑐,𝑘ℎ+1,𝑝)
2
]
1
3
   (3.13) 
The LMTD equation is approximated by using Chen’s first approximation (Chen, 1987). 
Verheyen and Zhang (2006) introduced a constraint to select the maximum area over each 
period as presented in Equation 3.14: 
𝐴𝑖ℎ,𝑗𝑐,𝑘ℎ ≥
𝑞𝑖ℎ,𝑗𝑐,𝑘ℎ,𝑝
𝐿𝑀𝑇𝐷𝑖ℎ,𝑗𝑐,𝑘ℎ,𝑝 ∙ 𝑈𝑖ℎ,𝑗𝑐
                                           (3.14) 
 
Note that the maximum area (𝐴𝑖ℎ,𝑗𝑐,𝑘ℎ) do not have index ‘p’ since the maximum area over 
entire periods is selected in the optimisation procedure while other parts of the equation 
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contain the index ‘p’ including heat requirements 𝑞𝑖ℎ,𝑗𝑐,𝑘ℎ,𝑝 and the LMTD expression. 𝑈𝑖ℎ,𝑗𝑐 
is the overall heat transfer coefficient of the streams involved in a match. Equations 3.1 to 
3.14 form the equations for the HEN part of the CHAMEN model. The next section introduces 
solar panel and heat storage design equations.  
 
Solar panels and heat storage vessels design equation 
Isafiade (2017) used utilities generated from solar thermal energy considering solar panel 
sizing in an attempt to reduce the environmental impact of a process.  To allow a solar panel 
to be effective across the periods, the maximum solar panel area (𝐴𝑆𝐶𝑖ℎ,𝑗𝑐,𝑘ℎ) is presented as 
follows:  
𝐴𝑆𝐶𝑖ℎ,𝑗𝑐,𝑘ℎ ≥
𝑞𝑖ℎ,𝑗𝑐,𝑝,𝑘ℎ
𝜂𝑜(𝐺𝐻𝐼𝑝) − 𝑎1(𝑇𝑐 − 𝑇𝑎𝑝) − 𝑎2(𝑇𝑐 − 𝑇𝑎𝑝)
2                      (3.15) 
where 𝜂𝑜is the efficiency factor of the solar panel, 𝐺𝐻𝐼𝑝is the global horizontal irradiation 
for the period p in the location where the chemical plant is situated, 𝑎1 and 𝑎2are the thermal 
loss coefficients which can be obtained experimentally, 𝑇𝑐  is the average of the inlet and 
outlet temperatures of the solar panel capture fluid and 𝑇𝑎𝑝 is the ambient temperature at 
the plant location through period p. Isafiade (2017) also implemented heat storage vessels 
with the solar panel to preserve heat when solar irradiation is available and to use the heat 
from the vessels during the night-time operation. The model equation to calculate the 
volume is described in Equation 3.16.  
𝑉𝑇𝑆𝑖ℎ,𝑗𝑐,𝑘ℎ ≥
𝑞𝑖ℎ,𝑗𝑐,𝑝,𝑘ℎ
𝐶 ∙ 𝜌(𝑇𝑖ℎ
𝑠 − 𝑇𝑖ℎ
𝑡 )
                                             (3.16) 
where  𝐶 and 𝜌 are the heat capacity and density of the thermal storage fluid respectively. 
𝑇𝑖ℎ
𝑠  and 𝑇𝑖ℎ
𝑡  are the supply and target temperatures of the thermal storage fluid in the vessel. 
The implementations of such infrastructures are usually perceived to exert less 
environmental impact.  
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3.4.2 MENS model equations 
The MENs model equations consist of mass balances and constraints to govern the mass 
transfer across the MEN superstructure. Index r refers to rich process streams given in set R 
while the lean streams (including both process and external MSAs) are denoted by index l 
given in set S. The superstructure stages are denoted with the index k.  Since the 
superstructure of MEN is adapted from the stage-wise superstructure of HEN, the 
superstructure is defined with the three indices, r, l and k, as done by Yee and Grossmann 
(1990). The model equations of MENS are comprised of the following expressions:  
 
Overall mass balance for the rich and lean streams 
The total amount of exchangeable mass is calculated by multiplying rich stream flow rates 
with the difference of the supply and target compositions of the rich streams in the process 
synthesis. The same logic is applied to the lean streams. These equations are described in 
Equations 3.17 and 3.18. 
(𝑌𝑟,𝑝
𝑠 − 𝑌𝑟,𝑝
𝑡 ) ∙ 𝐺𝑟,𝑝 = ∑∑𝑀𝑟,𝑙,𝑘,𝑝
𝑙∈𝑆𝑘∈𝐾
         𝑟 ∈ 𝑅, 𝑝 ∈ 𝑃                      (3.17) 
(𝑌𝑙,𝑝
∗𝑡 − 𝑌𝑙,𝑝
∗𝑠) ∙ 𝐿𝑙,𝑝 = ∑∑𝑀𝑟,𝑙,𝑘,𝑝
𝑟∈𝑅𝑘∈𝐾
         𝑙 ∈ 𝑆, 𝑝 ∈ 𝑃                        (3.18) 
In Equation 3.17, 𝑌𝑟,𝑝
𝑠  and 𝑌𝑟,𝑝
𝑡 are supply and target composition of rich streams in period p 
respectively. For lean streams, 𝑌𝑙,𝑝
∗𝑠  and 𝑌𝑙,𝑝
∗𝑡  are the supply and target equilibrium 
composition of lean stream l in the rich phase in period p; these parameters can be found in 
Equation 3.18. The composition differences are multiplied with the flowrates where 𝐺𝑟,𝑝 and 
𝐿𝑙,𝑝 refers to rich and lean stream flow rates in period p respectively. The mass exchanged 
between rich stream r and lean stream l in composition location k and period p is 
represented as 𝑀𝑟,𝑙,𝑘,𝑝 in both equations.  
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Mass balances for the rich and lean streams in each stage 
The compositions of streams at each stage boundary are determined in the following 
equations: 
(𝑦𝑟,𝑘,𝑝 − 𝑦𝑟,𝑘+1,𝑝) ∙ 𝐺𝑟,𝑝 =∑𝑀𝑟,𝑙,𝑘,𝑝
𝑙∈𝑆
      𝑟 ∈ 𝑅, 𝑘 ∈ 𝐾, 𝑝 ∈ 𝑃                     (3.19) 
(𝑦𝑙,𝑘,𝑝
∗ − 𝑦𝑙,𝑘+1,𝑝
∗ ) ∙ 𝐿𝑙,𝑝 =∑𝑀𝑟,𝑙,𝑘,𝑝
𝑟∈𝑅
      𝑙 ∈ 𝑆, 𝑘 ∈ 𝐾, 𝑝 ∈ 𝑃                     (3.20) 
Where 𝑦𝑟,𝑘,𝑝 and 𝑦𝑙,𝑘,𝑝
∗  are the composition of rich and lean streams in composition location 
k and period p. The index ‘k+1’ implies the composition of streams in the next stage boundary 
location.  
 
Assignment of target and supply concentrations 
The first composition location, k = 1, and the last composition location, k = NOK +1 are the 
given supply composition of the rich streams in period p and the supply composition of the 
lean streams in period p respectively. These are described as following: 
𝑌𝑟,𝑝
𝑠 = 𝑦𝑟,1,𝑝          𝑟 ∈ 𝑅, 𝑝 ∈ 𝑃                                              (3.21) 
𝑌𝑙,𝑝
∗𝑠 = 𝑦𝑙,𝑁𝑂𝐾+1,𝑝          𝑙 ∈ 𝑆, 𝑝 ∈ 𝑃                                          (3.22) 
The target compositions of rich and lean streams are described using inequality constraints. 
The last composition location, k = NOK +1 is assigned the target composition of the rich 
streams in period p while the first composition location, k = 1 is assigned the target 
composition of the lean streams in period p.  
 𝑌𝑟,𝑝
𝑡 = 𝑦𝑟,𝑁𝑂𝐾+1,𝑝        𝑟 ∈ 𝑅, 𝑝 ∈ 𝑃                                       (3.23) 
𝑌𝑙,𝑝
∗𝑡 = 𝑦𝑙,1,𝑝        𝑙 ∈ 𝑆, 𝑝 ∈ 𝑃                                               (3.24) 
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Feasibility of the rich and lean stream concentrations  
To ensure the rich streams become cleaner as they go through the superstructure, a 
constraint controlling the monotonic decrease through stages is implemented as shown in 
Equation 3.25. 
𝑦𝑟,𝑘,𝑝 ≥ 𝑦𝑟,𝑘+1,𝑝         𝑘 ∈ 𝐾, 𝑟 ∈ 𝑅, 𝑝 ∈ 𝑃                                      (3.25) 
Along the same line, the lean streams become richer in contaminants as the streams run 
through the superstructure. This is governed by the following constraint: 
𝑦𝑙,𝑘,𝑝
∗ ≥ 𝑦𝑙,𝑘+1,𝑝
∗         𝑘 ∈ 𝐾, 𝑙 ∈ 𝑆, 𝑝 ∈ 𝑃                                    (3.26)  
 
Relaxed binary variable 
To improve the numerical stability of the solution, the integer-infeasible path MINLP (IIP-
MINLP) formulation of Soršak and Kravanja (2002)  is adapted in the model equations of 
Szitkai et al. (2006). This formulation involves relaxing the binary variables in the following 
way: 
𝑧𝑚𝑛𝑟,𝑙,𝑘 = 𝑏𝑧𝑚𝑛𝑟,𝑙,𝑘 + 𝑝𝑧𝑚𝑛𝑟,𝑙,𝑘 − 𝑠𝑟𝑚𝑛𝑟,𝑙,𝑘          𝑟 ∈ 𝑅, 𝑙 ∈ 𝑆, 𝑘 ∈ 𝐾        (3.27) 
Equation 3.27  provides numerical stability of the optimisation procedure by converting the 
actual binary variable (𝑏𝑧𝑚𝑛𝑟,𝑙,𝑘) into the relaxed version (𝑧𝑚𝑛𝑟,𝑙,𝑘). The motivation of this 
approach was to allow solvers to search for feasible solutions in both feasible and infeasible 
solution spaces and this can improve the search speed. The relaxed binary variable is 
calculated by including a positive tolerance (𝑝𝑧𝑚𝑛𝑟,𝑙,𝑘) and a negative tolerance (𝑠𝑟𝑚𝑛𝑟,𝑙,𝑘 ) 
into the actual binary variable.  
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Logical constraints 
When there is no match in a stage of the superstructure, the binary variable (𝑧𝑚𝑛𝑟,𝑙,𝑘) has a 
value of zero. This is used to set the exchanged mass of an exchanger (𝑀𝑟,𝑙,𝑘,𝑝 ) to zero hence, 
the mass is exchanged only when there is a match. This is described in Equation 3.28. 
𝑀𝑟,𝑙,𝑘,𝑝 − Ω𝑝,MEN ∙ 𝑧𝑚𝑛𝑟,𝑙,𝑘            𝑟 ∈ 𝑅, 𝑙 ∈ 𝑆, 𝑘 ∈ 𝐾        (3.28)  
The logical constraint presented in Equation 3.28 also includes an upper bound (Ω𝑝,MEN) on 
the exchangeable mass. The minimum mass load of any of the rich and lean streams involved 
in the match can be used as the upper bound.  
 
Driving force for mass exchange 
The driving forces at both ends of the mass exchangers are calculated when the matches exist. 
The rich end driving force is described as follows.  
𝑑𝑦𝑟,𝑙,𝑘,𝑝 ≤ 𝑦𝑟,𝑘,𝑝 − 𝑦𝑙,𝑘,𝑝
∗ + Γ𝑚(1 − 𝑧𝑚𝑛𝑟,𝑙,𝑘)         𝑘 ∈ 𝐾, 𝑟 ∈ 𝑅, 𝑝 ∈ 𝑃            (3.29) 
𝑑𝑦𝑟,𝑙,𝑘,𝑝 ≥ 𝑦𝑟,𝑘,𝑝 − 𝑦𝑙,𝑘,𝑝
∗ − Γ𝑚(1 − 𝑧𝑚𝑛𝑟,𝑙,𝑘)         𝑘 ∈ 𝐾, 𝑟 ∈ 𝑅, 𝑝 ∈ 𝑃            (3.30) 
The lean end driving force of the mass exchangers are calculated as follows: 
𝑑𝑦𝑟,𝑙,𝑘+1,𝑝 ≤ 𝑦𝑟,𝑘+1,𝑝 − 𝑦𝑙,𝑘+1,𝑝
∗ + Γ𝑚(1 − 𝑧𝑚𝑛𝑟,𝑙,𝑘)         𝑘 ∈ 𝐾/𝑙𝑎𝑠𝑡, 𝑟 ∈ 𝑅, 𝑝 ∈ 𝑃   (3.31) 
𝑑𝑦𝑟,𝑙,𝑘+1,𝑝 ≥ 𝑦𝑟,𝑘+1,𝑝 − 𝑦𝑙,𝑘+1,𝑝
∗ − Γ𝑚(1 − 𝑧𝑚𝑛𝑟,𝑙,𝑘)         𝑘 ∈ 𝐾/𝑙𝑎𝑠𝑡, 𝑟 ∈ 𝑅, 𝑝 ∈ 𝑃   (3.32) 
In these equations, the binary variable (𝑧𝑚𝑛𝑟,𝑙,𝑘) activates the constraints when its value 
equals one. In this way, the upper bound (Γ𝑚) is cancelled out in the constraints, and the 
driving forces are calculated by comparing differences between rich and lean stream 
compositions of a particular match. As it was done in HENS model formulation, an exchanger 
minimum approach composition (EMAC) can be used as a lower bound to the driving forces. 
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The EMAC helps avoid infinite height/stages in the network configurations. This is 
represented as: 
𝑑𝑦𝑟,𝑙,𝑘,𝑝 ≥ 𝐸𝑀𝐴𝐶                                                               (3.33)                                                      
With the driving forces, Chen’s approximation for the Logarithmic Mean Concentration 
Differences (LMCD) can be used to size mass exchangers (Chen, 1987): 
𝐿𝑀𝐶𝐷𝑟,𝑙,𝑘,𝑝 = [
(𝑑𝑦𝑟,𝑙,𝑘,𝑝) ∙ (𝑑𝑦𝑟,𝑙,𝑘+1,𝑝) ∙ (𝑑𝑦𝑟,𝑙,𝑘,𝑝 + 𝑑𝑦𝑟,𝑙,𝑘+1,𝑝)
2
]
1
3
    𝑟 ∈ 𝑅, 𝑙 ∈ 𝑆, 𝑘 ∈ 𝐾, 𝑝 ∈ 𝑃  
(3.34) 
Szitkai et al. (2006) implemented the capital costing estimation of Hallale (1998) where the 
exchanger mass-based costing equations are used. The exchanged mass in an exchanger 
(𝑀𝑟,𝑙,𝑘,𝑝) is converted to the mass of the equipment (𝑚𝑎𝑠𝑠𝑟,𝑙,𝑘,𝑝 , in kg) in the following 
equation:  
𝑚𝑎𝑠𝑠𝑟,𝑙,𝑘,𝑝 ∙ 𝐾𝑤 ∙ 𝐿𝑀𝐶𝐷𝑟,𝑙,𝑘,𝑝 = 𝑀𝑟,𝑙,𝑘,𝑝          𝑟 ∈ 𝑅, 𝑙 ∈ 𝑆, 𝑘 ∈ 𝐾, 𝑝 ∈ 𝑃          (3.35) 
where 𝐾𝑤  is the lumped mass transfer coefficient. The next section presents the model 
equations of regeneration network.  
 
3.4.3 Regeneration network model equations 
The detailed regeneration network formulation, which is newly developed in this thesis, is 
adapted from analogies drawn from the MENS model of Szitkai et al. (2006). The MEN model 
also involves ‘rich’ streams, which are the exhausted lean streams, and the regenerating 
streams, which can be considered as the ‘lean’ streams. In the work of Chen and Hung (2005), 
which also considered  regeneration of MSAs a simplified regeneration network where the 
regenerating unit is only appended to the end of the MEN superstructure was used. In this 
thesis, REN model equations are presented to study regeneration in a network synthesis 
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context involving multiple regenerating units. Note that the flow rate of the regenerable lean 
streams are assumed to be constant throughout the networks and therefore, the same index 
l is used to link the MEN and REN. Index v represents regenerating streams given in set V. 
The regeneration superstructure stages, kr, is used in the model formulation given in set Kr. 
The regeneration network model contains the following equations and inequalities:  
 
Overall mass balance for the exhausted lean streams and regenerating streams 
The supply and target compositions of the exhausted lean stream is multiplied by the lean 
stream flow rate to obtain the total amount of exchangeable mass for each stream. The same 
logic is applied to the regenerating streams. The overall stream mass balances for the 
regeneration network are as follows: 
(𝑋𝑙,𝑝
𝑠 − 𝑋𝑙,𝑝
𝑡 ) ∙ 𝐿𝑙,𝑝 = ∑ ∑𝑅𝑀𝑙,𝑣,𝑘𝑟,𝑝
𝑣∈𝑉𝑘𝑟∈𝐾𝑟
         𝑙 ∈ 𝑆, 𝑝 ∈ 𝑃                      (3.36) 
(𝑍𝑣,𝑝
∗𝑡 − 𝑍𝑣,𝑝
∗𝑠 ) ∙ 𝑄𝑅𝑣,𝑝 = ∑∑𝑅𝑀𝑙,𝑣,𝑘𝑟,𝑝
𝑙∈𝑆𝑘∈𝐾
         𝑣 ∈ 𝑉, 𝑝 ∈ 𝑃                     (3.37) 
In Equation 3.36, 𝑋𝑙,𝑝
𝑠  and 𝑋𝑙,𝑝
𝑡 are supply and target composition of the exhausted lean 
streams in period p respectively. In Equation 3.37 which is for the regenerating streams, 
𝑍𝑣,𝑝
∗𝑠 and 𝑍𝑣,𝑝
∗𝑡  are supply and target equilibrium compositions of the regenerating streams v in 
the rich phase. The composition differences are multiplied with the flowrates where 𝐿𝑙,𝑝 and 
𝑄𝑅𝑣,𝑝 refer to the lean and regenerating stream flowrates in period p respectively. The mass 
exchanged between the exhausted lean stream l and regenerating stream v in composition 
location kr and period p is represented as 𝑅𝑀𝑙,𝑣,𝑘𝑟,𝑝 in both equations.  
 
Mass balances for the exhausted lean streams and regenerants in each stage 
The compositions of streams involved in the regeneration network at each stage boundary 
are calculated using the following equations: 
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(𝑥𝑙,𝑘𝑟,𝑝 − 𝑥𝑙,𝑘𝑟+1,𝑝) ∙ 𝐿𝑙,𝑝 =∑𝑅𝑀𝑙,𝑣,𝑘𝑟,𝑝
𝑣∈𝑉
         𝑙 ∈ 𝑆, 𝑘𝑟 ∈ 𝐾𝑟, 𝑝 ∈ 𝑃                      (3.38) 
(𝑧𝑣,𝑘𝑟,𝑝
∗ − 𝑧𝑣,𝑘𝑟+1,𝑝
∗ ) ∙ 𝑄𝑅𝑣,𝑝 =∑𝑅𝑀𝑙,𝑣,𝑘𝑟,𝑝
𝑙∈𝑆
       𝑣 ∈ 𝑉, 𝑘𝑟 ∈ 𝐾𝑟, 𝑝 ∈ 𝑃                    (3.39) 
Where 𝑥𝑙,𝑘𝑟,𝑝and 𝑧𝑣,𝑘𝑟,𝑝
∗ are the compositions of the exhausted lean stream and regenerating 
stream in composition location kr and period p.  
 
Assignment of target and supply concentrations 
The first composition location, kr = 1, and the last composition location, kr = NOKr +1 are 
assigned the supply composition of the exhausted lean streams and the supply composition 
of the regenerating streams respectively. These are described as follows: 
𝑋𝑙,𝑝
𝑠 = 𝑥𝑙,1,𝑝         𝑙 ∈ 𝑆, 𝑝 ∈ 𝑃                                                   (3.40) 
𝑍𝑣,𝑝
∗𝑠 = 𝑧𝑣,𝑁𝑂𝐾𝑟+1,𝑝         𝑣 ∈ 𝑉, 𝑝 ∈ 𝑃                                           (3.41) 
The target compositions of the exhausted lean stream and regenerating stream are 
presented using inequality constraints. The last composition location, kr = NOKr +1 is 
assigned the target composition of the exhausted lean stream while the first composition 
location, kr = 1 is assigned the target composition of the regenerating streams.  
𝑋𝑙,𝑝
𝑡 = 𝑥𝑙,𝑁𝑂𝐾𝑟+1,𝑝         𝑙 ∈ 𝑆, 𝑝 ∈ 𝑃                                           (3.42) 
𝑍𝑣,𝑝
∗𝑡 = 𝑧𝑣,1,𝑝         𝑣 ∈ 𝑉, 𝑝 ∈ 𝑃                                                (3.43) 
 
Feasibility of the exhausted lean stream and regenerating stream concentrations  
The monotonicity of the exhausted lean stream compositions across the regeneration 
network is achieved with the following inequality:  
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𝑥𝑙,𝑘𝑟,𝑝 ≥ 𝑥𝑙,𝑘𝑟+1,𝑝         𝑘𝑟 ∈ 𝐾𝑟, 𝑙 ∈ 𝑆, 𝑝 ∈ 𝑃                                      (3.44) 
In the same way, the regenerating streams become richer as the streams run from left to 
right in the regeneration superstructure. This is governed by the following constraint: 
𝑧𝑣,𝑘𝑟,𝑝
∗ ≥ 𝑧𝑣,𝑘𝑟+1,𝑝
∗          𝑘𝑟 ∈ 𝐾𝑟, 𝑣 ∈ 𝑉, 𝑝 ∈ 𝑃                                      (3.45)  
 
The relaxed binary variable of regeneration network 
The formulation of Soršak and Kravanja (2002) is again applied to improve the numerical 
stability of the solution. Equation 3.46 relaxes the actual binary variables: 
𝑧𝑟𝑛𝑙,𝑣,𝑘𝑟 = 𝑏𝑧𝑟𝑛𝑙,𝑣,𝑘𝑟 + 𝑝𝑧𝑟𝑛𝑙,𝑣,𝑘𝑟 − 𝑠𝑟𝑟𝑛𝑙,𝑣,𝑘𝑟          𝑙 ∈ 𝑆, 𝑣 ∈ 𝑉, 𝑘𝑟 ∈ 𝐾𝑟        (3.46) 
Equation 3.46 is implemented to provide numerical stability by converting the actual binary 
variable (𝑏𝑧𝑟𝑛𝑙,𝑣,𝑘𝑟) into the relaxed version (𝑧𝑟𝑛𝑙,𝑣,𝑘𝑟). The positive tolerance (𝑝𝑧𝑟𝑛𝑙,𝑣,𝑘𝑟) 
and negative tolerance (𝑠𝑟𝑟𝑛𝑙,𝑣,𝑘𝑟 ) for regeneration network is included as done in the MENS 
model formulation.  
 
Logical constraints in regeneration network 
In order to allow mass to be exchanged only when there is a match between the exhausted 
lean streams and the regenerating streams, the logical constraint is applied as follows:  
𝑅𝑀𝑙,𝑣,𝑘𝑟,𝑝 − Ω𝑝,REN ∙ 𝑧𝑟𝑛𝑙,𝑣,𝑘𝑟         𝑙 ∈ 𝑆, 𝑣 ∈ 𝑉, 𝑘𝑟 ∈ 𝐾𝑟                            (3.47)  
When there is no match in a stage of the REN superstructure, the binary variable (𝑧𝑟𝑛𝑙,𝑣,𝑘𝑟 ) 
has a value of zero. The binary variable is used to set the exchanged mass of regeneration 
columns (𝑅𝑀𝑙,𝑣,𝑘𝑟,𝑝 ) to zero. Equation 3.47 is constrained by an upper bound (Ω𝑝,REN) on the 
exchanged mass between the exhausted lean stream l and regenerating stream v. The 
minimum of the mass load between the exhausted lean stream and the regenerant involved 
in the match can be used as the upper bound.  
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Driving forces for regeneration network 
The driving forces at both ends of the regeneration columns are calculated only when the 
matches exist. The driving forces on of the rich side can be described as follows:  
𝑑𝑟𝑛𝑙,𝑣,𝑘𝑟,𝑝 ≤ 𝑥𝑙,𝑘𝑟,𝑝 − 𝑧𝑣,𝑘𝑟,𝑝
∗ + Γ𝑟𝑛(1 − 𝑧𝑟𝑛𝑙,𝑣,𝑘𝑟)        𝑘𝑟 ∈ 𝐾𝑟, 𝑙 ∈ 𝑆, 𝑝 ∈ 𝑃             (3.48) 
𝑑𝑟𝑛𝑙,𝑣,𝑘𝑟,𝑝 ≥ 𝑥𝑙,𝑘𝑟,𝑝 − 𝑧𝑣,𝑘𝑟,𝑝
∗ − Γ𝑟𝑛(1 − 𝑧𝑟𝑛𝑘,𝑣,𝑘𝑟)        𝑘𝑟 ∈ 𝐾𝑟, 𝑙 ∈ 𝑆, 𝑝 ∈ 𝑃             (3.49) 
The driving forces on the lean side of the regenerating exchanger are represented in 
Equation  3.50 and 3.51:  
𝑑𝑟𝑛𝑙,𝑣,𝑘𝑟+1,𝑝 ≤ 𝑥𝑙,𝑘𝑟+1,𝑝 − 𝑧𝑣,𝑘𝑟+1,𝑝
∗ + Γ𝑟𝑛(1 − 𝑧𝑟𝑛𝑙,𝑣,𝑘𝑟)       𝑘𝑟 ∈ 𝐾𝑟/𝑙𝑎𝑠𝑡, 𝑙 ∈ 𝑆, 𝑝 ∈ 𝑃   (3.50) 
𝑑𝑟𝑛𝑙,𝑣,𝑘𝑟+1,𝑝 ≥ 𝑥𝑙,𝑘𝑟+1,𝑝 − 𝑧𝑣,𝑘𝑟+1,𝑝
∗ − Γ𝑟𝑛(1 − 𝑧𝑟𝑛𝑙,𝑣,𝑘𝑟)       𝑘𝑟 ∈ 𝐾𝑟/𝑙𝑎𝑠𝑡, 𝑙 ∈ 𝑆, 𝑝 ∈ 𝑃   (3.51) 
The binary variable is used as a switch to activate the above constraints when the value of 
the binary variable is one.  This will cancel out the last term in these constraints, and the 
driving forces are calculated by comparing the differences between the compositions of the 
associated streams. In order to avoid infinite heights/stages in the optimal network, a 
regeneration exchanger minimum approach composition (REMAC) can be used as follows: 
𝑑𝑟𝑛𝑙,𝑣,𝑘𝑟,𝑝 ≥ 𝑅𝐸𝑀𝐴𝐶                                                             (3.52)           
                                            
3.4.4 The combined economic objective function 
The economic objective function of Isafiade (2017) is used to minimise the TAC of the 
combined networks simultaneously.  The objective function also determines the optimal 
network configuration and utility consumptions for CHAMENs. Equation 3.53 represents the 
economic objective function.  
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min
{
 
 
 
 
∑
{
 
 
 
 
{
 
 
 
 [
𝐷𝑂𝑃𝑝
∑ 𝐷𝑂𝑃𝑝
𝑁𝑂𝑃
𝑝=1
∙∑∑∑𝐿𝑆𝐶𝑙 ∙ 𝐿𝑙,𝑝
𝑘∈𝐾𝑙∈𝑆𝑟∈𝑅
]
+
𝐷𝑂𝑃𝑝
∑ 𝐷𝑂𝑃𝑝
𝑁𝑂𝑃
𝑝=1
∙∑∑ ∑ 𝑅𝑆𝐶𝑣 ∙ 𝑄𝑅𝑣,𝑝
𝑘𝑟∈𝐾𝑟𝑣∈𝑉𝑙∈𝑆 }
 
 
 
 
𝑝∈𝑃
+
{
 
 
 
 
𝐷𝑂𝑃𝑝
∑ 𝐷𝑂𝑃𝑝
𝑁𝑂𝑃
𝑝=1
∙ ∑ ∑ ∑ 𝐻𝑈𝐶𝑖ℎ ∙ 𝑞𝑖ℎ,𝑗𝑐,𝑘ℎ,𝑝
𝑘ℎ∈𝐾ℎ𝑗𝑐∈𝐶𝑃𝑖ℎ∈𝐻𝑈
+
𝐷𝑂𝑃𝑝
∑ 𝐷𝑂𝑃𝑝
𝑁𝑂𝑃
𝑝=1
∙ ∑ ∑ ∑ 𝐶𝑈𝐶𝑗𝑐 ∙ 𝑞𝑖ℎ,𝑗𝑐,𝑘ℎ,𝑝
𝑘ℎ∈𝐾ℎ𝑗𝑐∈𝐶𝑈𝑖ℎ∈𝐻𝑃 }
 
 
 
 
}
  
 
  
 
 
+𝐴𝐹𝑀𝐸𝑁
{
 
 
 
 ∑∑∑𝐶𝐹𝑙,𝑠 ∙ 𝑧𝑚𝑛𝑟,𝑙,𝑘
𝑘∈𝐾𝑙∈𝑆𝑟∈𝑅
+∑∑∑𝐴𝐶𝐻𝑟,𝑙 [
𝑚𝑎𝑠𝑠𝑟,𝑙,𝑘,𝑝
𝐾𝑤
∙ 𝐿𝑀𝐶𝐷𝑟,𝑙,𝑘,𝑝]
𝐷𝑟,𝑙
𝑘∈𝐾𝑙∈𝑆𝑟∈𝑅 }
 
 
 
 
+ 𝐴𝐹𝑅𝐸𝑁
{
 
 
 
 ∑∑ ∑ 𝐶𝐹𝑙,𝑣 ∙ 𝑧𝑟𝑛𝑙,𝑣,𝑘𝑟
𝑘𝑟∈𝐾𝑟𝑣∈𝑉𝑙∈𝑆
+∑∑ ∑ 𝐴𝐶𝐻𝑙,𝑣 [
𝑟𝑚𝑎𝑠𝑠𝑙,𝑣,𝑘𝑟,𝑝
𝐾𝑤
∙ 𝐿𝑀𝐶𝐷𝑙,𝑣,𝑘𝑟,𝑝]
𝐷𝑙,𝑣
𝑘𝑟∈𝐾𝑟𝑣∈𝑉𝑙∈𝑆 }
 
 
 
 
+ 𝐴𝐹𝐻𝐸𝑁
{
 
 
 
 ∑ ∑ ∑ 𝐶𝐹𝑖ℎ,𝑗𝑐 ∙ 𝑧ℎ𝑛𝑖ℎ,𝑗𝑐,𝑘ℎ
𝑘ℎ∈𝐾ℎ𝑗𝑐∈𝐶𝑃𝑖ℎ∈𝐻𝑃
+ ∑ ∑ ∑ 𝐴𝐶𝑖ℎ,𝑗𝑐 ∙ [
𝑞𝑖ℎ,𝑗𝑐,𝑘ℎ,𝑝
𝑈𝑖ℎ,𝑗𝑐(𝐿𝑀𝑇𝐷𝑖ℎ,𝑗𝑐,𝑘ℎ,𝑝)
]
𝐴𝐶𝐸
𝑘ℎ∈𝐾𝐻𝑗𝑐∈𝐶𝑃𝑖ℎ∈𝐻𝑃 }
 
 
 
 
+ 𝐴𝐹𝑆𝑃(𝐴𝐶𝑆𝐶𝑖ℎ,𝑗𝑐 ∙ 𝐴𝑆𝐶𝑖ℎ,𝑗𝑐,𝑘ℎ) + 𝐴𝐹𝑆𝑇(𝐴𝐶𝑇𝐶𝑖ℎ,𝑗𝑐 ∙ 𝑉𝑇𝑆𝑖ℎ,𝑗𝑐,𝑘ℎ)
+ 𝑤∑∑∑(𝑝𝑧𝑚𝑛𝑟,𝑙,𝑘𝑟 + 𝑠𝑧𝑚𝑛𝑟,𝑙,𝑘𝑟)
𝑘∈𝐾𝑙∈𝑆𝑟∈𝑅
 
+ 𝑤∑∑ ∑ (𝑝𝑧𝑟𝑛𝑙,𝑣,𝑘𝑟 + 𝑠𝑧𝑟𝑛𝑙,𝑣,𝑘𝑟)
𝑘𝑟∈𝐾𝑟𝑣∈𝑉𝑙∈𝑆
}                                              (3.53) 
The combined economic objective function consists of the operating costs of the annualised 
external MSAs, regenerants and heating/cooling utilities. The first four terms of the objective 
function are the operating costs of the three networks. The next are the annualised capital 
costs of MEN, REN, and HEN as well as the annualised capital cost of solar panels and thermal 
storage vessels. In MEN and REN, the equipment cost is defined in terms of shell mass 
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(Hallale, 1998).  In HEN capital cost, Chen’s LMTD approximation (1987) presented in 
Equation 3.13 is used as presented in the work of Yee and Grossmann (1990). Numerical 
stability terms for MEN and REN are the last two terms in Equation 3.53 where the  𝑤 
weighting factor is a large arbitrary number.  
𝐷𝑂𝑃𝑝 is the duration of each period within a day where solar irradiation is available or not 
available, while NOP is the number of periods considered for each day. 𝐴𝐹𝑀𝐸𝑁 , 𝐴𝐹𝑅𝐸𝑁 , 𝐴𝐹𝐻𝐸𝑁 , 
𝐴𝐹𝑆𝑃  and 𝐴𝐹𝑆𝑇  are the annualization factors for the exchangers in MEN, REN, HEN, solar 
panels and heat storage tank respectively.  𝐶𝐹𝑟,𝑙 , 𝐶𝐹𝑙,𝑣  and 𝐶𝐹𝑖ℎ,𝑗𝑐  are fixed costs for mass 
absorbers, regenerating columns and heat exchangers. 𝑧𝑚𝑛𝑟,𝑙,𝑘  , 𝑧𝑟𝑛𝑙,𝑣,𝑘𝑟 and 𝑧ℎ𝑛𝑖ℎ,𝑗𝑐,𝑘ℎ are 
the binary variables which indicate the presence of exchangers in a mass, regeneration and 
heat exchange network respectively. 𝐴𝐶𝐻𝑟,𝑙 and 𝐴𝐶𝐻𝑙,𝑣 are the cost per unit of shell mass of 
columns. 𝑚𝑎𝑠𝑠𝑟,𝑙,𝑘,𝑝 and 𝑟𝑚𝑎𝑠𝑠𝑙,𝑣,𝑘𝑟,𝑝 are mass of shells in MEN and REN respectively, while 
𝑞𝑖ℎ,𝑗𝑐,𝑘ℎ,𝑝  is the amount of heat exchanged between the hot and cold streams. 𝑈𝑖ℎ,𝑗𝑐  is the 
overall heat transfer coefficient, and 𝐾𝑤  is the lumped mass transfer coefficient (Halalle, 
1998). 𝐷𝑟,𝑙 , 𝐷𝑙,𝑣and 𝐴𝐶𝐸  are cost exponents for units in MEN, REN and HEN respectively. 
𝐴𝐶𝑖ℎ,𝑗𝑐, 𝐴𝐶𝑆𝐶𝑖ℎ,𝑗𝑐 , 𝐴𝐶𝑇𝐶𝑖ℎ,𝑗𝑐  are the costs per unit area for heat exchangers, costs per unit area 
for solar panels and costs per unit volume for the heat storage tank. 𝐿𝑆𝐶𝑙 is the cost per unit 
of external lean streams while 𝑅𝑆𝐶𝑣 is the cost per unit of regenerating streams. 𝐻𝑈𝐶𝑖ℎ and 
𝐶𝑈𝐶𝑗𝑐  are the costs per unit of hot and cold utilities respectively. 𝐿𝑙,𝑝  and 𝑄𝑅𝑣,𝑝  are the 
flowrates of external mass separating agents and regenerants in period p respectively.  
 
 
 
 
 
  
97 | P a g e  
 
 
3.4.5 Environmental impact objective function  
Environmental impact of HEN (𝐸𝐼𝐻𝐸𝑁) can be obtained through the Equation 3.54. 
 
𝑚𝑖𝑛𝐸𝐼𝐻𝐸𝑁 = 𝐻𝑌∑
{
  
 
  
 
[
𝐷𝑂𝑃𝑝
∑ 𝐷𝑂𝑃𝑝
𝑁𝑂𝑃
𝑝=1
∙ ∑ ∑ ∑ 𝑞𝑖ℎ,𝑗𝑐,𝑘ℎ,𝑝 ∙ 𝐸𝐼𝐻𝑈𝑖ℎ
𝑘ℎ∈𝐾ℎ𝑗𝑐∈𝐶𝑃𝑖ℎ∈𝐻𝑈
] +
[
𝐷𝑂𝑃𝑝
∑ 𝐷𝑂𝑃𝑝
𝑁𝑂𝑃
𝑝=1
∙ ∑ ∑ ∑ 𝑞𝑖ℎ,𝑗𝑐,𝑘ℎ,𝑝 ∙ 𝐸𝐼𝐶𝑈𝑗𝑐
𝑘ℎ∈𝐾ℎ𝑗𝑐∈𝐶𝑈𝑖ℎ∈𝐻𝑃
]
}
  
 
  
 
      (3.54)
𝑝∈𝑃
 
 
Equation 3.54 is presented in the work of Isafiade et al. (2017) for HENS, where 𝐻𝑌 is the 
operating time in a year. The term involving 𝐷𝑂𝑃𝑝 is used to allow the model to consider the 
exact quantities of utilities in each period. The environmental impact is calculated by 
multiplying the heat exchanged between the hot utility (HU) and cold process streams (CP) 
in temperature location kh with the environmental impact of the hot utility (𝐸𝐼𝐻𝑈𝑖ℎ ) 
concerned. The same calculation is applied to the match involving the cold utility (CU) and 
hot process streams (HP) in which environmental impact of cold utility (𝐸𝐼𝐶𝑈𝑗𝑐) is used. The 
same logic is adapted and applied to MENS to calculate the environmental impact of such 
network (𝐸𝐼𝑀𝐸𝑁) 
𝑚𝑖𝑛 𝐸𝐼𝑀𝐸𝑁 = 𝐻𝑌∑
{
 
 
 
 [
𝐷𝑂𝑃𝑝
∑ 𝐷𝑂𝑃𝑝
𝑁𝑂𝑃
𝑝=1
∙∑∑∑𝐿𝑙,𝑝 ∙ 𝐸𝐼𝑀𝑁𝑙
𝑘∈𝐾𝑙∈𝑆𝑟∈𝑅
] +
[
𝐷𝑂𝑃𝑝
∑ 𝐷𝑂𝑃𝑝
𝑁𝑂𝑃
𝑝=1
∙∑∑ ∑ 𝑄𝑅𝑣,𝑝 ∙ 𝐸𝐼𝑅𝑁𝑣
𝑘𝑟∈𝐾𝑟𝑣∈𝑉𝑙∈𝑆
]
}
 
 
 
 
                 (3.55)
𝑝∈𝑃
 
 
Where the environmental impact of lean streams (𝐸𝐼𝑀𝑁𝑙) and the environmental impact of 
regenerating streams (EIRNv ) is multiplied with the flow rate of lean and regenerating 
streams respectively. The ReCipe method in SimaPro, 2016 (Huijbregts et al., 2016) for LICA 
was used to quantify the environmental impacts of the utilities generated from both 
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renewable and fossil-based energy sources for HEN. The same method was applied to obtain  
EI of MSAs and regenerating streams in MEN and REN.  
 
3.4.6 Multi-objective function  
In this thesis, the modified goal method presented in Gxavu and Smaill, (2012) is used to 
simultaneously optimise combined network in terms of both economic and environmental 
objective functions as follows. 
min 𝑍 = 𝑅𝑔 ×
𝑇𝐴𝐶
𝑇𝐴𝐶min
+ (1 − 𝑅𝑔) ×
𝐸𝐼
𝐸𝐼min
                                   (3.56) 
where 𝑅𝑔 is the weighting parameter which determines the weighting of TAC in the objective 
function. Notice that  𝑇𝐴𝐶min  and  𝐸𝐼min  are the minimum objective values for TAC and 
environmental impact respectively. The Equation 3.56 can minimise both objectives by 
calculating the ratio between the minimum objective values and the actual objectives which 
becomes dimensionless.  
The last step of the mathematical programming approach is to optimise the formulated 
mathematical problem. The presented model is solved as a MINLP problem, and it is 
optimised using General Algebraic Modelling Systems (GAMS) with DICOPT solver which 
uses CPLEX for the MILP and CONOPT for the NLP sub-problems (Rosenthal, 2007). The 
machine platform is an Intel® Core™ i5-7200U 2.70 GHz CPU with 4.00 GB of RAM. 
 
3.4.7 Initialisations and Convergence  
Attempting to obtain a feasible solution with the combined set of model equations for HENs, 
MENs and RENs can be challenging as there are many unknown variables related through 
highly nonlinear constraints. Finding an initial value for such variables and the associated 
boundaries is therefore essential. It is suggested to do an exploratory run of the separate 
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MINLP models of the HEN, MEN, and REN in order to obtain initial values for the following 
variables/parameters: 
• EMAC, REMAC and  EMAT  
• Ω𝑝,MEN, and Ω𝑝,REN   
• the upper and the lower initialisation values of lean and regenerating stream flow 
rates 
• the thermal flow rates of recyclable MSAs  
• the number of temperature/composition locations in the superstructure 
 
These initial values are inputted into the CHAMENs model and solved simultaneously. The 
values may require additional exploratory runs with slightly changed values of the 
variables/parameters listed above until the solver has produced the optimal solutions. Small 
changes in the values can have a significant influence on the direction of the search for the 
solvers. The initialisation step is therefore likely to guide the solver to find the region which 
contains the feasible solutions. 
In many complex problems, apart from the best network, several good alternatives may exist 
(Kemp, 2005). Therefore, in the next section, the developed CHAMENs synthesis approach is 
implemented to show its applicability in obtaining good solutions.   
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Chapter 4 Case Study 
This chapter presents two case studies to demonstrate the applicability of the developed 
methodology in the previous chapter. In each case study, the stream data and associated 
costing data for HEN, MEN and REN are presented. Since there is no other benchmark 
literature to compare the results of this thesis, it is aimed to study the solutions obtained in 
depth by investigating the interactions among the networks.  
It is emphasised again that solving combined networks is not a trivial task due to the multi-
dimensional nature of the problem as well as the presence of multiple utility streams in MEN 
and REN. Therefore, the initialisation strategy presented in Chapter 3 is implemented to 
obtain feasible solutions. Each network is initialized with the values obtained from the 
exploratory runs, after which it is then combined with the initialized versions of other 
networks to form the CHAMENs model. Solving the CHAMEN model in this form results in 
feasible solutions. The model’s ability to handle additional regeneration network involving 
multiple MSAs and multiple regeneration streams are presented in the case studies. Also, 
multi-period representation of solar thermal energy and MOO of the economic and the 
environmental impact of CHAMENs are presented through the case studies of this chapter.  
 
4.1 Ammonia removal (Case study 1) 
This case study is obtained from Hallale (1998) where the author applied pinch technology 
to synthesise the MEN involving ammonia removal process. The case study was chosen as 
the complete set of stream data allows economic optimization. The original case study 
involves the removal of ammonia, in continuous contact columns, from five gaseous process 
streams which are mainly composed of air. In order to remove the ammonia, three water-
based lean streams are used in the original data where S1 and S2 are process MSAs while S3 
is an external MSA.  Many other authors have solved this case study in its original form. Some 
of the authors include Szitkai et al. (2006), Isafiade and Fraser (2008) and Emhamed et al. 
(2005). Recently, Isafiade, (2017) solved this case study as a CHAMEN problem considering 
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the regeneration of the only external MSA involved by including heating/cooling stream data. 
Some modifications in stream flowrates and compositions were done.  
In order to extend this existing MENs case study to the context of this thesis which involves 
MEN and REN with multiple recyclable external MSAs, the existing data is modified. The 
modification entails having multiple recyclable MSAs by regarding S2 as an external MSA. So, 
in the modified case study, S1 is a process MSA, while S2 and S3 are external MSAs which can 
be regenerated. The stream data for S2, including its equilibrium constant, were obtained 
from El-Halwagi (1997).  Two regenerants are considered for the recovery of the spent 
external MSAs S2 and S3.  The regenerants are low-pressure steam and air stripping. For the 
process MSA, S1, no operating cost is associated with it since it is readily available onsite. Its 
flowrate is bounded by its availability in the plant and may not exceed a value of the 
maximum, Lc. On the other hand, the external MSAs can be purchased from the market and 
corresponding flowrates are determined based on economic considerations. Table 4.1 shows 
the stream composition data (in mass fractions) with equilibrium constants (m) of the 
streams involved in MENs.  
Table 4.1: The MENs stream data for case study 1 (concentrations given in mas fractions; Data from 
Hallale, 1998) 
  Rich 
  Streams  
Flow 
(Kg/s) 
ys   yt     Lean 
Streams 
  Flow 
  (Kg/s) 
m   xs xt 
R1 2.0 0.005 0.0010 S1 1.8 1.2 0.0017 0.0071 
R2 4.0 0.005 0.0025      *S2 ∞ 0.1 0.0040 0.1090 
R3 3.5 0.011 0.0025 S3 ∞ 0.5 0.00008 0.0170 
R4 1.5 0.010 0.0050      
R5 0.5 0.008 0.0025      
* S2 data was obtained from El-Halwagi (1997). S3 data was obtained from Hallale (1998) with inlet 
compositions was modified.  
 
The modified MEN stream data is presented in Table 4.1. The exhausted external MSAs are 
transported to the REN and can be regenerated through two options of regenerants involving 
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steam stripping and air stripping. In the case of air stripping, the process is advantageous 
compared to another similar processes since principles involving air stripping is relatively 
simple and is a mechanical process which does not require solvent regeneration. Also, the 
presence of other toxic compounds does not affect air stripping performances (EPA, 2000). 
However, air stripping tends to simply transfer the pollution from the liquid phase to the gas 
phase and therefore, may require additional treatment steps. On the other hand, the 
stripping steam cost, in general, is much higher than the air stripping cost, but the top 
product of the steam stripping column is usually a pure volatile organic compound that can 
be used in another process.  The study of Toth and Mizsey, (2015) showed that the overall 
cost of steam stripping could be cheaper than its air counterpart as exhausted stripping air 
in general, requires extra purification steps which can be expensive. The stream data of the 
multiple regenerating streams are presented in Table 4.2.  
Table 4.2: The RENs stream data for case study 1 (compositions given in mass fractions) 
 Regenerating Streams                   m            zs                   zt 
   QR1 (steam stripping) 0.12650 4.682 × 10−5  1.587 × 10−4 
   QR2 (air stripping) 0.00972 0.0000 0.0440 
 
One of the challenges faced in the expansion of regeneration network was the scarcity, in the 
literature, of stream and equilibrium data associated with the regenerating streams. The 
target composition of the stripping process was aimed to be equal to or less than 50% of the 
lower explosive limit (LEL) of ammonia as suggested in El-Halwagi (2017). The LEL of 
ammonia is 15% in  air (Pfahl et al., 2000). This value was converted to mass fraction, and 
the target composition value of 0.0440 was obtained for the stripping air stream.  The related 
calculations on compositions are found in Appendix A1.  
 
In the case of steam stripping, the supply and the target compositions were varied until a 
feasible solution was obtained. At the compositions presented in Table 4.2, It was possible 
to obtain a feasible solution involving the two regenerating streams. Note that the target 
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composition of the stripping steam is below 50 percent of LEL of ammonia.  Note also that 
within the allowed range, the compositions can vary to obtain different sets of feasible 
solutions. It is worth mentioning that this case study is theoretical and more realistic results 
can be obtained when more accurate composition data is available for the regenerating 
streams. The equilibrium constants of the regenerating streams were obtained by using 
Equation 2.37 presented in Chapter 2. The details of the calculations are presented in 
Appendix A2.  
 
The ReCipe method indicator values associated with the water-based lean streams and 
regenerating streams are presented in Table 4.3. These values are used in Equation 3.55 to 
compare the results of the MEN (i.e. the first step in the synthesis procedure) and the MEN-
REN (i.e. the second step of the synthesis procedure).  
Table 4.3: The environmental impact of lean and regenerating streams 
 ReCiPe method indicator values (1/kg) 
MEN: S1 Process MSA (water) 6.86 × 10−6 
 *S2 External MSA (Acetic acid) 0.503 
 *S3 External MSA  
(Phosphoric acid) 
0.666 
REN: QR1 Stripping Steam 0.0720 
 QR2 Stripping Air 0.00522 
* The indicator values (1/kg) of S2 and S3 are associated with concentrated acetic acid and phosphoric 
acid respectively. Getting values for the aqueous solutions are beyond the scope of this work.   
 
In the work of Hallale (1998), the lean streams were grouped as aqueous solvents. So, the 
current author assumed that S1 is pure water stream while S2 and S3 are aqueous acetic acid 
and phosphoric acid to quantify the environmental impacts associated with each stream. It 
is worth mentioning that the environmental indicator values used in this study are for 
preliminary optimisation. In order to get more realistic values, more detailed LCIA should be 
performed.  
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4.1.1 Simultaneous synthesis of MEN (The first step) 
Constructing CHAMENs model involving multiple external MSAs and multiple regenerating 
streams to obtain a feasible solution is not a simple task, and therefore, a separate MEN was 
first synthesised to obtain initial values for EMAC, upper and lower bound values for lean 
stream flowrates and the upper bound values for exchangeable mass (Ω𝑝,MEN). The operating 
cost data associated with the streams, and the capital cost data, are presented in Appendix 
A3. Figure 4.1 presents the synthesised MEN configuration.  
 
Figure 4.1: The MEN configuration of case study 1 (values above streams are composition in mass 
fractions; while values in boxes indicate mass load transferred in mass exchangers [kg/s]) 
The resulting  TAC of the MEN is 209,675 $/y . The EMAC value of 0.00001 (wt fraction) was 
used, and the Ω𝑝,MEN  value of 0.0089 was applied in the model. Four composition stages 
were used to initialize the network. Lower bounds of 0.12 kg/s, 0.01 kg/s and 0.05 kg/s were 
used for the flowrates of  S1, S2 and S3 respectively. Upper bounds of 1.8 kg/s, 1 kg/s and 5 
kg/s were used  for S1, S2 and S3 flowrates respectively. Based on these values, the optimal 
solution was found to have lean stream flowrates of 1.8 kg/s, 0.01 kg/s and 2.79 kg/s for S1, 
S2 and S3 respectively. The MEN has 10 mass exchangers with a 2-way split of R2, a 3-way 
split of R3, and 3- and 2-way splits of S3 in different composition locations.  
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4.1.2 Synthesis of combined MEN and REN (The second step) 
The MEN model presented in the previous section was then used to initialise an extended 
model involving a combination of MEN and REN. The regeneration network model equations 
presented in Equations 3.36 to 3.52 are implemented in the MENS formulation to synthesise 
the networks of MEN and REN simultaneously. The lean stream flowrates are treated as 
variables to be optimised in which regenerable external MSAs are allowed to flow through 
the MEN and REN to complete the recycle circuit. Note that the costs per unit of external 
MSAs are set to zero now that regeneration is involved since it  is assumed that they to be 
regenerated completely without any solvent loss. The synthesised mass and regeneration 
network solution is presented in Figure 4.2.  
 
Figure 4.2: The MEN with REN configuration of case study 1 (values above streams are composition in 
mass fractions; while values in boxes indicate mass load transferred in mass exchangers [kg/s]) 
The resulting TAC of the combined MEN and REN is 235,296 $/y. The MEN consists of 10 
mass exchangers as it was obtained in the individual MEN solution presented in Figure 4.1, 
while the REN involves 7 regeneration columns. In this solution, only 2-way splits are 
observed throughout the networks. The fresh lean streams enter the MEN superstructure 
from right to left. Note that exhausted external MSAs at the end of the MEN superstructure 
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is transported into the REN superstructure. The exhausted streams enter the REN from left 
to right to complete the recycle circuit.  
The feasible solution was obtained at the EMAC value of 0.00001 and a REMAC value 
of  7.812 × 10−13 . As stated previously, some exploratory runs were necessary to get a 
feasible solution. A slightly changed Ω𝑝,MEN value of 0.00722 was used in this second step 
together with a Ω𝑝,REN value of 0.001 for the REN superstructure. Four composition stages 
were used to initialise both MEN and REN superstructures. The initialization values of the 
lean streams were as follows; lower bound values of 1.2 kg/s, 0.01 kg/s and 0.05 kg/s were 
used for S1, S2 and S3 respectively, while the upper bound for S1 was given its corresponding 
process MSA maximum capacity of 1.8 kg/s. For S2 and S3,  a large upper bound value of  10 
kg/s was used for both streams to allow the solver to find feasible solutions from a wide 
range of flowrate boundaries. The S1, S2 and S3 flowrates are optimised to be 1.8 kg/s, 0.137 
kg/s and 2 kg/s respectively. Note that the results used the full capacity of the process MSA 
and then implemented the external MSAs based on economical consideration. A sample code 
for this step of the case study is presented in Appendix B.  
The REN, which involves two exhausted external MSAs, S2 and S3 and two regenerating 
streams QR1 (steam) and QR2 (air), is presented in the lower section of Figure 4.2. Stream 
flowrate lower bounds of 0.13 kg/s and 9.72 × 10−6  kg/s were used for QR1 and QR2 
respectively, while their upper bound flow rates were 126.5 kg/s and 11.66 kg/s respectively. 
Even though the regeneration network is included in the developed model, the obtained TAC 
was in the same order of magnitude compared to the individual MEN solution of the first step 
presented in Figure 4.1. The solution of the combined MEN and REN is 10.8 % more 
expensive than that of the MEN only scenario.  
 
The MEN only and the combined MEN-REN solution networks were then further investigated 
to determine environmental impacts. Equation 3.55 is used to calculate the environmental 
impact of streams disposed of into the environment where the ReCiPe indicator values 
presented in Table 4.3 are multiplied by the corresponding flow rates and then summed up 
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to provide the total environmental impact of a network per year. The MEN-only network has 
an environmental impact of 1.090 × 109/y which comprises ReCiPe indicator values of lean 
streams S1, S2 and S3 while the combined MEN-REN network has  3.470 × 106/y which is 
based on the indicator values of S1, QR1 and QR2. In the combined MEN-REN network, ReCiPe 
indicator values of the lean streams S2 and S3 are not included in the calculation as these 
streams are regenerated in the REN. From this result, the combined MEN-REN exerts less 
impacts on the environment. This result seems obvious as many industrial processes have 
implemented regeneration units to control wastes and pollutions. However, not so many 
case studies involving regeneration are presented in the process synthesis literature. As 
Szitkai (2004) mentioned that it is necessary to incorporate pollution prevention in the 
process synthesis step to adequately control the impact of pollutions, studying regeneration 
in the process synthesis step can assist in adequate consideration of all design parameters.  
 
 
4.1.3 Simultaneous synthesis of CHAMENs with REN (The third step) 
In order to synthesise CHAMENs, hot/cold stream data is needed as heating and cooling can 
enhance the mass transfer. The regenerable external MSAs exiting the MEN can heated up 
before entering the REN to promote the stripping process. After the MSAs are regenerated 
in the REN, they are then cooled down before being transported back to the MEN to enhance 
the absorption process. The HENs data used in this study was obtained from Isafiade (2017) 
which also investigated CHAMENS problems. Table 4.4 shows HENs stream data where H1 
and H2 represent heating utility generated from solar thermal and fossil fuel respectively. 
The hot streams H3 and H4 are the external MSAs (S2 and S3) to be cooled to enhance 
absorption. The cold streams C1 and C2 are the external MSAs (S2 and S3) to be heated up to 
enhance stripping while C3 is cold utility (cooling water).  
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Table 4.4:  The HENs stream data and costs for case study 1 
Streams Ts (℃) Tt (℃) F (kW℃-1) h Cp 
(Kj/kg·K) 
Costs 
$/(kW∙yr) 
ReCiPe 
values (1/kJ) 
H1 120 60 - 0.2 - 0 2.02 × 10−6 
H2  135 134 - 0.2 - 60 1.36 × 10−4 
H3  100 30 * 0.2 4.2 - - 
H4 80 30 * 0.2 4.2 - - 
C1 30 100 * 0.2 4.2 - - 
C2 30 80 * 0.2 4.2 - - 
C3 5 10 - 0.2 - 30 4.67 × 10−5 
* The mass flowrate of H3, H4, C1 and C2 are converted to the corresponding thermal flowrates using the Cp 
values presented above.  
Hot streams H2 an H3 are cooled down to 30 ℃ (shown as target temperature Tt  in Table 4.4. 
On the other hand, since low pressure steam is operated at 100 ℃, C1 is heated up to this 
temperature (shown as Tt in Table 4.4), while C2 is heated up to 80 ℃ for air stripping (shown 
as Tt in Table 4.4). According to Saracco and Genon, (1994), an operating temperature of 80 ℃ 
for air stripping will lead to a reduction in the capital costs of columns by more than 50 per 
cent when compared to operating at a temperature as low as 40 ℃. Therefore, operating air 
strippers at high temperatures can be beneficial if cost-efficient and environment-friendly 
heating sources are integrated with the overall process. The cost of fossil-based utility (H2) 
used in this study is 60 $/(kWy) while for utility obtained solar thermal (H1), the cost was 
assumed to be zero. The thermal flowrate of the utilities are variables to be optimised. In 
contrast, the thermal flowrates of the external MSAs inputted to the superstructure as initial 
values of this third step are those obtained from the solution of the second step for S2 and S3.  
Thus, the thermal flowrates of H3 and C1 correspond to that of S2 while those of H4 and C2 
correspond to that of S3. The CHAMEN model of this step was then ran until a feasible 
solution. The environmental impact study was also done for this CHAMENS step so as to 
evaluate the impact associated with the heating/cooling utilities. The ReCiPe method 
indicator values (1/kJ) associated with the utilities are presented in Table 4.4.
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These values are used in Equation 3.54 to obtain the environmental impact of the HEN component of the combined network. 
Given these data, the CHAMEN is synthesised and presented in Figure 4.3 
 
Figure 4.3: The multi-period CHAMENs configuration for case study 1 (values above streams are composition in mass fractions; while values 
in boxes indicate mass load transferred in mass exchangers [kg/s]) 
The resulting TAC of the CHAMEN  in Figure 4.3 is 363,417 $/yr. The HEN superstructure involves 4 temperature stages while 
the MEN and REN superstructures used 6 and 4 composition stages respectively. Since the HEN is introduced into the 
combined MEN-REN model, the EMAT value of 9.8 was used to initialise the model. The combined CHAMEN model has 2,495 
single equations, 1,741 single variables and 166 discrete variables. The model was solved in 21.60 s of CPU time.  
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The MEN is the right-hand side of the figure, while the REN is placed on left-hand side of the 
figure. The HEN is positioned between the MEN and the REN. The optimal flowrates for S2 
and S3 are 0.197 kg/s and 1.825 kg/s respectively. The process lean stream S1 flowrate 
obtained is 1.2 kg/s, which is below the full capacity of the process lean streams available on 
site. For the regenerants QR1 and QR2, the optimal flowrates of 0.234 kg/s and 1.169 kg/s 
were obtained respectively. The CHAMEN configuration of Figure 4.3 has 9, 7 and 5 
exchangers in the MEN, REN and HEN respectively. Of the two hot utility sources available 
(solar thermal and fossil fuel), the solver selected based on economics. The two heaters 
shown in Figure 4.3 transfer heat generated from fossil-based fuel at a price of 60 $/(kW∙y). 
This implies that solar thermal as a hot utility source is not competitive when fossil fuel price 
is relatively low. Also, the employment of such renewable-based utility source requires 
equipment such as solar panels and heat storage vessels, which both have capital costs. This 
may have prevented solar thermal from being selected in the CHAMEN solution.  
Sensitivity analysis was then carried out so as to identify the unit cost of utility generated 
from fossil that will make solar thermal competitive. The fossil fuel price was gradually 
increased starting from 60 $/(kW∙y). Feasible solutions were obtained at prices 82, 112, 120, 
162, 175, 990 and 1250 $/(kW∙y). At these prices, except the last one, networks employing 
the utility generated from fossil fuel were obtained. At the fossil fuel price of 1250 $/(kW∙y), 
it became economically unviable to use fossil-based utility and therefore, the solver selected 
utility generated from solar thermal which requires minimal operating cost compared to that 
of fossil fuel. The 1250 $/(kW∙y) price falls within the cost range (438 $/kW∙y to 1489.2 
$/kW∙y) for fossil-based fuel reported by IRENA (2017) for the G20 countries. Isafiade, 
(2017) stated that such investigations can assist governments and stakeholders in making 
decisions associated with the prices of utilities generated  from fossil fuels and renewable 
sources so as to make solar thermal and other renewables competitive.  A network involving 
solar panels and heat storage vessels is presented in Figure 4.4. In this figure, there are two 
heaters supplying heat to the cold streams C1 and C2. Both heaters transfer heat generated 
from solar thermal rather than from fossil fuel. The TAC of the network in Figure 4.4 is 
569,160 $/y. 
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Figure 4.4: The multi-period CHAMENs configuration with solar panels and heat storage vessels. 
 In Figure 4.4, two solar panels are included in the HEN for cold stream C1 and another two in the HEN for cold stream C2. All 
the panels collect heat during the day (P =1). The panels connected to the solid lines in the figure supply thermal energy 
during the day directly to the cold streams, while the other panels connected to the dotted lines also collect solar thermal 
energy during the day but supply send the heat to the heat vessels for storage and subsequent usage at night time (P=2).
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It can be observed in Figure 4.5, which is an expanded version of the solar network of Figure 
4.4 for periods 1 and 2,  that one of the heat exchangers is inactive during P=2, which is why 
the intermediate temperatures for C1 differs in the two periods. 
 
Figure 4.5: The HEN and solar network configurations of the CHAMEN for periods 1 and 2 
Note that the total energy requirement in each period is conserved and summarised in Table 
4.5. 
Table 4.5: The total heat balance of HEN over the periods 
 Streams Period 1 Period 2 
Q (kW) Unit Total (kW) Q (kW) Unit Total (kW) 
Q 
gain 
C1 40.469  Heater1 57.813 57.813 Heater 1 57.813 
17.344 C1-H3  Inactive  C1-H3  
C2 222.239 Heater 2 383.170 329.078 Heater 2 383.170 
160.931 C2-H4  54.092 C2-H4  
Q  
loss 
H3 40.469 Cooler 1 57.813 57.813 Cooler 1 57.813 
27.735 C1-H3  Inactive C1-H3  
H4 222.239 Cooler 2 383.170 329.078 Cooler 2 383.170 
160.931 C2-H4  54.092 C2-H4  
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As expected, the amount of heat gained by the cold streams equals the amount of heat given 
off by the hot streams. Also, the total amount of energy should be conserved in each period. 
The energy breakdown shown in Table 4.6 illustrates that the total energy is conserved and 
therefore, having an inactive exchanger in period 2 as shown in Figure 4.5 is justified.  It is 
worth stating that the TAC of the CHAMEN without solar, i.e. Figure 4.4, is more economical 
compared to that of Figure 4.5, which includes solar panels. The breakdown of the annual 
capital cost (ACC) and the annual operating cost (AOC) of the two networks are shown in 
Figures 4.6 and 4.7.   
 
Figure 4.6:Detailed TAC for CHAMEN without solar panels for case study 1 
In Figure 4.6, MEN AOC is zero since it was assumed that all the external MSAs are 
regenerated without any solvent loss. The combined AOC of HEN and REN constitutes 52.3 %  
of the TAC of the overall network.  
91225 $/y
27976 $/y
54118 $/y
0 $/y
131359 $/y
58740 $/y
MEN ACC REN ACC HEN ACC MEN AOC REN AOC HEN AOC
Operating cost: 52.3%
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Figure 4.7: Detailed TAC for CHAMEN with solar panels for case study 1 
The TAC of the CHAMEN involving solar panels and thermal storages are examined, and the 
details are presented in Figure 4.7. In this network, the ACC of the panels and thermal storage 
tank constitutes 24.8 % of the TAC of the overall network. Also, one of the significant 
differences between Figures 4.6 and 4.7 is the HEN AOC. The AOC of the utility generated 
from solar thermal is assumed to be zero. Therefore, it can be observed that this result in 
83.4 % reduction in the HEN’s AOC. However, the installation of solar panels resulted in 
bigger heat exchanger areas. The supply and the target temperature of H1 (utility generated 
from solar thermal energy) was assumed to be fixed at 120 ℃ and 60 ℃ respectively while 
the supply and target temperature of H2 (Steam generated from fossil-based source) is 135 ℃ 
and 134 ℃. The different supply and target temperatures will result in different 𝐿𝑀𝑇𝐷 
values. Since the heat exchanger area is inversely proportional to 𝐿𝑀𝑇𝐷, implementing H1 in 
the HEN will result in a decrease in 𝐿𝑀𝑇𝐷  values, and this in turn, increases the heat 
exchanger areas. The cost implication of this is the increase in the HEN ACC from 54,118 $/y 
in Figure 4.6 to 108,733 $/y in Figure 4.7. The capital cost of 165,163 $/y was obtained for 
the solar panels and heat storage vessels which is 29 per cent of the total TAC presented in 
Figure 4.7. Although the inclusion of  solar panels and heat storage vessel in the overall 
126156 $/y
28006 $/y
108733 $/y
165163 $/y
131359 $/y
9744 $/y
MEN ACC REN ACC HEN ACC Solar ACC MEN AOC REN AOC HEN AOC
Operating cost: 24.8 %
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network resulted in higher TAC compared to the network without solar thermal 
infrastructures, however, the implementation of such renewable energy is perceived to exert 
less environmental impacts.  
The environmental indicator values shown in Table 4.4 were used to evaluate the impact of 
heating and cooling utilities in the overall network. In generating H1, the option ‘heat, solar’ 
was selected in SimaPro. In the case of H2, the steam was assumed to be generated from heat 
obtained from coal. Therefore, the option ‘heat, coal’ was selected. In the case of C3, it was 
assumed that electricity is first generated from coal and then the cooling water was obtained. 
The cooling utility C3 involved the option ‘Electricity by fuel, coal’. These indicator values are 
obtained for preliminary design, but to get more realistic indicator values, more detailed 
LCIA studies are suggested. The indicator values obtained in SimaPro were used to calculate 
the environmental impact of the networks using Equation 3.54 in which the indicator values 
are multiplied by the corresponding heat duty of the heat exchanger. The CHAMEN without 
solar panel infrastructures resulted in the environmental impact value of 1.887 × 106/y 
while the network integrated with solar thermal has an impact value of  4.557 × 105/y . 
Therefore, it is observed that the network integrated with solar thermal can reduce the 
environmental impact by 76 percent. Table 4.6 shows the mass exchanger sizes of Figure 4.4 
for the MEN and REN.  
Table 4.6: Mass exchanger sizes of solar thermal integrated CHAMEN 
MEN REN 
Match Diameter (m) Height (m) Match Diameter (m) Height (m) 
R3-S2 1.45 0.48 S3-QR1 0.08 0.19 
R3-S3 1.28 0.48 S3-QR2 1.40 0.20 
R4-S1 0.90 0.41 S3-QR2 1.40 0.16 
R4-S3 0.90 0.41 S2-QR2 0.46 0.40 
R2-S3 2.07 0.41 S3-QR2 1.60 0.31 
R1-S2 1.50 1.00 S2-QR2 0.52 1.22 
R3-S2 0.46 0.38 S3-QR2 1.59 1.87 
R3-S2 1.94 0.38    
R5-S1 0.73 0.70    
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Note that due to the small split flow rate of ‘0.0056 kg/s’ going through match S2-QR1 in the 
REN, an unrealistic column diameter of 0.08 m was obtained.  
It is worth stating that for the various optimization scenarios, including the MOO, 
investigated for this case study, it was challenging to obtain feasible solutions due to the 
large number of streams and variables to be considered simultaneously. This case study is 
about the largest, in terms of stream number, presented in the literature. Thus, the 
environmental impact was only calculated after obtaining feasible network configurations, 
whereas a simultaneous optimization would have been a more correct approach to adopt. 
Nevertheless, this case study has demonstrated a systematic procedure for  obtaining 
feasible network configurations for solar thermal integrated CHAMENs involving 
environmental impact analysis. Case study 2 involves fewer streams, hence a simultaneous 
MOO was done. Also, the equilibrium constants in the case study are expressed in terms of 
function of temperature, therefore, the lean streams were divided into sub-streams to find 
optimal operating temperatures in the MEN and REN respectively. 
 
4.2 H2S removal (Case Study 2) 
The coke-oven gas (COG) sweetening process (El-Halwagi and Manousiouthakis, 1989) 
involving H2S removal was adapted in this study. The original example, involving two rich 
streams and two lean streams, was solved by various authors including Fraser and Hallale, 
(2000), Szitkai et al. (2006), Isafiade and Fraser (2008), and Azeez et al. (2012). The rich 
streams consist of a coke-oven gas (R1) and tail-gas from a Claus unit (R2).  The two lean 
streams used in the original example were aqueous ammonia (S1), which is a process MSA, 
and chilled methanol (S2). A schematic representation of the problem is presented in Figure 
4.8.  
  
118 | P a g e  
 
 
 
Figure 4.8: A schematic representation of Case study 2 
Apart from the original lean streams used in the problem, an extra external MSA  (S3) which 
is 15 wt% MDEA (methyl diethanolamine) is introduced in the problem. Stream data of S3 
was obtained from Srinivas and El-Halwagi, (1994) where a similar problem involving H2S 
was presented. The stream data of rich and lean streams are summarised in Table 4.7.  
Table 4.7: The MEN stream data (compositions given in mass fractions; El-Halwagi and 
Manousiouthakis, 1989) 
Rich 
streams 
Flow 
Kg/s 
ys yt Lean 
streams 
Flow 
Kg/s 
m 
 
xs xt 
R1 0.9 0.070 0.0003 S1 2.3 1.45 0.0006 0.031 
R2 0.1 0.051 0.0001 S2 ∞ 0.26 0.0002 0.0035 
    S3 ∞ * 0.001 0.01 
* S3 equilibrium data is a function of temperature.  
The equilibrium data for S3 was obtained from Srinivas and El-Halwagi (1994) where the 
equilibrium data is a function of temperature, given as in Equation 4.1. 
𝑚 = (9.386 × 10−10) ∙ 10(0.0215×𝑇)                                      (4.1)  
As mentioned before, MENs and HENs interacts with each other through equilibrium 
relations where the relations are influenced by temperature. At lower temperature, 
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absorption is promoted while stripping is enhanced at a higher temperature (Seader et al., 
1998). Data for the regeneration streams are presented in Table 4.8.  
Table 4.8: The REN stream data (compositions given in mass fractions) 
Regenerating Streams                   M            zs                  zt 
   QR1 (Stripping steam 1) 0.0131 4.504 × 10−4  1.522 × 10−3 
   QR2 (Stripping steam 2) 0.008 1.25 × 10−4 0.011 
 
The external MSAs are regenerated using two kinds of regenerating streams which are low-
pressure steam (QR1) and medium-pressure steam (QR2). For the purpose of this thesis, the 
two regenerants are assumed to be generated and transported from a remote process nearby 
and used in the REN. The equilibrium constants of the regenerating streams are estimated 
by using Equation 2.37. The regeneration of S3 can be achieved through a conventional steam 
stripping method while the regeneration of S2 requires a lower-temperature of 100 ℃ or 
below. In the patent of Agata, (1998) stated that instead of using warm water which is 
generally employed approach used as a low-temperature heating source, implementing low-
temperature steam can be more advantageous since the low-temperature steam has a large 
heat capacity per unit rate of flow rate and it is convenient to maintain the constant  
temperature unlike the warm water. At low pressure, low-temperature pressure can be 
obtained since the relationship between pressure and temperature of the steam is fixed and 
such data is widely available in many steam tables. In the case of amine strippers, heat and 
steam are utilised to reverse the chemical reactions between absorption medium and the 
pollutants such as CO2 and H2S. The steam’s role in amine stripper is to remove volatile 
compounds from the liquid solution and to transport these pollutants to the overhead. In 
order to provide a proper mixing within the stripper, a tray column or packed columns are 
used (Arnold and Stewart, 1999).   
The ReCiPe method indicator values associated with the lean streams and regenerating 
streams are presented in Table 4.9. These values are used to obtain the environmental 
  
120 | P a g e  
 
 
impact of a network. In the same way it has been done in case study 1, the ReCiPe method 
indicator values are used in Equation 3.55 to compare the results of the MEN and the MEN-
REN. 
Table 4.9: The environmental impact of lean and regenerating streams for Case Study 2 
 
 
4.2.1 Synthesis of MEN (The first step) 
As it was done in the previous case study, the MEN was first synthesised independently in 
the first step. The data presented in Table 4.7 with the costing data presented in Appendix 
A3 were used to generate separate MEN. The capital cost of mass exchangers in MEN involves 
the sieve tray absorption columns. The costing data was presented by Papalexandri et al. 
(1994) and the annualised capital cost of 4552 $/year per equilibrium stage was used in 
Equation 2.13 presented in Chapter 2 to determine the number of equilibrium stages.  
The MEN configuration presented in Figure 4.9 was obtained at the EMAC value 
of 4.22 × 10−8(wt fraction), Ω𝑝,MEN value of 0.01813. Lower bounds of 1.45 kg/s, 0.26 kg/s 
and 0.003 kg/s were used for S1, S2 and S3 flowrates respectively. Upper bounds of 2.3 kg/s, 
2.6 kg/s and 3.3 kg/s were used for S1, S2 and S3 flowrates respectively.  
 ReCiPe method indicator values (1/kg) 
MEN: S1 Aqueous ammonia 0.479 
 S2 Chilled methanol 0.204 
 S3 15 wt % MDEA 0.292 
REN: QR1 Stripping steam 1 0.0741 
 QR2 Stripping steam 2 0.0723 
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Figure 4.9: The MEN configuration of H2S removal process (values above streams are composition in 
mass fractions; while values in boxes indicate mass load transferred in mass exchangers [kg/s]) 
In the MENS model, 5 superstructure stages were used to initialise the network. The 
optimised network consists of 6 mass exchangers. This MEN solution was then extended to 
include the REN model. 
 
4.2.2 Simultaneous synthesis of MEN and REN (The second step) 
The regeneration streams were initialised at lower bound flowrates of 0.013 kg/s and 
8 × 10−5 kg/s for QR1 and QR2, while upper bound flowrates are set to 10.72 kg/s and 7.2 
kg/s respectively. Note that the flow rates of lean streams through the MEN and REN, as well 
as the flow rates of regenerating streams, are variables in the optimisation problem. The 
combined model was solved as an MINLP, and the configuration presented in Figure 4.10 
was obtained. As mentioned before, an exploratory run of the model was necessary to solve 
the problem. Note that two of  the matches (R1-S1 and R2-S2) obtained in the MEN only case 
(Figure 4.9) do not appear in the combined MEN-REN solution. This is possible because the 
combined MEN-REN mode is solved as MINLP.  
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Figure 4.10 The MEN and REN configuration (values above streams are composition in mass fractions; 
while values in boxes indicate mass load transferred in mass exchangers [kg/s]) 
The network in Figure 4.10 has 4 mass exchangers in the MEN and 4 regeneration columns 
in the REN. Two-way stream splits were observed for S1 in the MEN and S3 in the REN. The 
environmental impact values presented in Figures 4.9 and Figure 4.10 were obtained by 
implementing the ReCiPe method indicator presented in Table 4.9 in Equation 3.55. As 
expected, the network with regeneration (Figure 4.10) exerts less impact on the 
environment (1.996 × 106/y) compared to that in Figure 4.9 (3.245 × 108/y) which does 
not include regeneration. This would be the case if the lean streams presented in the solution 
of Figure 4.9 are disposed off into the environment. To have a more accurate environmental 
impact, more detailed LCIA is required. The next step involves expanding the combined 
MEN-REN model to include HEN. Note that relevant data associated with the HEN is used to 
synthesise a separate HEN prior to step three. This individual network synthesis ensures 
that HEN data is rational and able to generate feasible solutions before being used in the 
combined network synthesis.  
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4.2.3 Simultaneous synthesis of MEN, REN and HEN (The third step) 
The regeneration temperature of 100 ℃ was used for S3 in the REN, and an absorption 
temperature of 30 ℃ was used as initial value to find preliminary feasible solutions. In the 
case of chilled methanol (S2), the temperature of 68 ℃ was used to boil the methanol solvent 
for regeneration (Elvers, 2015) while –20 ℃ was used for absorption (ProSim, 2015). The 
equilibrium constant for regenerating streams were obtained using Equation 2.37 as 
presented in Appendix A2. Thermal data for the HEN is presented in Table 4.10. 
Table 4.10: The HEN stream data for case study 2 
Streams Ts (℃) Tt (℃) F (kW℃-1) h Cp 
(Kj/kg K) 
Costs 
$/(kWy) 
ReCiPe 
values (1/kJ) 
H1 120 60 - 0.2 - 0 2.02 × 10−6 
H2  135 134 - 0.2 - 60 1.36 × 10−4 
H3  68 -20 * 0.2 2.6 -  
H4 100 30 * 0.2 3.7 -  
C1 -20 68 * 0.2 2.6 -  
C2 30 100 * 0.2 3.7 -  
C3 5 10 - 0.2 - 30 4.67 × 10−5 
C4 -173 -173 - 0.2 - 121.05 0.0003 
* The mass flowrate of H3, H4, C1 and C2 are converted to the corresponding thermal flowrates using the Cp 
values presented above 
H1 and H2 are hot utilities generated from solar thermal and fossil, respectively. H3 and H4 
are chilled methanol (S2) and MDEA (S3) respectively, which need to be cooled down to meet 
the suitable absorption temperature in MENs, while C1 and C2 are the same lean streams 
which need to be heated up to optimal regeneration temperature. There are two cold utilities 
used in this study, i.e. C3 is cooling water, and C4 is liquid nitrogen. The use of C4 was 
necessary to cool S2 streams to the desired temperature of -20 ℃. The liquid nitrogen cost 
calculation can be found in Appendix A4. The combined model has 1497 single equations, 
1295 single variables and 122 discrete variables. Since the number of streams is less than 
the streams involved in case study 1, it was less challenging to obtain a feasible solution.  
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Figure 4.11: The CHAMENs configuration without solar panels for case study 2 (values above streams are composition in mass fractions; 
while values in boxes indicate mass load transferred in mass exchangers [kg/s]) 
Superstructure having 5, 3 and 4 stages were used to initialise MEN, REN and HEN respectively. The EMAC value 
of 4.424 × 10−8, REMAC value of 7.7 × 10−8, EMAT value of 10 ℃, Ω𝑝,MEN value of 0.01811 and Ω𝑝,REN value of 8.144 × 10
−4 
were used to initialise the CHAMENs model. 
The network configuration in Figure 4.11 involves 4, 5 and 5 exchangers in the MEN, HEN and REN. In the MEN, presented on 
the right side of the figure, the external lean streams (blue lines), S2 and S3 are fed into the MEN to remove H2S in rich streams. 
The exhausted process lean stream, S1 is sent to storage while the spent external lean streams are sent to the REN which is 
presented on the left side of the figure.  
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Before S2 and S3 enter the REN, they are heated up in the HEN which is situated in the center 
of the network configuration, to the desired stripping temperatures as specified in Table 4.10. 
The heated streams are represented as red lines in Figure 4.11. At a fossil hot utility price of 
60 $/(kW∙y), all hot utility selected in the solution are fossil-based (i.e. H2). The heated 
streams are then fed into the REN for regeneration. It was assumed that all exchangers 
operate isothermally and therefore, the stream temperatures remain constant through the 
networks unless the stream goes through a heat exchanger. 
In the HEN, hot process streams H3 and H4, which are regenerated lean streams from the REN, 
are allowed to exchange heat with cold process streams C1 and C2 which are exhausted lean 
streams from MEN.  In this case, through heat exchange between C1-H3, those stream 
temperatures were optimised and then the lean streams are further cooled down in the 
heaters/coolers to reach the operating temperature of REN and MEN respectively. The 
cooled S2 and S3 lean streams are then allowed to enter the MEN to complete the recycle 
procedure. As can be seen in the figure, the MEN and REN are connected through the lean 
streams S2 and S3, and the flowrates of these streams optimised in the model. The optimal 
flow rates for these two MSAs are found to be 0.26 kg/s and 0.012 kg/s, i.e. for S2 and S3 
respectively. The process lean stream S1 flowrate of 2.2 kg/s was obtained. For the 
regenerants QR1 and QR2, the optimal flowrates of 0.049 kg/s and 0.079 kg/s respectively 
were obtained. The resulting TAC of the combined network is 118,864 $/yr. 
The CHAMENs model was then extended to handle multi-period operation by introducing 
index ‘p’ in the model equations to allow fluctuations in solar irradiations. The model was 
then tested at different fossil-fuel prices to find the maximum price at which the usage of 
fossil-fuel based utility becomes infeasible. At the fossil fuel price of 1,075 $/(kW∙y), the 
solver switched from using the fossil-based utility, H2 to H1, which is the solar thermal 
energy-based utility in both heaters in the HEN. The resulting combined network with solar 
panels showed a TAC of 145,021 $/y. This network is further optimised by implementing 
optimised operating temperatures of MEN and REN. The optimisation procedure is 
discussed next.  
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4.2.4 Sub-stream temperature optimisation 
To further optimise such combined networks, absorption and regeneration temperatures 
were varied to enhance mass transfer in MEN and REN further. The lean streams are divided 
into sub-streams with different temperatures. In this case study, the absorption temperature 
of S3 was varied first. Once the optimal absorption temperature was identified in terms of 
the minimum TAC, then the S3 stripping temperature was varied. Figures 4.12 – 4.15 show 
these variations and the associated TAC of the obtained networks at different temperatures.  
 
Figure 4.12: Variation of S3 absorption temperature and the resulting TAC 
As shown in Figure 4.12, the TAC of the networks decreases as the S3 absorption temperature 
increases from 27 ℃ to 34 ℃. The TAC curve then goes through a minimum value of 143,487 
$/y at the absorption temperature of 35 ℃. Further increase in the absorption temperature 
from 35 ℃ to 41 ℃ showed an increasing trend in the TAC. These results were obtained 
through investigating 11 sub-stream temperatures. Note that the mass transfer equilibrium 
is a function of temperature as presented in Equation 4.1. In each sub-stream temperature, 
a new equilibrium constant was calculated at each corresponding sub-stream temperature. 
These different equilibrium constants change the driving forces, and therefore, it affects the 
optimisation outcomes.  
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The next step of the investigation involved different stripping temperatures of S3. In this 
study, 8 feasible solutions were obtained from 8 sub-streams. As compared to the previous 
investigation, the sets of feasible solutions are different in each investigation as it depends 
on the number of feasible solutions obtained over the tested temperature range which give 
local optima. The 8 sub-stream temperatures are plotted against the corresponding TACs in 
Figure 4.13.  
 
Figure 4.13: Variation of S3 stripping temperature and the resulting TAC 
The reduction in stripping temperature from 100 ℃ to 95 ℃ resulted in a slight decrease in 
TAC values from 143,487 $/y to 143,171 $/y. Further temperature reduction, however, 
increased the values of TACs. Note that S3 flowrate is low compared to the other lean stream 
flowrates and therefore, change in S3 stripping temperatures does not significantly affect the 
resulting TAC values. In general practice of steam stripping, the operating temperature is 
kept slightly below 100 ℃ to prevent corrosion (Addington and Ness, 2010). The same 
authors studied the effects of compositions on stripping temperature, and it showed that the 
increase in composition results in favouring higher stripping temperature. It was noted that 
the composition of effluents containing H2S is low in this study and therefore, the benefit of 
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increasing the stripping temperature is not favourable. The study of Addington and Ness 
(2010) thus validates the result.  
The optimal operating temperature of S3 was found to be 35 ℃ for the absorption process 
and 95 ℃ for the regeneration process. These values were fixed in the following temperature 
investigation of S2. The absorption temperature of S2 was varied first while keeping the 
stripping temperature of S2 and the S3’s operating temperatures as constants. Due to the 
sequential nature of this investigation, the current authors are aware that depending on the 
order of investigations, the results may differ. The S2 absorption temperature variations are 
presented in Figure 4.14.  
 
Figure 4.14: Variation of S2 absorption temperature and the resulting TAC 
The overall trend depicted through 12 sets of sub-streams in Figure 4.14 shows an increasing 
trend of TAC as absorption temperatures decreases. This is due to more cooling 
requirements to achieve a low absorption temperature. Note that S2 is the chilled methanol 
which is cooled below 0 ℃ for absorption. TAC values obtained in Figure 4.14 shows a 
decreasing trend as absorption temperature increases and the minimum point was not 
depicted within the tested temperature values. Therefore, literature absorption temperature 
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of -20 ℃ was selected for further investigation. The variations of the stripping temperature 
of S2 is presented in Figure 4.15.  
 
Figure 4.15: Variation of S2 stripping temperature and the resulting TAC 
The investigation showed that there is a rapid decrease in TAC values over the temperature 
ranges of 70 ℃ and 67 ℃. The minimum TAC of 142,994 $/y was obtained at the stripping 
temperature of 66 ℃. Thereafter, the further reduction in temperature causes the TAC curve 
to slightly increase in the TAC values. The stripping temperature of 66 ℃ is within the good 
operating temperature as the boiling point of the methanol is 64.7 ℃. With these optimised 
operating temperatures, the optimised CHAMENs configuration was obtained. Figure 4.16 
presents an economically optimised CHAMENs. 
142994 $/y
142950
143000
143050
143100
143150
143200
143250
143300
143350
143400
65 66 67 68 69 70 71
T
A
C
 [
$
/
y
]
Stripping Temperature of S2 [℃]
130 | P a g e  
 
 
 
Figure 4.16: The economically optimised CHAMENs configuration (values above streams are composition in mass fractions; while values in 
boxes indicate mass load transferred in mass exchangers [kg/s]) 
The optimised network consists of 4, 5, and 5 exchangers in MEN, HEN and REN respectively. There is a two-way stream split 
involving S1 in MEN with the split flow rates of 2.0395 kg/s and 0.1645 kg/s which sums up to the total flow rate of S1. The 
exhausted S3 in REN also involves a two-way stream split. As previously stated, the implementation of solar panels and heat 
storage vessels require the inclusion of the index ‘p’ which discretises time into two different periods of daytime and nighttime. 
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The stream temperature during nighttime is presented with the bracket as shown in the HEN 
section of the combined networks. The optimised CHAMENs resulted in the TAC of 142,994 
$/y. The details of the TAC of the combined networks is presented in Figure 4.17. 
 
Figure 4.17: The CHAMENs with solar panels detailed TAC 
As presented in the pie chart in Figure 4.17, the REN and HEN operating costs are presented 
in the blue and red sector of the chart respectively. The operating costs contribute 26.8 per 
cent of the total. The purple sector represents the capital cost involved in the solar panels 
and heat storages which accounts for 20.2 percent of the TAC. The combined networks 
without solar panels shown in Figure 4.11 is studied further, and the details of the TAC is 
presented in Figure 4.18.   
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Figure 4.18: The CHAMENs without solar panels detailed TAC 
In this case, the operating costs of the REN and HEN are 31.63 percent of the TAC. It can be 
observed that the resulting TAC of the network without solar panel (Figure 4.11) is 15 
percent lower than the network with solar panels (Figure 4.16). However, implementation 
of solar panels and thermal storages can reduce the environmental impact by 26 percent. 
Further, temperature optimisation performed on the network (Figure 4.16) can result in 
HEN capital costs as well. However, the MEN capital cost is higher in the combined network 
with solar panels. This may have resulted from the trade-offs between the competing 
variables and the temperature effects on the equilibrium relation which affects the sizing of 
the mass exchangers.  
Note that during the temperature variation presented in Figures 4.12-4.15, the combined 
networks were optimised in terms of the TAC only. To optimise a network simultaneously in 
terms of both the TAC and the environmental impact, the environmental objective function 
presented in Equation 3. 56 is used with the economic objective function in the model 
formulation.  
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4.2.5 The synthesis of the combined model with MOO 
Due to the challenges in obtaining a feasible solution in a synthesis model involving MOO 
with the previously used data in this study, the stream data of S3 is replaced with the N-
methyl-2-pyrrolidone (NMP) data obtained from Srinivas and El-Halwagi (1994). Table 4.11 
presents the stream data. The concentrations are given in mass fractions.  
Table 4.11: NMP lean stream data (compositions given in mass fractions; Srinivas and El-Halwagi, 1994) 
New lean stream data                  m            zs                  zt 
   S3 (NMP) * 1 × 10−5  1 × 10−4 
 
Srinivas and El-Halwagi (1994) also presented the equilibrium relation of the NMP solvent 
as follows: 
𝑚(𝑇) = 1.1907 ∙ 𝑇 − 332.0                                                    (4.2) 
The absorption temperature of NMP was assumed to be 10 ℃. The regeneration of the NMP 
solvent can involve either steam stripping or inert gas (N2). The REN data is presented in 
Table 4.12. The equilibrium constants of QRv was obtained by using Equation 2.37. The other 
costing data follows the same as the case study 2 costing data.  
Table 4.12: The regenerating stream data (compositions given in mass fractions) 
 
The model was initialised at the EMAC value of  4.15 × 10−13 (wt fraction), the REMAC value 
of 7.7 × 10−8 (wt fraction), the EMAT value of 5.1 ℃. As mentioned before, some exploratory 
runs were necessary to get a feasible solution. The Ω𝑝,MEN  value of 0.01811 was used this 
time and the Ω𝑝,REN  value of 0.008144. To obtain different network configurations with 
New lean stream data                  m            zs                  zt 
   QR1 0.0294 0.00201 0.00068 
   QR2  0.0022 0.00045  0.0420 
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different TAC and environmental impact, the multi-objective function presented in Equation 
3.56 is used (Gxavu and Smaill, 2012).  
The TACmin in Equation 3.56 is obtained by optimising the combined networks in terms of 
the TAC only. This was achieved by setting Rg, the weighting parameter to 1. In this way, the 
second term in the multi-objective function becomes zero. In the same way, the EImin in 
Equation 41 was obtained by using the weighting parameter value of 0. The network 
obtained at these extremes is presented in Figure 4.19.  
 
Figure 4.19: The Pareto optimal of the combined networks with NMP as S3 solvent 
Each data point in Figure 4.19 represents the different network configurations. The network 
representing TACmin is shown at the left top corner of the pareto optimal curve while the 
network of EImin is presented with the right bottom corner of the curve. It can be observed 
that the network with the minimum TAC use utilities generated from the fossil-based energy 
source at 60 $/(kW∙y). The implementation of solar panels is, in general, more expensive. 
However, the trade-off is that the implementation of such renewable infrastructures can 
reduce the environmental impact significantly, which results with network of EImin. 
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The network with the minimum environmental impact resulted in the highest TAC value as 
this combined network involves solar panels and heat storages in each heater which raises 
the TAC. This agrees with the trend observed previously. In a practical process design 
context, it is desirable to synthesise a network with a moderate level of environmental 
impact which results in a reasonable level of TAC. The data points presented between the 
extremes are obtained by varying the weighting term in Equation 3.56.   
In general, obtaining a feasible solution was not a trivial task, and therefore, few points are 
presented in Figure 4.19. The solution highlighted with the bigger point head was selected 
as the optimal combined networks of HEN, MEN and REN which resulted in moderate levels 
of both TAC and EI. The optimised network configuration is presented in Figure 4.20.  
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Figure 4.20: The combined networks with a moderate level of both TAC and EI (values above streams are composition in mass fractions; 
while values in boxes indicate mass load transferred in mass exchangers [kg/s]) 
Note that to obtain a moderate level of environmental impact, one of the heaters was matched with the utility generated from 
the solar thermal energy. The resulting configuration consists of 5, 6, and 3 exchangers in MEN, HEN and REN respectively. 
Note that heater 1 consists of the solar panels and heat storage vessels to heat the cold stream C1 while the heater 2 uses the 
steam generated from fossil-based energy. More accurate equilibrium relations of regenerating streams could also be used to 
make the REN more realistic. The resulted TAC of 85,837 $/y with the environmental impact of 1.301 × 105/y was obtained. 
A sample code for this MOO example is presented in Appendix B. The breakdown of the obtained TAC is presented in Figure 
4.21.  
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Figure 4.21: The CHAMENs with NMP detailed TAC 
Compared to the previous problem data, NMP has a smaller operating cost than MDEA 
solvent. Also, the inert gas operating cost is much lower than the stripping steam used in the 
previous section. The biggest contribution to the significant difference in TACs of the 
configuration presented in Figure 4.16 and Figure 4.20 is the cost of solar panels and heat 
storage vessel capital costs. In the previous section, the resulting network configuration in 
Figure 4.16 involves solar panels and heat storage vessels in both heaters while only the 
heater 1 presented in Figure 4.20 involves solar panel infrastructures. It was also noticed 
that the match between H1 and C2 in Figure 4.16 has a small value of LMTD. This resulted in 
a big heat exchange area and caused high HEN and solar capital costs in the previous case. 
Since different S3 data is used in MOO model, the results in this section cannot be compared 
directly to the previous results. However, the resulting configuration in Figure 4.20 
demonstrated that it was possible to extend the combined CHAMENs model to include MOO. 
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Chapter 5 Conclusions and Future works  
This thesis has presented a synthesis method for CHAMENs. The traditional MEN and HEN 
synthesis methods were extended with a newly developed REN method to handle a 
CHAMENs problem involving multiple regenerable MSAs and multiple regenerating streams. 
Furthermore, solar thermal energy is integrated with the combined model to offset the 
environmental impact associated with the use of fossil-based energy sources. The “breadth 
first, depth later” approach is a key aspect of the overall design philosophy in this research 
field (El-Halwagi, 2017) and therefore, the model can be used to gain preliminary insights 
into the benefit of combining the synthesis of heat exchange networks with primary mass 
exchange and regeneration networks. The combined model was further extended to perform 
MOO of both economic and the environmental impact and the case study demonstrated its 
ability to minimise both factors simultaneously. However, it was noted that obtaining a 
feasible solution in the model was challenging especially when solving a problem involving 
many streams.  
The proposed combined model uses the sub-stream approach of Srinivas and El-Halwagi 
(1994) which examines each sub-stream in a sequential manner. The same authors 
mentioned that a synthesis method of combining HEN and MEN should aim to search over 
all possible mass exchange temperatures and optimise network designs without 
preselecting the temperatures to study the economic trade-off between the networks. 
Therefore, in future work, the optimisation of the operating temperature of MEN and REN 
should be achieved without any preselecting the temperature in a sequential way. 
Furthermore, the regeneration stream data is very scarce, and it was challenging to find 
reasonable data. In order to obtain more practical REN configuration, it is suggested that 
more realistic regeneration data be implemented in a REN synthesis procedure.  
It should be mentioned that the method presented in this thesis covered relatively simple 
cases which involve linear equilibrium relations, a single component problem and simple 
LCIA. The developed model can be extended to handle non-linear equilibrium relations and 
multi-components cases as well as handle different types of renewable energy sources such 
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as biomass, wind, geothermal etc. Recently,  Short et al., (2018, 2016) published several 
papers to update the exchanger configurations obtained from GAMS to include individual 
exchanger design heuristics which makes the individual exchanger in the network more 
realistic and practical. This will also be considered in future studies. 
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Appendix A 
A1: LEL to target composition conversion 
The LEL of ammonia is 15%. When this is converted to ppm, the value of 150000 ppm is 
obtained. The ppm is further converted to mole fraction of 0.15. This mole fraction is 
converted to mass fraction: 
0.15 × (
17.031
g
mol
29
g
mol
) = 0.0881 (weight fraction) 
It was found that the outlet composition of air can be 50 percent of LEL. Therefore, the 
outlet composition of air stripper can be: 
Outlet stripping air composition =  0.0881 × 50% = 0.044 
 
A2: Henry’s constants for case studies 
Case Study 1  
The air stripping of ammonia dissolved in the aqueous solvent is operated at 80℃. The 
relevant data used in Equation 2.37 is summarised in Table A2.1. 
Table A2. 1: The data used in Henry's constant estimation (case study 1) 
Ptotal 202.6 kPa 
𝒚𝒊
𝐬𝐨𝐥𝐮𝐛𝐢𝐥𝐢𝐭𝐲
(𝟖𝟎℃) 0.1333 (wt %) 
𝑷𝒔𝒐𝒍𝒖𝒕𝒆
𝟎 (𝟖𝟎℃)  
 
4140.98 kPa (Cragoe et al., 1920) 
 
The wt % solublity data of ammonia is converted to mole fraction of 0.123. Therefore, 
the Henry’s constant for air stripping at 80℃ is calculated as follows: 
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𝐻(80 ℃) =  
(202.6 kPa) ∙ (0.123)
4140.98 kPa
= 6.034 × 10−3
mol fraction of NH3 in water
mol fraction of NH3 in air
× (
29
18
)
= 0.00972 
weight fraction of NH3 in water 
weight fraction of NH3 in air
 
In the case of steam stripping, the steam is assumed to operate at the pressure of 202.6 
kPa and the operating temperature of 100℃ is used. Henry’s constant of ammonia in 
water was obtained from Sander (2015). The unit of the Henry’s constant is in 
mol
kPa∙m3 water
. 
El-Halwagi (2017) presented a sample calculation to define the Henry’s constant in terms 
of weight fraction:  
𝐻(100 ℃) = 34.682 
mol
kPa ∙ m3 water
× (202.6 kPa) × (
m3 water
106
) × (
18 g water
mol of water
)
= 0.1265
weight fraction of NH3 in water
 weight fraction of NH3 in air
  
 
Case study 2 
The case study 2 involves stripping of H2S in methanol. The operating temperature of 68 
℃ was assumed as the methanol is stripped at the temperature close to its boiling point. 
In the work of Howe et al. (2012), the authors presented a set of equations to convert 
units of the Henry’s constants as follows: 
𝐻𝐷𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠 =
𝐻𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒
𝑅 ∙ 𝑇 ∙ 𝐶
 
𝐻 =
1
𝐻𝐷𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠 ∙ 𝑅 ∙ 𝑇
 
Where H is the Henry’s constant defined as (
mol
kPa∙m3 solvent
) , 𝐻𝐷𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠  is the 
dimensionless Henry’s constant and 𝐻𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 is defined as (kPa). The R is the universal 
gas constant and the T is the operating temperature of the stripping column. C is the 
concentration of solvent in (
mol
L
). The C can be calculated as follows: 
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𝐶 =  
Density of methanol
Molecular weight of methanol
=
792 
g
L
32.04 
g
mol
= 24.7191
mol
L
= 24719.1 
mol
m3
 
Combining these two equations gives: 
𝐻 =
1
(
𝐻𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒
𝑅 ∙ 𝑇 ∙ 𝐶 ) ∙ 𝑅 ∙ 𝑇
=
1
(
𝐻𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒
𝐶 )
 
In order to calculate the Henry’s constant for steam stripping of H2S dissolved in 
methanol solvent, the Henry’s constant obtained from Amararene and Bouallou, (2016) 
is used. The Henry’s constant of H2S in methanol at  68 ℃  was found to be 8660.8 kPa 
from the literature. Using the above equation, the Henry’s constant defined in the unit of 
pressure is converted into the unit of (
mol
kPa∙m3 solvent
). 
𝐻 =
1
(
8660.8 kPa 
24719.1 
mol
m3
)
= 2.854 
mol
kPa ∙ m3 methanol
 
Applying the same procedure as presented in El-halwagi (2017),  
𝐻(68 ℃) =  2.854 
mol
kPa ∙ m3 methanol
× (202.6 kPa) × (
m3 methanol
792000
)
× (
32.04 g 
mol of methanol
) × (
18
32.04
)
= 0.01314
weight fraction of H2S in methanol
 weight fraction of H2S in steam
  
 
In the case of steam stripping at 100 ℃ involving H2S and 15 wt% MDEA, the relevant 
data is summarized in Table A2.2. 
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Table A2. 2: The data used in Henry's constant estimation (case study 2) 
Ptotal 202.6 kPa 
𝒚𝒊
𝐬𝐨𝐥𝐮𝐛𝐢𝐥𝐢𝐭𝐲
(𝟏𝟎𝟎 ℃, 𝟐𝟎𝟐. 𝟔 𝐤𝐏𝐚) 0.695 (mol fraction), (Standards and 
Technology (NIST), 2018) 
𝑷𝒔𝒐𝒍𝒖𝒕𝒆
𝟎 (𝟏𝟎𝟎 ℃)  
 
9000 kPa  
 
 
The molecular weight of 15 wt% MDEA is calculated as follows: 
15% × (119.163 
g
mol
) + 85% × (18 
g
mol
) = 33.17 
g
mol
 
With these data, the Henry’s constant of H2S in 15 wt % MDEA at 100 ℃ is calculated as 
follows:  
𝐻(100 ℃) =  
(202.6 kPa) ∙ (0.695)
9000 kPa
= 0.0156
mol fraction of H2S in methanol
mol fraction of H2S in steam
× (
18
33.17
)
= 0.008 
weight fraction of H2S in methanol 
weight fraction of H2S in steam
 
 
A3: Capital and costing data 
Table A3. 1: Capital and costing data for case study 1 
Capital costs and sizing data   
MEN, Shell cost (installed):  $618 ∙ 𝑀0.66 (𝑀 in kg), (Hallale, 1998) 
REN, Shell cost (installed):  $618 ∙ 𝑀0.66 (𝑀 in kg), (Hallale, 1998) 
Packing:  2.54 mm Raschig rings 
Kya  2 kg ammonia/m3/s 
𝜌𝑚  7833 kg/m3  
(Carbon Steel: Perry et al., 1997) 
Pi  345 kPa 
J  0.8 
f  135 N/mm2 
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HEN, counter current heat exchanger:   1200 ∙ 𝐴0.6 + 10000 (A in m2),  
(Isafiade and Fraser, 2009)  
Solar panel:  $100/(y ∙ m2), (Isafiade, 2017) 
Heat storage:  $50/(y ∙ m3), (Isafiade, 2017) 
Annualisation factor:  0.225 
Annual operating time:  8150 h/y 
 
 
Table A3. 2: The operating cost data for case study 1 
Operating cost    
MEN: S1 Process MSA 0 $/kg 
 S2 External MSA 
(Aqueous solvent) 
0.160 $/kg (El-Halwagi, 
1997) 
 S3 External MSA 
(Aqueous solvent) 
0.001 $/kg (Isafiade and 
Fraser, 2009) 
REN: QR1 Stripping Steam 0.0041 $/kg 
 QR2 Stripping Air 0.003 $/kg (El-Halwagi, 
1997) 
HEN: HU1 Steam generated from 
Solar thermal energy 
0 $/(kW ∙ y) 
 HU2 Steam generated from 
fossil-based source 
60 $/(kW ∙ y) 
 CU1 Cooling water 30 $/(kW ∙ y) 
 
 
Table A3. 3: Capital and costing data for case study 2 
Capital costs and sizing data   
MEN, Tray column cost (installed):  $4552 𝑁𝑠𝑡𝑎𝑔𝑒𝑠/(stage ∙ y),  
(Papalexandri et al., 1994) 
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REN, Shell cost (installed):  $1000 ∙ 𝑀0.66 (𝑀 in kg),  
(Isafiade and Fraser, 2009) 
Packing:  2.54 mm Raschig rings 
Kya  1.70 Kmol H2S/m3/s (Hallale, 1998) 
𝜌𝑚  7833 kg/m3 
Pi  7329 kPa (Zare Aliabad and Mirzaei, 2009) 
J  0.8 
f  135 N/mm2 (Sinnott, 1999) 
HEN, counter current heat exchanger:   1200 ∙ 𝐴0.6 + 10000 (A in m2),  
(Isafiade and Fraser, 2009)  
Solar panel:  $100/(y ∙ m2), (Isafiade, 2017) 
Heat storage:  $50/(y ∙ m3), (Isafiade, 2017) 
Annualisation factor:  0.225 
Annual operating time:  8200 h/y 
 
 
Table A3. 4: The operating cost data for case study 2 
Operating cost    
MEN: S1 Process MSA 
(Aqueous ammonia) 
117360 (
$
y
) (
kg
s
),  
(Szitkai et al., (2006) 
 S2 External MSA  
(Chilled Methanol) 
 176040 (
$
y
) (
kg
s
),  
 (El-Halwagi and 
Manousiouthakis, 1989) 
 S3 External MSA  
(15 wt% MDEA) 
295200 (
$
y
) (
kg
s
),   
(Srinivas and El-Halwagi, 1994) 
 *S3 External MSA 
(NMP) 
206640 (
$
y
) (
kg
s
), 
(Srinivas and El-Halwagi, 1994) 
REN: QR1 Stripping Steam 118080 (
$
y
) (
kg
s
)   
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 QR2 Stripping Steam 312811.63 (
$
y
) (
kg
s
)  
 *QR2 Inert gas stripping (N2) 212544 (
$
y
) (
kg
s
),  
(El-Halwagi, 2017) 
HEN: HU1 Steam generated from 
Solar thermal energy 
0 $/(kW ∙ y) 
 HU2 Steam generated from 
fossil-based source 
60 $/(kW ∙ y) 
 CU1 Cooling water 30 $/(kW ∙ y) 
 CU2 Liquid nitrogen 121.05 $/(kW ∙ y) 
 
 
A4: costs calculations 
Steam costs 
Equation 2.36 is used to calculate steam cost (Shah et al., 2013). Operating hour of 8200 
h/ y, 1 kg/s of volatile compounds was loaded, and then current price of steam was 84.10 
$/1000 Kg. after the calculation, cost of steam for regeneration came down to 30412.242 
$/y and it’s applied in H2S case study.  
 
Liquid nitrogen  cost  
El-Halwagi (1997) presented cost of liquid nitrogen as 33.10 10−  $/kg.  Shen and Wolsky, 
(1980) provided  amount of energy required to liquefy nitrogen gas which is 0.21 kWh/kg.  
The cost is divided by the energy requirement to obtain following utility cost:  
(3.10 × 10−3
$
kg
) × (
kg
0.21 kWh
) × (
8200 h
y
) = 121.05 
$
kWh
 
 
 
  
154 | P a g e  
 
 
A5: Kw Calculation 
Lumped Kw Calculation equation was obtained from Hallale (1998).  
For H2S case study, the lumped overall mass transfer coefficient was calculated using 
Equation 2.28. The internal design pressure (𝑃𝑖) of 7329.12 kPa was used (Zare Aliabad 
and Mirzaei, 2009). The single-welded joints are selected and the value of 0.8 was used. 
The design stress (f) of 135 
𝑁
𝑚𝑚2
 was obtained at design temperature of 50 ℃ (Sinnott, 
1999). Carbon steel was selected and its density 7833  
kg
m3
 was used (Perry et al., 1997). 
The fractional allowance for inactive height, extra components and corrosion were 15 per 
cent , 20 per cent  and 50 per cent respectively.  The overall mass transfer coefficient (𝐾𝑦𝑎) 
of 1.70  
Kmol
m3𝑠−1
was obtained from Hallale (1998) where it was back-calculated from the 
results obtained from Papalexandri et al. (1994). After substituting all the parameters 
into Equation 2.28, the lumped overall mass transfer coefficient of  
0.0254 
kg of H2S
𝑠∙kg of Exchanger mass
 was obtained. 
 
Appendix B 
Sample code for the case study 1 (MEN with REG) 
SCALARS 
*MENS 
NLUT number of lean utilities /3/ 
NRPS number of rich streams  /5/ 
*REG 
NRLUT number of Regeneratable enriched MSAs /2/ 
NREG number of Regenerating streams  /2/ 
SETS 
*=================================================================== 
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*MENS 
I rich streams  /1*5/ 
J lean streams and lean utilities /1*3/ 
K composition locations /1*5/ 
*REG 
RJ rich Regeneratable lean MSAs streams  /1*2/ 
R lean Regenerating streams /1*2/ 
KR composition locations /1*5/ 
*Multi-period 
P Number of periods         /1*2/ 
DATA   data    /CIN, COUT, tin, tout, F, H, COST, costhens, m, EIM/; 
ALIAS 
(J, JJ); 
ALIAS 
(RJ, RJJ); 
*=================================================================== 
*Parameters for MEN 
PARAMETERS 
RPS(I,P)      rich process streams 
LPS(J,P)      lean process streams 
ST(P,K)       stages 
FIRST(P,K)    first composition location 
LAST(P,K)     last composition location 
first_tlrich(P,k) 
SECLAST(P,K)  second last composition location 
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ms_st(P,k)    mass transfer stages 
lut_st(P,k)   lean utility stages 
HEIGHT(I,J,K) 
AOC(JJ); 
RPS(I,P)            =YES$(ORD(I) <= NRPS); 
LPS(J,P)            =YES$(ORD(J) <= NLUT); 
ST(P,K)             =YES$(ORD(K) < CARD(K)); 
LAST(P,K)           =YES$(ORD(K) = CARD(K)); 
SECLAST(P,K)        =YES$(ORD(K) = card(k)-1); 
first(P,k)          =yes$(ord(k) eq 1); 
first_tlrich(P,k)   = yes$(ord(k)>=1 and ord(k) <card(k)); 
ms_st(P,k)          =yes$(ord(k)>=1 and ord(k)<card(k)); 
*=================================================================== 
*Parameters for REG 
PARAMETERS 
RLUT(J,P)    Regeneratable enriched MSAs 
REG(R,P)      Regenerating streams 
RST(P,KR)     Regeneration stages 
RFIRST(P,KR)    first composition location in Regeneration network 
RLAST(P,KR)     last composition location in Regeneration network 
Rfirst_tlrich(P,KR) 
RSECLAST(P,KR)  second last composition location in Regeneration network 
Rms_st(P,KR)    mass transfer stages in Regeneration network 
RHEIGHT(J,R,KR) 
RAOC(RJJ); 
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RLUT(J,P)            =YES$(ORD(J) <= NRLUT); 
REG(R,P)            =YES$(ORD(R) <= NREG); 
RST(P,KR)             =YES$(ORD(KR) < CARD(KR)); 
RLAST(P,KR)           =YES$(ORD(KR) = CARD(KR)); 
RSECLAST(P,KR)        =YES$(ORD(KR) = card(KR)-1); 
Rfirst(P,KR)          =yes$(ord(KR) eq 1); 
Rfirst_tlrich(P,KR)   = yes$(ord(KR)>=1 and ord(KR) <card(KR)); 
Rms_st(P,KR)          =yes$(ord(KR)>=1 and ord(KR)<card(KR)); 
*=================================================================== 
TABLE RICH(I,P,DATA) Rich streams data 
      CIN           COUT           F 
1.1  0.00500        0.00100        2.00 
1.2  0.00500        0.00100        2.00 
2.1  0.00500        0.00250        4.00 
2.2  0.00500        0.00250        4.00 
3.1  0.01100        0.00250        3.50 
3.2  0.01100        0.00250        3.50 
4.1  0.01000        0.00500        1.50 
4.2  0.01000        0.00500        1.50 
5.1  0.00800        0.00250        0.50 
5.2  0.00800        0.00250        0.50; 
 
*Note that S2 and S2 are external MSA where S2 is MDEA and S3 is water. 
TABLE LEAN(J,P,DATA) Lean streams data 
           CIN                   COUT          m     EIM 
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1.1        0.00204                 0.00852     1.2   0.00000686 
1.2        0.00204                 0.00852     1.2   0.00000686 
2.1        0.0004                  0.0109      0.1   0.503 
2.2        0.0004                  0.0109      0.1   0.503 
3.1        0.00004                 0.00850     0.5   0.666 
3.2        0.00004                 0.00850     0.5   0.666; 
 
TABLE RICHMSA(J,P,DATA) Enriched regeneratable Mass Separating agents streams 
data 
           CIN                   COUT            F 
1.1        0.0109                0.0004        0.00 
1.2        0.0109                0.0004        0.00 
2.1        0.00850               0.00004       0.00 
2.2        0.00850               0.00004       0.00 
3.1        0.00000               0.00000       0.00 
3.2        0.00000               0.00000       0.00; 
 
TABLE ZEAN(R,P,DATA) Regenerating streams data 
         CIN             COUT           m         EIM 
1.1        0.0000059        0.00002     0.1265    0.00000686 
1.2        0.0000059        0.00002     0.1265    0.00000686 
2.1        0.000000        0.000428     .00972    0.0731 
2.2        0.000000        0.000428     .00972    0.0731; 
*Regeneration network data 
AZ(R,P)          Annual operating cost per unit of regenerating stream 
REMAC        Regeneration network Exchanger minimum approach composition 
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RINT(KR)      Interval in superstructure in Regeneration network 
RE(J,KR)      Rich stream existance coefficient 
ROMEGA(J,R,P) 
airStrippingCost 
NOP 
DOP(P)       Duration of period P 
W 
H           Height of exchanger between streams I and J in interval K 
RH           Height of regeneration exchanger between enriched MSA RJ and regeneration 
stream R in interval K; 
 
ACH=618;  D=0.66;  AC('1',P)=0;  AC('2',P)=4694400*0.1;  AC('3',P)=14670;  KW=0.02; 
AF=0.225; W=.000000000001; 
EMAC=0.00001; 
AZ('1',P)=121460*0.1265; AZ('2',P)=88020*0.00972; 
airStrippingCost = 5425.57; 
REMAC=.0000000000007812; 
*NOP = number of periods. 
NOP=24; 
**Duration of periods 
DOP('1')=12;  DOP('2')=12; 
*=================================================================== 
PARAMETER 
*Used in Logical constraint for mass exchange in match (I,J,K) 
OMEGA(I,J,P); 
*This is the upper Omega boundary 
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OMEGA(I,J,P)=  0.00722; 
*MAX(0,LEAN(J,'CIN')-RICH(I,'CIN'),LEAN(J,'CIN')-RICH(I,'COUT'), 
*LEAN(J,'COUT')-RICH(I,'CIN'),LEAN(J,'COUT')-RICH(I,'COUT')); 
*=================================================================== 
INT(K)$(ORD(K)LT CARD(K))=1; 
*Interval in superstructure is = 1 only if ORD(K) less than last K. 
*=================================================================== 
PARAMETER 
*Used in Logical constraint for mass exchange in match (I,J,K) 
ROMEGA(J,R,P); 
*This is the upper Omega boundary 
ROMEGA(J,R,P)= 0.001; 
*MAX(0,LEAN(J,'CIN')-RICH(I,'CIN'),LEAN(J,'CIN')-RICH(I,'COUT'), 
*LEAN(J,'COUT')-RICH(I,'CIN'),LEAN(J,'COUT')-RICH(I,'COUT')); 
*=================================================================== 
RINT(KR)$(ORD(KR)LT CARD(KR))=1; 
*Interval in superstructure is = 1 only if ORD(K) less than last K. 
*=================================================================== 
*Flag for MENS 
PARAMETER 
A_CKR_LAST(I,P,K) 
*Last interval for lean stream 
A_CKL_LAST(J,P,K) 
*I think this is for the last interval for lean stream exsistence check. 
A_CKL_LASTEXT(J,P,K) 
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*=================================================================== 
A_I(I,P,K)           DEFINE INTERVALS IN WHICH RICH STREAMS EXIST(I) 
A_RPS(I,P,K)         DEFINE INTERVALS IN WHICH RICH PROCESS STREAM RPS(I) EXIST 
A_LPS(J,P,K)         DEFINE INTERVALS IN WHICH LEAN PROCESS STREAM LPS(J)EXIST 
*A_LUT(I,J,K)       INTERVAS IN WHICH LEAN UTILITY LUT(J) IS PRESENT 
*=================================================================== 
MATCH(I,J,P,K)       DEFINE POSSIBLE MATCHES BETWEEN STREAMS I-J IN INTERVAL 
K 
COMP_IN_RICH(I,P,K) 
COMP_IN_LEAN(J,P,K) 
COMP_OUT_RICH(I,P,K) 
COMP_OUT_LEAN(J,P,K) 
COMP_OUTEXT_LEAN(J,P,K); 
 
*INITIALIZE FLAGS 
A_I(I,P,K)=0; 
A_RPS(I,P,K)=0; 
A_LPS(J,P,K)=0; 
MATCH(I,J,P,K)=0; 
COMP_IN_RICH(I,P,K)=0; 
COMP_IN_LEAN(J,P,K)=0; 
COMP_OUT_RICH(I,P,K)=0; 
COMP_OUT_LEAN(J,P,K)=0; 
COMP_OUTEXT_LEAN(J,P,K)=0; 
*=================================================================== 
*First set of existence conditionals 
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A_RPS(I,P,K)$(ST(P,K) AND RPS(I,P) AND FIRST_tlrich(P,K)) =1; 
*a_hps(i,k)$(hps(i) and first_tlhot(k))= 1; 
A_LPS(J,P,K)$(LPS(J,P)  AND FIRST_tlrich(P,K))=1; 
 
MATCH(I,J,P,K)$((A_RPS(I,P,K) AND A_LPS(J,P,K)))=1; 
COMP_IN_RICH(I,P,K)$RPS(I,P)= FIRST(P,K); 
COMP_IN_LEAN(J,P,K)$LPS(J,P)=LAST(P,K); 
COMP_OUT_RICH(I,P,K)= LAST(P,K); 
COMP_OUT_LEAN(J,P,K)= FIRST(P,K); 
DISPLAY RPS, LPS, K, first, last, ms_st, ST,A_RPS, A_LPS, MATCH, COMP_IN_LEAN, 
COMP_IN_RICH, SECLAST; 
*=================================================================== 
*Flag for Regeneration network 
PARAMETER 
RA_CKRLUT_LAST(J,P,KR) 
*Last interval for lean stream 
RA_CKREG_LAST(R,P,KR) 
*I think this is for the last interval for lean stream existence check. 
RA_CKREG_LASTEXT(R,P,KR) 
*=================================================================== 
RA_RLUT(J,P,KR)         DEFINE INTERVALS IN WHICH ENRICHED REGENERATABLE 
MSAs RLUT(RJ) EXIST 
RA_REG(R,P,KR)         DEFINE INTERVALS IN WHICH REGENERATION STREAM 
REG(R)EXIST 
*=================================================================== 
RMATCH(J,R,P,KR)       DEFINE POSSIBLE MATCHES BETWEEN STREAMS RJ-R IN 
INTERVAL KR in Regeneration network 
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RCOMP_IN_RLUT(J,P,KR) 
RCOMP_IN_REG(R,P,KR) 
RCOMP_OUT_RLUT(J,P,KR) 
RCOMP_OUT_REG(R,P,KR) 
RCOMP_OUTEXT_REG(R,P,KR); 
*INITIALIZE FLAGS 
RA_RLUT(J,P,KR)=0; 
RA_REG(R,P,KR)=0; 
RMATCH(J,R,P,KR)=0; 
RCOMP_IN_RLUT(J,P,KR)=0; 
RCOMP_IN_REG(R,P,KR)=0; 
RCOMP_OUT_RLUT(J,P,KR)=0; 
RCOMP_OUT_REG(R,P,KR)=0; 
RCOMP_OUTEXT_REG(R,P,KR)=0; 
*=================================================================== 
*First set of existence conditionals 
RA_RLUT(J,P,KR)$(RST(P,KR) AND RLUT(J,P) AND RFIRST_tlrich(P,KR)) =1; 
*a_hps(i,k)$(hps(i) and first_tlhot(k))= 1; 
RA_REG(R,P,KR)$(REG(R,P)  AND RFIRST_tlrich(P,KR))=1; 
RMATCH(J,R,P,KR)$((RA_RLUT(J,P,KR) AND RA_REG(R,P,KR)))=1; 
RCOMP_IN_RLUT(J,P,KR)$RLUT(J,P)= RFIRST(P,KR); 
RCOMP_IN_REG(R,P,KR)$REG(R,P)=RLAST(P,KR); 
RCOMP_OUT_RLUT(J,P,KR)= RLAST(P,KR); 
RCOMP_OUT_REG(R,P,KR)= RFIRST(P,KR); 
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DISPLAY RLUT, P, REG, KR, Rfirst, Rlast, Rms_st, RST,RA_RLUT, RA_REG, RMATCH, 
RCOMP_IN_REG, RCOMP_IN_RLUT, RSECLAST; 
VARIABLES 
TAC        TOTAL ANNUAL COST; 
*=================================================================== 
BINARY VARIABLE 
Y1(I,J,K) MENs binary variable 
RY1(J,R,KR) Regeneration network binary variable; 
*=================================================================== 
*Positive variables for MEN 
POSITIVE VARIABLES 
CR(I,P,K)            RICH STREAM COMPOSITION AT LOCATION K 
CL(J,P,K)            LEAN STREAM COMPOSITION AT LOCATION K 
AVLEAN(J,P) 
M(I,J,P,K)           MASS EXCHANGED 
L(J,P)               FLOWRATE OF LEAN USED(J)ALL INCLUDED 
DC(I,J,P,K)          COMPOSITION DIFERENCE BETWEEN PAIR OF STREAM (I.J) IN STAGE 
K 
PNHC(I,J,K)        POSITIVE TOLERANCE 
SNHC(I,J,K)        NEGATIVE TOLERANCE 
NHC(I,J,K)         RELAXED BINARY VARIABLE 
Y(I,J,K) 
MX(I,J,K) Mass exchanged for exchangers in MEN; 
*Variables for Regeneration Network 
POSITIVE VARIABLES 
CRLUT(J,P,KR)         Regeneration network enriched MSAs STREAM COMPOSITION AT 
LOCATION KR 
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CREG(R,P,KR)           Regenerating stream COMPOSITION AT LOCATION KR 
AVREG(R,P)             Available mass carriable by Regeneration streams. 
RM(J,R,P,KR)          MASS EXCHANGED IN REGENERATION NETWORK 
FlowRLUT(J,P)         FlOWRATE OF enriched MSAs streams that need to be recycled 
FlowREG(R,P)           FLOWRATE OF Regeneration streams USED(R) ALL INCLUDED 
DR(J,R,P,KR)          COMPOSITION DIFERENCE BETWEEN PAIR OF STREAM (RJ.R) IN 
STAGE KR in Regeneration network 
RPNHC(J,R,KR)       POSITIVE TOLERANCE FOR REGENERATION NETWORK 
RSNHC(J,R,KR)       NEGATIVE TOLERANCE FOR REGENERATION NETWORK 
RNHC(J,R,KR)        RELAXED BINARY VARIABLE FOR REGNERATION NETWORK 
RY(J,R,KR) 
MXR(J,R,KR) Mass exchanged for exchangers in Regeneration network; 
*=================================================================== 
EQUATIONS 
*Equations for MEN 
CRICH_OUT(I,P,K) 
CLEAN_OUT(J,P,K) 
AVLEAN1(J,P) 
CRICH_IN(I,P,K)             ASIGNMENT OF RICH PROCESS STREAM INLET COMPOSITION 
CLEAN_IN(J,P,K)             ASIGNMENT OF LEAN PROCESS STREAM INLET COMPOSITION 
TOTAL_MASS_RICH(I,P)        TOTAL MASSS BALANCE OF RICH PROCESS STREAM RPS(I) 
TOTAL_MASS_LEAN(J,P)        TOTAL MASS BALANCE OF LEAN PROCESS STREAM LPS(I) 
STAGE_MASS_RICH(I,P,K)      STAGE MASS BALANCE OF RICH PROCESS STREAM RPS(I) 
STAGE_MASS_LEAN(J,P,K)      STAGE MASS BALANCE OF LEAN PROCESS STREAM LPS(I) 
MONOT_RICH(I,P,K)           MONOTONICITY ON CONCENTRATIONS - CONSTRAINT 
MONOT_LEAN(J,P,K)           MONOTONICITY ON CONCENTRATIONS - CONSTRAINT 
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Pconv(I,J,P,K) 
S(I,J,P,K) 
N1(I,J,P,K) 
LOG_M_RPS_LPS(I,J,P,K)      LOGICAL CONSTRAINT ON MASS EXCHANGED BETWEEN 
RPS(I) AND LPS(J) 
LOG_DC_RPS_LPS_RS(I,J,P,K)  LOGICAL CONSTRAINT ON RICH SIDE COMPOSITION 
DIFFERENCE BETWEEN RPS(I) AND LPS(J) 
LOG_DC_RPS_LPS_RS1(I,J,P,K) 
LOG_DC_RPS_LPS_LS(I,J,P,K)  LOGICAL CONSTRAINT ON LEAN SIDE COMPOSITION 
DIFFERENCE BETWEEN RPS(I) AND LPS(J) 
LOG_DC_RPS_LPS_LS1(I,J,P,K) 
*Equations for Regeneration network 
CRLUT_OUT(J,P,KR) 
CREG_OUT(R,P,KR) 
AVREG1(R,P) 
CRLUT_IN(J,P,KR)             ASIGNMENT OF enriched MSA STREAM INLET COMPOSITION 
CREG_IN(R,P,KR)             ASIGNMENT OF regenerating stream STREAM INLET 
COMPOSITION 
TOTAL_MASS_RLUT(J,P)        TOTAL MASSS BALANCE OF enriched MSA STREAM 
RLUT(RJ) 
TOTAL_MASS_REG(R,P)        TOTAL MASS BALANCE OF Regeneration STREAM REG(R) 
STAGE_MASS_RLUT(J,P,KR)      STAGE MASS BALANCE OF encircled MSAs STREAM 
RLUT(RJ) 
STAGE_MASS_REG(R,P,KR)      STAGE MASS BALANCE OF Regeneration STREAM REG(R) 
MONOT_RLUT(J,P,KR)           MONOTONICITY ON CONCENTRATIONS - CONSTRAINT 
FOR enriched MSA streams 
MONOT_REG(R,P,KR)           MONOTONICITY ON CONCENTRATIONS - CONSTRAINT FOR 
regenerating streams 
  
167 | P a g e  
 
 
RP(J,R,P,KR) 
RS(J,R,P,KR) 
RN1(J,R,P,KR) 
LOG_M_RLUT_REG(J,R,P,KR)      LOGICAL CONSTRAINT ON MASS EXCHANGED 
BETWEEN RLUT(RJ) AND REG(R) 
LOG_DC_RLUT_REG_RS(J,R,P,KR)  LOGICAL CONSTRAINT ON RICH SIDE COMPOSITION 
DIFFERENCE BETWEEN RLUT(RJ) AND REG(R) 
LOG_DC_RLUT_REG_RS1(J,R,P,KR) 
LOG_DC_RLUT_REG_LS(J,R,P,KR)  LOGICAL CONSTRAINT ON LEAN SIDE COMPOSITION 
DIFFERENCE BETWEEN RLUT(RJ) AND REG(R) 
LOG_DC_RLUT_REG_LS1(J,R,P,KR) 
MX1(I,J,P,K) 
MXR1(J,R,P,KR) 
OBJECTIVE                 OBJECTIVE FUNCTION ; 
*=================================================================== 
*assignment of stream inlet compositions 
CRICH_IN(I,P,K)$(RPS(I,P) AND COMP_IN_RICH(I,P,K)).. CR(I,P,K) =E= RICH(I,P,'CIN'); 
CLEAN_IN(J,P,K)$(LPS(J,P) AND COMP_IN_LEAN(J,P,K)).. CL(J,P,K) =E= LEAN(J,P,'CIN'); 
CRICH_OUT(I,P,K)$(RPS(I,P) AND COMP_OUT_RICH(I,P,K)).. CR(I,P,K) =E= 
RICH(I,P,'COUT'); 
CLEAN_OUT(J,P,K)$(LPS(J,P) AND COMP_OUT_LEAN(J,P,K)).. CL(J,P,K) =E= 
LEAN(J,P,'COUT'); 
*=================================================================== 
Pconv(I,J,P,K)$(ST(P,K) AND A_RPS(I,P,K)) .. PNHC(I,J,K) =E=.00001; 
S(I,J,P,K)$(ST(P,K) AND A_RPS(I,P,K)) .. SNHC(I,J,K) =E=.00001; 
N1(I,J,P,K)$(INT(K) AND A_RPS(I,P,K))..Y(I,J,K) =E= Y1(I,J,K)+(PNHC(I,J,K)-SNHC(I,J,K)); 
*=================================================================== 
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*Available mass in lean stream J 
AVLEAN1(J,P)..AVLEAN(J,P) =E= L(J,P)*(LEAN(J,P,'COUT')-LEAN(J,P,'CIN')); 
*=================================================================== 
*stream overall mass balance 
TOTAL_MASS_RICH(I,P)$RPS(I,P) ..  RICH(I,P,'F')*(RICH(I,P,'CIN')-RICH(I,P,'COUT')) =E= 
                              SUM((J,K)$(MATCH(I,J,P,K)), M(I,J,P,K)); 
 
TOTAL_MASS_LEAN(J,P)$LPS(J,P).. L(J,P)*(LEAN(J,P,'COUT')-LEAN(J,P,'CIN')) 
=E=SUM((I,K)$(MATCH(I,J,P,K)),M(I,J,P,K)); 
*=================================================================== 
*stream stage mass exchange 
STAGE_MASS_RICH(I,P,K)$(RPS(I,P) AND SUM(J,MATCH(I,J,P,K))).. 
RICH(I,P,'F')*(CR(I,P,K)-CR(I,P,K+1)) =E= SUM(J$MATCH(I,J,P,K), M(I,J,P,K)); 
STAGE_MASS_LEAN(J,P,K)$(LPS(J,P) AND SUM(I,MATCH(I,J,P,K))).. 
L(J,P)*(CL(J,P,K)-CL(J,P,K+1)) =E= SUM(I$MATCH(I,J,P,K), M(I,J,P,K)); 
*=================================================================== 
*monotonic decrease of composition 
MONOT_RICH(I,P,K)$(RPS(I,P) AND ST(P,K) AND A_RPS(I,P,K)).. CR(I,P,K) =G= 
CR(I,P,K+1); 
MONOT_LEAN(J,P,K)$(LPS(J,P) AND ST(P,K) AND A_LPS(J,P,K)).. CL(J,P,K) =G= 
CL(J,P,K+1); 
*=================================================================== 
*Logical constraint - Restrict amount of mass exchanged in a match to lesser of the mass 
loads of R and L in the match. 
LOG_M_RPS_LPS(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))..M(I,J,P,K) =L= 
MIN(RICH(I,P,'F')*(RICH(I,P,'CIN')-RICH(I,P,'COUT')),L(J,P)*(LEAN(J,P,'COUT')-
LEAN(J,P,'CIN')))*Y(I,J,K); 
*=================================================================== 
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*Calculation of exchanger driving forces 
LOG_DC_RPS_LPS_RS(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))..DC(I,J,P,K ) 
=L= CR(I,P,K) - CL(J,P,K) + OMEGA(I,J,P)*(1-Y(I,J,K)); 
LOG_DC_RPS_LPS_RS1(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))..DC(I,J,P,K ) 
=G= CR(I,P,K) - CL(J,P,K) - OMEGA(I,J,P)*(1-Y(I,J,K)); 
LOG_DC_RPS_LPS_LS(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))..DC(I,J,P,K+1) 
=L= CR(I,P,K+1) - CL(J,P,K+1) + OMEGA(I,J,P)*(1-Y(I,J,K)); 
LOG_DC_RPS_LPS_LS1(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND 
MATCH(I,J,P,K))..DC(I,J,P,K+1) =G= CR(I,P,K+1) - CL(J,P,K+1) - OMEGA(I,J,P)*(1-Y(I,J,K)); 
*Equations for Regeneration network 
*=================================================================== 
*assignment of stream inlet compositions 
CRLUT_IN(J,P,KR)$(RLUT(J,P) AND RCOMP_IN_RLUT(J,P,KR)).. CRLUT(J,P,KR) =E= 
RICHMSA(J,P,'CIN'); 
CREG_IN(R,P,KR)$(REG(R,P) AND RCOMP_IN_REG(R,P,KR)).. CREG(R,P,KR) =E= 
ZEAN(R,P,'CIN'); 
CRLUT_OUT(J,P,KR)$(RLUT(J,P) AND RCOMP_OUT_RLUT(J,P,KR)).. CRLUT(J,P,KR) =E= 
RICHMSA(J,P,'COUT'); 
CREG_OUT(R,P,KR)$(REG(R,P) AND RCOMP_OUT_REG(R,P,KR)).. CREG(R,P,KR) =E= 
ZEAN(R,P,'COUT'); 
*=================================================================== 
RP(J,R,P,KR)$(RST(P,KR) AND RA_RLUT(J,P,KR)) .. RPNHC(J,R,KR) =E=.000001; 
RS(J,R,P,KR)$(RST(P,KR) AND RA_RLUT(J,P,KR)) .. RSNHC(J,R,KR) =E=.000001; 
RN1(J,R,P,KR)$(RINT(KR) AND RA_RLUT(J,P,KR))..RY(J,R,KR) =E= 
RY1(J,R,KR)+(RPNHC(J,R,KR)-RSNHC(J,R,KR)); 
*=================================================================== 
AVREG1(R,P)..AVREG(R,P) =E= FlowREG(R,P)*(ZEAN(R,P,'COUT')-ZEAN(R,P,'CIN')); 
*=================================================================== 
*stream overall mass balance 
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TOTAL_MASS_RLUT(J,P)$RLUT(J,P).. L(J+1,P)*(RICHMSA(J,P,'CIN')-
RICHMSA(J,P,'COUT')) =E= 
                              SUM((R,KR)$(RMATCH(J,R,P,KR)), RM(J,R,P,KR)); 
TOTAL_MASS_REG(R,P)$REG(R,P).. FlowREG(R,P)*(ZEAN(R,P,'COUT')-ZEAN(R,P,'CIN')) 
=E=SUM((J,KR)$(RMATCH(J,R,P,KR) and RLUT(J,P)),RM(J,R,P,KR)); 
*=================================================================== 
*stream stage mass exchange 
STAGE_MASS_RLUT(J,P,KR)$(RLUT(J,P) AND SUM(R,RMATCH(J,R,P,KR))).. 
L(J+1,P)*(CRLUT(J,P,KR)-CRLUT(J,P,KR+1)) =E= SUM(R$RMATCH(J,R,P,KR), 
RM(J,R,P,KR)); 
STAGE_MASS_REG(R,P,KR)$(REG(R,P) AND SUM(J$RLUT(J,P),RMATCH(J,R,P,KR))).. 
FlowREG(R,P)*(CREG(R,P,KR)-CREG(R,P,KR+1)) =E= SUM(J$(RMATCH(J,R,P,KR) and 
RLUT(J,P)), RM(J,R,P,KR)); 
*=================================================================== 
*monotonic decrease of composition 
MONOT_RLUT(J,P,KR)$(RLUT(J,P) AND RST(P,KR) AND RA_RLUT(J,P,KR)).. 
CRLUT(J,P,KR) =G= CRLUT(J,P,KR+1); 
MONOT_REG(R,P,KR)$(REG(R,P) AND RST(P,KR) AND RA_REG(R,P,KR)).. CREG(R,P,KR) 
=G= CREG(R,P,KR+1); 
*=================================================================== 
*Logical constraint - Restrict amount of mass exchanged in a match to lesser of the mass 
loads of R and L in the match. 
LOG_M_RLUT_REG(J,R,P,KR)$(RLUT(J,P) AND REG(R,P) AND 
RMATCH(J,R,P,KR))..RM(J,R,P,KR) =L= MIN(L(J+1,P)*(RICHMSA(J,P,'CIN')-
RICHMSA(J,P,'COUT')),FlowREG(R,P)*(ZEAN(R,P,'COUT')-ZEAN(R,P,'CIN')))*RY(J,R,KR); 
*=================================================================== 
*Calculation of exchanger driving forces 
LOG_DC_RLUT_REG_RS(J,R,P,KR)$(RLUT(J,P) AND REG(R,P) AND 
RMATCH(J,R,P,KR))..DR(J,R,P,KR ) =L= CRLUT(J,P,KR) - CREG(R,P,KR) + 
ROMEGA(J,R,P)*(1-RY(J,R,KR)); 
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LOG_DC_RLUT_REG_RS1(J,R,P,KR)$(RLUT(J,P) AND REG(R,P) AND 
RMATCH(J,R,P,KR))..DR(J,R,P,KR ) =G= CRLUT(J,P,KR) - CREG(R,P,KR) - 
ROMEGA(J,R,P)*(1-RY(J,R,KR)); 
LOG_DC_RLUT_REG_LS(J,R,P,KR)$(RLUT(J,P) AND REG(R,P) AND 
RMATCH(J,R,P,KR))..DR(J,R,P,KR+1) =L= CRLUT(J,P,KR+1) - CREG(R,P,KR+1) + 
ROMEGA(J,R,P)*(1-RY(J,R,KR)); 
LOG_DC_RLUT_REG_LS1(J,R,P,KR)$(RLUT(J,P) AND REG(R,P) AND 
RMATCH(J,R,P,KR))..DR(J,R,P,KR+1) =G= CRLUT(J,P,KR+1) - CREG(R,P,KR+1) - 
ROMEGA(J,R,P)*(1-RY(J,R,KR)); 
*=================================================================== 
MX1(I,J,P,K)$(MATCH(I,J,P,K)).. 
MX(I,J,K)=g=(M(I,J,P,K)*(1/KW)/((((1e-6)**3+ 
(DC(I,J,P,K)*DC(I,J,P,K+1))*((DC(I,J,P,K)+ 
DC(I,J,P,K+1))*0.5))**0.3333)+1E-6)+1E-6); 
MXR1(J,R,P,KR)$(RMATCH(J,R,P,KR) AND RLUT(J,P)).. 
MXR(J,R,KR)=g=(RM(J,R,P,KR)*(1/KW)/((((1e-6)**3+ 
(DR(J,R,P,KR)*DR(J,R,P,KR+1))*((DR(J,R,P,KR)+ 
DR(J,R,P,KR+1))*0.5))**0.3333)+1E-6)+1E-6); 
 
*OBJECTIVE 
 OBJECTIVE.. 
*MENS capital cost equations 
TAC =E=((AF*(SUM((I,J,K),Y(I,J,K)) 
+ACH*SUM((I,J,K),MX(I,J,K)**D))) 
 
*REG capital cost equations 
+(AF*(SUM((J,R,KR),RY(J,R,KR)) 
+ACH*SUM((J,R,KR),MXR(J,R,KR)**D))) 
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*tolerances to ensure that model converges 
+W*(SUM((I,J,K),PNHC(I,J,K)+SNHC(I,J,K))) 
 
*tolerances to ensure that model converges for regeneration network. 
+W*(SUM((J,R,KR),RPNHC(J,R,KR)+RSNHC(J,R,KR)))) 
 
*Flowrate of regenerating stream multiplied by cost per unit of regenerating stream 
+SUM((P),(DOP(P)/NOP)*SUM((R),FlowREG(R,P)*AZ(R,P))) 
 
*Flowrate of MSAs stream multiplied by cost per unit of MSA stream 
+SUM((P),(DOP(P)/NOP)*SUM((J),L(J,P)*AC(J,P))) 
*=================================================================== 
MODEL EXAMPLE1 /ALL/; 
*=================================================================== 
*INITIALISATIONS 
*Initialisation for exchanger approach composition between RPS(I) AND LPS(J) 
DC.L(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))=RICH(I,P,'CIN')-
LEAN(J,P,'CIN') ; 
DC.L(I,J,P,K+1)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))=RICH(I,P,'CIN')-
LEAN(J,P,'CIN'); 
DC.LO(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))=EMAC; 
DC.LO(I,J,P,K+1)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))=EMAC; 
DC.UP(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))=10; 
DC.UP(I,J,P,K+1)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))=10; 
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*Initialisation for exchanger approach composition between RPS(I) AND LPS(J) 
DR.L(J,R,P,KR)$(RLUT(J,P) AND REG(R,P) AND RMATCH(J,R,P,KR))=RICHMSA(J,P,'CIN')-
ZEAN(R,P,'CIN') ; 
DR.L(J,R,P,KR+1)$(RLUT(J,P) AND REG(R,P) AND 
RMATCH(J,R,P,KR))=RICHMSA(J,P,'CIN')-ZEAN(R,P,'CIN'); 
DR.LO(J,R,P,KR)$(RLUT(J,P) AND REG(R,P) AND RMATCH(J,R,P,KR))=REMAC; 
DR.LO(J,R,P,KR+1)$(RLUT(J,P) AND REG(R,P) AND RMATCH(J,R,P,KR))=REMAC; 
DR.UP(J,R,P,KR)$(RLUT(J,P) AND REG(R,P) AND RMATCH(J,R,P,KR))=10; 
DR.UP(J,R,P,KR+1)$(RLUT(J,P) AND REG(R,P) AND RMATCH(J,R,P,KR))=10; 
 
L.L('1',P)=1;  L.LO('1',P)=1;  L.UP('1',P)=1.5; 
L.L('2',P)=1;  L.LO('2',P)=.1;  L.UP('2',P)=100; 
L.L('3',P)=1;  L.LO('3',P)=.1;  L.UP('3',P)=100; 
 
FlowREG.L('1',P)=1;  FlowREG.LO('1',P)=1;  FlowREG.UP('1',P)=1000; 
FlowREG.L('2',P)=.01;  FlowREG.LO('2',P)=.001;  FlowREG.UP('2',P)=1200; 
 
*Initialisations for M(I,J,K) between RPS(I) and LPS(J) 
M.L(I,J,P,K)$(RPS(I,P) AND MATCH(I,J,P,K))=(RICH(I,P,'F')*(RICH(I,P,'CIN')-
RICH(I,P,'COUT'))); 
M.L(I,J,P,K)$(RPS(I,P) AND MATCH(I,J,P,K))=MIN(RICH(I,P,'F')*(RICH(I,P,'CIN')-
RICH(I,P,'COUT')),L.L(J,P)*(LEAN(J,P,'COUT')-LEAN(J,P,'CIN'))); 
M.UP(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND 
MATCH(I,J,P,K))=MIN(RICH(I,P,'F')*(RICH(I,P,'CIN')-
RICH(I,P,'COUT')),L.L(J,P)*(LEAN(J,P,'COUT')-LEAN(J,P,'CIN'))); 
M.UP(I,J,P,K)$(RPS(I,P) AND MATCH(I,J,P,K)) = RICH(I,P,'F')*(RICH(I,P,'CIN')-
RICH(I,P,'COUT')); 
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*Initialisations for M(I,J,K) between RPS(I) and LPS(J) 
RM.L(J,R,P,KR)$(RLUT(J,P) AND RMATCH(J,R,P,KR))=(L.L(J+1,P)*(RICHMSA(J,P,'CIN')-
RICHMSA(J,P,'COUT'))); 
RM.L(J,R,P,KR)$(RLUT(J,P) AND 
RMATCH(J,R,P,KR))=MIN(L.L(J+1,P)*(RICHMSA(J,P,'CIN')-
RICHMSA(J,P,'COUT')),FlowREG.L(R,P)*(ZEAN(R,P,'COUT')-ZEAN(R,P,'CIN'))); 
RM.UP(J,R,P,KR)$(RLUT(J,P) AND REG(R,P) AND 
RMATCH(J,R,P,KR))=MIN(L.L(J+1,P)*(RICHMSA(J,P,'CIN')-
RICHMSA(J,P,'COUT')),FlowREG.L(R,P)*(ZEAN(R,P,'COUT')-ZEAN(R,P,'CIN'))); 
RM.UP(J,R,P,KR)$(RLUT(J,P) AND RMATCH(J,R,P,KR)) = L.L(J+1,P)*(RICHMSA(J,P,'CIN')-
RICHMSA(J,P,'COUT')); 
 
*Intialisations and bounds for intermediate compositions 
CR.L(I,P,K)$(A_RPS(I,P,K))=RICH(I,P,'COUT'); 
CL.L(J,P,K)$(A_LPS(J,P,K) AND COMP_IN_LEAN(J,P,K))=LEAN(J,P,'CIN'); 
CR.LO(I,P,K)$(A_RPS(I,P,K) AND LAST(P,K))=RICH(I,P,'COUT'); 
CR.UP(I,P,K)$(A_RPS(I,P,K) AND COMP_IN_RICH(I,P,K))=RICH(I,P,'CIN'); 
CL.LO(J,P,K)$(A_LPS(J,P,K) AND COMP_IN_LEAN(J,P,K))=LEAN(J,P,'CIN'); 
CL.UP(J,P,K)$(A_LPS(J,P,K) AND COMP_OUT_LEAN(J,P,K))=LEAN(J,P,'COUT'); 
 
*Initialization of inlet and outlet composition of Regeneration network 
CRLUT.L(J,P,KR)$(RA_RLUT(J,P,KR))=RICHMSA(J,P,'COUT'); 
CREG.L(R,P,KR)$(RA_REG(R,P,KR) AND RCOMP_IN_REG(R,P,KR))=ZEAN(R,P,'CIN'); 
CRLUT.LO(J,P,KR)$(RA_RLUT(J,P,KR) AND RLAST(P,KR))=RICHMSA(J,P,'COUT'); 
CRLUT.UP(J,P,KR)$(RA_RLUT(J,P,KR) AND 
RCOMP_IN_RLUT(J,P,KR))=RICHMSA(J,P,'CIN'); 
CREG.LO(R,P,KR)$(RA_REG(R,P,KR) AND RCOMP_IN_REG(R,P,KR))=ZEAN(R,P,'CIN'); 
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CREG.UP(R,P,KR)$(RA_REG(R,P,KR) AND 
RCOMP_OUT_REG(R,P,KR))=ZEAN(R,P,'COUT'); 
*=================================================================== 
EXAMPLE1.optfile=1; 
OPTION DOMLIM =10000; 
OPTION ITERLIM =200000; 
SOLVE EXAMPLE1 USING MINLP MINIMIZING TAC; 
 
Sample code for the case study 2 with MOO 
SCALARS 
*MENS 
NLUT number of lean utilities /3/ 
NRPS number of rich streams  /2/ 
*REG 
NRLUT number of Regeneratable enriched MSAs /2/ 
NREG number of Regenerating streams  /2/ 
*HEN 
nhut number of hot utilities /2/ 
ncut number of cold utilities /2/; 
 
SETS 
*MENS 
I rich streams  /1*2/ 
J lean streams and lean utilities /1*3/ 
K composition locations /1*6/ 
*REG 
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RJ rich Regeneratable lean MSAs streams  /2*3/ 
R lean Regenerating streams /1*2/ 
KR composition locations /1*4/ 
*HEN 
ih hot streams /1*4/ 
jc cold streams /1*4/ 
kh temperature locations  nok + 1 /1*5/ 
*Multi-period 
P Number of periods         /1*2/ 
DATA   data    /CIN, COUT, tin, tout, F, H, COST, costhens, m, EI/; 
ALIAS 
(J, JJ); 
ALIAS 
(RJ, RJJ); 
*=================================================================== 
*Parameters for MEN 
PARAMETERS 
RPS(I,P)      rich process streams 
LPS(J,P)      lean process streams 
LUT(J,P)      lean utilities 
ST(P,K)       stages 
FIRST(P,K)    first composition location 
LAST(P,K)     last composition location 
first_tlrich(P,k) 
SECLAST(P,K)  second last composition location 
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ms_st(P,k)    mass transfer stages 
lut_st(P,k)   lean utility stages 
HEIGHT(I,J,K) 
AOC(JJ); 
RPS(I,P)            =YES$(ORD(I) <= NRPS); 
LPS(J,P)            =YES$(ORD(J) <= NLUT); 
LUT(J,P)            =YES$(ORD(J) >=  NLUT-1); 
ST(P,K)             =YES$(ORD(K) < CARD(K)); 
LAST(P,K)           =YES$(ORD(K) = CARD(K)); 
SECLAST(P,K)        =YES$(ORD(K) = card(k)-1); 
first(P,k)          =yes$(ord(k) eq 1); 
first_tlrich(P,k)   = yes$(ord(k)>=1 and ord(k) <card(k)); 
ms_st(P,k)          =yes$(ord(k)>=1 and ord(k)<card(k)); 
*=================================================================== 
*Parameters for REG 
PARAMETERS 
RLUT(J,P)    Regeneratable enriched MSAs 
REG(R,P)      Regenerating streams 
RST(P,KR)     Regeneration stages 
RFIRST(P,KR)    first composition location in Regeneration network 
RLAST(P,KR)     last composition location in Regeneration network 
Rfirst_tlrich(P,KR) 
RSECLAST(P,KR)  second last composition location in Regeneration network 
Rms_st(P,KR)    mass transfer stages in Regeneration network 
RHEIGHT(J,R,KR) 
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RAOC(RJJ) 
FirstRStream(R,P); 
FirstRStream(R,P) = YES $(ORD(R) = 1); 
RLUT(J,P)            =YES$(ORD(J) <= NRLUT); 
REG(R,P)            =YES$(ORD(R) <= NREG); 
RST(P,KR)             =YES$(ORD(KR) < CARD(KR)); 
RLAST(P,KR)           =YES$(ORD(KR) = CARD(KR)); 
RSECLAST(P,KR)        =YES$(ORD(KR) = card(KR)-1); 
Rfirst(P,KR)          =yes$(ord(KR) eq 1); 
Rfirst_tlrich(P,KR)   = yes$(ord(KR)>=1 and ord(KR) <card(KR)); 
Rms_st(P,KR)          =yes$(ord(KR)>=1 and ord(KR)<card(KR)); 
*=================================================================== 
PARAMETERS 
*HEN 
hut(ih,P)             hot utilities 
hps(ih,P)             hot process streams 
cps(jc,P)             cold process streams 
cut(jc,P)             cold utilities 
sth(P,kh)              stages 
firsth(P,kh)           first temperature location 
lasth(P,kh)            last temperature location 
hx_st(P,kh)           heat recovery stages 
hut_st(P,kh)          hot utility stages 
cut_st(P,kh)          cold utility stages 
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*first temperature location for Hot Process Stream 
fhps(P,kh)            first temperature location of hps(ih) 
*second temperature location for Cold Process Stream 
fcps(P,kh)            first temperature location of cps(jc) 
first_tlhot(P,Kh)     intervals where hps(ih) exist 
last_tlhot(P,Kh)      last temperature location of hps(ih) 
first_tlcold(P,Kh)    intervals where cps(jc) exist 
last_tlcold(P,Kh)     last temperature location of cps(jc); 
 
*Temperature location stages for HEN. 
*This consist of each element of 'kh' except the very last 'kh' 
sth(P,kh)            = yes$(ord(kh) < card(kh))  ; 
*first temperature location which is 1 
firsth(P,kh)          = yes$(ord(kh) eq 1); 
*Last temperature location 
lasth(P,kh)          = yes$(ord(kh) eq card(kh))  ; 
hut(ih,P)            = yes$(ord(ih) <=nhut); 
*Cold utilities consist of each element of 'jc' = cold streams which should be more than 
(1+(number of cold utilities which is set to 0)) 
cut(jc,P)            = yes$(ord(jc) > 1+ncut); 
*Hot process stream consists of each element of 'ih' = hot streams  which should be 
greater than the number of hot utilities which is set to 2 
hps(ih,P)            = yes$(ord(ih) >nhut); 
*Cold process streams should be less than the number of cold utilities + 1 
cps(jc,P)            = yes$(ord(jc) <=1+ncut); 
*Hot utility stages consist of each element of 'kh' temperature location when 'kh' = 1 
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hut_st(P,kh)         = yes$(ord(kh)=1); 
*Cold utility stages are the last element of the 'kh' = temperature location 
cut_st(P,kh)         = yes$(ord(kh)=card(kh)-1); 
*Heat exchange stages (or heat recovery stages) are between 1st stagea and the last kh 
stage - 2 stages 
hx_st(P,kh)          = yes$(ord(kh)>1 and ord(kh)<=card(kh)-2); 
*first temperature location for hot process stream is always 2nd temperature location 
fhps(P,kh)           = yes$(ord(kh)=2); 
**first temperature location of cold process stream is always last kh stage - 1 
fcps(P,kh)           = yes$(ord(kh)=card(kh)-1); 
**interval where hot process stream exsit consisit of (2 ~ less than the last kh stage) 
first_tlhot(P,kh)    = yes$(ord(kh)>=2 and ord(kh) <card(kh)); 
**Last temperature location of hot process stream 
last_tlhot(P,kh)     = yes$(ord(kh)=card(kh)); 
**Intervals where cold process streams exist consist of each element of 'kh' = 
temperature location and less or equal to the last element of 'kh' - 2 
first_tlcold(P,kh)   = yes$(ord(kh)<=card(kh)-2); 
**Last temperature location of cold process stream is always 1. 
last_tlcold(P,kh)    = yes$(ord(kh)=1); 
*===================================================================
TABLE RICH(I,P,DATA) Rich streams data 
      CIN           COUT           F 
1.1   0.07          0.0003         0.9 
1.2   0.07          0.0003         0.9 
2.1   0.051         0.0001         0.1 
2.2   0.051         0.0001         0.1; 
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TABLE LEAN(J,P,DATA) Lean streams data 
           CIN                     COUT 
1.1        0.00087                 0.04495 
1.2        0.00087                 0.04495 
2.1        0.000052                0.00091 
2.2        0.000052                0.00091 
3.1        0.000049681             0.00049681 
3.2        0.000049681             0.00049681; 
 
TABLE RICHMSA(J,P,DATA) enriched regeneratable Mass Separating agent streams data 
CIN                    COUT            F 
1.1        0.00091                0.000052        0.00 
1.2        0.00091                0.000052        0.00 
2.1        0.00049681             0.000049681     0.00 
2.2        0.00049681             0.000049681     0.00 
3.1        0.00000                0.00000         0.00 
3.2        0.00000                0.00000         0.00; 
 
TABLE ZEAN(R,P,DATA) Regenerating streams data 
              CIN                      COUT 
1.1        0.0000059        0.00002 
1.2        0.0000059        0.00002 
2.1        0.000001        0.00009307 
2.2        0.000001        0.00009307; 
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*Ih = 1 is the solar based utility 
*Ih = 2 is the fosil based utility 
*Ih = 3... are the process MSA to be cooled. 
TABLE HOTS(Ih,P,DATA) Hot streams data 
         TIN       TOUT    F       H       COST    EI 
1.1      393       333     0.00    0.2     0       0.00000202 
1.2      383       323     0.00    0.2     0       0.00000202 
2.1      408       407     0.00    0.2     60      0.000136 
2.2      408       407     0.00    0.2     60      0.000136 
3.1      337.5     260     0.35    0.2     0       0 
3.2      337.5     260     0.35    0.2     0       0 
4.1      298       283     1.00    0.2     0       0 
4.2      298       283     1.00    0.2     0       0; 
 
TABLE COLDS(Jc,P,DATA) Cold streams data 
         TIN     TOUT      F       H       COST    EI 
1.1      260     337.5     0.35    0.2     0       0 
1.2      260     337.5     0.35    0.2     0       0 
2.1      283     298       1.00    0.2     0       0 
2.2      283     298       1.00    0.2     0       0 
3.1      278     283       0.00    0.2     30      0.00111 
3.2      278     283       0.00    0.2     30      0.00111 
4.1      100     100       0.00    0.2     121.05  0.00105 
4.2      100     100       0.00    0.2     121.05  0.00105; 
*=================================================================== 
  
183 | P a g e  
 
 
PARAMETER 
*Capital cost parameters 
AF          Annualisation factor 
AF2         Annualisation factor for solar panel 
ACH         Annula cost per height of continuous contact column 
D           Area cost exponent for mass exchangers 
Kw          Lumped mass transfer coefficient 
AC(J,P)          Annual operating cost per unit of lean stream 
EMAC        Exchanger minimum approach composition 
INT(K)      Interval in superstructure 
Rexi(I,K)      Rich stream existance coefficient 
OMEGA(I,J,P) 
CLUTIN      Inlet concentration of external MSA 
CLUTOUT     Outlet concentration of external MSA 
 
*Regeneration network data 
AZ(R,P)          Annual operating cost per unit of regenerating stream 
REMAC        Regeneration network Exchanger minimum approach composition 
RINT(KR)      Interval in superstructure in Regeneration network 
RE(J,KR)      Rich stream existance coefficient 
ROMEGA(J,R,P) 
INTH(Kh) Interval in superstructure in Heat Exchange network 
AChens           Area cost 
AE           Area cost index 
*Gamma sets boundary in boolean expressions. 
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gamma(ih,jc,P) 
*Miniumum temperature approach for HEN 
EMAT         Exchanger minimum approach temperature 
CF           Investment cos 
*Multi-period 
*Number of Periods 
NOP 
DOP(P)       Duration of period P 
*W is used to stabilise the GAMS to solve 
W 
H           Height of exchanger between streams I and J in interval K 
RH           Height of regeneration exchanger between enriched MSA RJ and regeneration 
stream R in interval K 
*Solar panel parameters 
*ambient Temperature 
TAMB(P) 
*Global Horizontal Irradiation for period of P 
GHI(P) 
*Thermal storage fluid density 
RHO(IH,P) 
*specific heat capacity of thermal storage fluid 
CP(IH,P) 
INSFACTOR(P) 
EFFMAX 
SCONST1 
SCONST2 
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solarareacost 
STORAGETANKCOST 
airStrippingCost 
*EI 
ENVALUE 
BEST Best values for objectives 
WORST Worst values for objectives 
DRatio Weighting for TAC in dual objective function /0/ 
CRatio Scaling of EI constraint /0/; 
*=================================================================== 
ACH=1000;  D=0.66;  AC('1',P)=0;  AC('2',P)=0;  AC('3',P)=0;  KW=0.0254; AF=0.225; 
AF2 = 0.225; 
W=.0001; 
EMAC=0.0000000414787; 
BEST('TAC') =  83905.092; 
BEST('EII') = 0.01696697; 
 
*Price of regenerating stream 
AZ('1',P)=(118080*0.0294); 
REMAC=  0.000000077; 
*NOP = number of periods. 
NOP=24; 
*Duration of periods 
DOP('1')=12;  DOP('2')=12; 
gamma(ih,jc,P) =1; 
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EMAT =5.1; 
CF=10000; 
AChens = 1200; 
AE = 0.6; 
INTH(Kh)$(ORD(Kh)LT CARD(Kh))=1; 
*Ambient temperature for each period p 
TAMB('1')= 32; 
TAMB('2')= 32; 
*Global horizontal irradiation for each period p 
GHI('1')= .800; 
GHI('2')= .800; 
*Operating hours 
INSFACTOR('1')=8100; 
INSFACTOR('2')=8100; 
*Density of thermal storage fluid 
RHO('1','2') =1000; 
*Heat capacity of thermal storage fluid 
CP('1','2') = 4.200; 
*Efficiency of solar panel 
EFFmax = .764; 
*Experimental constants for solar panel 
SCONST1= .00153; 
SCONST2= .0000003; 
*Cost of solar panel per area 
solarareacost= 100; 
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*Cost of storage tank per volume 
STORAGETANKCOST = 50; 
*=================================================================== 
PARAMETER 
*Used in Logical constraint for mass exchange in match (I,J,K) 
OMEGA(I,J,P); 
*This is the upper Omega boundary 
OMEGA(I,J,P)=  0.01811; 
*MAX(0,LEAN(J,'CIN')-RICH(I,'CIN'),LEAN(J,'CIN')-RICH(I,'COUT'), 
*LEAN(J,'COUT')-RICH(I,'CIN'),LEAN(J,'COUT')-RICH(I,'COUT')); 
*=================================================================== 
INT(K)$(ORD(K)LT CARD(K))=1; 
*Interval in superstructure is = 1 only if ORD(K) less than last K. 
*=================================================================== 
PARAMETER 
*Used in Logical constraint for mass exchange in match (I,J,K) 
ROMEGA(J,R,P); 
*This is the upper Omega boundary 
ROMEGA(J,R,P)= 0.0008144; 
*MAX(0,LEAN(J,'CIN')-RICH(I,'CIN'),LEAN(J,'CIN')-RICH(I,'COUT'), 
*LEAN(J,'COUT')-RICH(I,'CIN'),LEAN(J,'COUT')-RICH(I,'COUT')); 
*=================================================================== 
RINT(KR)$(ORD(KR)LT CARD(KR))=1; 
*Interval in superstructure is = 1 only if ORD(K) less than last K. 
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*=================================================================== 
*Flag for MENS 
PARAMETER 
*Last interval for rich stream 
A_CKR_LAST(I,P,K) 
*Last interval for lean stream 
A_CKL_LAST(J,P,K) 
*I think this is for the last interval for lean stream exsistence check. 
A_CKL_LASTEXT(J,P,K) 
*=================================================================== 
A_I(I,P,K)           DEFINE INTERVALS IN WHICH RICH STREAMS EXIST(I) 
A_RPS(I,P,K)         DEFINE INTERVALS IN WHICH RICH PROCESS STREAM RPS(I) EXIST 
A_LPS(J,P,K)         DEFINE INTERVALS IN WHICH LEAN PROCESS STREAM LPS(J)EXIST 
*=================================================================== 
MATCH(I,J,P,K)       DEFINE POSSIBLE MATCHES BETWEEN STREAMS I-J IN INTERVAL 
K 
COMP_IN_RICH(I,P,K) 
COMP_IN_LEAN(J,P,K) 
COMP_OUT_RICH(I,P,K) 
COMP_OUT_LEAN(J,P,K) 
COMP_OUTEXT_LEAN(J,P,K); 
 
*INITIALIZE FLAGS 
A_I(I,P,K)=0; 
A_RPS(I,P,K)=0; 
A_LPS(J,P,K)=0; 
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MATCH(I,J,P,K)=0; 
COMP_IN_RICH(I,P,K)=0; 
COMP_IN_LEAN(J,P,K)=0; 
COMP_OUT_RICH(I,P,K)=0; 
COMP_OUT_LEAN(J,P,K)=0; 
COMP_OUTEXT_LEAN(J,P,K)=0; 
 
*First set of existance conditionals 
A_RPS(I,P,K)$(ST(P,K) AND RPS(I,P) AND FIRST_tlrich(P,K)) =1; 
A_LPS(J,P,K)$(LPS(J,P)  AND FIRST_tlrich(P,K))=1; 
MATCH(I,J,P,K)$((A_RPS(I,P,K) AND A_LPS(J,P,K)))=1; 
COMP_IN_RICH(I,P,K)$RPS(I,P)= FIRST(P,K); 
COMP_IN_LEAN(J,P,K)$LPS(J,P)=LAST(P,K); 
COMP_OUT_RICH(I,P,K)= LAST(P,K); 
COMP_OUT_LEAN(J,P,K)= FIRST(P,K); 
DISPLAY RPS, LPS, K, first, last, ms_st, ST,A_RPS, A_LPS, MATCH, COMP_IN_LEAN, 
COMP_IN_RICH, SECLAST; 
*=================================================================== 
*Flag for Regeneration network 
PARAMETER 
RA_CKRLUT_LAST(J,P,KR) 
*Last interval for lean stream 
RA_CKREG_LAST(R,P,KR) 
RA_CKREG_LASTEXT(R,P,KR) 
*=================================================================== 
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RA_RLUT(J,P,KR)         DEFINE INTERVALS IN WHICH ENRICHED REGENERATABLE 
MSAs RLUT(RJ) EXIST 
RA_REG(R,P,KR)         DEFINE INTERVALS IN WHICH REGENERATION STREAM 
REG(R)EXIST 
*=================================================================== 
RMATCH(J,R,P,KR)       DEFINE POSSIBLE MATCHES BETWEEN STREAMS RJ-R IN 
INTERVAL KR in Regeneration network 
RCOMP_IN_RLUT(J,P,KR) 
RCOMP_IN_REG(R,P,KR) 
RCOMP_OUT_RLUT(J,P,KR) 
RCOMP_OUT_REG(R,P,KR) 
RCOMP_OUTEXT_REG(R,P,KR); 
 
*INITIALIZE FLAGS 
RA_RLUT(J,P,KR)=0; 
RA_REG(R,P,KR)=0; 
RMATCH(J,R,P,KR)=0; 
RCOMP_IN_RLUT(J,P,KR)=0; 
RCOMP_IN_REG(R,P,KR)=0; 
RCOMP_OUT_RLUT(J,P,KR)=0; 
RCOMP_OUT_REG(R,P,KR)=0; 
RCOMP_OUTEXT_REG(R,P,KR)=0; 
*First set of existance conditionals 
RA_RLUT(J,P,KR)$(RST(P,KR) AND RLUT(J,P) AND RFIRST_tlrich(P,KR)) =1; 
RA_REG(R,P,KR)$(REG(R,P)  AND RFIRST_tlrich(P,KR))=1; 
 
RMATCH(J,R,P,KR)$((RA_RLUT(J,P,KR) AND RA_REG(R,P,KR)))=1; 
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RCOMP_IN_RLUT(J,P,KR)$RLUT(J,P)= RFIRST(P,KR); 
RCOMP_IN_REG(R,P,KR)$REG(R,P)=RLAST(P,KR); 
RCOMP_OUT_RLUT(J,P,KR)= RLAST(P,KR); 
RCOMP_OUT_REG(R,P,KR)= RFIRST(P,KR); 
DISPLAY RLUT, P, REG, KR, Rfirst, Rlast, Rms_st, RST,RA_RLUT, RA_REG, RMATCH, 
RCOMP_IN_REG, RCOMP_IN_RLUT, RSECLAST; 
*=================================================================== 
*Flag for HEN 
PARAMETER 
*Flags 
a_hps(ih,P,kh)        intervals in which hps(ih) are present 
a_cps(jc,P,kh)        intervals in which cps(jc) are present 
a_hut(ih,P,kh)        intervals in which hot utilities are present 
a_cut(jc,P,kh)        intervals in whc cold utilities are present 
matchh(ih,jc,P,kh)     define possible macthes between streams ih and jc in interval kh 
temp_in_hot(ih,P,kh) 
temp_in_cold(jc,P,kh); 
 
*Initialise flags 
a_hps(ih,P,kh)$(hps(ih,P) and first_tlhot(P,kh))= 1; 
a_cps(jc,P,kh)$(cps(jc,P) and first_tlcold(P,kh))= 1; 
a_hut(ih,P,kh)= 0; 
a_cut(jc,P,kh)= 0; 
matchh(ih,jc,P,kh)=0; 
temp_in_hot(ih,P,kh)=0; 
temp_in_cold(jc,P,kh)=0; 
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*Assign flag values 
a_hut(ih,P,kh)$(hut(ih,P) and hut_st(P,kh))=1; 
a_cut(jc,P,kh)$(cut(jc,P) and cut_st(P,kh))=1; 
matchh(ih,jc,P,kh)$(sth(P,kh) and ((a_hps(ih,P,kh) and a_cps(jc,P,kh)$(hps(ih,P) and 
cps(jc,P))) or (a_cut(jc,P,kh)$((hps(ih,P) and cut(jc,P)))) or (a_hut(ih,P,kh)$((hut(ih,P) 
and cps(jc,P))))))=1; 
*Forbid match 
matchh('1','2',p,kh)=0; 
temp_in_hot(ih,P,kh)$hps(ih,P)=fhps(P,kh); 
temp_in_cold(jc,P,kh)$cps(jc,P)= fcps(P,kh); 
Display P, hut, hps, cps, cut, kh, sth, firsth, lasth, hut_st, cut_st, hx_st, fhps, fcps, 
first_tlhot,  last_tlhot,  first_tlcold,  last_tlcold, a_hps, a_cps, a_hut, a_cut, 
matchh,temp_in_hot, temp_in_cold; 
*=================================================================== 
VARIABLES 
TAC        TOTAL ANNUAL COST 
EII 
Dual; 
*=================================================================== 
BINARY VARIABLE 
Y1(I,J,K) MENs bianry variable 
RY1(J,R,KR) Regeneration network binary variable 
*For HEN 
yh(ih,jc,kh); 
*=================================================================== 
*Positive variables for MEN 
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POSITIVE VARIABLES 
CR(I,P,K)            RICH STREAM COMPOSITION AT LOCATION K 
CL(J,P,K)            LEAN STREAM COMPOSITION AT LOCATION K 
AVLEAN(J,P) 
M(I,J,P,K)           MASS EXCHANGED 
L(J,P)               FLOWRATE OF LEAN USED(J)ALL INCLUDED 
DC(I,J,P,K)          COMPOSITION DIFERENCE BETWEEN PAIR OF STREAM (I.J) IN STAGE 
K 
*For tray calculation 
DC2(I,J,P,K) 
DC3(I,J,P,K) 
PNHC(I,J,K)        POSITIVE TOLERANCE 
SNHC(I,J,K)        NEGATIVE TOLERANCE 
NHC(I,J,K)         RELAXED BINARY VARIABLE 
Y(I,J,K) 
NoStages(I,J,K); 
*Variables for Regeneration Network 
POSITIVE VARIABLES 
CRLUT(J,P,KR)         Regeneration network enchriched MSAs STREAM COMPOSITION AT 
LOCATION KR 
CREG(R,P,KR)           Regenerating stream COMPOSITION AT LOCATION KR 
AVREG(R,P)             Available mass carriable by Regeneration streams. 
RM(J,R,P,KR)          MASS EXCHANGED IN REGENERATION NETWORK 
FlowRLUT(J,P)         FlOWRATE OF enriched MSAs streams that need to be recycled 
FlowREG(R,P)           FLOWRATE OF Regeneration streams USED(R) ALL INCLUDED 
DR(J,R,P,KR)          COMPOSITION DIFERENCE BETWEEN PAIR OF STREAM (RJ.R) IN 
STAGE KR in Regeneration network 
  
194 | P a g e  
 
 
RPNHC(J,R,KR)       POSITIVE TOLERANCE FOR REGENERATION NETWORK 
RSNHC(J,R,KR)       NEGATIVE TOLERANCE FOR REGENERATION NETWORK 
RNHC(J,R,KR)        RELAXED BINARY VARIABLE FOR REGNERATION NETWORK 
RY(J,R,KR) 
MXR(J,R,KR) Mass exchanged for exchangers in Regeneration network; 
*=================================================================== 
*Positive variables for HEN 
POSITIVE VARIABLES 
dt(ih,jc,P,kh)  approach between ih and jc in period p at location kh 
*For hen 
th(ih,P,kh)    temperature of  hot stream ih as it enters stage kh 
tc(jc,P,kh)    temperature of cold stream jc as it leaves stage kh 
q(ih,jc,P,kh)   energy exchanged between ih and jc in stage kh 
*Heat exchange area 
AX(ih,Jc,kh) 
*Solar panel equations 
AREA_SOLAR_1(ih,Jc,Kh) 
AREA_SOLAR_2(ih,Jc,Kh) 
SIZE_TANK_2(IH,Jc,Kh); 
*=================================================================== 
EQUATIONS 
*Equations for MEN 
CRICH_OUT(I,P,K) 
CLEAN_OUT(J,P,K) 
AVLEAN1(J,P) 
  
195 | P a g e  
 
 
CRICH_IN(I,P,K)             ASIGNMENT OF RICH PROCESS STREAM INLET COMPOSITION 
CLEAN_IN(J,P,K)             ASIGNMENT OF LEAN PROCESS STREAM INLET COMPOSITION 
TOTAL_MASS_RICH(I,P)        TOTAL MASSS BALANCE OF RICH PROCESS STREAM RPS(I) 
TOTAL_MASS_LEAN(J,P)        TOTAL MASS BALANCE OF LEAN PROCESS STREAM LPS(I) 
STAGE_MASS_RICH(I,P,K)      STAGE MASS BALANCE OF RICH PROCESS STREAM RPS(I) 
STAGE_MASS_LEAN(J,P,K)      STAGE MASS BALANCE OF LEAN PROCESS STREAM LPS(I) 
MONOT_RICH(I,P,K)           MONOTONICITY ON CONCENTRATIONS - CONSTRAINT 
MONOT_LEAN(J,P,K)           MONOTONICITY ON CONCENTRATIONS - CONSTRAINT 
Pconv(I,J,P,K) 
S(I,J,P,K) 
N1(I,J,P,K) 
LOG_M_RPS_LPS(I,J,P,K)      LOGICAL CONSTRAINT ON MASS EXCHANGED BETWEEN 
RPS(I) AND LPS(J) 
LOG_DC_RPS_LPS_RS(I,J,P,K)  LOGICAL CONSTRAINT ON RICH SIDE COMPOSITION 
DIFFERENCE BETWEEN RPS(I) AND LPS(J) 
LOG_DC_RPS_LPS_RS1(I,J,P,K) 
LOG_DC_RPS_LPS_LS(I,J,P,K)  LOGICAL CONSTRAINT ON LEAN SIDE COMPOSITION 
DIFFERENCE BETWEEN RPS(I) AND LPS(J) 
LOG_DC_RPS_LPS_LS1(I,J,P,K) 
 
*For tray calculation. 
LOG_DC_RPS_LPS_RS2(I,J,P,K)  LOGICAL CONSTRAINT ON RICH SIDE COMPOSITION 
DIFFERENCE BETWEEN RPS(I) AND LPS(J) 
LOG_DC_RPS_LPS_RS3(I,J,P,K) 
LOG_DC_RPS_LPS_LS2(I,J,P,K)  LOGICAL CONSTRAINT ON LEAN SIDE COMPOSITION 
DIFFERENCE BETWEEN RPS(I) AND LPS(J) 
LOG_DC_RPS_LPS_LS3(I,J,P,K) 
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*Equations for Regeneration network 
CRLUT_OUT(J,P,KR) 
CREG_OUT(R,P,KR) 
AVREG1(R,P) 
CRLUT_IN(J,P,KR)             ASIGNMENT OF enriched MSA STREAM INLET COMPOSITION 
CREG_IN(R,P,KR)             ASIGNMENT OF regenerating stream STREAM INLET 
COMPOSITION 
TOTAL_MASS_RLUT(J,P)        TOTAL MASSS BALANCE OF enriched MSA STREAM 
RLUT(RJ) 
TOTAL_MASS_REG(R,P)        TOTAL MASS BALANCE OF Regeneration STREAM REG(R) 
STAGE_MASS_RLUT(J,P,KR)      STAGE MASS BALANCE OF encirhced MSAs STREAM 
RLUT(RJ) 
STAGE_MASS_REG(R,P,KR)      STAGE MASS BALANCE OF Regeneration STREAM REG(R) 
MONOT_RLUT(J,P,KR)           MONOTONICITY ON CONCENTRATIONS - CONSTRAINT 
FOR enriched MSA streams 
MONOT_REG(R,P,KR)           MONOTONICITY ON CONCENTRATIONS - CONSTRAINT FOR 
regenerating streams 
RP(J,R,P,KR) 
RS(J,R,P,KR) 
RN1(J,R,P,KR) 
LOG_M_RLUT_REG(J,R,P,KR)      LOGICAL CONSTRAINT ON MASS EXCHANGED 
BETWEEN RLUT(RJ) AND REG(R) 
LOG_DC_RLUT_REG_RS(J,R,P,KR)  LOGICAL CONSTRAINT ON RICH SIDE COMPOSITION 
DIFFERENCE BETWEEN RLUT(RJ) AND REG(R) 
LOG_DC_RLUT_REG_RS1(J,R,P,KR) 
LOG_DC_RLUT_REG_LS(J,R,P,KR)  LOGICAL CONSTRAINT ON LEAN SIDE COMPOSITION 
DIFFERENCE BETWEEN RLUT(RJ) AND REG(R) 
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LOG_DC_RLUT_REG_LS1(J,R,P,KR) 
*=================================================================== 
*HEN 
THOT_IN(Ih,P,Kh) ASIGNMENT OF HOT PROCESS STREAM INLET TEMPERATURES 
TCOLD_IN(Jc,P,Kh) ASIGNMENT OF COLD PROCESS STREAM INLET TEMPERATURES 
TOTAL_HEAT_HOT(Ih,P)   TOTAL HEAT BALANCE OF HOT PROCESS STREAM HPS(I) 
TOTAL_HEAT_COLD(Jc,P)  TOTAL HEAT BALANCE OF COLD PROCESS STREAM CPS(I) 
STAGE_HEAT_HOT(Ih,P,Kh)   STAGE HEAT BALANCE OF HOT PROCESS STREAM HPS(I) 
STAGE_HEAT_COLD(Jc,P,Kh)   STAGE HEAT BALANCE OF COLD PROCESS STREAM 
CPS(I) 
MONOT_HOT(Ih,P,Kh)  MONOTONICITY ON TEMPERATURES - CONSTRAINT 
MONOT_COLD(Jc,P,Kh) MONOTONICITY ON TEMPERATURES - CONSTRAINT 
LOG_Q_HPS_CPS(Ih,Jc,P,Kh) LOGICAL CONSTRAINT ON HEAT EXCHANGED BETWEEN 
HPS(I) AND CPS(J) 
LOG_Q_HPS_CUT(Ih,Jc,P,Kh) LOGICAL CONSTRAINT ON HEAT EXCHANGED BETWEEN 
HPS(I) AND CUT(J) 
LOG_Q_HUT_CPS(Ih,Jc,P,Kh) LOGICAL CONSTRAINT ON HEAT EXCHANGED BETWEEN 
HUT(I) AND CPS(J) 
LOG_DT_HPS_CPS_HS(Ih,Jc,P,Kh)  LOGICAL CONSTRAINT ON HOT SIDE TMEPERATURE 
DIFFERENCE BETWEEN HPS(I) AND CPS(J) 
LOG_DT_HPS_CPS_CS(Ih,Jc,P,Kh)  LOGICAL CONSTRAINT ON COLD SIDE TMEPERATURE 
DIFFERENCE BETWEEN HPS(I) AND CPS(J) 
LOG_DT_HPS_CUT_HS(Ih,Jc,P,Kh)  LOGICAL CONSTRAINT ON HOT SIDE TMEPERATURE 
DIFFERENCE BETWEEN HPS(I) AND CUT(J) 
LOG_DT_HPS_CUT_CS(Ih,Jc,P,Kh)  LOGICAL CONSTRAINT ON COLD SIDE 
TMEPERATURE DIFFERENCE BETWEEN HPS(I) AND CUT(J) 
LOG_DT_HUT_CPS_HS(Ih,Jc,P,Kh)  LOGICAL CONSTRAINT ON HOT SIDE TMEPERATURE 
DIFFERENCE BETWEEN HUT(I) AND CPS(J) 
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LOG_DT_HUT_CPS_CS(Ih,Jc,P,Kh)  LOGICAL CONSTRAINT ON COLD SIDE 
TMEPERATURE DIFFERENCE BETWEEN HUT(I) AND CPS(J) 
AX1(ih,Jc,P,kh) 
MXR1(J,R,P,KR) 
*Solar Panel Equation 
SOLAR_HEAT_1(Ih,Jc,P,Kh) 
SOLAR_HEAT_2(Ih,Jc,P,Kh) 
SIZE_STORAGETANK_2(Ih,Jc,p,Kh) 
*Constrain equation to set variable MSA flowrate = values in table 
MSAflowConstrain1(J,Ih,P) 
MSAflowConstrain2(J,Ih,P) 
ConcenSame (I,P,K) 
*Environmental Impact 
EI_OBJ 
Dual_objective 
OBJECTIVE                 OBJECTIVE FUNCTION ; 
*=================================================================== 
*Constrain equation to set variable MSA flowrate = values in table 
MSAflowConstrain1(J,Ih,P)..L('2',P) =E= HOTS('3', P, 'F'); 
MSAflowConstrain2(J,Ih,P)..L('3',P) =E= HOTS('4', P, 'F'); 
ConcenSame(I,P,K)..CR(I,'1',K) =E= CR(I,'2',K); 
*assignment of stream inlet compositions 
CRICH_IN(I,P,K)$(RPS(I,P) AND COMP_IN_RICH(I,P,K)).. CR(I,P,K) =E= RICH(I,P,'CIN'); 
CLEAN_IN(J,P,K)$(LPS(J,P) AND COMP_IN_LEAN(J,P,K)).. CL(J,P,K) =E= LEAN(J,P,'CIN'); 
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CRICH_OUT(I,P,K)$(RPS(I,P) AND COMP_OUT_RICH(I,P,K)).. CR(I,P,K) =E= 
RICH(I,P,'COUT'); 
CLEAN_OUT(J,P,K)$(LPS(J,P) AND COMP_OUT_LEAN(J,P,K)).. CL(J,P,K) =E= 
LEAN(J,P,'COUT'); 
*=================================================================== 
Pconv(I,J,P,K)$(ST(P,K) AND A_RPS(I,P,K)) .. PNHC(I,J,K) =E=.00001; 
S(I,J,P,K)$(ST(P,K) AND A_RPS(I,P,K)) .. SNHC(I,J,K) =E=.00001; 
N1(I,J,P,K)$(INT(K) AND A_RPS(I,P,K))..Y(I,J,K) =E= Y1(I,J,K)+(PNHC(I,J,K)-SNHC(I,J,K)); 
*=================================================================== 
*Available mass in lean stream J 
AVLEAN1(J,P)..AVLEAN(J,P) =E= L(J,P)*(LEAN(J,P,'COUT')-LEAN(J,P,'CIN')); 
*=================================================================== 
*stream overall mass balance 
TOTAL_MASS_RICH(I,P)$RPS(I,P) ..  RICH(I,P,'F')*(RICH(I,P,'CIN')-RICH(I,P,'COUT')) =E= 
                              SUM((J,K)$(MATCH(I,J,P,K)), M(I,J,P,K)); 
TOTAL_MASS_LEAN(J,P)$LPS(J,P).. L(J,P)*(LEAN(J,P,'COUT')-LEAN(J,P,'CIN')) 
=E=SUM((I,K)$(MATCH(I,J,P,K)),M(I,J,P,K)); 
*=================================================================== 
*stream stage mass exchange 
STAGE_MASS_RICH(I,P,K)$(RPS(I,P) AND SUM(J,MATCH(I,J,P,K))).. 
RICH(I,P,'F')*(CR(I,P,K)-CR(I,P,K+1)) =E= SUM(J$MATCH(I,J,P,K), M(I,J,P,K)); 
 
STAGE_MASS_LEAN(J,P,K)$(LPS(J,P) AND SUM(I,MATCH(I,J,P,K))).. 
L(J,P)*(CL(J,P,K)-CL(J,P,K+1)) =E= SUM(I$MATCH(I,J,P,K), M(I,J,P,K)); 
*=================================================================== 
*monotonic decrease of composition from k=1 to k=5 
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MONOT_RICH(I,P,K)$(RPS(I,P) AND ST(P,K) AND A_RPS(I,P,K)).. CR(I,P,K) =G= 
CR(I,P,K+1); 
MONOT_LEAN(J,P,K)$(LPS(J,P) AND ST(P,K) AND A_LPS(J,P,K)).. CL(J,P,K) =G= 
CL(J,P,K+1); 
*=================================================================== 
*Logical constraint - Restrict amount of mass exchanged in a match to lesser of the mass 
loads of R and L in the match. 
LOG_M_RPS_LPS(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))..M(I,J,P,K) =L= 
MIN(RICH(I,P,'F')*(RICH(I,P,'CIN')-RICH(I,P,'COUT')),L(J,P)*(LEAN(J,P,'COUT')-
LEAN(J,P,'CIN')))*Y(I,J,K); 
*=================================================================== 
*Calculation of exchanger driving forces 
LOG_DC_RPS_LPS_RS(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))..DC(I,J,P,K ) 
=L= CR(I,P,K) - CL(J,P,K) + OMEGA(I,J,P)*(1-Y(I,J,K)); 
LOG_DC_RPS_LPS_RS1(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))..DC(I,J,P,K ) 
=G= CR(I,P,K) - CL(J,P,K) - OMEGA(I,J,P)*(1-Y(I,J,K)); 
LOG_DC_RPS_LPS_LS(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))..DC(I,J,P,K+1) 
=L= CR(I,P,K+1) - CL(J,P,K+1) + OMEGA(I,J,P)*(1-Y(I,J,K)); 
LOG_DC_RPS_LPS_LS1(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND 
MATCH(I,J,P,K))..DC(I,J,P,K+1) =G= CR(I,P,K+1) - CL(J,P,K+1) - OMEGA(I,J,P)*(1-Y(I,J,K)); 
LOG_DC_RPS_LPS_RS2(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND 
MATCH(I,J,P,K))..DC2(I,J,P,K ) =L= CR(I,P,K) - CR(I,P,K+1) + OMEGA(I,J,P)*(1-Y(I,J,K)); 
LOG_DC_RPS_LPS_RS3(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND 
MATCH(I,J,P,K))..DC2(I,J,P,K ) =G= CR(I,P,K) - CR(I,P,K+1) - OMEGA(I,J,P)*(1-Y(I,J,K)); 
LOG_DC_RPS_LPS_LS2(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND 
MATCH(I,J,P,K))..DC3(I,J,P,K ) =L= CL(J,P,K) - CL(J,P,K+1) + OMEGA(I,J,P)*(1-Y(I,J,K)); 
LOG_DC_RPS_LPS_LS3(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND 
MATCH(I,J,P,K))..DC3(I,J,P,K ) =G= CL(J,P,K) - CL(J,P,K+1) - OMEGA(I,J,P)*(1-Y(I,J,K)); 
*=================================================================== 
*Equations for Regeneration network 
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*assignment of stream inlet compositions 
CRLUT_IN(J,P,KR)$(RLUT(J,P) AND RCOMP_IN_RLUT(J,P,KR)).. CRLUT(J,P,KR) =E= 
RICHMSA(J,P,'CIN'); 
CREG_IN(R,P,KR)$(REG(R,P) AND RCOMP_IN_REG(R,P,KR)).. CREG(R,P,KR) =E= 
ZEAN(R,P,'CIN'); 
CRLUT_OUT(J,P,KR)$(RLUT(J,P) AND RCOMP_OUT_RLUT(J,P,KR)).. CRLUT(J,P,KR) =E= 
RICHMSA(J,P,'COUT'); 
CREG_OUT(R,P,KR)$(REG(R,P) AND RCOMP_OUT_REG(R,P,KR)).. CREG(R,P,KR) =E= 
ZEAN(R,P,'COUT'); 
*=================================================================== 
RP(J,R,P,KR)$(RST(P,KR) AND RA_RLUT(J,P,KR)) .. RPNHC(J,R,KR) =E=.000001; 
RS(J,R,P,KR)$(RST(P,KR) AND RA_RLUT(J,P,KR)) .. RSNHC(J,R,KR) =E=.000001; 
RN1(J,R,P,KR)$(RINT(KR) AND RA_RLUT(J,P,KR))..RY(J,R,KR) =E= 
RY1(J,R,KR)+(RPNHC(J,R,KR)-RSNHC(J,R,KR)); 
*=================================================================== 
*Available mass in regenerating stream 
AVREG1(R,P)..AVREG(R,P) =E= FlowREG(R,P)*(ZEAN(R,P,'COUT')-ZEAN(R,P,'CIN')); 
*=================================================================== 
*stream overall mass balance 
TOTAL_MASS_RLUT(J,P)$RLUT(J,P).. L(J+1,P)*(RICHMSA(J,P,'CIN')-
RICHMSA(J,P,'COUT')) =E= 
                              SUM((R,KR)$(RMATCH(J,R,P,KR)), RM(J,R,P,KR)); 
TOTAL_MASS_REG(R,P)$REG(R,P).. FlowREG(R,P)*(ZEAN(R,P,'COUT')-ZEAN(R,P,'CIN')) 
=E=SUM((J,KR)$(RMATCH(J,R,P,KR) and RLUT(J,P)),RM(J,R,P,KR)); 
*=================================================================== 
*stream stage mass exchange 
STAGE_MASS_RLUT(J,P,KR)$(RLUT(J,P) AND SUM(R,RMATCH(J,R,P,KR))).. 
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L(J+1,P)*(CRLUT(J,P,KR)-CRLUT(J,P,KR+1)) =E= SUM(R$RMATCH(J,R,P,KR), 
RM(J,R,P,KR)); 
STAGE_MASS_REG(R,P,KR)$(REG(R,P) AND SUM(J$RLUT(J,P),RMATCH(J,R,P,KR))).. 
FlowREG(R,P)*(CREG(R,P,KR)-CREG(R,P,KR+1)) =E= SUM(J$(RMATCH(J,R,P,KR) and 
RLUT(J,P)), RM(J,R,P,KR)); 
*=================================================================== 
*monotonic decrease of composition 
MONOT_RLUT(J,P,KR)$(RLUT(J,P) AND RST(P,KR) AND RA_RLUT(J,P,KR)).. 
CRLUT(J,P,KR) =G= CRLUT(J,P,KR+1); 
MONOT_REG(R,P,KR)$(REG(R,P) AND RST(P,KR) AND RA_REG(R,P,KR)).. CREG(R,P,KR) 
=G= CREG(R,P,KR+1); 
*=================================================================== 
*Logical constraint - Restrict amount of mass exchanged in a match to lesser of the mass 
loads of R and L in the match. 
LOG_M_RLUT_REG(J,R,P,KR)$(RLUT(J,P) AND REG(R,P) AND 
RMATCH(J,R,P,KR))..RM(J,R,P,KR) =L= MIN(L(J+1,P)*(RICHMSA(J,P,'CIN')-
RICHMSA(J,P,'COUT')),FlowREG(R,P)*(ZEAN(R,P,'COUT')-ZEAN(R,P,'CIN')))*RY(J,R,KR); 
*=================================================================== 
*Calculation of exchanger driving forces 
LOG_DC_RLUT_REG_RS(J,R,P,KR)$(RLUT(J,P) AND REG(R,P) AND 
RMATCH(J,R,P,KR))..DR(J,R,P,KR ) =L= CRLUT(J,P,KR) - CREG(R,P,KR) + 
ROMEGA(J,R,P)*(1-RY(J,R,KR)); 
LOG_DC_RLUT_REG_RS1(J,R,P,KR)$(RLUT(J,P) AND REG(R,P) AND 
RMATCH(J,R,P,KR))..DR(J,R,P,KR ) =G= CRLUT(J,P,KR) - CREG(R,P,KR) - 
ROMEGA(J,R,P)*(1-RY(J,R,KR)); 
LOG_DC_RLUT_REG_LS(J,R,P,KR)$(RLUT(J,P) AND REG(R,P) AND 
RMATCH(J,R,P,KR))..DR(J,R,P,KR+1) =L= CRLUT(J,P,KR+1) - CREG(R,P,KR+1) + 
ROMEGA(J,R,P)*(1-RY(J,R,KR)); 
LOG_DC_RLUT_REG_LS1(J,R,P,KR)$(RLUT(J,P) AND REG(R,P) AND 
RMATCH(J,R,P,KR))..DR(J,R,P,KR+1) =G= CRLUT(J,P,KR+1) - CREG(R,P,KR+1) - 
ROMEGA(J,R,P)*(1-RY(J,R,KR)); 
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*=================================================================== 
*Equations for HEN 
*assignment of stream inlet temperatures 
thot_in(ih,P,kh)$(hps(ih,P) and temp_in_hot(ih,P,kh)).. 
  th(ih,P,kh) =e= hots(ih,P,'tin'); 
tcold_in(jc,P,kh)$(cps(jc,P) and temp_in_cold(jc,P,kh)).. 
  tc(jc,P,kh) =e= colds(jc,P,'tin'); 
TOTAL_HEAT_HOT(Ih,P)$(HPS(Ih,P))..  (HOTS(Ih,P,'F'))*(HOTS(Ih,P,'TIN')-
HOTS(Ih,P,'TOUT')) =e= 
                              SUM((Jc,Kh)$(matchh (ih,jc,P,kh)), Q(Ih,Jc,P,Kh)); 
TOTAL_HEAT_COLD(Jc,P)$(CPS(Jc,P)).. (COLDS(Jc,P,'F'))*(COLDS(Jc,P,'TOUT')-
COLDS(Jc,P,'TIN')) =e= 
                              SUM((Ih,Kh)$(matchh (ih,jc,P,kh)), Q(Ih,Jc,P,Kh)); 
*stream stage heat exchange 
STAGE_HEAT_HOT(Ih,P,Kh)$(HPS(Ih,P) AND SUM(Jc,matchh (ih,jc,P,kh))).. 
(HOTS(Ih,P,'F'))*(TH(Ih,P,Kh)-TH(Ih,P,Kh+1)) =e= SUM(Jc$matchh (ih,jc,P,kh), 
Q(Ih,Jc,P,Kh)); 
STAGE_HEAT_COLD(Jc,P,Kh)$(CPS(Jc,P) AND SUM(Ih,matchh (ih,jc,P,kh))).. 
(COLDS(Jc,P,'F'))*(TC(Jc,P,Kh)-TC(Jc,P,Kh+1)) =e= SUM(Ih$matchh (ih,jc,P,kh), 
Q(Ih,Jc,P,Kh)); 
*monotocity of temperature 
MONOT_HOT(Ih,P,Kh)$(HPS(Ih,P) AND STh(P,kh) AND A_HPS(Ih,P,Kh)).. TH(Ih,P,Kh) 
=G= TH(Ih,P,Kh+1); 
MONOT_COLD(Jc,P,Kh)$(CPS(Jc,P) AND STh(P,kh) AND A_CPS(Jc,P,Kh)).. TC(Jc,P,Kh) 
=G= TC(Jc,P,Kh+1); 
LOG_Q_HPS_CPS(Ih,Jc,P,Kh)$(HPS(Ih,P) AND CPS(Jc,P) AND matchh (ih,jc,P,kh)).. 
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Q(Ih,Jc,P,Kh) =L= MIN((HOTS(Ih,P,'F'))*(HOTS(Ih,P,'TIN')-
HOTS(Ih,P,'TOUT')),((COLDS(Jc,P,'F'))*(COLDS(Jc,P,'TOUT')-
COLDS(Jc,P,'TIN'))))*Yh(Ih,Jc,Kh); 
LOG_Q_HPS_CUT(Ih,Jc,P,Kh)$(HPS(Ih,P) AND CUT(Jc,P) AND matchh (ih,jc,P,kh)).. 
Q(Ih,Jc,P,Kh) =L= ((HOTS(Ih,P,'F'))*(HOTS(Ih,P,'TIN')-HOTS(Ih,P,'TOUT')))*Yh(Ih,Jc,Kh); 
LOG_Q_HUT_CPS(Ih,Jc,P,Kh)$(HUT(Ih,P) AND CPS(Jc,P) AND matchh (ih,jc,P,kh)).. 
Q(Ih,Jc,P,Kh) =L= ((COLDS(Jc,P,'F'))*(COLDS(Jc,P,'TOUT')-
COLDS(Jc,P,'TIN')))*Yh(Ih,Jc,Kh); 
LOG_DT_HPS_CPS_HS(Ih,Jc,P,Kh)$(HPS(Ih,P) AND CPS(Jc,P) AND matchh 
(ih,jc,P,kh))..DT(Ih,Jc,P,Kh) =L= TH(Ih,P,Kh) - TC(Jc,P,Kh) + GAMMA(Ih,Jc,P)*(1-
Yh(Ih,Jc,Kh)); 
LOG_DT_HPS_CPS_CS(Ih,Jc,P,Kh)$(HPS(Ih,P) AND CPS(Jc,P) AND matchh 
(ih,jc,P,kh))..DT(Ih,Jc,P,Kh+1) =L= TH(Ih,P,Kh+1) - TC(Jc,P,Kh+1) + GAMMA(Ih,Jc,P)*(1-
Yh(Ih,Jc,Kh)); 
LOG_DT_HPS_CUT_HS(Ih,Jc,P,Kh)$(HPS(Ih,P) AND CUT(Jc,P) AND matchh 
(ih,jc,P,kh))..DT(Ih,Jc,P,Kh)$(HPS(Ih,P) AND CUT(Jc,P) AND matchh (ih,jc,P,kh)) =L= 
(TH(Ih,P,Kh) - COLDS(Jc,P,'TOUT')) + GAMMA(Ih,Jc,P)*(1-Yh(Ih,Jc,Kh)); 
LOG_DT_HPS_CUT_CS(Ih,Jc,P,Kh)$(HPS(Ih,P) AND CUT(Jc,P) AND matchh 
(ih,jc,P,kh))..DT(Ih,Jc,P,Kh+1)$(HPS(Ih,P) AND CUT(Jc,P) AND matchh (ih,jc,P,kh)) =L= 
(TH(Ih,P,Kh+1) - COLDS(Jc,P,'TIN')) + GAMMA(Ih,Jc,P)*(1-Yh(Ih,Jc,Kh)); 
LOG_DT_HUT_CPS_HS(Ih,Jc,P,Kh)$(HUT(Ih,P) AND CPS(Jc,P) AND matchh 
(ih,jc,P,kh))..DT(Ih,Jc,P,Kh)$(HUT(Ih,P) AND CPS(Jc,P) AND matchh (ih,jc,P,kh)) =L= 
(HOTS(Ih,P,'TIN') - TC(Jc,P,Kh)) + GAMMA(Ih,Jc,P)*(1-Yh(Ih,Jc,Kh)); 
LOG_DT_HUT_CPS_CS(Ih,Jc,P,Kh)$(HUT(Ih,P) AND CPS(Jc,P) AND matchh 
(ih,jc,P,kh))..DT(Ih,Jc,P,Kh+1)$(HUT(Ih,P) AND CPS(Jc,P) AND matchh (ih,jc,P,kh)) 
=L=(HOTS(Ih,P,'TOUT') - TC(Jc,P,Kh+1)) + GAMMA(Ih,Jc,P)*(1-Yh(Ih,Jc,Kh)); 
AX1(ih,Jc,P,kh)$(matchh (ih,jc,P,kh)).. 
AX(ih,Jc,kh)=g=(Q(ih,Jc,P,kh)*(1/HOTS(ih,P,'H')+1/COLDS(Jc,P,'H'))/ 
(((1e-6)**3+((2/3)*(DT(Ih,Jc,P,Kh)*DT(Ih,Jc,P,Kh+1))**0.5)+(1/3*(DT(Ih,Jc,P,Kh)+ 
DT(Ih,Jc,P,Kh+1))*0.5))+1E-6)+1E-6); 
*=================================================================== 
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MXR1(J,R,P,KR)$(RMATCH(J,R,P,KR) AND RLUT(J,P)).. 
MXR(J,R,KR)=g=(RM(J,R,P,KR)*(1/KW)/((((1e-6)**3+ 
(DR(J,R,P,KR)*DR(J,R,P,KR+1))*((DR(J,R,P,KR)+ 
DR(J,R,P,KR+1))*0.5))**0.3333)+1E-6)+1E-6); 
*=================================================================== 
*Solar Equations 
SOLAR_HEAT_1(Ih,Jc,P,Kh)$(HPS(ih,P) and MATCHH('1',Jc,'1',Kh)).. 
AREA_SOLAR_1('1',Jc,Kh)=G= 
(Q('1',Jc,'1',Kh)/((effmax*GHI('1'))-
((SCONST1)*(((HOTS('1','1','TIN')+HOTS('1','1','TOUT'))/2)-(TAMB('1'))))-
((SCONST2)*((((HOTS('1','1','TIN')+HOTS('1','1','TOUT'))/2)-(TAMB('1')))**2)))); 
SOLAR_HEAT_2(Ih,Jc,P,Kh)$(HPS(ih,P) and MATCHH('1',Jc,'1',Kh) ).. 
AREA_SOLAR_2('1',Jc,Kh)=G= 
(Q('1',Jc,'1',Kh)/((effmax*GHI('1'))-
((SCONST1)*(((HOTS('1','1','TIN')+HOTS('1','1','TOUT'))/2)-(TAMB('1'))))-
((SCONST2)*((((HOTS('1','1','TIN')+HOTS('1','1','TOUT'))/2)-(TAMB('1')))**2)))); 
SIZE_STORAGETANK_2(Ih,Jc,p,Kh)$(HPS(IH,P) and MATCHH('1',Jc,'2',Kh)).. 
SIZE_TANK_2('1',Jc,Kh)=G= 
(DOP('2')*3600*(Q('1',Jc,'2',Kh)/((CP('1','2')*RHO('1','2'))*(HOTS('1','2','TIN')-
HOTS('1','2','TOUT'))))); 
*=================================================================== 
*Objective function 
 OBJECTIVE.. 
*MENS capital cost equations 
TAC =E= (AF*(SUM((I,J,K),Y(I,J,K)) 
+4552*(SUM((I,J,K)$(MATCH(I,J,'1',K)),((((((DC2(I,J,'1',K))**0.3333) 
+((DC3(I,J,'1',K))**0.3333))/((DC(I,J,'1',K)**0.3333) 
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+(DC(I,J,'1',K+1)**0.3333)))**(1/(0.3333))))))) 
+0*(SUM((I,J,K)$(MATCH(I,J,'2',K)),((((((DC2(I,J,'2',K))**0.3333) 
+((DC3(I,J,'2',K))**0.3333))/((DC(I,J,'2',K)**0.3333) 
+(DC(I,J,'2',K+1)**0.3333)))**(1/(0.3333))))))) 
 
*REG capital cost equations 
+(AF*(SUM((J,R,KR),RY(J,R,KR)) 
+ACH*SUM((J,R,KR),MXR(J,R,KR)**D))) 
 
*tolerances to ensure that model converges 
+W*(SUM((I,J,K),PNHC(I,J,K)+SNHC(I,J,K))) 
 
*tolerances to ensure that model converges for regeneration network. 
+W*(SUM((J,R,KR),RPNHC(J,R,KR)+RSNHC(J,R,KR))) 
 
*Flowrate of regenerating stream multiplied by cost per unit of regenerating stream 
+SUM((P),(DOP(P)/NOP)*FlowREG('1',P)*AZ('1',P)) 
+SUM((P),(DOP(P)/NOP)*FlowREG('2',P)*(212544*0.0022058)) 
 
*Flowrate of MSAs stream multiplied by cost per unit of MSA stream 
+SUM((P),(DOP(P)/NOP)*SUM((J),L(J,P)*AC(J,P))) 
 
*TAC of HEN 
+AF*((CF*(SUM((Ih,Jc,Kh),Yh(Ih,Jc,Kh))))+ 
         (AChens*((SUM((Ih,Jc,kh),(AX(ih,Jc,kh))))))) 
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        +SUM((P),(DOP(P)/NOP)* SUM((Ih,Jc,Kh),COLDS(Jc,p,'COST')*Q(Ih,Jc,p,Kh))) 
        +SUM((P),(DOP(P)/NOP)*SUM((Ih,Jc,Kh),HOTS(Ih,p,'COST')*Q(Ih,Jc,p,Kh))) 
 
*Solar panel costing equations 
+(AF2*((solarareacost*(SUM((IH,JC,kH),(AREA_SOLAR_1(IH,JC,KH)))))+ 
(solarareacost*(SUM((IH,JC,kH),(AREA_SOLAR_2(IH,JC,KH))))) 
+(storagetankcost*(SUM((IH,JC,kH),(SIZE_TANK_2(IH,JC,KH))))))) ; 
 
EI_OBJ..  EII*1000=E=8000*3.600*(SUM((P),(DOP(P)/NOP)*SUM((Ih,Jc,Kh)$(HUT(Ih,P) 
AND CPS(Jc,P) AND MATCHh(Ih,Jc,P,Kh)),HOTS(Ih,P,'EI')*Q(Ih,Jc,P,Kh)))) 
         +SUM((P),(DOP(P)/NOP)*SUM((Ih,Jc,Kh)$(CUT(Jc,P) AND HPS(Ih,P) AND 
MATCHh(Ih,Jc,P,Kh)),COLDS(Jc,P,'EI')*Q(Ih,Jc,P,Kh))); 
 
*Dual objective function 
Dual_objective..Dual=e= (0.5*(TAC/BEST('TAC')))+((0.5)*(EII/BEST('EII'))); 
*=================================================================== 
MODEL EXAMPLE1 /ALL/; 
*=================================================================== 
*INITIALISATIONS 
*Initialisation for exchanger approach composition between RPS(I) AND LPS(J) 
DC.L(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))=RICH(I,P,'CIN')-
LEAN(J,P,'CIN') ; 
DC.L(I,J,P,K+1)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))=RICH(I,P,'CIN')-
LEAN(J,P,'CIN'); 
DC.LO(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))=EMAC; 
DC.LO(I,J,P,K+1)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))=EMAC; 
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DC.UP(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))=10; 
DC.UP(I,J,P,K+1)$(RPS(I,P) AND LPS(J,P) AND MATCH(I,J,P,K))=10; 
 
*Initialisation for exchanger approach composition between RPS(I) AND LPS(J) 
DR.L(J,R,P,KR)$(RLUT(J,P) AND REG(R,P) AND RMATCH(J,R,P,KR))=RICHMSA(J,P,'CIN')-
ZEAN(R,P,'CIN') ; 
DR.L(J,R,P,KR+1)$(RLUT(J,P) AND REG(R,P) AND 
RMATCH(J,R,P,KR))=RICHMSA(J,P,'CIN')-ZEAN(R,P,'CIN'); 
DR.LO(J,R,P,KR)$(RLUT(J,P) AND REG(R,P) AND RMATCH(J,R,P,KR))=REMAC; 
DR.LO(J,R,P,KR+1)$(RLUT(J,P) AND REG(R,P) AND RMATCH(J,R,P,KR))=REMAC; 
DR.UP(J,R,P,KR)$(RLUT(J,P) AND REG(R,P) AND RMATCH(J,R,P,KR))=10; 
DR.UP(J,R,P,KR+1)$(RLUT(J,P) AND REG(R,P) AND RMATCH(J,R,P,KR))=10; 
 
L.L('1',P)=1;  L.LO('1',P)=.1;  L.UP('1',P)=2.3; 
L.L('2',P)=1;  L.LO('2',P)=.1;  L.UP('2',P)=100; 
L.L('3',P)=1;  L.LO('3',P)=1;  L.UP('3',P)=100; 
 
FlowREG.L('1',P)=1;  FlowREG.LO('1',P)=1;  FlowREG.UP('1',P)=2000; 
FlowREG.L('2',P)=.1;  FlowREG.LO('2',P)=.01;  FlowREG.UP('2',P)=2000; 
 
*Initialisations for M(I,J,K) between RPS(I) and LPS(J) 
M.L(I,J,P,K)$(RPS(I,P) AND MATCH(I,J,P,K))=(RICH(I,P,'F')*(RICH(I,P,'CIN')-
RICH(I,P,'COUT'))); 
M.L(I,J,P,K)$(RPS(I,P) AND MATCH(I,J,P,K))=MIN(RICH(I,P,'F')*(RICH(I,P,'CIN')-
RICH(I,P,'COUT')),L.L(J,P)*(LEAN(J,P,'COUT')-LEAN(J,P,'CIN'))); 
M.UP(I,J,P,K)$(RPS(I,P) AND LPS(J,P) AND 
MATCH(I,J,P,K))=MIN(RICH(I,P,'F')*(RICH(I,P,'CIN')-
RICH(I,P,'COUT')),L.L(J,P)*(LEAN(J,P,'COUT')-LEAN(J,P,'CIN'))); 
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M.UP(I,J,P,K)$(RPS(I,P) AND MATCH(I,J,P,K)) = RICH(I,P,'F')*(RICH(I,P,'CIN')-
RICH(I,P,'COUT')); 
 
*Initialisations for M(I,J,K) between RPS(I) and LPS(J) 
RM.L(J,R,P,KR)$(RLUT(J,P) AND RMATCH(J,R,P,KR))=(L.L(J+1,P)*(RICHMSA(J,P,'CIN')-
RICHMSA(J,P,'COUT'))); 
RM.L(J,R,P,KR)$(RLUT(J,P) AND 
RMATCH(J,R,P,KR))=MIN(L.L(J+1,P)*(RICHMSA(J,P,'CIN')-
RICHMSA(J,P,'COUT')),FlowREG.L(R,P)*(ZEAN(R,P,'COUT')-ZEAN(R,P,'CIN'))); 
RM.UP(J,R,P,KR)$(RLUT(J,P) AND REG(R,P) AND 
RMATCH(J,R,P,KR))=MIN(L.L(J+1,P)*(RICHMSA(J,P,'CIN')-
RICHMSA(J,P,'COUT')),FlowREG.L(R,P)*(ZEAN(R,P,'COUT')-ZEAN(R,P,'CIN'))); 
RM.UP(J,R,P,KR)$(RLUT(J,P) AND RMATCH(J,R,P,KR)) = L.L(J+1,P)*(RICHMSA(J,P,'CIN')-
RICHMSA(J,P,'COUT')); 
 
*Intialisations and bounds for intermediate compositions 
CR.L(I,P,K)$(A_RPS(I,P,K))=RICH(I,P,'COUT'); 
CL.L(J,P,K)$(A_LPS(J,P,K) AND COMP_IN_LEAN(J,P,K))=LEAN(J,P,'CIN'); 
CR.LO(I,P,K)$(A_RPS(I,P,K) AND LAST(P,K))=RICH(I,P,'COUT'); 
CR.UP(I,P,K)$(A_RPS(I,P,K) AND COMP_IN_RICH(I,P,K))=RICH(I,P,'CIN'); 
 
CL.LO(J,P,K)$(A_LPS(J,P,K) AND COMP_IN_LEAN(J,P,K))=LEAN(J,P,'CIN'); 
CL.UP(J,P,K)$(A_LPS(J,P,K) AND COMP_OUT_LEAN(J,P,K))=LEAN(J,P,'COUT'); 
 
*Initialization of inlet anda outlet composition of Regeneration network 
CRLUT.L(J,P,KR)$(RA_RLUT(J,P,KR))=RICHMSA(J,P,'COUT'); 
CREG.L(R,P,KR)$(RA_REG(R,P,KR) AND RCOMP_IN_REG(R,P,KR))=ZEAN(R,P,'CIN'); 
CRLUT.LO(J,P,KR)$(RA_RLUT(J,P,KR) AND RLAST(P,KR))=RICHMSA(J,P,'COUT'); 
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CRLUT.UP(J,P,KR)$(RA_RLUT(J,P,KR) AND 
RCOMP_IN_RLUT(J,P,KR))=RICHMSA(J,P,'CIN'); 
CREG.LO(R,P,KR)$(RA_REG(R,P,KR) AND RCOMP_IN_REG(R,P,KR))=ZEAN(R,P,'CIN'); 
CREG.UP(R,P,KR)$(RA_REG(R,P,KR) AND 
RCOMP_OUT_REG(R,P,KR))=ZEAN(R,P,'COUT'); 
 
*initialization for HEN 
DT.L(Ih,Jc,P,Kh)$(HPS(Ih,P) AND CPS(Jc,P) AND matchh (ih,jc,P,kh))=HOTS(Ih,P,'TIN')-
COLDS(Jc,P,'TIN') ; 
DT.L(Ih,Jc,P,Kh+1)$(HPS(Ih,P) AND CPS(Jc,P) AND matchh 
(ih,jc,P,kh))=HOTS(Ih,P,'TIN')-COLDS(Jc,P,'TIN'); 
DT.LO(Ih,Jc,P,Kh)$(HPS(Ih,P) AND CPS(Jc,P) AND matchh (ih,jc,P,kh))=EMAT; 
DT.LO(Ih,Jc,P,Kh+1)$(HPS(Ih,P) AND CPS(Jc,P) AND matchh (ih,jc,P,kh))=EMAT; 
DT.UP(Ih,Jc,P,Kh)$(HPS(Ih,P) AND CPS(Jc,P) AND matchh (ih,jc,P,kh))=500; 
DT.UP(Ih,Jc,P,Kh+1)$(HPS(Ih,P) AND CPS(Jc,P) AND matchh (ih,jc,P,kh))=500; 
 
*Initialisation for exchanger approach temperatures between HPS(I) AND CUT(J) 
DT.L(Ih,Jc,P,Kh)$(HPS(Ih,P) AND CUT(Jc,P) AND matchh (ih,jc,P,kh))=HOTS(Ih,P,'TIN')-
COLDS(Jc,P,'TIN'); 
DT.L(Ih,Jc,P,Kh+1)$(HPS(Ih,P) AND CUT(Jc,P) AND matchh 
(ih,jc,P,kh))=HOTS(Ih,P,'TIN')-COLDS(Jc,P,'TIN'); 
DT.LO(Ih,Jc,P,Kh)$(HPS(Ih,P) AND CUT(Jc,P) AND matchh (ih,jc,P,kh))=EMAT; 
DT.LO(Ih,Jc,P,Kh+1)$(HPS(Ih,P) AND CUT(Jc,P) AND matchh (ih,jc,P,kh))=EMAT; 
DT.UP(Ih,Jc,P,Kh)$(HPS(Ih,P) AND CUT(Jc,P) AND matchh (ih,jc,P,kh))=500; 
DT.UP(Ih,Jc,P,Kh+1)$(HPS(Ih,P) AND CUT(Jc,P) AND matchh (ih,jc,P,kh))=500; 
 
*Initialisation for exchanger approach temperatures between HUT(I) AND CPS(J) 
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DT.L(Ih,Jc,P,Kh)$(HUT(Ih,P) AND CPS(Jc,P) AND matchh (ih,jc,P,kh))=HOTS(Ih,P,'TIN')-
COLDS(Jc,P,'TIN'); 
DT.L(Ih,Jc,P,Kh+1)$(HUT(Ih,P) AND CPS(Jc,P) AND matchh 
(ih,jc,P,kh))=HOTS(Ih,P,'TIN')-COLDS(Jc,P,'TIN'); 
DT.LO(Ih,Jc,P,Kh)$(HUT(Ih,P) AND CPS(Jc,P) AND matchh (ih,jc,P,kh))=EMAT; 
DT.LO(Ih,Jc,P,Kh+1)$(HUT(Ih,P) AND CPS(Jc,P) AND matchh (ih,jc,P,kh))=EMAT; 
DT.UP(Ih,Jc,P,Kh)$(HUT(Ih,P) AND CPS(Jc,P) AND matchh (ih,jc,P,kh))=500; 
DT.UP(Ih,Jc,P,Kh+1)$(HUT(Ih,P) AND CPS(Jc,P) AND matchh (ih,jc,P,kh))=500; 
 
*Initialisations for Q(I,J,K) between HPS(I) and CPS(J) 
Q.L(Ih,Jc,P,Kh)$(HPS(Ih,P) AND CPS(Jc,P) AND matchh 
(ih,jc,P,kh))=MIN((HOTS(Ih,P,'F')) *(HOTS(Ih,P,'TIN')-
HOTS(Ih,P,'TOUT')),((COLDS(Jc,P,'F')) *(COLDS(Jc,P,'TOUT')-COLDS(Jc,P,'TIN')))); 
Q.L(Ih,Jc,P,Kh)$(HPS(Ih,P) AND CUT(Jc,P) AND matchh (ih,jc,P,kh)) = 
((HOTS(Ih,P,'F'))*(HOTS(Ih,P,'TIN')-HOTS(Ih,P,'TOUT'))); 
Q.L(Ih,Jc,P,Kh)$(HUT(Ih,P) AND CPS(Jc,P) AND matchh (ih,jc,P,kh))= 
((COLDS(Jc,P,'F'))*(COLDS(Jc,P,'TOUT')-COLDS(Jc,P,'TIN'))); 
 
Q.UP(Ih,Jc,P,Kh)$(HPS(Ih,P) AND CPS(Jc,P) AND matchh 
(ih,jc,P,kh))=MIN((HOTS(Ih,P,'F'))*(HOTS(Ih,P,'TIN')-
HOTS(Ih,P,'TOUT')),((COLDS(Jc,P,'F')) *(COLDS(Jc,P,'TOUT')-COLDS(Jc,P,'TIN')))); 
Q.UP(Ih,Jc,P,Kh)$(HPS(Ih,P) AND CUT(Jc,P) AND matchh (ih,jc,P,kh)) = 
((HOTS(Ih,P,'F'))*(HOTS(Ih,P,'TIN')-HOTS(Ih,P,'TOUT'))); 
Q.UP(Ih,Jc,P,Kh)$(HUT(Ih,P) AND CPS(Jc,P) AND matchh (ih,jc,P,kh))= 
((COLDS(Jc,P,'F'))*(COLDS(Jc,P,'TOUT')-COLDS(Jc,P,'TIN'))); 
 
*Intialisations and bounds for intermediate temperatures 
TH.L(Ih,P,Kh)$(firsth(P,kh))=HOTS(Ih,P,'TIN'); 
TC.L(Jc,P,Kh)$(lasth(P,kh))=COLDS(Jc,P,'TIN'); 
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TH.LO(Ih,P,Kh)$(lasth(P,kh))=HOTS(Ih,P,'TOUT'); 
TH.UP(Ih,P,Kh)$(firsth(P,kh))=HOTS(Ih,P,'TIN'); 
 
TC.LO(Jc,P,Kh)$(lasth(P,kh))=COLDS(Jc,P,'TIN'); 
TC.UP(Jc,P,Kh)$(firsth(P,kh))=COLDS(Jc,P,'TOUT'); 
*=================================================================== 
EXAMPLE1.optfile=1; 
OPTION DOMLIM =1000000; 
OPTION ITERLIM =20000000; 
SOLVE EXAMPLE1 USING MINLP MINIMIZING TAC; 
SOLVE EXAMPLE1 USING MINLP MINIMIZING EII; 
SOLVE EXAMPLE1 USING MINLP MINIMIZING DUAL;
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