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Classification of ground vehicles based on acoustic signals can be employed effectively
in battlefield surveillance, traffic control, border monitoring, and many other applications.
Classification of multiple dynamic targets based on time varying continuous signals in
WSNs is a big challenge. In this project, we tackle the problem of estimation of the number
and types of multiple moving ground vehicles, that are passing through a region monitored
by a wireless sensor network. This work is divided into three parts, the first is the feature
extraction from the vehicle sounds where various feature extraction techniques for vehicle
acoustic signal are evaluated based on different criteria. In the second part, Hidden Markov
Model (HMM) is utilized as a framework for classification based on multiple hypotheses
testing with maximum likelihood approach. The states in the HMM represent various combinations of vehicles of different types. With a sequence of observations, Viterbi algorithm
is used at each sensor node to estimate the most likely sequence of states. This enables efficient local estimation of the number of vehicles for each vehicle type. In the third part, a
collaborative fuzzy dynamic weighted majority voting (CFDWMV) algorithm is developed
to fuse all of the local decisions and make a final decision on number of vehicles for each
type.

The weight of each local decision is calculated by a fuzzy inference system based on the
acoustic observation signal-to-noise ratio (SNR) as well as wireless communication SNR.
Thus, the CFDWMV algorithm utilizes the spatial correlation between the observations of
the sensor nodes. While HMM utilizes the temporal correlation and reduce the complexity
of the optimal classification algorithm.
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CHAPTER 1
INTRODUCTION

Targets detection, classification, and tracking are the main tasks of wireless sensors
networks. Target detection or classification is the act of distributing targets into classes or
categories of the same type. Multiple moving target classification is a real challenge [74].
This challenge is caused by the dynamicity and mobility of targets, and the combination of
the time varying stochastic signals. The dynamicity of the targets refers to the evolution of
the number of targets overtime. Furthermore, in wireless sensor networks (WSNs), limited
observations, power, computational and communication constraints within and between the
sensor nodes make it a more challenging problem. WSNs consist of a large number of sensor nodes that are densely deployed, self-organized, and cover a certain area. Sensor nodes
are automatically organized to bridge the gab between physical and digital world by processing, and communicating information of the network area as in Fig. 1.1. Mainly WSNs
are networks of stationary sensor nodes that spread across a geographical area, where sensor nodes have a restricted computation capability, memory, wireless communication, and
power supply which is generally a battery which makes power the most significant constraints in WSNs. In general the objectives of WSNs are to monitor, control, and track
certain targets [99]. Data processing in WSNs could be on the node itself, distributed over
the network, or at the gateway node. Though sensor nodes have limited resources and capabilities, complex jobs may be performed via network cooperation [21]. Data transmission
power consumption is greater than power consumption of data processing. This motivates
1

us to consider decentralized data processing algorithm more than centralized ones. The
general goal of this research is to develop an intelligent distributed signal processing techniques that utilize the network to achieve the optimal classification and detection rates. This
chapter presents an introduction and the main objectives of the research. The remainder of
this dissertation is organized as follows:
In chapter 2 different signal processing algorithms and techniques that are used in detection and classification of ground moving vehicles in wireless sensor networks are surveyed.
Feature extraction techniques and classifiers are discussed for single and multiple vehicles
based on acoustic signals. Multiple vehicles classification problem and different solutions
that are presented in the literature are also discussed in the same chapter. Chapter 2 categorizes the corresponding literature to four main parts: feature extraction, and classifier
design and selection, collaboration techniques, and features models of acoustic signals for
single and multiple vehicles.
Chapter 3 investigates two feature extraction methods for vehicle acoustic signature. The
first one is based on spectrum distribution and the second one is based on wavelet packet
transform. These two methods are evaluated using metrics such as separability ratio and the
correct classification rate. The correct classification rate not only depends on the feature
extraction method but also on the type of the classifier. This drives us to evaluate the performance of different classifiers, such Af-nearest neighbor algorithm (KNN), and support
vector machine (SVM).
In chapter 4 Hidden Markov Model (HMM) is used to model the multiple-vehicle classification problem. HMM is used as a framework for classification of multiple ground vehicles
2

based on multiple hypotheses testing with maximum likelihood approach. The states in the
HMM represent various combinations of vehicles of different types. With a sequence of
observations, Viterbi algorithm is used at each sensor node to estimate the most likely sequence of states. This enables efficient local estimation of the number of each vehicle type.
Chapter 5 presents a heuristic to enhance cooperative detection of moving targets within
a region that is monitored by a wireless sensor network. This heuristic is based on fuzzy
dynamic weighted majority voting decision fusion. It fuses all the local decisions of the
neighboring sensor nodes and determines the number and types of the moving vehicles. A
fuzzy inference system weighs each local decision based on the signal to noise ratio of the
acoustic signal for target detection and the signal to noise ratio of the radio signal for sensor communication. The spatial correlation among the observations of neighboring sensor
nodes is efficiently utilized. In addition, a finite state machine is proposed to reduce the
detection false alarm and to estimate the best time at which the cluster decisions should be
reported to the sink or gateway.
Chapter 6 concludes the overall work and presents the major contributions of this project.
Research directions and future works are also discussed in chapter 6.
1.1

Research Objectives
The goal of this research is to develop an efficient algorithm to classify multiple dy-

namic ground vehicles using wireless sensor networks based on measured acoustic signals.
Toward this goal, the following research objectives are to be achieved:

1. To extract the features that characterize and distinguish each class ( Vehicle's type)

3

Figure 1.1

Two Distinct Vehicles Passing an Area Monitored by a WSN.

from other classes.
2. To select and design the best local classifier that fits such problem, and to utilize the
temporal correlation between observations.
3. To develop a decision fusion algorithm that utilizes the spatial correlation between
the observations of the neighboring sensor nodes.
Chapters 3, 4 and 5 detail the first, the second, and the third objectives, respectively.

4

CHAPTER 2
DETECTION AND CLASSIFICATION IN WIRELESS SENSOR NETWORKS
2.1

Introduction
Wireless sensor network (WSN) is a network of spatially-distributed, densely-deployed,

and self-organized sensor nodes, where a sensor node is a platform with sensing, computation and communication capabilities. Usually sensor nodes are battery powered, which
makes power the most critical constraint in WSNs. WSN is an emerging technology
because of the advances in following technologies: Micro-Electro-Mechanical Systems
(MEMS), Microprocessors, wireless communication and power supply. New technologies
provide cheap small accurate: sensors, processors, wireless transceivers, and long-life batteries. Sensor node is the integration of all of these technologies in a small board, like
the ones in Fig. 2.1 part (b), it is called mote. Fig. 2.1 part (a) shows the basic architecture of the mote. All of the above motivate researchers and practitioners to design, deploy
and implement networks of these sensor nodes in many applications. WSN has the following characteristics: concern is about the data but not about the sensor node itself, low
cost, constrained power supply, static network, topology may change because of sensor
node or link failure, sensor nodes are prone to destruction and failure, dense deployment,
self-organization, and spatial distribution. WSN is used in many remote sensing and data
aggregation applications [76, 4]. Detection, classification, and tracking are the signal processing functions of the wireless sensor networks [88]. WSNs increase the covered area,
redundancy of the sensors, and decision makers, which improves the performance and re-
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liability of the decision making.
To understand the work, design and operation of the WSNs see Refs. [7,109]. Refs. [7,
1] categorize the applications and describe the implementation of the WSNs. A survey of
the architecture and sensor nodes deployment in WSNs is presented in Ref. [31]. WSN is a
cost efficient technology. However, it has some constraints. Limited energy, limited bandwidth, and limited computational power are the main constraints of WSNs [34]. Therefore,
to implement any digital signal processing algorithm it needs to be an intelligent signal
processing and decision making algorithm with the following requirements: power efficiency, robustness, and scalability. Vehicle detection and classification in wireless sensor
network is the process of decision making of the existence and the type of the vehicles
that are crossing through a region that is monitored by a WSN. In WSNs, observed data
could be processed at the sensor node itself, distributed over the network, or at the gateway
nodes. WSNs can be utilized for distributed digital signal processing [10, 17, 30]. Research in detection and classification in wireless sensor networks can be divided into two

6

areas: hardware area (platforms, sensors), and software area (signal processing algorithms,
collaboration, and networking techniques) [61]. Different signal processing algorithms
and techniques that are used in detection and classification of ground moving vehicles in
wireless sensor networks are surveyed in this chapter. Feature extraction techniques and
classifiers are discussed for single and multiple vehicles based on acoustic signals. Multiple
vehicles classification problem and different solutions that are presented in the literature are
also discussed in this chapter. This chapter divides the corresponding literature into four
main parts: feature extraction, classifier design and selection, collaboration techniques, and
features models of acoustic signals for single and multiple vehicles.
2.2

Vehicle Detection in Wireless Sensor Network
Signal processing in wireless sensor network is mainly divided into the following cate-

gories: detection, classification, localization, and tracking. Detection is the discrimination
of the existence or absence of the target, based on the generated signals from the target.
In this dissertation we are not considering the active sensors. All of the work is based on
passive sensors, where the observed one-dimensional signal is generated by the target but
not by the sensor.
2.2.1

Detection Theory

Detection is also called decision making or hypothesis testing. Hypothesis testing is to
decide which hypothesis fits the best out of a set of hypotheses. In decision making theory,
it is known that as the number of the decision makers increases, the decision accuracy
improves. The essential components of detection process, as in Fig. 2.2, are: mapping the
7
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source signal to the decision space and decision space partitioning according to the decision
rules. Mapping to decision space is the process of mapping the source signal to a point in
the decision space. Based on certain decision rules, the decision space is partitioned into
decision regions, where the number of regions equals the number of hypotheses. The metric
performance of most of the detection algorithm and techniques is to increase the detection
probability or to decrease the false detection [5, 91]. Detection probability is the ratio of
the number of correct detection to the total number of detections. False detection is the
decision that the target is present while in realty it is not present.
2.2.2

One Dimensional Vehicle Detection

Moving ground vehicles affect the environment in different ways. A vehicle emits heat,
sounds, magnetic field, and generates a seismic signal in the ground. There are many approaches that investigate vehicle identification based on different kinds of signals [65, 81].
The most promising approach for vehicle identification is the one that is based on acoustic
signals. Ref. [67] presents different acoustic feature extraction methods, where different au8

Source Signal
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\
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tomatic speech recognition techniques are applied to moving vehicle recognition. Ref. [15]
uses vehicle acoustic signal for traffic monitoring. Ref. [2] studies the acoustic and seismic
signature of heavy military vehicles for detection. In [24] acoustic and magnetic signals
are used for vehicle detection. Ref. [52] discusses the detection and tracking of a target in
distributed sensor network. Issues related to vehicle detection and classification in WSN
are discussed in [85, 63, 12, 11, 70, 69, 13, 56].
2.3

Vehicle Classification in Wireless Sensor Network
Classification is arranging or distributing objects into classes or categories based on

certain features or attributes. Given a set of attributes or features as input the classifier
provides a labeled class as output as in Fig. 2.3.
2.3.1

Feature Extraction

Feature extraction is the most significant phase that proceeds the classification process.
To classify an object, a set of features of that object is used by the classifier. This set
of features are generated from a source signal as in Fig. 2.3. Feature extraction can be
considered as dimensional reduction. Where certain transforms or techniques are used
to select and generate the features that represent the characteristic of the source signal.
9

This set of features is called feature vector. Feature vectors could be generated in time,
frequency, or time\frequency domain.
Frequency-Domain Feature Generation Algorithms
Frequency based feature generation methods, like Fast Fourier Transform (FFT), are
common approaches in vehicle classification [83, 57, 102, 106, 59, 103]. In [57], Fast
Fourier Transform (FFT) and Power Spectral Density (PSD) are used to extract feature
vectors. Similarly in [103], the first 100 of 512 FFT coefficients are averaged by pairs to
get a 50-dimensional FFT-based feature vector with resolution of 19.375 Hz and information for frequencies up to 968.75 Hz. Ref. [59] presents schemes to generate low dimension
feature vectors based on PSD, using an approach that selects the most common frequency
bands of PSD in all the training sets for each class. Ref. [106] proposes an algorithm that
uses the overall shape of the frequency spectrum to extract the feature vector of each class.
Principal component eigenvectors of the covariance matrix of the zero-mean-adjusted samples of spectrum are also used to extract the sound signature as in [102]. Ref. [67] proposes
a probabilistic classifier that is trained on the principal components subspace of the shorttime Fourier transform of the acoustic signature. Some vehicle acoustic signatures have a
pattern of relation between the harmonics amplitude. Harmonics are the peaks of the spectral domain. The relation between the amplitude and the phase of these peaks is used to
form the feature vector. Harmonic Line Association (HLA) feature vector is used in [101],
where the magnitude of the second through 12th harmonic frequency components are considered as the feature vector to be used for vehicle classification. Different algorithms are
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used to estimate the fundamental frequency. In [32], two sets of features are extracted from
the vehicle sound. The first one is based on the harmonic vector. The second one is a key
frequency feature vector. In [87], the number of harmonics is modeled as a function of the
vehicle type. Looking for stable features other than the harmonics relation, Refs. [49, 98]
model the vehicle acoustic signature by a coupled harmonic signal.
Time/Frequency Domain Feature Generation Algorithms
Short Time Fourier Transform (STFT) is used in [104] to transform the overlapped
acoustic Hamming windowed frames to a feature vector. Wavelet preprocessing provides
multi-time-frequency resolution. A wavelet-based acoustic signal analysis of military vehicles is presented in [18, 19]. Discrete Wavelet Transform (DWT) is used in [20] and [43] to
extract features using statistical parameters and energy content of the wavelet coefficients.
Wavelet packet transform has a higher frequency resolution than the DWT [42]. Wavelet
packet transform is also used to extract vehicle acoustic signatures by obtaining the distribution of the energies among blocks of wavelet packet coefficients like in [3, 6, 27]. Ref.
[93] has a proof that wavelet analysis methods is suitable for feature extraction of acoustic
signals.
Time-Domain Feature Generation Algorithms
The computation of feature generation in time domain is usually simple. Ref. [29]
discusses two time-domain feature generation methods. The first method is based on the
energy distribution of the signal, where the energy of a short time window of the source
signal is used to discriminate between classes. The second method is based on counting
11

the number of zero crossings of a signal within a time interval. Time Encoded Signal Processing and Recognition (TESPAR) is a method that is used in speech waveform encoding.
TESPAR is used in [61] to generate features from vehicle acoustic and seismic signals.
TESPAR is based on the duration and shape of the portion of the waveform that is between
two zero crossings.
2.3.2

Learning

Having a number of iV-dimensional feature vectors for each class, a function can be
deduced to partition the iV feature space to number of regions, where each region represents
a class. This process is called supervised learning or classification.
2.3.3

Classifiers

Classifier is the functions or the rules that divide the feature space into regions, where
each region corresponds to a certain class. Having a number of iV-dimensional feature vectors for each class, a function can be deduced to partition the N feature space to number
of regions, where each region represents a class. This process is called supervised learning
or classification. Having a high performance classifier not only depends on the classifier
design, but it also depends on the feature generation and feature selection methods. Most
of the classifier types that have been used in vehicle classification in WSN are mentioned
in this section. X-nearest neighbor algorithm (KNN)

is a simple and accurate method

for classifying objects based on the majority of the closest training examples in the feature space. It is less used in wireless sensor networks because it needs large memory and
high computation. KNN is implemented in the literature as a benchmark to evaluate other
12

classifiers [52, 59, 103, 86, 58].
Bayesian classifier is a probabilistic classifier based on using Bayes' theorem. Maximum likelihood is used to estimate the Bayesian classifier parameters. Each class is assumed to be independent instances of parametric distributed random process. A naive
Bayes classifier is a variation of the Bayesian classifier with assumption of an independent
feature model. Bayesian classifier is used in many research papers with assumption that
each class is a normal distributed random process [103, 100, 36, 52]. Support Vector Machine (SVM)

is widely used as a learning algorithm for classifications and regressions. It

is found that SVM is a good classifier for stochastic signal in WSN [44, 94, 90, 108, 62].
Due to the limitations and constraints of resources, a parametric classifier Gaussian
mixture model (GMM) rather than non-parametric ones is proposed in [45]. In Refs. [45,
51] decision tree is used as a classifier. Ref [27] compared the recognition rate and the
robustness of two classifiers, neural network classifier and maximum likelihood classifier.
Neuro-fuzzy techniques for classification of vehicle acoustic signal are used in [81 ].
2.3.4

Single Target Classification

Single vehicle classification is to label or classify a vehicle to one of the predefined
classes. Classification is based on the feature vector, which is generated from the observed
continuous stochastic signal. This stochastic signal could be acoustic, seismic, electromagnetic, or any other kind of signals. The feature vector is the input of the classifier. The
classifier could be any kind of the classifiers that are mentioned in section 2.3.3. Classifiers could be parametric or non parametric. The parameters of the parametric ones are

13

estimated from a training set. Non parametric classifiers are also trained by a training set.
Single vehicle classification techniques can be used for multiple vehicle classification after sources separation or with the assumption that that the sensor will not observe two or
more vehicles at the same time. This assumption is not realistic, especially in battlefield
scenarios.
2.3.5

Multiple Targets Classification

Many researchers assume that multiple targets could be separated in time and space.
However, in many of the surveillance applications this assumption is not realistic, where
multiple targets can exist in the sensing range of one sensor at the same time. This makes
the sensor observes a combination of signals. The combination of multiple signals can
be modeled as linear, nonlinear, or convoluting combination of the single target signals.
Ref. [64] exploits the classifier that is trained in single target classification to classify a convoy of vehicles. Most of the literature models the multiple targets classification problem as
a Blind Source Separation (BSS) problem. BSS problem has been tackled in the literature
in many ways, such as neural network [72, 16, 80] and Independent Component Analysis
(ICA). ICA is frequently used to separate or extract the source signals [107, 84, 71, 95, 39].
In [14] the source extraction problem in wireless sensor network is studied in two different
sensor network models. Fast fixed-point ICA algorithm is used for source separation. [39]
presents a statistical method based on particle filtering for the multiple vehicle acoustic
signals separation problem in wireless sensor networks. In [73], a recognition system
links BSS algorithm with an acoustic signature recognizer based on missing feature the-
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ory (MFT). The result of the comparison between FastICA, Robust SOBI, and their work
shows that both of former algorithms are better for mixtures of two signals and more. Refs.
[78, 95] discuss problem of source estimation in sensor network for multiple targets detection, then a distributed source estimation algorithm is developed. These solutions have
some drawbacks that make it hard to be implemented in WSNs. It is evident that the manager nodes need to perform source separation and source number estimation. These tasks
are computationally intensive when executed on the individual sensor nodes. The manager
node does the following: estimation of the number of sources, separation or extraction of
sources, classification of sources. [97] presents a system that is able to recover speech
signal in the presence of additive non-stationary noise. This done through a combination
of the classification and mask estimation. Ref. [87] uses a multi-variate Gaussian classifier for classifying individual acoustic targets after beamforming the received signal in
the direction of the targets. We direct the reader for more information in beamforming to
[8]. Classification of multiple targets without the separation of the sources based on multiple hypotheses testing is an efficient way of classification [26]. A distributed classifiers
based on modeling each target as a zero mean stationary Gaussian random process and the
same for the mixed signals is proposed in Ref. [48]. Multiple hypotheses testing based on
maximum likelihood is the base of this classifier.
2.4

Collaborative Classification
Efficient and reliable decision making needs data fusion and collaborative signal pro-

cessing. Distributed classification algorithms fuse signal or decisions from multiple sensor
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nodes, then classify the targets based on a priori statistical information [9]. Collaboration
could be across the sensor nodes, or within a sensor node only when it includes multiple
modalities of data. Ref. [64] shows the improvement in classification error because of the
collaboration. WSNs have two kinds of collaborative signal processing models: data fusion
and decision fusion. For more information in data and decision fusion see [55, 54, 41]. Exploiting the collaboration among the sensor nodes is enhanced even the sensing coverage
for the network [105]. Decision fusion has less accuracy than data fusion. However,data
fusion has more computation and communication overhead than the data fusion. In decision Fusion, Sensor nodes do some processing then send the decision to the manager node,
where these decision could be hard or soft decisions [66, 22]. Manager node fuses all the
decisions and come up with the best decision. Rules of decision fusion could be based
on: voting, averaging, Bayesian sum or other rules as in [47]. An example of decision
fusion is the tracking system that is proposed in [96], where detection and classification are

16

performed in the sensor node while tracking is performed in the sink node.
2.5

Data and Decision Fusion
Data and decision fusion are increasingly implemented in sensor network because of

hardware improvement, advances in processing methods, and advances in sensor technology [33]. Fig 2.5 shows some of of the data and decision fusion applications. Data and
decision fusions techniques answer the question, how to combine the data and decisions
from the sensor nodes in a network to obtain a final decision with optimal resource consumption. Sensor nodes make the measurements, then send row measurements, processed
measurements, or local posterior to the fusion center. Fusion architecture can be hierarchical or distributed. In hierarchical fusion the data or decision is fused from the sensor
node to the higher level fusion center. While in distributed fusion architecture the data or
decision is broadcasted to all other fusion centers.
There are various scenarios of data and decision fusion for single and multiple sensors
within the sensor node or cross over the network. Ref. [79] has a survey that focuses on
the decision fusion. Ref. [25] studies a distributed decision fusion, where the local decision
makers send the ranking of the hypotheses rather than just the most likely hypothesis. A
consensus algorithm which weighs the measurements of the neighboring nodes is presented
in [82].
The main objective of collaboration classification is to extract the most beneficial information from the collected data. Based on the fact that, every target has signature according
to the type of generated signal, deployment of different kinds of sensors, in the same sen-
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sor node or in different sensor nodes, increases the performance of collaborative signal
processing. This stems from the fact that every sensor type has different interference and
measurements noise. Data fusion from seismic and acoustic signal improves the classification accuracy in [64]. In Ref. [45] a decision tree generated by the classification and
regression tree algorithm is used to fuse the information from heterogeneous sensors.
2.6

Feature Model for Multiple Targets in WSN
Classification efficiency and reliability depends on the selection of: features, feature

model, training set, cost function and parameters of the training, and the algorithm of
learning. Multiple targets classification design process differs from single target classification design process in some of the above design choices. The most significant one is
the selection of the feature model. Statistical model selection is the next step after feature
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extraction step. Statistical model is obtained from the feature vectors of the training set. In
this chapter, most of the statistical feature models is discussed and evaluated.
2.6.1

Acoustic Signals Model

Due to the constraints in WSN resources, parametric models such as Gaussian mixture
model are preferred to non-parametric ones [46]. The sources of the acoustic signals of the
moving vehicles can be modeled as a: Time-Varying Autoregressive model (TVAR), mixture of Gaussian [68], single multi variate Gaussian, coupled harmonic model, or hidden
markov model [75],
Gaussian Mixture Model (GMM)
Modeling of acoustic signal in WSN using a parametric approach, like GMM requires
little resources, and has a good pattern matching performance [46]. GMM is a statistical
method that is used for classification and clustering. GMM is a linear combination of MGaussian pdfs. Let x be a N-dimensional feature vector, then the distribution of x is as
follows:
m

/ m (x) = 5 > ^ ( x ; 0i)

(2.1)

i=i

where
m

i=l

ati >0 : i €

l,...,m

a.i is the mixing weight, 0(x;#j) is the Gaussian mixture component. Component i has
N-variate Gaussian density function with weight on, mean vector fiit and covariance ma19
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trix S j . Expectation maximization (EM) is one of the common algorithm that is used to
obtain the GMM parameters <frj = («», /Xj, £j) from the training set. The GMM generated
from the training set is used in vehicle classification as in Fig. 4.3. GMM is used as a
classifier in WSN based on the features that are extracted from the vehicle sounds in [46].
Ref. [46] concludes that the GMM, as a parametric classifier, outperforms the KNN and
SVM classifiers, and it also concludes that GMM needs relatively less resources.
Hidden Markov Model (HMM)
Acoustic signals could be modeled as HMM. HMM has a specific discrete number of
unobserved states, each state has a transition probability to any other state and an initial
probability. Each state may be considered as representing a certain sound of the vehicle
[75]. Ref. [75] models the cepstral coefficients that are obtained from the time domain
signal as HMM, where the pdfs of the states are assumed to be Gaussian with non-zero
means and with a diagonal covariance matrix. Modeling the vehicle sounds as HMM is
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based on the assumption that the acoustic signal of the vehicle is consisting of a sequence
of a discrete number of sounds, where the statics of each sound of these sounds is described
by a separate state. The parameters of the HMM are: the state transition probability to any
other state, the initial probability for each state, and the observation pdf parameters for each
state. Estimation of the maximum likelihood parameters of the HMM given a data set of the
vehicle sounds can be done by a special case of the Expectation-maximization algorithm
called the Baum-Welch algorithm, it is also known as the forward-backward algorithm.
HMM implementation for vehcile classification is based on the estimation of the sequnce
of states given a sequence of observations. Some known algorithms are used for that like
the Viterbi algorithm. GMM is static pattern model, while HMM is a sequential pattern
model.
Autoregressive Model (AR)
Acoustic signal from moving vehicles can be modeled as AR process. In AR model
the value of any variable at any time is modeled as a function of a finite number of the
past values of that variable. The number of the involved past values is called the model
order. AR of the first order is a Markov chain, where the current value depends only on
the previous value. A randan variable X can be modeled at time t using AR of order P as
follows:
v
xt = Y,ekxi{t-k)+Ut

(2.2)

fc=i

where 9k denotes the corresponding autoregressive coefficients. uit is a white gaussian noise
with zero mean. If 9k is varying with time then AR is called Time Varying Autoregressive
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(TVAR). TVAR is used to model the acoustic signal in [28, 40].
Multi Variate Gaussian Model
The target is modeled as a Gaussian stochastic process with mean fj, and covariance
matrix S . Ref. [48, 23, 22, 77] model the vehicle sounds of each target type as a zeromean Gaussian process.
Coupled Harmonic Signal Model
Coupled harmonic model is used in [87] to model the acoustic signal of a ground vehicle. Where the acoustic signal s(t) is modeled as
N

s{t) = ] T Ancos{27mf0t

+ <j>n) + fi(t)

(2.3)

n=l

where n is the harmonic number, An, 4>n are the amplitude and the phased of the nth harmonic, respectively, /o is the fundamental frequency, N is the total number of the harmonics, //(£) is the additive white Gaussian noise. N is function of the vehicle type. An, 4>n,
and /o are time varying.
2.7

Conclusions
The recent research related to classification of ground vehicles in wireless sensor net-

work, based on acoustic signals, is reviewed in this chapter. Classification process involves
two main components: feature extraction, and classifier design and selection. Both components in addition to collaborative classification methods and feature models for vehicles
acoustic signals are surveyed in this chapter. Due to the constraints in WSN resources, parametric models are preferred to non-parametric ones. The sources of the acoustic signals of
22

the moving vehicles can be modeled as one of the following models: single multi variate Gaussian, mixture of Gaussian (MoG), time-Varying Autoregressive model (TVAR),
hidden Markov Model (HMM), or coupled harmonic model.
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CHAPTER 3
FEATURE EXTRACTION
3.1

Introduction
Due to the rapid progress in communications and sensor technologies, wireless sensor

networks become very attractive area of research . It has been implemented in many disciplines and fields. There are uncountable applications for wireless sensor network. Data
aggregation, event detection, monitoring, and tracking are some of the main applications
for wireless sensor networks. Some of these applications deals with continuous signals,
like sounds, images, videos, vibrations, magnetic field. Such applications rely on signal
processing. Signal processing in wireless sensor network is mainly divided into the following categories: detection, classification, localization, and tracking. In this research we
investigate vehicle classification in wireless sensor network using acoustic signals. Moving ground vehicles affect the environment in different ways. Vehicle emits heats, sounds,
magnetic field. There are many approaches that investigated vehicle identification based
on different kinds of signals. The most promising approach for vehicle identification is the
one that is based on acoustic signals. Moving vehicles emit characteristic sounds. These
sounds are generated from moving parts, frictions, winds, emissions, tires, etc. Assuming
that similar vehicles that have the same working conditions generate the same sounds then
these sounds can be used to classify vehicles [59]. This motivates researchers to study how
to extract the best features that characterize each class of vehicles. Vehicle classification
has been investigated in different domains, time domain, frequency extract the best features
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of the vehicle sound that domain, and time-frequency domain. Classification in this chapter
is based on the features that are extracted from the analysis of vehicle acoustic signature in
frequency and time-frequency domain. The overall spectrum distribution is used to extract
features because most of the information of vehicle sound is represented by the spectrum
spectrum distribution [106]. Sounds of vehicle that change with time are not characteristic features of vehicle. For instance, if we have a stationary object with a fixed sound
this sound is characterized by the spectrum distribution. If we start moving this object the
spectrum will be effected because of: Doppler effect, noise, and interference which none of
them can be considered as a feature in our case. All of these variables do not depend on the
vehicle but depend on the environment and on other none stationary variables. This motivates us to think of a way to extract a good feature from the overall spectrum distribution of
a moving ground vehicles. It is highly unlikely to identify moving ground vehicles in wireless sensor network vehicles if the features depend on some frequency components [106].
This is because, low frequency components exist for most of ground moving vehicle types.
Frequency components magnitudes are not considered as good features because of the nonstation power distribution of the vehicle sounds. The power of the received signal depends
mainly on: the distance between vehicle and sensor, the weather conditions, the speed of
the vehicles, the noise power, and many other variables. This makes it difficult to pick
some frequency components and consider them as features. Thus, it is better to extract the
features based on the overall spectrum distribution. Assuming that each sound source of the
vehicle acoustic signal has only a dominating band of frequency this makes vehicle sounds
have quasi-periodic structure. These bands may vary because of vehicle motion but the
25

general disposition remains the same. Based on this assumption, we assume that each class
of vehicles have a unique combination of energies in the blocks of wavelet packet transform
as in [3, 6]. This chapter proposes a feature extraction technique based on wavelet packet
transform and it compares the results with the other technique that is based on the overall
spectrum distribution using two metrics, separability ratio and correct classification rate.
Support vector machine is used as a classifier to find experimentally the classification rate.
Then support vector machine classifier is compared with KNN classifier. The remainder of
this chapter is organized as follows: Section 3.2 presents the related work. Section 3.3 and
section 3.4 discuss the acoustic signal and feature extraction methods. Section 3.5 presents
the performance of the features extraction methods. Section 3.6 describes the experimental results. Section 3.7 discusses the characteristics of the wireless sensor network. And
finally, conclusions are discussed in section 3.8.
3.2

Related Work
Acoustic based vehicle classification differs mainly in feature extraction approaches.

In [57] Fast Fourier Transform (FFT) and Power Spectral Density (PSD) are used to extract
feature vectors. Similarly in [103] the first 100 of 512 FFT coefficients are averaged by
pairs to get a 50-dimensional FFT-based feature vector with resolution of 19.375 Hz and
information for frequencies up to 968.75 Hz. Short Time Fourier Transform (STFT) is used
in [104] to transform the overlapped acoustic Hamming windowed frames to a feature vector. Ref. [59] presents schemes to generate low dimension feature vectors based on PSD,
using an approach that selects the most common frequency bands of PSD in all the training
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sets for each class. Ref. [106] proposes an algorithm that uses the overall shape of the
frequency spectrum to extract the feature vector of each class. Principal component eigenvectors of the covariance matrix of the zero-mean-adjusted samples of spectrum are also
used to extract the sound signature as in [102]. Ref. [67] proposes a probabilistic classifier
that is trained on the principal components subspace of the short-time Fourier transform
of the acoustic signature. Wavelet preprocessing provides multi-time-frequency resolution.
Thus, Discrete Wavelet Transform (DWT) is used in [20] and [43] to extract features using
statistical parameters and energy content of the wavelet coefficients. Wavelet packet transform is also used to extract vehicle acoustic signatures by obtaining the distribution of the
energies among blocks of wavelet packet coefficients like in [3] and [6].
3.3

Acoustic Signal Analysis
Every sound has its unique spectrum distribution that characterizes that sound. Is it

possible to generalize this for vehicle sounds? Does every vehicle type have its unique
spectrum distribution? Fig. 3.1 displays a one second segment of acoustic signals of two
different vehicles in time domain. Fig. 3.2 displays the spectrum distributions of these two
signals. It is not easy to say that the spectra of the two vehicles are different from each
other. The spectrum of one vehicle differs for the same vehicle type as it is shown in each
row of Fig. 3.2 because of noise, interference, distance between the vehicle and the acoustic
sensor, vehicle velocity, vehicle load, and the nature of road. Each of these variables affects
the acoustic signal spectrum of the same ground moving vehicle. Vehicle sound is quasiperiodic. Each rotating part of the vehicle generate a sound that is composed of a few
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dominating bands. These bands differ when the vehicle moves. But the general structure
doesn't change much. Based on that Wavelet Packet coefficients are used to extract feature
assuming that the acoustic signal of a certain vehicle is characterized by the energies in the
blocks of Wavelet packet coefficients
3.4

Feature Extraction of the Ground Moving Vehicle's Sound
Classification of ground vehicles based on acoustic signals can be employed effectively

in battlefield surveillance, traffic control, and many other applications. The classification
performance depends on the selection of signal features that determine the separation of
different signal classes. Feature extraction is the most significant phase that proceeds the
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classification process. To classify an object, a set of features of that object is used by the
classifier. Feature extraction can be considered as dimensional reduction, where certain
transforms or techniques are used to select and generate the features that represent the
characteristic of the source signal. This set of features is called feature vector. Feature
vector could be generated in time, frequency, or time/frequency domain.
3.4.1

Feature Extraction Using the PSD of the STFT

The goal is to develop a scheme for extracting a low dimension feature vector, which is
capable of producing good classification results. The first feature extraction technique of
acoustic signals in this chapter is based on the low frequency band of the overall spectrum
distribution. The low frequency band is utilized, because most of the vehicle's sounds come
from the rotating parts, which rotate and reciprocate in a low frequency, mainly less than
600 Hz. Sounds of moving ground vehicles are recorded at the nodes at a rate of 4960 Hz.
After the positive detection decision, a signal of event is preprocessed as the following:
Time Preprocessing
DC bias should be removed by subtracting the mean from the time series samples.

1

N

"^

n=l

Xi(n) = Xi(n) - — * J2 xi(n)
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C3-1)

Spectrum Analysis
Feature vector is the median of the magnitude of the STFT of a signal of event. It
is extracted as the following: the magnitude of the spectrum is computed by FFT for a
hamming window of size 512, without overlapping.

Xi{W) = FFT(Xi{n))

(3.2)

After this, the spectrum magnitude is normalized for every frame

Xi(W) = ^K

Xj{W)
tV

J.;„„

(3.3)

where K is the window size. The median of all frames is considered as the extracted feature
vector.
Xif(W)

= medtan(Xi(W))

(3.4)

The mean of all frames could also be considered as the extracted feature vector.

Xlf(W) = ±J2Xi(W)

(3.5)

where z = N/k . The first 64 points of the median of the spectrum magnitude contain
up to 620 Hz. This gives a 64 dimensional vector that characterizes each vehicle sound.
We compared feature extraction using the mean and the median. The median gives better
results, specially for noisy environments. Fig. 3.3 displays the acoustic spectra distribution
of vehicle 1 and vehicle 2. For the Unknown utterance, the same steps are done, one frame
of FFT is taken as the feature to be classified to reduce the cost of computation, because
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this FFT computation is performed online. This can be extended to have multiple frames,
but this increases the cost of computation.
3.4.2

Feature Selection Using the STFT

Signal in time domain is multiplied by a window function like Hamming in [104] ,which
is nonzero for only a short period of time (window size). Then, each time window is transformed by FFT. A set of vectors are considered as the feature vectors. This is very similar
to what is done in spectrum based feature extraction if the average or the median of this
vector is taken as the feature vector. Ref.[104] uses Principal Component Analysis (PCA)
and Independent Component Analysis (ICA) to reduce the dimension of these vectors, be-
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cause of the high dimensionality. Using PCA or ICA needs high computational cost. Thus,
these methods are not investigated in this chapter.
3.4.3

Feature Extraction Using Wavelet Transform

Wavelet transforms provide multi-resolution time-frequency analysis [53]. DWT approximation coefficients y are calculated by passing the time series samples x through a
low pass filter with impulse response g.
oo

y{n) = x(n) * g(n) =

£

x(k)g(n-k).

k=—oo

The signal is also decomposed simultaneously using a high-pass filter h. The outputs
from the high-pass filter are the detail coefficients. The two filters are related to each other.
Wavelet packet transform can be viewed as a tree structure. The root of the tree is
the time series of the vehicle sound. The next level is the result of one step of wavelet
transform. Subsequent levels in the tree are obtained by applying the wavelet transform to
the low and high pass filter results of the previous step's wavelet transform. The Branches
of the tree are the blocks of coefficients. Each block represents a band of frequency. Feature
extraction of acoustic signals is based on the energy distribution of the block coefficients
of wavelet packet transform.
Feature Extraction Based on Wavelet Packet Transform (WPT)
After the positive detection decision, a one second time series is preprocessed as the
following:
• The wavelet packet transform is applied for this signal then the energy of each block
coefficients of the (L) level is calculated. Fig. 3.4 displays the relation between the
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level number (L) of wavelet packet transform and the classification rate for SVM and
KNN classifiers
• This approach provides a vector of length = ^iginaitimeseriesienath

w h i c h ig c o n s i d .

ered the feature vector.
Fig. 3.6 displays the blocks energy distribution for vehicle 1 and vehicle 2. In this
chapter we used correct classification rate as the metric for the evaluation of the feature
extraction performance. But this metric depends on the classifier itself. Thus, we compare
the correct classification rate for two classifiers as shown in Fig. 3.4 and Fig. 3.5. The
classifiers performance depend on the number of training sets. Fig. 3.5 shows the relation
between the number of training sets and the correct classification rate. It is clear from the
figures that the best level length is eight for our specific data.
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3.5

Feature Extraction Performance
The proposed two feature extraction methods are evaluated using two metrics: the sep-

arability ratio and the correct classification rate. The correct classification rate not only
depends on the feature extraction method but also on the type of the classifier.
3.5.1

Separability Measures

Separability measures is a measure of class discriminability based on feature space
partitioning. Good feature vector extractor provides close feature vectors for the same
class, and far feature vectors for distinct classes. The goal is to have a feature extraction
method that has high distance between distinct classes and low distance within each class.
The metric is the separability ratio (sr), which is the ratio between the intraclass distance
and the average interclass distance [92].

sr = ^

C

A* = £

p

rii

-

£Kv*fc - m *)( v ^ - ^)TY2

(3.6)

(3-7)

Dg represents the average distance within the classes. Vik is the normalized feature vector.
C is the number of classes. P$ is the probability of class i. n^ number of vectors in class i.
nij is the mean vector for class i.
c
Dx = Y,Pi

[(mi - ni)(m, - m) T ]^

i=\
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(3.8)

Di represents the average of the variances of distances between classes, m is the mean for
all classes.
m

=

Lk=1 vlfc
n,-

m = ^ i = 1 ^k=1

(3 9)

lk

(3.10)

The smaller the ratio is the better the separability is. Which means that the best feature
selection scheme is the one that decreases Dg and increases D\. Fig. 3.7 shows the relation
between the separability ratio and the length of the feature vector for spectrum method.
Wavelet packet transform feature selection method used in this research gives 0.5433 separability ratios in Fig. 3.8. While it is clear from Fig. 3.8 this ratio can be obtained with
much less feature vector using spectrum method. Spectrum method gives a separability
ratio less than 0.3 for the same feature vector length.
3.5.2

Correct Classification Rate

Correct classification rate not only depends on feature selection methods but also on
the classifier type. This drive us to evaluate the performance of different classifiers.
Maximum Likelihood Classifier
Features vectors S of each class C is assumed to be independent instances of normally
distributed random process.

p(S\Bi) * Nim^i)
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(3.11)
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i=l,2 ....C. Hi and Ej are the mean and covariance matrix, respectively. 0j is the parameter
set of ith distribution, Oi = {/Xi, E; }.

P(W)

=

1

r

\.„

(2^)d/2|s|1/2^[-^(S

^ _

- / x ^ E ^l St - /x)]

(3-12)

To represent each training set of each class as a distribution with E and fi parameters the
likelihood of 9

Zi(0) = X > P ( S i | 0 )

(3.13)

fe=i

should be maximized by equating A#/j=0, then ML estimations of /x and E are

S = -E(sfc-A)(sfc-A)H
n

(3-15)

fc=i

for minimum error classification the a posteriori probability should be maximized

A**

s

) -

7^c

/ c i / i A fa \

(3

-16)

^(x) denote the logarithmic version of p(6*;|S)
/ii(x) = /np(S|0 i ) + / n p ( 0 i ) - G
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(3.17)

where G is constant can be ignored in the optimization

hi(x) = -^(S-fi)HZ;1(S-fi)-D

(3.18)

where D is constant then any vehicle feature vector x is classified to class i according to the
discriminant functions hi(x) if hi(x) > hj(x) for all j ^ i. ML is the optimum classifier
but it needs large number of training set. Training ML classifier with small number of
training set gives an invertible covariance matrix. Which makes it hard to compute the
discriminant functions.
KNN Classifier
KNN is a simple and accurate method for classifying objects based on the majority of
the closest training examples in the feature space. KNN is rarely used in wireless sensor
networks because it needs large memory and high computation. In our experiments we set
K to be three. So the KNN classifier finds the closest three neighbors out of all the training
set. After that, the KNN classifier counts how many of these three is in class one and how
many is in class two then based on the majority classify the tested one. We use KNN as a
benchmark to compare and evaluate the performance of SVM.
Support Vector Machine (SVM)
SVM is widely used as a learning algorithm for classifications and regressions. SVM
classify data Xi by class label y» G { + 1 , - 1 } given a set of examples {xiy y^} by finding a
hyperplane wx + b ,x G Rn which separate the data point x, of each class . as in Fig. 3.9.
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g(x) = sign(wx + b)

(3.19)

where w is the weight vector, b is the bias. SVM choose the hyperplane that maximize the
distance between the hyperplane and the closest points in each feature space region which
are called support vectors. So the unique optimal hyperplane is the plane that maximize
this distance

l ^ + 61/HI

(3-20)

This is equivalent to the following optimization problem

.

INI2

rmnWib——
1

(3.21)

s.t. yi(wTXi + b) > 1
For the cases that nonlinear separable, a kernel function maps the input vectors to a higher
dimension space in which a linear hyperplane can be used to separate inputs. So the classification decision function becomes:
sign( Y, a?y^(P,Pi) + &)
iesvs
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(3-22)
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Separability Visualization for Spectrum Feature Extraction Method,

where SVs are the support vectors. a° and b are a lagrangian expression parameters.
K(p,pi) is the kernel function. It is required to represent data as a vector of a real number to
use SVM to classify moving ground vehicles. Performance of SVM classifier for vehicle
acoustic signature classification for both feature extraction methods is also evaluated.
SVM Performance Evaluation
Cross validation is the best way to evaluate the performance of SVM. The K-fold
scheme is used to determine the best kernel function based on the highest correct classification rate. As in table 3.1, three kernels are compared: Linear, K(xi,x)
nomial K(xi,x)

= Xj.x; Poly-

= (XJ.X + l ) d ; and Gaussian Radial Basis Function (RBF), K(Xi,x)

=

exp(—(\\xi — x||)/(2cr 2 )). Fig. 3.10 and Fig. 3.11 display the performance of SVM by plotting the distances between the hyperplane surface and the feature vectors using spectrum
distribution and WPT respectively.
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Figure 3.11
Table 3.1
Kernel

3.6

Separability Visualization for WPT Feature Extraction Method.
Correct Classification Rate for Spectrum and WPT Methods.
( Vector Length(spectrum))

( Vector Length(wavelet))

32

50

64

32

64

128

Linear

.969

.970

978

.979

.970

.978

Gaussian RBF

.720

.655

642

.619

.611

.617

Polynomial D=3

.897

.860

876

.888

.829

.860

Experimental Results
In this chapter, WDSN data base is used. It is available at http://www.ece.wisc.edu/sensit.

Fig. 3.1 and Fig. 3.2 show the acoustic signals of the three different sounds for vehicle 1
and vehicle 2 in the time domain and the frequency domain, respectively. We use multiple
real sounds of two different military vehicles to evaluate feature extraction methods and to
train and evaluate the SVM classifier. All the parameters of the feature extraction methods
are evaluated. It is found that the best level for WPT is eight. Feature vector length is eval43

uated for the spectrum-based method and different kernel functions for SVM classifier are
also evaluated as in Table 3.1. Simulation results shows that the best kernel function is the
linear function. Feature vectors with length of 32 give almost the same correct classification rate as those with 64 and 128 features, which emphasizes our hypothesis that most of
the vehicle sound power is concentrated in the low-frequency bands. K-fold and leave-oneout schemes were used to cross validate the performance of SVM and KNN classifiers for
spectrum and wavelet methods of feature extraction. Correct classification rates for vehicle
1 and vehicle 2 for a subset of 44 sounds are shown in table 3.2 for different feature vector
lengths, which provides a satisfactory results. Table 3.3 has the classification rate for SVM
and KNN for different training set numbers. Table 1 and Table 2 results are with linear kernel function for SVM and for K =4 for KNN classifier. Table3.4 shows the classification
rate for SVM classifier using different kernel function.
Table 3.2

Classification Rate for Spectrum and WPT Methods by SVM and KNN.

Feature Generation method

3.7

SVM

KNN

32

64

128

32

64

128

Spectrum Distribution

.963

.963

.958

.818

.818

.750

Wavelet Packet Transform

.961

.977

.978

.705

.930

.909

Wireless Sensor Networks (WSN)
WSNs are networks of stationary sensor nodes that spread across a geographical area,

where sensor nodes have a restricted computation capability, memory, wireless communication, and power supply which is generally a battery which makes power the most signif44

Table 3.3

Table 3.4

Classification Rate by SVM and KNN for Different Training Sets.
Training Set Number

SVM

KNN

2

11/20

19/20

3

16/18

17/18

4

14/16

15/16

5

13/14

13/14

6

12/12

12/12

Classification Rate Using SVM with Two Kernel Functions.
Training Set Number

Linear

Polynomial

2

15/20

13/20

3

16/18

17/18

4

15/16

15/16

5

13/14

13/14

6

12/12

9/12

icant constraints in WSNs. Due to these limitations in computation power, memory, and
communication, two things should be taken into consideration when the feature extraction
method is chosen or designed: First the feature vector should be as small as possible. Second the feature extraction process should be as simple as possible. To have an accurate
classification decision SVM

gives the classification degree of confidence which can be

transmitted from nodes to cluster head or to sink to perform a counting algorithm based on
classification degree of confidence to decide the class of the vehicle.
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3.8

Conclusions
Feature extraction is a critical step for classification of ground moving vehicles. This

chapter evaluates two common feature extraction methods that are used in this field with
some modifications. The first method is based on spectrum distribution and the second is
based on Wavelet Packet transform. The two methods are evaluated and compared thoroughly. Evaluation criteria are based on the correct classification rate and the separability
ratio of the classes. Both methods give almost the same correct classification rates and separability ratios, while the first outperforms the second in term of computation and memory
resources, which are critical in wireless sensor networks. Results prove that most of the vehicle sound power is concentrated in the low-frequency bands. Experiment results shows
that SVM is an efficient ground vehicle classifier based on acoustic signals.
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CHAPTER 4
HIDDEN MARKOV MODEL BASED LOCAL CLASSIFICATION
4.1

Abstract
It is challenging to classify multiple dynamic targets in wireless sensor networks based

on the time-varying and continuous signals. In this chapter, multiple ground vehicles passing through a region are observed by audio sensor arrays and efficiently classified. Hidden
Markov Model (HMM) is utilized as a framework for classification based on multiple hypotheses testing with maximum likelihood approach. The states in the HMM represent various combinations of vehicles of different types. With a sequence of observations, Viterbi
algorithm is used at each sensor node to estimate the most likely sequence of states. This
enables efficient local estimation of the number of source targets (vehicles). Then, each
sensor node sends the state sequence to a manager node, where a collaborative algorithm
fuses the estimates and makes a hard decision on vehicle number and types. The HMM is
employed to effectively model the multiple-vehicle classification problem, and simulation
results show that the approach can decrease classification error rate.
4.2

Introduction
Wireless Sensor Network (WSN) is, by definition, a network of sensor nodes that are

spread across a geographical area, where each sensor node has a restricted computation
capability, memory, wireless communication, and power supply. In general, the objective of WSNs is to monitor, control, or track objects, processes, or events [99]. Fig 4.6
shows a one cluster of WSN. In WSNs, observed data could be processed at the sensor
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node itself; distributed over the network; or at the gateway node. Most often, nodes are
battery-powered which makes power the most significant constraint in WSNs . The power
consumed as a result of the typical data processing tasks executed at the sensor nodes is less
than the power consumed for inter-sensor communication. This motivates researches and
practitioners to consider decentralized data processing algorithms more than the centralized
ones. Multiple moving target classification is a real challenge [74] because of the dynamicity and mobility of targets. The dynamicity of the targets refers to the evolution of the
number of targets over time. Furthermore, limited observations, power, computational and
communication constraints within and between the sensor nodes make it a more challenging problem. Multiple target classification can be modeled as a Blind Source Separation
(BSS) problem [84]. Independent Component Analysis (ICA) can be utilized for such a
problem. Most of the recent literature assumes a given number of sources; thus, making
the aforementioned challenge easier to solve. Unfortunately, this assumption is unrealistic
in many applications of wireless sensor networks. Some recent publications decouple the
problem into two sub-problems, namely: the model order estimation problem and the blind
source separation problem. Ref.[78, 95] discusses the problem of source estimation in sensor network for multiple target detection. In the literature, many researchers utilized ICA
for source separation while others utilized statistical methods as in [40] where the authors
presented a particle filtering based approach for multiple vehicle acoustic signals separation in wireless sensor networks. The previously mentioned techniques are based on data
fusion. In these techniques, each sensor node detects the targets, extracts the features and
sends the data to the manager node. The manager node is responsible for source separation,
48

number estimation, and classification of the sources. The computation and communication
overhead induced by such a centralized approaches inadvertently limits the lifetime of the
sensor network. Classification of multiple targets without signals or sources separation
based on multiple hypotheses testing is an efficient way of classification [26]. Ref. [48]
proposed a distributed classifiers based on modeling each target as a zero mean stationary
Gaussian random process and so the mixture signals. A multiple hypotheses testing based
on maximum likelihood is the base of the classifier. However, the number of hypotheses
that need to be tested exponentially increases with the maximum number of vehicles that
can be exist in the sensing range of one sensor node at the same time. In this chapter, we
are proposing an algorithm to classify multiple dynamic targets based on HMM. HMM
decreases the number of hypotheses that is needed to be tested at every classification query.
Which decreases the computation overhead. On the other hand, emerging hypothesis transition probability with hypothesis likelihood increases the classification precision. The
remainder of this chapter is organized as follows. Section 4.3 formulate the problem mathematically. Section 4.4 describes modeling the problem as HMM. Simulation environment
is described in Section 4.7. Section 5.6 presents the results and discussions. And finally
conclusions are described in section 4.9.
4.3

Problem Formulation
Multiple ground vehicles as multiple targets are to be classified in a particular cluster

region of a WSN. In this chapter, any vehicle that enters the cluster region is assumed to
be observed by all the sensor nodes within this cluster. Each sensor node estimates the
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number and types of vehicles currently present in the region and the final decision is made
collectively by all the sensor nodes within the region. We assume that the maximum number of distinct vehicles that may exist in one cluster region at the same time M is known.
Then the number of hypotheses is N = 2 M . The hypotheses correspond to the various
possibilities for the presence or absence of different vehicles. Let hi denote hypothesis i,
i = 0 , . . . , N — 1. Observation xk is a feature vector obtained by a sensor node at time
k. The feature vector can be related to the spectrum of a mixture of maximum M vehicle
sounds. According to Bayes theorem, hi is the maximum likelihood hypothesis given xk if
p(hi\xk)

> p(hj\xk),Vi

7^ j . So far, the decision about the hypothesis at any given event

is based on the observation at that event without any relation with the previous observations as in [48]. In fact, the class to which the feature vector xt belongs to also depends
on the previous event class. The classification decision at any instant of time depends on
the previous decision and the current observation. Therefore, the classification problem is
a context dependent problem and it can be modeled by HMM.
In context-dependant Bayesian classification, a sequence of decisions is needed instead
of a single one, and the decisions depend on each other. Let X : {xi,x2,
sequence of feature vectors of observations. And let Hi : {hn,hi2,...,

•••,xt} be a

hit] be a sequence

of classes. According to Bayes theorem, X is classified to Hi if
p(Hi\X)>p(Hj\X),Vi=fj.

p(^|X)(x)p(/f,-|A:) = piXlHiMHMxMXlHMHj)

(4.1)

(4.2)

where ( > < ) denotes comparing and = denotes equivalent to. According to the Markov
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chain model,
p(Hl)=P(hil)Y[p(hik\hlk_1)

(4.3)

fc=2

We assume that {xi} are mutually independent and so are the probability distributions
of the classes. Therefore,

p(X\Hi)=f[p(xk\hik)

(4.4)

fc=i

Based on Equ. (4.2), (4.3), and (4.4), we have
N

p(X\Hi)p(Hi) =p(/ii 1 )p(xi|/i il ) n ^ J ^ - i M ^ f c l ^ J

(4-5)

k=2

It is computationally expensive to find the maximum value of equation (4.5) in bruteforce task. Thus, Viterbi algorithm is appropriate to solve such a problem of HMM. Given
a sequence of observation the most likelihood classes is corresponded to the optimal path.
We define the cost of transition from hypothesis hik to hypothesis /iifc_1 as d(hik, hik_1)
dtKiK-i)

= P{K\hik-i)p(xk\K)

d(hil,hio)=p(hil)p(xi\hi1)

(4-6)

(4.7)

Feature vector of observation of each class i is modeled as a multi variate normal distribution with known mean and covariance matrix. The maximum cost corresponds to the
optimal path. The hypotheses along the optimal path result in the observation sequence X.
Based on Bellman's principle the cost in Equations (4.6) and (4.7) can be computed online.
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4.4

Hidden Markov Model
HMM has a specific discrete number of unobserved states, each state has a transition

probability to any other state and an initial probability. The last parameter of HMM is the
probability density function of the observation for each state. The state parameters of the
HMM are the numbers of targets of each class. For instance, if we have two classes and the
maximum number of sources that can be observed by any sensor at any instant of time is
three, then the number of states are eight if the targets are distinct, and ten if not distinct as
in Fig. 4.1. T, W, and 0 represent class T, class W, and no vehicle, respectively. Each state
represents the number of targets for each class. For instance state TTW means that there are
two targets of class T and one target of class W. We assume that the states are equiprobable.
This assumption is a reasonable one since it can be considered as the worst case scenario
compared to trained ones. This means that the state transition probabilities is equal for all
possible states as in Table 4.1. Therefore, the initial probabilities are as follows

Pi(oor) = Pi{oow) = P2(OOO) = |
Other states initial probabilities are zeros, since we assume that there is one change at a
time. Which means that the vehicles enter and exit from the sensor range in a dynamic
manner. So the sensor observe one vehicle or nothing at time zero then it goes to possible
states as in Fig. 4.1. This assumption is reasonable because it will approach to the right
hypothesis even two vehicles or more enter the sensor range at the same time. It misclassifies it in the first step as one of the initial states, but it will be classified correctly in the
second time step. Such cases have a very low probabilities. All of the above contributes
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HMM State Flow Diagram for Two Classes (T and W), M=3.

in decreasing the computation overhead for multiple hypothesis testing, because the only
hypotheses that need to be tested depend on the transition probabilities. So there is no
need to test a hypothesis that has zero transition probability. The important parameter of
HMM is the output probability density function of each state. This distribution is assumed
as a multi variate normal distribution with mean and covariance matrix that are estimated
based on maximum likelihood. Mixture of different sources is generated by simulation.
The maximum of Equations (4.6) for all hypothesis at every stage is the maximin likelihood hypothesis. Simulation results show that the correct classification error based on our
solution is less than classification with maximum likelihood without modeling the problem
as a context dependant classification problem.
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Table 4.1

4.5

State Transition Probability

States

000

00T

00W

OTW

OTT

OWW

TTT

TTW

TWW

WWW

000

0.33

0.33

0.33

0

0

0

0

0

0

0

00T

0.25

0.25

0

0.25

0.25

0

0

0

0

0

00W

0.25

0

0.25

0.25

0

0.25

0

0

0

0

OTW

0

0.2

0.2

0.2

0

0

0

0.2

0.2

0

OTT

0

0

0

0

0.33

0

0.33

0.33

0

0

OWW

0

0

0.25

0

0

0.25

0

0

0.25

0.25

TTT

0

0

0

0

0.5

0

0.5

0

0

0

TTW

0

0

0

0.33

0.33

0

0

0.33

0

0

TWW

0

0

0

0.33

0

0.33

0

0

0.33

0

WWW

0

0

0

0

0

0.5

0

0

0

0.5

Hierarchical Hidden Markov Model (HHMM)
In this section, a classification scheme is proposed based on HHMM. The states in the

HHMM contain another HMM which represents a time sequence of the vehicle acoustic
signals. The branched HMM represents the distribution of the output of the HHMM as in
Fig. 4.2, where it models the features of the continuous acoustic emissions. The output of
the states of the branched HMM is modeled as Gaussian Mixture Model (GMM), where the
number of states and the number of Gaussians are experimentally determined. The other
parameters of the second HMM are estimated using Expectation Maximization (EM). The
HHMM is used to model the sequence of the local decisions which are based on multiple

55

hypothesis testing with maximum likelihood approach. The states in the first HMM represent various combinations of vehicles of different types. Thus the number of the states of
the HHMM equals M + 1.
4.6

Gaussian Mixture Model (GMM)
Due to the constraints in WSN resources, parametric models such as Gaussian mix-

ture model is preferred to non-parametric models [46]. Modeling of acoustic signal in
WSN using a parametric model, like GMM requires little resources, and has a good pattern
matching performance [46]. GMM is a statistical method that is used for classification and
clustering. GMM is a linear combination of M-Gaussian pdfs. Let x be a N-dimensional
feature vector, then the distribution of x is as follows:
m

/ m (x) = 5>i0(x;0i)

(4.8)

m

where ^ai

= 1 , a, > 0 : i € 1, ...,m

i=\

ai is the mixing weight, </>(x; #,) is the Gaussian mixture component. Component i has Nvariate Gaussian density function with weight c^, mean vector fi{, and covariance matrix
Si.

Expectation maximization (EM) is one of the common algorithm that is used to obtain the
GMM parameters $ j = (aj, [i{) £;) from the training set. The GMM generated from the
training set is used in vehicle classification as in Fig. 4.3.
GMM is used as a classifier in WSN based on the features that are extracted from the
vehicle sounds in [46]. Ref. [46] concludes that the GMM, as a parametric classifier, outperforms the KNN and SVM classifiers, and it also concludes that GMM needs relatively
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less resources.
4.7

Simulation Environment
We developed our simulation environment using Matlab for one network cluster region

(300 x 300) as in Fig. 4.5. Where this cluster is consist of a grid of different numbers of
sensor nodes. Sensing range for all sensor nodes is assumed to be the same. Sensing range
is chosen to enable all sensor nodes in one cluster region to observe the same targets with
different attenuation. The sensing range is represented by a radius of a circle. When any
target enter this circle, the simulator picks a random real life vehicle sound according to the
vehicle type. Where the vehicle type and number are chosen randomly. Then this sound
is attenuated based on the distance between the target and the sensor node. After that, a
mixture is linearly formed based on the number of targets. Then each sensor node extracts
the feature from the acoustic signal based on discrete spectrum. This mixture is classified
by each sensor node. Classification decision is sent to the manger node where decision
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fusion is performed. Sensor nodes are deployed uniformity as in Fig. 4.5. Simulator is
built such that multiple targets can enter the region of simulation from one direction. Entry
location and entry angle are selected randomly. Targets speed and directions are modeled
according to Gauss-Markov mobility model. Gauss-Markov mobility model parameters are
chosen such that to avoid sharp updates in speed and direction.
In chapter 3 we already evaluated the best feature extraction methods to represent vehicle acoustic signature. It is found that a discrete spectrum based feature extraction method
outperforms wavelet packet transform method. Thus, our simulation, in this chapter, is
based on discrete spectrum based feature extraction method [57, 103, 104, 59, 106, 102,
67]. Each sensor node calculates the maximum likelihood state based on HMM at every
discrete time t. State transition cost as in equation (4.6) is calculated only for states that
have nonzero transition probability as in Fig. 4.1, then the maximum of all cost is corre-
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sponded to the maximum likelihood state or hypothesis.
4.8

Results and Discussion
Results, in this chapter, are based on simulation with real life vehicle sounds that are

available at http://www.ece.wisc.edu/sensit. Fig. 4.7 displays the result of running the simulator hundreds of times. Our experiment is conducted for two distinct vehicles. Simulation
results that are shown in Fig. 4.7 shows that the correct classification error rate is declining with the sensor density in both cases with and without HMM. It is clear that this error
is less in the case of FIMM framework. Results are based on majority voting distributed
algorithm for all the sensors local decisions in the region of interest. All sensors observe
the same number at any instant of time with different attenuation factors. Fig. 4.7 shows
how efficient it is to model such kind of problem using HMM and solve it by Viterbi algorithm. HMM based classification approach reduces the computation overhead for multiple
hypothesis testing, because the only hypotheses that need to be tested are the ones that have
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non-zero state transition probability. For distinct targets, the number of hypotheses is 2M
where M is the maximum number of targets that can be exist within the sensor range at the
same time. In our approach only M + 1 hypotheses need to be tested at each time step.
4.9

Conclusions
In this chapter, we propose an idea of modeling a distributed multiple hypotheses clas-

sification problem by HMM or HMMM. Classification of multiple dynamic vehicles in
WSNs can be modeled as a context dependant classification problem. The number of
moving vehicles of each class is considered as the state, and each state depends on the
previous state. This makes it appropriate to model the system with HMM. Given a sequence of observation, Viterbi algorithm is used to find the maximum likelihood sequence
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Figure 4.7

Performance Evaluation of ML Classifier with and without HMM.

of states. Simulation results based on real vehicle sounds show that using HMM framework decreases the classification error rate. Simulation results that are shown in Fig.4.4
show that the correct classification rate increases with the sensor density in different kind
of classifiers. It is clear that this rate is the highest in the case of HHMM classifier. The
classification rates are based on k-fold cross validation. Fig.4.4 shows how efficient is the
HHMM compare to other classifiers. The other benefit of HMM is the reduction of the
computation overhead for multiple hypothesis testing. The only hypotheses that need to be
tested depend on the state transition probabilities. Therefore, the hypotheses that need to
be tested are the ones that have non-zero transition probabilities.
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CHAPTER 5
DECISION FUSION
5.1

Introduction
Multisensor data fusion has many military and civilian applications due to its statistical

advantages. In this chapter, we propose a heuristic to enhance cooperative detection of
moving targets within a region that is monitored by a wireless sensor network. This heuristic is based on fuzzy dynamic weighted majority voting for decision fusion. It fuses all the
local decisions of the neighboring sensor nodes and determines the number and types of
moving targets. A fuzzy inference system weighs each local decision based on the signal
to noise ratio of the acoustic signal for target detection and the signal to noise ratio of the
radio signal for sensor communication. The spatial correlation among the observations of
neighboring sensor nodes is efficiently utilized. In addition, a finite state machine is proposed to reduce the detection false alarm and to estimate the best time at which the cluster
decisions should be reported to the sink or gateway. Simulation results show that there
is an optimal sensor number for distributed detection of a random process. This work is
compared with the classical majority voting algorithm for hard decision fusion. The results
in this chapter show that the fuzzy weighted majority voting for decision fusion has less
detection error than the classical majority voting.
In distributed sensor network, each sensor node sends its local decision to the fusion
center instead of sending the whole observation to save power and communication bandwidth as in Fig. 5.1. Recently, there are many researches in distributed detection and
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classification. However, most of these researches ignore the noises in the communication and observation channels and assume independent and identically distributed observations [38, 89]. In this chapter, we consider the problem of decentralized classification of a
Gaussian stochastic signal for cluster-based WSNs for non identically distributed observations.
Because of the path of the sensing measurement there is a loss in the measurement
power, this loss makes the SNR of the farther node poor. Ref. [48] assumes that all the
measurement from different nodes were independent and identically distributed (i.i.d). It is
known that in reality these sensing measurements is not identically distributed because of
the sensing channel loss. Fig. 5.8 shows that there is an optimal radius around each sensor
node over which decisions should be fused to get the minimum detection error. Ref. [37]
analyzed the performance of centralized detection of a stochastic gaussian signal in global
power constrained wireless sensor networks. It is observed in Ref. [37] that, for global
power constrained wireless sensor networks, there is an optimal number of sensor nodes
that minimize the detection fusion error probability, which depends on the signal to noise
ratio for both the observation and the wireless communication channel. It is observed in
this chapter that even though the global power of the WSN is not constrained, there is an
optimal number of sensor nodes for decision fusion to be performed. This is because of
the decaying of the observed signal SNR as the target gets farther. Weights for every local
decision of each sensor node is computed based on the Signal to Noise Ratio (SNR)

for

both the sensed signal and the wireless radio signal. In WSN the Received Signal Strength
Indication (RSSI)

is used as a measure of the SNR of the wireless radio signal and the
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relative power of the acoustic signal emitted from the targets is used as a measure of the
SNR of the acoustic signal.
A state machine is used to assure the detection and to determine the closest approach
point and to determine the direction of motion of the target. The remainder of this paper is
organized as follows. Section 5.2 formulates the problem mathematically. Section 5.3 and
section 5.4 introduce and describe the fuzzy logic weighting algorithm. The state machine
is described in Section 5.5. Section 5.6 presents the simulation and results. And finally
conclusions are described in section 5.7.
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5.2

Problem Formulation
The sensor nodes send either their observation or do some processing and send their

decisions to a fusion center where a collective decision is made. In this research we relaxed
the assumption that the independent observed signals from different sensors nodes is identically distributed. The observed signal to noise ratio depends on the distance between the
target and the underlying sensor node. Assuming that the power of the independent noises
for the neighbor sensor nodes are identical then the power of the observed signal is getting
poorer as the target be farther from the underlying sensor node. Based on this, there is an
optimal radius around the fusion center over which the fusion is performed. Each local
decision should be weighted to have a better contribution on the final decision to minimize
the detection error probability. Suppose that a binary hypothesis testing situation where the
hypotheses are denoted by H0 and H1. H0 denotes the presence of the target signal. The
target is modeled here as a zero-mean Gaussian stochastic process. The Gaussian observed
signal is denoted by Sn. Sn is characterized by its covariance matric Sn ~ N(0, E s ). Hi
denotes the noise v. v is a white Gaussian noise characterized by its covariance matrix, v
~ N(0, £„), assuming that the noises are independent at different sensor nodes then T,u =
a^l. So the observation vector for node k is Xk as in Fig. 5.1 can be written as follows:

Ho

: Xj~ = anSk + ^k

Hi

:Xk

= uk,k =
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l,...,N

where N is the number of sensor nodes and an is the attenuation factor for the observation
signal.

1 0 20

where pt is the distance between sensor node i and the moving vehicle, a is the attenuation factor for unit distance [58]. The value of a is determined by the Atmospheric Sound
Absorbtion Calculator [35]. The problem is to define the maximum p^ for each sensor node
to have a beneficial contribution in the decision fusion.
Zk

= bkXk + uJk

Zk

= bkdkSk + bkVk + ^k

Where Zk is the radio received signal, ujn is the receiver white Gaussian noise ui ~ iV(0, of,I),
and bn is the attenuation factor of the radio signal. Based on the above the covariance matrices for both the noise and the original signal are changed as follows:

Xz = blalXs + b2kall + a2J

(5.2)

Y.a = (blal + ol)l

(5.3)

Thus the decision variable for the optimal fusion rule is as follows:

T(z)

=

^ ( E J 1 - E;1)*

= *T((blal + ^ I -

1

- Map.
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The decision is based on comparing the decision variable T with a certain threshold. According to the above equations the distance between the two distributions decreases, because the attenuation factors an and bn are both less than one. This makes the decision
accuracy declines as the attenuation factors decrease. Thus, each local decision should be
weighted according to the signal to noise ratio for both acoustic signal and the wireless radio signal. Therefor we use fuzzy logic to weigh each local decision to get use from human
logic.
5.3

Fuzzy Logic Inference
Fuzzy logic inference is a simple approach to solving problem rather than attempting

to model it mathematically. Empirically, the fuzzy logic inference depends on human's
experience more than the technical understanding of the problem or system. As in Fig. 5.2,
fuzzy logic inference consists of three stages:
1. Fuzzification: map any input to a degree of membership in one or more membership
functions, the input variable is evaluated in term of the linguistic condition.
2. Fuzzy inference: Fuzzy inference is the calculation of the fuzzy output
3. Defuzzification: convert the fuzzy output to a crisp output
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Crisp Input

Application of AND,
OR operators
MinforAND
Max for OR

Singleton
-+• i fuzzification

i
min for
implication

Crisp Output •*-

Figure 5.3
5.4

max for
aggregation

I
Centroid
1 defuzzification

Fuzzy Inference Process.

Fuzzy Weighted Majority Voting
Fuzzy logic ruled based system can be used as a classifier as in [101]. In this chapter,

fuzzy system is used to infer the weights of each decision in a weighted majority voting
decision fusion process. Majority voting is a simple way to combine decisions of several
classifiers or decision makers to improve the recognition process. We refer the reader to
[50] to understand how and why the majority voting can improve the recognition process.
A fuzzy logic is used, in this paper, for weighting the local decisions according to both,
observation SNR as well as wireless radio SNR to minimize the decision fusion probability
of error. Fuzzy logic is applied in decision fusion to get help from the human logic. The
fuzzy decision weighting is consist of two inputs: The relative sensing signal power, which
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Membership Functions of the Input Variables RP and SP.

is represented by the variable (SP), and the relative Received Signal Strength Indication
(RSSI)

of the wireless radio signal, which is represented by the variable (RP). Variables

(SP) and (RP) have value of zero for the highest acoustic SNR and the highest
of the wireless radio signal as it is shown in Fig.5.4. SP = 1
RP = 1

RSSI
Max. RSSI

Acoustic

signal

(RSSI)
power

Max. Acoustic signal

power'

. The three membership functions of the two fuzzy logic inputs

SP and RP are shown in Fig. 5.4. The inputs are defined by the following membership
functions: C (Close), M (Medium),

and F (Far).

The output of the fuzzy logic, the weight of each local decision W, is defined by four
membership functions very low (VL), low (L), Medium (M), High (H), and

(VH).

Fig. 5.5 shows these membership functions. The fuzzy logic rules are deduced as in Table 5.1. The Centroid method is used for defuzzification. W is shown as a function of SP
and RP in Fig. 5.6. The following operators are used in the fuzzy inference system as it is
shown in Fig. 5.3: min for implication, max for aggregation, singleton fuzzification, and
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centroid defuzzification. The first step of the fuzzy inference system is the Fuzzification of
the crisp input over all the membership functions, the output of this step is the degree at
which each antecedent is met for each rule. Fuzzy operator is applied to get one number
that represents the result of the antecedent for each rule. After that the implication is implemented as in Fig. 5.3. The output of the implication is a fuzzy set. All of these fuzzy
sets from all rules is aggregated, then defuzzified to give a crisp output [60].
5.5

State Machine Decision Making
The position and the speed of each target are not estimated in this paper. However,

the position and speed of the group are estimated based on the propagation of the acoustic
signal without association. Each cluster head keeps track of the state of the targets and
decide wether the targets are getting closer or going far from the fusion center according
to the power of the acoustic signal for each sensor node at each time step. Although the
cluster head makes the decision every time step, it just sends its decision to the gateway
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Figure 5.6

The Relation Between the Weight and the Input Variables RP and SR

Table 5.1
Index

Fuzzy Rules for Fuzzy Weighting

Input 1 SP Operator

Input 2RP

Rule weight

Output

1

C

and

C

VH

2

F

and

F

VL

3

M

and

M

M

4

C

and

F

M

5

F

and

C

M

6

M

and

F

L

7

F

and

M

L

8

M

and

C

H

9

C

and

M

H
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or sink one time. The best time is when the targets are as close as possible to the cluster
center. This time is estimated by the state machine as in Fig. 5.7. We grouped sensor nodes
into two groups. Group one is the J sensor nodes with the highest acoustic signal power.
Group two is the closest J senor nodes to the cluster center. Suppose £ is the difference of
the sum of the acoustic power of group one and group two.
j
S

J

/ j *groupOne
1

/ ,, -*groupTwo
1

w-^7

Then, if £ is decreasing, then the vehicles are getting closer to the center of the cluster. If
£ is increasing, then the vehicles are going far from the center of the cluster. Therefore, we
can roughly estimate the direction and the position of the vehicles in that specific cluster.
Tracking £ with time lowers the detection false alarm, because of the motion detection
besides the acoustic signal detection. The speed can be estimated from the rate of the
difference A , where A = & — £j_i. In ideal cases, If the targets are heading toward the
the center of the cluster then A sign will not change. In reality, because of the noise and
the random motion of the vehicles, the sign of A may fluctuate. Therefor we introduce the
four counting states as in Fig. 5.7. These four counters {CIF, CIC, CTF, CTC} will be
reset in any transition to any other state. State Count-To_Get_Far counts the number of time
steps that A has the negative sign. If the counter (CTF) is greater than (M) the state will
be changed to Get_Far state, which assures that A is steady and the vehicles keep getting
far. If the sign of A is changed while the system in state Get_Far then the fusion center will
change the state to Count Jn_Get_Far. State Count Jn_Get_Far counts the number of time
steps that A has the negative sign. If the counter (CIF) is greater than (L) the state will
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A<0

A>0

A>Q
A<0

A>0

A<0
Figure 5.7

Finite State Machine Diagram of the Target Position Estimation.

be changed to Count_To_Get_Far state, and the same for other states. {K, L, M, N\ are
determined experimentally. The state machine is tracking the region of the high acoustic
power. This enables the fusion center to know if these detection are false or not from the
changing of the region of the highest acoustic power. This algorithm can be applied for
position estimation, speed estimation, as well as target tracking.
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5.6

Simulation and Results
Simulation environment for one network cluster region with dimensions (300 x 300) is

developed using Matlab. Vehicle motion is modeled as a Gaussian Markov mobility model.
Simulation of the acoustic signal of two different vehicles is based on real sounds. Local
decision for each sensor node is taken by multi hypothesis testing after a feature vector is
extracted based on the distribution of the spectrum of the acoustic signal. Classification
decision and acoustic power is sent to the cluster head where the decision fusion is performed. All the local decisions are fused by a fuzzy weighted majority voting decision
fusion algorithm. In the classical majority voting algorithm, all the local decisions of the
sensor nodes have the same weight regardless of the observation SNR and wireless RSSI.
While in the fuzzy weighted majority voting decision fusion algorithm, each local decision
of the sensor node has been assigned a different weight based on the observation SNR and
wireless RSSI. The result of simulation is shown in Fig. 5.8. The fuzzy majority voting
achieves lesser detection error average than the classical majority voting. Our new fusion
scheme has a classification error as low as the optimal decision fusion, where all decisions
and their probabilities are sent to the fusion center. Since farther sensor nodes have less
weight, this makes sharing many sensor nodes in the decision will not increase the error in
the fuzzy majority voting as in classical majority voting. This means that, if the optimal
number of the involved sensor nodes in the decision fusion is unknown or can't be determined, the least detection can be obtained if the fuzzy weighted majority voting decision
fusion is used. The correct fuzzy rules are deduced based on experiment results. Thus the
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rules should be changed as the network parameters change. Fig.5.9 shows the detection error average for four different densities. To have the detection error decrease as the number
of sensors increases until having the least detection error, the right fuzzy logic rules should
be deduced. Fuzzy weighted majority voting for decision fusion has less detection error
than the classical majority voting.
5.7

Conclusions
A new on-line decision fusion method is developed for moving targets in wireless sen-

sor networks. A fuzzy inference system determines the weights for each local decision
based on the signal to noise ratios for the sensing signals and the wireless radio signals.
This is also integrated with a state machine to help in deciding when to take the best decision for the whole cluster and to know the direction and speed of the targets. Simulation
results demonstrate the efficiency of this method, however, it is computationally more
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expensive than the classical majority voting method.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
Battlefield surveillance, border monitoring, and intelligent traffic system are some of
the applications of the classification of ground vehicles based on acoustic signals. Classification of multiple dynamic targets based on time varying continuous signals in WSNs is
a big challenge in many of WSNs applications. In this dissertation, we tackled the problem of classification of multiple moving ground vehicles, that are passing through a region
monitored by wireless sensors, where the number of these vehicles is evolving with time.
This work investigated the problem from three aspects: the first is the feature extraction
from the vehicle sounds where various feature extraction techniques for vehicle acoustic
signal are evaluated based on different criteria. The second is the utilization of the time
correlation of the observation by using Hidden Markov Model (HMM) for classification
based on multiple hypotheses testing with maximum likelihood approach. The states in
the HMM represent various combinations of vehicles of different types. With a sequence
of observations, Viterbi algorithm is used at each sensor node to estimate the most likely
sequence of states. This enables efficient local estimation of the number of vehicles for
each vehicle type. In the third part a collaborative fuzzy dynamic weighted majority voting
(CFDWMV) algorithm is developed to fuse all of the local decisions and make decision
on vehicles number for each types. The weight of each local decision is calculated by a
fuzzy logic inference system based on the acoustic observation signal-to-noise ratio (SNR)
as well as wireless communication SNR. Thus, the CFDWMV algorithm utilizes the spa78

tial correlation between the observations of the sensor nodes. While HMM utilizes the
temporal correlation and reduce the complexity of the optimal classification algorithm.
6.1

Summary of Results
Through examination of multiple vehicles classification problem in WSNs from dif-

ferent aspects, we came up with some significant findings and results. These results and
findings are summarized as follows:
6.1.1

Feature Extraction of Vehicle Acoustic Signature

Feature extraction is a critical step for classification of ground moving vehicles. This
dissertation evaluates two common feature extraction methods that are used in this field
with some modifications. The first method is based on spectrum distribution and the second is based on Wavelet Packet transform. The two methods are evaluated and compared
thoroughly. Evaluation criteria are based on the correct classification rate and the separability ratio of the classes. Both methods give almost the same correct classification rates
and separability ratios, while the first outperforms the second in term of computation and
memory resources, which are critical in wireless sensor networks. Results prove that most
of the vehicle sound power is concentrated in the low-frequency bands. Experiment results
shows that SVM is an efficient ground vehicle classifier based on acoustic signals.
6.1.2

Time Decorrelation of Acoustic Observations

In this dissertation, we propose an idea of modeling a distributed multiple hypotheses
classification problem by HMM. Classification of multiple dynamic vehicles in WSNs can
be modeled as a context dependant classification problem. The number of moving vehicles
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of each class is considered as the state, and each state depends on the previous state. This
makes it appropriate to model the system with HMM. Given a sequence of observation,
Viterbi algorithm is used to find the maximum likelihood sequence of states. Simulation
results based on real vehicle sounds show that using HMM framework decreases the classification error rate. The other benefit of HMM is the reduction of the computation overhead
for multiple hypothesis testing. The only hypotheses that need to be tested depend on the
state transition probabilities. Therefore, the hypotheses that need to be tested are the ones
that have non-zero transition probabilities.
6.1.3

Spatial Decorrelation of Acoustic Observations

A new on-line decision fusion method is developed for moving targets in wireless sensor networks, where fuzzy logic determines the weights for each local decision based on
the signal to noise ratios for the sensing signals and the wireless radio signals. This is
also integrated with a state machine to help in deciding when to take the best decision for
the whole cluster and to know the direction and speed of the targets. Simulation results
demonstrate the efficiency of this method.
6.2

Future Work
Classification of multiple vehicles based on acoustic signals can be investigated in many

areas to enhance the classification rate. Future work could be directed to evaluate more
feature extraction methods and feature models. Due to the constraints in WSN resources,
parametric models are preferred to non-parametric ones. The sources of the acoustic signals
of the moving vehicles can be modeled as one of the following models:
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1. Single multi variate Gaussian
2. Mixture of Gaussian (MoG)
3. Time-Varying Autoregressive model (TVAR)
4. Hidden Markov Model (HMM)
5. Coupled harmonic model
Evaluation of the above models for acoustic signal for single and multiple vehicles is one
of our future work. Inference of the mixture model when the source signal is modeled by
one of the above models is also a promising research. Finally, our future work will also
consider the collaborative classification based on fuzzy inference using different algorithms
to deduce the membership functions and the fuzzy rules.
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