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ABSTRACT
THE SEMANTIC AND ACOUSTIC VOICE FEATURES DIFFERENTIATING
NEUTRAL AND TRAUMATIC NARRATIVES
Yosef S. Amrami

This dissertation is a quantitative and qualitative exploration of how one
linguistically communicates emotions through an autobiographical narrative.
Psycholinguistic research has affirmed that linguistic features of a narrative, including
semantic and acoustic features, indicate a narrator’s emotions and physiological. This
study investigated whether these linguistic features could help differentiate between
trauma and neutral narratives and if they can predict autobiographical narratives’
subjective trauma ratings (STR). Qualitative analyses of the positive and negative
evaluative statements were also conducted, which indicated the narrators’ thought
processes during recall. Twenty-two Spanish-English college students participated in this
study and narrated both traumatic and neutral narratives. We measured the narratives’
proportions of anger, fear, sadness, and joy emotion-related words and referential
language. For acoustic analyses, we extracted narratives’ prosodic features, including,
pitch, jitter, speaking speed, and acoustic energy, and cepstral features (I.e., MFCCs).
Positive and negative evaluative statements were reliably coded and extracted from the
narratives. Student’s T-tests showed that neutral and trauma narratives differed
significantly in emotion-related semantic and MFCC-3. We tested the linguistic features'

ability to predict participants’ STR for both narrative types through separate Leave One
Out Cross-Validation linear regressions, which can be used efficaciously on small
sample-sizes. Several semantic and acoustic features predicted the neutral narratives’
STRs. In contrast, we could not produce a statistically viable model for predicting the
trauma narratives’ STR. Analyses of the evaluative statements suggest that the trauma
narratives had a unique signature of negative and positive statements – in addition to
trauma statements having more negative evaluations. Limitations of this dissertation
suggest that future research should use a more regimented methodology if aiming to
analyze acoustic features. Nevertheless, these results, although tentative due to the small
sample size, reinforce the importance of psycholinguistic analyses of narratives and have
implications on how to assess people's emotional states during psychotherapy. The
dissertation finally encourages the broader use of narratives and linguistic analyses in
clinical psychology to preserve, recognize, and ameliorate traumatic experiences.
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1
Introduction
This dissertation explored the semantics and acoustic features present in trauma
narratives that differentiate them from other autobiographical recalls. The inclusion of
trauma narratives into this study enabled the study of autobiographical recall while one is
stressed; this dissertation also helps to elucidate how stress impacts linguistic expression
during narrative recall. Although the analyses conducted for this dissertation were solely
on English narratives, narratives were accrued from a sample of Hispanic college
students who provided English and Spanish narratives of traumatic events as part of an
ongoing study on Autobiographical Memory in Spanish – English Bilinguals (Javier,
Amrami, & Lamela, 2018). A diverse set of analyses, including a mixed-methods
approach that used both qualitative and qualitative analyses, was used to examine how
people communicate trauma narratives through linguistic communications (semantics and
acoustic features).
Even though this study will not compare autobiographical recall between Spanish
and English language conditions, the expression of narratives from a bilingual population
is still noteworthy. Indeed, Latinx, Spanish-English bilinguals represent a salient and
important group in of themselves, and second-generation Latinx Americans make up the
largest subset of America’s immigrants and, therefore, America’s population (Radfold &
Noe-Bustamante, 2019). In general, epidemiological studies show that African and
Latinx Americans are more likely than White Americans to be exposed to a traumatizing
event (López et al., 2017; Roberts et al., 2011; Sacks et al., 2014). Furthermore, Latinx
Americans may encounter adversities unique to their cultural experiences, such as
immigration, that can be expressed via autobiographical narrative. Latinx Americans’
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relative increased risk to experiencing trauma can be an unfortunate outcome of events
relating to immigration. Hispanic Americans are about 30% more likely to be exposed to
a traumatic event before and during immigration compared to non-Hispanic Americans,
who are less likely to undergo immigration (de Arellano et al., 2018). Early findings by
Javier, Barroso, and Muñoz in their study on autobiographical recall within Spanish English bilinguals (1993), demonstrated specific linguistic differences in bilingual
autobiographical narratives as a function of the language of the narratives, where the
language in which the experience was initially coded became the most important factor.
In this study, we are seeking to examine more systematically different types of
autobiographical narratives among bilinguals by taking advantage of new development in
methodology that allows for a more comprehensive and sophisticated analysis of
autobiographical memories. Particularly, it will allow us to examine the specific ways
traumatic experiences, and the stress that accompanies their retelling, may be
linguistically represented.

3
Literature Review
According to the introduction of The Handbook of Discourse Analysis, discourse
analysis is the multidisciplinary human communication habits and can range from
studying single phrases, conversations, and even entire literary works (Schiffrin et al.,
2015). Being a multidisciplinary study, discourse analysis engages with theories and
methodologies from an array of fields that include cognitive psychology, clinical
psychology, sociology, and computer science. As Schiffrin et al. explain, discourse
analysis allows scientists and clinicians to study an abstract and nuanced topic, such as an
autobiographical narrative, via sophisticated methods and valid empirical measures. In
other words, discourse analysis operationalizes communication previously considered too
abstract to study by scientists. For instance, researchers can now elucidate the emotional
valance of innumerable social media exchanges via a regimented analysis that uses
computerized machine learning operations (e.g., Mohammad, 2018). Or, at the
intersection of clinical psychology and discourse analysis, researchers have even found
connections between subtle changes in the way people express their emotions and
therapeutic growth throughout treatment (Moussavi et al., 2007). This exemplifies how
discourse analysis incorporates an array of fields, such as linguistics, computer science,
and cognitive psychology, to complex questions through valid research methodologies,
which can be replicated by scientists and clinicians (Javier et al., 1993).
This dissertation, a multifaceted discourse analysis of personal narratives, seeks to
reinforce the importance of storytelling and narratives. Theoretical psychologists,
including psychologists and linguistics, have posited that narratives – even fictional
narratives – can demonstrate how people think about themselves, others, and their lived
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experiences (McAdams, 2011). In their chapter, Discourse Analysis and Narrative in The
Handbook of Discourse Analysis, De Fina and Johnson state that one’s narratives are an
important expression of how people relate to themselves and the world around them.
They state, for example, that people express narratives to “make sense of the world” (De
Fina & Johnstone, 2015). In other words, personal narratives can help someone come to
terms with why and how events happened in their life (e.g., what is the meaning of
struggles?). In addition, they state that narratives are an expression of perspectives and
lessons one accumulates throughout one’s development. Therefore, autobiographical
narratives are emblematic of how one has been conditioned to view themselves and
interpersonal relationships (De Fina & Johnstone, 2015). Furthermore, Labov and
Waletzky (1997), who are leading figures in systematizing the analysis of narratives,
theorized that one’s personality and socioeconomic privilege impact their
autobiographical narratives (1997). This view additionally suggests that one’s personal
and environmental features contextualize how one recalls an autobiographical event.
Storytelling, which includes personal narratives, is a ubiquitous form of human
communication and has been endemic to human cultures since prehistorical times (Boyd,
2009). It is unclear when psychologists became interested in studying narratives because
is it difficult to differentiate a narrative from content discussed in psychotherapy, in
general. Indeed, there may not be operationalizable distinctions between a personal
narrative and what follows when someone asks, “How was your week?”. Taking that into
account, one can reasonably state that psychologists have been studying storytelling and
narratives since the advent of psychotherapy in the 19th century. There are abundant
examples of how early psychoanalysts emphasized understanding patients’ narratives,
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whether personal, cultural, fictional, or people’s dreams. For example, Freud partly
distinguished between mourning, a healthy process, and melancholia, a form of
psychopathology, based on a patient’s capacity to fully articulate an event that led to loss
or grief as well a specific analysis of its linguistic contents (Freud, 1957). According to
Freud, this cathartic process, in which a patient fully expresses pain they previously
avoided, occurs when patients express a series of personal narratives followed by a
physiological discharge of emotions – both of which can be processes endemic to
narrative recall (De Fina & Johnstone, 2015)
Regardless of how one defines a narrative, psychological research and
practitioners have explicitly used narratives to understand the personality and
psychosocial wellbeing of people since the mid-20th center, which is exemplified by the
Thematic Apperception Test (TAT; Murray, 1943) and more recently by the Tell Me A
Story (TEMAS) by Constantino, Dana, and Malgady (2007). These projective measures
use an array of pictures to prompt people to engage in storytelling to assess their
personality and motivations. Presumably, people communicate their conscious and
unconscious beliefs about themselves and others while forming these narratives – even
though they are not explicitly personal narratives. Practitioners then analyze the themes
and narrative structure present in these stories and make conclusions about the person’s
inner workings (Murray, 1943). For example, someone may communicate a story about a
young lady’s desire to leave their rural, traditional family to pursue a college education in
a larger city when seeing Picture 2 of the TAT. According to A Practical Guide to The
Thematic Apperception Test (Aronow et al., 2001), such a narrative would imply the
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narrator has a strong need for personal achievement and is intrinsically motivated to meet
their goals.
Since the TAT, psychologists have studied personal narratives in addition to
projected narratives based on fictional events. Decerning a narrator’s attitudes and
motivations from how they recall their life has certain advantages and disadvantages
compared to depicting a story from a predetermined stimulus, such as from a picture on
the TAT. While the TAT, for example, has standardized prompts and fixed protocols for
analyzing narratives (Aronow et al., 2001), the content for personal narratives is far less
predictable, so they lend themselves less to standardized narratives, coding, and
measurements. On the other hand, personal narratives correspond to a person’s authentic
lived experiences and are not modulated by rigid prompts – like a picture. Therefore, the
narratives produced using this method are likely to correspond more with a person’s
actual perceptions on themselves and others. This comparison exemplifies the tradeoff
that scientists need to consider when balancing a study’s internal and external validity
(Barker et al., 2015). Even though personal narratives can substantially differ, so the
content being analyzed within a single study can differ, psycholinguistic and social
psychologists have still found creative ways to investigate such narratives in a
methodologically sound manner (De Fina & Johnstone, 2015).
One of the most prolific psychologists to study personal narratives was Dan P.
McAdams, who wrote a series of seminal papers on how the content and structure of a
narrative have implications on a narrator’s identity, beliefs they have about themselves,
their societal roles, and how they interact with other people (McAdams, 2011).
According to McAdams, a narrative exemplifies a healthy identity when its structure has
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clearly defied beginning, middle, and end (McAdams, 1989). McAdams, in addition to
postulating that the structure of a narrative has implications, also concluded that people
imbed content relating to their narratives that relate how well they cope with hardship,
via finding redemptive meaning and personal agency, and how connected they feel with
other people (i.e., communion; McAdams & McLean, 2013).
Given the psychosocial salience of autobiographical narratives, the question
remains: Which discourse features are significant when studying and differentiating
traumatic autobiographical narratives from a neutral event? Or more broadly, how do
people linguistically communicate an event when distressed? One can broadly break
down spoken narratives and discourse, in general, into at least two components: its
semantics and its acoustic properties. In other words, a spoken narrative encapsulates
what a person recalls and how they recall it using their voice. Most psychologists who
have studied narratives have focused their content, such important themes, and their
relation to how people view themselves (e.g., studies completed by McAdams), while
less research has been conducted on how people communicate what might be emotional
events.
Semantics
Speech and narratives contain more nuance and meaning that can be
communicated from voice alone. While Acoustic Voice Features (AVFs) can tell us that
a person is feeling aroused and even negative or positive valence emotions (Banse &
Scherer, 1996; Juslin & Laukka, 2001; Lalitha et al., 2015), they can hardly identify if
someone is feeling anger versus panic. Furthermore, AVFs cannot tell us how someone
has evaluated themselves, their actions, and those of other people during and after a

8
traumatic event. To find that kind of richness in a narrative, one must look at the words
one uses and their meanings: semantics. Studying semantics, the meaning we attribute to
words and phrases, extends past the literal definition assigned to lexical units; semantics
is not the same as dictionary definitions of words but relates more to the connotation
words and phrases may express (Geeraerts, 2010). According to Geeraets in Theories of
Lexical Semantics (2010), the study of semantics is quite diverse and ranges from
Generativist Semantics, that takes a formalized approach to understand the meaning of
words in the context of grammatical structures, to Cognitive Semantics, which is far more
interested in how people imbue their history, culture, feelings and present-day
expectations into language. Cognitive Semantics posits that words carry more symbolic
representations than using a literal approach to understanding language. For example,
according to tenants of Cognitive Semantics, the semantic meaning of the word store is
not simply a place where people buy items; instead, a store can be related to lines, clerks,
commuting, and money (Lemmens, 2015).
Cognitive Semantics has been used to understand how people communicate
emotions while speaking (Haggag, 2014; Ostermann, 2012). Unless a person explicitly
stated how they feel, a purely lexical approach - simply considering the literal meanings
and obvious associations to words – would be limited at identifying speakers’ emotions
(Ostermann, 2012). Fillmore’s Frame Semantics, a school of thought within this larger
field of Cognitive Semantics, can provide psycholinguistic researchers with an effective
theoretical frame in understanding the semantics of emotional expression. Frame
Semantics posit that items and events, even emotional experiences and relationships, gain
associations with various words and phrases to form frames: classes of associated ideas
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influenced by one’s life and culture (Fillmore, 1985). To exemplify this theory, Fillmore
used the concrete example of inches, foot, and yard to form a frame associated with
measurements. Furthermore, he demonstrated a more complex frame using an entire
phrase, we never open presents until the morning. To many Christian or American
people, this seven-word phrase would be easily associated with a single cultural frame:
Christmas. Extrapolating this to the semantics of emotions, someone may feel happier
near their cat or father. Eventually, these associations become stronger the more this
person feels happy when exposed to the cat or father, and the words cat and father
become associated with happiness (Ostermann, 2012).
In addition to the lexical content of speech having an impact of how one perceives
semantics, how words are arranged into larger units of discourse, such as statements, are
imbued with semantics – meaning (Lemmens, 2015). Lemmens illustrates this in his
paper on cognitive semantics (2015): a word’s position within a larger statement can
impact its meaning. He uses the phrase, He lemmens into the room, to illustrate this
principle. Lemmens posits that given the noun room is followed by the preposition into,
one can assume that lemmens is a verb that means entering – people typically enter a
room. More practically, the order of words and how they are punctuated impacts their
semantics. For example, here are two sentences with the same words but different
structures and, therefore, semantics:
1) Will the cat hurt you? No.
2) No! The cat will hurt you!
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In these examples, the structure and grammar of each statement impact its meaning and
helps differentiate between these narrators’ varied emotions: calm vs fear.
In addition to how words are punctuated, the coherence and a structural
organization of a narrative, and how well it is articulated can have implications on the
semantics of a narrative and the nature of the emotion being expressed (McAdams &
McLean, 2013). For instance, there is evidence that a traumatic narrative’s cohesion and
organization are associated with the overall wellbeing of people (Baerger & McAdams,
1999) and development and severity of PTSD (Amir et al., 1998; Halligan et al., 2003;
Jones et al., 2007; Tuval-Mashiach et al., 2004). These studies followed a similar
paradigm: people, usually women, who experienced a traumatic event were asked to
describe the event during several intervals following the incident. Their findings largely
conclude that people who expressed traumatic events in a disorganized manner, such as
using repetitive words and incomplete sentences, immediately after the event were more
likely than others to develop PTSD in the following months. In a study of 12 women
with PTSD, Amir et al. investigated the association between participants’ symptomseverity and articulation and cohesion while recalling traumatic narratives (1998). Amir
et al. operationalized articulation as the number of syllabus per word and words per
sentence. They found moderately large negative correlations between articulation and
current levels of anxiety at two weeks and with PTSD symptoms after 12 weeks (Amir et
al., 1998). Also, Halligan et al. completed an analogous study with 81 participants who
either met the DSM-IV-TR criteria for PTSD, had met criteria, or never had PTSD
(2003). They measured coherence, or articulation, via a more rigorous and holistic metric
than Amir et al. Participants diagnosed with PTSD and those who previously met criteria
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exhibited less narrative cohesion than those without a history of PTSD. In addition, those
who expressed greater incoherency during their initial assessment were more likely to
develop PTSD in a subsequent longitudinal study. Jones et al. (2007) found similar
findings in a study of car accident victims. In this study, participants who exhibited
greater incoherence and disorganization while recalling the accident tended to exhibit
greater symptoms of PTSD and were more at risk for developing PTSD in the future. In
summary, several studies reinforce the important of cohesion during a narrative for those
with PTSD.
Organization refers to how logically a narrative is structured. Labov and
Waletzky (1997) posited that a generic narrative can be segmented into a few events: 1)
introducing an event, 2) describing the setting, 3) facing a challenge, 4) experiencing an
outcome to the challenge, 5) explaining some resolution to the event, and 6) reflecting on
how their life has changed since that event. They made these conclusions after a
qualitative analysis of 600 narratives provided by a demographically diverse sample,
including people with varied age, ethnicity/race, and income. However, spontaneously
produced narratives might not fit into the structure of a fully fleshed-out narrative.
Foster, in her dissertation on children’s trauma narratives, delineated chapters of a trauma
narrative, which she found to be most prevalent while working in a community mental
health setting (Foster, 2011). Although these chapters are specific to the experiences of a
child who encountered sexual assault, some organizational features can be extrapolated to
trauma narratives of different intensities. For one, events occurring before and after the
traumatic event were important for children to depict in part of their larger trauma
narrative. In addition, Foster explained that chapters involving the traumatic event itself
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were the most difficult for children to complete. Therefore, one can generalize that a
trauma narrative includes segments that describe events before, during, and after the
event, and the traumatic event itself will carry the greatest emotional significance.
McAdams, over the course of several studies, concluded that a narrative’s organization
carries important significance: well-adjusted people will recall a challenging situation
chronologically and recall logical sequences (e.g., Baerger & McAdams, 1999;
McAdams, 2011; McAdams & McLean, 2013).
However, there are several limitations to using those aspects of narratives,
including its structure, coherence, and organization, to assess emotional expression. For
one, many of these studies relied on narratives transcribed from audio recording, and
researchers had to impute punctuation afterward. It is also difficult to extrapolate these
findings to people whose traumatic event occurred relatively long ago since these studies
gathered narratives within weeks after a traumatic incident (Amir et al., 1998; Halligan et
al., 2003; Jones et al., 2007). Therefore, many semantic scholars have instead studied
natural language processing (NLP) that emphasizes the importance of the words and
phrases – lexical units – people use during narrative recall instead of how they articulated
or organized the content of said event. In other words, it is not how one organizes a
narrative but what one says that determines its importance.
In one study, autobiographical trauma narratives from 35 women with PTSD were
analyzed using such a computerized semantic coding schema (Jaeger et al., 2014).
Organization and cohesion, or the “structural” components of these narratives, were
operationalized by perseverations and vocalizations implying dysfluency, such as “um”
and “like.” The content of these narratives was operationalized by the proportion of
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negative and positive affect words used during narratives. In a series of regressions, they
found that the content of the narrative (e.g., the proportion of negative and positive
emotion words) was more predictive of traumatic stress symptoms and general wellbeing
than its structure. Other studies have found such computerized analyses can accurately
determine the mood of someone during written discourse (Crossley et al., 2017;
Mohammad et al., 2018). Computerized semantic coding uses software to measure the
saturation of specific types of words, such as words related to fear, and the coherence and
organization found within a narrative (Crossley, Kyle, & McNamara, 2017). Such
programs use natural language processing – non-ironically – to determine what words or
phrases are associated with a target construct; for example, a program can learn that party
is often near happy, the targeted construct, and subsequently identify party as a word
associated with happiness (Haggag, 2014). This has an advantage over subjective
determinations, such as determining punctuation post hoc and can be used to objectively
determine the relative negative versus positive content of speech. Taking these studies
together, even lexical units, such as single words, can inform clinicians and researchers
about a person’s emotional state while recalling a stressful event or just in general.
An aspect of language that intersects with both lexical and structural semantics is
the construct of referential language. Referential language, in addition to emotion-related
words, can help identify the emotional valance and intensity of a narrative. Bucci and
Miller (1993) posit their version of the Multiple Code Theory, which presumes that
people internalize emotionally laden experiences via both nonverbal and verbal processes
(i.e., through associated sensations and verbal episodic memory). According to Bucci’s
Multiple Code Theory, people then verbally express previously latent emotional
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experiences through a process called referential activity, in which people are referring to
other people and events - using language that refers to another entity - logically and
coherently (1993; Bucci et al., 2016). Most of the relevant research on referential
language has been done on self-referential language, which is like the inverse of
referential activity. Several studies have found that self-referential language, such as
first-person pronouns and possessive pronouns, are associated with greater negative
emotionality and depression (Tackman et al. 2019; Zimmermann et al., 2017). However,
these studies investigated clinical populations and have limited generalizability to the
traumatic narrative from nondepressed people. They also did not consider how
referential language can be associated with negative emotions during narratives of
negative life events. A transdiagnostic study completed by Brockmeyer et al. (2015)
showed that self-focused language was associated with reported depression and anxiety
when a population of non-clinical participants recalled a negative event. The inverse
being, referring to others would be associated with more limited negative emotional
traits. This study suggests that people’s emotional traits can impact their usage of
referential language during narratives. However, Brockmeyer’s study does not make
implications on referential language and one’s emotional state, which might be impacted
by recalling a traumatic event, or on how varying levels of an event’s negativity can
impact referential language. This dissertation, therefore, sought to expand the study of
referential activity to one’s present emotional state when recalling a traumatic narrative.
Evaluations and Attributions
As stated by advocates of cognitive semantics, one must understand the context in
which a word or phrase is spoken to fuller understand its meaning (Fillmore, 1985;
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Lemmens, 2015). Conversely, the contexts that underly the words people use to describe
an event can be suggestive of the truer meaning of those words. Evaluations that people
make during narratives are semantic, symbolic representations of one’s schemas and,
therefore, indicative of emotional wellbeing (Labov & Waletzky, 1997; Tuval-Mashiach
et al., 2004; Veglia & Di Fini, 2017). For example, one’s proclivity to attribute negative
meaning to an event can imply they have a generally pessimistic outlook on life (Beck &
Beck, 2011). Such evaluations are a salient feature in personal narratives according to
Lubov (1972, 1997). After completing a large-scale study of personal narratives, Lubov
concluded that narratives include at least two ubiquitous features: narrative and
referential clauses. In short, narrative clauses describe what had happened, while
referential clauses tell people why what happened may be important. So, extrapolating
this to a trauma narrative, narrative clauses would describe the traumatic event in
objective detail, while the referential evaluations would describe its impact and the
narrator’s thoughts and feelings during the event.
In an extensive review of themes pertinent to autobiographical narratives and
emotional wellbeing, Veglia and Di Fina (2017) concluded that people communicate their
beliefs and expectations about self-efficacy and interpersonal relationships while
recalling events from their lives. Furthermore, they concluded that these themes indicate
one’s psychosocial health. In one such study, Tuval-Mashiach et al. (2004) completed an
in-depth qualitative thematic analysis of trauma narratives and the development of PTSD.
In total, they gathered 15 narratives that were produced by five individuals over three
time periods. These narratives were provided by demographically similar men who were
victims of the same traumatic event, which was being ambushed and shot at by alleged
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terrorists. The uniformity of the event and participants allowed the researchers to make
some conclusions about the effects of one’s emotional state from the content of a trauma
narrative without having to consider the impact that differing cultures, gender
expressions, and other demographic features can have on its recall. PTSD symptoms
were associated with more negative self-appraisals and fewer positive self-appraisals
during their trauma narratives. In summary, the personal and social themes that one
conveys during a narrative have implications of their psychological health.
Perhaps, one of the most telling manifestations of self- and social appraisals’
importance comes from clinical psychology. Several schools of psychological treatment,
including Cognitive Behavioral Therapy and Object Relations based psychotherapy,
emphasize the importance of personal and social attributions in communication (Beck &
Beck, 2011; Greenberg & Mitchell, 1983). According to Beck and Beck, such statements
are a manifestation of one’s inherent schemas (i.e., general motifs one uses to judge
events). Per Beck and Beck, negative schemas can then be activated and expressed via
negative evaluative statements when one is distressed: overly pessimistic or self-critical
statements, unsupported assumptions people make about others, and generally extreme,
unlikely, and negative evaluations. Although not explicit to narratives, Cognitive
Behavioral Therapy (CBT) emphasizes the need to reevaluate such appraisals to heal
psychological distress. Furthermore, Trauma-Focused Cognitive Behavioral Therapy
(TF-CBT) considers such evaluative statements when clinicians are reviewing trauma
narratives (Cohen et al., 2017). Indeed, Cohen et al. (2017) delineate negative appraisals
that are specific to trauma survivors, such as self-blame.
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One can reasonably ask, what is the utility in people spontaneously stating
attributions during a narrative instead of simply providing them with a questionnaire
asking them if they believe in such evaluative statements? Such questionnaires, like the
Cognitive Distortions Questionnaire or the Dysfunction Attitude Scale (de Graaf et al.,
2009), are empirically validated to correspond with measures of psychological distress
and allow researchers to directly inquire into people’s beliefs. These questionnaires also
allow researchers to easily analyze measures from large samples of study participants,
which can be a far more tedious task when analyzing evaluative statements made during
an autobiographical narrative. Although questionnaires offer direct means to analyze
data from many people, they are not observations of how people genuinely speak and
think in organic dialogue. Such surveys also reflect how people think about themselves
and might measure people’s idealized and subjective judgments on their thought
processes.
In contrast to questionnaires, spontaneous attributional statements, such as studies
observing people’s real-time dialogue, are likely more emblematic of how people
genuinely express how they perceive themselves and others. Although less standardized
than questionnaires, spontaneously generated attributions have stronger generalizability
for several reasons. For one, participants are expressing how they would articulate
themselves in real-life scenarios when asked to express themselves naturally, and such
prompts can be more relatable to real-life conversations than answering questions from a
questionnaire. These organically produced statements also are not forced to conform to
previously determined attributional statements found in questionnaires.
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Researchers have used several varied methodologies to assess the evaluative
statement made during such dialogues. These methods range from semi-structured
interviews to qualitative analyses of spontaneously generated statements during
unstructured dialogue. The Articulated Thoughts in Simulated Situations (ATSS)
inquiries into people’s thoughts and evaluations of imaginary situations (Davison et al.,
1983). In the ATSS paradigm (1983), which has been studied in over 70 scientific
investigations until 2010 (Zanov & Davison, 2010), researchers periodically ask
participants to share what they are thinking using open-ended questions in between
segments of emotionally evocative narratives. Zanov and Davison, 2010, in a largescale
literature review on the ATSS, promote using the ATSS for assessing people’s proclivity
towards irrational beliefs, anger and aggression, social anxiety, phobias, and depressed
mood. In several studies, such as a study by Möller, Nortje, and Helders (1998),
participants were more likely to express irrational and negative beliefs when
encountering a scenario provoking their anxiety, such as being told about a hazardous
flight scenario.
One can argue that observing and analyzing statements made in-vivo are
influenced by people’s immediate environment and emotional state, which Zanov and
Davison concede limits the ATSS’s test-retest reliability (2010). Such a critique can be
further applied to less structured methodologies than the ATSS, such as the one used by
Tuval-Mashiach and colleagues (2004), for observing how people communicate
evaluative statements. At the same time, these criticisms underly a strength of such invivo expressions of schemas: They can represent how someone is feeling in the moment,
so it is sensible that evaluative statements made at one time interval would be different
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that how one would express themselves later. In such a scenario, limited test-retest
reliability actually represents the narratives sensitivity to one’s changing emotional state
over time. Therefore, a narrative structure can be more informative on the immediate
impact that emotions have on the evaluations one expresses.
Acoustic Voice Features
Broadly speaking, one’s voice is a physiological measure (Riper & Erickson,
1995); in other words, it relates directly to the physical characteristics and biological
phenomenon, such as biological sex or how aroused someone feels. According to van
Riper and Erickson (1995), there are several fundamental acoustic properties of speech:
pitch, amplitude, timbre, and formants. Pitch is defined as the frequency of sound
vibrations emanating from one’s vocal cords and is measured in Hertz (Hz). One’s pitch
can be indicative of certain human characteristics. For example, the average fundamental
frequency (F0), which is the baseline frequency one’s speech resonates in, for human
female speakers is between 190 to 220 Hz. On the other hand, human males tend to have
deeper voices with a fundamental frequency ranging between 100 to 125Hz. Amplitude
is simply loudness and it is measured in decibels (dB). Timbre involves how a sound
wave resonates beyond one’s vocal cords and into the throat, mouth, and teeth and gains
additional harmonics. Timbre enables two people to have different voices even if their
F0 and loudness are the same. Lastly, formants are important AVFs. Formants can be
depicted as densities of sound waves with varying amplitudes across a spectrum of
frequencies. Humans’ auditory system process these patterns, or formants, to discern
phenomes and ultimately words and speech (van Ripper & Erickson, 1995).
Metaphorically speaking, a formant is like a shape while F0 and amplitude are like pixels.
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In the context of how versus what someone communicates, one’s voice is a
physiological expression that embodies how a language is meant to be communicated.
This distinction is intuitive and can even be demonstrated anecdotally. One can say, Get
out of here, in several different ways that have vastly different meanings. For instance,
one can say it aggressively in response to another burglarizes their home, dryly to a friend
making a dull joke, or even – ironically – approvingly after hearing unexpected yet
positive news. Furthermore, many readers would have an idea of what aggressively,
dryly, and approvingly sound like despite those being nuanced expressions that embody
both emotions and appraisals. In short, AVFs can communicate complex emotional
expressions and even meaning – despite being a physiological, basal measure. AVFs,
therefore, communicate information that would otherwise be lost if a researcher simply
analyzed the written content of a narrative alone. Of course, this antidote does not
sufficiently support the efficacy of acoustic analyses for narratives nor does it inform
what acoustic features are emotionally salient. There are, indeed, many empirical studies
supporting the use of AVFs for analyzing discourse. However, this anecdote
demonstrates something clear that can only be reinforced and clarified by quantitative
research: it is not just what you say but how you say it that matters.
What is not intuitive, however, is if one’s voice has any utility at determining the
presence of psychologically meaningful distress – such that can be operationalized and
systematically observed. This is the case, indeed. Voice can be an objective biomarker
in assessing a person’s emotional arousal and distress. The association between voice
and broader neurophysiological processes has been demonstrated in empirical studies. An
fMRI study by Dietrich et al. (2020) measured brain activity along the limbic system – an
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area of the brain associated with evaluating threats and regulating emotions – and cortisol
during two speaking conditions. In one condition, participants were told that their speech
would be critically evaluated, and they were told their speech would not be evaluated on
the other condition. In addition to a pattern of activation associated with the stressful
condition, they observed that people with higher levels of cortisol during the stressful
condition also had depressed laryngeal motor cortex activation, which is associated with
controlling the muscles that modulate voice. Therefore, the research observed that stress,
changes in the way one speaks, and physiological phenomenon that explain those change
occur in concert with each other. Also, the researchers explain, emotional arousal will
lead to a sympathetic nervous response that can then be manifest in louder voices and
faster speech.
Furthermore, the study of voice, its intersection with clinical psychology, and its
usage as a psychosocial and diagnostic measure have been investigated thoroughly. Over
the last fifty years, many psychiatric and psychological studies have focused on the
diagnostic utility of AVF. For example, AVF has been indicative of autism (Lyakso et
al., 2016; Tanaka et al., 2014), schizophrenia (Rapcan et al., 2010), states within bipolar
disorder (i.e., manic vs. depressed; Faurholt-Jepsen et al., 2016; Maxhuni et al., 2016),
and depression (Cannizzaro et al., 2004; Mundt et al., 2007).
Until the last decade, the body of research on AVFs and emotions have focused
on prosodic features of speech, which are voice features that can be readily discerned –
especially by neurotypical people – and associated with a person’s emotions
(Hammerschmidt & Jürgens, 2007). Such features, for example, can be indicative of
anxiety disorders. Compared to controls, people diagnosed with Social Anxiety Disorder
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(SAD) exhibited higher F0 when engaging in anxiety-provoking social activities (Weeks
et al., 2012, 2016), which suggests that an anxious state can modulate one’s voice.
However, this effect was predominantly observed in men while women with SAD
exhibited less difference in F0 when compared to female controls (Weeks et al., 2016).
Lastly, Goberman et al. (2011) investigated the association between acoustic voice
features during public speaking to explore if linguistic features are associated with one’s
reported anxiety. This study had a low sample size (N = 17) but demonstrated that
prosodic features – in addition to people’s subjective interpretation of the speakers’
anxiety – can reliably predict speakers’ self-reported anxiety.
Also, changes in speech can be indicative of changes in psychosocial health, and
the applicability of AVF in monitoring treatment outcomes alongside traditional
measures has been investigated. Mundt et al. (2007) gathered acoustic data from 35
patients in a depression treatment trial. They found participant’s speech rate, the ratio of
time they spoke versus paused, and the total time they paused were associated with
measures of depression and indicative of treatment outcomes (e.g., slower speech was
associated with more depressive symptoms). A similar phenomenon was observed with
anxiety. In one study, people with social anxiety had their voices recorded while speaking
in public; their voices were recorded before and after treatment (Laukka et al., 2008).
The acoustic features of their voices were significantly associated with their treatment
outcomes. The voices of people who responded positively to treatment showed changes
in their pitch and the proportion of pauses to vocalizations (Laukka et al., 2008). In other
words, people spoke more fluidly with a lower pitch voice as they became less affected
by social anxiety while speaking in public. These findings, which AVF features are
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associated with treatment progress, elucidate the prosodic acoustic features most
associated with changes in emotional distress.
However, studies investigating the acoustic characteristics of clinically
represented populations might not be generalizable to the broader population. For
example, one cannot assume that voice features commonly found in those with
depression or anxiety are like the AVFs expressed when someone is feeling sadness or
fear. Depression indicates a clinical presentation that is representative of someone’s
general functioning while sadness might just be a transient emotion. Instead, one needs
to consider what emotional state a narrator was in while communicating since this
information can be more indicative of a person’s current physiological state (Dietrich et
al. 2020). Subsequently, one can make associations between emotional states and vocal
characteristics.
AVF can help differentiate between emotions, including anger, fear, sadness,
joy, and disgust (Banse & Scherer, 1996). Several studies have analyzed the prosodic
AVF of various emotions portrayed by actors to this end. Banse and Scherer (1996)
characterized several AVF that are indicative of 14 emotional states. These emotions
included varying valence and arousal levels pertaining to their respective primary
emotions; for example, hot anger and cold anger (which the authors call resentment) for
anger and elevation in happiness for joy. They recruited 12 professional actors to
produce voice samples for these 14 emotions and over 1200 samples were collected in
total. They measured the F0, amplitude, formants, and speaking rate of the audio samples
produced by these actors. They observed that high F0 was indicative of high arousal
emotions, such as despair, hot anger, and panic while lower voices were suggestive of
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boredom or feeling content (low arousal happiness). Loudness – or the energy within
one’s voice – was positively associated with high arousal emotions, while sadness and
shame were marked by quieter speech. Actors spoke more rapidly when conveying high
arousal emotions and especially positive, high arousal emotions, such as elation. In
contrast, sadness was marked by how softly one spoke.
Likewise, Juslin and Laukka (2001) investigated AVF associated with various
emotional types and the interaction between these emotions and their intensities. They
found that greater F0 was associated with portrayals of anger, fear, and happiness, while
portrayals of sadness and disgust had characteristically lower F0. Of note, fear was
slightly less elevated in this domain than happiness or anger. Regarding amplitude, anger
and happiness portrayals had the loudest voices, followed by fear and disgust, and finally
sadness. Actors demonstrated greater F0 and amplitude for each emotion when asked to
convey them with greater intensity. Also, jitter, which is defined as the perturbation of
the F0, showed a significant interaction between emotion label and intensity. Per Juslin
and Laukka’s research, higher levels of jitter were prevalent in low-intensity fear and
happiness and high-intensity anger and sadness. Unlike F0 and amplitude, jitter appeared
to differentiate between high-intensity fear and anger (i.e., rage and panic).
However, there are practical limitations for using amplitude as a biomarker since
the distance between a speaker and a microphone needs to be highly standardized to
compare amplitudes reliably. Therefore, researchers have used the zero-crossing rate
(ZCR), the frequency that a sound wave or audio signal fluctuates from negative to
positive domains, to measure sound’s energy (Shete & Patil, 2014). In practical terms,
ZCR explains how rapidly a sound compresses and then expands air while amplitude
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measures how much air is being modulated (Charles & Erickson, 1995; Shete & Patil,
2014).
In addition to prosodic features, cepstral features have been instrumental in
classifying emotions and identifying whether someone is experiencing stress or arousal
(Lalitha et al., 2015). Cepstral features are related to the distributions of pitch and energy
(i.e., amplitude) over time. They are mathematical transformations of spectral data that
depict a sound’s energy within pitches more readily perceivable to humans (Oppenheim
& Schafer, 2004). Cepstral features were associated with greater emotional arousal and
stress is a small sample study that assessed the association between cognitive load, voice
features, and other stress biomarkers (MacPherson et al., 2017). Bitouk et al. (2010)
observed that people were more capable of correctly identifying what emotion someone
was communicating when using cepstral features over prosodic features. These
researchers used a database of speech from actors who were communicating anger, fear,
disgust, happiness, sadness, and neutral speech (The Berlin Speech Corpus). These
findings were corroborated in a study identifying women with depression: cepstral
features were helpful in differentiating women with and without depression (Afshan et
al., 2018). Presumably, if cepstral features can help to identify people with a depressed
affect, then they can also be associated with people experiencing a heightened affect (i.e.,
when feeling heightened anxiety or anger). Lalitha et al. (2015) reached similar findings
when using the same database of emotional dialogue from voice actors. Using
sophisticated neutral networking, researchers have been able to use Mel-Frequency
Cepstral Coefficients (MFCCs), which is a type of cepstral feature, to correctly identify
emotional states at about 95% accuracy (Alghifari et al., 2018). However, these studies
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were done almost exclusively on speech provided by actors, and we lack studies for using
MFCCs in natural dialogue and long-form speech. Yet, given cepstral features have
helped identify emotions, they can assist in marking differences between neutral and
traumatic narratives. We aimed to elucidate whether MFCCs indeed have utility at
discerning between different types of narratives that entail varied emotional states.
Cultural and Linguistic Factors
Although not actively studied in this dissertation, the culture of a narrator and
their linguistic history are important considerations as linguistic and emotional
expressions are more directly assessed. There is a well-established hypothesis on the
association between one’s culture, be it cultural identity or origin, and how one recalls an
autobiographical event (Fivush & Nelson, 2004). When recalling such an event, it is
natural that the cultural one has lived in in would impact its themes and the perceptions
embedded with the narrative. Indeed, the impact that one’s culture has on how they
conceptualize their past has been a priority for many people who study personal
narratives (for a review, see McAdams, 2019).
Can these findings be extrapolated to people who simultaneously experience two
or more cultures and languages? Much like the research on linguistic expression across
cultures, studies have supported that bilinguals communicate emotions and culturally
laden themes differently in different languages. On a basic level, it is assumed that
speaking in one’s first language is more likely to incur memories and narratives from
earlier on in one’s life (Marian & Kaushanskaya, 2004; Matsumoto & Stanny, 2006). It
is then expected that in the bilingual subject the language used to recall an event will also
impact how elaborative and emotional a narrative appears. This issue was supported by
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Javier, Barroso, and Muñoz study on autobiographical recall with Spanish - English
bilinguals (1993), where they found that the language of recall affects how people
communicate autobiographical memories: narratives in the same language that was
initially encoded contained greater details with more emotionally salient contents. Other
studies found similar results within narratives told by bilinguals who speak different
language dyads: participants were more likely to recall more memories, express
themselves with greater verbosity, and use more emotion-related words when recalling an
event in the language of encoding (Marian & Kaushanskaya, 2004; Mortensen, Berntsen,
& Bohn 2015).
Furthermore, the unique lived experiences of Hispanic Americans may be
expressed differently when recalled in Spanish than English. Schrauf, in his literature
review of bilingual autobiographical narratives, concludes that cultural association
embedded within a language modulates how one describes themselves and others (2003).
Schrauf posited that people are more likely to experience greater emotions when recalling
an event in its language of encoding since that language has been associated with said
event. In other words, language can serve as a context cue for the feelings a person had
during the event much like other sensations, such as smell, can trigger stronger emotions.
Furthermore, he wrote that the association between language and culture contributes to
people expressing beliefs congruent with a language they recall a narrative (2003). This
view was supported in Marian and Kaushanskaya’s study (2004) where they found that
people expressed more individualist motivations and themes when recalling an event in
English than in Russian, which the authors labeled as a collectivist culture.
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Summary and this Study
While recalling a personal narrative, people can become emotional; past
experiences can elicit feelings and thoughts that people have about themselves and others
from the past and may even inform us of their present psychosocial wellbeing. AVFs and
semantics – be it granular words or abstract perception – express these emotions in a
tangible and observable manner. Past research elucidated what linguistic properties help
operationalize the emotional expression of a narrative. Broadly, these linguistic attributes
can be categorized under two umbrella constructs: semantic features, which range from
discrete emotion-related words to abstract evaluative statements, and acoustic features.
On the broadest level, narratives encapsulate meaning-rich statements relating to how one
evaluates themselves and others (Beck & Beck, 2011; Cohen et al., 2017; Veglia & Di
Fini, 2017). For instance, the statement, I think all cats will hurt me if given the chance,
suggests that someone has a fear of cats that impact their perception of cats and safety – it
makes their statement more extreme and definitive. Furthermore, on a more granular
level, the words people use while recalling events, such as using words commonly
associated with negative or positive moods, can be systemically analyzed, thus adding
objective and quantitative components to these analyses (Crossley et al., 2017; Jaeger et
al., 2014). Finally, the tone of voice and other acoustic properties of a narrative can help
indicate the emotional and physiological state of people when recalling a stressful event
and possibly add a layer of analyses in addition to a narrative’s semantics (Schwartz &
Pell, 2012).
In short, narratives have observable traits can allow people to assess their
emotionality and importance: semantics, both on a lexical and broader level, and AVFs.
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Taken alone, someone can view these components as independent, unassociated parts
composing dialogue that occur in almost simultaneous succession. This belief is
reflected in the research: nearly all the studies explored in this literature review have
studied semantics and AVFs independently of each other. When compared to studies that
focus on either vocal characteristic or the actual text of a statement, there is a paucity of
research considering both sets of features and their association with emotions. Despite
the rich and decades-long history of discourse analysis on narratives, there has not been
any research that has used both acoustic and semantic data to understand how emotions
are conveyed when recalling a stressful event – let alone traumatic event. The studies
that measure both semantics and AVFs have used short and regulated statements to test
their hypotheses. One study, for example, found that participants were just as capable of
identifying emotions regardless if they heard phrases’ words along with their tone versus
the tone of voice alone (Schwartz & Pell, 2012). According to this study, simply
listening to the tone of someone’s voice might be enough to identify their emotions.
However, Schwartz and Pell’s study used short phrases provided by actors who were
attempting to express various emotions (2012). Such findings would possibly not
replicate when analyzing entire narratives provided by people who were not intentionally
trying to make their voices sound like one emotion or another. Studies on these measures
in the context of narratives represent an even slimmer catalog of research. At the time of
writing this dissertation, the author was unable to find a single published peer-reviewed
study that investigated the semantics and AVFs of autobiographical narratives.
Perhaps, Semantics and voice features are unrelated and ought to be
compartmentalized. There is abundant research, however, that suggests that language
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production and emotional arousal are interconnected neural processes (Dietrich et al.,
2020; Liebenthal et al., 2016). According to a large-scale scientific review on this topic,
non-verbal communication, such as tone, is processed through more efficient pathways in
the limbic system while verbal speech is processed through the cortex, which requires
more time (Liebenthal et al., 2016). Therefore, we can suspect that people experience
emotions, express those emotions through AVFs (non-verbal communication), and
concurrently but at a slightly slower rate find the words to express themselves. In the
context of autobiographical narratives, we can expect that remembering a narrative would
elicit emotions that then modulate one’s voice and, subsequently, the narrative’s semantic
content (Bucci & Miller, 1993).
The theoretical model underlying this dissertation relied on a nexus of interactions
corresponding to people’s lived experiences, autobiographical recall, and the emotions
that are elicited from recalling such a narrative. In turn, the emotions correspond to a
physiological response and, in turn, how people appraise an event, which is expressed
semantically. This outline of events corresponds well with established psychological
frameworks. For one, this composite exemplifies the Tripartite Model of Cognitive
Behavioral Therapy (CBT): an event can elicit corresponding and associated thoughts,
actions, emotions, and physiological changes (Beck & Beck, 2011). In the context of an
autobiographical narrative, a memory, which would be labeled an internal stimulus,
contributes to changes in the way someone feels and emotes, speak, and evaluates an
event. This dissertation is also inspired by Bucci’s Multiple Code Theory (Bucci &
Miller, 1993). Unlike CBT’s Tripartite Model, this theory was developed as a
psycholinguistic theory to explain the interplay between emotions and autobiographical
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narratives. Despite originating from different schools of thoughts as Beck’s CBT,
Bucci’s Multiple Code Theory leads to a similar hypothesis: An autobiographical
memory carries certain emotions. These emotions were consolidated alongside the event
itself through sensory-based encoding, which are then expressed through the narrative’s
semantic content (1993; Bucci et al., 2016). Although not ruled out by Bucci and
colleagues, their Multiple Code Theory is specific about how these emotions are
semantically expressed – Referential Activity – and does not pertain to a physiological
response, which can be measured through AVFs. In fact, Bucci’s emphasis on the
consolidation of nonverbal memories lends itself well to the notion that recalling such an
event will lead to physiological changes, as well.
This dissertation uses mixed quantitative and qualitative methods for analyzing
the semantic and acoustic features of trauma narratives that can help differentiate
between them and other narratives. Furthermore, the quantitative measures are being
used to determine what linguistic features are most helpful for determining the level of
distress a narrative can incur onto its narrator. Through studying trauma narratives,
narratives that elicit strong emotions and arousal, one can identify the linguistic features
that are most emblematic of such stressful experiences.
Hypotheses and Predictions
The first hypotheses set of hypotheses pertained to using linguistic features to
differentiate between trauma and neutral narratives via quantitative methods. 1) It is
hypothesized that the trauma narratives will elicit a higher degree of negative emotions
via its semantics. It is also predicted that trauma narratives will have a higher proportion
of words associated with anger, fear, and sadness. It is not hypothesized that trauma
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narratives would incur less positive emotion semantics nor predicted that neutral
narratives would have a higher proportion of joy related words. 2) Regarding referential
language, it is hypothesized that that narratives that incur a greater negative, aroused
emotional response would be tantamount to a negative emotive experience, which
theoretically would have less referential activity. It is also predicted that trauma
narratives would, therefore, have less referential language than neutral narratives. 3)
Finally, it is also hypothesized that trauma narratives would have a distinct profile of
AVFs and is predicted that trauma narratives would have elevated pitch, energy, speaking
rate, and perturbations (jitter), and generally different cepstral features.
Following these hypotheses, we also explored another hypothesis (4) that these
linguistic features, semantics and AVFs, would be predictive of how one rated a
narrative’s trauma – the stress and associated loss with an event – in both neutral and
trakm(<Zuma narratives. It is predicted in this context that linguistic features would
more effectively predict the reported trauma of traumatic narratives than their neutral
counterparts. Given that this study had a small sample size, this exploration aimed to
identify linguistic features that would be viable candidates for future exploration. This
rating was also used as a proxy for how emotionally one felt while recalling an event
since the higher one rated the traumatic impact of a narrative, the more likely they were
to feel aroused while recalling that event. Therefore, findings from these analyses can
help support a related hypothesis in a future study: the emotional arousal felt during
narrative recall impacts its linguistic features.
Finally, there were hypotheses relating to qualitative analyses on the evaluative
statements made during trauma and neutral narratives. These analyses were largely
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exploratory and served to be the basis for hypotheses for future scientific, quantitative
explorations. 5) Nevertheless, it is hypothesized that recalling a traumatic narrative
would contribute towards greater emotional arousal and expression. Therefore, it is
predicted that trauma narratives would have a higher frequency of both negative and
positive evaluations. 6) It is additionally hypothesized that trauma narratives would have
specific evaluations: evaluations in which the narrator engage in self-blame or find
meaning in their hardships.
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Method
Participants
Twenty-two participants completed this study out of 34 who started (ages 18-25
years old, 73% female). All participants were registered students at St. John’s
University, both graduate and undergraduate. The majority (80%) were born in the
United States and all reported being conversationally proficient in English and Spanish.
Detailed demographic information is provided in Table 1.
Table 1.
Participants Demographic Descriptive Statistics
Age
Gender (Female)
Immigrated to U.S.
Cuba
Dominican Republic
Mexico
Other Central America
South America
Other

Percent
73%

Mean
19;4

Standard
Deviation
4.31

Range
7

20%
Family’s Country of Origin
3.8%
19.2%
15.4%
11.5%
42.3%
7.7%

Procedure and Materials
Participants initially met with research assistants for a language screening to
discern if participants were indeed English and Spanish bilinguals. After consenting to
the study, participants’ English and Spanish fluencies were assessed by English and
Spanish versions of the Word Naming Task (Javier, Barroso, & Muñoz, 1993). The Oral
Vocabulary subtest of the Woodcock-Johnson Test of Cognitive Abilities, 4th Edition
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(WJ-IV), which has strong empirical validity in measuring one’s vocabulary, was used to
assess participants’ English Vocabulary skills (Schrank & Wendling, 2018). To assess
Spanish vocabulary, participants completed the Spanish section of the Batería III
Woodcock-Muñoz I (Batería III; Schrank et al., 2005). Like the WJ-IV, the Batería III
reliably predicts one’s strength in Spanish vocabulary. These measures were not
included in analyses since they were used to establish whether someone was truly
proficient in both English and Spanish, and this dissertation only analyzes information
from the English narratives. However, all subjects included in analyses were
conversationally proficient in Spanish, which was evident by their self-report, scores on
the Bateria-III (having at least a 6th grade vocabulary in Spanish), and their apparent
fluency on the Word Naming Task in Spanish.
During the second session, audio data was gathered during four five-minute
monologues in which participants were asked to recall two autobiographical events.
They were asked to recall a traumatic and neutral event in both the language they are
thinking and speaking in at the time and the other language they speak fluently. All
narratives were in Spanish or English. Participants were cued to recount these narratives
in four different sequences, which were randomly assigned to participants before the
second session. These sequences were:
1. Trauma narrative, in the language of experience (TE); trauma narrative, not in the
language of experience (TN); the neutral narrative, in language of experience
(NE); neutral narrative, not in the language of experience (NN)
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2. Trauma narrative, not in language of experience (TN); trauma narrative in the
language of experience (TE); neutral experience, not in the language of
experience (NN); neutral narrative, in the language of experience (NE)
3. Neutral narrative, in the language of experience (NE); neutral narrative, not in the
language of experience (NN); trauma narrative, in the language of experience
(TE); trauma narrative, not in the language of experience (TN)
4. Neutral narrative, not in the language of experience (NN); neutral narrative, in the
language of experience (NE); trauma narrative, not in the language of experience
(TN); trauma narrative, in the language of experience (TE)
Participants completed the WJ-IV Visualization Rotation and Puzzle Completion
subtests, and the Bender Gestalt Test, Second Edition respectively in between the
narratives. These activities aimed to distract the participants in between narratives and
mitigate the effect that a previous narrative will have on subsequent narratives. These
measures will not be included in analyses for this dissertation.
Once narratives were completed, participants were administered a questionnaire
inquiring into their narratives. This questionnaire inquired into how old they were during
the events they recalled and how they rated each narratives’ subjective traumatic impact
and importance. Subsequently, they were administered a personality inventory, the IPIPNEO-PI-R (Johnson, 2014). The IPIP-NEO-PI-R has strong convergent validity, when
compared to other measures of personality, and has demonstrated strong internal
reliability. Participants were then debriefed on the study.

37
Data Processing
Only the English narratives were processed and analyzed for this dissertation.
Analysis of Spanish narratives were not included because participants showed variations
in Spanish fluency and vocabulary, which demonstrated stronger mastery in English as
compared to Spanish proficiency. Also, some of the software used to analyze the
narratives’ semantics did not have corresponding tools to analyze the Spanish data (e.g.,
DAAP, which was used to analyze the narratives’ referential activity, does not work for
Spanish). Other studies on these participants can find creative ways to still analyze the
Spanish data, such as controlling for language proficiency in analyses and translating
narratives to English from Spanish. However, this dissertation did not aim to investigate
differences in linguistic features between narratives recalled in their language of
experience and not, so Spanish narratives were ultimately not included given the
problems with proficiency and instrumentation.
Most English narratives were gathered after asking participants to recall the event
in its language of experience or were recalled after being prompted for the inverse
language condition when those narratives were in English. What this means is that there
are four sources of data here which are not derived from the same conditions, as follow:
(1) One set of data of English trauma narratives, which was communicated in the
language of the experience; (2) another set of data for which the English trauma
narratives were not the language of the experience, (3) another set of data for which
English neutral narratives were presented in the language of the experience; (4) another
set of data for which the English neutral narratives were communicated not in their
language of experience. Despite possible challenges to the study’s methodological
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consistency, and therefore interval validity, preliminary analyses found no differences
between narratives recalled after these two varied prompts using Student’s T-tests for
semantic or auditory variables. There may be a small effect due to the language of
experience onto an autobiographical recall that can be discerned amongst a larger sample.
However, such an effect was not observed or too nominal to impact other analyses,
perhaps due to the small sample size.
Three undergraduate research assistants transcribed the narratives. Research
assistants were asked to transcribe the narratives while also transcribing vocalized nonwords (paralinguistic communication, such as ‘ah,’ ‘um,’ or laughter -denoted as “haha”).
Twenty percent of narratives were re-transcribed by another transcriber, and inter-rater
reliability was determined by calculating the percent agreement between transcribers (this
simple method for determining interrater reliability is supported by Uebersax, 1987). The
interrater agreement was over 99% (about one word in 200). Most disagreements
involved whether and how non-verbal vocalizations were transcribed; for example,
transcribing “ah” vs “um.” Secondarily, there was disagreement in how partial words
were transcribed. For instance, one research assistant wrote, “condi condominiums”
while another wrote, “condocondominiums.” Those factors lead to slight disagreements
in total word count. Regardless of if you used the smaller, larger, or an average between
two-word counts, the inter-rater reliability remains similar. Disagreements between
transcriptions were moderated by the doctoral research assistant overseeing this research.
Audio files were processed for AVF analysis. Background noise, such as static
humming and buzzing, was apparent in the recordings. To clean the audio files, noise
reduction was completed using automatic spectral substation from WavePad, an audio
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processing software (NHC). Automatic spectral subtraction uses algorithms to identify
and then eliminate formants outside the scope of human speech (Verteletskaya & Simák,
2010). Since humans produce unique formants (van Ripper & Erickson, 1995), a
computerized program measuring formants can differentiate between human speaking
formants from other sounds, such as white noise (Verteletskaya & Simák, 2010). All
audio files were uniformly treated and cleaned using automatic spectral subtraction.
Measures
Acoustic Measures
We analyzed the audio files using the Voice Analysis Pipeline (VAP) by
DigiPsych Labs (Zhang, 2019). VAP extracts acoustic features using the Geneva
Minimalistic Acoustic Parameter Set (GeMAPS) and the Audio/Visual Emotion
Challenge (AVEC), which are both libraries of acoustic parameters helpful in identifying
emotional states (Eyben et al., 2016; Valstar et al., 2013). We extracted the average
AVFs from each narrative: Cepstral features, including MFCC1 through MFCC4, and
Prosodic features, including F0, jitter, loudness, voice segments per second, and
loudness.
F0. The fundamental frequency (F0), or pitch, is the frequency of sound
vibrations emanating from one’s vocal cords and is measured in Hertz (Hz) (Charles &
Erickson, 1995). We extracted the average F0 from each FMSS.
Voice segments per second (VPS). Voice segments per second (VPS) measures
how quickly one is speaking or vocalizing. We extracted the average VPS from the
audios

40
Zero crossing rate: The Zero Crossing Rate (ZCR) is the frequency that an
audio’s amplitude signal changes from positive to negative and equals zero. Of note, it is
not a measure of amplitude, which is created by expansions and depressions in the air
(Charles and Erikson, 1997), but how frequently these soundwaves oscillate. We
extracted the average ZCR per FMSS recording.
Jitter. Jitter is a moment-to-moment perturbation, or variation, in the F0 and
results from the difficulty with controlling the vocal cords (Teixeira et al., 2013). We
extracted the difference of differences of Jitter (JitterDDP), which is the sum of
differences in the F0 between consecutive voice segments divided the average F0 for all
voice segments (Teixeria et al., 2013).
Mel-frequency cepstral coefficients 1 – 4 (MFCCs 1 – 4). Cepstral energy and
coefficients, such as MFCCs, represent the spectrum of pitch vs. energy throughout a
cross section of a speech sample. For this study, we measured the average MFCCs across
entire narratives, which then corresponds to a simplified measure of cepstral energy over
time (Oppenheim & Schafer, 2004). These four MFCCs correspond to the concentration
of cepstral energy along four harmonics of speech. There are more than four harmonics
within any human’s speech, but we focused on the first four to limit the number of
parameters this study uses.
Semantic Measures
Emotion-related words (emotive semantics). We extracted the average
proportion of words associated with fear (Fear), anger (Anger), sadness (Sadness), and
joy (Joy) from each narrative using the Semantic Analysis and Cognition Engine
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(SEANCE; Crossley et al., 2017). SEANCE is a computerized semantic coder that uses
natural language processing (NLP) and negations, such as ‘no’ and not,’ to classify words
into semantic categories within the context of adjacent words and phrases (Crossley et al.,
2017). For instance, whereas another computerized semantic analyzer will mark ‘calm’
in “I was not calm at all’ as a positive valence word, SEANCE will not (Crossley et al.,
2017). SEANCE uses a lexicon derived from the National Research Council Canada’s
Emotional Lexicon (EmoLex) to identify words with emotional semantics (Mohammad
& Turney, 2018).
Referential Language. We extracted the average referential activity (RA) for
each narrative. We used the Discourse Analysis Attributes Program to measure RA
(DAAP10.1.4; Maskit, 2014). Of the measures provided by this software, we used the
average Referential Activity, which was the total weighted scores for referential activity
divided by the number of words in the narrative.
Negative and positive evaluations. Negative evaluations were extracted from
both trauma and neutral narratives and follow guidelines for how to identify negative
thinking pattern that is stipulated by Beck and Beck's manual for Cognitive Behavioral
Therapy (2011). Also, self-blaming is a common negative thinking pattern and in trauma
narratives and will be marked (Cohen et al., 2017). In total, we coded for several
evaluations, including Extreme Evaluations (including all or nothing and generalization
thinking styles), Catastrophizing, Self-Criticism, Self-Blame, Shoulding, Mind Reading,
and a Hybrid of more than one of those evaluations. Please refer to Appendix A, Coding
guide for negative and positive attributions for trauma and neutral narratives (based on
chapter 11 of Beck & Beck, 2011). Of note, the thinking styles that judged an entire
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entity based on details were incorporated into a single evaluation – Extreme Evaluations
– since those evaluations were difficult to differentiate in these narratives.
Like the negative evaluative statement, we coded for positive evaluations in both
trauma and neutral narratives. We formalized coding for positive evaluations, which
were the adaptive analogs to the negative evaluations derived from Beck and Beck
(2011). Their positive evaluations were Nuanced Thinking, Optimism, Gaining Meaning,
Self-Acceptance, Accepting Others, Appropriate Sense of Responsibility, and a Hybrid of
more than one of those evaluations. For example, statements like, “In the end, I learned
an important lesson about safe driving,” will be marked as a positive evaluation, Gaining
Meaning. Many of these positive evaluations, including gaining meaning and having a
flexible mindset (nuanced understanding), are supported by research conducted by
(Bonanno, 2013). Please refer to Appendix A, Coding guide for negative and positive
attributions for trauma and neutral narratives.
This coding system for evaluations has effective interrater reliability. According
to Cohen’s Kappa, a measure of inter-rater reliability, raters adequately agreed on
categorizing an evaluative statement as a negative evaluative statement or not (K = .691, z
= 13.9, p < .001). While still adequate, raters had less agreement for categorizing
specific types of negative evaluative statement (Κ= .511, z = 16.8, p < .001). The
interrater reliability for labeling evaluations as positive or not was also adequately, K =
.574, z = 11.6, p < .001. The raters agreed less on how to categorize positive evaluations
(K = .527, z = 15.9, p < .001); nevertheless, this was still an acceptable degree of
interrater reliability.
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Subjective Trauma Rating (STR)
Participants rated how traumatic an event felt on a seven-point Likert scale. The
lowest rating on the scale was “not at all traumatic,” the middle point indicated a
moderately traumatic experience, and the highest point was marked as “the most
traumatic event that occurred in my life.” The median score for neutral narratives was ‘2’
or “mildly traumatic,” while the median score for trauma narratives was five out of seven
points.
Data Analysis
Hypothesis 1 & 2: Trauma narratives will elicit a higher degree of negative emotions
via its semantics. The arousal incurred by recalling a traumatic narrative would limit
the narrative’s referential activity
We used paired-sample Student’s T-tests to measure differences between neutral
and trauma narratives in AVFs, emotions-related words, and RA. We also used pairedsample Student T-tests to measure differences between languages but within narrative
type: neutral or trauma. We measured associations between measures within each
narrative condition using Pearson’s r correlations.
Hypothesis 3: Trauma narratives would have a distinct profile of AVFs
The audio was analyzed using the Voice Analysis Pipeline (VAP) by DigiPsych
Labs (Zhang, 2019). VAP can extract acoustic features using the Geneva Minimalistic
Acoustic Parameter Set (GeMAPS) and the Audio/Visual Emotion Challenge (AVEC),
which are both libraries of acoustic parameters helpful in identifying emotional states
(Eyben et al., 2016; Valstar et al., 2013). To compare the AVFs in trauma and neutral
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narratives, Paired Samples T-tests were used to compare the mean levels of those AVFs
between those two narrative conditions.
Hypothesis 4: Linguistic features, semantics and AVFs, would predict the participants’
subjective trauma ratings for each narrative condition
To determine the predictive value of linguistic features on STR, we used Gaussian
Lasso regression via the GLMnet package of R (Friedman, Hastie, & Tibshirani, 2009).
Researchers have demonstrated the utility of using this type of regression analysis for
small sample sizes (Finch & Hernandez Finch, 2016). We completed these analyses for
the trauma and neutral narratives separately. Lasso regression computes conservative
parameters with greater generalizability than parameters solely based on ordinary least
square regression (OLS-regression). Lasso uses the hyperparameter Λ, a penalization
value, to bias parameter towards values that minimize the amount of variance in the
model. LASSO also excludes variables that do not add additional predictive value, such
as parameter equal to zero (Taylor & Tibshirani, 2015; Finch & Finch Hernandez, 2016).
In practical terms, LASSO produces mitigated yet efficient parameters that one is more
likely to observe in other datasets. We used Leave One Out Cross Validation (LOOCV)
along with Lasso regression since we had a small sample size. LOOCV computes
parameter values via all but one participant, or row in a dataset, and then tests those
parameters against the outcome of the omitted participant. This process is then repeated
for each row (Liao & Chetverikov, 2016). After n trials, 22 for these analyses, LOOCV
computes an aggregated estimate of all the parameters tested.
Lasso regression yields many iterations of a single model corresponding to
different values of Λ, which indicates the model’s ‘distance’ from a model based solely
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on OLS-regression (Friedman, Hastie, & Tibshirani, 2009). Parameters values can differ
between iterations and there are several methods for determining which iteration to select
(Taylor & Tibshirani, 2015). We chose the iteration with the lowest mean standard error
for the larger LT sample. Parameters’ Z-scores, p-values, and 95% confidence intervals
were computed using the selective Inference package in R (Tibshirani, Tibshirani, Taylor,
Loftus, & Reid, 2017).
Comparing Neutral and Trauma Narratives: Hypotheses 5 & 6: Recalling a traumatic
narrative would contribute towards greater emotional arousal and expression, so
trauma narratives would include more negative and positive evaluations. Also, 78
Finally, we completed qualitative analyses of the evaluations extracted from both
trauma and neutral narratives. We compared the presence of varying types of evaluations
present in these narratives. On a broad level, we wanted to see how prevalent these
evaluations – positive or negative – are within these narratives and whether one type of
narrative has a greater proclivity towards either positive or negative evaluations. For
example, would we expect neutral narratives to have a greater proportion and frequency
of positive evaluations? In addition, we compared the same evaluations across the two
types of narratives; for example, are the Extreme Evaluations present in the neutral
narratives as emotive as the ones present in the trauma narratives. Being a qualitative
analysis, the emphasis of these analyses was to derive hypotheses worthy of future
exploration. Yet, we were still able to use the count of evaluative statements within these
narratives to compare the prevalence of negative and positive evaluative statements
within neutral and traumatic narratives.
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Results
This dissertation was interested in examining whether one’s emotional state,
which was presumably influenced by recalling two different types of narratives,
influences the linguistic attributes of an autobiographical narrative. Likewise, we were
interested in examining differences in said linguistic attributes, including semantic and
acoustic features, between those traumatic or neutral narratives. To that effect, we
explored several hypotheses that inquired in specific linguistic features and their variation
across narrative types – representing the emotional state these narratives presumably
elicit. These hypotheses were evaluated via a sample of bilingual Spanish – English,
Latinx, college-aged participants from the St. John’s University. Descriptive statistics the
neutral or trauma narratives are found in Tables 2 and 3.
Table 2.
Descriptive Statistics for Neutral Narratives
Standard
Mean
Deviation
Range
Acoustic Voice Features
VPS
1.971
0.345
1.19
F0
169.409
37.285
109
ZCR
0.075
0.015
0.055
Jitter
0.031
0.012
0.045
MFCC-1
38.28
2.891
13.329
MFCC-2
-3.98
5.229
16.355
MFCC-3
5.46
4.36
15.771
MFCC-4
-10.887
6.501
25.589
Semantic Features
Anger
0.009
0.006
0.021
Fear
0.01
0.007
0.03
Sadness
0.01
0.007
0.025
Joy
0.02
0.012
0.047
RA
0.565
0.028
0.112
STR
2.136
1.356
4
Note: VPS = voice segments per second; F0 = fundamental frequency; ZCR = Zero
Crossing Rate; MFCC = Mel-frequency cepstral coefficients; RA = Referential Activity;
STR = Subjective Trauma Rating
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Table 3.
Descriptive Statistics for Trauma Narratives
Standard
Mean
Deviation Range
Acoustic Voice Features
VPS
1.964
0.27
1.1
F0
168.227 36.684
106
ZCR
0.077
0.015
0.058
Jitter
0.035
0.017
0.062
MFCC-1
37.525 3.424
16.976
MFCC-2
-3.566
5.631
17.509
MFCC-3
6.246
4.113
16.031
MFCC-4
-12.546 6.343
25.65
Semantic Features
Anger
0.013
0.007
0.026
Fear
0.019
0.007
0.025
Sadness
0.02
0.01
0.04
Joy
0.016
0.011
0.043
RA
0.585
0.048
0.177
STR
5.045
1.327
5
Note: VPS = voice segments per second; F0 = fundamental frequency; ZCR = Zero
Crossing Rate; MFCC = Mel-frequency cepstral coefficients; RA = Referential Activity;
STR = Subjective Trauma Rating
Quantitative and Inferential Analyses and Statistics
For the first hypothesis, we explored if trauma narratives – given their higher
negative emotional skew – would incur a higher proportion of negative emotion related
words. This hypothesis inquired into the discrete, lexical semantics of trauma versus
neutral narratives. To answer this hypothesis, we calculated the average proportion of
several emotion-related categories of words using a natural language processing software
(SEANCE), and we compared those averages across narrative types using Paired Sample
T-Tests. Regarding the average proportion of positive and negative emotion words, there
were several statistically significant differences between the trauma and neutral
narratives. As described in Table 4, student’s T-tests showed that Trauma narratives had
greater proportions of words associated with anger (T(21) = -2.119, p < .05; d = -.453, 95%
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Confidence Internal [95CI]: -.886 – -.008), fear (T(21) = -5.175, p < .001; d = -1.103,
95CI: -1.629 – -0.562), and sadness (T(21) = -4.101, p < .01; d = -.874, 95CI: -1.360 – .373). When looking at the proportion of positive words, neutral narratives did not have a
statistically greater proportion of words associate with joy than trauma narratives. Such
findings are supportive of the hypothesis that trauma narratives would have a higher
proportion of words that have semantics aligned with negative emotionality: fear, anger,
and sadness. Regarding all three types of emotions, trauma narratives clearly had higher
proportions than neutral narratives. These analyses and their results were intuitive and
had strong face validity since it was likely that narratives describing a stressful event
would use language indicative of negative emotions.
The dissertation’s second hypothesis aimed elucidate if trauma or neutral
narratives – and, therefore, if varied degrees of aroused emotional states – would have a
higher proportion of referential activity (RA). We predicted that neutral narratives would
have a higher proportion of RA than the trauma narratives given the positive association
between referential language and emotional wellbeing (Brockmeyer et al., 2015;
Tackman et al., 2019). Like the first hypothesis, the average proportions of RA within
each narrative condition were calculated and then compared to each other using a Paired
Sample T-Test. Trauma narrative had significantly greater RA than the NE narratives
(T(21) = 2.165, p < .05; d = -.462, 95CI: -.886 – -.008; see Table 4). Contrary to our
expectation, this analysis did not support the prediction made by this dissertation
regarding RA. However, the underlying hypothesis, that referential language can be
impacted by one’s emotional state, was given credence. In other words, despite that RA
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did not impact the semantic content of the narratives in a manner that we had expected, it
still appears to have some impact on narratives, in general.
The third hypothesis related to the association between acoustic features and the
emotional state connected with each narrative condition. We predicted that the Trauma
narratives would have higher F0, speed, energy, 56tjitteriness, and a greater concentration
of energy around select harmonics (cepstral features). To determine if these predictions
were correct, we extracted those acoustic features from the narratives’ audio and
compared the average level of each AVF between each type of narrative. To make these
comparisons, we used Pair Sample T-Tests. Findings shown on Table 4 only reveal one
statistically significant difference between AVFs: neutral narratives had larger values of
MFCC-4 than the trauma narratives (T(21) = 2.109, p < .05; d = .450, 95CI: .006 – .884).
Given that negative MFCC values indicate a higher degree of energy, Trauma narratives
had greater MFCC-4 than the neutral narratives. Since only one AVF significantly
differed between narratives, this hypothesis was not convincingly substantiated by these
analyses - only minimally.
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Table 4.
Paired-Sample T-Tests Between Neutral and Trauma Narratives
95% CI for Cohen's d
Neutral – Trauma
T-Score
p-value
Cohen's d Lower
Upper
Acoustic Voice Features
VPS
0.118
0.907
0.025
-0.393
0.443
F0
0.557
0.584
0.119
-0.302
0.537
ZCR
-1.138
0.268
-0.243
-0.664
0.184
Jitter
-1.586
0.128
-0.338
-0.764
0.096
MFCC-1
1.630
0.118
0.347
-0.087
0.774
MFCC-2
-0.521
0.608
-0.111
-0.529
0.309
MFCC-3
-1.305
0.206
-0.278
-0.701
0.151
MFCC-4
2.109
0.047
0.450
0.006
0.884
Semantic Features
Anger
-2.119
0.046
-0.452
-0.886
-0.008
Fear
-5.175
< .001
-1.103
-1.629
-0.562
Sadness
-4.101
< .001
-0.874
-1.360
-0.373
Joy
1.457
0.160
0.311
-0.121
0.735
RA
-2.165
0.042
-0.462
-0.897
-0.016
STR
-7.483
< .001
-1.595
-2.223
-0.951
Note: VPS = voice segments per second; F0 = fundamental frequency; ZCR = Zero
Crossing Rate; MFCC = Mel-frequency cepstral coefficients; RA = Referential
Activity; STR = Subjective Trauma Rating; CI = Confidence Interval
The first three hypotheses related to observations made between the narratives.
For the fourth hypothesis, we examined if linguistic features within each narrative
condition would be associated with and predictive of the subjective trauma ratings (STR)
for those respective narratives. We hypothesized that semantic and acoustic linguistic
features would predict how a participant rated a narrative’s trauma. We used Pearson’s-r
correlations to examine the associations between linguistic features and the narratives’
STR for trauma and neutral narratives. As shown in Table 5, we found no significant
associations between STRtrauma and linguistic markers. However, STRneutral was found to
approach statistically significant correlations with WRADne (r = -.418, p = .053), Jitterne
(r = .366, p = .094), Angerne (r = .341, p = .121), and F0ne (r = .340, p = .122).
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Correlations within the trauma and neutral narratives are found in Table 5 and Table 6,
respectively.
Table 5.
Pearson’s-r Correlations of Linguistic Features Within Trauma Narrative
VPS
F0
ZCR Jitter MFCC-1 MFCC-2 MFCC-3 MFCC-3 Anger Fear
VPS
F0
ZCR

Sadness Joy

RA

—
0.609 ** —
0.016
-0.239 —

Jitter
-0.051 -0.223 -0.068 —
MFCC-1 -0.557 ** -0.435 * -0.108 -0.121 —
MFCC-2 -0.113
MFCC-3 -0.156
MFCC-4 -0.305
Anger
Fear

-0.307 -0.037 -0.004 -0.075
—
-0.081 -0.287 0.011 -0.198
-0.145
—
-0.384 -0.134 0.006 0.432 * 0.445 * -0.179

0.041
0.214 0.193 0.245 -0.338
0.457 * 0.501 * 0.043 0.215 -0.212

Sadness 0.399
Joy
-0.112
RA
0.168

0.502 * -0.244 -0.078 -0.291
-0.065 -0.289 -0.094 0.135
0.107 -0.352 -0.152 0.312

STR
0.114
0.036 -0.187 -0.120 0.054
* p < .05, ** p < .01, *** p < .001

0.129
-0.342

-0.357
-0.238

—
-0.144
-0.266

—
0.501 * —

-0.038
0.023
0.551 ** 0.022
-0.090
-0.030

0.055
0.285 0.594 ** —
0.482 * -0.305 -0.324 0.023
-0.004
-0.004 0.155
0.111

—
-0.313 —

0.187

-0.144

-0.042 0.145

0.175

-0.092 0.201

Table 6.
Pearson’s-r Correlations of Linguistic Features Within Neutral Narrative
VPS
F0
ZCR Jitter MFCC-1 MFCC-2 MFCC-3 MFCC-3 Anger Fear
VPS
—
F0
0.507 * —
ZCR
-0.239 -0.290 —
Jitter
0.003 0.074 -0.336 —
MFCC-1 -0.495 * -0.479 * -0.228 -0.009 —
MFCC-2 -0.454 * -0.280 0.214 0.017 0.169
—
MFCC-3 0.258 0.023 -0.385 0.226 -0.246
-0.050 —
MFCC-4 -0.323 -0.418 0.056 -0.059 0.515 * 0.489 * -0.341 —
Anger
0.323 0.024 0.005 0.069 -0.071
-0.138 -0.286 -0.099 —
Fear
0.487 * 0.089 0.058 0.053 -0.117
-0.377 -0.226 -0.037 0.460 * —
Sadness 0.347 0.206 -0.220 0.227 -0.279
-0.468 * -0.238 -0.265 0.599 ** 0.337
Joy
-0.195 -0.136 -0.110 -0.420 0.410
0.080
-0.152 0.361
-0.039 0.030
RA
0.319 0.020 -0.414 -0.036 0.281
-0.184 0.131
0.333
0.001
0.079
STR
-0.116 0.340 -0.071 0.366 -0.030
0.245
-0.104 -0.154 0.341
0.120
* p < .05, ** p < .01, *** p < .001

0.097

Sadness Joy

RA

—
-0.333 —
0.018 0.136 —
0.119 -0.084 -0.418

To further assess if linguistic features can predict STR, we used separate
regression analyses for each narrative type. These analyses were meant to elucidate if one
can extrapolate the degree of emotional arousal present in a narrative using linguistic
features - with STR being a proxy for emotional arousal. Given the small sample size, we
completed LASSO regression using neutral narratives’ linguistic features to predict
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STRne. We used a stepwise approach to find the most parsimonious model. Variables
with no incremental value at predicting STR were dropped. Then, VPS was dropped
since it appeared to be a suppressor variable (i.e., it inflated the effect sizes of highly
correlated coefficients).
The final model used RAne, Angerne, Jitterne, F0ne, and MFCC-2ne to predict
STRneutral. This model reportedly explains 60.1% of the deviance of STRne. We
calculated the model’s coefficients from the iteration with the lowest Mean Standard
Error (MSE = 1.35, Λ = 0.00303). As showed in Table 7, MFCC-2ne, RAne, F0ne, and
Angerne notably predicted how traumatic a neutral narrative was rated (β = .461, p < .05,
95CI: .0016 – .841; β = .559, p < .05, 95CI: .162 – .930; β = .486, p < .05, 95CI: .086 –
.930). Elevations in RAne predicted lower STRneutral (β = -.479, p < .05, 95CI: -.839 – .073). Jitterne approached statistical significance in predicting STRne (β = 0.397, p =
0.065, 95CI: -.042 – .754).
Table 7.
Leave One Out Cross Validation Linear Regression of Linguistic Features on
Subjective Trauma Ratings of Neutral Narratives
95% CI for β
β
Z-score
p-value
Lower 95% CI
Upper 95% CI
Model with VPS
RA
-0.369
-1.676
0.094
-0.735
0.106
Anger
0.643
2.947
0.003
0.269
1.004
VPS
-0.475
-1.662
0.097
-0.948
0.143
Jitter
0.381
1.871
0.061
-0.031
0.716
F0
0.774
3.184
0.001
0.364
1.178
MFCC-2
0.335
1.471
0.141
-0.202
0.709
Model without VPS
RA
-0.479
-2.198
0.028
-0.839
-0.073
Anger
0.486
2.241
0.025
0.086
0.930
Jitter
0.397
1.843
0.065
-0.042
0.754
F0
0.559
2.496
0.013
0.162
0.930
MFCC-2
0.461
2.008
0.045
0.016
0.841

Note: VPS = voice segments per second; F0 = fundamental frequency; MFCC = Melfrequency cepstral coefficients; RA = Referential Activity; CI = Confidence Interval

53

Unlike the neutral narratives, linguistic features did not predict STR of the trauma
narratives using LASSO regression. Cross-validation was terminated during this model’s
initial iteration and when MSE was at its lowest (MSE = 1.907, Λ = .532); within this
model’s first iteration, none of the coefficients’ parameters were significantly greater than
zero. Therefore, none of the semantic or acoustic features investigated meaningfully
predicted how a traumatic event felt.
According to these findings, our fourth hypothesis was found to be partially
supported. Two sets of analyses were completed for each set of narratives, and we
completed more zero-order and linear regression to measure associations between
linguistic features and STR. Although the analysis for the trauma narratives did not
produce convincing zero-order associations or a viable model for predicting subjective
ratings of trauma by using linguistic features, some of the semantic and acoustic features
present in the neutral narrative were found to be associated with STR and predicted STR
for the neutral narratives.
Somewhat related to the fourth hypothesis, we conducted supplemental analyses
of linguistic features to examine this phenomenon more thoroughly. We were interested
in determining if acoustic and semantic features would be associated with one another in
their respective narrative conditions. We predicted that linguistic features associated with
certain emotional states would, in turn, be associated with one another. To explore this
prediction, we completed Pearson’s-r Correlations of linguistic features within each
grouping of narratives. Our findings supported such a prediction. Emotion words,
including Fearne with Angerne or Sadnessne, were found to correlate with each other (r =

54
.460, p < .05; r = .559, p < .01). Several of the AVFs were found to correlate with each
other, as well, including VPSne with loudness (r = .665, p < .001) and F0ne (r = .507, p <
.05). We also found significant or nearly significant associations between sematic and
vocal features – especially cepstral features: Sadnessne with MFCC-4ne (r = -.468, p <
0.05) and Joyne with MFCC-1ne (r = .410, p < .058). Also, we found a significant,
positive correlation between how quickly one spoke and fear-associated words in the
neutral narratives (r = .487, p < .05). Please refer to Table 6 for all correlations within
the neutral narratives.
We also observed correlations within the trauma narratives. Much like the neutral
narratives, emotion words were found to be significantly associated with each other.
Findings revealed many significant associations between AVFs in the trauma narratives,
including VPSte with F0te (r = .609, p < .001) and loudness (r = .555, p < .001). As
shown in Table 5, we also found some associations between semantic and vocal features.
Elevations in F0_te was associated with greater proportions of Fearte (r = .501, p < .05)
and Sadnesste (r = .502, p < .05). In addition, VPSte and Fearte were found to be
positively correlated with one another (r = .457, p < .05). Please refer to Table 5 for the
entire list of trauma narrative correlations.
Qualitative Analyses of Evaluative Statements
In addition to quantitative analyses, linguistic studies have also found instructive
to rely on qualitative analyses of evaluative statements in narratives, and, therefore, we
decided to apply this methodology to our narratives. We specifically focused on
subjective positive and negative evaluations made by the participants. We formulated
two hypotheses based on previous studies on similar evaluations, namely trauma
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narratives would have a higher occurrence of evaluative statements (Hypothesis 5), and
trauma narratives would have a distinct profile of negative and positive evaluations that
correspond to themes one would expect in a trauma narrative (Hypothesis 6).
To that end, we first extracted these evaluations from the narratives and measured
how prevalent each type of narrative was within trauma or neutral narratives. Both
neutral and traumatic narratives were coded for positive and negative evaluations: In
total, there were 57 negative evaluations in the trauma narratives (2.6 negative
evaluations per trauma narrative, on average). Regarding the specific negative
evaluations in those narratives, the plurality of such statements was of Extreme
Evaluations (40.4%), followed by Mind Reading (26.3%), Catastrophizing (17.5%),
Hybrid of two evaluations (7.0%), Self-Blame (5.3%), and Shoulding (3.5%). An
example of such an Extreme Evaluation is provided here:
I kinda left a new kinda like an imprint where I just don’t really trust a lot of
people especially people that I don’t know.
In this statement, the participant recalls the impact that a violent crime has had on their
interest in trusting others later on in life. Using Beck’s description of cognitive
distortions, this evaluative statement would be considered a Generalization (Beck &
Beck, 2011), which is one of the thinking styles we composited into Extreme
Evaluations. Another participant recalled thinking, they don’t care what happens to you,
which we coded as Mind Reading. This participant recalled being a victim of gun
violence as a child. The participant stated that the police officers assigned to their crime
scene did not care about whether the participant was safe since they reportedly took a
long time to arrive at the scene. Catastrophizing was another commonly used evaluation.
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For example, one participant recalled driving during a storm and made repeated claims
that they would have been seriously hurt if their mother lost control of the vehicle:
If we slipped really hard we would have fallen into the little lake there and that
would have been bad.
We did not label this statement as Catastrophizing since they reported that it would have
been bad to fall into a lake – that is a logical statement – but because they assumed that
slipping on ice would lead to them then moving off the road and into a lake. However,
we did not a statement, That would have been the end of us, as Catastrophizing.
The other types of negative evaluations were less common but still merit some
exploration. Hybrid evaluations especially warrant further consideration given its
nuance. One participant was reflecting on being victimized by peers they had previously
viewed as friends:
If your friends are treating you in a way that you don't feel comfortable you
should let them know maybe they really are not your friends.
The primary evaluative statement here is, you should let them know maybe they really are
not your friends, which includes both Shoulding or an Extreme Evaluation. Although it
is evident that the narrator prescribed a fixed, rigid action to a nuanced social encounter,
they simultaneously implied that one ought to determine an entire relationship based on
some interactions. Therefore, this evaluation is a hybrid between those two evaluations.
Self-Blame, which we correctly predicted would be specific to trauma narratives,
appeared in several narratives. For instance, a person recalled thinking the following
after pushing their sister off her bed when they were young children:
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I thought it was my fault that uh my sister well I knew it was my fault that my
sister started bleeding.
Seemingly, this statement is not an irrational evaluation; logically, someone’s head would
bleed after hitting the floor from several feet in the air. However, in context, this
evaluation appears less logical since their sister reportedly bled far more than one would
expect given the impact of the fall because she had an engorged tumor. Therefore, we
judged that the participant was excessively blaming themselves for an outcome they had
little control over.
Figure 1
Composition of Negative Evaluation in Trauma Narratives (Percentages)
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Note: EE = Extreme Evaluation; Cat = Catastrophizing; MR = Mind Reading; SB =
Self-Blame; Sho = Shoulding
We examine the rate of positive evaluations participants made, and we found 28
positive evaluations during the trauma narratives or 1.3 of these statements per trauma
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narrative. About thirty-nine percent of these evaluations were categorized as Nuanced
Understanding. For example, but it was such good time that I wish there was more to it.
In this narrative, the participant recalled their father’s death and, despite the grief
reported, recognized the positive moments of their time together. This statement counters
the thinking style present in Extreme Evaluations that lends itself to viewing something
as being either completely positive or negative. Participants made other common
positive evaluations: Gaining Meaning (25.0%) and Accepting Others (14.3%).
Regarding Gaining Meaning, a participant was able to recall a positive outcome from a
stressful event:
I actually love dogs now that was a good part for me.
In this narrative, the participant was exposed to dogs immediately after being attacked by
one, which helped her appreciate dogs despite the discomfort elicited from the exposure;
they derived meaning from the uncomfortable exposure to dogs. Accepting Others, a
somewhat common evaluation, occurred when participants empathized with or
highlighted positive attributes of people associated with a stressful event (but not
perpetrators of abuse). An Example of AO is listed here:
I was trying to express myself; my mother kind of not pushed me away; she did,
but not like obviously not on purpose.
This statement did not recall something happy but, in context, demonstrated the
participant’s empathy with their grieving mother, who needed time to process this grief
before being able to emotionally support her children.
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Other positive evaluations include Optimism (7.1%), Self-Acceptance (7.1%),
Appropriate Sense of Responsibility (3.6%), and Hybrid (3.6%). Below are examples of
Optimism:
1. I was gonna be a doctor and be way better than him.
2. I thought when I was kid is that if we kept praying like my grandma would say
that she’ll be fine and it was no biggie.
In both these statements, the participants were recalling optimistic viewpoints that they
had during the event and not, necessarily, optimism they felt during the recall, which
mirrored how they recalled Catastrophizing thoughts. Appropriate Sense of
Responsibility (ASR) was an uncommon evaluation that was only found in trauma
narratives. For instance, we couldn't do anything about it, after being a victim of a
violent crime, which demonstrates that the participant has not attributed blame to
themselves for being a victim of a violent crime. Self-Acceptance also occurred in a
single narrative in which the participant, after being bullied by their peers, recalled
thinking that she did not deserve such treatment because she thought,
I considered myself to be a really nice child, and, I wasn't perfect of course but
you know I always tried to treat everyone with kindness.
It is noteworthy that participants were more likely to make positive evaluations of others
than themselves.
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Figure 2
Composition of Positive Evaluation in Trauma Narratives (Percentages)
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Note: AO = Accepting Others; ASR = Appropriate Sense of Responsibility; GM =
Gaining Meaning; NU = Nuanced Understanding; Opt = Optimism; SA = SelfAcceptance
Regarding Neutral Narratives, participants made 21 negative evaluations
throughout 22 neutral narratives, with an average of about one negative evaluation made
per narrative. Most of these negative evaluations were Extreme Evaluations (52.4%).
Examples of Extreme Evaluation are as follows:
1. If it was something I wanted to do, that I would have to do it on my own…
2. You don’t want to internalize other people's problems because then that's
never a good thing for an EMT or any other person that works in medicine.
In these examples, the narrators espouse all or nothing notions about how to become a
successful person: a successful person either needs to be totally independent or totally in
control of how they express their emotions. Other negative evaluations include Mind
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Reading (23.8%), Catastrophizing (14.3%), Self-Criticism (4.8%), and Shoulding (4.8%).
The following statement illustrates Mind Reading in a mundane context; it has to do with
a disagreement with a parent, She was upset at me for a while because I didn’t want to go
to Fordham.
Furthermore, We were gonna be lost, exemplifies a Catastrophizing evaluation
when describing possibly being lost at an airport. There was one Self-Criticism made in
the entire study (e.g., I can keep talking about nonsense). It is noteworthy that it was
unclear whether the narrator was commenting on the content of their narrative, which was
about emigrating to the U.S., or a meta-commentary on how they were narrating this
event.
Figure 3
Composition of Negative Evaluation in Neutral Narratives (Percentages)

4.762

4.762

23.81
52.381

14.286

EE

Cat

MR

SC

Sho
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There were 17 positive statements made during neutral narratives (about 3
statements for every four narratives). Furthermore, the distribution of these statements
was found to be skewed, with a little less than half (10/22) of the neutral narratives not
having a single positive evaluation. Gaining Meaning and Nuanced Understanding were
the most represented positive evaluations in neutral narratives (35.3% for both). Here is
an example of Gaining Meaning in a neutral narrative:
I’m also happy that well it’s something I can hold on to from my dad because he
obviously got it for me.
Interestingly, the narrator chose to recall a mundane event, going shopping with their
parents, with an emotionally salient figure: their father who died. Therefore, it is unclear
whether this narrative was indeed neutral. Nuanced Understand was also a prominent
positive evaluation as exemplified in this statement:
It was like this little, tiny apartment but I thought it was like the best thing in the
world compared to like my, my old house.
This statement, which was couched in a narrative about moving to a different
neighborhood, was a quintessentially nuanced statement; the participant highlighted a
positive aspect of their home despite other criticism.
Optimism (17.6%), Accepting Others (5.9%), and Hybrid (5.9%) were also
present in these neutral narratives. Optimism, unlike Accepting Others and Hybrid,
occurred more than once, and could be exemplified in this statement:
I felt like that one had like um a great social atmosphere that she would enjoy.
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This narrative was indeed commonplace, yet the narrator embedded some positive
thinking about the outcome of a relative’s decision to attend a certain high school.
Figure 4
Composition of Positive Evaluation in Neutral Narratives (Percentages)
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Table 8
Frequencies of Evaluative Statements Across Narratives
Negative
Positive
Evaluation
Frequency
Evaluation
Frequency
Trauma Narratives
EE
23
AO
4
Cat
10
ASR
1
Hybrid
4
GM
7
MR
15
Hybrid
1
SB
3
NU
11
Sho
2
Opt
2
SA
2
Total
57
Total
28
Neutral Narratives
EE
11
AO
1
Cat
3
GM
6
MR
5
Hybrid
1
SC
1
NU
6
Sho
1
Opt
3
Total
21
Total
17
Note: EE = Extreme Evaluation; Cat = Catastrophizing; MR = Mind Reading; SB =
Self-Blame; SB = Self-Blame; SC = Self-Criticism; Sho = Shoulding; AO = Accepting
Others; ASR = Appropriate Sense of Responsibility; GM = Gaining Meaning; NU =
Nuanced Understanding; Opt = Optimism; SA = Self-Acceptance
Our fifth hypothesis – and primary hypothesis for the qualitative data – was that
trauma narratives would have a greater number of negative evaluations than neutral
narratives. To this end, we used Paired Sample T-Tests to compare differences in the
sum of total, negative, and positive evaluations between trauma and neutral narratives. In
addition, we compared the proportion of these evaluations over all evaluations within a
given narrative. In summary, the data supported our hypothesis; we found that trauma
narratives have greater negative evaluations regardless if one uses the sum or proportion
of negative evaluation to determine this difference. The trauma narratives had a
significantly greater sum of negative evaluations than the neutral narratives (T(21) = -
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3.533, p < .01, d = -0.753, 95CI: -1.222 – -0.271). Likewise, trauma narratives had a
higher proportion of negative evaluations (T(21) = -3.246, p < .01, d = -0.692, 95CI: 1.152 – -0.219). We also found that Trauma narratives had more positive evaluations
than the neutral counterparts, but this difference was not statistically significant (T(21) = 1.755, p = .094, d = -0.374, 95CI: -0.803 – 0.063). Furthermore, the difference regarding
the proportion of positive evaluations was not significant. Please refer to Table 9 and 10
for summaries of these findings.
Table 9
Which narrative condition had more of each type of evaluation?
Trauma vs. Neutral

Statistically
significant?

Proportion of Negative Evaluations

Trauma

No

Proportion of Positive Evaluations

Trauma

Yes

Total Negative Evaluations

NA

No

Total Positive Evaluations

Trauma

Yes

Table 10
Paired Samples T-Test for Differences between Neutral and Trauma Narratives in
Evaluative Statements
95% CI for Cohen's d
T-score p-value Cohen's d Lower
Upper
Proportion of Negative
Evaluations
-3.246 0.004 -0.692
-1.152
-0.219
Proportion of Positive
Evaluations
-0.131 0.897 -0.028
-0.445
0.390
Total Negative Evaluations
-3.533 0.002 -0.753
-1.222
-0.271
Total Positive Evaluations
-1.755 0.094 -0.374
-0.803
0.063
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Our sixth and final hypothesis was interested in different types of evaluations that
might be prevalent in neutral versus trauma narratives. We did not complete statistical
analyses to determine the accuracy of this hypothesis given the low base-rate of any
given type of evaluation within participants’ narratives. Therefore, we are presenting
these findings with caution. With that in mind, we can report that this hypothesis was
partially supported. Trauma narratives did, indeed, include unique negative evaluative
statements, including self-blame. However, the actual rate of these negative evaluations
was small: 5% of the total negative evaluations or just several instances throughout all the
narratives combined. One also cannot discern, however, if these evaluative statements
are unique to trauma narratives or stressful event, in general.
We noticed that positive evaluations were more differentiated between trauma
and neutral narratives. People were more likely to express Accepting Others and
Appropriate Sense of Responsibility ( coded as AO & ASR, respectively), despite
perceiving flaws or being hurt by that person, in the trauma narratives than the neutral. Of
course, this difference might have been context dependent: People depicted in trauma
narrates might have had more flaws to accept than those presented in the neutral
narratives. This can also be true for Self-Acceptance, which was more prevalent in the
trauma than neutral narratives; people might have encountered making more mistake
needing acceptance in the trauma narratives. Furthermore, the base-rate for AO
evaluations were low to begin with (only 2 evaluations in all the narratives). Lastly,
although not seemingly being differentiated by its percent of total positive attributions
between narratives, there was a greater frequency of Nuanced Understanding (NU)
evaluations in the trauma narratives (11 vs. 6). It is also noteworthy that participants
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expressed optimism at about the same frequency in the neutral and trauma narratives
despite generally communicating more positive evaluations in the trauma narratives;
Optimism represented a larger share of the positive evaluations in the neutral narratives
than in the trauma narratives (17.6% vs. 7.1%).
In addition to the number of evaluations present in the narratives, the quality and
intensity of such evaluations seemed to differ, as well. The negative evaluations found in
the trauma narratives appeared more salient and negative than those found in the neutral
narratives. These are two examples of Extreme Evaluations found in either trauma or
neutral narratives made by the same person. They stated this during the trauma narrative:
I kinda left a new kinda like an imprint where I just don’t really trust a lot of
people especially people that I don’t know.
On the other hand, they made this Extreme Evaluation in their neutral narrative:
The only reason why we stuck together was cuz we spoke Spanish.
It is apparent that one Extreme Evaluation embodies more negative emotionality and
impact on one’s current wellbeing than the other; it is more salient to reflect on why one
does not trust people than when recalling why one preferred to converse with their
cousins at a specific time in their life. Additionally, the same person stated these two
Mind Reading evaluations:
1. She was upset at me for a while because I didn’t want to go to Fordum.(neutral
narrative)
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2. My mom kinda knew he was going to die [when] he had fell in a coma in the
hospital. (trauma narrative)
The first statement recalled the participant assuming their mother was upset at them
because of a disagreement, while the later statement was an assumption that the same
mother thought someone was going to die – a thought that would reasonably incur some
negative emotions.
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Discussion
Broad Summary & Theoretical Framework
We studied two separate types of autobiographical narratives that parsimoniously
elicited different emotional states: an aroused and stressed state induced by recalling a
traumatic narrative and a baseline, neutral emotive state. The theoretical framework that
underlies this dissertation is based on the neurobiology emotions and language
development (Dietrich et al., 2020; Liebenthal et al., 2016), the tripartite model of CBT
(Beck & Beck, 2011), and Bucci’s Multiple Code Theory (Bucci & Miller, 1993). Based
on this framework, we expected that being aroused and stressed would lead to variation
in the narratives’ semantics and voice – the later representing physiological changes
induced by stress. We compared those features between trauma narratives and neutral
narratives. Presumably, the trauma narratives, in which participants would have been
more likely to experience stress, would have greater rates of words and phrases
associated with negative emotions: discrete words associated with negative emotions and
evaluative statements that reflect a pessimistic, critical, or other negative point-of-view.
Those hypotheses were largely supported. Indeed, Trauma narratives had greater
semantics associated with a stressed, negative emotional state. Also, our qualitative
findings provide support to previous research on schemas, or deeply help beliefs one has
developed over their lifetime, perceptions associated with the event, and one’s emotional
state (Cohen et al., 2017; Marin & Shkreli, 2019). Reflecting on the model proposed by
this dissertation, we have substantiated that recalling stressful memories leads to changes
in speech and perceptions relative to a neutral baseline.
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In addition to speech and thoughts, the proposed theoretical model emphasized
physiological changes induced by recalling a trauma narrative. There was some evidence
to support this component of the model, but the evidence is more limited. Trauma
narratives were associated with elevations in a single cepstral feature, MFCC-4, and not a
single prosodic feature. Interestingly, a similar cepstral feature to MFCC-4, cepstral
energy spikes, was one of the few AVFs shown to be associated with a measurable
physiological stress response in a recent peer-reviewed study (i.e., increased skin
conductivity and cortisol excretion; Dietrich et al., 2020). Also, in this study, several
AVFs and emotion-related words were associated within trauma and neutral narratives.
Thus, these linguistic features have occurred in tandem and in addition to being elicited
from a common emotional state. This makes sense given the tripartite model of CBT that
theorizes that one’s thoughts, actions, and bodily sensations impact each other
simultaneously – or associate with one another.
The above, which encapsulates most of the hypotheses explored in the research,
implies a single tract for the impact that recalling a stressful narrative can have on a
person’s emotions: An event triggers memories and sensations that then impact the
emotionality and linguistic features of a narrative. Recalling a neural event would lead to
an array of linguistic expressions and recalling a traumatic event would incur linguistic
features associated with higher arousal and negative emotions. Yet, our study also
investigated whether one can repeat this model but in reverse: Can one use linguistic
features to predict how traumatic an event had been? Presently, there is tentative evidence
for that hypothesis. It seems like one can use linguistic features, semantic and acoustic, to
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determine the trauma – stress really – associated to a neutral, standard event. However,
our research does not support this function for trauma narratives.
In summary, this dissertation supported most of its proposed hypotheses and
reinforces the underlying theoretical model used to formulate these hypotheses. This
model emphasizes the impact that emotions can have on the linguistic expression during
an autobiographical narrative. Such emotions, what are presumably associated to the
memories, impact the way one speaks: the words they use, the evaluations they express,
and the tone of voice used to carry the narrative.
Previous Research and Our Findings
Regarding our findings on the proportion of emotion-related words present in
narratives, data support findings from previous studies. For example, they support Jaeger
and colleagues that conclude the proportion of negative or positive emotion related words
in a trauma narrative corresponds to the severity of one’s current post-traumatic stress
(2014). In that study, women experiencing less PTS symptoms word would, presumably,
be less aroused while recalling their narratives and use less emotional language.
Conversely, higher distress would be related to a greater proportion of negative or
positive emotion related words. In this dissertation, the narrative that presumably
induced greater arousal and stress, the trauma narratives, also had a greater proportion of
words associated with negative emotions.
These findings also reinforce the reliability of the EmoLex lexicon (Mohammad,
2018). Although not a hypothesis in this dissertation, our analyses support that such a
lexicon has validity since it indicated that trauma narratives have a higher proportion of
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negative emotion-related words - in keeping with other studies. Also, this measure
appeared to differentiate between the proportion of fear, anger, and sadness related
words. Although these semantic features were highly correlated with one another, they
appeared to add incremental value to each other over-and-above a vague “negative’
emotion-related word category. For example, the proportion of fear related words was
associated to the greatest difference between neutral and trauma narrative: The effect size
for Fear, when comparing trauma and neutral narratives, was more than twice the effect
size associated with anger.
This study also observed a positive relation between RA and trauma: trauma
narratives had a greater proportion of RA than the neutral narratives. Although this
finding counters the prediction in hypothesis 2, which was that trauma narratives would
have less RA, the results are nevertheless understandable in context and support an
association between RA and narrative emotions, in general. The trauma narratives where
likely more salient to the participants, and, therefore, participants we're more likely to
include explicit details of their traumatic events. In doing so, these trauma narratives
likely had more items, places, and people that the participants could have referred to.
These specific details would, in turn, increase the referential activity of the narratives; for
instance, an increase of using proper nouns is associated with higher RA (Bucci et al.,
2016). This explanation has some support from the data: participants rated the trauma
narratives as somewhat more important than neutral narratives. Importance, which the
participants rated from a 7-point Likert scale, can be viewed as a neutral indicator for
how salient, memorable the specific details of an event might be. However, the
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difference between the rated importance of these two types of narratives was not
statistically significant (T(21) = 1.9, p = 0.069).
Another explanation for this difference is that telling these trauma narratives did
not incur traumatic stress but general and more mild-moderate stress. Indeed,
participants rated their narratives as a little more traumatic than moderately traumatic
(i.e., resulting to fear and loss). If the typical participant was recalling a moderately
stressful event, then the data regarding RA would fit with previous research and
assumptions. The differential impact that traumatic, chronic stress, and more normative
stress have on memory recall was illustrated by Buchanan and Tranel in their 2008 study.
They found that people with a high cortisol response to acute stress, an indication of
chronic or traumatic stress, were less likely to remember upsetting details of an event
than people who were simply stressed but had no cortisol response (Buchanan & Tranel,
2008). Extrapolating this to the present analysis, it would make sense that the pool of
participants in this study are more like the group that was acutely stressed but had no
cortisol response, or, in other words, the participants likely did not experience chronic
traumatic stress indicated by high cortisol levels. Therefore, we would have expected to
see an increase in detail, such as details that would contribute to higher referential
activity.
Nevertheless, RA indicated less traumatic associations to an event in other
analyses (such as correlational and in LOOCV Lasso Regression). In these analyses, the
greater RA a neutral narrative had, the less one was likely to rate that narrative high on
STR. These analyses, which were not primarily used to test hypothesis 3, support that
RA can be associated with negative emotional arousal, as posited by Bucci and her
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colleagues (e.g., Bucci et al., 2016). It is unclear why we would find such contradictory
findings: Trauma narratives have more RA but there is an inverse association with stress
and RA in neutral narratives. One possible explanation is that RA and arousal are
associated during a general narrative but not one as negative or stressful as a trauma
narrative. During a neutral narrative, people might reference other people or items when
it is a truly atraumatic event. A moderately stressful narrative, however, might incur just
enough stress to make someone be more self-reflective – as indicated by Brockmeyer et
al. (2015) – an use less referential activity. Then, when communicating a trauma
narrative, the same person might then add more details, which underscores the
importance of such an event.
In assessing hypothesis 3, we found that there was just one AVF that significantly
differed between the two narrative types, MFCC-4, which was more prominent in the
trauma narratives. This finding, that cepstral features would be instrumental at
differentiating stressful or neutral narratives, supports previous research that emphasizes
the use of cepstral features. For example, the study completed by Diertrich and
colleagues that found that cepstral features were indicative of stress during speech.
Although this study failed to replicate much of the previous research on prosodic features
and emotions, it does give preliminary support for the importance of cepstral features
when analyzing long-form narratives. This is a novel finding since previous research has
predominantly focused on using cepstral features to analyze the emotionality of discrete,
short words or phrases (e.g., Afshan et al., 2018; Alghifari et al., 2018; Lalitha et al.,
2015).
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The inability to find other statistically significant different AVFs between the
neutral and trauma narratives is likely due to Type II error: there was a true difference,
but the small sample size was too small to validate a small to moderate effect size. For
instance, the mean ranked difference for jitter between the two narrative conditions had a
moderately sized effect size. A subsequent power analysis, using G-Power version
3.1.9.2, showed that one would need about 95 participants to determine that that sized
effect size will be statically significant (if we assume that type I error = 0.05 & type II
error = 0.2), which would have required far more participants than targeted for this
dissertation.
Regarding hypothesis 4, we had an odd finding: neutral narratives had linguistic
features associated with or indicative of STR but not trauma narratives. We did not
expect this since we did not expect people to rate neutral narratives with a large enough
range to properly conduct linear regression. Neutral narratives were supposed to be
atraumatic, and we expected them to be rated from around 1 – 2 out of 7 on the scale used
to measure STR. However, the distribution of STRneutral ranged from 1 to 5 and was close
to a normal distribution. Both acoustic and semantic features of neutral narratives were
determinative of either higher or lower levels of those ratings: F0, MFCC-2, Anger
words, and Referential Activity. Fitting previous research on acoustic features indicative
of stress, F0 was indicative of higher reported STR in neutral narratives, which the study
assumes is associated with stress; for example, research that found that people with social
anxiety spoke with ah higher pitch when asked to speak in public (Weeks et al., 2012,
2016). Also, this analysis placed our findings regarding referential activity in line with
previous research: higher degrees of self-referential language is associated with higher
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stress, or higher referential activity is associated with more limited stress (Brockmeyer et
al., 2015; Bucci et al., 2016; Tackman et al., 2019; Zimmermann et al., 2017).
Participants who used more referential language in their narrative were also more likely
to rate those narratives as being less traumatic. Jitter was included in the final model and
neared statistical significance in predicting STR. Interestingly, not all these measures
were significantly correlated with STR in primary correlational analyses. These findings
support previous research that conclude either acoustics or semantics can inform
someone of the stress communicated via a narrative.
Secondary to these findings, the analyses found that acoustic and semantic voice
features were associated to each other in somewhat predictable patterns. For instance,
voice segments per second (VPS), which was used to measure speaking pace, was
positively and significantly correlated with Fear in both neutral and trauma narratives.
Since this moderately large effect was observed across both narratives, it is more likely
that these findings represent a real, replicable finding. These secondary findings support
that components of narratives, the semantics, and physiological features of speech are
themselves connected. Given that previous findings have not used these measures in
tandem within the same study, these findings are novel. Beck and Beck might argue that
these findings are not unsurprising since, according to their framework (Beck &Beck,
2011), one’s physiological state, behaviors, and thought processes are interrelated. Given
this theory, we were right to expect that that associations between semantic features (an
indication of one’s thoughts) and voice would be related.
Per Beck and Beck’s conceptualization of Cognitive Therapy, an increase in
negative valence emotions should correspond to an associated increase in negative
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appraisals (Beck & Beck, 2011). The qualitative analyses substantiated hypothesis 5 that
this phenomenon would be observed when comparing trauma and neutral narratives.
Participants were, indeed, more likely to express negative evaluations when recalling a
traumatic versus a neutral event. The qualitative analyses are perhaps richer than the
computerized semantic analyses since they do not simply measure the prevalence of
words associated with certain emotions. Although far more efficient and cost effective
than qualitative analyses, the lexical approach to semantics seems limited to analyzing
single words of phrases within its immediate context (Crossley et al., 2017). These
qualitative analyses, in contrast, are seemingly far more nuanced and contextual. If one
were to analyze the same phrase using those two separate approaches, it is possible that
the qualitative approach would be more sensitive and specific. For example, if one
compares how each type of analysis would analyze these two statements:
1. I was going to Death Valley.
2. I thought this was it.
The computerized system would indicate that the first phrase had negative valence since
it has “death” while the second one would be neutral. Reading these two statements,
however, it is apparent that the first statement simply describes someone going
somewhere – very vague valence – while the second phrase clearly indicates
hopelessness of anxiety. Also, whereas a trauma narrative will inherently have more
words suggesting that one had a negative experience, it is not a given that such a
narrative will have to have negative evaluations. One can recall a traumatic event
without stating negative evaluations of the event, themselves, or others. Therefore, the
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qualitative analyses provided added value to differentiating the semantics of trauma and
neutral narratives than simply measuring their lexical compositions.
An interesting quirk of our analyses was that trauma narratives had a noticeable,
but not statistically significant, sum of positive evaluations. In contrast, the difference in
the proportion positive evaluations between these narratives was not nearly statistically
significant. Unlike for negative evaluations, there is not established research on the
association between negative emotional states and positive evaluations. One would not
expect that trauma narratives would have greater proportions of positive evaluations
using parsimonious thinking. However, this quirk – that there was still a greater sum of
positive evaluations within the trauma narratives – likely resulted from how the protocol
defined the more prevalent positive evaluative statements, such as Gaining Meaning
(GM) and Accepting Others. For those positive evaluative statements to be coded, there
needed to be a negative event or a character in the narrative who did something flawed
beforehand. If we broadened the scope of positive evaluations to include any positive
evaluation, then it is likely that there would not have been a bias towards trauma
narratives having more of those statements. In fact, a single neutral narrative about a
school trip had about 10 positive appraisals that were not coded as a positive evaluative
statement. The logic being, simply stating that one appreciates something is not a
subjective evaluation but a fact about this person’s preferences. For example, saying, I
met great friends, is stating a fact relating to a person’s proclivity towards these people.
In contrast, I still made close friends that I carry to this day even though it was a scary
trip, would be coded as GM since the person decided to frame the event in a nuanced
manner that depicts a meaningful and positive outcome.
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Finally, findings related to hypothesis 6 align well with previous research.
Although tenuous, the prevalence of self-blaming and self-critical statements supports
assertions made by the developers of TF-CBT, who emphasized that such evaluative
statements would be salient feature of trauma narratives (Cohen et al., 2017).
Interestingly, trauma and neutral narratives had similar frequencies of GM evaluations.
Presumably, people would express more meaning-making after encountering a stressful
and impacting event, such as trauma. This process, making meaning out of trauma and
grief, is even listed in the manual for TF-CBT as a means that people heal from traumatic
stress and grief (Cohen, et al., 2017); the association between meaning-making and
diminished traumatic stress has been established to multiple empirical studies (Murphy et
al., 2003). Other studies dispute the association between meaning-making and suggest
that his association depends greatly on the type of meaning one derives from the event
and how well one has integrated these beliefs into a centralized sense of self (Bonanno,
2013; Marin & Shkreli, 2019). Nevertheless, research clearly associates this process with
trauma narratives over people’s recollections of mundane events. It is possible that
examining different types of meaning-making evaluations between these two narratives
can lead to trauma narratives having, indeed, a different profile of GM evaluations.
Bonanno, in a literature review of meaning-making and trauma narratives, concluded that
meaning making, in of itself, is not indicative of trauma or stress but specific types of
meaning-making that emphasize cognitive flexibility (2013). A possible consideration for
future analyses can be to code trauma narratives for both meaning-making and the degree
that those evaluations also express a willingness to take multiple perspectives when
evaluating an event. Anecdotally, there were instances of GM in which participants
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expressed cognitive flexibility, such as, I learned that time there’s good people and bad
people as well. Also, many evaluations that expressed cognitive flexibility were coded as
NU, which, indeed, was more prevalent in trauma narratives.
Limitations
Although a novel and informative exploration into the psycholinguistics of
narratives, this study had several important limitations or deficits in its methodology.
The most salient feature of the study’s methodology that impacted analyses was that the
study was intended to be an exploration of bilingual narratives and whether language of
experience impacts other linguistic features of the narratives. We prompted participants
to recall an event in its language of experience or not and then the same event in the other
language they were fluent in speaking. Therefore, for example, some English trauma
narratives were prompted using certain language, “recall the event in the language that it
occurred in, that is the language you were thinking and speaking in at the time,” and other
English trauma narratives were prompted with, “tell us the event NOT in the language it
occurred in…” The analyses still treated these English trauma narratives as a single
condition: trauma narratives. The same concern was true for the neutral narratives. This
variation, the data being prompted using varied prompted but analyzed as a single
condition, is a flaw to the study’s internal validity because it lacked a consistent
methodology when gathering the data. In other words, the instrument used to gather the
data – the prompting – differed between participants in the same group or condition
(Cook & Campbell, 1979).
Despite this, the actual impact this had on how people recalled an event might
have been minimal. Indeed, evidence that this difference in prompting led to salient
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changes in the linguistic outcomes is substantially missing. When contrasting the
linguistic features between narratives that were ‘language of experience’ or not, we find
that no linguistic feature significantly differed between these samples in either trauma or
neutral narratives. For example, the median T-score in a series of independent samples Ttests between language of experience and not for trauma narratives was -0.65, p > .5.
This statistic, however, is not very telling given the small and non-uniform sample sizes
used for the independent samples T-test (8 & 14 participants within the not experienced
vs experienced groups, respectively), which contributes to high risks of type I and II
errors. A similar trend was observed when analyzing the neutral narratives for
differences between narratives recalled in its language of experience or not: The
difference in how participants were prompted did not appear to change the data to a
significant degree. Furthermore, even if one argues that this variation made a subtle but
not statistically significant impact on our study, we cannot affirm whether this would
have hurt or improved our findings. Indeed, our findings might have been more
significant if we used more uniform prompting.
Even though language of experience did not appear to impact the narratives’
linguistic features – the attributes we ultimately studied – it was not completely inert. In
an independent sample T-test of STR of trauma narratives communicated in language of
experience and not, there was a difference approaching statistical significance (T(21) =
2.0, p = .057). However, this effect was not observed in neutral narratives (T = .29, p >
.5). In addition, participants seemed to recall an event from later in their life when
recalling an event in its language of experience (Trauma narratives: r = -1.78, p = .09;
Neutral: r = -2.39, p < .05). There is a parsimonious explanation for this phenomenon:
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Participants were more likely to speak Spanish during mundane or even stressful events
earlier in their lives. Presumably, the participants – who 80% were born in the U.S. to
Spanish speaking families – were more likely to hear and speak Spanish when they were
younger and living near their family. In turn, they might have rated events that occurred
earlier in their life as stressful or traumatic (perhaps because they were more likely to
experience such events, such as grief and transition, in a familial context and as children).
In summary, although language of experience can be associated with some aspects of a
narrative, such as the person’s age when it occurred, it is unlikely that it would have
impacted the narratives’ linguistic features. Therefore, although language of experiences
was prompted for, we do not believe that this confounds or invalidate the findings
relating to linguistic features. (Age of experience was not a variable in this dissertation
since its association to linguistic features has not been well established in literature, so it
did not seem like a helpful or necessary addition to our analyses.)
Variations in how quickly one recalled the two narratives after one another
represents another variation in the study’s methodology that threatens its internal validity.
In general, varying the order that people recalled neutral or traumatic events was helpful
and, indeed, needed to control for any potential impact that the order of recall can have
on linguistic features. However, the time in between recalling the two events – ideally –
should have been standardized, and this study, given its original design and intention, did
not standardized the duration between English narratives. For instance, a participant
could have recalled their English trauma narrative first and then their English neutral
narrative last, while another participant recalled those two events back-to-back during
their second and third recalls. Unlike the instrumentation threat to the study’s internal
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validity, we cannot directly assess if this variation impacted the narratives’ linguistic
features. However, we were able to determine that the randomization group that one was
assigned to did not impact narratives’ linguistic attributes using a one-way ANOVA. In
short, there were no observable differences between trauma narratives recalled in its
language of experience when recalled first (Group 1) than when recalled last (Group 4).
If timing did have an impact, then we would have expected that trauma narratives
recalled in Groups 1 or 2, in which they were recalled first, would be different
linguistically than those recalled later in Groups 3 or 4, but that is not what we observe.
Therefore, we can surmise that since the order that one recalls an event has no observable
impact on its linguistic features, the relative timing in between narratives likely has no
impact. Although a legitimate criticism to the study’s design and area for improvement,
this treat to internal validity likely did not invalidate the findings of this dissertation.
There were other limitations to the study that do threaten its validity yet are still
important to consider. For one, the sample size of this study was insufficient at times.
This was especially true when analyzing the differences in AVF between narratives, in
which the expected effect sizes would have been mild to moderate if significant (e.g.,
Weeks et al., 2012). It is possible that this dissertation would have needed to recruit
about a few dozen more participants to fully determine the influence that AVFs can have
on differentiating between neutral and trauma narratives. Yet, sample sizes around 20
people are not uncommon in narrative studies. Weeks et al., (2016), Jaegar et al., (2014)
and Marin and Shkreli (2019) had only 32 – 36 participants in their studies of AVFs,
computerized semantic analysis, and a qualitative analysis of narrative themes. Other
studies, such as Tuval-Mashiach et al. (2004), which was a qualitative analysis, used less
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(five participants over three waves). So, although on the smaller end of the spectrum for
sample sizes, the number of participants we studied had precedent. Furthermore, there
was an attempt to analyze upward of 34 participants in this study. However, there was
attrition in about one out of three participants recruited for this study, so only 22 out of
the 34 participants recruited completed the protocol. Presumably, people did not
complete this study given the time commitment, which was about 4 hours over two
separate sessions. We had managed this concern in a subsequent study that shorted the
protocol to 1.5 hours. Sadly, we had to terminate the second, streamlined iteration of the
study after only 10 participants completed the protocol, which was due to the COVID-19
pandemic mandating distance learning and social distancing measures.
The second study would have also addressed another flaw in the first study’s
method: Participants did not rate how they felt while recalling the narratives. During the
second study, however, participants rated their anger, fear, sadness, and happiness during
the narratives. This information – how emotional people felt while recalling the event –
could have anchored assumptions we made about AVFs and mood. For instance, instead
of presuming that MFCC-4 helps to differentiate between trauma and neutral narratives,
we would have been able to measure if MFCC-4 is determinative of a specific emotion
one feels. In the former, we measure the association between a linguistic feature and a
type of narrative while the later allows us to make direct inferences on the linguistic
features of specific moods.
Other concerns about the study’s design and execution are minor. One of those
lesser concerns corresponds to the qualitative analysis of evaluative statements. Many
participants were not stating what they had thought in the moment but how they were
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thinking during the recording session. Many of these evaluations were thoughts
participants reportedly had during a traumatic event; they encapsulate what the
participants might have been thinking during the actual event and not how they approach
the situation in the present day. These evaluations were likely reasonably probably given
the emotive and dangerous contexts that elicited these thoughts. Therefore, it is difficult
to codify what is reasonable and what is an illogical statemen simply based on what the
person is saying in retrospect.
Finally, the audio we obtained contained static that made it difficult to obtain
certain AVFs: cepstral features along higher harmonics and even amplitude. Indeed, one
of the most important lessons is the value of obtaining high quality audio using highly
standardized methods. Future studies should strive to obtain audio using noise cancelling
insulation around the microphone and speaker – if possible. That would eliminate the
need to use noise cancellation software on the ‘back-end’ of data-cleaning and
preparation.
Implications and Future Directions
The broader goal of this dissertation was to benefit clinical psychology by
expanding the use of discourse analysis towards a clinically relevant application.
Findings from this dissertation can benefit the larger community of psycholinguistic and
clinical psychology researchers since it provides a preliminary profile of semantic and
acoustic features that can help differentiate traumatic from neutral autobiographical
narratives. Presumably, these linguistic features can also be used to determine the
emotional arousal and negative emotionality of a given narrative. For instance, a
clinician can use a set of objectively measurable features to track changes in a patient’s
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emotional arousal while communicating the same stressful event throughout several
sessions. Such a change would of changes in a patient’s clinical presentation (Anderson
et al., 2008; Cohen et al., 2017). In addition, the analyses from this dissertation provides
a set of linguistic features to base future, elaborate studies. These linguistic features
include semantic features – single words or more complex evaluations – and acoustic
features. The acoustic features can be further broken down into cepstral features, such as
MFCCs, and prosodic features that are readily perceivable (Hammerschmidt & Jürgens,
2007; Lalitha et al., 2015; Oppenheim & Schafer, 2004).
This dissertation also used a novel protocol for coding evaluative statements
within narratives. The inter-rater reliability for this coding protocol was sufficient for
both negative and positive evaluations. Although showed to be reliable, the validity of
this measure – other than its codes can help differentiate between trauma and neutral
narratives – still has not been determined. A prospective researcher can validate this
qualitative measure by assessing if people who are depressed are more likely to
communicate self-critical or pessimistic evaluations. There is considerable research on
the association between depression and negative evaluative statements, so a valid
measure of such statements would find that people with clinically elevated depressive
symptoms would be more likely to express such sentiments (e.g., Mohammadkhani et al.,
2020 & Weitkamp et al., 2016). For future studies, prospective researchers might want to
consider adding additional evaluative statements that can be specific to the population
they are studying. For instance, a researcher might be curious about the perceptions of
people experiencing significant anger, so they make code for evaluated statements that
align more strongly with that emotion.
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In addition to analyzing whole narratives, salient components of the narratives
could be analyzed for a future study. One can further solidify the association between
negative or positive evaluative statements and changes in voice – an indication of a
physiological response to an emotion. Much a methodology would add credence to Beck
and Beck’s tripartite model (2011) – or at least the parts pertaining to the association
between physiological reactions and thoughts. This analysis will be implemented by
extracting evaluative statements from the narratives and then measuring the AVFs
embedded within them. One can hypothesize that negative evaluative statements would
be associated with predictable changes to one’s physiology. This hypothesis can be
supported if those audio clips of the evaluative statements include elevations or
diminishments in certain AVFs relative to the entire audio reporting. One can even
specify this hypothesis for high arousal vs low arousal emotions and their respective,
typical evaluations. The writer, indeed, completed such an analysis to determine if a set
of prosodic and cepstral features can correctly identify if an audio clip was a negative
evaluation or a same-length control (N = 22). Logistic Regression, with cross-validation,
was used to assess the benefit of using AVFs to identify if an evaluative statement is
neutral or negative. F0, loudness, and VPS of the audio differentiated the clips as
negative or control with 60% precision, which is not especially high. Still, these features,
in addition to other AVFs, can be further explored in future studies.
Other future directions and implications for this dissertation pertain directly to
culture and the importance of studying narratives. This study collected narratives from a
sample of Latinx immigrants and 1st generation Americans from mid-2016 to late 2017.
This period of American History was marked by significantly greater animosity towards
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Latinx people in America, which has been associated with an increase of psychological
distress in previous study (Hswen et al., 2020). A substantial proportion of participants,
whether intentionally or not, spoke about theirs or their family’s immigration story.
Sometimes, it was mentioned in a neutral narrative, while immigration was mentioned in
the context of a traumatic narrative during other narratives. Regardless, immigration was
a salient theme expressed by these participants, and their status as Latinx exposed them to
greater risk for trauma due to racism or anti-immigrant sentiment (de Arellano et al.,
2018). Although no one recalled such an experience, these participants might have still
experienced such insult at a time when such prejudice becoming more prevalent and
hurtful in American society (Hswen et al., 2020). A future study can overtly emphasize
such important, impactful experiences. For instance, a researcher can specifically prompt
people for such experiences in a discourse analysis on Latinx experiences of racism and
mental health concerns. These narratives are important. In addition to providing an
additional context to observe associations between semantic and acoustic features, they
would provide richer perspective into the perceptions one has about themselves, society,
and their futures through rigorous qualitative analyses.
The narratives collected in this dissertation are preserved for posterity and future
researchers – psychologists, historians, or even anthropologists – can continue to study
them. Such a framework can be applied to racism induced stress and trauma across
cultures, as well: Scientists and practicing psychologists have the power to ameliorate
and preserve the narratives collected from valued participants. These participants, in
turn, trust that the researchers will tell their story with integrity. The writer strived to
honor these intimate narratives by emphasizing the strength, joy, and coping, such as in
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the form of gaining meaning, found within them. By doing so, these narratives were not
solely an exploration of the people’s neurosis, but it was also a celebration of the ways
people show their power.
Conclusion
This study found that linguistic features and help discriminate between a stressful,
traumatic narrative and a neutral control. The specific semantic and acoustic features are
tentative and future studies can elucidate which semantic features are more indicative of a
negative and aroused or depressed emotional state. Candidates for such semantic features
include referential language and discrete words associated to varied emotional stated.
Those features can be pulled from narratives using computerized programs, such as
SEANCE (Crossley et al., 2017). In addition, prosodic and cepstral features can be used
to evaluate how emotive one expressed a narrative. This dissertation tentatively
reinforces the importance of cepstral features over prosodic features, but prosodic
features – including pitch and perturbations in pitch – have not been ruled out for future
explorations. In fact, higher quality audio might contribute to an array of AVFs being
associated with emotions and arousal in future studies. This study has worked to
emphasize the evaluative statements people make during trauma narrative, and it lays the
foundation for future qualitative analyses on evaluative statements found in such
narratives. Lastly, and not directly analyzed, this dissertation contributes to preserving
and respecting the people and cultures represented in these narratives.
This dissertation emphasizes the importance of highlighting narratives –
especially narratives encapsulating struggles and personal growth. Such experiences can
shape a person’s outlook on their past and future (Labov & Waletzky, 1997) and capacity
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to cope with pain (McAdams, 2019); our narratives can, therefore, empower us to
reconcile and grow from trauma (Cohen et al., 2017). At the same time, these narratives
can carry unreconciled hurt that manifests itself as self-doubt and continuing agitation –
even as they are left retold (Amir et al., 1998; Marin & Shkreli, 2019).
It might not by hyperbolic to state that the year that this dissertation was written,
2020, was an especially traumatic and painful year for many people. The COVID-19
pandemic was marked by death and grief, fear of the unknown, social dislocation and
isolation, and arrested development (Rodríguez-Hidalgo et al., 2020). Within this
pandemic, we also experienced mass-protesting of the brutalization of Black Americans
by law-enforcement. This movement for Black lives epitomizes the intersection of
trauma – inter-generational and new – and empowerment: Trauma survivors’ right to
place their experiences at the center of our polity and the impetus for social change. John
Lewis, a civil rights leader, and American congressman, who died in 2020 said, “A
movement without story telling is like a bird without wings.” John Lewis communicated,
in a terse yet powerful metaphor, how narratives empower people to find the inspiration
to demand a change, to not feel hopeless, and gain meaning from hardship. The
narratives that inspire social change can also be an amalgamation or example of countless
individual stories. Indeed, the events and narratives that sparked the demonstrations
during the Summer of 2020, the killings of Breana Taylor and George Floyd, were two of
about 1000 people killed by police during 2020 with a plurality people BIPOC (Black,
Indigenous, People of Color; Washington Post, Fatal Force, 2020). Yet, the power of
their narratives – in particular – led to one of the most powerful protest movements of the
modern era. Furthermore, although very powerful narratives, police shootings are just
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one of many ways people experience overt or systemic hardships. Psychotherapists and
other care providers, therefore, need to be aware of the narratives that people carry when
they come in for help corresponding to other systems of oppression. These narratives can
carry pain and trauma, but they can also be the motivation for growth and selfempowerment.
The years after the COVID-19 pandemic and mass movements for Black lives
will likely be marked by reflection. Within that period of self-reflection, it can be an
honored responsibility for social scientists to embrace the narratives of people who lived
through the grief, isolation, and personal reckonings. The writer is hopeful that discourse
analysis can be one of many tools that social scientists use to make sense out of this
historically painful period. Narratives humanize the participants and allows them to
process their loses and gains in a manner that is organic and meaningful for them.
Researchers ought to recognize that importance: what they communicate about a person,
their culture, and even their present emotional state.

92
Appendix A
Coding guide for negative and positive attributions for trauma and neutral
narratives
This document includes three sections: 1) Defining the boundaries for a single statement
(p. 1 – 2), 2) Necessary content to code for an evaluative statement (p. 3 – 4), 3) Types of
negative evaluative statements (p. 5 – 7), 4) Type of positive evaluative statements (p. 8 –
9), and 5) Coding example, start to finish (p. 10 – 12).
1) Defining the boundaries for a single evaluative statement
One common question is, "When do I start or finish coding for an evaluative statement."
This is especially difficult when coding narratives that were transcribed from audio since
these narratives lack punctuation. Let's take this passage, for example:
"Since I am the youngest in my family I am always expected to be perfect, and my
older siblings have had their fair share of stupid mistakes and I feel like if I am
not perfect then all my family will hate me but I know that I am strong and I am a
good person"
Someone can ask how many evaluative statements are here and where do they begin and
end?
There are a few guidelines to use when discerning the start and ends to such passages:
a) The coded evaluative statement should be an independent clause, at least, and be able
to stand alone as a sentence. An independent clause includes a subject and what that
subject is doing or experiences.
E.g., "I am great." Or, "It was a massive mistake."
b) Dependent clauses following or preceding an independent clause should be coded
WITH the independent clause as a single evaluative statement
E.g., "We are all hopeless since cases are rising each day." Or, "Since I can't run
outside, I might as well eat all the ice-crème."
c) Two independent clauses separated by a coordinating conjunction (I.e., For, And, Nor,
But, Or, Yet, So) can be coded as two separate evaluative statements if their content if
different enough to stand alone as separate sentences.
E.g., when to count as one evaluative statement: "I knew I was going to fail, and I
was thinking that this is going to be bad." Both clauses pertain to the person's
assumption of failure and catastrophizing.
E.g., when to count as two evaluative statements: "Everyone in the class thought
that I was stupid, and I think I am going to fail this course." In this case, the two
evaluative statements relate to two separate ideas: what other people are thinking
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and what will happen in the future. Also, these clauses can stand alone as separate
sentences-preferred writing style aside.
These guidelines, therefore, would mandate that we separate the above example as
follows:
Evaluative statement 1) "Since I am the youngest in my family I am always
expected to be perfect
This is a dependent clause followed by an independent clause.
Evaluative statement 2) and my older siblings have had their fair share of stupid
mistakes
This is a single independent clause with a different subject as the
subsequent clauses.
Evaluative statement 3) and I feel like if I am not perfect then all my family will
hate me
This is an independent clause followed by a dependent clause
Evaluative statement 4) but I know that I am strong and I am a good person"
Even though there are two independent clauses here, they are stating
something highly similar: the person believes they have positive attributes.
Notes on coordinating conjunctions: Please do not include the coordinating conjunction
at the beginning of a clause when coding as an evaluative statement. For example, code,
“I thought I was going to make it after all,” and not, “and I thought I was going to make it
after all.”
Note on disfluencies: Sometimes, an evaluative statement might seem to begin or end
with "uh," "um," or another dysfluency marker. Should those be included in coding an
evaluative statement? Dysfluencies should not be included at the beginning or end of
evaluative statements. However, if there is a dysfluency in the middle of a statement,
such as, "I think I am ah kinda cool," then that dysfluency should be included.

94
2) Necessary content to code for an evaluative statement
A narrative includes narrative and evaluative statemental content. The narrative content
simply tells someone what happened. Evaluative statemental content, on the other hand,
expresses the narrator's opinions or assumptions about the event. The evaluative
statements describe how the person recalling the event views themselves, others, past
events, or the future.
To code as an evaluative statement, positive or negative, a statement should include at
least one of these four types of content in the table below:
Type of content
Descriptive: It has
descriptive languages, such
as language describing the
severity of an event, item,
or people. It can have
exaggerations.
Such statements should be
opinions and not facts.
Thoughts: It is
an assumption regarding
someone else's thoughts or
motivations.
Predict: The statement
predicts what may happen
in the future and are not
obvious facts.

Past actions: The statement
is the narrator's opinion on
a past event, including
views of theirs or other's
conduct.

Example
It was the scariest thing I
had to cope with.

NOT an Example
I am scared of snakes.

We are very strong

My mother lost her first
husband

I feel like this went on
forever

The test went for a while-a
few hours

She hates me, which is
why she marked off those
points on the exam

She told me that she hates
me

They were just doing that
to annoy me
We are going to break-up
because we didn’t have a
nice dinner
I don't think I will ever
fully cope with what's
happened
I should have [needed to
be] been strong for my
family
My sister was a rock for
me when I needed the
most support
This event helped me see
things better

They were jumping up, and
down-who knows why?
The sun will shine
tomorrow
It has been challenging to
cope with things, but
maybe the future won't be
as bad
I was told that I needed to
succeed
My sister calmed me down
during a panic attack
I prayed things will get
better.
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Lastly: A coded statement should be about the event and its implications and not about
the study
E.g., do not code for thoughts the narrator has about the length and timing of the
study. For example, "I feel like I have been talking forever."
3) Types of negative evaluative statements:
Examples of types of negative evaluative statements are listed below. Keywords, words
that are unique telling of such an evaluative statement, are bolded in the samples.
Catastrophizing (cat): Stating that either a negative outcome is definite or that the worstcase scenario is likely to happen. Usually, these evaluative statements are stated in the
future tense or participle form. Regardless of the tense, the statement needs to indicate
that something negative will happen, or the narrator thought something negative would
happen at the time of the event.
My life will never be the same.
I am stuck feeling this way forever.
I remembered thinking, "my team will definitely lose."
Generalizing (gen): Attributing something negative from part of an
experience/event/person to its entirety. Or, thinking that an entire event/person is bad
because something negative is tangentially related to them/it.
Every time I go out, I feel harassed.
I can't trust people anymore after this.
Donald is a total pig since he doesn't recycle.
Mind-Reading (MR): Without evidence, assuming people are thinking negatively of you.
Or, assuming that someone is thinking or feeling negatively of an event occurring in the
narrative. This could be difficult to code when narrators don't tell us if someone stated
something. However, we should code for this unless a narrator expressively states that
someone indeed said something.
My family thinks I was such a little kid that I can't be trusted.
Everyone around me was nervous, and they all vibed like something is going to
happen
Shoulding (sho): Stating that people, or oneself, ought to behave in a prescribed way.
This differs from merely wanting something to happen. Instead, one is stating that an
event ought to go the way they want. Shoulding often coincides with moral and political
judgments. Keywords are should, need to, ought to, have to, better have, etc.
I should never have done that, and I should have known better.
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Kids need to shut-up and listen.
People need to see that Tommy is the only viable progressive candidate
Self-Blame (SB): Blaming oneself for others' actions. Or, just self-attributing blame for
events that are out of anyone's hands. To code for this, their statement must be about
something negative from the past and not a hypothetical situation.
If only I took away his keys, he'd still be here.
It's my fault my dad did this; I get him angry.
SB might seem like Shoulding. However, SB has to do with cause and effect while
Shoulding is broader. Regarding SB, the person attributes an event (the effect) to
themselves (the cause).
Self-Criticism (SC): Calling oneself a negative name or being overly self-critical.
Usually, the evaluative statement should include descriptive language, such as adjectives.
The evaluative statement cannot be a fact about a person, even if the coder views that fact
as something negative. For instance, one should not code "SC" for "I speak Spanish at a
Kindergarten level."
I am/was an idiot.
I can never do anything right.
I think I am ugly.
All or Nothing Thinking (AN): Stating that a person, including themselves, acts either
wholly positive or negative. Stating that something is entirely or never right/wrong or
good/bad. They are describing something with extreme and unrealistic language. In other
words, a statement that lacks nuance or balance. Keywords: never, always, 100%, 0%,
etc.
If I don't get an A, I feel like I failed.
He is a literal garbage person
She is an angle; she can't do anything wrong.
Hybrid (Hy): A statement might express more than one evaluative statement. Typically,
this won't happen if you code using the guidelines in Section 1. However, there can be
rare instances when a statement appears to express two negative evaluative statements.
For example, "Since I suck at math, I will never get into graduate school." This statement
includes two types of negative evaluative statements: Self-Criticism and Catastrophizing.
In such an instance, you would code this statement as a hybrid and indicate which two
other types are expressed in the statement. For example: “Hy(SC,Cat).”
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4) Types of positive evaluative statements
Examples of types of positive evaluative statements are listed below. Keywords, words
that are unique telling of such an evaluative statement, are bolded in the samples.
Optimism About Future (Op): Believing that a positive event can happen. Or they are
admitting that an adverse event is not guaranteed.
I believed that things would turn out good.
You never know, there is still a solid chance that I get into the league
Gaining Meaning (GM): Stating that an event enriched them somehow. Or, it taught them
a valuable lesson. The person needs to state that the positive outcome is due to the event
they narrated. It cannot just be a meaningful statement without that association with the
event.
Because of this, I trust people that dress differently than me.
One good thing did happen as a result of this is that I learned to drive fast
Nuanced Understanding (NU): Distinguishing between the good and bad aspects of an
event, person, or thing and recognizing positivity amidst an adverse or stressful event.
They are accepting that multiple outcomes can be acceptable. They judge what might be
a negative thing on a spectrum; they see ‘shades of grey.” This evaluative statement type
can only be coded in the context of a negative or stressful event.
Luckily, my brother survived the Hunger Games.
Even though we lost all our money, we had a fun time in Vegas
My mom and I don't always get along, but we do have our fun times
Self-Acceptance (SA): Describing oneself in favorable terms. Describing oneself or
actions in sympathetic terms. Complimenting oneself
I am very cool
I tried my best and is all I could have done
Accepting Others (AO): Acknowledging positive attributes or motives of others despite
them making mistakes. Leniency with others. They are forgiving others for mistakes.
This coding can be like NU-one recognizing the positive aspects of a person amidst
seemingly adverse decisions or traits. However, AO should only be code in the context of
another person, while NU can deal with events or items.
My mother is a helpful person
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Anyone would have struggled to support a family
Appropriate Sense of Responsibility (ASR): Not blaming oneself for something that is
out of one's control. Stating that one is not solely responsible for a negative outcome.
This evaluative statemental statement is difficult to code for since one cannot define what
an appropriate level of blame might be for this person's context. Therefore, only code
ASR if a statement expresses a seemingly balanced and proper level of accountability. In
general, actions committed by others are not a person's responsibility, but personal
actions are. Therefore, it is ASR to accept responsibility for one's own's behaviors and
not others.
I accept that drinking at that party was a mistake since I ended up very hungover.
I had no control over the other driver getting drunk behind the wheel.
Hybrid (Hy):
A statement might express more than one evaluative statement. Typically, this won't
happen if you code using the guidelines in Section 1. However, there can be rare
instances when a statement appears to express two negative evaluative statements. For
example, "Even though we lost all our money, we learned the value of sticking together."
This statement includes two types of negative evaluative statements: Nuanced
Understanding and Gaining Meaning. In such an instance, you would code this statement
as a Hybrid and indicate which two other types are expressed in the statement. For
example: “Hy(NU, GM).”
5) Coding example, start to finish
In section one of this coding guide, a passage was introduced that contained several
evaluative statemental statements. Here is the complete passage with its narrative
components:
"My parents both earned their degrees in computer science and they said they
wanted me to work in science too uh since I am the youngest in my family I am
always expected to be perfect I got mostly A’s in high school and was accepted at
a few high ranking colleges I guess and my older siblings have had their fair
share of stupid mistakes my sister didn’t finish grad school so she could pursue
art and my brother didn’t even go to college and I feel like if I am not perfect then
all my family will hate me but I know that I am strong and I am a good person"
1st: Extract the evaluative statements from the narrative. Do not try to judge whether an
evaluative statement is positive, negative, or neither yet. Instead, follow the instructions
from sections 1 and 2 to extract comments that can be coded as an evaluative statement,
in general.
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The evaluative statements are highlighted below. You may notice that they match the
statements from section 1, but conjoining conjunctions, like “and” and “but,” are not
highlighted:
"My parents both earned their degrees in computer science and they said they
wanted me to work in science too uh since I am the youngest in my family I am
always expected to be perfect I got mostly A’s in high school and was accepted at
a few high ranking colleges I guess and my older siblings have had their fair
share of stupid mistakes my sister didn’t finish grad school so she could pursue
art and my brother didn’t even go to college and I feel like if I am not perfect then
all my family will hate me but I know that I am strong and I am a good person"
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2nd: Now, a coder should determine if a statement is positive, negative, or neither. Each
evaluative statement will be considered separately in the table below:
Statement

Considerations

since I am the
youngest in my
family I am always
expected to be
perfect

Notice the word “expected,”
which implies that the
narrator thinks other people
expect him to be perfect. This
is presented without any
evidence, such as if the
narrator stated that that
someone said he needed to be
perfect. In summary, this is
an instance where the narrator
assumes what other people
are thinking.

my older siblings
have had their fair
share of stupid
mistakes

The narrator is being critical
Neither
of other people; they call their
siblings’ mistakes “stupid.”
However, they are not stating
that their siblings always
make mistakes and act
“stupid.” They are also not
being self-critical, so one
cannot make that judgement.

N/A

I feel like if I am
not perfect then all
my family will hate
me

This is surely a negative
evaluative statement.
However, which type? It can
seem like two separate
evaluative statements: All or
Nothing, given the seeming
drive to be “perfect,” or
catastrophizing since the
narrator assumes what may
happen in the future. The
catastrophizing
In this statement, the narrator
stated that they consider
themselves to have positive
attributes.

Negative
evaluative
statement

Hybrid(AN,Cat)

Positive
evaluative
statement

Self-Acceptance
(SA)

I know that I am
strong and I am a
good person

Positive,
Negative,
Neither?
Negative
evaluative
statement

Type
Mind Reading
(MR)
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3rd: Log those evaluative statements in an excel file. The legend for what each label
means is provided below the screenshot.

File: The name of a file. E.g., 01nne. This only has to be written near the first statement
of each narrative.
Statement: The evaluative statement that is being considered.
NegN0Y1: Negative evaluative statement? Write 0 for ‘no’ and 1 for ‘yes.’
NegType: What type of negative evaluative statement is it? E.g., AN, Cat, etc. Please use
the abbreviated titles. Leave blank if not a negative evaluative statement.
PosN0Y1: Positive evaluative statement? Write 0 for ‘no’ and 1 for ‘yes.’
PosType: What type of positive evaluative statement is it? E.g., GM, NU, etc. Please use
the abbreviated titles. Leave blank if not a positive evaluative statement.
4th: Once all evaluative statements have been logged and characterized, please save, and
send to the managing researcher.
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