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1 Introduction
(Estima,tion of the innovation density of nonlinear
autoregressive models with applications“, Hiroshima Statistical Research Group Tech-
incal Report TR09-05 (r\’esum\’e)
$p$ (AR)
$X_{t}=m’(X_{t-1}, \ldots, X_{t-p};\theta)+e_{t},$ $t=0,$ $\pm 1,$ $\pm 2,$ $\ldots$ , (1.1)
$\theta=(\theta_{1)}\ldots, \theta_{q})$ $\Theta\subset \mathbb{R}^{q}$ $F$
( $\mathbb{R}^{q}$ ), $m$ : $\mathbb{R}^{p}\cross\Thetaarrow \mathbb{R}$ {et} i.i. $d$ .
$t$




$u_{0}\in \mathbb{R}$ $K(\cdot)$ ( ),
$h_{n}>0$ $K_{h_{n}}(u)=h_{n}^{-1}K(u/h_{n})$




$\hat{\theta}$ $\{X_{-p+1}, \ldots, X_{n}\}$




$e_{t}$ (proxy) $\hat{f}_{n}$ $f_{n}$
“ ” $\hat{f}_{n}$
$\Vert\hat{f}_{n}-f_{n}\Vert_{\infty}$ $:= \sup_{uo\in \mathbb{R}}|\hat{f}_{n}(u_{0})-f_{n}(u_{0})|$
Liebscher (1999) $M\ddot{u}$ller et al. (2005)
$\mathbb{R}$ $0_{a.s}.\{(nh_{n})^{-1/2}\}$











(A3) $(x, \theta)\mapsto m(x;\theta)$ ; $M(x)$ $\theta$
$\theta$ $|m(x;\theta)-m(x;\theta)|\leq M(x)\Vert\theta-\theta\Vert$
$E[M^{2}(X_{t-1})]<\infty$
(A4) $f$ $\lambda$ H\"older $\lambda\in(0,1]$ .
(A5) $K(\cdot)$
$\int_{-\infty}^{\infty}|uK’(u)|du<\infty$ . (2.1)
(A6) $\hat{\theta}$ $\theta$ $\sqrt{}$







Klimko and Nelson (1978), Tistheim (1986), Koul (1996)
Theorem 2.1. $(A1)-(A6)$ $\{r_{n}\},$ $\{h_{n}\}$




$\lim_{narrow}\sup_{\infty}\sqrt{\frac{n}{\log\log n}}\Vert\hat{\theta}-\theta\Vert\leq$ const.) a.s. (2.3)
Liebscher (1999) (2.3)
Liebscher (2003) (2.3)
Theorem 2.1 A $(X_{t-1)}\cdot\theta)=m(X_{t-1};\theta)-m(X_{t-1;}\theta)$
$f_{n}(u_{0)} \theta)=n^{-1}\sum_{t=1}^{n}K_{h_{n}}(e_{t}-u_{0}-\triangle(X_{t-1}, \theta))$ $\hat{f}_{n}(u_{0})-f_{n}(u_{0})$
$\hat{f}_{n}(u_{0})-f_{n}(u_{0})=[\{f_{n}(u_{0},\hat{\theta})-E[f_{n}(u_{0}, \theta)]|_{\theta=\hat{\theta}}\}-\{f_{n}(u_{0}, \theta)-E[f_{n}(u_{0}, \theta)]\}]$
$+\{E[f_{n}(u_{0}, \theta)]|_{\theta=\hat{\theta}}-E[f_{n}(u_{0}, \theta)]\}$
. $\hat{\theta}$ $\sqrt{}$







Silverman (1978), Stute (1984), Deheuvels (2000), Einmahl
and Mason (2000, 2005), Gin\’e and Guillou (2002) Gine and
Guillou (2002) $K(\cdot)$
$\mathcal{K}=\{e\mapsto K((e-u_{0})/h) :u_{0}\in \mathbb{R}, h>0\}$ pointwise measurable (van der.
Vaart &Wellner (1996) ) Euclidean (Nolan and Pollard (1987)
$)$ $f$ $\mathbb{R}$ Gin\’e and Guillou
(2002) Theorem 3.3
$h_{n}\downarrow 0,$ $nh_{n}\uparrow\infty,$ $\frac{nh_{n}}{|\log h_{n}|}arrow\infty,$ $\frac{|\log h_{n}|}{\log\log n}arrow\infty$ ,
$narrow\infty hm\sqrt{\frac{nh_{n}}{2\log h_{n}^{-1}}}\Vert f_{n}-E[f_{n}(\cdot)]\Vert_{\infty}=\Vert K\Vert_{2}\Vert f\Vert_{\infty}^{1/2}$ a.s., (3.1)
$\Vert K\Vert_{2}^{2}=\int_{-\infty}^{\infty}K^{2}(u)du$
$p\lim_{narrow\infty}\sqrt{\frac{nh_{n}}{2\log h_{n}^{-1}}}\Vert\hat{f}_{n}-E[f_{n}(\cdot)]\Vert_{\infty}=\Vert K\Vert_{2}\Vert f\Vert_{\infty}^{1/2}$ (3.2)
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$\Vert\hat{f}_{n}-f_{n}\Vert_{\infty}$
$r_{n}=\sqrt{nh_{n}/\log h_{n}^{-1}}$ $4^{\backslash }$ . (2.2) $n^{1/2}h_{n}\log h_{n}^{-1}/\log narrow$
$\infty$ $K(\cdot)$
$\mathcal{K}$
Proposition 3.1. $(A1)-(A6)$ $(A4)$ $\lambda\in[1/2,1]$
$K(\cdot)$
$h_{n}\downarrow 0,$ $nh_{n}\uparrow\infty,$ $\frac{|\log h_{n}|}{\log\log n}arrow\infty,$ $\frac{n^{1/2}h_{n}\log h_{n}^{-1}}{\log n}arrow\infty$,
(3.2)
Pointwise :Pointwise
Proposition 3.2. $u0\in \mathbb{R}$ $(A1)-(A6)$ $(A4)$
$\lambda\in(1/2,1]$ $h_{n}arrow 0$ $n^{1/2}h_{n}/\log narrow\infty$






Bickel and Rosenblatt (1973) Theorem 3.1 Al-(b), A2, A3
$h_{n}=$ const. $\cross n^{-\delta},$ $0<\delta<1/2$
$P((-2\log h_{n})^{1/2}(\frac{M_{n}}{\Vert K\Vert_{2}}-d_{n})<x)arrow\exp\{-2\exp(-x)\}$ , (3.3)
where
$d_{n}=(-2 \log h_{n})^{1/2}+\frac{1}{(-2\log h_{n})^{1/2}}(\log\frac{1}{2\pi}\frac{||K’||_{2}}{||K||_{2}})$
$\hat{M}_{n}-M_{n}=0_{p}\{(-\log h_{n})^{-1/2}\}$ Theorem 2.1
$r_{n}=(-nh_{n}\log h_{n})^{1/2}$ (2.2) $h_{n}=$ const. $\cross n^{-\delta}$
with $0<\delta<1/2$ (A5) Bickel and Rosenblatt (1973)
Al-(b) Bickel and Rosenblatt (1973) A3 $f$
$f’/f^{1/2}$
Proposition 3.3. $(A1)-(A6)$ $(A4)$ $\lambda=1$
( $f$ ). $f$
$f’/f^{1/2}$ $u^{2}K(u),$ $u^{2}K’(u)$ $h_{n}=$ const. $\cross n^{-\delta}$ with




AR (TAR ) (Tong and Lim, 1980),
AR (EXPAR ) (Ozaki, 1980; Haggan and Ozaki, 1981)
ARCH (Engle, 1982)
Example 4.1 ( AR ). AR :
$X_{t}=\theta_{1}X_{t-1}+\cdots+\theta_{p}X_{t-p}+e_{t}$ .
$\theta=(\theta_{1}, \ldots, \theta_{p}),$ $\{e_{t}\}$ i.i. $d$ .
$q=p,$ $m(x;\theta)=\theta_{1}x_{1}+\cdots+\theta_{p}x_{p}$ AR ( )
Brockwell and Davies (1991) Theorem 3.1.1 :
$\theta(z)=1-\theta_{1}z-\cdots-\theta_{p\sim^{p}}\vee$ $\{z\in \mathbb{C}:$ $\leq 1\}$ AR
$X_{t}= \sum_{j=0}^{\infty}aje_{t-j}$ $aj$ $e_{t}$
$\{X_{t}\}$ $\beta$ (A3)
$1\downarrow l(x)=\Vert x\Vert$ (A6) Brockwell and Davies (1991)
Example 4.2 (TAR ). TAR :
$X_{t}=\theta_{1}X_{t-1}I(X_{t-1}\leq 0)+\theta_{2}X_{t-1}I(X_{t-1}>0)+e_{t}$ .
$\theta=(\theta_{1}, \theta_{2})$ $\theta_{1}\neq\theta_{2}$ $\{e_{t}\}$ i.i.d.
$p=1,$ $q=2,$ $m(x;\theta)=\theta_{1}xI(x\leq 0)+\theta_{2}xI(x>0)$
$\{X_{t}\}$ $\theta_{1}<1,$ $\theta_{2}<1,$ $\theta_{1}\theta_{2}<1$ $e_{t}$ (Al)
(An and Huang (1996) Example3.1 ). (A3)
$M(x)=$ (A6)
$\sqrt{}$
Example 4.3 (EXPAR ). EXPAR :
$X_{t}=\{\theta_{1}+\theta_{2}\exp(-\theta_{3}X_{t-1}^{2})\}X_{t-1}+e_{t}$ .
$\theta=(\theta_{1}, \theta_{2_{i}}\theta_{3}),$ $\theta_{3}>0$ $\{e_{t}\}$ i.i.d.
$p=1,$ $q=3,$ $m(x;\theta)=\{\theta_{1}+\theta_{2}\exp(-\theta_{3}x^{2})\}x$
$\{X_{t}\}$ $|\theta_{1}|<1$ $e_{t}$ (Al)
(An and Huang (1996) Example 3.2 ). (A3) $C>0$
$M(x)=C|x|$ (A6) Tjstheim (1986)
$E[e_{t}^{6}]<\infty$ $\sqrt{}$
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Example 4.4 ( ARCH ). GARCH
LAD Peng and Yao (2003) $P$ ARCH
$Y_{t}=\sigma_{t}\epsilon_{t},$ $\sigma_{t}^{2}=\theta_{0}+\sum_{j=1}^{p}\theta_{j}Y_{t-j}^{2}$
$\theta_{j}>0(j=0, \ldots,p)$ $\theta=(\theta_{0}, \ldots:\theta_{p}),$ $\{\epsilon_{t}\}$
i.i. $d$ . $\epsilon_{t}$ $E[c_{t}^{2}]=1$
(QMLE) QMLE
Weiss (1986), Hall and Yao (2003) Peng
and Yao (2003) $\epsilon_{t}^{2}$ 1
LAD
$\hat{\theta}_{LAD}=\arg\min_{\theta}\sum_{t=1}^{n}|\log Y_{t}^{2}-\log(\theta_{0}+\sum_{j=1}^{p}\theta_{j}Y_{t-j}^{2})|$
LAD QMLE LAD $\epsilon_{t}$
LAD $E[\epsilon_{t}^{2}]<\infty$
QMLE $E[|\epsilon_{t}|^{d}]=\infty$ with $2<d<4$
$\sqrt{}$ (Hall and Yao (2003) ).
$\sqrt{}(\hat{\theta}_{LAD}-\theta)$
$\sqrt{}(\hat{\theta}_{LAD}-\theta)arrow dN[0, \Sigma/\{4f^{2}(0)\}]$




(Huang et al. (2008) ).
$X_{t}=\log Y_{t}^{2}$ $\{X_{t}\}$ $e_{t}=\log\epsilon_{t}^{2}$
$m( x;\theta)=\log\{\theta_{0}+\sum_{j=1}^{p}\theta_{j}\exp(x_{j})\}$ AR
$f$
$\{Y_{t}\}$ $( E[\epsilon_{t}^{2}])^{1/2}\sum_{j=1}^{p}\theta_{j}<1$ $\epsilon_{t}$ $0$
$\beta$ (Carrasco and
Chen (2002) ) $\{X_{t}\}$ (Al)
(A3) $M(x)=$ const (A6)
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