ABSTRACT The ease with which one can edit and redistribute digital documents on the Internet is one of modernity's great achievements, but it also leads to some vexing problems. With growing academic interest in the study of the evolution of digital writing on the one hand and the rise of disinformation on the other, the problem of identifying the relationship between texts with similar content is becoming more important. Traditional vector space representations of texts have made progress in solving this problem when it is cast as a reconstruction task that organizes related texts into a tree expressing relationships-this is dubbed text phylogeny in the information forensics literature. However, as new text representation methods have been successfully applied to many other text analysis problems, it is worth investigating if they too are used in text phylogeny tree reconstruction. In this paper, we explore the use of word embeddings as a text representation method, with the aim of trying to improve the accuracy of reconstructed phylogeny trees for real-world data and compare it with other widely used text representation methods. We evaluate the performance on established benchmarks for this task: a synthetic data set and data collected from Wikipedia. We also apply our framework to a new data set of fan fiction based on some famous fairy tales. Experimental results show that word embeddings are competitive with other feature sets for the published benchmarks, and are highly effective for creative writing.
I. INTRODUCTION
The rapid spread of online communities and social media platforms has provided the public with easily accessible tools to edit and redistribute digital content. Because of this, derivative works in the form of photos, videos and especially text are now commonplace on the Internet. Such content can be completely innocent or quite nefarious, depending on the context. Both cases turn out to be interesting for researchers, thus the establishment of the relationships between derivative works has recently emerged as an object of study in the information forensics literature. Given a set of similar works, is it possible to determine their internal relationships and how they have evolved from one another?
Multimedia phylogeny refers to the study of the transformation relations among a set of digital media objects with similar contents [1] . For example, the problems of image phylogeny tree reconstruction [2] and image provenance analysis [3] have brought this idea to the forefront of digital image forensics. In image phylogeny, given a corpus of related images and a query image, the task is to retrieve the original images whose contents are present in the query image and then recover the graph of evolutions from original images to the query image. Such work holds significant value to the fields of digital forensics, digital humanities and image retrieval.
Text phylogeny tree reconstruction [4] is another subfield of multimedia phylogeny. Similar to the idea of image phylogeny analysis, reconstruction of text phylogeny trees involves determining the history of modifications among a set of interrelated textual content. To reconstruct a text phylogeny tree for a set of documents, we try to infer the phylogenetic relationship among them and identify their origin. Consider the example shown in Fig. 1 . The corpus consists of three texts with related content. Text A is the original version FIGURE 1. Text phylogeny tree example. A phylogeny tree of three vertices: A is the original story of Snow White, while B and C are derivative works based on A. B tells a story after the ending of Snow White, and C tells the Snow White story from the Queen's perspective. Therefore A is the root of the phylogeny tree, and B and C are its children.
of the fairy tale Snow White, as told by Andersen [5] . Text B and C are later works based on the original story that were created by fans on the Internet. Therefore in the phylogeny tree of this small corpus, text B is created based on text A. That relationship is indicated by connecting the two texts with an edge (A → B). Similarly, there's an edge (A → C) indicating that the text C is also a derivative work based on text A.
The problem of text phylogeny can be quite challenging because traditional text representation methods such as vector space models and edit distances do not always capture the relationship among modifications of textual contents. To rephrase a paragraph, we can easily insert, delete or replace words and sentences. We can also change the order of language elements according to syntax rules. Therefore, a rewritten text might have no lexical content in common with the original text, even though it is exactly the same in meaning. Using traditional methods to represent these texts would result in very low similarity scores when matched, which would not be useful for the reconstruction of text phylogeny trees.
A feature of digital content published on the Internet is that it is often timestamped in some fashion, which, at first glance, could be helpful in determining the causal relationships between derivative works in a linear sequence. But that is not always the case in realistic scenarios. This is because one story can influence multiple subsequent versions. In such a case, the version history might not be linear. Moreover, content on the Internet can be revised or even deleted rather easily, therefore the timestamp is not a reliable source of information to consult when we try to infer the phylogenetic relationships among texts, as it may reflect the date of the original post and not the revision of the current content. One text could be in parallel position with another text based on the timestamps, even though it appeared later and shares the same origin. And finally, it is often trivial to forge timestamps, which becomes a risk if the derivative content is disinformation.
The challenges of text representation in the text phylogeny tree reconstruction problem and the relatively young nature of this research area motivate our development of a new solution. In Marmerola et al. [4] , a general pipeline for solving this problem was proposed (Fig. 2) . Given a set of documents, the authors of that work have proposed three steps to reconstruct the phylogeny tree: 1) Generating a dissimilarity matrix indicating the pairwise dissimilarity for all documents in the set. This consists of representing each text as a vector and calculating the dissimilarities between these vectors. 2) Constructing an undirected acyclic graph using a minimum spanning tree algorithm such as Kruskal's algorithm [6] . Here the texts are considered as vertices in a graph and the dissimilarities between each pair of documents are the weights on the edges connecting them. Using a minimum spanning tree algorithm, we are able to generate a tree structure among texts without any cycles. 3) Assigning the root of the undirected acyclic graph. The direction of edges in the phylogeny tree indicates the order of the original work and the derivative work. We can use either a heuristic approach or a machine learning algorithm to solve the problem. The heuristic approach tries to minimize the total weight of the entire tree. While each vertex can potentially be the root of FIGURE 2. Overview of the general text phylogeny processing pipeline [4] : Given n texts, 1. An n × n dimensional dissimilarity matrix is calculated. 2. A minimum/maximum spanning tree algorithm is used to generate an undirected acyclic graph. 3. The root of the reconstructed phylogeny tree is determined, and directions are assigned to the edges of the graph. VOLUME 6, 2018 the phylogeny tree, the one that results in the minimum total weights is chosen as the root. Another method is to train a classifier using a machine learning algorithm to classify whether a text is the original or derivative work. In Marmerola et al. [4] , experimental results have demonstrated that the framework is able to infer the relationship among documents with acceptable accuracy. This framework has been shown to be a reliable way to reconstruct the text phylogeny trees, and it is by far the most concise method of solving the problem without any side information and assumptions about the documents. Therefore we continue to use this framework in this paper as a basis to solve the problem. While Marmerola et al. demonstrated that this framework can reconstruct the phylogeny tree with reasonable accuracy on synthetic datasets, its performance on real data is not satisfactory. Using the text representation methods and root determination strategies, the performance on real-world data that we have observed is typically 10% to 40% worse than the performance on synthetic datasets. Therefore we need better methods aimed at phylogeny tree reconstruction for real-world settings.
To further improve the accuracy of reconstructed text phylogeny trees, we introduce the following contributions in this work:
• A text phylogeny processing pipeline that leverages word embeddings as a text representation method. The motivation behind this is to create a richer semantic space that can better capture elements of creative writing.
• A new dataset of texts drawn from fan fiction based on some widely known fairy tales, which presents a realworld challenge that is distinct from previously published datasets.
• A series of large-scale quantitative experiments designed to evaluate the feasibility of the word embedding approach, as well as other feature sets from the realm of natural language processing. An emphasis is placed on real data, as opposed to simulation data, which has been prevalent in the literature [4] .
II. RELATED WORK
The idea of reconstructing a text phylogeny tree has its roots in several different topics from the field of textual analysis -an applied subfield of natural language processing concerned with understanding both the structure and meaning of text for applications that can make use of such information. With respect to the fundamental problem of text comparison, Shrestha and Solorio [7] studied the problem of identifying the original document between two texts with shared content. They used the bag-of-words model to calculate textual similarities between the shared content and the remaining text in the documents. The assumption is that texts written by the same author should exhibit high resemblance to each other. Bendersky and Croft [8] developed a model targeted at finding original sources for derivative content on the web and building a timeline tracking the evolution of the source content. The model calculates word overlap between sentences and combines it with query likelihood to generate a dependence model. Bär et al. [9] developed a method to detect text reuse across multiple texts. They compute the similarity between two texts by fusing content similarity, structure similarity and stylistic similarity. If text reuse can be identified in an automatic sense, then a host of application areas can benefit from an enhanced processing capability. Plagiarism detection is one of these applications. For this purpose, Sanchez-Perez et al. [10] developed an approach of text alignment based on measuring text similarity using tf-idf features. They used a recursive algorithm to increase matching text lengths from sentences to passages, thus increasing the windows that can be searched for plagiarized text. Wilkerson et al. [11] introduced a textual analysis methodology into the field of lawmaking. They investigated text reuse levels during the progress of policy documents and bills as they are drafted, circulated for comment and debated. Opting for a text alignment approach, Wilkerson et al. calculate alignment scores using the Smith-Waterman algorithm.
Basic pattern matching allows us to form a basis for inferring relationships between texts, but it does not give us an overall picture of the evolution of those texts across time. To accomplish that, the specific idea of phylogeny, where inferred evolutionary relationships are expressed in a tree-like structure, must come into play. Drawing specifically from ideas in evolutionary biology, Spencer et al. [12] demonstrated that by using computational phylogenetic methods, it is possible to identify the relationship among a set of handwritten medieval manuscripts. In the field of manuscript studies, texts exhibit similar behaviors of mutations as in genes in biology, with diverging patterns that represent key differences in the texts. Using a biologically-inspired approach, they successfully reconstructed a phylogeny tree of manuscripts with a reasonable degree of accuracy. Goldberg et al. [13] were interested in using text phylogeny methods to find the evolutionary history among similar computer viruses. They treated the problem as a mathematically NP-hard problem of optimization and used graph algorithms to solve it through heuristics.
Since the reconstruction of a text phylogeny tree is based on the differences between texts, the representation of semantic meaning of a text and the associated similarity metrics between two documents plays an important role in solving this problem. Islam and Inkpen [14] presented a method targeted at representing semantic similarity between short sentences and paragraphs. The model is based on the Longest Common Subsequence (LCS) string matching algorithm, which is combined with a corpus-based word similarity measurement. Woon and Wong [15] have been working on tackling a problem that is similar to reconstructing text phylogeny trees, which they defined as document versioning. They use edit distances to calculate the difference between texts and connect the graph using the shortest path algorithm.
To accelerate the calculation of edit distances, they proposed an approximation to compute inter-document distances. In their work, relationships among documents are always assumed to be linear. Cuadros et al. [16] reconstructed text phylogeny trees in a similar fashion. In their approach, the similarity between each pair of texts in the set is calculated with a content-based approach, with the text phylogeny tree reconstructed using a heuristic method.
Recently, neural word representations in the form of word embeddings have become an alternative approach to traditional vector space representations of texts, and they have gained tremendous popularity in textual analysis applications. Kusner et al. [17] proposed a Word Mover's Distance that combines word embeddings with document distance calculation. By representing words as word embeddings, they measure the dissimilarity of two documents as the minimum distance required to travel between the closest word embeddings from one text to the other. De Boom et al. [18] constructed a weight-based text representation model focusing on very short texts by combining word embeddings with their inverse document frequencies. Kang et al. [19] tried to solve the semantic matching problem, which aims to construct deep features describing the relationships between a query and a possible answer. They combine shallow features such as tf-idf and deep features such as word embeddings to generate the representation of text objects. Chen [20] developed an efficient document representation learning framework by simply averaging the word embeddings in the document and then combining the result with a corruption model which randomly removes a significant amount of words to speed up the training process.
Finally, there is very recent work that combines text representation and graph building into a complete general text phylogeny processing pipeline (Fig. 2) . Marmerola et al. [4] solved the problem by following the procedure of reconstructing multimedia phylogeny trees, as introduced by Dias et al. [21] for images and videos. Different from the calculation of dissimilarity between images or videos, Marmerola et al. explored the most commonly used text representations including tf-idf, edit distances and normalized compression distance. To determine the root of the phylogeny tree, both a heuristic based on minimum cost in a graph and machine learning based on the source text are used. In contrast, in this work, we introduce word embeddings as an alternative text representation method to calculate the dissimilarity matrix among documents. We further explore the application of the general text phylogeny processing pipeline on practical scenarios by presenting a new dataset of fan fiction based on famous fairy tales, which is far more difficult than the datasets considered previously by Marmerola et al.
III. TEXT REPRESENTATION
To calculate the dissimilarity between two texts, we follow the approach that first represents each text with a vector, then computes the cosine similarity between these two vectors. Cosine similarity is employed to correct the magnitude influence introduced by repeating words and uneven lengths between two documents. Accurate semantic text representation therefore plays an important role in the procedure. In this section, we will review different text representation methods, which will be evaluated to assess their performance in the phylogeny tree reconstruction problem. To the best of our knowledge, this is the first time that word embeddings have been introduced to solve this problem.
A. VECTOR SPACE MODEL
The vector space model is one of the most widely used text representation models. In this model, each text is represented as a high-dimensional vector of features. Most commonly the features consist of bag-of-words information, which is a set of words appearing throughout the whole corpus. Thus each dimension of the vector represents a word in the bag and the words are unordered. After representing texts as vectors, the distances between these vectors can be calculated to indicate semantic differences [22] . This is based on the assumption that texts with similar (but not exactly the same) sets of words are expected to be semantically closer than texts consisting of very different words. The distances are typically assessed using cosine similarity.
1) TERM WEIGHTING
The weight of each dimension in a vector space model can be calculated in many different ways. The simplest method is just to use the counts for each word (term) in the text -a process that is known as Term Frequency. Although this is very computationally efficient, it could potentially be misleading for two reasons. First, it can capture too much meaningless information. Function words like ''the,'' ''that,'' and ''a'' will have high counts and thus dominate the distance between vectors. Second, it can miss indicative information. Unique words that appear frequently only in local neighborhoods may be informative. By just using term frequency, these words will be overwhelmed by more frequent words throughout the entirety of both texts during the distance calculation.
A common way to avoid these problems is to use InverseDocument-Frequency (IDF). IDF is an indicator of rare words that appear in a small number of texts. It is defined as log(N /n i ), where N is the total number of documents in a corpus and n i is the number of documents that contain word i [23] . IDF will decrease the weights of terms that commonly appear in a broad spectrum of documents and increase weights of terms associated with rare words. As a result, ''meaningful words'' will play an important role in calculating the vector distances. Combining Term-Frequency and Inverse-Document-Frequency by multiplication turns out to be very effective in describing texts and yields good baseline results in most practical natural language processing tasks, including text phylogeny [4] .
B. N-GRAMS
One downside to the bag-of-words approach we have just described is that it does not take into account word order. VOLUME 6, 2018 Words are gathered as unique tokens regardless of syntactic properties related to position. A simple way to address this problem is to use N-grams as a feature representation. Instead of collecting each individual word to be used as a token, N-gram features can be used to collect unique sets of N adjacent words in the corpus. In this way, N-grams can be more accurate than just words because some common phrases or named entities will be recognized and counted as an integral unit. N-grams are often used in the natural language processing task of language modeling. They can also be used as features in a vector space model. In that case, the resulting model would be a Bag-of-N-grams instead of a Bag-of-words.
N-grams can be implemented at both the character level and word level. Character level N-grams are a unique set of N adjacent characters and word N-grams are a unique set of N adjacent words. The choice of N is usually between 2 − 5; N-grams larger than 5-grams bring a possible risk of over-fitting.
C. WORD EMBEDDINGS
Word-embeddings take the form of distributed representations of text that treat words as fixed-dimensional feature vectors in semantic space. The concept of a word embedding was first introduced by Bengio et al. in 2003 [24] as a solution to address the curse of dimensionality problem associated with the Bag-of-Words features. They initialize each word to a feature vector and build a simple neural network to learn a language model. During the learning process, the feature vectors for the words will be updated as parameters that stop changing when the network converges. Results in [24] show that the distances between feature vectors can capture the differences in semantic meaning between the words.
In later work, Mikolov et al. [25] proposed Word2vec, which enables efficient and accurate word embeddings that are now widely used for semantic analysis, sentiment analysis and syntactic parsing. Word2vec is trained using recurrent neural networks based on two architectures that aim to optimize computational complexity. The first is called Continuous-Bag-of-Words, which takes the words surrounding a target word as input and attempts to make a prediction about what the target is. The other model is called the Skip-gram, which takes a target word as input and attempts to predict its context.
GloVe [26] is another recent word embedding model with performance that is competitive to Word2vec. In contrast to leveraging context windows around a target word, GloVe utilizes the statistics of the word co-occurrence matrix on the entire corpus. Soft constraints are proposed for each word pair and an associated cost function is defined for training the model. Parallel stochastic gradient descent is employed to improve the computational efficiency of training.
Both word2vec and GloVe provide pre-trained word embeddings in multiple dimensions. This enables using word embeddings in various tasks easily because pretrained word embeddings are usually trained with fine-tuned networks on a larger dataset composed of billions of word tokens. Therefore the vectors are more accurate in capturing semantic and syntactic meanings when applied to more limited texts. On the other hand, training word embeddings on a specific dataset can bring with it the risk of over-fitting and can result in a model that may generalize poorly to other datasets.
While word embedding vectors are a good way to represent semantic similarities and differences among words, a natural question arises when considering how to use them to represent a document. One common approach is averaging the sum of weighted embedding vectors of all words in a document, with the resulting vector becoming the document's embedding vector. The simplest weighting strategy is treating all words equally. And an alternative is to treat words according to their importance to the text. In this work, we try both ways. In terms of assigning weights differently to words, we combine the tf-idf matrix with word embedding vectors. For a corpus consisting of N documents with a vocabulary of size V , it has a tf-idf matrix T N ×V . With this, we can generate a word embedding vector matrix E V ×d where d is the dimensionality of pre-trained word embeddings. Finally we can get the representation matrix M N ×d of this corpus through T × E. In this way, each text in the corpus is represented by a d dimensional vector using weighted word embeddings.
There are also other algorithms using word embedding vectors in the same way as features learned by supervised machine learning algorithms such as SVM [27] . These can be combined with other models such as word alignment or edit distances to calculate cosine similarity to quantify the difference between documents. These approaches can be effective in handling short textual objects, but may not be sufficient when representing long texts. So some models solve the problem by combining word embeddings with other deep neural network architectures to create more generalized models that can also be used for long texts [28] .
Another method is to train a document embedding vector during the training process of word embedding vectors. Doc2Vec, which was released in 2014 by Le and Mikolov [29] as a complement to Word2vec, does just that. Le and Tomas added a paragraph vector, represented by a paragraph ID, into the data during training and formulated two models: a Distributed Memory version of Paragraph Vector (PV-DM), which is based on the Continuous-Bag-of-Words model [25] , and a Distributed Bag of Words version of Paragraph Vector (PV-DBOW), which is based on the skip-gram model. One can combine these two models to get a final distributed representation of a paragraph.
In this paper, we evaluate the performance of pre-trained 300 dimensional word2vec embeddings trained on the Google News dataset with 3 million tokens, 300 dimensional GloVe embeddings with 42 billion tokens, and a doc2vec model trained on our own datasets. We also evaluate weighted word embedding by combining tf-idf with pre-trained word2vec embeddings.
IV. GENERATING A TEXT PHYLOGENY TREE
The algorithm for generating a text phylogeny tree is shown in Alg. 1. Once the texts have vector representations, a dissimilarity matrix M n×n for a corpus of n texts can be generated. M ij indicates the dissimilarity between text i and text j, which is the cosine similarity between vector representation of these two texts. After generating the dissimilarity matrix, an acyclic undirected graph will be found using a minimum spanning tree algorithm. Each text corresponds to a vertex in the graph, and the weight on edges among vertices are the values in the dissimilarity matrix.
Algorithm 1 Generating a Text Phylogeny Tree
1: Input: Corpus composed of n Documents (T i , ..., T n ), Dissimilarity Matrix for the corpus M n * n , trained SVM classifier S. 2: Output: topology of a reconstructed text phylogeny tree. 3 : E = {e ij }, i = 1 to n, j = 1 to n Set of Edges 4: V = {v i }, i = 1 to n Set of Vertices 5: for i from 1 to n do 6: for j from i to n do 7: e ij = M ij 8: end for 9: end for 10: G = kruskal(E, V ) 11: if using SVM algorithm then 12: for i from 1 to n do 13: get SVM prediction score Score i for T i
14:
end for 15: root = T i with maximum Score i 16: else using Minimum cost heuristic 17: for i from 1 to n do 18: W i = sum of edge weights in G for T i
19:
end for 20: root = T i with minimum W i 21: end if Then either a heuristic or a machine learning algorithm will be applied to the generated graph to determine the root of the tree. The root of a text phylogeny tree indicates that it is the original document that other texts in the set are created from. Therefore when the size of the dataset is big enough, we can train a classifier that is targeted at learning the difference between original text and derivative text. In this work, we make use of an SVM-based approach, which was shown by Marmerola et al. [4] since it achieved the best performance for text phylogeny reconstruction task. The kernel type is set to linear. The features are selected by tf-idf with the bag-ofwords model on uni-grams. Once we have a trained classifier, we then choose the vertex with the highest prediction score as the root of the tree.
The other option to choose the root of the reconstructed phylogeny tree as the minimum cost heuristic. When there's not enough data to train a classifier, this algorithm can determine the root of a tree based on the edges and weights. The algorithm tries to minimize the total sum of edge weights of the whole tree. For each vertex in the graph, the sum of the edge weights is calculated under the assumption that the chosen vertex is the root. Then the vertex with the minimum sum of edge weights is selected as the root of the reconstructed tree. If there is a tie, one of the vertices is chosen at random.
V. DATASETS
In this section, we describe the details about the datasets we used to evaluate the text representation methods discussed, specifically when they are used as input to the general text phylogeny processing pipeline. To conduct quantitative experiments, we used data from different sources including a synthetic dataset, a real-word dataset and a newly collected fan fiction dataset based on popular fairy tales. The synthetic dataset and Wikipedia dataset are drawn from prior work on text phylogeny [4] .
A. SYNTHETIC DATASET
The synthetic dataset is a subset of the Reuters_50_50 training set [30] . It comes from the large English newswire corpus Reuters Corpus Volume 1 (RCV1). Both the training corpus and testing corpus contain 2,500 texts from 50 authors. The texts are filtered to leave only those that have a length between 350 and 700 words. Each text is processed to generate a text phylogeny tree in the following two steps: First, randomly choose a text (T 0 ) from the set as the root of the text phylogeny tree. Second, randomly apply some operations on the text to create another text (T 1 ), which makes the generated text (T 1 ) a child of (T 0 ). Repeat the second step as many times as needed to expand the tree to a desired length.
The operations applied to a text are the following: 1) Synonym exchange: replace a word with its synonym in a dictionary (randomly chosen). 2) Insertion and removal of misspellings: replace a correct word with its misspelling in the dataset [30] or vice-versa. 3) Insertion and removal of modifiers: insert an adjective or adverb before a noun or adverb, or delete an existing one. For now we only target adjectives and adverbs. 4) Insertion and removal of sentences: each text has a percentage of held-out data as a pool to sample additional sentences from. In our experiments, we set this percentage to 20%. We randomly insert a sentence or delete a sentence in this operation. Once a sentence is deleted, it cannot be inserted again. We can set the percentage of modification when applying an operation to create a new text by setting an editing limit. For each operation, we can either fix the editing limit during the whole experiment or randomly pick one from a set of editing limits.
B. WIKIPEDIA DATASET
The Wikipedia dataset was collected using the Wikipedia export tool [31] , with the XML dumps cleaned using a Wikipedia-specific parsing tool [32] . The dataset contains VOLUME 6, 2018 859 page histories, where each of them has up to 1,000 revisions after the cleaning process.
It is well known that Wikipedia articles are constantly under revision. Intuitively, the revision history of an article should be linear, as a modification made to one version should be connected to that version as its descendant -if we think of revisions as existing in a tree structure. However, this is not always the case when considering only the textual contents of the pages. This is because Wikipedia is a collaborative community and it is open to a large number of editors. Edit wars are a well-known problem of Wikipedia, and editors of popular articles frequently revert changes [33] . Under such circumstances, the revision revert operation creates branches. Considering revisions R new and R new+1 in a Wikipedia page revision history, if revision R new is reverted to revision R old , then revision R new should be deleted and revision R new+1 should be connected to revision R old as its descendant. Also some Wikipedia page revisions only change references, which leaves the textual content between two or more revisions the same.
The revision histories in the Wikipedia dataset we consider here have been cleaned by a revision revert algorithm [4] to reconstruct phylogeny tree structures as the gold standard for evaluation. This leaves 4289 trees among which 73.74% are linear. From this, a phylogeny tree can be created with a designated length while still reflecting the actual revision history of a Wikipedia page.
C. FAN FICTION DATASET
The two datasets described above are useful for demonstrating the feasibility of a text phylogeny processing pipeline, but they do not push the limits of what it can accomplish in the real world. Creative writing, for instance, is far less constrained than the text found on Wikipedia, and thus makes for an interesting challenge problem. In this work, we explore inferring the relationships between different versions of fan fiction stories based on popular fairy tales.
Fan fiction is a form of creative writing that is always inspired by other forms of media such as movies, television shows, novels and short stories. Therefore considering a set of fan fiction stories all inspired by the same cultural source, they must, by definition, contain some shared content (be it lexical or semantic). Works of fan fiction often share some of the same characters with an original source story, or borrow the plot of the source story, but in a different setting with different characters. The nature of these variations on a theme makes the detection of relationships among different versions of fan fiction well aligned with the reconstruction process of text phylogeny trees.
In total, we collected 69 stories for the fan fiction dataset, where each has a length of under 5k words. With respect to content, we collected fan fiction for 13 famous fairy tales. They are: Beauty and the Beast, Frog Prince, Little Match Girl, Sleeping Beauty, Ugly Duckling, Cinderella, Jack and the Beanstalk, The Princess and the Pea, Snow White, The Emperor's New Suit, Little Red Riding Hood, Rapunzel and Thumbelina. The original fairy tales are collected from Project Gutenberg (https://www.gutenberg.org) and an online repository of stories by Hans Christian Anderson (http://hca.gilead.org.il). The fan fiction stories are collected from fanfiction.net. This dataset can be found at our Github repository [34] .
For the fan fiction versions of each fairy tale, the original fairy tale should be the root of the reconstructed phylogeny tree and the fan fiction texts are the children of the root. The fan fiction texts are considered independent or related to each other based on how they were tagged on fanfiction.net.
VI. EVALUATION METRICS
For consistency with the prior work [4] , we evaluate the performance of different text representations for text phylogeny problems on the same metrics that have been reported in the literature. These metrics effectively indicate the structural difference between a reconstructed phylogeny tree T r and an original phylogeny tree T o :
Root: evaluates whether the reconstructed tree correctly found the root of the phylogeny tree or not. Returns True if the root matches the original text, otherwise it returns False.
Direct Edges: evaluates the accuracy of edge connections in the reconstructed phylogeny tree and their directions, assuming there are n vertices in a tree.
Indirect Edges: evaluates the edge connections in the phylogeny tree only, regardless of their directions.
Ancestry: evaluates the accuracy of parent vertices found in the reconstructed phylogeny tree compared to the original tree.
Depth: returns the number of edges between the original root and the reconstructed root in the reconstructed phylogeny tree.
Leaves: evaluates the accuracy of leaf vertices found in the reconstructed phylogeny tree.
VII. EXPERIMENTS AND RESULTS
In this section, we evaluate the performance of different text representations on the problem of text phylogeny reconstruction with the three datasets discussed above.
A. EXPERIMENTAL SETUP
We chose to use 300 dimension pre-trained word embeddings for GloVe and Word2Vec, and trained a 300 dimension Doc2Vec embedding as well. Weighted word embeddings are the product of the tf-idf matrix and word2vec embedding vector matrix. For the synthetic and Wikipedia datasets, the corpus size is big enough to train a classifier. This is not the case, however, for the fan fiction set. Therefore we use an SVM classifier to determine the root for the synthetic and Wikipedia datasets. As stated before, the root of the phylogeny tree is the original document in the set where all other texts are modifications based on it. Thus we trained the SVM classifier with texts extracted from 100 generated phylogeny trees. The positive samples are the original documents (roots of the text phylogeny tree) and the negative samples are two randomly selected texts in the text phylogeny tree other than the root. The split between the training set and the test set are 60% and 40%, respectively. In contrast, because of its small size, we use the minimum cost heuristic instead of the SVM for the fan fiction dataset.
B. EVALUATION ON THE SYNTHETIC DATASET
In this first series of experiments, we evaluated the performance of different text representations for the synthetic dataset. We increased the tree complexity from 10 vertices to 50 vertices, and generated 100 trees for each increment. For the synthetic dataset, as the results show in Fig. 3 , traditional text representation methods usually perform better than word embedding representations. Although document embeddings exhibit the worst performance in most metrics, they do outperform almost all methods in the root metric as shown in the plot on the lower-left in Fig. 3 . Surprisingly, using complex features such as pre-trained GloVe embeddings or Word2vec embeddings is not very helpful for this dataset. They both performed worse than using just a basic n-gram model without tf-idf. We also tried training our own embeddings, but the result was even worse than the pre-trained ones. Weighted word embedding improved the performance slightly.
A possible explanation for this performance is that although we have a held-out part of each text during the process of generating near duplicate texts, the texts generated in this way are still extremely similar to each other. Therefore using traditional text representations like tf-idf and n-grams have advantages in capturing the differences created by the edit operations. Word embeddings, on the other hand, represent texts in a fixed dimensional vector, therefore as long as the main content in the text stays the same, changes in a small portion of sentences or words will hardly affect the average sum of weighted word embedding vectors. This highlights the limitations of previous evaluation work for text phylogeny.
C. EVALUATION ON THE WIKIPEDIA DATASET
In the second set of experiments, we applied our pipeline to the dataset of Wikipedia article revisions. The results closely resembled those from the Reuters dataset, as can be seen in Fig. 4 . Here word level 1-, 2-and 3-grams, as well as character-level 1-, 2-and 3-grams generally perform better than tf-idf and word embeddings. Again, word-embeddings do not perform as well as the tf-idf feature. The reason for this is likely the same one that was proposed for the Synthetic dataset. Although Wikipedia articles are constantly being edited, for the same entry, it is unlikely that one version will be a complete rewrite of the previous one. In most revisions, the main content almost always stays the same. Since the nature of textual modifications are similar to our Synthetic dataset, it is reasonable that the results exhibit a similar trend.
D. EVALUATION ON THE FAN FICTION DATASET
Since the fan fiction dataset is too small to train an SVM classifier with, we use the minimum cost heuristic method to determine the root of the phylogeny tree. (In our prior work [4] there are comprehensive experimental results for the minimum cost heuristic methods on both the synthetic dataset and Wikipedia dataset.) The results of this experiment are shown in Table 1 . In this case, the pipeline instantiations with word embedding models perform better than in the previous two experiments. Tf-idf only performs well with respect to the Leaves metric. For all the rest of the metrics, Word2vec embeddings yield the best performance.
A possible reason for this is the more free-form nature of the fan fiction dataset. Unlike the Synthetic or Wikipedia datasets, in which near-duplicate texts exhibit a high degree of similarity, the stories created for the same fairy tale have endless possibilities. For example, for the collection of stories based on Snow White, some stories are told from the perspective of the queen, while others focus on the mirror as a character. Authors also came up with stories that place the story's narrative in a modern city, or that completely destroy the happy ending between the Snow White and prince. As a result, there is a far smaller chance that two stories would literally look similar to each other. Therefore word embeddings can better represent the difference in semantic meaning of the texts. It is also noticeable that the Doc2Vec method performs better than in previous experiments in most metrics and its performance for the Root metric is always better than average.
VIII. CONCLUSION AND FUTURE WORK
In this paper, we focused on exploring the possibility of using word embeddings for the problem of reconstructing text phylogeny trees. We also introduced a new dataset of fan fiction based on fairy tales, which is a real setting where text documents are created based on the work of others and vary drastically from version to version. Our results are promising: word embeddings outperform traditional text representation methods when applied to real creative works written by different people.
To the best of our knowledge, this is the first time word embedding methods have been incorporated into the text phylogeny tree reconstruction pipeline. The feasibility of such a change was demonstrated via comparison to the prior work in text phylogeny. Moreover we took this work a step further and applied the text phylogeny concept to more realistic scenarios. Although word embeddings do not always beat traditional text representation methods for this problem, we showed their capabilities under differing circumstances, which highlighted their strengths and weaknesses, especially when more subtle semantic changes are present.
As future work, additional methods could be developed to calculate the dissimilarity matrix among texts with similar content. Another promising direction is to explore different graph algorithms to generate undirected acyclic graphs from the dissimilarity matrix. Determining the root of the phylogeny tree is another important problem that needs to be addressed, as the performance of current methods on the root and ancestry metrics are all in need of improvement. Several possible options for this exist. It is possible to train a neural network to classify a text as being an original work or a derivative creation. It is also possible to try to use a neural network to predict the topology of the entire phylogeny tree, which would fundamentally change the pipeline solving the text phylogeny tree reconstruction problem from what has been described thus far. Finally, note that all code and data associated with this work can be found at our Github repository [34] .
