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e davno v zgodovini, pred novim ²tetjem, so ljudje za£eli mnoºiti ²tevila.
Razvile so se razli£ne metode mnoºenja, a v dana²njih £asih je najbolj znan
na£in osnovno²olskega mnoºenja. Ta algoritem je prepo£asen, da bi ga upo-
rabljali v ra£unalni²tvu, saj je uporaba velikih ²tevil z razvojem ra£unalni²tva
in Interneta rasla. Zaradi tega je leta 1960 Karatsuba izumil algoritem, ki je
bil hitrej²i. Kmalu po njegovi objavi sta se razvila algoritma Toom-Cook-k
(ATC-k) in Schönhage-Strassen (ASS). Leta 2019 smo se spoznali z do sedaj
teoreti£no najbolj hitrim algoritmom za mnoºenje ²tevil, ki sta ga objavila
znanstvenika Harvey in Hoeven.
V diplomskem delu smo pregledali, kako delujejo zgoraj na²teti algoritmi, pri
£emer smo se poglobili v algoritma ATC-k in ASS. Na koncu pa smo ²e na
kratko opisali algoritem Harvey-Hoeven (AHH) in predstavili implementacijo
algoritma ATC-3.
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A long time ago in the ancient history, before our time, people began to mul-
tiply numbers. Various methods of multiplication have been developed, but
nowadays the most well-known method is the one that is taught in primary
school. This algorithm, however, is too slow to be used in computer science,
as the use of large numbers has grown together with the development of com-
puter science and Internet. Due to this problem, in 1960 Karatsuba invented
an algorithm that was faster. Shortly after its publication, the Toom-Cook-k
(ATC-k) and Schönhage-Strassen (ASS) algorithms were developed. In 2019,
we were introduced to the theoretically fastest number multiplication algo-
rithm ever, published by scientists Harvey and Hoeven.
In the dissertation, we reviewed how the algorithms listed above work, delv-
ing into ATC-k and ASS. Furthermore the ending briey describes algorithm
Harvey-Hoeven (AHH) and presents the implementation of ATC-3.





Mnoºenje ²tevil je ena izmed osnovnih matemati£nih operacij, katero spo-
znamo ºe v osnovni ²oli. Tam se spoznamo tudi z najosnovnej²im algoritmom
za mnoºenje ²tevil, tako imenovanim osnovno²olskim algoritmom. e takrat
opazimo, da je z njim teºko zmnoºiti velika ²tevila, saj moramo biti zelo
pozorni, da ne bi v kak²nem koraku algoritma narobe se²teli ²tevila oziroma
pozabili na prenos desetice.
V ra£unalni²tvu je situacija malo druga£na  v tem primeru predvidevamo,
da zna ra£unalnik oz. ra£unalni²ki program pravilno zmnoºiti dve ²tevki,
se²teti vmesne rezultate in na koncu dobiti pravilen produkt. Problem je v
tem, da je operacija mnoºenja v ra£unalni²tvu draga operacija, zato ºelimo
zmanj²ati ²tevilo vmesnih mnoºenj. Vmesnih mnoºenj je ²e ve£, £e mnoºimo
velika ²tevila, ki se uporabljajo za izra£un klju£ev v kriptograji, ta pa ºe-
limo hitro izra£unati, saj jih koristimo pri vsakdanji elektronski izmenjavi
informacij.
Prvi algoritmi mnoºenja ²tevil so se za£eli razvijati v ²estdesetih letih prej-
²njega stoletja [1]. Takrat je bil objavljen algoritem Karatsuba, prvi algori-
tem, ki je imel manj vmesnih mnoºenj kot osnovno²olski algoritem. Andrei L.
Toom je leta 1963 prevedel mnoºenje ²tevil na mnoºenje polinomov in s tem
pohitril postopek ra£unanja. Leta 1966 je Stephen A. Cook v svoji doktorski
disertaciji optimiziral Toomovo metodo in nastal je tako imenovan algoritem
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Toom-Cook-k (v nadaljevanju ATC-k), ki ga uporabljamo sedaj. Po petih
letih pa sta Schönhage in Strassen objavila ²e hitrej²i algoritem kot je ATC-
k. Nato je sledil 36-letni premor, v katerem ni bilo objavljenega nobenega
algoritma, ki bi bil bolj²i kot algoritem Schönhage-Strassen (a nadaljevanju
ASS). Ti²ino je prekinil Fürer z objavo izbolj²anega ASS. Marca 2019 pa sta
Harvey in Hoeven objavila algoritem, ki je do sedaj teoreti£no najhitrej²i od
vseh na²tetih.
V diplomskem delu bomo najprej predstavili osnovne lastnosti algoritmov
mnoºenja ²tevil, potem pa bomo na kratko pogledali, kako delujeta osnov-
no²olski algoritem in algoritem Karatsuba. V 4. poglavju bomo videli, kako
deluje splo²ni algoritem Toom-Cook-k in kak²ne so njegove pomanjkljivosti
ter moºne izbolj²ave. Potem bomo predstavili algoritem ASS in na kratko
predstavili ugotovitve Harvey in Hoevena pri njunem algoritmu.
Poglavje 2
Osnovni pojmi
V tem poglavju bomo razloºili pojme, ki nam bodo pomagali k bolj²emu
razumevanju algoritmov, predstavljenih v prihodnjih poglavjih.
2.1 Mnoºenje in osnovno o algoritmih
Mnoºenje je ra£unska operacija, ki jo lahko razumemo tudi kot kraj²i zapis
se²tevanja istega ²tevila. Ko pomnoºimo mnoºenec z mnoºiteljem oziroma
ko pomnoºimo faktorja, dobimo produkt, kot je prikazano v primeru 2.1.
a · b = c
mnoºenec mnoºitelj produkt
Primer 2.1: Mnoºenje
Algoritem je recept, s katerim, v kon£no mnogo korakih, re²imo dolo£en
problem. Lahko ga zapi²emo v naravnem jeziku, psevdokodi, z diagrami po-
teka ali v programskem jeziku, odvisno od tega, kak²en je njegov namen. Pri
pisanju algoritma je pomembno, da natan£no dolo£imo postopek njegovega
poteka.
Algoritem za mnoºenje ²tevil je metoda mnoºenja dveh ²tevil. Kot je ºe
znano, obstajajo razli£ni algoritmi za mnoºenje, saj se glede na velikost ²te-
3
4 Katarina Na
vila uporabi algoritem, ki je primernej²i. Da bi vedeli, kateri algoritem je
bolj²i oziroma bolj u£inkovit, si pomagamo s £asovno in prostorsko zahtev-
nostjo.
Denicija 2.1 (asovna zahtevnost) asovna zahtevnost algoritma je £as,
ki ga potrebuje algoritem za re²itev problema pri dani velikosti problema.
Ker vemo, da so ra£unalniki razli£nih zmogljivosti, ne moremo izraºati £a-
sovne zahtevnosti v sekundah, temve£ za enote vzamemo korake, ki so po-
trebni za izvedbo algoritma pri dani velikosti vhoda. Kot korake upo²te-
vamo aritmeti£ne operacije, pa tudi operacije primerjanja [18]. e smo bolj
natan£ni, kot korake ²tejemo se²tevanje, od²tevanje, mnoºenje, deljenje ter
primerjanje vrednosti dveh spremenljivk [19].
Denicija 2.2 (Prostorska zahtevnost) Prostorska zahtevnost algoritma
je koli£ina pomnilni²kega prostora, ki ga potrebuje algoritem za re²itev pro-
blema pri dani velikosti problema.
Za enoto prostorske zahtevnosti najpogosteje uporabimo ²tevilo besed ali zlo-
gov, potrebnih za predstavitev vseh podatkov.
Prakti£ne izku²nje kaºejo, da je £asovna zahtevnost bolj omejevalna kot pro-
storska, zato se bomo v nadaljevanju osredoto£ili samo na £asovno zahtev-
nost.
Zahtevnost je odvisna od samega algoritma in od vhoda algoritma. Zato
govorimo o asimptotski zahtevnosti, ki nam pove, kak²en je red velikosti zah-
tevnosti za dani algoritem pri velikih vhodnih podatkih. Za opis £asovne zah-
tevnosti uporabimo asimptotsko notacijo, ki nam pove, kako je neka funkcija
f(n) omejena s funkcijo g(n), kjer n predstavlja velikost vhodnih podatkov.
Pogledali bomo denicije treh notacij, ki jih bomo uporabili pri analizi £a-
sovne zahtevnosti algoritmov: veliki O, Θ in mali o.
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Denicija 2.3 (O-notacija)
O(g(n)) = {f(n) | (∃C, n0 > 0) (∀n ≥ n0) : 0 ≤ f(n) ≤ C · g(n)}.
Iz denicije vidimo, da je f zgoraj omejena z g, vemo ²e, da je f kve£jemu
reda g ter da f ne raste hitreje kot g.
Denicija 2.4 (Θ-notacija)
Θ(g(n))={f(n) | (∃C1, C2, n0 > 0)(∀n ≥ n0) :0 ≤ C1g(n) ≤ f(n) ≤ C2g(n)}.
Θ-notacija nam pove, da je f omejena od zgoraj in spodaj z g in da je f reda g.
Denicija 2.5 (o-notacija)





Denicija notacije mali o nam pove, da f nara²£a po£asneje od g.
V nadaljevanju bomo ve£inoma uporabili notacijo veliki O, ki nam pove,
kolik²en je aproksimiran £as v najslab²em primeru. asovno zahtevnost ne-
kega algoritma zapi²emo kot O(g(n)), kjer n ozna£uje velikost vhodnih po-
datkov. e algoritem ni odvisen od velikosti vhodnih podatkov, pravimo, da
ima konstantno £asovno zahtevnost, ki jo ozna£imo z O(1). V realnem svetu
so taki algoritmi redki, po navadi imajo algoritmi polinomsko ali eksponentno
£asovno zahtevnost. Pravimo, da ima algoritem polinomsko £asovno zahtev-
nost, £e je funkcija g(n) polinomska. Najpogostej²e polinomske funkcije v
analizi algoritmov so: log n, n log n, n2, n3. Za algoritme, ki se izvedejo v
polinomskem £asu, pravimo, da so hitri algoritmi. Nasprotni so jim ekspo-
nentni algoritmi, ki jim tudi pravimo po£asni algoritmi. Pri teh funkcijo g(n)
opi²emo s funkcijami oblike an, a je konstanta, nn in n!.
Vsi algoritmi, ki jih bomo obdelali v diplomskem delu imajo polinomsko £a-
sovno zahtevnost. V naslednjih poglavjih si bomo pogledali algoritme, ki
posku²ajo priti iz £asovne zahtevnosti O(n2) na £asovno zahtevnost O(na),
pri £emer je a < 2.
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2.2 Metoda deli in vladaj
Metoda deli in vladaj je metoda, ki jo pogosto uporabljamo pri razvoju algo-
ritmov, tako da za£etni problem, ki je preve£ zapleten, razbijemo na manj²e
podprobleme, jih re²imo in iz njihovih re²itev sestavimo re²itev prvotnega
problema. Ker metoda pogosto privede do rekurzivnih re²itev, si z njo poe-
nostavimo sestavljanje algoritmov.
Podrobneje si poglejmo delovanje metode. Recimo, da imamo nek problem
P velikosti n, ki ga razdelimo na p ≥ 2 podproblemov P1, . . . , Pp velikosti
n1, . . . , np pri £emer je 0 ≤ ni ≤ n. Nekateri problemi so taki, da jih lahko
sestavimo iz re²itev nekaterih njihovih podproblemov. Predpostavimo, da je
tudi problem P tak in da je treba re²iti a (1 ≤ a ≤ p) podproblemov Pi.
Ker so podproblemi primerki za£etnega problema, lahko za njihovo re²evanje
uporabimo kar algoritem A za re²evanje problema P . Za delitev problema P
uporabimo algoritem R(P ), ki razdeli P na podprobleme P1, . . . , Pp. Imamo
tudi algoritem S(N), ki iz re²itev a podproblemov sestavi kon£no re²itev
problema P . Poglejmo si, kako je na splo²no videti algoritem A:
procedure A(P):
begin
if n < 2 then resi neposredno
else
begin
R(P); //delitev problema P na podprobleme P_1,...,P_a









Najprej si poglejmo £asovno zahtevnost splo²nega algoritma A: ozna£imo z
T (n), r(n) in s(n) £asovne zahtevnosti postopkov A(P ), R(P ) in S(P ). Iz
zapisa algoritma A vidimo, da je
T (n) = T (n1) + · · ·+ T (na) + r(n) + s(n). (2.1)
Pogosto je situacija manj splo²na: podproblemi Pi so (pribliºno) enakih ve-
likosti in velja ni ≈ nc , pri £emer je c ≥ 2. Ena£bo (2.1) tedaj zapi²emo
kot
T (n) = aT (
n
c
) + r(n) + s(n). (2.2)
Za n = 1 je problem P trivialen in re²ljiv v konstantnem £asu b = O(1). Po-
glejmo si zdaj ena£bo za £asovno zahtevnost T (n) tudi z za£etnim pogojem:
T (n) =
b £e je n = 1;aT (n
c
) + r(n) + s(n) £e je n > 1,
(2.3)
kjer so a ≥ 1, b > 0 in c ≥ 2.
Premislimo, kako re²iti rekurzivno ena£bo (2.3). Recimo, da z f(n) =
r(n)+s(n) zapi²emo funkcijo, ki predstavlja skupen £as, v katerem razdelimo
problem P v podprobleme in sestavimo njihove re²itve v re²itev problema P .
Zanimajo nas funkcije f(n), ki imajo kve£jemu polinomsko rast. Poglejmo
si najprej, kako izra£unamo T (n) za splo²no f(n), nato pa jo bomo ²e za
polinomsko f(n).
Predpostavimo, da je n = cm za nek m ≥ 0. Potem se ena£ba (2.3) glasi:
T (cm) =
b £e je m = 0;aT (cm−1) + f(cm) £e je m > 0. (2.4)
Ra£unajmo za nek poljuben k > 0:
T (ck) = aT (ck−1) + f(ck). (2.5)











Vpeljemo novi spremenljivki S(k) := T (c
k)
ak
in g(k) := f(c
k)
ak
. Ena£ba (2.6) se
sedaj glasi:
S(k) = S(k − 1) + g(k). (2.7)
e se²tejemo £lene na desni strani in podobno tudi na levi za 1 ≤ k ≤ m
dobimo:




Sedaj vrnemo stare oznake in pomnoºimo z am:











V (2.9) upo²tevamo, da je n = cm oz. m = logc n, in jo zapi²emo:









Sedaj upo²tevamo, da je alogc n = nlogc a in dobimo T (n) za splo²no f(n):









Poglejmo, kako je videti ena£ba (2.11), ko v njo vstavimo polinomsko funkcijo













































Ko vstavimo (2.12) v ena£bo (2.11), dobimo:



















Dobljena re²itev nam ne pove veliko, saj iz nje ni o£itno, kako hitro nara²£a
T (n), ampak nam lahko njeni parametri a, b, c, r pomagajo pri analiziranju
hitrosti, saj vplivajo nanjo. Poglejmo, kak²en je njihov vpliv. Opazimo, da














)m v resnici geometrijska vrsta. Vemo,
da je njena vsota odvisna od tega, ali je c
r
a
ve£ od 1, enako 1 ali manj od 1,
zato bomo zapisali vsako moºnost posebej:
1. Predpostavimo, da je c
r
a
> 1. Tedaj je T (n) = Θ(nr).
2. Predpostavimo, da je c
r
a
= 1. Tedaj je T (n) = Θ(nr log n).
3. Predpostavimo, da je c
r
a
< 1. Tedaj je T (n) = Θ(nlogc a).
Pri²li smo do ugotovitve, ki jo bomo zapisali v izreku:
Izrek 2.1 (Glavni izrek metode Deli in vladaj) Naj bodo a ≥ 1, b > 0,
c ≥ 2 in r ≥ 0. Za re²itev T (n) ena£be
T (n) =
b £e je n = 1;aT (n
c




Θ(nr) £e je cr > a;
Θ(nr log n) £e je cr = a;
Θ(nlogc a) £e je cr < a.
V prihodnjih poglavjih nam bo zgornji izrek pomagal pri ra£unanju £asovnih





V tem poglavju bomo na kratko razloºili, kako delujeta osnovno²olski al-
goritem in algoritem Karatsuba, zapisali psevdokodi in komentirali £asovni
zahtevnosti.
3.1 Osnovno²olski algoritem
Najbolj enostaven algoritem za mnoºenje dveh ²tevil deluje tako, da po vrsti
pomnoºimo vsako ²tevko mnoºenca z vsemi ²tevkami mnoºitelja, pravilno
premaknemo vmesne rezultate ter jih na koncu se²tejemo. Zahteva, da si
zapomnimo pomnoºevalne tabele za eno²tevil£ne ²tevke. Osnovno²olski al-
goritem lahko uporabimo za mnoºenje ²tevil, ki so predstavljena v kateri koli
bazi. Pri ra£unanju na roke, ki je prikazano v primeru 3.1, ljudje najpogo-
steje ra£unajo v bazi 10. Ra£unalniki so sprva uporabljali podoben algoritem
v bazi 2, vendar so sodobni procesorji pospe²ili proces mnoºenja z uporabo
u£inkovitej²ih algoritmov od osnovno²olskega [5].
Poglejmo si psevdokodo, ki opisuje postopek osnovno²olskega mnoºenja. V




Algoritem 1: Osnovno²olsko mnoºenje ²tevil v bazi b
Vhod: ²tevila u = (um−1um−2 . . . u1u0)b in v = (vn−1un−2 . . . v1v0)b
Izhod: zmnoºek r = u · v
1 for i = 0 to m+ n− 1 do
2 ri = 0
3 end
4 for i = 0 to m− 1 do
5 prenos = 0;
6 for j = 0 to n− 1 do
7 (ps)b = ri+j + ui · vj + prenos
8 prenos = p
9 ri+j = s
10 end




u3 u2 u1 u0
× v1 v0
u3v0 u2v0 u1v0 u0v0
+ u3v1 u2v1 u1v1 u0v1
r5 r4 r3 r2 r1 r0
Primer 3.1: Mnoºenje ²tevila U = (u3u2u1u0)b s ²tevilom V = (v1v0)b, pri
£emer je ²tevilo zapisano v bazi b
3.1.1 asovna zahtevnost
Pri analizi £asovne zahtevnosti osnovno²olskega algoritma (1) bomo ²teli
samo operacije mnoºenj in se²tevanj, saj je stro²ek prirejanja zelo majhen
v primerjavi z njima. Skoncentrirali se bomo na sedmo vrstico psevdokode:
za izra£un ui ·vj potrebujemo eno operacijo mnoºenja, nato pa imamo ²e dve
operaciji se²tevanja. Ker algoritem vsebuje eno zanko, ki se izvede m-krat,
in notranjo zanko, ki se izvede n-krat, imamo mn operacij mnoºenja in 2mn
operacij se²tevanja. Torej, algoritem potrebuje mn + 2mn operacij oz. nje-
gova £asovna zahtevnost je Θ(mn). e bi imeli dve ²tevili dolºine n, potem
ima algoritem £asovno zahtevnost Θ(n2).
Osnovno²olski algoritem uporabimo za mnoºenje ²tevil, ki so manj²a od 190
bitov [8].
3.2 Algoritem Karatsuba
V tem podpoglavju bomo pogledali delovanje algoritma Karatsuba, ki je prvi
ovrgel Kolmogorovo n2 domnevo in z uporabo metode Deli in vladaj (2.2)
pokazal, da je moºno zmnoºiti dve ²tevili dolºine n v manj²i £asovni zahtev-
nosti kot je O(n2) [17]. V ra£unalni²tvu algoritem uporabimo za ²tevila med
190 in 360 bitov [8].
Recimo, da imamo ²tevili a in b dolºine n, pri £emer je, brez ²kode za splo-
²nost, n = 2m. tevili predstavimo na naslednji na£in: a = 2n1a1 + a0 in
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b = 2n1b1 + b0, kjer je 2n1 = n in so a0, a1, b0, b1 ²tevila dolºine n1. Povejmo
²e, da v na²em primeru 2n1a1 ne predstavlja mnoºenja 2n1 z a1, ampak pomik
a1 za n1 mest. Enako velja za 2n1b1.
Poglejmo si, kaj dobimo, ko zmnoºimo ²tevili a in b:
ab = (2n1a1 + a0)(2
n1b1 + b0) = 2
na1b1 + 2
n1a1b0 + 2
n1b1a0 + a0b0. (3.1)




elimo si, da bi zmanj²ali ²tevilo vmesnih mnoºenj v ena£bi (3.1), zato si za
izra£un a1b0 in a0b1 pomagamo na naslednji na£in: s pomo£jo ena£b (3.1)
in (3.2) naredimo en vmesni izra£un, ki nadomesti vmesna produkta a1b0 in
b1a0
c2 = (a1 + a0)(b1 + b0)− c0 − c1. (3.3)
Sedaj zmnoºek zapi²emo tako:
ab = 2nc1 + 2
n1c2 + c0. (3.4)
3.2.1 asovna zahtevnost
Pri £asovni zahtevnosti algoritma si bomo pomagali s snovjo, ki smo se
jo nau£ili v poglavju £asovne zahtevnosti metode Deli in vladaj (2.2.1).
Na za£etku imamo problem velikosti n, a ko algoritem razdeli ²tevili, dobimo
vmesne produkte oz. podprobleme velikosti n
2
. Iz tega vidimo, da je c = 2.
V algoritmu (2) vidimo, da je potrebno izra£unati le tri podprobleme, kar
nam pove, da je na² a = 3. as, ki ga algoritem potrebuje, da razdeli za£etni
problem in sestavi kon£no re²itev, je linearen oz. r = 1. Torej je £as, v
katerem se algoritem izvr²i, T (n) = 3T (n
2
) + O(n). Ker nam ta formula ne
pove preve£, si pomagamo z Glavnim izrekom (2.1): vidimo, da je 21 < 3 in
zato je T (n) = Θ(nlog2 3) = Θ(n1,58).
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Algoritem 2: AlgoritemKaratsuba
Vhod: ²tevila a in b, n
Izhod: zmnoºek r = a · b
1 if n = 1 then
2 return a · b
3 end
4 a0, a1 = razdeli(a, n) //pomoºna funkcija, ki razdeli a na ²tevili
dolºine n1
5 b0, b1 = razdeli(b, n) //pomoºna funkcija, ki razdeli b na ²tevili
dolºine n1
6 c0 = AlgoritemKaratsuba(a0, b0, n1)
7 c1 = AlgoritemKaratsuba(a1, b1, n1)
8 c2 = AlgoritemKaratsuba(a1 + a0, b1 + b0, n1)




Leta 1963 je Andrei Leonovich Toom raz²iril Karatsubovo idejo z ugotovi-
tvijo, da lahko ²tevilo dolºine n razdelimo na ve£ delov, recimo r. Ugotovil
je, da lahko pridobimo bolj²i rezultat, £e izbiramo ve£je vrednosti za r, ko
n nara²£a. Idejo je uporabil za prikaz, da lahko ra£unalni²ka vezja za mno-
ºenje n-bitnih ²tevil konstruiramo s precej majhnim ²tevilom komponent, ko
n nara²£a. S tem je pri²el do £asovne zahtevnosti O(nc
√
log10 n) za dovolj
veliko konstanto c [26]. Stephen Arthur Cook pa je leta 1966 pokazal, da
se Toomova ideja lahko prilagodi za hitre ra£unalni²ke programe [21] in s
svojimi izbolj²avami pri²el do £asovne zahtevnosti O(n25
√
log2 n) [11].
V tem poglavju si bomo pogledali, kako deluje splo²ni ATC-k, na kateri na£in
je Knuth izbolj²al njegovo delovanje in kak²en je ATC-3.
4.1 Splo²ni algoritem Toom-Cook-k
Poglejmo, kako na splo²no deluje algoritem ATC-k in kak²ne spremembe je
naredil Cook v za£etni Toomovi metodi.
Celoten postopek lahko opi²emo v petih korakih. V vseh korakih bo
veljalo, da imamo dve celi ²tevili a in b dolºine n ter da je njun zmnoºek
c. Vsa ²tevila so predstavljena v bazi B in tudi pri tem velja, da ²tevilo,
zmnoºeno z Bi, ne predstavlja dejanskega mnoºenja, ampak premik ²tevila
17
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i in podobno velja tudi
za b.
1. Razcep
Recimo, da ºelimo ²tevili razdeliti na k delov1, pri £emer je k ∈ N≥2 poljubna





. e ²tevilo αi












za i = 0, 1, . . . , k− 1 in deniramo al = bl = 0 za l > n. Deniramo taka dva















i = f(x) · g(x). (4.3)
Polinom h(x) je stopnje 2k − 2, saj vemo, da za poljubna dva polinoma p in
q velja: deg(pq) = deg(p) + deg(q).
V 1. koraku vidimo, kako je Toom predstavil ²tevila kot polinome in namesto
mnoºenja dveh ²tevil dolºine n imamo mnoºenje dveh polinomov stopnje k−1
s koecienti dolºine najve£ m.
1V na²em algoritmu bo k enak za obe ²tevili. e je k = 3, lahko ime algoritma kraj²e
zapi²emo kot ATC-3. Moºno je tudi, da bi uporabili razli£na k-ja oz. ²tevilo a razdelili na
ka delov, ²tevilo b pa na kb. e npr. izberemo ka = 4 in kb = 3, potem imamo algoritem
ATC-3.5.
Diplomska naloga 19
Opomba 4.1 Recimo, da je p(x) = p0 + p1x + · · · + pn−1xn−1 neki splo²ni
polinom, za katerega predpostavimo, da ima sodo mnogo £lenov2, torej je
n = 2r, r ∈ N. Vemo, da p(x) vsebuje koeciente s sodimi in lihimi indeksi,
pri £emer je r koecientov s sodimi ter r koecientov z lihimi indeksi. Potem




kjer pS(x) in pL(x) deniramo tako:
pS(x) := a0 + a2x+ a4x
2 + · · ·+ an−2xr−1,
pL(x) := a1 + a3x+ a5x
2 + · · ·+ an−1xr−1.
(4.5)
K. Baker je ugotovil, da se ra£unanje vrednosti funkcij pohitri, £e polinome
f(x), g(x) in h(x) zapi²emo na ta na£in.
2. Ra£unanje vrednosti funkcij
elimo izra£unati c, zato moramo najprej pridobiti vrednosti koecientov po-
linoma h(x), ki ima stopnjo 2k−2, se pravi potrebujemo 2k−1 to£k za dolo£a-
nje vrednosti polinoma. Izberemo lahko katere koli to£ke x0, . . . , x2k−2 ∈ Z,
saj za ∀x velja h(x) = f(x) · g(x). Toom je dolo£al vrednosti v to£kah
{−k + 1, . . . , k − 1} [26], Cook pa je predlagal uporabo Hornerjevega algo-
ritma v to£kah {0, 1, . . . , 2k − 2}, Winograd je za izra£un vrednosti upo-
rabil to£ko ∞ namesto to£ke −k + 1 ter poudaril, da lahko za to£ke vza-
memo tudi ulomke [27]. Mi bomo upo²tvali Cookov predlog oz. xj = j za
j = 0, . . . , 2k − 2. Torej v tem koraku izra£unamo vrednosti fj := f(xj) in
gj := g(xj).
3. Rekurzivno mnoºenje
V tem koraku izvedemo 2k − 1 manj²ih mnoºenj tj. izra£unamo
hj := fj · gj = f(xj) · g(xj) = h(xj), (4.6)
2Druga£e pa pri²tejemo polinomu ²e £len 0xn.
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pri £emer za vsaki hj kli£emo ATC-k rekurzivno. e zapi²emo mnoºenja


























V 4. koraku si lahko pomagamo z interpolacijo, saj vemo, da ima polinom
h(x) stopnjo 2k − 2 in smo izra£unali njegove vrednosti hj v 2k − 1 to£kah.









































kjer je V tako imenovana Vandermondova matrika dimenzij (2k−1)×(2k−1)
in jo lep²e zapi²emo kot:
V = V (x0, x1, · · · , x2k−2) =

1 x0 . . . x
2k−2
0




... . . .
...




Koeciente γi polinoma h(x) izra£unamo iz vrednosti hj v 2k−1 to£kah tako,







1 x0 . . . x
2k−2
0




... . . .
...












Z naslednjimi izreki bomo pokazali, da je V res obrnljiva matrika.
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Izrek 4.1 Kvadratna matrika A je obrnljiva natanko tedaj, ko je detA 6= 0.
Dokaz. Predpostavimo, da imamo obrnljivo kvadratno matriko A. Potem
velja, da je AA−1 = I in iz tega sledi
1 = det I = det(AA−1) = detA · det(A−1).
Torej je detA 6= 0. 
Izrek 4.2 e je V =V (x1, . . . , xn) Vandermondova matrika, potem je detV =∏
1≤i<j≤n
(xj − xi).
Dokaz. Pri dokazovanju si bomo pomagali z literaturo [16]. Izrek bomo
dokazali z indukcijo po n. Za n = 1 v tem primeru ni potreben dokaz, saj








Izrek o£itno velja za n = 2, saj je detV = x2−x1. Sedaj bomo z indukcijskim
korakom pokazali, da £e izrek velja za n− 1, bo veljal tudi za n. Z uporabo
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(xj − xi) =
∏
1≤i<j≤n
(xj − xi). (4.10)

3Izrek najdemo v [7, str. 19]. V na²em primeru imamo kvadratni matriki in zato velja:
det(AB) = detA · detB.
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Trditev 4.1 Matrika V = V (x0, x1, · · · , x2k−2) je obrnljiva matrika.
Dokaz. Matrika V je kvadratna Vandermondova matrika, njena determi-
nanta je detV =
∏
0≤i<j≤2k−2
(xi − xj) 6= 0, saj so vsi xj paroma razli£ni za
j = 0, · · · , 2k − 2. Torej je V res obrnljiva. 
5. Sestavljanje





in s tem korakom zaklju£imo algoritem.
4.1.1 asovna zahtevnost
Trditev 4.2 asovna zahtevnost algoritma Toom-Cook-k je Θ(nlogk2k−1), pri
£emer je k ∈ N≥2 ksen in ºelimo zmnoºiti dve ²tevili dolºine n.
Dokaz. Pri dokazovanju si bomo zopet pomagali z Glavnim izrekom metode
deli in vladaj (2.1): na za£etku imamo ²tevili dolºine n, kateri razdelimo na
k delov in deniramo polinoma v linearnem £asu. Kot smo ºe prej omenili,
za izra£un polinoma stopnje 2k − 2 potrebujemo 2k − 1 to£k oz. imamo
a = 2k − 1 podproblemov. Kon£no re²itev tudi sestavimo v linearnem £asu
oz. r = 1. Dobimo izra£un T (n) = (2k−1)T (n
k
) +O(n) iz katerega vidimo,
da je k1 < (2k − 1) iz tega pa sledi, da je T (n) = Θ(logk2k − 1). 
Pri dokazovanju se nismo poglobili v to, koliko operacij potrebujejo po-
moºne funkcije za ra£unanje vrednosti funkcij in interpolacijo, saj se ta infor-
macija skriva v konstantah, ki jih vsebuje Θ. V resnici lahko ta dva koraka
zahtevata veliko se²tevanj, od²tevanj, premikov in celo majhnih mnoºenj in
natan£nih delitev [9], zato obstaja veliko predlogov za izbolj²avo teh korakov.
Za ra£unanje vrednosti funkcij oz. izbiro to£k smo jih predstavili ºe sproti,
sedaj pa bomo pogledali Knuthove ugotovitve za izbolj²avo za£etnega ACT-k




Vhod: ²tevila a, b, dolºine n
Izhod: zmnoºek c = a · b
1 if n = 1 then
2 return a · b
3 end
4 m = dn/ke
5 //s pomoºno funkcijo razcepimo ²tevili a in b na k delov dolºine m
6 for i = 0 to k − 1 do
7 αi = razdeli(a, i,m)
8 βi = razdeli(a, i,m)
9 end
10 //deniramo polinoma
11 f(x) = α0 + α1 · x+ · · ·+ αk−1 · xk−1
12 g(x) = β0 + β1 · x+ · · ·+ βk−1 · xk−1
13 for j = 0 to 2k − 2 do
14 xj = j
15 fj = izracunaj(fj, xj) // izra£unamo vrednost polinoma f v xj
16 gj = izracunaj(gj, xj) // izra£unamo vrednost polinoma g v xj
17 hj = Toom− Cook − k(fj, gj) //rekurzivno mnoºenje
18 end
19 //izra£unamo inverz matrike V = V (x0, x1, · · · , x2k−2)
V −1 = izracunajInverz(V )










21 c0 = γ0
22 for j = 1 to 2k − 2 do
23 cj = cj + γj ·Bmj
24 end
25 return c = c2k−2
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4.2 Knuthova predstavitev ATC-k
Pri predstavitvi algoritma si bomo pomagali z majhnim primerom, ki nam bo
tudi razkril nekaj koristnih poenostavitev, katere je Knuth uporabil v splo²ni
razlagi algoritma oz. v Algoritmu T [21, str. 299].
elimo zmnoºiti celi ²tevili a = 1234 in b = 2341. Naj bosta k = 3 in B = 24.
e a in b zapi²emo v dvoji²kem sistemu je to
a = (0100 1101 0010)2 in b = (1001 0010 0101)2,
e ju pa zapi²emo kot polinome, imamo:
f(x) = 4x2 + 13x+ 2 in g(x) = 9x2 + 2x+ 5.
S Hornerjevim algoritmom dolo£imo vrednosti f(xj) in g(xj) za xj = 0, 1, 2, 3, 4
nato pa izra£unamo h(xj) = f(xj) · g(xj):
f(0) = 2, f(1) = 19, f(2) = 44, f(3) = 77, f(4) = 118;
g(0) = 5, g(1) = 16, g(2) = 45, g(3) = 92, g(4) = 157;
h(0) = 10, h(1) = 304, h(2) = 1980, h(3) = 7084, h(4) = 18526.
Na² cilj je izra£unati pet koecientov h(x) iz slednjih petih vrednosti, poma-
gali pa si bomo s preprostim algoritmom. Naj bo h(x) = hpxp+· · ·+h1x+h0,




p−1 + · · ·+ a1x1 + a0, (4.12)
kjer je xr = x(x − 1) . . . (x − r + 1) in ne poznamo vrednosti koecientov
aj. Padajo£e potence imajo pomembno lastnost, ki jo lahko uporabimo pri
diferenci:
∆h(x) = h(x+ 1)− h(x) = papxp−1 + (p− 1)ap−1xp−2 + · · ·+ a1.
Dobimo polinom, ki je za stopnjo manj²i od h(x) in ima konstantni koecient
a1. Izra£unajmo ²e diferenco drugega reda:
∆2h(x) = ∆h(x+ 1)−∆h(x) = p(p− 1)apxp−2 + · · ·+ a2.
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kjer za vsak r velja: 1
r!
∆rh(0) = ar. Torej, videli smo, kako izra£unamo




1980 1676 1382/2 = 691
7084 5104 3428/2 = 1714 1023/3 = 341
18526 11442 6338/2 = 3169 1455/3 = 485 144/4 = 36.
V najbolj levem stolpcu so prikazane vrednosti h(0), h(1), h(2), h(3) in
h(4); r-ti stolpec pridobimo tako, da izra£unamo razliko med zaporednimi
vrednostmi (r − 1)-tega stolpca in delimo z r. Koecienti aj se pojavijo na
vrhu vsakega stolpca, se pravi: a0 = 10, a1 = 294, a2 = 691, a3 = 341
in a4 = 36.
Torej lahko h(x) iz ena£be (4.12) sedaj zapi²emo kot:
h(x) = 36x4 + 341x3 + 691x2 + 294x1 + 10
= (((36(x− 3) + 341)(x− 2) + 691)(x− 1) + 294)x+ 10.
Na splo²no lahko zapi²emo:
h(x) = (· · · ((ap(x−p+1)+ap−1)(x−p+2)+ap−2)(x−p+3)+ · · ·+a1)x+a0.
Iz te formule vidimo, kako lahko pridobimo koeciente hp,. . . , h1, h0 iz vre-
dnosti aj. To je prikazano na sliki 4.1.
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Slika 4.1: Izra£un koecientov hp, . . . , h1, h0. Vzeto iz [21, str. 298].
tevila pod vodoravnimi £rtami zaporedoma prikazujejo koeciente polinoma
ap,
ap(x− p+ 1) + ap−1,
(ap(x− p+ 1) + ap−1)(x− p+ 2) + ap−2, itd.
Torej, iz tabele na sliki 4.1 dobimo koeciente polinoma h(x) in ga zapi²emo
h(x) = 36x4 + 125x3 + 64x2 + 69x+ 10.
Sedaj izra£unamo h(24) = (((36 · 24 + 125) · 24 + 64) · 24 + 69) · 24 + 10
s pomo£jo se²tevanj in premikov v levo in dobimo odgovor za na² za£etni
problem: 1234 · 2341 = 2888794.
Knuth se je pri interpolaciji izognil uporabi matrik s pomo£jo diferenc in


















ki nam pokaºe, da £e so koecienti h(x) nenegativni, so tudi ²tevila aj ne-
negativna in so v tem primeru vsi vmesni rezultati v zgornjem izra£unu
nenegativni. Z uporabo teh izbolj²av je pri²el do bolj²e £asovne zahtevnosti
kot jo ima ATC-k v [11].
Trditev 4.3 Naj bo n pozitivno celo ²tevilo. Potem ima Knuthova razli£ica
Toom-Cookovega algoritma £asovno zahtevnost T (n) = O(n2
√
2 log2 n log n).
Dokaz. [21, str. 301]. 
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4.3 Algoritem Toom-Cook-3
Sedaj bomo pogledali, kak²en je ATC za k = 3, ki se uporablja v GMP
knjiºnici [6]. Knjiºnica uporablja ATC-3 za mnoºenje ²tevil, ki so dolga med
250 in 35000 ²tevk v deseti²kem zapisu [9].
Imamo celi ²tevili a in b dolºine n = Bi ter ju razdelimo na tri dele, vsak del





²tevk: a = a2a1a0 in b = b2b1b0. Deniramo polinoma:
f(x) = a2x
2 + a1x+ a0 in g(x) = b2x2 + b1x+ b0,
za katera velja: a = f(Bi) in b = g(Bi).




2 + c1x+ c0.
Kon£ni rezultat dobimo, ko izra£unamo c = h(Bi). Za izra£un koecientov cj
uporabimo naslednji pristop: izra£unamo vrednosti funkcij f(x) in g(x) in ju
pomnoºimo v petih to£kah, pri £emer dobimo vrednosti h(x) na teh to£kah.
Izberemo take to£ke, da so izra£uni vrednosti polinomov £im bolj enostavni:
To£ka Vrednost a(x) · b(x)
x = 0 a0b0
x = 1 (a2 + a1 + a0) · (b2 + b1 + b0)
x = −1 (a2 − a1 + a0) · (b2 − b1 + b0)
x = 2 (4a2 + 2a1 + a0) · (4b2 + 2b1 + b0)
x =∞ a2 · b2
Pri x = −1 so lahko vrednosti negativne in jih obravnavamo z uporabo
absolutnih vrednosti, znaku pa sledimo lo£eno. Pri x = ∞ bi v resnici morali
izra£unati vrednost z limx→∞
f(x)g(x)
x4
, vendar je veliko laºje takoj izra£unati
c4 kot produkt a2 · b2.
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Vsako to£ko uporabimo tudi v h(x):
h(0) = c0
h(1) = c4 + c3 + c2 + c1 + c0
h(−1) = c4 − c3 + c2 − c1 + c0
h(2) = 16c4 + 8c3 + 4c2 + 2c1 + c0
h(∞) = c4
Dobimo sistem petih linearnih ena£b s petimi neznankami, ki ga lahko re²imo
z osnovno linearno algebro in dobimo vrednosti cj. V teh postopkih pri²te-
vamo ali od²tevamo ve£kratnike ene ena£be od druge, imamo par deljenj z
2 in eno deljenje s 3. Deljenje z 2 je enostavno, deljenje s 3 pa je proble-
mati£no, a se mu teºko izognemo. ATC-k mora obrniti (2k − 1) × (2k − 1)
Vandermonovo matriko, ki ima za parametre potence to£k, s katerimi ovre-
dnotimo polinome; £e izberemo zaporedne celo²tevilske to£ke, determinanta
te matrike vsebuje vsa pra²tevila do 2k − 2. Ta ugotovitev nam pokaºe, da
se delitvi z (ve£kratnikom) 3 ni mogo£e izogniti pri ATC-3, £e uporabimo
zaporedne celo²tevilske to£ke [10].4
V GMP knjiºnici si za deljenje s 3 pomagajo z metodo, ki uporablja natan£no
deljenje, razloºeno v [3], mi bomo pa na primeru videli kaj se zgodi, £e ga ne
uporabimo. Ko zmnoºimo ²tevili a = 777551700 in b = 444117140 z ATC-3
brez natan£nega deljenja, dobimo rezultat c = 345324037206137984, pravi-
len pa je c = 345324037206138000. Na ta na£in vidimo, da ºe pri majhnih
²tevilih pride do napa£nih izra£unov.
Zhen Zu in Shuguo Li [13] se deljenju izognejo z uporabo Montgomeryjevega
modularnega mnoºenja (v nadaljevanju MMM), kar bomo videli v podpo-
glavju 4.3.2. Sedaj poglejmo, kak²no £asovno zahtevnost ima ATC-3.
Trditev 4.4 Naj bo n pozitivno celo ²tevilo. Algoritem Toom-Cook-3 potre-
buje Θ(n1,46) operacij za mnoºenje dveh ²tevil dolºine n.
Dokaz. V izreku 4.2 smo povedali, da je £asovna zahtevnost algoritma Toom-
Cook-k Θ(logk2k − 1). Torej, ustavimo k = 3 in dobimo Θ(n1,46). 
4Bralec lahko premisli, zakaj premislek velja tudi, ko uporabimo to£ko ∞.
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4.3.1 Test
Za ATC-3 smo naredili majhen test u£inkovitosti v primerjavi z osnovno²ol-
skim algoritmom. Primerjali smo tudi, koliko je algoritem u£inkovitej²i, £e
uporabimo Hornerjev algoritem za ra£unanje vrednosti funkcij v ATC-3.
Testirali smo algoritme, napisane v Pythonu (implementirane v poglavju 6)
na prenosniku s procesorjem Intel i5-8265U. Za testna ²tevila smo vzeli na-
klju£no izbrana ²tevila dolºine n = 10m, £as smo pa merili s funkcijo timeit iz
modula timeit, ki vrne izmerjen £as v sekundah.5 Tabela 4.1 prikazuje rezul-
tate testa, iz katerih vidimo, da je bolje uporabiti ATC-3 namesto osnovno-
²olskega algoritma od ²tevil 1050 naprej. Vidimo, da uporaba Hornerjevega
algoritma pospe²i ATC-3 za pribliºno 500 miliseknud pri ²tevilih, ve£jih kot
1010000.
4.3.2 ATC-3 z uporabo Montgomeryjevo modularnega
mnoºenja
Preden za£nemo s pojasnilom izbolj²ave ATC-3, bomo s pomo£jo litera-
ture [24] na kratko pojasnili, kaj je modularna aritmetika in kolobar ostankov
celih ²tevil.
Denicija 4.1 Naj bo m ∈ N poljuben. Celi ²tevili x in y sta kongruentni
po modulu m, £e in samo £e m deli y − x. To pi²emo kot: x ≡ y mod m.
Relacija kongruence je tesno povezana z operacijo celo²tevilskega ostanka
mod . Velja naslednje:
Trditev 4.5 Naj bodo x, y ∈ Z in m ∈ N poljubni. Za njih velja naslednje
x ≡ y mod m⇔ x mod m = y mod m.
Dokaz. [24, str. 30]. 
Relacija kongruence je usklajena z operacijama se²tevanja in mnoºenja. To
nam pove tudi naslednji izrek.
5Pri osnovno²olskem algoritmu nismo izvedli meritev od m = 5000 naprej, saj bi pre-
dolgo £akali na rezultat.
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m Osnovno²olski ATC-3 brez Hornerja ATC-3 s Hornerjem
10 0,00004 0,00013 0,00014
20 0,00018 0,00039 0,00037
30 0,00043 0,00076 0,00073
40 0,00085 0,00094 0,00088
50 0,00139 0,00132 0,00126
60 0,00202 0,00204 0,00200
70 0,00281 0,00244 0,00239
80 0,00376 0,00319 0,00314
90 0,00503 0,00364 0,00355
100 0,00631 0,00395 0,00385
110 0,00798 0,00448 0,00430
120 0,00990 0,00465 0,00450
130 0,01177 0,00535 0,00529
140 0,01413 0,00680 0,00661
150 0,01682 0,00687 0,00668
200 0,03482 0,01089 0,01049
500 0,45430 0,04505 0,04401
1000 4,32890 0,11126 0,10945
2000 47,71611 0,35870 0,35576
3000 201,17189 0,57879 0,56801
4000 544,75795 0,90598 0,89397
5000 1196,46370 1,32363 1,31290
10000 - 3,46460 3,41489
20000 - 12,48693 12,25375
30000 - 20,18106 19,69654
35000 - 27,80970 27,15862
40000 - 44,55856 43,02120
Tabela 4.1: Tabela £asov.
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Izrek 4.3 Naj velja x1 ≡ y1mod m in x2 ≡ y2mod m. Potem velja tudi
x1 + x2 ≡ y1 + y2 mod m, x1x2 ≡ y1y2 mod m.
Dokaz. [24, str. 30]. 
Poglejmo, kako je opisan kolobar ostankov. Recimo, da imamo poljubno
ksno ²tevilo m ∈ N≥2. Denirajmo mnoºico vseh moºnih ostankov pri
deljenju z m tako:
Zm = {0, 1, . . . ,m− 1}.
Denirajmo ²e dve operaciji na mnoºici Zm, katerima bomo rekli se²tevanje
in mnoºenje po modulu m in ju ozna£ili z ⊕ in . Naj za x, y ∈ Zm velja:
x⊕ y = (x+ y) mod m in x y = (xy) mod m.
Ker se opisani operaciji obna²ata podobno kot navadno se²tevanje in mnoºe-
nje, bomo izpu²£ali krogec okoli znakov. Ni teºko ugotoviti, da mnoºica Zm
skupaj z operacijama sestavlja kolobar.
Denicija 4.2 Element x ∈ Zm, x 6= 0, je delitelj ni£a, £e obstaja y 6= 0, da
je x · y = 0.
Denicija 4.3 Inverz elementa x ∈ Zm je tak element y ∈ Zm, da velja
x · y = 1. V tem primeru element y ozna£imo z x−1 in pravimo, da je
element x obrnljiv.
Iz zgornjih denicij ni teºko ugotoviti, da je element x ∈ Zm delitelj ni£a, £e
in samo £e x ni tuj m, element y ∈ Zm pa je obrnljiv, £e in samo £e je tuj
²tevilu m. Vidimo, da delitelj ni£a ne more imeti inverza.
Sedaj za£nimo z razlago algoritma. MMM je metoda za hitro modularno
mnoºenje. Metodo bomo predstavili z algoritmom MMM (4), ve£ o njej pa
lahko izvemo v [23, 10].
V tem poglavju bomo uporabili isto notacijo kot v poglavju (4.1), razen
ena£be (4.8) iz Interpolacije (4.1), katero bomo zapisali v druga£ni nota-
ciji zaradi laºjega branja. Deniramo H := (h(x0), . . . , h(x2k−2))T in G :=
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Algoritem 4: Algoritem MMM
Vhod: N, R za katera velja R ≥ 4N in gcd(R,N) = 1, ²tevili
a, b ∈ [0, 2N)
Izhod: z ≡ abR−1 mod N , z ∈ [0, 2N)
1 N ′ = −N−1 mod R
2 T = ab
3 s = (T mod R)N ′
4 t = (s mod R)N
5 z = (T + t)/R
6 return z
(h(x0), . . . , h(x2k−2))
T , V bomo pa pisali tako, kot smo ga do sedaj. Torej
ena£bo (4.8) lahko sedaj zapi²emo kot
H = V ·G, (4.14)
ena£bo (4.9) pa
G = V −1 ·H. (4.15)
Poglejmo sedaj idejo o izognitvi deljenju s 3 v ATC-3. Najprej deniramo
V3inv := 3V
−1, saj se deljenje s 3 pojavi v V −1, in jo uporabimo pri interpola-
ciji. To bomo pokazali v strnjenem algoritmu Toom-Cook-3 brez deljenja (5).
Se pravi, ko vstavimo V3inv v ena£bo (4.14) dobimo:











pri £emer so G′, H ′ in c′ rezultati, ki jih dobimo z algoritmom TBD-3, H,
G in c pa dobimo z uporabo obi£ajnega algoritma Toom-Cook-3 (3). O£itno
ne moremo uporabiti rezultata algoritma TBD kot dejanski zmnoºek, saj je
trikrat ve£ji od dejanskega zmnoºka. V modularni aritmetiki pa delitev izve-
demo tako, da pomnoºimo z inverzom ²tevila, zato lahko odve£ni koecient
3 med celotnimi modularnimi aritmeti£nimi izra£uni ostane nedotaknjen in
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Algoritem 5: Algoritem Toom-Cook-3 brez deljenja (TBD)
Vhod: ²tevili a, b dolºine n
Izhod: c = 3ab
1 Razcep: pridobimo a0, a1, a2, b0, b1, b2 iz a in b
2 Ra£unanje vrednosti funkcij: izra£unamo
f(x0), . . . f(x4), g(x0), . . . , g(x4)
3 Rekurzivno mnoºenje: H = (f(x0)g(x0), . . . , g(x4)g(x4)T
4 Interpolacija:
5 - najprej izra£unamo V −1
6 - potem izra£unamo V3inv = 3V −1






se ga znebimo tako, da ga samo na koncu pomnoºimo z njegovim multipli-
kativnim inverzom. Na ta na£in se izognemo deljenju s 3 in dobimo pravilen
kon£ni rezultat, lahko pa tudi pospe²imo izra£une.
Poglejmo kak²en je algoritem, v katerem bomo uporabili MMM za izognitev
deljenju s 3 in pridobitev pravilnega rezultata, kasneje pa bomo dokazali nje-
govo pravilnost.
Algoritem 6: Algoritem Toom-Cook brez deljenja s pomo£jo MMM
Vhod: N, R za katera velja R ≥ 324N in gcd(R,N) = 1, ²tevili
a, b ∈ [0, 6N)
Izhod: z ≡ 27abR−1 mod N , z ∈ [0, 6N)
1 N ′ = −N−1 mod R
2 T = TBD3(a, b)
3 s = TBD3(T mod R,N ′)
4 t = TBD3(s mod R,N)
5 z = (9T + t)/R
6 return z
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Trditev 4.6 Algoritem Toom-Cook brez deljenja s pomo£jo MMM je pravi-
len, £e velja:
1. (9T + t) je deljivo z R,
2. z ≡ 27abR−1 mod N ,
3. z ∈ [0, 6N).
Pri dokazovanju se bomo opirali na originalen dokaz iz £lanka [13], a preden
za£nemo, bomo vmesne spremenljivke zapisali z izrazi, ki vsebujejo samo a,
b, T, N in R:
T = TBD3(a, b) = 3ab,
s = TBD3(T mod R,N ′) = 3(T mod R)N ′,
t = TBD3(s mod R,N) = 3(s mod R)N,
= 3(3(T mod R)N ′ mod R)N = 3(3TN ′ mod R)N,
z = (9T + t)/R = (9T + 3(3TN ′ mod R)N)/R.
Dokaz. Dokazali bomo vsako to£ko posebej. V prvi to£ki razpi²emo in
pora£unamo:
9T + t = 9T + 3(3TN ′ mod R)N
≡ 9T (1 +NN ′) mod R ≡ 9T (1− 1) mod R
≡ 0 mod R.
(4.17)
Vidimo, da je rezultat 0, torej je (9T + t) res deljivo z R.
Na podoben na£in dokaºemo tudi to£ko dve. Najprej zapi²emo
z = (9T + t)/R ≡ (9T + t)R−1 mod N, (4.18)
saj vemo, da na ta na£in izvedemo deljenje v MMM. Potem ena£bo (4.18) ²e
pora£unamo
z ≡ (9T + t)R−1 mod N ≡ (9TR−1 + 3(3TN ′ mod R)NR−1) mod N
≡ 9TR−1 mod N ≡ 27abR−1 mod N
(4.19)
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in vidimo, da tudi to£ka dve velja.
Dokaºimo ²e to£ko tri. Ker je dokaz za z ≥ 0 trivialen, bomo naredili dokaz
za z < 6N . Upo²tevajo£, da so 0 ≤ x, y < 6N in R ≥ 324N , dobimo
naslednji izra£un
z = (9T + t)/R = (27ab+ 3(3TN ′ mod R)N)/R
< (27 · 6N · 6N + 3RN)/R
= (972N2/R) + 3N ≤ 972N2/324N + 3N
= 6N
(4.20)




Da bomo laºje razumeli, kako deluje ASS, bomo najprej na kratko razloºili,
kaj je Diskretna Fourierova transformacija (DFT), Hitra Fourierova transfor-
macija (FFT) in pogledali zna£ilnosti modularne FFT. Potem bomo pogledali
²e ASS in AHH.
5.1 Matemati£na osnova
Pri razlagi bomo na kratko zapisali za nas pomembne izreke, denicije in
ugotovitve. Podrobnej²o razlago najdemo v [25, 28].
5.1.1 Diskretna Fourierova transformacija
V tem poglavju bomo delali s kompleksnimi ²tevili (oz. z obsegom C). Po-
membno vlogo pri DFT igra n-ti primitivni koren enote1. To je kompleksno
²tevilo ω, za katerega velja:
ωn = 1, (5.1)
ωk 6= 1, za k = 1, . . . , n− 1. (5.2)
1Od sedaj naprej upo²tevamo, da je n potenca ²tevila 2
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0, £e je p 6≡ 0 mod n,n, £e je p ≡ 0 mod n. (5.4)
Poglejmo neformalni dokaz ugotovitve. e je p = 0, so vsi £leni enaki 1,
isto velja tudi za p = n na podlagi lastnosti (5.1); torej je vsota enaka n.
Druga£e pa upo²tevamo xn − 1 = (x − 1)(
∑n−1
j=0 x
j). Vstavimo x = ωp in




je ωp 6= 1 za p 6≡ 0 mod n, vidimo, da je na²a ugotovitev pravilna.
Denirajmo matriko Fn(ω) kot :
F (ω) :=

1 1 1 . . . 1
1 ω ω2 . . . ωn−1









in poglejmo denicijo DFT in njenega inverza.
Denicija 5.1 (Diskretna Fourierova transformacija in njen inverz)
Naj bo a = (a0, . . . , an−1)T ∈ Cn. Diskretna Fourierova transformacija vek-
torja a je













kjer je Ai =
∑n−1
j=0 ajω
ij za i = 0, . . . , n − 1. Inverzna Diskretna Fouriereva
transformacija za A = (A0, . . . , An−1)T je DFT−1n (A) =
1
n
F (ω−1) · A = a.
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Opazimo, da je ω−1 = ωn−1. Vidimo tudi, da sta si DFT in DFT−1 inverzni,
saj velja:
F (ω−1) · F (ω) = F (ω) · F (ω−1) = nIn,
kjer je In identi£na matrika.
Sedaj poglejmo, kaj pomeni uporaba DFT in DFT−1 pri polinomih. Naj
bo p(x) = a0 + a1x + · · · + an−1xn−1 polinom s koecientno predstavitvijo2
(a0, . . . , an−1), ki je urejena n-terka ²tevil in zato jo lahko upo²tevamo kot
vektor z n komponentami, a = (a0, . . . , an−1)T . Izra£un DFTn(a) pomeni
izra£un vrednosti polinoma p(x) v vseh n-tih primitivnih korenih enote:
x = 1, x = ω, x = ω2, . . . , x = ωn−1.
DFT−1n (A) pa rekonstruira polinom p(x) iz njegovih vrednosti (A0, . . . , An−1)
oz. izvede interpolacijo polinoma in dobimo njegove koeciente.
5.1.2 Hitra Fourierova transformacija
Osnovni algoritem za izra£un DFT in DFT−1 potrebuje Θ(n2) operacij. Leta
1965 so objavili metodo FFT, ki potrebuje Θ(n log n). Pravzaprav gre za
dokaj enostaven algoritem, ki uporablja metodo Deli in vladaj. Poglejmo,
kako uporabimo algoritem FFT za izra£un DFT.
Naj bo p(x) = a0 + a1x + · · · + an−1xn−1 polinom, njegove koeciente pa
predstavimo z vektorjem a = (a0, . . . , an−1). Kot smo ºe videli, izra£un
DFTn(a) predstavlja izra£un n vrednosti
p(1), p(ω), p(ω2), . . . , p(ωn−1). (5.6)








Poglejmo korake metode FFT za izra£un vrednosti iz (5.6) oz. DFTn(a):
1. korak: Izra£unamo vrednosti polinoma pS(x2) in pL(x2) v to£kah x2 =
1, ω2, . . . , ωn−2.
2. korak: Zmnoºimo pL(ω2j) z ωj, j = 0, . . . , n− 1.
3. korak: Se²tejemo pS(ω2j) in ωjpL(ω2j), j = 0, . . . , n− 1.
Opazimo, da je ωn = 1, ωn+2 = ω2,. . . , ω2n−2 = ωn−2. Vemo tudi, da £e je
ω n-ti primitivni koren enote, je tudi ω2 n
2
-ti primitivni koren enote 3. Torej
zadostuje, da izra£unamo vrednosti polinoma pL(x) in pS(x) v n2 vrednostih:
x = 1, ω2, . . . , ωn−2. Psevdoka metode FFT je opisana v algoritmu 7, mi pa
poglejmo, koliko £asa potrebuje za izra£un DFTn(a).
Trditev 5.1 (asovna zahtevnost FFT) Z uporabo algoritma FFT lahko
izra£unamo DFTn, kot tudi njen inverz DFT−1n , v £asu Θ(n log n).
Dokaz. Ozna£imo z T (n) £asovno zahtevnost algoritma FFT (a, n). Sledi, da






). Za£etni problem razdelimo na podproblema v linearnem £asu.
Problem tudi sestavimo v linearnem £asu: v 16-ti vrstici imamo ºe vrednosti
pS(ω
p) in pL(ωp), zato izvedemo le eno mnoºenje in eno se²tevanje, se pravi
potrebujemo O(n) £asa za sestavljanje re²itve. Dobimo naslednjo ena£bo:





Dokaz. Naj bo ω n-ti primitivni koren enote. O£itno velja, da je ω2 koren enote:
(ω2)
n
2 = ωn = 1. Poglejmo, ali je ω2k 6= 1 za k = 1, 2, . . . , n2 −1. Zaradi na²e predpostavke
vemo, da je ω2 6= 1, ω4 6= 1, . . . , ωn−1 6= 1, torej je ω2 res n2 -ti primitivni koren enote. 
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Algoritem 7: Algoritem FFT
Vhod: vektor koecientov a = (a0, . . . , an−1), n
Izhod: DFTn(a)
1 if n = 1 then
2 return a0
3 end
4 omega = najdiPKE(n) //pomoºna funkcija za izra£un ω
5 aS = (a0, a2, . . . , an−2) //Razdelimo a na aS in aL
6 aL = (a1, a3, . . . , an−1)








9 A = (A0, A1, . . . , An−1)
10 for j = 0 to n− 1 do
11 p = 2 · j
12 //upo²tevamo, da je ωi+n = ωi
13 if p > n then
14 p = p− n
15 end






e uporabimo lastnost izreka 2.1, vidimo, da FFT potrebuje Θ(n log n) ope-
racij za izra£un DFTn(a).4 
Poglejmo sedaj, kako zmnoºimo kompleksna polinoma, kasneje pa bomo
videli, kako ta razmislek uporabimo pri SSA.
Denicija 5.2 Naj bo n ≥ 2. Konvolucija vektorja a = (a0, . . . , an−1)T ∈ Cn
in b = (b0, . . . , bn−1)T ∈ Cn je vektor
c = a ∗ b = (c0, . . . , cn−1)T ,
kjer je ci =
∑i
j=0 ajbi−j.
Naj bosta p(x) in q(x) polinoma stopnje manj kot n
2
, potem je r(x) :=
p(x)q(x) polinom stopnje manj kot n− 1. Naj vektorja a in b predstavljata
koeciente polinoma p(x) in q(x), katera dopolnimo z za£etnimi ni£lami, da
bi bila vektorja dolga n. Vidimo, da nam izra£un a ∗ b da koeciente r(x).
Tako je konvolucija v bistvu polinomsko mnoºenje. Naslednji izrek poveºe
konvolucijo z navadnim skalarnim produktom5.







DFT−1n (DFTn(a) ·DFTn(b)) = a ∗ b. (5.8)
Dokaz. Za£nimo dokaz z levo stranjo enakosti. Predpostavimo, da je
DFTn(a) = (A0, . . . , An−1)
T in DFTn(b) = (B0, . . . , Bn−1)T . Naj bo C =
(C0, . . . , Cn−1)
T , kjer je Ci = AiBi. Ker vemo, da DFT izra£una vrednost po-
linoma v dolo£enih to£kah, sledi da je Ci vrednost polinoma r(x) = p(x)q(x)
za x = ωi. Opazimo, da je deg r(x) ≤ n − 1. Ker imamo polinom stopnje
manj²e ali enake kot n− 1, za katerega poznamo vrednosti v n to£kah, lahko
izvedemo interpolacijo. Ker sta DFT in DFT−1 inverzna, sklepamo da je
DFT−1n (C) vektor koecientov polinoma r(x). Prej smo ºe videli, da desna
stran ena£be predstavlja vektor koecientov r(x), torej smo dokazali enakost.

4Na podoben na£in dokaºemo tudi za DFT−1n (A).
5Skalarni produkt vektorja a = (a0, . . . , an−1)T in vektorja b = (b0, . . . , bn−1)T deni-





Da bi lahko uporabili FFT za mnoºenje celih ²tevil, moramo ugotoviti, kako
zamenjamo kompleksne korene enote z diskretno analogijo. Schönhage in
Strassen sta ugotovila, da DFT lahko deniramo in FFT u£inkovito imple-
mentiramo v kolobarju ostankov ZM , kjer je
M = 2L + 1, za primerne vrednosti L. (5.9)
Kaj je modularna aritmetika in kolobar ostankov, smo ºe pogledali v pod-
poglavju 4.3.2, sedaj pa poglejmo, katere lastnosti ZM ²e lahko uporabimo.
Od sedaj naprej bomo predpostavili, da je M oblike, opisane v ena£bi (5.9)
in L = 2l. Potem je 2L ≡ −1 mod M in 22L = (M − 1)2 ≡ 1 mod M . Vsak
element iz ZM \ 2L predstavimo kot binarni niz (bL−1, . . . , b0). Se²tevanje in
od²tevanje v ZM potrebuje O(L) £asa. Tudi mnoºenje niza (bL−1, . . . , b0) z
2j, 0 < j < L potrebuje O(L) operacij.
Denirajmo primitivni koren enote po modulu M .
Denicija 5.3 Naj bo K = 2k in K deli L. Primitivni koren enote po
modulu M je ω := 2L/K.
Lema 5.1 ω je 2K-ti primitivni koren enote v ZM .
Dokaz. Opazimo, da je ωK = 2L ≡ −1 mod M in od tod sledi, da je
ω2K ≡ 1 mod M 2K-ti koren enote. Da dokaºemo, da je primitivni koren
enote, moramo pokazati, da ωj 6≡ 1 za j = 1, . . . , (2K − 1). e je j ≤ K,
potem je ωj = 2Lj/K ≤ 2L < M in sledi, da je ωj 6≡ 1 . e je j > K, potem
je ωj = −ωj−K , kjer j − K ∈ {1, . . . , K − 1}, in ωj−K < 2L ≡ −1, torej
ωj−K 6≡ 1. 




0, £e je p 6≡ 0 mod 2K,2K, £e je p ≡ 0 mod 2K. (5.10)
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Lema 5.2 ω2 je K-ti primitivni koren enote v ZM .
Dokaz. Iz denicije primitivnega korena enote po modulu M vemo, da je
ωK = 2L. Sledi, da je ω2K = (ω2)K enako 22L ≡ 1. Torej, ω2 je K-ti
koren enote. Dokaºimo ²e, da je ω2 primitivni koren enote oz. ω2j 6≡ 1 za
j = 1, 2, . . . , K−1. Najprej vpeljimo novo spremenljivko i = 2j. Torej ºelimo
pokazati, da velja ωi 6≡ 1 za i = 2, 4, . . . , 2K − 2. Podobno kot v lemi 5.1,
vidimo, da za i ≤ K velja: ωi = 2Li/K ≤ 2L < M ter, da ωi 6≡ 1. e je
i > K, potem je ωi = −ωi−K , i−K ∈ {2, 4, . . . , K− 2}, in ωi−K < 2L ≡ −1,
torej ωj−K 6≡ 1. Iz tega vidimo, da je ω2 res K-ti primitivni koren enote. 
Naj bo ω 2K-ti primitivni koren enote, a,A ∈ (ZM)2K pa 2K vektorja.
Matrika F (ω) je enaka matriki, ki smo je denirali z ena£bo (5.5) in 1
2K
ter
ω−1 obstajata. Denirajmo DFT2K in DFT−12K v ZM :




F (ω−1) · A.
(5.11)
e zopet uporabimo analogijo iz DFT -ja s kompleksnimi ²tevili, sledi, da sta
si DFT2K in DFT−12K inverzna.
Poglejmo sedaj, koliko £asa potrebujemo za izra£un DFT2K(a) in DFT−12K (A)
za polinom p(x), katerega koecienti so predstavljeni z vektorjem a. Upora-
bili bomo metodo FFT, ki smo jo prej razloºili z algoritmom (7). Vemo, da
ω lahko na hitro izra£unamo, saj lahko v 4. vrstici algoritma FFT (7) upo-
rabimo formulo ω = 2L/K , ω2 pa je K-ti primitivni koren enote v ZM . Dva-
krat rekurzivno kli£emo FFTK za izra£un pL(x) in pS(x). Potem zmnoºimo
pL(ω
2j)(te vrednosti na tem koraku ºe poznamo) z ωj za j = 0, . . . , 2K − 1.
Ta korak potrebuje O(KL) £asa. Potem se²tejemo ²e pS(x) in ωjpL(x) za
j = 0, . . . , 2K − 1 in za to potrebujemo tudi O(KL) operacij. e zopet upo-
rabimo Glavni izrek Metode deli in vladaj (2.1), dobimo £asovno zahtevnost
T (2K) = O(KL logK). To ugotovitev strnemo v naslednjo trditev.
Trditev 5.2 Predpostavimo, da imamo vektorja a,A ∈ (ZM)2K. Z uporabo




Arnold Schönhage in Volker Strassen sta leta 1971 objavila algoritem, ka-
terega sedaj najpogosteje uporabljamo za mnoºenje velikih ²tevil, saj ima
algoritem £asovno zahtevnost O(n log n log log n). Najprej poglejmo poeno-
stavljen ASS, ki ima malenkost slab²o £asovno zahtevnost, potem bomo pa
videli, kako je algoritem implementiran v GMP knjiºnici [12]. Algoritem
bomo razcepili na pet velikih korakov, tako kot smo pri ATC-k.
5.2.1 Poenostavljen algoritem ASS
Recimo, da ºelimo zmnoºiti binarni ²tevili a in b dolºine n, pri £emer je
n = 2m in c = a · b.
1. Razcep





in l := dm− ke. (5.12)
Potem izra£unamo M = 2L + 1, saj bomo v celi metodi izvajali ra£unanje v
kolobarju ZM .
Vidimo, da sta k in l celi ²tevili, za m pa ne bomo predpostavili, da je celo
²tevilo, saj ni nujno, da je n potenca ²tevila 2. Ta ugotovitev je pomembna
za rekurzijo v na²em algoritmu.
Ker je k+ l ≥ m, lahko re£emo za a, da je dolgo 2k+l (dodamo za£etne ni£le,
£e je to potrebno). Potem a razdelimo na K delov, dolgih 2l. Razcepljenem
²tevilu dodamo ²e K za£etnih ni£el in dobimo vektor dolºine 2K:
u = (0, . . . , 0, aK−1, . . . , a1, a0)
T .
Podobno naredimo za b in dobimo vektor
v = (0, . . . , 0, bK−1, . . . , b1, b0)
T ,
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ki ima 2K komponent dolºine 2l.












saj, £e ustavimo x = 22
l
vidimo, da je A(x) = a in B(x) = b. Naj vektor
w = (c2K−1, . . . , c1, c0)
T predstavlja rezultat konvolucije u in v, pri £emer je
cj =
∑j
i=0 ajbj−i, j = 0, . . . , 2K − 1. Produkt c predstavimo s polinomom








Spomnimo se na izrek (5.1), ki nam pove, da lahko dobimo koeciente poli-
noma h(x), £e izra£unamo:
DFT−12K (DFT2K(u) ·DFT2K(v)). (5.15)
To lahko naredimo, saj vemo, da imata vektorja u in v K za£etnih ni£el.
Poglejmo sedaj, kako to naredimo.
2. Ra£unanje vrednosti funkcij
Pri ra£unanju vrednosti funkcij si pomagamo z metodo DFT, saj vemo, da
vektorja u in v predstavljata koecientno predstavitev polinoma A(x) in
B(x). Vrednosti polinoma A(x) izra£unamo kot DFT2K(u) = U , polinoma
B(x) pa DFT2K(v) = V . Za izra£un DFT-ja uporabimo algoritem FFT.
3. Rekurzivno mnoºenje
Ko izra£unamo vrednosti U in V , moramo izra£unati ²e njun skalarni produkt
W = U · V . Za to potrebujemo 2K mnoºenj L-bitnih ²tevil, ki jih izvedemo
z rekurzivnim klicem algoritma ASS.
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4. Interpolacija
Na tem koraku izra£unamo DFT−12K (W ) (tudi s pomo£jo algoritma FFT) in
dobimo vrednosti w = (c2K−1, . . . , c1, c0)T .
5. Sestavljanje







pri £emer mnoºenje z 22
l
predstavlja premik cj v levo za 2l mest.
Trditev 5.3 Naj bosta a in b ²tevili, ki sta dolgi najve£ n. Poenostavljen
algoritem Schönhage-Strassen potrebuje O(n log2.6 n) £asa za izra£un njunega
produkta.
Dokaz. [28, str. 35]. 
5.2.2 Algoritem ASS v knjiºnici GMP
Sedaj poglejmo ASS s £asovno zahtevnostjo O(n log n log log n). Ta algori-
tem se v GMP knjiºnici uporablja za ²tevila, ki imajo ve£ kot 35.000 ²tevk
v decimalnem zapisu [9]. Algoritem deluje podobno kot poenostavljen SSA,
predstavili smo ga z psevdokodo v algoritmu SSA (8). Razloºimo vrstice v
psevdokodi, za katere mogo£e ni takoj o£itno, zakaj so pravilne.
V 12. in 13. vrstici dodamo vsakem j-tem delu ²tevil uteºno funkcijo ωj
(ω = 2n
′/K je 2K-ti primitivni koren enote), potem pa izra£unamo DFT za
vektorja koecientov a in b s pomo£jo algoritma FFT, katerega smo ga opisali
v podpoglavju Modularna FFT 5.1.3. Vrednost ω2 damo takoj v FFT, saj
je vrednost ω znana in je ni treba ra£unati v samem algoritmu FFT.
Algoritem kli£emo rekurzivno, dokler n′ ni dovolj majhen, da izra£unamo
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Algoritem 8: Algoritem ASS
Vhod: n, celi ²tevili a, b ∈ [0, 2n + 1)
Izhod: C = A ·B mod (2n + 1)
1 if n < 1000 then
2 return ATC-3(a,b)
3 end
4 K = 2k, tak, da je n = k + l
5 L = 2l








jL, 0 ≤ bj < L, razen 0 ≤ bK−1 ≤ L
9 izberemo n′ ≥ 2n/K + k, n′ je ve£kratnik K-ja
10 ω = 2n
′/K
11 for j = 0 to K − 1 do
12 aj = ω
jaj mod (2
n′ + 1)




15 a = FFT (a, ω2, K)
16 b = FFT (b, ω2, K)
17 for j = 0 to K − 1 do
18 cj = AlgoritemASS(n
′, aj, bj)
19 end
20 c = FFT−1(c, ω2, K)
21 for j = 0 to K − 1 do




23 if cj ≥ (j + 1)22L then











produkt s kak²nim bolj primernim algoritmom, recimo ATC-3. Potem izra-
£unamo FFT−1K (c). Poglejmo sedaj, zakaj ne moremo takoj uporabiti vre-
dnosti koecientov, ki jih dobimo iz FFT−1K (c).
Zaradi enostavnosti zapi²emo o = ω2, a′ = (a′j = ω
jaj)0≤j<K in b′ = (b′j =
ωjbj)0≤j<K . Rezultate transformacij zapi²imo tako:
u = FFTK(a









w = FFT−1K (c































Ker je o = ω2 K-ti primitivni koren enote, vsota
∑K−1
i=0 o
i(r+p−j) = K, £e je
r + p− j ≡ 0 mod K, kar drºi za r + p = j; v nasprotnem primeru je vsota












Zaradi tega v 22-ti vrstici algoritma delimo dobljene koeciente z Kωj po
modulu (2n
′
+ 1) in dobimo njihove pravilne vrednosti. e analiziramo kon-
volucijo a ∗ b, vidimo, da je vsak cj < (j + 1)22L, ker ima vsota najve£ (j+1)
produktov oblike ajbi−j, pri £emer sta mnoºenec in mnoºitelj dolºine L. Zato
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je treba ²e preveriti, ali so koecienti manj²i od (j + 1)22L. e niso, od vre-
dnosti koecienta od²tejemo (2n
′
+ 1). Sedaj imamo res pravilne vrednosti
koecientov in lahko sestavimo kon£no re²itev.
Izrek 5.2 Naj bosta 0 ≤ a, b < 2n + 1 celi ²tevili. Algoritem ASS potrebuje
O(n log n log log n) £asa za izra£un njunega produkta, £e je K = Θ(
√
n).
Dokaz. Dokazu bomo sledili po razlagi v [10]. Dokazali bomo z induk-
cijo po n, saj v 18. koraku kli£emo algoritem rekurzivno. Povedali smo ºe,
da za majhne vrednosti n′ uporabimo enostavnej²i algoritem, zato nimamo





n). Poglejmo, koliko £asa potrebujejo posamezni koraki v algoritmu
ASS 8. Koraka 7 in 8 potrebujeta O(n), kot tudi koraka 12 in 13 (£e pre²te-
jemo operacijo za vse vrednosti j). Koraka 15 in 16 staneta O(K logK) £asa
za eno metuljevo operacijo [2], katerih je O(n′), torej skupno potrebujeta
O(Kn′ logK) = O(n log n) operacij. Korak 18 kli£e algoritem rekurzivno
in potrebuje O(n′ log n′ log log n′) £asa za vsako vrednost j po indukcijski
predpostavki, skupaj je to O(n log n log log n). Izra£un v 20. vrstici stane
O(n log n) in sestavljanje kon£nega rezultata stane O(n). Torej potrebuje
algoritem ASS skupno O(n log n log log n) £asa. 
5.3 Algoritem Harvey-Hoeven
Harvey in Hoeven sta ugotovila, da lahko z uporabo nekaterih kolobarjev
polinomov z ve£ spremenljivkami pridemo do ²e bolj u£inkovitega algoritma
za mnoºenje. Pri razvoju algoritma sta si pomagala z metodo deli in vladaj,
s podobnimi koraki, kot smo jih videli pri ATC in ASS. Na kratko bomo
pogledali, kako sta pri²la do ugotovitev, pri tem pa bomo sledili njunemu
£lanku [15] in si pomagali s Harveyjevim predavanjem [14].
Naj bo r potenca 2, d ≥ 2 in
R[x1, . . . , xd−1]/(x
t1
1 − 1, . . . , x
td−1
d−1 − 1), R := C[y]/(y
r + 1) (5.17)
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kolobar, pri £emer ti deli 2r za vse i. V tem kolobarju se lahko mnoºi tako,
da najprej uporabimo FFT za ra£unanje vrednosti vsakega xi v ti-tem pri-
mitivnem korenu enote, nato mnoºimo po to£kah v R in potem ²e izvedemo
FFT−1. Take transformacije je preu£eval Nussbaumer in so znane kot hitre
polinomske transformacije ter so sestavljene samo iz se²tevanj in od²tevanj
v C, ne zahtevajo nobenega mnoºenja6. AHH izvede mnoºenje celih ²tevil
z uporabo pravkar opisanega algoritma, pri tem pa se ukvarja s preobliko-
vanjem celo²tevilskega mnoºenja, ki je samo po sebi enodimenzionalno, v
kolobar R.
Recimo, da ºelimo zmnoºiti dve n-bitni ²tevili. Izberemo parameter d ≥ 2
in razli£na pra²tevila s1, . . . , sd ≈ (n/ log n)
1
d , taka, da je vsak si nekoliko
manj²i kot ti = 2m, m poljuben, in da je t1 · t2 · · · td = O(s1 · s2 · · · sd). Iska-
nje tak²nih pra²tevil je enostavno z uporabo Eratosthenovega sita [22, str. 12]
in izreka o pra²tevilih s primerno napako (izrek je razloºen v [15, str. 37]).
Vhode razdelimo na n/ log n delov velikosti pribliºno log n bitov, s tem pa
problem zmanj²amo na mnoºenje v Z[x]/(xs1···sd − 1). Opazimo, da Kitajski
izrek o ostankih [4] inducira izomorzem
Z[x]/(xs1···sd − 1) ∼= Z[x1, . . . , xd]/(xs11 − 1, . . . , x
sd
d − 1),
kar pomeni, da problem preide na ra£unanje produkta v kolobarju
Z[x1, . . . , xd]/(xs11 − 1, . . . , x
sd
d − 1).
Za to zadostuje, £e pokaºemo, kako u£inkovito izra£unamo ve£dimenzionalni
DFT velikosti s1×· · ·×sd.7 Pokazali bomo, da se ta izra£un lahko neposredno
zmanj²a na teºavo ra£unanja ve£dimenzionalnega DFT-ja velikosti t1×· · ·×td,
6Nussbaumer je ugotovil, da, se xi-ji v kolobarju C[x]/(xt11 − 1, · · · , x
td
d − 1) obna²ajo
nekako kot ti-ti primitivni koreni enote. Pokazal je, da v nekaterih primerih z laºnim
primitivnim korenom enote xi hitreje naredimo pretvorbo kot £e bi uporabili ti-te primi-
tivne korene enote. Pomembno je, da so ti, . . . , td oblike 2m. Potem lahko izra£unamo
samo enodimenzionalne FFT za najve£jo dimenzijo izmed d dimenzij, pri ostalih d − 1
dimenzijah se pa preoblikovanje v celoti sesuje v zaporedje se²tevanj in od²tevanj v C.
7Podrobnej²o razlago ve£dimenzionalnega DFT-ja najdemo v [14].
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saj lahko, £e imamo ti oblike 2m, uporabimo Naussbaumerjev trik. Pri tem
nam pomaga Gaussovo ponovno vzor£enje. Poglejmo, kako je videti Gaussovo
ponovno vzor£enje v eni dimenziji, pri tem upo²tevamo, da je s pra²tevilo,
t = 2m in t > s. Recimo, da imamo vhod u ∈ Cs in ºelimo izra£unati u′ ∈ Cs
(tj. DFT dolºine s). To lahko storimo tako, da u ponovno vzor£imo v vektor
v ∈ Ct, izra£unamo v′ = DFTt(v) in potem ²e izvedemo dekonvolucijo8 v′-ja
in dobimo u′. Koraki so podrobno razloºeni v [14], na sliki 5.1 pa vidimo
shemo postopka. Pomembno je vedeti, da je preslikava Cs → Ct injektivna,
saj nam to pove, da se ob ponovnem vzor£enju ne izgubi nobena informacija
in da lahko izvedemo dekonvolucijo.
Slika 5.1: Shema Gaussovog ponovnog vzor£enja v eni dimenziji.
Ko ºelimo uporabiti Gaussovo ponovno vzor£enje na ve£dimenzionalnih DFT,
naredimo to dokaj enostavno: uporabimo enodimenzionalno verzijo na vsaki
dimenziji posebej. Torej se lahko nepriro£na pretvorba velikosti s1×· · ·×sd
zmanj²a na bolj priro£no velikost t1 × · · · × td.








kjer je K absolutna konstanta in ni odvisna od d. Prispevek O(n log n) do-
bimo iz izra£unov FFT in drugih pomoºnih operacij, vklju£no z ra£unanjem
v iz u in obnovitvijo u′ iz v′. Prvi £len izhaja iz mnoºenj po to£kah v kolo-
barju R = C[y]/(yr + 1) oz. enodimenzionalne transformacije se v dolgih
8Dekonvolucija je operacija inverzna konvoluciji.
Diplomska naloga 53
dimenzijah obravnavajo rekurzivno, tako da jih pretvorimo v celo²tevil£ne
probleme mnoºenja velikosti pribliºno n
1
d .
V [15] sta Harvey in Hoeven ugotovila, da pridemo do £asovne zahtevnosti
T (n) = O(n log n), £e je K = 1728 in £e izberemo nek ksen d > 1728
npr. d = 1729. Njuna ugotovitev za£ne delovati le za n ≥ 2172912 ≈
10214857091104455251940635045059417341952. Ne vemo natan£no, kdaj za£ne algori-
tem premagovati obstoje£e algoritme, saj je prag lahko veliko ve£ji ali precej




Osnovno²olski algoritem in algoritem ATC-3 smo implementirali v program-
skem jeziku Python.
#osnovnoso l s k i a l go r i t em
def osnovnoso l sko ( az , bz , x ) :
a = l i s t ( [ int (d) for d in str ( az ) ] )
b = l i s t ( [ int (d) for d in str ( bz ) ] )
a . r e v e r s e ( )
b . r e v e r s e ( )
r = 0
for i in range (0 , len ( a ) ) :
for j in range (0 , len (b ) ) :
r = r + x**( i+j )* a [ i ]*b [ j ]
return r
#pomozne f u n k c i j e za ATC=3
def usk l a j an j e_do l z in (a , b ) :
i f ( len ( a ) > len (b ) ) :
while ( len ( a ) != len (b ) ) :
b . i n s e r t (0 , 0)
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i f ( len (b) > len ( a ) ) :
while ( len ( a ) != len (b ) ) :
a . i n s e r t (0 , 0)
while ( len ( a ) % 3 != 0 ) :
a . i n s e r t (0 , 0)
b . i n s e r t (0 , 0)
return a , b
def ko e f i c i e n t_ i ( a , m, i ) :
koe f = 0
for j in range (0 , m) :
koe f += a [ j+i *m]*pow(10 , j )
return koe f
def polinom (x , m, c_0 , c_1 , c_2 , c_3 , c_4 ) :
return (c_4*x**(4*m) + c_3*x**(3*m) + c_2*x**(2*m)
+ c_1*x**m + c_0)
def horner j ev a lgor i t em (x , p , m) :
x_m = x**m
rez = p [ 0 ]
for i in range ( 1 , 4 ) :
r e z = rez * x_m + p [ i ]
return r e z
# za izracun v r edno s t i ATC=3 v t o c k i =1 uporabimo
#nas l edn jo metodo :
def tc_neg_koef (am1 , bm1 ) :
i f (am1 < 0 and bm1 > 0 ) :
am1 = abs ( koef_am1 )
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r e z = toom_cook_3(am1 , bm1)
rez = rez * (=1)
return r e z
e l i f (bm1 < 0 and am1 > 0 ) :
bm1 = abs (bm1)
rez = toom_cook_3(am1 , bm1)
rez = rez * (=1)
return r e z
else :
am1 = abs (am1)
bm1 = abs (bm1)
rez = toom_cook_3(am1 , bm1)
return r e z
#algor i t em Toom=Cook=3
def toom_cook_3( az , bz ) :
a = l i s t ( [ int (d) for d in str ( az ) ] )
b = l i s t ( [ int (d) for d in str ( bz ) ] )
# ce j e do l z i na s t e v i l a < 3 , izracunamo neposredno
i f ( len ( a ) < 3 and len (b) < 3 ) :
return az * bz
# ce d o l z i n i a in b n i s t a enaki , dodamo 0
# Dodamo tud i 0 , ce do z i n i n i s t a d e l j i v i s 3
a , b = usk l a j an j e_do l z in ( a , b)
#obrnemo l i s t e , da s i l a z j e preds tav l j amo k o e f i c i e n t e
a . r e v e r s e ( )
b . r e v e r s e ( )
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#izracunamo m in
#k o e f i c i e n t e a_0 , a_1 , a_2 , b_0 , b_1 , b_2
m = int ( len ( a r r ) / 3)
a_0 = ko e f i c i e n t_ i ( a , m, 0)
a_1 = ko e f i c i e n t_ i ( a , m, 1)
a_2 = ko e f i c i e n t_ i ( a , m, 2)
b_0 = ko e f i c i e n t_ i (b , m, 0)
b_1 = ko e f i c i e n t_ i (b , m, 1)
b_2 = ko e f i c i e n t_ i (b , m, 2)
#izracunamo v r edno s t i polinomov v tockah
a02 = a_0 + a_2
b02 = b_0 + b_2
v0 = toom_cook_3(a_0 , b_0)
v1 = toom_cook_3(a_02 + a_1 , b_02 + b_1)
vm1 = tc_neg_koef (a_02 = a_1 , b_02 = b_1)
v2 = toom_cook_3(a_0 + 2 * a_1 + 4 * a_2 ,
b_0 + 2 * b_1 + 4 * b_2)
vnes = toom_cook_3(a_2 , b_2)
# // => p r e d s t a v l j a natancno d e l j e n j e
t1 = (3* v0 + 2*vm1 + v2 )//6 = 2 * vnes
t2 = ( v1 + vm1) // 2
#koncna r e s i t e v
p = polinom (10 , m, v0 , v1 = t1 , t2 = v0 = vnes , t1 = t2 ,
vnes )
#p = horner (10 , [ v0 , v1 = t1 , t2 = v0 = vnes , t1 = t2 ,




V diplomskem delu smo opisali najbolj pogoste algoritme za mnoºenje ce-
lih ²tevil. Pri opisu algoritma ATC smo videli, da predstavlja velik pro-
blem deljenje, ki nastane v interpolaciji. Za re²itev problema smo predlagali
natan£no deljenje in metodo MMM. Algoritem Schönhage-Strassen vsebuje
enake korake kot ATC, a za ra£unanje vrednosti funkcij, rekurzivno mnoºe-
nje in interpolacijo uporablja DFT (oz. metodo FFT), ki je veliko hitrej²a
kot iskanje inverza matrike in ra£unanje produktov matrik v ATC. Na koncu
smo ²e videli, da z uporabo ve£dimenzionalnega DFT pridemo do £asovne
zahtevnosti O(n log n).
Videli smo, da je osnovno²olski algoritem res po£asen, saj za izra£un pro-
dukta dveh ²tevil velikosti 105000 potrebuje pribliºno 20 minut, medtem ko
ATC-3 potrebuje malo ve£ kot eno sekundo. Opazili smo tudi, da je bo-
lje, £e za manj²a ²tevila oz. ²tevila, manj²a od 1060, uporabimo kak²en bolj
enostaven algoritem kot je ATC-3. Najpogosteje za taka ²tevila uporabimo
algoritem Karatsuba, za ²e manj²a ²tevila pa osnovno²olski algoritem. Opa-
zili smo tudi, da ATC-3 ni najbolj optimalen za ²tevila, ki so ve£ja od 1035.000,
zato se za taka ²tevila uporablja algoritem ASS. Seveda so te meje odvisne
od implementacije algoritmov in arhitekture ra£unalnika. Za algoritem AHH
²e ne vemo natan£no, za katere velikosti ²tevil je optimalen, a upamo, da
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