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Abstract – An effective method to generate a large number of 
parallel sentences for training improved neural machine translation 
(NMT) systems is the use of back-translations of the target-side 
monolingual data. Recently, iterative back-translation has been 
shown to outperform standard back-translation albeit on some 
language pairs. This work proposes the iterative batch back-
translation that is aimed at enhancing the standard iterative back-
translation and enabling the efficient utilization of more 
monolingual data. After each iteration, improved back-translations 
of new sentences are added to the parallel data that will be used to 
train the final forward model. The work presents a conceptual 
model of the proposed approach. 
Keywords — back-translation, iterative back-translation, 
iterative batch back-translation, neural machine translation, natural 
language processing 
I. INTRODUCTION 
Neural Machine Translation [1]–[3] has been the state-of-
the-art approach for translation in recent years [4], [5], 
outperforming Phrase-Based Statistical Machine Translation [6] 
when high-quality parallel data is available in abundance 
between the languages [7]. This huge training dataset is usually 
scarce and expensive to compile for many language pairs. 
Recently, researchers have proposed methods to exploit the 
easier-to-get monolingual data of one or both of the languages to 
augment the parallel data and improve the performance of the 
translation models. Such methods include integrating a language 
model [8], back-translation [9]–[11], forward translation [12] 
and dual learning [13]. 
The back-translation is simple and has been the most 
effective technique yet [5], [9]. This method involves the training 
of a target-to-source (backward) model on the real bitext and 
using the model to translate a large monolingual data in the target 
language into the source language – synthetic parallel data. The 
real and synthetic data are then mixed to train a source-to-target 
– forward – model. Repeating this approach over many iterations 
have shown to outperform standard back-translation [9]. 
In iterative back-translation, the synthetic sentences are 
added to the natural data train a better backward model after each 
iteration. After the required number of iterations is reached, the 
final model is trained on the huge dataset produced during the 
iterations. Iterative back-translation only works in some 
language pairs [9], [14], [15]. The works of [14], [15] have found 
that indicating to the model that a data is back-translated enables 
iterative back-translation in languages that underperform using 
back-translation. It also enables the usage of more synthetic data. 
This was done using noise or tags (and gates) in the synthetic 
inputs. 
This work presents the iterative batch back-translation, 
improving on the works of Hoang et al. [9] and Caswell et al. 
[14]. The monolingual data is split into batches based on a given 
ratio of synthetic to natural data. At each iteration, a batch of the 
monolingual data is back-translated and added to the natural data 
and previously back-translated data to train a better backward 
model. After exhausting all the monolingual data, the bigger 
dataset is used to train the final forward model. We hypothesize 
that using all the monolingual data at every iteration hurts the 
forward model by introducing a great deal of noise – although 
the noise decreases after each iteration. The noise (bad signals) 
from the preceding iteration overwhelms the good signals of the 
subsequent iterations. Reducing the number of sentences to be 
back-translated will reduce the impact of the noise and improve 
the general quality of the synthetic data. The approach is 
presented in this work as a conceptual model. 
II. RELATED WORKS 
This section presents prior work on back-translation and 
pretraining in neural machine translation. 
A. Neural Machine Translation (NMT) 
The neural machine translation system (NMT) is based on a 
sequence-to-sequence encoder-decoder system with attention 
mechanism [1], [16], [17]. The encoders and decoders are made 
of neural networks that model the conditional probability 𝑝(𝑦|𝑥) 
of source sentence 𝒙, to a target sentence 𝒚. The encoder converts 
the input in the source language into a set of vectors while the 
decoder converts the set of vectors into another language through 
an attention mechanism, one word at a time. The attention 
mechanism was introduced to keep track of context in longer 
sentences [1]. 
The NMT model produces the translation sentence by 
generating one target word at every time step. Given an input 
sequence 𝑋 = (𝑥1, . . . , 𝑥𝑇𝑥) and previously translated words 
(𝑦1, . . . , 𝑦𝑖−1), the probability of the next word 𝑦𝑖  is  
𝑝(𝑦𝑖|𝑦1, . . . , 𝑦𝑖−1, 𝑋) = 𝑔(𝑦𝑖−1, 𝑠𝑖 , 𝑐𝑖) − − − − − (1) 
where 𝑠𝑖 is the decoder hidden state for time step 𝑖 and is 
computed as 
𝑠𝑖 = 𝑓(𝑠𝑖−1, 𝑦𝑖−1, 𝑐𝑖) − − − − − − − (2). 
Here 𝑓 and 𝑔 are nonlinear transform functions, which can be 
implemented as long short-term memory network (LSTM) or 
gated recurrent unit (GRU), and 𝑐𝑖  is a distinct context vector at 
time step 𝑖, which is calculated as a weighted sum of the input 
annotations ℎ𝑗 
∑ 𝑎𝑖,𝑗
𝑇𝑥
𝑗=1
ℎ𝑗  − − − − − − − − − (3) 
where ℎ𝑗  is the annotation of 𝑥𝑗  calculated by a bidirectional 
Recurrent Neural Network. The weight 𝑎𝑖𝑗  for ℎ𝑗  is calculated as 
𝑎𝑖,𝑗 =  
exp (𝑒𝑖𝑗)
∑ exp (𝑒𝑖,𝑡)
𝑇𝑥
𝑡=1
 − − − − − − − −(4) 
where 
𝑒𝑖,𝑗 =  𝑣𝑎 tanh(𝑊𝑠𝑖−1 + 𝑈ℎ𝑗) − − − − − − − (5) 
where 𝑣𝑎  is the weight vector, 𝑊 and 𝑈 are the weight matrices. 
All of the parameters in the NMT model, represented as 𝜃, 
are optimized to maximize the following conditional log-
likelihood of the 𝑀 sentence aligned bilingual samples 
𝐿(𝜃) =  
1
𝑀
 ∑ ∑ 𝑙𝑜𝑔𝑝(𝑦𝑖
𝑚|𝑦<𝑖
𝑚 , 𝑋𝑚, 𝜃) − − − − − (6)
𝑇𝑦
𝑖=1
𝑀
𝑚=1
 
To remove the recurrence and enable parallelization across 
multiple GPUs during training, the convolutional neural 
networks were used to create the convolutional neural machine 
translation (CNMT) encoder-decoder architecture [2], [18]. The 
CNMT utilizes 1-dimensional convolutional layers followed by 
gated linear units, GLU [19]. The decoders compute and apply 
attention to each of the layers. The model uses positional 
embeddings along with residual connections. 
The transformer [3], [20] architecture was introduced to 
remove the recurrence and convolutions of previous 
architectures. The transformer is based solely on multi-headed 
self-attention layers. It enables parallelization across multiple 
GPUs, thereby, reducing training time. The architecture is used 
in current state-of-the-art translation systems [4], [5]. 
B. Leveraging Monolingual Data for NMT 
The use of monolingual data of target and/or source language 
has been studied extensively to improve the performance of 
translation models, especially in low resource settings. Gulcehre 
et al. [8] explored the use of language models trained on 
monolingual data, [21], [22] proposed augmenting a copy or 
slightly modified copy respectively of the target data as source, 
Sennrich et al. [10] proposed the back-translation approach, 
Zhang and Zong [12] proposed the forward translation and [23], 
[24] used both forward and back-translations to improve the 
translation models. The back-translation approach has been 
shown to outperform other approaches in low and high resource 
languages [5], [9]. 
Various studies have investigated back-translation with the 
aim to improve the backward model, to select the most suitable 
generation/decoding methods and to reduce the impact of the 
ratio of the synthetic to real bitext. Various studies have found 
that the quality of the models trained using back-translation 
depends on the quality of the backward model [5], [9], [11], [15], 
[22], [25], [26]. To improve the quality of the synthetic parallel 
data, [9] used iterative back-translation – iteratively using the 
back-translated data to improve the backward model, Kocmi and 
Bojar [26] and Dabre et al. [27] used high resource languages 
through transfer learning and Zhang et al. [28] explored the use 
of both target and source monolingual data to improve both the 
backward and forward models. Niu et al. [29] trained a bilingual 
system based on [30] to do both forward and backward 
translations, eliminating the need for two separate models. 
Poncelas et al. [31] used Transductive data selection methods to 
select monolingual data that are in the same domain as the test 
set for back-translation, improving performance. 
The works of [25], [32] have found that the ratio of synthetic 
to natural data affects the performance of the models most. When 
the ratio is high, the model tends to learn from the synthetic data 
which contains more mistakes than the natural data. 
Investigations have found that sampling and adding noise to 
beam search output outperforms the regular beam decoding 
technique [5], [33]. These approaches, they claim, improves the 
translation model by enhancing source-side diversity. Caswell et 
Algorithm 1: Iterative Batch Back-Translation 
Input: Parallel data 𝐷𝑃 = {(𝑥(𝑢), 𝑦(𝑢))}𝑢=1
𝑈 , Monolingual target data 𝑌 = {(𝑦(𝑣))}𝑣=1
𝑉  and the ratio of 
synthetic to natural data, 𝑛 
1: procedure BATCH BACK-TRANSLATION 
2.  Split 𝑌 into 𝑛 batches to give 𝑌𝑛 = {(𝑦(𝑤))}𝑤=1
𝑊 ; 
3.  Let 𝐷 = 𝐷𝑃, 𝐷′ = { }; 
4.  for each 𝑌𝑛, do 
5:        Train backward model 𝑀𝑥←𝑦 on bilingual data 𝐷; 
6:        Use 𝑀𝑥←𝑦 to generate back-translation 𝑥
(𝑤) for 𝑌𝑛 = {(𝑦(𝑤))}𝑤=1
𝑊  and build synthetic
   parallel corpora 𝐷∗ = {(𝑥(𝑤), 𝑦(𝑤))}𝑤=1
𝑊 ; 
7.         Let 𝐷 = 𝐷∗, 𝐷′ = 𝐷′ ∪ 𝐷∗; 
8: Pre-train forward model 𝑀𝑥→𝑦 on parallel corpora 𝐷
′; 
9: Finetune the forward model 𝑀𝑥→𝑦 on parallel corpora 𝐷
𝑃; 
10: end procedure 
Output: final forward model 𝑀𝑥→𝑦  
 
al. [14] claimed, instead, that noise only indicates to the model 
that the input is either synthetic or natural, enabling the model to 
better utilize the two data. Zhang et al. [15] and Caswell et al. 
[14] used tags (and gates) to enable the model to distinguish 
between the data and the approach has been shown to utilize 
more synthetic data, outperforming standard back-translation 
and enhancing the efficiency of iterative back-translation. 
C. Iterative Back-Translation 
Iterative back-translation was used by Hoang et al. [9] to 
obtain a state-of-the-art translation model on WMT 2017 
German to English translation task. The approach outperforms 
standard back-translation on some language pairs – both in low 
and high resource languages. For some languages, e.g. WMT 
2016 English to Romanian [14], the approach underperformed. 
The works of [13], [28], [29], [34] investigated the use of 
both target and source monolingual data to improve the forward 
and backward models. Each of the backward and forward models 
is used to generate back-translations that is used to improve the 
other model. 
III. THE MODELS 
The approach is shown in Algorithm 1. The natural parallel 
data: 𝐷𝑃 = {(𝑥(𝑢), 𝑧(𝑢))}𝑢=1
𝑈  is used to train a target-to-source 
(backward) model, 𝑀𝑥←𝑦. The monolingual data is split into 
batches according to a given ratio of the synthetic to natural data. 
The backward model is used to translate the next batch of the 
monolingual target data, 𝑌𝑛 = {(𝑦(𝑤))}𝑤=1
𝑊 , to generate the 
synthetic parallel data: 𝐷∗ = {(𝑥(𝑤), 𝑦(𝑤))}𝑤=1
𝑊 . This set of 
sentences is added to 𝐷′ – for training the final forward model at 
the end of the iterations. 
This synthetic data is then used to retrain the backward 
model, 𝑀𝑥←𝑦, for some training steps or until no improvement is 
observed on the development set. This improved model is then 
used to back-translate the next batch of monolingual data. The 
resulting synthetic data is added to 𝐷′. This process is repeated 
until every batch of the monolingual sentences is exhausted. The 
final forward model is then trained on the synthetic data and 
finetuned on the natural data as shown in Algorithm 1. During 
the experiment, training the forward model on the parallel data 
first and the finetuning on the synthetic data will be explored to 
determine the best training sequence. 
Based on the tagged back-translation of Caswell et al. [14], 
the synthetic data will be tagged using the <𝑛> tag where 𝑛 is the 
batch number of the synthetic parallel data. This is shown in 
Algorithm 2. It is hypothesized that since the model trained using 
back-translation benefits from tagging the synthetic data, to 
differentiate between synthetic and natural data, the use of batch 
label to tag the synthetic will further enhance the performance of 
the models. 
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