ABSTRACT This paper proposes a learning-based image interpolation method based on weighted direct nonlinear regression. It attempts to learn the nonlinear relationship between the low-resolution patches and their corresponding high-resolution patches by using an external database of natural images. In the training phase, without being initialized to the same size as the high-resolution patches using bicubic interpolation, low-resolution patches are directly used for training, which will reduce the number of parameters. Dictionary learning combined with nearest neighbor searching based on the normalized correlation coefficient in the entire training set is proposed as a soft classification method. Afterward, a single hidden-layer feed-forward network with random input weights is adopted to learn the direct nonlinear mapping for the regression in each class. In the interpolation phase, the strategy of weighting multiple estimations is applied to enhance the interpolation performance. Furthermore, a refinement process is proposed to improve the interpolation performance with sharper edges and richer details. Extensive experimental results demonstrate that our proposed method is not only effective and efficient but also outperforms many state-of-the-art methods.
I. INTRODUCTION
Image interpolation techniques, which are a special kind in image super-resolution, aim to enhance the resolution of a single image to meet the demand for a high resolution. The techniques reconstruct a high-resolution (HR) image from the observed low-resolution (LR) image and retain the sharp edges and rich textures. Image interpolation is always a classic problem in image processing. It has been widely used in various applications such as medical imaging [1] , satellite imaging [2] , video surveillance, and face recognition [3] , where high-frequency details are heavily required.
Different from image super-resolution, image interpolation tends to estimate the missing pixels whose LR images are directly down-sampled from the HR images without any prefiltering, blur or noise. This is an ill-posed problem since plenty of HR images can be generated from the same LR observation and several times of pixels must be inferred from the limited information. In the past decades, various interpolation techniques have been developed in the literature.
Traditional polynomial-based interpolation methods [4] - [7] , including bilinear, bicubic and cubic-spline interpolation, attempt to utilize a base continuous function or interpolation kernel to estimate the missing pixels in an HR grid. The interpolation scheme is very popular and commonly used in practical real-time video processing applications due to its low computational complexity and real-time performance. However, the polynomial-based interpolation methods can only do well in smooth image regions but introduce annoying artifacts along the edges such as aliasing, blurring, halos, etc. This is mainly because the non-adaptive linear filter used in interpolation which cannot adapt to the diverse local pixel patterns.
To address the problem, some edge-directed interpolation methods [8] - [22] have been developed. Their key idea is to utilize the edge information to interpolate along the edge orientation and avoid interpolation across the edge. There are two major types of edge-directed interpolation methods: explicit methods and implicit methods. The explicit methods [8] - [10] explicitly estimate the edge directions and then interpolate along the detected edge orientation. However, the edge orientation estimation accuracy limits the interpolation quality.
To avoid the inaccurate edge orientation estimations, implicit methods [11] - [22] often make use of statistical information to estimate the interpolation parameters around the local patch. According to the assumption of the geometry duality between the LR covariance and HR covariance, the new edge-directed interpolation methods (NEDI) [11] - [14] utilize the estimated local covariance coefficients from a LR image to interpolate the HR image. The directional filtering and date fusion (DFDF) method [15] combines directional filtering and data fusion to implement a linear Minimum Mean Square Error (MMSE) directed interpolation. The regularized local linear regression (RLLR) interpolation method [16] takes advantage of the moving least squares error norm to obtain a robust estimator of the local image structure. The soft-decision adaptive interpolation (SAI) methods [17] - [19] use a 2-D piecewise autoregressive model to adapt varying patch structures and interpolate the missing pixels with soft-decision estimations. The nonlocal geometric similarities and directional gradients [20] based interpolation method proposes a robust interpolation scheme to generate the Minimum Mean Square Error based interpolation weighting coefficients by solving a regularized least squares problem. References [21] and [22] estimate the interpolation parameters from similar patches from an external database.
The learning-based image up-sampling approaches [23] - [32] have rapidly developed in recent years thanks to the development of machine learning and deep learning. The underlying idea of these methods is to explore the relationship between the LR image patches and the corresponding HR image patches from an external image database or the image itself. The scheme can generate more image details and obtain superior performance. Among them, the sparse representation model has been proved to be very effective for the image up-sampling problem. The proposed nonlocal autoregressive modeling (NARM) method [25] incorporates the image nonlocal self-similarity into sparse representation models (SRM) for image interpolation. The NARM-based image interpolation method can effectively reconstruct the edge structures and suppress artifacts, thereby achieving outstanding image interpolation results compared to the edge-directed methods. However, it has huge computational costs and needs a long processing time. The fast image interpolation via random forest (FIRF) [27] divides the interpolation problem into classification and regression. Random forests are applied to classify the image patches into numerous subspaces and a linear regression is learned for each subspace to mapping the relationship between the LR and HR patches. The FIRF can achieve the best interpolation results and a low computational load.
The hot deep convolutional neural networks (CNNs) have been applied to image up-sampling recently to learn the nonlinear mapping from LR images to HR images and achieves excellent results [28] - [32] . Nevertheless, the deep learning-based methods with large training data always have high requirements on the equipment since it trains using millions of parameters and it can take days to train the model.
By contrast, the study of nonlinear image interpolation is scarce in the literature except for the deep learning-based methods [31] , [32] . The fundamental challenge with developing nonlinear interpolation techniques for image data lies in their high dimensionality, and the true relationship between the LR and HR patch spaces should be complex and nonlinear. It may be hard to model. Thus, the deep learning-based methods use a large amount of parameters to model the nonlinearity due to their strong fitting ability. Nevertheless, the works that embedding nonlinear regressions into machine learning are still limited in the existing literature.
Largely inspired by the efficient and effective learningbased methods, we attempt to design a nonlinear regressionbased image interpolation algorithm with a lightweight training framework. We try to explore a concise solution to the nonlinear regression. In consideration of the training burden, the use of deep learning is renounced. The FIRF can achieve the best interpolation performance thanks to the random forest applied to the classification of the patch space. But the local regression is the classical MMSE linear regression. In this paper, we propose a weighted direct nonlinear regression-based image interpolation algorithm. A single LR dictionary is trained to soft classify the LR patches into numerous subspaces, and a simple single-hidden-layer feed-forward neural network is adapted to learn the nonlinear regression for each subspace. The weighted multiply estimation is applied to enhance interpolation performance and robustness. Furthermore, a refinement process is followed to further refine the details. Our method can obtain better results than the outstanding FIRF methods.
The major contributions of this work can be summarized into the following three points: (1) The proposed interpolation algorithm takes advantages of the local nonlinear regression to learn the relationship between the LR and HR patches. (2) The direct learning without first initializing the input LR image into the size of the desired HR image using bicubic interpolation methods which can achieve better interpolation performance, reduce the training time, and cut the number of parameters by half. (3) The weighted multiply estimation ensures more robust and better interpolation performance. (4) The proposed refinement framework can further enhance the interpolation results of the first step with sharper edges and more details and brings about a 0.15 dB improvement in terms of the PSNR compared with the single step interpolation.
The rest of this paper is organized as follows. Section II reviews the related works of our image interpolation.
Section III introduces our effective image interpolation method by using a weighted direct nonlinear regression. In Section IV, we focus on a refinement framework to further enhance the interpolation performance. Section V presents the extensive experimental results of our proposed interpolation method. Finally, conclusions are drawn in Section VI.
II. RELATED WORKS
The interpolation problem is to reconstruct a high-resolution image Y from a low-resolution observed image X , where the LR image is directly down-sampled from the original HR image. In this paper, we focus on the scaling factor of 2. Image interpolation with other scaling factor can be done using the same method. Our proposed method is based on the theories of dictionary learning for image up-sampling methods and the adjusted anchored neighbor regression. We review them in this section.
A. DICTIONARY LEARNING
Sparse representation is first introduced into image up-sampling in [33] . During the training phase, a large set of LR-HR image patch pairs are collected to train two coupled dictionaries D h and D l . The input LR image patch x t can be represented as a sparse linear combination of the atoms of D l . The objective function of the optimization problem for the input patch x t can be expressed as the following:
where α represents the sparse coefficients. The first term enforces the reconstruction error and the second term is the sparsity constraint, which limits the number of nonzero entries in α. To make it easier to solve, the problem always be relaxed to l1-norm as follows:
The reconstructed HR patch is easily obtained once the sparse coefficients α are determined.
The K-SVD algorithm [34] is applied to train the dictionaries, which brings major improvements in both accuracy and speed. Orthogonal Matching Pursuit (OMP) is adopted to solve the sparse coefficients α.
B. A+
The anchored neighborhood regression (ANR) for fast superresolution [35] relaxes the sparse constraint in Eq. 2 to the following l2-regularized regression:
where N l (x t ) is defined as the nearest LR neighbors of the x t in the LR dictionary D l . The problem has a close-norm solution to avoid using the time-consuming OMP. The output HR patch is reconstructed as follows:
where N h is the corresponding HR image patches of N l (x t ), and P j is a projection matrix. More recently, [23] proposed the adjusted anchored neighborhood regression (A+), which also learns a dictionary such as the ANR in the training phase. However, it selects the neighborhood for each atom in the entire set of training samples instead of only the dictionary atoms to learn the linear regression. The A+ method can obtain more robust regressors and much better results than the ANR.
III. PROPOSED METHOD
In our method, the image interpolation is considered to consist of classification and regression. An excellent classification method for image patches really plays an important role in the image interpolation problem. However, due to the variety of image patch patterns and the high dimension of the image data, it is difficult to cluster the large amount of training image patches accurately. Thus, a good clustering algorithm is significant. In addition, the relationship between the LR and HR patches is always assumed to be linear, and a linear regression is used to map the relationship. Since the actual nonlinear and complex mapping is hard to model. In this paper, we attempt to do significance from both the view of classification and regression views, respectively.
A. TRAINING
In the training, a LR dictionary is trained, and the atoms of the dictionary are viewed as anchors. Then, we search the neighborhood LR-HR patches for each anchor in the entire training set, which are used for learning the regressors. At last, a nonlinear regression model is learned for each anchor.
1) TRAINING DATA
Consistent with many other learning-based interpolation methods, a large amount of image LR-HR patch pairs must be collected for training. For better performance, a larger number of training samples is better. In the collection process, only HR patches are selected from original natural images. The corresponding LR patches are directly down-sampled on the fixed grid. Different from other methods, we do not need to down-sample the whole images in the training phase and up-sample the LR image to the desired size of HR image using bicubic interpolation. In our training method, the image patch extraction process only be done once. While it would be done twice or more times in other methods, extracting patches from original HR images and bicubic interpolated LR images, respectively.
In addition, the training and interpolation processes focus on the edge patches. Since the bicubic interpolation performs well in the smooth regions but introduces artifacts along the edges. To reduce both the training time and interpolation time, the smooth patches are excluded. The edge patches are determined by the statistical features of the LR patches. In our method, the variance of the LR patches is applied to detect edge patches, thus the edge patch determination is fast, robust and convenient. A LR patch will be regard as an edge patch when the variance is larger than a certain threshold T . With the increase of the threshold T , the interpolation quality would decrease. This is because fewer patches would be processed by our interpolation algorithm. The threshold T is determined by considering both the interpolation quality and interpolation time. We select the threshold T when there is no dramatic decline in the PSNR while the processing time is reduced up to the hilt. The extracted edge LR-HR patch pairs are more effective for training.
The collected LR-HR image patch pairs used for training are denoted as 
2) ANCHORS LEARNING
After the training samples are collected, a LR dictionary is trained to find the anchors. The anchors are defined as the atoms of the dictionary, and they are seen as the cluster centroids for clustering. We adopt the dictionary learning method in section II.A. The LR patches do not need to be initialized to the same as the size of HR patches by bicubic interpolation, and thus the dimension of our LR patches is low. Thanks to the low dimension of the LR patches, there is no need to perform the PCA (principal component analysis) dimensionality reduction on the training LR patches. The l1-norm constraint is applied to dictionary learning and get the sparse coefficients. The K-SVD algorithm is also employed to training the LR dictionary directly. The number of dictionary atoms is defined as the dictionary size d s .
where X ∈ R d l ×N 1 is the LR image patches, and N 1 is the number of LR patches used for training the dictionary. D l ∈ R d l ×d s is the LR dictionary and α ∈ R d s ×N 1 is the sparse coefficients. λ is the regularization coefficient and is always very small. In general, the training data is too big and the training would be too slow. Random sampling on the training data is adopted to reduce the training time. Due to the random sampling, it can ensure a balanced dictionary performance. It is worth noting that no features are extracted in the preprocessing. After dictionary learning is completed, the atoms d i of dictionary D L are taken as the anchors, which are seen as the cluster centroids.
3) SEARCHING FOR NEIGHBORHOOD
For each anchor, a neighborhood is searched in the whole LR space. The neighborhood is defined as the K nearest neighbors around the anchor. Working like clustering, the training samples in the neighborhood which belong to the cluster are similar to the anchor. However, different from other clustering methods, a single LR patch in the LR space may belong to several anchors and not just one anchor, which is shown in Fig. 1 . The red stars are defined as the learned anchors, and the gray dots represent the LR training patches. The K nearest training LR patches are searched in the whole training set for each anchor, as shown by the big colored circle regions shown in the Fig. 1 . Different from other clustering methods, some LR patches may be selected by different anchors twice or three times in the figure. Meanwhile, the training samples are unevenly distributed throughout the whole LR space. The colored neighborhood circle regions may be different scales, but the number of LR patches in each neighborhood circle is equaled to K . LR patches that are very different from all the anchors would be excluded and could not participate in the nonlinear regression to learn the mapping model. This is a soft classification, and it can ensure that all the samples selected for anchors have high similarity. It can also reduce the burden of the regression models and ensure the regression performance.
To find the most similar patches for each anchors, a similarity measurement criterion must be introduced. The Euclidean distance is the most widely used measure criterion. However, it simply and roughly calculates the distance between the pixel values of two LR image patches. In our paper, a more effective similarity measurement named the normalized correlation coefficient (NCC) is adopted as the searching criteria. To search the neighborhood for an anchor d i , the NCC of the anchor d i and all the LR patches {X n i } in the training set are measured as follows:
where, · is the norm of the vector, and is the dot product, which is defined as the sum of the products of the corresponding numbers of two vectors. The larger that the NCC value is, the more similar the training LR patch is to the anchor. The LR training patches with the first largest K NCC values and their corresponding HR patches are selected to be the neighborhood of the anchor. VOLUME 7, 2019
4) NONLINEAR REGRESSION
Many works [23] , [27] assume that the relationship between the HR and LR patches is linear and learn a linear regression matrix for each cluster. However, it is obvious that it is a nonlinear mapping and difficult to model. To increase the accuracy of the regression model, we propose to learn the nonlinear relationship based on a single hidden-layer feedforward neural network.
For each anchor, there is a nonlinear regression model to fit the relationship between the HR and LR patches of the searched training data. K training patch pairs {P i |i = 1, . . . , K } will be searched for anchor d j . All the training patches are grouped into the matrix forms, N H ∈ R d h ×K and N L ∈ R d l ×K for the HR neighborhood and LR neighborhood respectively. The number of hidden neurons is N , where N ≤ K . The most important part for the nonlinearity is the active function g(z), which is defined as the following sigmoid function:
The function is a nonlinear continuous function that allows the neural network to establish a nonlinear relationship between the input layer and output layer. We set the LR patch matrix X as the input layer, and the HR patch matrix Y as the output layer. The output of the hidden layer H can be calculated as follows:
where, W is the input weight matrix and b is the bias vector. They are just randomly generated and do not need to be adjusted. With all the layers that have already been obtained, the only thing in the network that the network needs to be determined is the output weight β. The objective function is constructed by taking both the error and regularization into consideration. It is defined as the following:
The problem in (10) is a classic ridge regression and has a closed-form solution.
After the network finishes training, the randomly generated input weight W , the bias b, and the output weight β for each anchor are stored as the nonlinear regression model. The nonlinear regression is realized through such a shallow network whose weights are unnecessary to be tuned at all. Our original attempt is not to use the deep neural network to model the nonlinearity between the HR and LR images, but apply a sigmoid function to mapping the nonlinearity, which is inspired by the neural network. Our algorithm is also a traditional machine learning method. In addition, the way in which the random weights act on the input layer is similar to feature extraction process. It extracts the random features and then performs the linear regression to mapping from the random features to the HR patches. In general, it works nonlinearly and it is not a multilayer perceptron in the conventional sense.
The training algorithm is summarized in Algorithm 1. Adaptively search the K nearest neighbor HR-LR patch pairs throughout the whole training set by (7). Compute the hidden layer H by (9).
10:
Calculate the output weights β by (11). 11: end for Output:
B. WEIGHTED INTERPOLATION
In the interpolation phase, the input LR images are directly down-sampled from the original HR images. Then, the LR images are divided into overlapping image patches to be reconstructed. Only edge patches whose variances are larger than the threshold T will be processed by our algorithm, and other patches are interpolated using bicubic interpolation.
Given an input LR image patch x t , we first calculate the similarity between x t and all the anchors based on the correlation coefficients. Then, we sort them in descending order as follows:
where * denotes the matrix multiplication, C is the similarity matrix with the first row C i ≥ C i+1 , and the second row is the corresponding index. The anchors with the first k 1 largest similarities are adaptively selected and jointly estimate the HR patch y t . Their following nonlinear models are then used to interpolate x t . For r = 1, . . . , k 1 , the estimated HR patch y r t for each selected anchored can be reconstructed as
where j is the selected r anchor corresponding anchor index in the D l . The weight µ for the related k 1 anchors is defined as follows:
The final output HR patch y t is obtained by weighting the k 1 estimated HR patch as follows:
The final output HR image Y t can be reconstructed by merging all the reconstructed HR patches and averaging the overlapping pixels between the adjacent patches.
The weighted direct nonlinear image interpolation algorithm is summarized in Algorithm 2.
IV. REFINEMENT PROCESS
We propose a refinement process to further ameliorate the relationship between the LR patches and HR patches. The relationship between the first stage interpolated patches and HR patches is explored to further improve the performance of our interpolation algorithm. The learning-based methods always need a large number of training samples, otherwise under fitting or over fitting may occur. Since a small training data set is adopted to reduce the training time, we propose to utilize a cascade framework to further learn the nonlinear mapping. We define the interpolation results of the initialization process as the middle resolution (MR) images.
The training scheme of our proposed interpolation algorithm is shown in the upper half of Fig. 2 . The regression models of the refinement stage must be retrained which is similar to the first stage. We directly down-sample the original HR 4: Interpolate the smooth patches whose variance lower than T by using bicubic interpolation. 5: for each LR edge patch x t do 6: Calculate the similarity between x t and D l .
7:
Sort the similarity and get the similarity matrix C.
8:
Select first k 1 anchors with first largest similarity. 9: for r = 1 to k 1 do 10: Estimate the rth HR patch y r t by (13).
11:
Calculate the reconstruction weight µ by (14).
12:
end for 13: Weighted the k 1 estimated HR patch y r t to get final HR patch y t by (15). 14: end for 15: Merge all the restoring HR patches into a whole image by averaging the overlapping pixels between the adjacent patches to recovery the output HR image Y t . Output: Reconstructed HR image Y t .
images to get the LR training images and then interpolate them with our first step initialized interpolation to obtain the MR training images. In the training phase of the refinement stage, the training MR patches are extracted to learn the MR dictionary with the dimension of d h , while the dictionary in the first stage is trained from the LR patches with the dimension of d l . The neighborhood searching and nonlinear regression models learning procedures are similar to the procedures in the first stage described in Algorithm 1. The first initialization stage learns the mapping from the LR patches to the HR patches to get strong edges and rich textures, while the refinement stage learns the relationship between the first stage interpolated MR patches and HR patches to refine the artifacts that remained in the results of the initialization stage image interpolation.
The refinement process of interpolation is also similar to the first stage, as shown in the lower half of Fig. 2 . In the interpolation, the edge patches are extracted in the input LR image, and related anchors are searched for them. Then, the HR patch of each input patch is weighted predicted using the trained nonlinear regression model for each related anchor (as described in Algorithm 2). The refinement stage takes the result of first stage as input and gets the interpolation result similarly. Note that the input dimension of initialization stage is d l , but input dimension of the refinement stage is d h . The initialization stage enhances the resolution of LR images and gets pleasing results, while refinement stage further refines the details and edges in the results of the initialization stage.
V. EXPERIMENTAL RESULTS
In this section, extensive experiments have been conducted to demonstrate the effectiveness of our proposed efficient image interpolation via weighted direct nonlinear regression (WDNI). The interpolation results of the first initialization are denoted as WDNI (1), and the results of the refinement process are denoted as WDNI(2).
A. SETTINGS
The training image set has a direct influence on the reconstruction quality of the interpolation. In our experiments, we selected the commonly used T91 image database that contains 91 natural images to train the regression model, which follows [27] . In addition, 18 commonly used test images from Set5, Set14 and other data sets are selected to evaluate the performance of our proposed image interpolation method, as shown in Fig. 3 . These test images contain various edges and textures. The LR images are directly down-sampled from the original HR images by a factor of 2, as with other interpolation papers [21] , [25] , [27] .
Our method can deal with both gray images and color images. For gray images, we interpolate the gray channel directly. Since human eye vision is more sensitive to the luminance, and less sensitive to the chrominance. For color images, we first convert RGB images into the YCbCr images and only apply our algorithm to the luminance component of them, while the chrominance components are processed by using the bicubic interpolation. The PSNR, SSIM (structural similarity) [36] and FSIM (feature similarity) [37] are applied to jointly evaluate the objective performance of the proposed method and other methods.
In our experiments, we only interpolate images by a factor of 2 to show the effectiveness of the algorithms. In the training, the LR patches are directly down-sampled from HR patches. In the interpolation, the LR patches are extracted from the LR images. The patch size √ d h of the HR patches is 7, and the LR patch size √ d l is 4. The overlap between neighbors is 3 pixels. The threshold T of the patch variance to determine an edge patch is set to 0.001.
B. THE PARAMETERS
In this subsection, we analyze the influence of the main parameters of our algorithm: the dictionary size d s , the neighborhood size K , the number of hidden neurons N and the number of weighted anchors k 1 . The standard settings are as follows: approximately 4 million image patch pairs are collected for training and only 10% of them are used to training the dictionary to find the anchors, the number of the anchors is 8192 and the size of the neighbors is set to 8192. All the parameters are analyzed in the first initialization stage.
1) DICTIONARY SIZE D S
In Fig. 4(a) , we present the results of an experiments showing the relationship between the average PSNR and the dictionary size d s . We vary the size of the learned dictionary from 128 to 8192. As the number of dictionary atoms increases, the PSNR value grows. Since for each anchor only one regression mapping is learned, more dictionary atoms can learn the local relationship more accurately and easier. However, when the d s becomes larger, it would cost more time to train the 
2) NEIGHBORHOOD SIZE K
The size of the neighborhood is usually a critical parameter of most neighbor embedding methods. Thus, it should be well adjusted in our method. In the experiment of Fig. 4(b) , we compare the behavior of our method over the same dictionary and varying the neighborhood. From the figure, we can see that the neighborhood size has a large impact on the performance of the proposed method. At first, adding the neighboring patches to learning the regression models can greatly enhance the interpolation performance. We can also learn that the proposed method face a plateau above a neighbor size of 8192. Thus, we will always use a neighborhood size K of 8192 for each anchor. More results on the varied dictionary sizes d s and neighborhood sizes K are shown in Fig. 4(c) .
3) NUMBER OF HIDDEN NEURONS N
The neurons number N of the hidden layer in the regression part controls the complexity of the nonlinear regression model. Experientially, the number of hidden neurons is much smaller than the number of training samples, and here N K . The average PSNR of the WDNI(1) interpolation results with respect to the different N values are shown in Fig. 4 (d) . We can see that the average PSNR reaches a peak at N = 400. Too large of an N would increase the calculation burden and lead to over-fitting, while too small of an N may result in under-fitting. We set N = 400 in all our experiments. Table 1 shows the average PSNR of WDNI(1) according to different k 1 values and neighborhood sizes K for the weighted interpolation. When k 1 = 1, it has the lowest PSNR. It means that only a single anchor is matched to the input patch and there is no weighting. By increasing k 1 , the PSNR grows and tends to have its maximum value at k 1 = 3. Multiple estimations can improve the reconstruction performance. However, a larger k 1 requires longer interpolation time. We finally choose k 1 = 3 in our experiments as follows. 
4) NUMBER OF WEIGHTED ANCHORS K 1

C. EFFECTIVENESS OF NONLINEAR REGRESSION
To validate the effectiveness of our proposed nonlinear regression for image interpolation, we also conducted a set of experiments with different regression methods in the VOLUME 7, 2019 regression model training process. For the linear regression model, it is a similar classical ridge problem, and it has a close-form solution. Therefore, the linear regression output patch y linear t can be obtained as follows:
The remaining processes in the training and interpolation phases are consistent. Table 2 indicates that the average PSNR of the nonlinear regression interpolation method is 0.2 dB higher than that of the linear regression. The subjective comparison for the linear and nonlinear regression interpolation results are shown in the Fig. 5 . We can learn that our interpolation framework with the linear regression method can also remove most zigzag artifacts and get much better results than bicubic interpolation images. The resulting images with the nonlinear regression model method can produce more shape edges and finer details than that with the linear regression model. The figure illustrates that the proposed interpolation method with is effective and the nonlinear regression can learn the relationship between the LR and HR patches more accurately. 
D. EFFECTIVENESS OF THE REFINEMENT PROCESS
The interpolation results of the first initialization stage WDNI (1) and the second refinement stage WDNI(2) are presented in Table 3 the last two columns. The refinement process can improve the PSNR value of most test images and obtain a more obvious improvement on images with strong edges, such as 0.57 dB on the House test image. The refinement process can bring a 0.15 dB improvement in the average PSNR compared to the first initialization stage. The subjective interpolation results of the first initialization step and the second refinement step are presented in Fig. 6 . We can see that the initialization interpolation can generate outstanding visual performance compared to the bicubic results.
With one more refinement step, it produces more continuous and sharper edges, richer textures with fewer artifacts. Both the objective and subjective comparisons have demonstrated the effectiveness of the refinement process. 
E. COMPARISON WITH STATE-OF-THE-ARTS
The conventional method: Bicubic, the new edge-directed interpolation (NEDI) method [11] and other several state-ofthe-art methods: regularized local linear regression (RLLR) method [16] , robust soft-decision adaptive interpolation(RSAI) method [19] , robust k-nn searching for coherent AR parameters estimation (RknnAR) method [21] , nonlocal autoregressive modeling (NARM) method [25] , fast image interpolation via random forest (FIRF) method [27] and deep Laplacian pyramid networks for fast image super-resolution (LapSRN) method [30] are selected to compare the interpolation performance of the different methods. The NEDI and RLLR are excellent edge directed interpolation methods. The RSAI is a soft-decision adaptive interpolation method. The RknnAR is a k-NN based interpolation method. The NARM is a sparse representation model based image interpolation. The FIRF is based on the random forest and can achieve the outstanding interpolation performance as well as fast speed. The LapSRN is a deep learning based method that was developed recently. Table 3 summarized the PSNR, SSIM and FSIM of the our proposed WDNI(1), WDNI(2) and other methods on the testing images. We can see that the average PNSR of our WDNI (2) methods, respectively. The proposed WDNR(2) further provides a 0.15 dB improvement in the PSNR compared to WDNI(1) without the refinement process. Although our method does not get the highest objective evaluation value on all the testing images, but also gets the second place. Overall, the WDNI(2) outperforms all the compared methods and achieves the highest value in terms of the average PSNR, SSIM and FSIM.
The perceptual quality comparisons of the methods are shown in Figs. 7-9 . The results of the Bicubic are always over-smoothed and suffer severe zigzag effects without sharp edges. The NEDI method can deal with strong edges but always fail in small edges and get the lowest average PSNR on the test images, which is 0.5 dB lower than Bicubic. The RLLR method can produce sharp edges but overdone on small edges. The RSAI is robust to most artifacts but also suffers from some error estimations in rare cases, as shown in Fig. 7 . The FIRF generates sharp large-scale edges and fine-scale image details for most cases but it oversmooths on the edge in Fig. 7 compared to the original HR image. In contrast, our proposed WDNI(2) method can reconstruct high quality HR images robustly with shaper edges and finer details.
Due to the difficulty in estimating the weak edge directions accurately, the edge-based methods always tend to generate artifacts on small edges. Meanwhile, the learning-based methods achieve a higher PSNR as well as natural edges by taking advantage of numerous and various training samples. Whereas, the general problem of the learning-based algorithms is that they are not able to produce fine details. Thanks to our nonlinear regression and refinement process, our WDNI(2) method can deal with both large scale and small scale edges. Moreover, our algorithm can also produce fine details. In general, our algorithm can achieve the best visual effects and objective evaluations.
F. RUNNING TIME
To compare the efficiency of the proposed method, other state-of-the-art methods and classical methods, all the methods' runtime is evaluated on the same machine with a 3.2 GHz Intel i5 CPU and 12G memory. Our method is implemented in MATLAB 2016b without any code optimization. To avoid the implementation bias, the source codes provided by their authors with default setting are used for comparison. Among them, the Bicubic, NEDI, RLLR, RknnAR, NARM, and Lap-SRN were implemented in MATLAB, while the others were implemented in C++.
The time complexity of our method is linear with respect to the number of input image edge patches and the weighted the anchor number. Larger input LR images are more likely to process more patches and a longer interpolation time.
With the same sized input images, smooth images tend to be processed more faster than the edge and texture ones. The number of weighted anchors k 1 means that an edge input patches would be processed k 1 times, which will affect the interpolation time. Table 4 shows the average running time of the compared methods and our algorithm on the testing images. As we can see that the speeds of our proposed WDNI(1) and WDNI (2) are much faster than the NARM method. However, a deep learning-based method can achieve high computational efficiency, but their training processes are truly time-consuming. As they may need a few days and rely on a GPU device. Fig. 10 compares the average computational efficiency of different interpolation methods. We can learn from the figure that the running time of our method increase with the dictionary size and the number of weighted anchors. Our methods can reach high computational efficiency and get the highest PSNR. Our method can be further accelerated by using parallel programming.
VI. CONCLUSION
In this paper, we have proposed an effective image interpolation via weighted direct nonlinear regression. The proposed method realizes state-of-the-art interpolation performance and requires low computational costs in both the training and interpolation phases. In the training, the LR patches without bicubic interpolation are directly used for learning the single dictionary to reduce the training time and learning more accurate nonlinear regression models. As the dictionary is trained, the atoms are taken as the anchors and the neighborhoods are searched for each anchors in the whole training pool according to the normalized correlation coefficient. By introducing the nonlinear regression based on a single hidden-layer feed-forward neural network with random input weights, the proposed method can better learn the nonlinear relationship between the LR and HR patch spaces. When in the interpolation phase, the weighted multiple estimation strategy for input patches improves the interpolation performance and robustness. Furthermore, the proposed refinement process can bring a further 0.15 dB improvement in the PSNR and achieve outstanding image interpolation results. In addition, the training of our method is lightweight and fast. Meanwhile, our interpolation scheme also achieves high computational efficiency. Extensive experiments have illustrated that our WDNI method is effective and achieves competitive performance to the state-of-the-art methods in terms of both the objective and subjective qualities.
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