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Abstract
The paper reviews results on rigorous proofs for stability properties of classes of linear multistep methods (LMMs) used either
as IVMs or as BVMs. The considered classes are not only the well-known classical ones (BDF, Adams, …) along with their BVM
correspondent, but also those which were considered unstable as IVMs, but stable as BVMs. Among the latter we ﬁnd two classes
which deserve attention because of their peculiarity: the TOMs (top order methods) which have the highest order allowed to a LMM
and the Bs-LMMs which have the property to carry with each method its natural continuous extension.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The study of the stability for numerical methods approximating ordinary differential equations is already more than
half century old and there exists already a large amount of literature devoted to it. The proofs of the main results,
however, are often made with the help of computers, especially when the discrete methods are in the class of linear
multistep methods (LMMs). In such a case, the location of the zeros of special polynomials with respect to a curve in
the complex plane plays the principal role. Alternatively, the sign of the real part of trigonometric polynomials may
lead to the ﬁnal results. Both techniques fall in two classical problems of Mathematics. The location of the roots of a
polynomial with respect to a complex line is an old problem whose pioneering works go back to Schur (see [15,20] and
the references therein). The determination of the sign of the real part of a complex function, when the variable moves in
a region or on a line, is also a well-known problem, especially inApplied Mathematics (see, e.g., [12,17]). Many results
of both ﬁelds can be directly utilized such as, for example, the Schur criterion, while others, such as the Routh–Hurwitz
criterion, are of less utility without the help of a computer. The use of computers to analyze, and even settle, stability
questions might lead to avoid searching for purely analytic proofs which is often laborious and/or time-consuming.
In this paper we shall review the recent mathematical results about this problem.
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2. The classical problem and its generalizations
In order to simplify the exposition we shall refer to the following scalar differential problem
y′ = f (t, y), y(t0) = y0, t ∈ [t0, T ].
We assume that f (t, 0) = 0, i.e., the origin is a critical point. Moreover, we suppose that such critical point is asymp-
totically stable.
The classical problem of stability leads to consider difference equations having the same critical point with the same
qualitative behavior. There are few techniques for studying the stability of a critical point for a nonlinear problem, i.e.
the linearization and the Lyapunov function approach. In order to use the linearization technique, the function f (t, y)
needs to be posed in the form f (t, y) = y + g(t, y), where Re < 0 and limy→0|g(t, y)/y| = 0. In such hypothesis
(Perron theorem) the qualitative behavior of the complete nonlinear equation around the critical point is the same of
the qualitative behavior of the linear equation
y′ = y, Re < 0. (1)
Similar results hold true for difference equations (see [16]). For this reason the problem of stability uses the above as
test equation.
We shall limit ourselves to difference equations in the family of LMMs, i.e.,
k∑
j=0
((k)j yn+j − h(k)j f (tn+j , yn+j )) = 0.
To such methods one imposes the order conditions which amounts to ask that the solution of the discrete problem
agrees on the mesh with that of the continuous problem when applied to f (t, y) = 0, t0, . . . , tp−1, p2k. By posing
(k) = ((k)0 , . . . , (k)k )T and 
(k) = ((k)0 , . . . , (k)k )T, the order conditions can be written in matrix form as follows (see
[8]):
W (k) = HW (k), (2)
to which, when necessary, the normalization condition
∑k
j=0
(k)
j = 1 should be added. The matrices W and H are
W =
⎛
⎜⎜⎜⎜⎝
1 1 1 . . . 1
0 1 2 . . . k
0 1 22 . . . k2
...
...
...
. . .
...
0 1 2k+−1 . . . kk+−1
⎞
⎟⎟⎟⎟⎠
(k+)×(k+1)
, H =
⎛
⎜⎜⎜⎜⎜⎝
0
1
. . .
2
. . .
. . .
. . .
(k +  − 1) 0
⎞
⎟⎟⎟⎟⎟⎠
with 1, depending on p.
When applied to the test equation (1), the LMM becomes
k∑
j=0
((k)j − q(k)j )yn+j = 0, q = h, k1,
y0, y1, . . . , yk−1 assigned. (3)
The problem then is to ﬁnd the vectors (k) and (k) satisfying the order conditions for some p1 and such that the
origin is asymptotically stable for (3) as q ∈ D ⊆ C,D ∩ C− 	= ∅.
Let k(z) =
∑k
j=0
(k)
j z
k and k(z) =∑kj=0(k)j zk be the two polynomials deﬁned by means of the entries of (k)
and (k). From the theory of stability of difference equations we know that asymptotic stability of the zero solution of
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(3) is obtained when all the roots of its characteristic polynomial
k(z, q) = k(z) − qk(z) (4)
are inside the unit disk of the complex plane when q ∈ D.
A classical result (second Dahlquist barrier) states that both conditions cannot be fulﬁlled when p > 2 andD ⊇ C−.
2.1. Generalization of the stability problem
This partial negative result suggests that the problem should be generalized. The linear discrete equation (3) is of
order k, while the continuous problem is only a ﬁrst order problem. Consequently, for k > 1, the discrete problem needs
(k −1) additional conditions. There are no valid reasons for choosing the additional conditions all at the left side of the
integration interval. In other words, the discrete problem needs not to be an initial value one, but it may be taken as a
boundary value problem. These methods have been called boundary value methods (BVMs). The theory of stability for
such methods has been developed in a book [10] and in a series of papers [5,7–9,19]. Here we report the conclusions
for later reference. To gain in clearness, we introduce the following notation.
Deﬁnition 1. The type of a polynomial p(z) of degree k is
T(p(z)) = (r1, r2, r3), r1 + r2 + r3 = k,
where r1 is the number of roots inside the unit disk, r2 the number of roots with unit modulus and r3 the number of
roots outside the unit disk.
Although well-conditioning would be more appropriately used in connection with boundary value problems, we
shall continue to use the term stability, as customary.1 The generalization of the stability request to boundary value
problems is the following. Let k1, k2 be the number of the initial and the ﬁnal boundary conditions, respectively.
Deﬁnition 2. The k-step BVM is stable if T(k(z, q)) = (k1, 0, k2) for q ∈ D. If D ⊇ C− the method is said to be
Ak1,k2 -stable. It is said to be perfectly Ak1,k2 -stable if D ≡ C−.
When k2 = 0 the above deﬁnition reduces to the classical A-stability.
In order to have T(k(z, q)) constant for q ∈ D, it is necessary and sufﬁcient that no root may reach the unit
circumference for q ∈ D. This leads to deﬁne the other tool for the study of the stability. Consider the set
=
{
q ∈ C: q = k(e
iϑ)
k(eiϑ)
, ϑ ∈ [0, 2)
}
,
called the boundary locus of the method.
The stability condition reduces to requiring that ∩C− =∅. For example, in the caseD=C−, must be contained
in C+. Actually, due to the order conditions, the origin is on  (0-stability).
The problem is then reduced to show that T(k(z, q)) is constant ∀q ∈ D. This is usually obtained by determining
T(k(z, qˆ)) for qˆ ∈ D and then by using the information on the boundary locus. The proof may vary according to the
particular chosen value qˆ in correspondence of which the type of polynomial k(z, q) is easy to obtain.
In other cases (see section below), the T(k(z, q)) will be determined in two distinct points, say q1 and q2, and the
explicit determination of  will be needed.
In the following sections we shall review some classes of LMMs along with the procedure which leads to the stability
results.
1 In other ﬁelds of Mathematics stability is a property of points (or set of points) and usually concerns the behavior of solutions around them
when the time goes to inﬁnity.
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3. Preliminary results
The theoretical study for the stability problem essentially requires to recognize the sign of appropriate trigonometric
polynomials.This, in general, is known to be a difﬁcult problem (see, for example, [14] and references therein).However,
the knowledge of coefﬁcients characterizing the used method permits to establish either the type of polynomials k(z)
and k(z) or some of their properties (of recurrence type) which is an useful tool of analysis.
3.1. Coefﬁcients of methods
The starting point to determine the coefﬁcients of the methods are the order conditions. Leaving aside the case of
top order methods (TOMs) [10], where both (k) and (k) are unknowns, usually one a priori ﬁxes either (k) or (k)
and deduces the remaining vector by requiring the highest possible order for the method.
3.1.1. Methods with (k) a priori ﬁxed
It is well known that the methods having the polynomial k(z) = zk are called BDF (backward differentiation
formulae). A generalization of this class, denoted by GBDF (Generalized BDF) (see [10]), is obtained by ﬁxing
(k) = em, k = 2m − 2, 2m − 1, k1,
with em denoting the (m+ 1)th unit basis vector in Rk+1. This choice implies that the unknown vector (k) is uniquely
determined by relation (2) with  = 1. In fact, since the matrix W turns out to be both square and nonsingular, putting
M = W−1HW, we get
(k) = Mem.
It is interesting to observe that when k = 1, 2, the k-step GBDF is nothing but the classical k-step BDF.
Properties of the matrix M, in terms of the Pascal matrix (see, e.g., [4,13]), have been studied in [5].
The next class of methods we are going to consider are the so-called Extended Trapezoidal Rules of second kind
(ETR2s) being the formulae in this family a generalization of the classical trapezoidal rule [10]. They are obtained by
choosing k = 2m + 1 and
(2m+1) = em+1 + em
2
∈ R2m+2. (5)
The unknown vector (2m+1) is uniquely determined by relation (2) with  = 1:
(2m+1) = 12 (Mem+1 + Mem).
3.1.2. Methods with (k) a priori ﬁxed
Suppose now that the coefﬁcients {(k)j } such that
∑k
j=0
(k)
j = 0 are ﬁxed in some way. This implies that the ﬁrst
equation in (2) is trivially satisﬁed. Then, to uniquely determine the vector (k), we need to assume  = 2 in (2). The
resulting system is (see [8]):
D1W (k) = WD0(k), (6)
where Ds = diag(s s + 1 . . . s + k), ∀s ∈ Z.
The classical family of Adams methods is also generalized in order to be used as BVMs. As matter of fact, it can be
generalized in two different ways. For both of them, the vector (k) is ﬁxed so that there are only two consecutive non
zero entries having opposite signs. In the ﬁrst case we choose
(k) = em − em−1, (7)
with k = 2m − 1 or k = 2m. From (6) we get
(k) = W−1D−11 WD0[em − em−1].
6 L. Aceto, D. Trigiante / Journal of Computational and Applied Mathematics 210 (2007) 2–12
The methods with k = 2m− 1 are known in literature as extended trapezoidal rules of ﬁrst kind (ETRs), whereas those
with k = 2m are called Generalized Adams Methods (GAMs) [10].
The second generalization is obtained in correspondence of odd values of k, say k = 2m − 1, with the choice
(k) = em−1 − em−2. (8)
This leads to the result
(k) = W−1D−11 WD0[em−1 − em−2].
These methods are called odd-generalized Adams methods (OGAMs) [2].
For all of such classes of methods, in order to obtain stability properties, it will not be necessary to have the explicit
expression of the coefﬁcients, but only some information on them; for example, the sign of the last component of the
vector (k) which is (see [1])
sign((k)k ) =
{
(−1)m−1 for ETR
(−1)m for GAM,OGAM for k = 2m − 1, 2m. (9)
3.1.3. Methods having both (k) and (k)unknowns
The methods characterized to have both the vectors (k) and (k) as unknowns form the so called top order family.
In particular, when k is odd, they are known in literature as TOMs [10]. Fixing  = k + 2 in Eq. (2) and taking into
account a normalization condition, we get that the methods in such family are uniquely determined by solving the
linear system:
(W,HW)
( (k)
(k)
)
=
(
0
	ek
)
, 	 ∈ R.
Essentially, the solution was obtained by Dahlquist in [11]. The following more explicit form of these coefﬁcients can
be found in [3]:
(k)j = 2
⎡
⎣ j∑
r=1
1
r
−
k−j∑
r=1
1
r
⎤
⎦ (k)j , (k)j = [k!]2(2 k)!
(
k
j
)2
, j = 0, 1, . . . , k. (10)
For k > 1, the methods in this class are unstable when used as IVMs.
3.1.4. The B-spline methods (Bs-LMMs)
The class of LMMs derived from B-splines, originally introduced by Loscalzo [18] as IVMs, has been recently
redeﬁned in [19] to be used as BVMs. Such methods are called Bs-LMMs and they are characterized by the following
coefﬁcients:
(k)j = B ′k+2(k − j + 1), (k)j = Bk+2(k − j + 1), j = 0, 1, . . . , k,
where
Bk+2(x) := 1
(k + 1)!
k+2∑
j=0
(−1)j
(
k + 2
j
)
(x − j)k+1+
is the classical B-spline of order (k + 2) with uniform integer active knots 0, 1, . . . , k + 1, k + 2.
Themost interesting property of thesemethods is that each of them is naturally associatedwith a continuous extension
whose degree of smoothness is equal to the order of the method. Such extension is obtained in a relatively cheap way.
3.2. Behavior of polynomials with respect to the unit circle
The study of the polynomial type requires to be able to locate the roots of k(z, q) (see (4)) with respect to the
unit circle as q varies in C−. Classical criteria such as the Schur or the Routh–Hurwitz ones (the latter after a Möbius
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transformation) are of some help in the cases of small k and when k2 = 0. Denoting by p∗(z) = zkp(z−1) the adjoint
polynomial of p(z), if p(z) = p∗(z) is an even degree polynomial, the problem is trivial when one is able to exclude
the existence of roots of unit modulus. In fact, in such a case it is a priori known that half roots are inside the unit disk
and half of them are outside of it. However, there are interesting cases where p(z) 	= p∗(z). When this happens, the
following theorems (valid for a generic p(z)) are of great help [6,21].
Theorem 3. Let p(z) =∑kj=0aj zj be a real polynomial of degree k and p∗(z) = zkp(z−1) its adjoint. Suppose that
the following conditions are satisﬁed:
(i) p(z) is not a multiple of (z − 1);
(ii) there exists 
 ∈ N, 
k, such that: z2
−k+1p(z) − p∗(z) = ak(z − 1)2
+1
Then,
T(p(z)) =
{
(k − 
, 0, 
) if (−1)
akp(1)> 0,
(k − 
− 1, 0, 
+ 1) if (−1)
akp(1)< 0.
The following theorem concerns the speciﬁc stability polynomial k(z, q).
Theorem 4. Consider a consistent k-step BVM with (k1, k2)-boundary conditions and let k(z) and k(z) be the
associated polynomials. Suppose that the following conditions are satisﬁed:
(i) T(k(z)) = (k1 − 1, 1, k2);
(ii) k(eiϑ) 	= 0, ∀ϑ ∈ [0, 2);
(iii) Re> 0, ∀ϑ ∈ (0, 2).
Then, the method is Ak1,k2 -stable.
The following result (see [8]) will also be useful later.
Theorem 5. Suppose that the polynomial y2m(z) =∑2mj=0	(2m)j zj , m ∈ N, satisﬁes the recurrence relation:
y2m(z) = zy2m−2(z) + 	(2m)2m (z − 1)2m, m1,
with initial condition y0(z) = 	(0)0 .
Then, for ϑ ∈ [0, 2), one has
y2m(e
iϑ) = eimϑgm(ϑ), gm(ϑ) =
m∑
j=0
(−1)j 	(2j)2j
(
2 sin
ϑ
2
)2j
.
4. Stability
We now review the stability properties for the numerical methods considered in the previous section. This is made
by using two different approaches. Essentially, we can distinguish between the proof used for not symmetric LMMs
and that for symmetric ones. We recall that
Deﬁnition 6. A LMM is called symmetric when its coefﬁcients satisfy the following relations:
(k)j = −(k)k−j , (k)j = (k)k−j , j = 0, 1, . . . , k. (11)
In the ﬁrst case, we consider the type of the characteristic polynomial k(z, q) ﬁxing one value of q and then the sign
of the real part of the boundary locus is studied. The proof of stability for the symmetric methods is slightly different.
In fact, instead of one value of q, two values of such complex parameter are considered. Typically they are qˆ = 0,∞.
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Oneconsiders the type ofk(z, q) at suchvalues of the complexparameter andoneﬁnds bothT(k(z, q))=(k1−1, 1, k2)
and T(k(z, q))= (k1 −1, 1, k2). Then, one shows that for qˆ /∈ D the type is constant by considering the explicit form
of the boundary locus.
The methods introduced in the Section 3 can be grouped as follows:
(i) unsymmetric schemes: GBDF, GAMs, OGAMs;
(ii) symmetric schemes: ETRs, ETR2s, TOMs, Bs-LMMs.
4.1. Unsymmetric schemes
The proof of stability for these methods is carried out by applying Theorem 4. Then, in particular, we are interested
to study T(k(z, q)) for q = 0, or, equivalently, T(k(z)). For this purpose, Theorem 3 and the explicit expression of
coefﬁcients characterizing the considered LMM are used.
4.1.1. The GBDF
By deﬁnition, each method in such class is consistent and normalized, that is
k(1) = 0, ′k(1) = k(1) = 1.
Consequently,
k(z) = (z − 1)ˆk−1(z) and ˆk−1(1) = ′k(1) = 1.
In order to establish T(k(z)) it is sufﬁcient to determine T(ˆk−1(z)) or, equivalently, the type of
ˆ∗k−1(z) = zk−1ˆk−1(z−1). (12)
In [6], by using Theorem 3, it has been proved that:
Theorem 7. Let ˆ∗k−1(z) be the polynomial deﬁned in (12) and k=2m−2, 2m−1.Then,T(ˆ∗k−1(z))=(k−m, 0,m−1).
As a consequence we have:
Corollary 8. Let k(z) be the polynomial associated to the k-step GBDF with k = 2m− 2, 2m− 1. Then, T(k(z))=
(m − 1, 1, k − m).
Considering that, by deﬁnition, the polynomial k(z) = zm, its behavior on the unit circle immediately follows.
Consequently, all the hypothesis of Theorem 4 are veriﬁed if and only if the sign of the real part of boundary locus is
nonnegative. Since (see [6])
Re
(
k(e
iϑ)
k(eiϑ)
)
= (−1)
m
2m
1(
k
m
)(−2i sin ϑ
2
)2m
> 0
for all ϑ ∈ (0, 2), the following result can be stated:
Theorem 9. The k-step GBDF, with k = 2m − 2 or k = 2m − 1, is Am,k−m-stable.
4.1.2. The GAMs and OGAMs
By taking into account (7), immediately one has that the type of the ﬁrst characteristic polynomial associated to the
k-step GAM is T(k(z)) = (m − 1, 1, k − m). A similar result can be deduced for the type of the polynomial k(z)
associated to the OGAM (see (8)). Concerning the second characteristic polynomial one has (see [8])
z2m−k+1k(z) − ∗k(z) = (k)k (z − 1)2m+1 for k1, (13)
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where ∗k(z) denotes the adjoint polynomial of k(z). By using this result and considering that ′k(1)= k(1)= 1, one
easily proves that k(eiϑ) 	= 0, ∀ϑ ∈ [0, 2). Moreover, by using (13), in [6] it has been shown that
Re
(
k(e
i)
k(ei)
)
= (−1)
m(k)k 2
m(1 − cosϑ)m+1
|k(ei)|2 ∀ϑ ∈ (0, 2).
The nonnegativity of the real part of boundary locus essentially depends on the sign of (k)k . However, from (9) we get
that Re> 0 for all ϑ ∈ (0, 2). Then, the Theorem 4 implies that:
Theorem 10. Let k = 2m − 1, 2m. Then,
(i) the k-step GAMs are Am,m-stable, for k even;
(ii) the k-step OGAMs are Am−1,m-stable, for k odd.
4.2. Symmetric schemes
We consider only the case of methods with an odd number of steps, but we observe that it is possible to obtain
symmetric schemes having an even number of steps. In this case, however, the boundary loci cannot be regular Jordan
curves (they coincide with a segment of the imaginary axis). For this reason these methods are of little interest.
4.2.1. The ETRs and ETR2s
Due to the fact that k(z) associated to a k-step ETR assumes the simple form (see (7))
k(z) = zm(z − 1), k = 2m + 1,
we only need to focus our attention on the polynomial k(z). From (11) one has that 2m+1(z)= : (z + 1) ˆ2m(z). In
[8] it has been proved that the polynomial ˆ2m(z) satisﬁes the recurrence relation:
ˆ2m(z) = zˆ2m−2(z) + (2m+1)2m+1 (z − 1)2m, m1, (14)
with initial condition ˆ0(z) = 12 .
Similarly, for the class of ETR2s, 2m+1(z) is the polynomial assuming the simple form (see (5))
2m+1(z) = z
m(z + 1)
2
,
while 2m+1(z) needs further analysis. From (11) one has that 2m+1(z)= : (z − 1) ˆ2m(z) with ˆ2m(z) such that (for
more details, see [8]):
ˆ2m(z) = zˆ2m−2(z) + (2m+1)2m+1 (z − 1)2m, m1, (15)
with initial condition ˆ0(z) = 1.
Relations (14) and (15) imply that the scaled polynomials ˆ2m(z) and ˆ2m(z) associated to ETRs and ETR2s,
respectively, share the same recurrence relation. Then, by using Theorem 5 it can be proved that the polynomial
2m+1(z) associated to the (2m + 1)-step ETR assumes on the unit circle the following form:
2m+1(eiϑ) = eimϑ(eiϑ + 1)g(1)m (ϑ)
with g(1)m : [0, 2) → (0,+∞), while the polynomial 2m+1(z) associated to the (2m+1)-step ETR2, when evaluated
at z = eiϑ is of the form:
2m+1(eiϑ) = eimϑ(eiϑ − 1)g(2)m (ϑ)
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with g(2)m : [0, 2) → (0,+∞). Consequently,
q2m+1(eiϑ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
eimϑ(eiϑ − 1)
eimϑ(eiϑ + 1)g(1)m (ϑ)
= i 1
g
(1)
m (ϑ)
tan
ϑ
2
for ETR,
2
eimϑ(eiϑ − 1)g(2)m (ϑ)
eimϑ(eiϑ + 1) = i2g
(2)
m (ϑ) tan
ϑ
2
for ETR2,
with g(1)m , g(2)m : [0, 2) → (0,+∞).
It turns out that all the boundary loci associated to ETRs and ETR2s coincide with the imaginary axis. In both cases
the sign of q2m+1(eiϑ) is that of tan(ϑ/2).Then, according to the usual convention in complex analysis, we can conclude
that the region of the q-plane internal to each boundary locus is the negative half complex plane. This implies that these
methods are perfectly A-stable (see Deﬁnition 2).
4.2.2. Top order methods (TOMs)
In [11] Dahlquist already stressed the relation between k(z), whose coefﬁcients, up to a positive scaling factor,
are given in (10), and the Legendre polynomials. Starting from this observation, in [7] it has been proved that the
polynomial k(z) satisﬁes the recurrence relation:
yk+1(z) = z + 12 yk(z) −
(z − 1)2
4(4 − k−2)yk−1(z), k1, (16)
associated with
y0(z) = 1, y1(z) = z + 12 .
Moreover, by taking into account the explicit form of the coefﬁcients of the methods, it has been shown that the
polynomial k(z) satisﬁes the recurrence relation (16) associated with different initial conditions, i.e.,
y0(z) = 0, y1(z) = z − 1.
By using such recursion, by induction one may deduce the behavior of the characteristic polynomials on the unit circle:
Theorem 11. Let k(z) and k(z) be the polynomials satisfying the difference equation (16). Then, for m1
k(e
iϑ) =
{
(ei2ϑ − 1)ei(m−1)ϑˆm(ϑ) if k = 2m,
eimϑ(eiϑ − 1)ˆm(ϑ) if k = 2m + 1,
with ˆm, ˆm : [0, 2) → (0,+∞).
Moreover,
k(e
iϑ) =
{
eimϑm(ϑ) if k = 2m,
(eiϑ + 1)eimϑm(ϑ) if k = 2m + 1
with m,m : [0, 2) → (0,+∞).
Corollary 12. Let k(z) and k(z) be the polynomials associated to the k-step TOM with k=2m+1. Then,T(k(z))=
T(k(z)) = (m, 1,m).
From the previous theorem it follows that (see [7])
q2m+1(eiϑ) = (e
iϑ − 1)eimϑˆm(ϑ)
(eiϑ + 1)eimϑm(ϑ)
= i tan ϑ
2
ˆm(ϑ)
m(ϑ)
,
with ˆm(ϑ)/m(ϑ) positive real function for all ϑ ∈ [0, 2). Consequently,
Theorem 13. Let k = 2m + 1. The k-step TOMs are perfectly Am+1,m-stable.
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4.2.3. The Bs-LMMs
By using the derivative formula for B-splines, it turns out that there exists a relation between the sequences of
polynomials k(z) and k(z) deﬁning the methods in the Bs-LMMs class, i.e., (see [19])
k(z) = (z − 1)k−1(z). (17)
Moreover, k(z) associated to any k-step Bs-LMMs has the following form, when evaluated at z = eiϑ,
k(e
iϑ) =
⎧⎨
⎩2fk(ϑ) cos
(
ϑ
2
)
eik
ϑ
2 if k = 2m − 1,
2fk(ϑ)eik
ϑ
2 if k = 2m,
(18)
where fk(ϑ) is a positive trigonometric polynomial deﬁned as follows:
fk(ϑ) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(k)m−1 + 1
cos
(
ϑ
2
) m∑
j=2
(k)m−j cos
(
(2j − 1)ϑ
2
)
if k = 2m − 1,
(k)m
2
+
m∑
j=1
(k)m−j cos(jϑ) if k = 2m
(see [19] for details). Then, considering (17) and (18), we have that for the k-step Bs-LMM the boundary locus is
qk(e
iϑ) =
⎧⎪⎪⎨
⎪⎪⎩
ki sin ϑ
fk−1(ϑ)
fk(ϑ)
if k = 2m,
2ki tan
(
ϑ
2
)
fk−1(ϑ)
fk(ϑ)
if k = 2m + 1.
Since  coincides with the imaginary axis for k odd, in this case k(z, q) changes its type moving from C− to C+.
Consequently, we can conclude that the Bs-LMMs are perfectly A-stable if k is odd.
5. Conclusions
A review of rigorous results concerning the stability for classes of methods in the LMMs, obtained without the help
of the computer, has been presented. We have seen that, used as BVMs, in each class there are A-stable methods of any
order.
Of course, each method has its own peculiar properties. For example, the symmetric ones are useful in the integration
ofHamiltonian problemswhere additional features such as simplecticity, conservation, ergodicity, etc. are also required.
The construction of powerful codes, a ﬁeld very active nowadays, needs to consider such additional features and it is
important to have a variety of methods from which to choose the most appropriate for the problems under consideration.
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