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E
L libro que el lector tiene entre manos es el resultado de una serie de a~nos de docencia
de los autores en las titulaciones de Ingeniera Electronica e Ingeniera Tecnica de
Telecomunicaciones de la Universitat de Valencia en asignaturas del procesado digital de
se~nales, sistemas adaptativos y neuronales y prediccion de series temporales. Todos estos
a~nos de docencia nos han llevado a la conclusion que era necesario un libro de problemas
de este campo de trabajo debido a la ausencia de este tipo de textos. Hay que tener en
cuenta que nuestros estudiantes tienen que tener una formacion eminentemente practica y
eso se consigue resolviendo un gran numero de cuestiones/problemas sobre una determinada
materia. Este objetivo, que todo docente en ingeniera tiene claro, ha llevado a los autores
a desarrollar una serie de problemas para sus alumnos que, recopilados, han conducido a
este texto.
La estructura en que se ha organizado el libro es la siguiente. En primer lugar revisamos
problemas relacionados con las se~nales y sistemas para asentar las bases tanto en relacion a
la nomenclatura como en cuanto a las herramientas basicas de trabajo. Debemos destacar
que aparece la Respuesta en Frecuencia y la Transformada Discreta de Fourier (DFT) antes
que la Transformada Z. Este enfoque, seguido por textos muy extendidos en la literatura,
creemos que es el adecuado ya que las funciones senoidales aparecen de forma natural
como funciones propias de los sistemas y, a partir de este punto, se dene la respuesta en
frecuencia que conduce, de forma logica, a la DFT. Posteriormente aparece la Transformada
Z como una generalizacion de la respuesta en frecuencia. El siguiente captulo esta dedicado
a la implementacion de estructuras de sistemas y espacios de estados. De forma natural,
llegamos al tema de analisis de los problemas de cuanticacion de los coecientes de los
ltros. El texto continua con un tema dedicado al dise~no de ltros digitales FIR e IIR.
Finalizamos el libro con un tema dedicado al ltrado adaptativo. Los sistemas adaptativos
no se han considerado en muchos textos de teora, considerados como clasicos, dentro del
procesado digital de se~nales y su inclusion aqu se debe, principalmente, al gran numero de
aplicaciones que tienen.
La estructura de cada captulo es siempre la misma, al principio se da una peque~na
introduccion teorica que pretende ser una gua para la resolucion de problemas pero que,
en ningun caso, se plantea como un sustituto de los excelentes textos que se dan en la
bibliografa. Seguidamente, aparecen una serie de ejercicios resueltos donde los autores, a
modo de gua, les han otorgado una determinada dicultad y que se se indica al margen.
Esta dicultad, evidentemente, es relativa ya que el estudiante tendra menos dicultad en
aquellos conceptos que mejor haya entendido, de ah que se tenga cierta subjetividad a
la hora de valorar los problemas. Seguidamente se proponen una serie de problemas para
que el estudiante intente determinar la solidez de lo aprendido. Por ultimo, al acabar cada
seccion, se dan una serie de ejemplos realizados usando el paquete informatico MATLAB,
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que se ha convertido en un estandar para trabajar en procesado digital de se~nales. Algunos
de estos programas necesitan de cheros que se proporcionan al lector en la pagina WEB del
libro http://www.prenhall.es/pds, que pretende ser un foro para intercambiar ideas sobre
el procesado digital de se~nales, su docencia, aplicaciones, etc.
Los autores quieren expresar, desde este mismo momento, su agradecimiento por todas
las posibles mejoras al libro que el lector nos puede hacer llegar a traves de la pagina
WEB anteriormente comentada. Es nuestro animo seguir mejorando el presente texto en
siguientes ediciones de forma que se convierta en una herramienta util para todos aquellos
que imparten y estudian procesado digital de se~nales.
En Valencia, 7 Enero de 2003.
Captulo 1
Se~nales y sistemas en tiempo
discreto
1.1. Introduccion teorica
1.1.1. Introduccion
Podemos denir el Procesado Digital de Se~nales (PDS) como el conjunto de tecnicas y
herramientas para el tratamiento de se~nales en el dominio discreto o digital. Hasta el avance
de los ordenadores digitales y el abaratamiento de costes de los circuitos integrados (CIs),
el procesado de se~nal era analogico. Con el desarrollo de las tecnologas de alta escala de
integracion, se han conseguido CIs mas potentes, peque~nos, rapidos, baratos y efectivos.
Ademas, esto ha derivado en una enorme expansion del PDS en las mas diversas areas de
aplicacion, tanto cientcas como comerciales tales como el tratamiento de imagenes, voz,
se~nales medicas, telecomunicaciones, etc.
A pesar del avance que el PDS ha impulsado en las diversas areas de aplicacion, no se trata
de una panacea ya que, en algunos momentos, interesara utilizar tecnicas analogicas en lu-
gar de digitales. As, para anchos de banda elevados es recomendable el procesado analogico
(incluso, optico). Cuando las tareas son muy complejas o el microprocesador esta disponible,
se emplea el procesado digital por sus caractersticas de bajo precio, efectividad, reprogra-
macion sencilla redise~no rapido y exibilidad. Ademas, existen otras ventajas adicionales
tales como el poseer una mayor precision (los elementos no tienen tolerancias), el almace-
namiento de la informacion es comodo (\software"), sin perdida/deterioro de delidad de
la se~nal e incremento sustancial de la complejidad del procesado (operaciones matematicas
complejas, simulacion, implementacion), etc.
Se~nales, sistemas y procesado de se~nales
Existe una serie de deniciones en el campo del PDS que resulta conveniente revisar.
As, se puede denir se~nal como aquella cantidad fsica que vara con el tiempo, espacio o
cualquier otra variable o variables independientes. En la vida cotidiana nos encontramos
con muchas se~nales de ambito fsico como las se~nales electrocardiogracas (ECG), voz, elec-
troencefalogramas (EEG), imagenes (se~nales bidimensionales), ssmicas, bursatiles, radar,
satelite, etc.
Otro concepto importante en este contexto es el de sistema, denido como todo dispositivo
que transforma una se~nal en otra. Ejemplos claros de sistemas son las cuerdas vocales ya
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que modican la se~nal de aire propulsado para generar se~nales de voz, el corazon produce
se~nales de cambio de presion sistolica/diastolica, etc. El dispositivo puede ser fsico como
en los ejemplos anteriores o no, como un algoritmo implementado en software.
Estamos ahora en disposicion de denir que es procesar un se~nal y donde encontramos
la motivacion de este procesado. Podemos denir el procesado de se~nales como aquella
tarea que consiste en pasar una se~nal por un sistema. As, ltrar, interpolar, desplazar
en frecuencia, sintetizar, predecir, modelizar, son distintas formas de procesar la se~nal. En
nuestro caso, estamos interesados en procesar digitalmente la se~nal, es decir, en realizar
las operaciones de ltrado, correlacion, analisis espectral, de estabilidad, etc sobre se~nales
digitales.
Tipos de se~nales
Antes de aplicar cualquier tecnica a un problema hay que conocer la procedencia y
caracter de las se~nales. As, podemos distinguir entre se~nales unidimensionales/multidimensionales,
tiempo continuo/discreto, amplitud continua/discreta y deterministas/aleatorias:
Se~nal unidimensional: Aquella que depende de una unica variable independiente como
por ejemplo X(t) = te
 t
3
donde t es la variable temporal.
Se~nal M{dimensional: Aquella que posee una dependencia con M dimensiones como,
por ejemplo, la iluminacion de una imagen de TV. Aqu se tiene una dependencia
temporal y espacialmente, I(x; y; t).
Se~nal en tiempo continuo (analogicas): Estan denidas para todos los valores de tiem-
po entre  1 y +1. Ej: x(t) = A  t
2
, donde t 2 [0;1).
Se~nal en tiempo discreto (muestreadas): estan denidas solo para determinados ins-
tantes temporales. Aunque no resulta estrictamente necesario un muestreo unifor-
me (instantes equidistantes), la mayora de los textos asumen este hecho ya que es
mas sencillo de tratar y formular. Ej: x(t
n
) = e
 jt
n
j
, donde n = 0; 1; 2; :::. Notacion:
x(t
n
)  x(nT )  x(n) donde nT es la muestra n y T es el periodo de toma de
muestras.
Se~nal determinista: Cualquier se~nal que puede ser denida de forma matematica ex-
plcita, en funcion de datos pasados.
Se~nal aleatoria: Se~nales que no pueden expresarse mediante formulas explcitas con
cierto grado de precision. Ej: se~nales ssmicas, ruido de electromigrama, ruido de red,
etc.
Sin embargo, podemos establecer que el valor de una se~nal en tiempo continuo o discreto
puede ser continuo o discreto. En ese sentido, podemos denir una se~nal discreta o digital
como aquella se~nal en tiempo y amplitud discretos y, en consecuencia, una se~nal continua
(analogica) para ser discreta (digital) ha de sufrir tres procesos: muestreo, cuanticacion y
codicacion.
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1.1.2. Muestreo de se~nales
Frecuencia continua y discreta
Podemos denir la frecuencia como una oscilacion armonica de partculas oscilando. Lle-
gado este punto, estamos interesados en conocer si la frecuencia de una se~nal se vera afec-
tada al muestrearla. As, para las se~nales sinusoidales en tiempo continuo, una oscilacion
armonica se dene como:
x
a
(t) = Acos(
t+ );  1 < t <1 (1.1)
que queda denida por las siguientes tres magnitudes:
Amplitud: A
Frecuencia angular: 
  2F [rad/s], F [Hz]
Fase:  [rad]
y tres propiedades basicas:
Periodicidad. Para todo valor de frecuencia F , la se~nal es periodica: x
a
(t+T ) = x
a
(t),
donde T = 1=F es el periodo fundamental de la se~nal.
Unicidad. Las se~nales en tiempo continuo con frecuencias diferentes son siempre di-
ferentes.
Oscilacion. Un aumento de la frecuencia F implica siempre un aumento de la tasa de
oscilacion de la se~nal ya que aumenta el numero de periodos en una ventana temporal
dada.
Veamos que ocurre ahora con se~nales sinusoidales en tiempo discreto. Una se~nal sinusoidal
en tiempo discreto se expresa como:
x(nT )  x(n) = Acos(!n+ ); 1 < n <1 (1.2)
donde n es un numero entero ( numero de muestra), A es la amplitud y ! es la frecuencia
[rad/muestra]. Denimos w  2f donde la frecuencia f tiene unidades de ciclos/muestra.
Estas se~nales discretas tienen tres propiedades analogas a las se~nales de tiempo continuo:
Periodicidad. Una sinusoide discreta es periodica si su frecuencia f es un numero
racional: x(n+N) = x(n); 8n$ f = k=N; k = 0;1;2; :::. El periodo mas peque~no
de N se conoce como periodo fundamental. Esto tiene una consecuencia importante
ya que una peque~na variacion en frecuencia puede ocasionar una enorme variacion en
periodo.
Unicidad. Las sinusoides en tiempo discreto cuyas frecuencias estan separadas por un
multiplo entero de 2 son identicas. En efecto,
cos[(w
0
+ 2)n+ ] = cos(w
0
n+ 2n+ ) = cos(w
0
n+ ) (1.3)
Por tanto, existen se~nales discretas iguales con frecuencias distintas. Esto se produce
para todas las se~nales x
k
(n) = Acos(w
k
n + ) donde k = 0; 1; 2; ::: y w
k
= w
0
+
2k y    w
0
 . Esto, por tanto, induce a tener se~nales que, en principio,
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son indistinguibles (identicas). Luego, cualquier secuencia con frecuencias jwj   o
jf j 
1
2
tiene una secuencia identica en    w   o  
1
2
 f 
1
2
. Recordemos
que el rango de unicidad en el campo continuo es  1 < 
 < 1 o  1 < F < 1.
Decimos que las se~nales fuera del rango jwj   o jf j 
1
2
tienen un alias dentro del
rango jwj <  o jf j <
1
2
. Este efecto se conoce como \aliasing".
Oscilacion maxima. La mayor tasa de oscilacion en una sinusoide en tiempo discreto
se alcanza cuando ! =  (o ! =  ) o, equivalentemente f =
1
2
(o f =  
1
2
).
Muestreo de se~nales analogicas
De acuerdo con lo visto en la seccion anterior, para muestrear se~nales analogicas se
deberan dar algunas condiciones para que no se produzcan perdidas de informacion. En
el presente texto, como se ha mencionado anteriormente, solo se considerara un muestreo
uniforme de la se~nal que es aquel en que la cadencia de toma de muestras es constante.
En este caso se puede denir x(n) = x
a
(nT ),  1 < n < 1, donde x(n) es la se~nal en
tiempo discreto obtenida tomando muestras de la se~nal analogica x
a
(t) cada T segundos.
As, periodo (o intervalo) de muestreo es el intervalo de tiempo T entre dos muestras y la
frecuencia (o velocidad) de muestreo es la inversa del periodo de muestreo: F
m
= 1=T [Hz].
La relacion de muestreo se puede denir como t = nT =
n
F
m
.
Veamos a continuacion la relacion entre las frecuencias analogicas y digitales (F y f) en
una se~nal sinusoidal. Para ello, muestreamos la se~nal:
x
a
(nT )  x(n) = Acos(2FnT + ) = Acos(
2nF
F
m
+ ): (1.4)
Si ahora comparamos con
x(n) = Acos(2fn+ ) (1.5)
obtenemos: f =
F
F
m
, que se dene como la frecuencia normalizada o relativa. Equivalente-
mente se puede expresar ! = 
T .
En resumen, los rangos analogicos, son  1 < F <1 o  1 < 
 <1, mientras que los
rangos digitales  1=2 < f < 1=2 o   < ! < . De este modo, la diferencia fundamental
entre se~nales en tiempo continuo y discreto es el rango de valores de las correspondien-
tes frecuencias y los valores maximos de muestreo vienen dados por los lmites superio-
res: F
max
=
F
m
2
=
1
2T
y 

max
= F
m
=

T
. La conclusion fundamental es, por tanto, que
el muestreo uniforme puede introducir ambiguedad en la se~nal digital obtenida e impone
una restriccion esencial: la maxima frecuencia analogica que podemos recuperar tras un
muestreo de la se~nal a F
m
es F
max
= F
m
=2.
Teorema de Muestreo
Hasta ahora hemos visto que para muestrear ecientemente una se~nal analogica, debe-
mos elegir la F
m
. Para ello necesitamos tener informacion sobre el contenido frecuencial
de la se~nal a muestrear. As, si conocemos la F
max
, podemos escoger una F
m
adecuada de
tal manera que no exista \aliasing", F
m
> 2  F
max
. Una se~nal muestreada correctamente
(F
m
> 2F
max
) podra ser recuperada sin perdida de informacion mediante un interpolador
(conversor D/A). La formula de interpolacion ideal o \apropiada" se especica mediante el
1.1 Introducci

on te

orica 5
Teorema de muestreo de Nyquist:
Teorema de muestreo de Nyquist.
Si la frecuencia mas alta contenida en una se~nal analogica x
a
(t) es F
max
= B y
la se~nal se muestrea a una velocidad F
m
> 2  F
max
 2B, entonces x
a
(t) se pue-
de recuperar totalmente a partir de sus muestras mediante la siguiente funcion de
interpolacion:
g(t) =
sen(2Bt)
2Bt
: (1.6)
As, x
a
(t) se puede expresar como:
x
a
(t) =
1
X
n= 1
x
a

n
F
m

g

t 
n
F
m

(1.7)
donde x
a
(n=F
m
) = x
a
(nT )  x(n) son las muestras de x
a
(t).
Cuando la se~nal se muestrea a la frecuencia (o tasa) mnima F
m
= 2B, la formula
de reconstruccion es:
x
a
(t) =
1
X
n= 1
x
a

n
2B

sen(2B(t  n=2B))
2B(t  n=2B)
(1.8)
En este ultimo caso hablamos de frecuencia de Nyquist y la expresamos como F
N
=
2B = 2F
max
. La reconstruccion de x
a
(t) a partir de x(n) supone la suma ponderada de una
funcion de interpolacion g(t) que se desplaza en el tiempo, g(t  nT ), con  1 < n <1 y
donde los coecientes de ponderacion son las muestras de x(n).
Nyquist mostro que, para que podamos distinguir sin ambiguedad las componentes fre-
cuenciales de una se~nal, es necesario que muestreemos al menos al doble de la frecuencia
maxima contenida en la misma, para evitar los efectos del \aliasing". La maxima frecuencia
permitida en una se~nal para una frecuencia de muestreo dada se denomina frecuencia de
Nyquist. Realmente el Teorema de Nyquist no es tan riguroso, la frecuencia de Nyquist no
es necesario que sea el doble de la frecuencia maxima contenida en la se~nal, sino el doble
del ancho de banda de la se~nal de interes. Este hecho se conoce como Teorema de Nyquist
Pasabanda ya que no considera el caso en que las frecuencias se encuentren desplazadas en el
espectro una cierta cantidad. La version del Teorema Generalizado de Nyquist no identica
B = F
max
sino que B es, en realidad, el ancho de banda de la se~nal. As, si tenemos que
F
1
< F < F
2
, entonces B = F
2
  F
1
.
Cuando estamos trabajando con se~nales reales, aunque tengamos un conocimiento a
priori de las frecuencias, lo mas usual es que tengamos ruido solapado con componentes
frecuenciales superiores a la de Nyquist, que nos produciran \aliasing", por esta razon
previa a la conversion analogico{digital es necesario ltrar pasa baja la se~nal de manera
que se eliminen las frecuencia por encima de la banda de interes.
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1.1.3. Cuantizacion
Hemos denido previamente que la conversion A/D esta formada por tres etapas; el
muestreo, la cuanticacion y la codicacion. Analicemos ahora la segunda tarea. Denimos
la cuanticacion como la conversion de una se~nal en tiempo discreto con valores continuos
en una se~nal en tiempo discreto con valores discretos (se~nal digital). El valor de cada
muestra se representa mediante un valor seleccionado de un conjunto nito de valores
(niveles de cuanticacion). La cuanticacion es un proceso irreversible, no invertible, ya
que siempre se produce una perdida de informacion. Teoricamente esto se fundamenta en
que, al existir un numero limitado de niveles, a distintos valores continuos se les asigna un
mismo valor discreto por lo que no se pueden obtener los valores originales a partir de los
valores cuanticados.
En este proceso cada uno de los datos digitales se va a representar con un numero de bits
nito, lo cual hara que la se~nal muestreada y la original dieran. Podemos denir varios
conceptos importantes:
Error o ruido de cuanticacion o cuantizacion es el error cometido al representar la
se~nal de valor continuo por un conjunto nito de valores discretos.
Operacion de cuantizacion: x
q
(n)=Q[x(n)]
Error de cuantizacion: e
q
(n) = x
q
(n)  x(n)
Niveles de cuantizacion: Son los niveles o valores permitidos en la se~nal digital.
Escalon de cuantizacion o resolucion: Es la distancia  entre dos niveles de cuanti-
zacion. Si x
min
y x
max
son los valores maximo y mnimo de x(n) y L es el numero de
niveles de cuantizacion, entonces:
 =
x
max
  x
min
L  1
(1.9)
El cuanticador por redondeo asigna a cada muestra de x(n) el nivel de cuantizacion
mas cercano. Un cuanticador por truncamiento asigna el nivel inmediatamente por
debajo de la muestra.
Rango dinamico: RD = x
max
  x
min
Resolucion del cuantizador: Si un sistema tiene una longitud de palabra de B bits, se
pueden establecer L = 2
B
  1 niveles
 =
x
max
  x
min
2
B
  1
'
RD
2
B
(1.10)
Cuanticador constante: Si el tama~no del escalon es constante. En aplicaciones de
transmision y almacenamiento de se~nales no se suele tomar constante sino variable.
Error por redondeo: e
q;red
(n) 2 [ =2  =2].
Error por truncamiento: e
q;tru
(n) 2 [ ; 0].
Ruido de sobrecarga: Cuando la entrada excede el rango dinamico del cuanticador
se recorta la se~nal. Este tipo de ruido puede producir graves distorsiones de la se~nal.
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Calidad de la salida del conversor A/D: Se proporciona la Relacion Se~nal-Ruido de
Cuanticacion (\Signal{To{Quantization Noise Ratio", SQNR), que dene la relacion
entre la potencia de la se~nal y la de ruido:
SQNR =
P
x
P
q
=
3
2
2
2b
; P
x
=
A
2
2
; P
q
=
A
2
=3
2
2b
; (sinusoides) (1.11)
donde b es el numero de bits de precision del conversor y cubre el rango completo 2A
(el escalon de cuanticacion es  = 2A=2
b
).
Calidad (dB): SQNR(dB) = 10log
10
SQNR = 1;76 + 6;02b para se~nales sinusoidales.
\Regla de los 6dB": De la expresion anterior, se deduce que cada bit adicional del
conversor proporciona un aumento de la SQNR en unos 6dB.
1.1.4. Reconstruccion
Un convertidor discreto continuo (D/A) obtiene una se~nal continua x(t) a partir de una
secuencia de datos x(n). Por tanto, un convertidor ideal, pasara la secuencia
x(n) = Acos

2
F
F
m
n+ 

(1.12)
a
x(t) = Acos (2Ft+ ) : (1.13)
Un convertidor D/A, mediante una funcion de interpolacion, determina el valor de la se~nal
entre las muestras discretas. La interpolacion se lleva a cabo mediante la expresion general
x(t) =
1
X
n= 1
x(n)p(t  nT
s
): (1.14)
Por tanto, un punto clave en la conversion es la eleccion de la funcion de interpolacion.
El teorema de muestreo especica la funcion de interpolacion ideal (ecuacion (1.8)). En la
practica, sin embargo, la conversion D/A se realiza normalmente combinando un conversor
D/A con un circuito de muestreo y mantenimiento (\sample-and-hold", S/H) seguido de
un ltro pasa{baja (suavizador) ya que el reconstructor ideal es no causal y de duracion
innita, por tanto, no utilizable en la practica. Existen tres tipos basicos de mantenedores:
Mantenedor de Orden Cero:
x^(t) = x(nT ); nT  t  (n+ 1)T (1.15)
Mantenedor de Orden Uno:
x^(t) = x(nT ) +
x(nT )  x((n  1)T )
T
(t  nT ); nT  t  (n+ 1)T (1.16)
Interpolador lineal con retardo:
x^(t) = x((n  1)T ) +
x(nT )  x((n  1)T )
T
(t  nT ); nT  t  (n+ 1)T (1.17)
En t = nT , x^(nT ) = x((n  1)T ) y en t = (n+ 1)T , x^((n+ 1)T ) = x(nT ) por lo que
x(t) tiene un retardo inherente de T segundos al interpolar la se~nal verdadera x(t).
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1.1.5. Se~nales discretas basicas
Una vez vistas las caractersticas basicas de las se~nales, su muestreo y cuanticacion,
resulta interesante detenerse en la representacion matematica, propiedades y operaciones
relacionadas.
Representacion de secuencias discretas:
1. Representacion funcional:
x(n) =
8
>
<
>
:
1; para n = 1; 3:
4; para n = 4
0; en otro caso
(1.18)
2. Representacion tabular:
n : : : -2 -1 0 1 2 3 4 5 6 7 8 : : :
x(n) : : : 0 0 0 1 4 1 1 0 0 0 0 : : :
3. Representacion secuencial: Se indica con una echa el origen de tiempos:
x(n) = f:::; 0; 0; 0; 1
"
; 4; 1; 0; 0; 0; 0; :::g (1.19)
Secuencia de duracion nita: Las podemos representar por:
x(n) = f3; 1; 1
"
; 5; 6; 7; 8g (1.20)
mientras que si x(n) = 0;8n < 0, la secuencia se puede representar por:
x(n) = f0
"
; 1; 4; 1g (1.21)
Se~nales elementales en tiempo discreto:
 Impulso unitario:
Æ(n) =
8
<
:
1; para n = 0
0; para n 6= 0
(1.22)
 Impulso unitario desplazado:
Æ(n  n
0
) =
8
<
:
1; para n = n
0
0; para n 6= n
0
(1.23)
 Escalon unitario:
u(n) =
8
<
:
1; para n  0
0; para n < 0
(1.24)
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 Rampa unitaria:
u
r
(n) =
8
<
:
n; para n  0
0; para n < 0
(1.25)
 Exponencial: u
e
(n) = A
n
, 8n y ;A 2 C . En funcion del valor de  y A se
tratara de una exponencial creciente/decreciente compleja o real.
 = jje
jw
0
; A = jAje
j
(1.26)
x(n) = jAjjj
n
e
jw
0
n
e
j
= jAjjj
n
e
j(w
0
n+)
(1.27)
Si jj = 1 ! x(n) = jAje
j(w
0
n+)
hablamos de una Secuencia Exponencial
Compleja que puede descomponerse en las correspondientes componentes sinu-
soidales:
x(n) = jAj[cos(w
0
n+ ) + jsen(w
0
n+ )]; (1.28)
donde w
0
es la frecuencia de la sinusoide.
Operaciones con secuencias: Para poder realizar operaciones con secuencias estas
deben tener el mismo numero de muestras. Esto se puede conseguir siempre mediante
la tecnica de a~nadir ceros.
1. Producto o Modulacion: y(n) = w(n)  x(n). Una de las aplicaciones de esta
operacion consiste en obtener una secuencia de longitud nita a partir de una
secuencia de innitos terminos. La secuencia nita por la que se multiplica se
denomina ventana y al proceso enventanado.
2. Sumador: y(n) = w(n) + x(n).
3. Producto por un escalar (escalado): y(n) = Ax(n).
4. Desplazamiento temporal: y(n) = x(n N) donde si N > 0 tenemos la secuencia
de entrada x(n) retardada a la salida y si N < 0 tenemos un adelanto a la salida
del sistema.
5. Inversion temporal: y(n) = x( n) con lo que se obtiene una secuencia reejada
respecto de n = 0.
Descomposicion: Toda secuencia se puede expresar como una combinacion de se~nales
impulsos retardados. Por ejemplo:
x(n) = f1
"
; 2; 3; 4; : : :g ! x(n) = Æ(n) + 2Æ(n   1) + 3Æ(n   2) + : : : (1.29)
El escalon unitario se puede expresar as:
u(n) =
n
X
k= 1
Æ(k) (1.30)
y, de forma general, como:
x(n) =
1
X
k= 1
x(k)Æ(n  k) (1.31)
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Clasicacion de se~nales en tiempo discreto:
 Energa y potencia:
Energa : E 
1
X
n= 1
jx(n)j
2
(1.32)
Si E es nita se habla de x(n) como una se~nal de energa.
Potencia media : P  lm
N!1
1
2N + 1
N
X
n= N
jx(n)j
2
(1.33)
Muchas se~nales con energa innita poseen potencia media nita. Esta cantidad
se puede expresar como:
P  lm
N!1
1
2N + 1
E
N
(1.34)
donde E
N
es la energa de la se~nal en el intervalo  N  n  N . Si P es nita
se habla de x(n) como una se~nal de potencia.
 Simetricas y antisimetricas:
Simetrica (par) : x( n) = x(n) (1.35)
Antisimetrica (impar) : x( n) =  x(n) (1.36)
Cualquier se~nal se puede expresar como suma de dos componentes, una par y la
otra impar.
 Periodicas y aperiodicas:
Periodica : x(n+N) = x(n); 8n y N > 0: (1.37)
El valor mas peque~no de N es el periodo fundamental.
1.1.6. Sistemas en tiempo discreto. Sistemas LIT
Podemos denir un sistema en tiempo discreto como toda transformacion que realiza un
mapeado entre una secuencia de entrada fx(n)g en otra de salida fy(n)g: y(n)=Tfx(n)g.
Los sistemas discretos se puede clasicar de la siguientes formas:
Sistemas estaticos y dinamicos. Un sistema es estatico o sin memoria si su salida
en cualquier instante n depende a lo sumo de la muestra de entrada en ese mismo
instante pero no de muestras pasadas o futuras. En otro caso el sistema es dinamico.
Estatico : y(n) = x
2
(n) + nx(n) (1.38)
Dinamico : y(n) = x(n) + 3x(n  1)  y(n  2) (1.39)
Sistemas invariantes/variantes temporales. Un sistema es invariante temporal si sus
caractersticas de entrada{salida no cambian con el tiempo:
Si y(n) = T [x(n)]! y(n  k) = T [x(n  k)] (1.40)
para toda se~nal de entrada x(n) y todo desplazamieno temporal k.
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Sistemas lineales y no lineales. Un sistema es lineal si y solo si:
T [a
1
x
1
(n) + a
2
x
2
(n)] = a
1
T [x
1
(n)] + a
2
T [x
2
(n)] (1.41)
para cualquier par de secuencias arbitrarias de entrada x
1
(n) y x
2
(n), y cualesquiera
constantes arbitrarias a
1
y a
2
.
Sistemas causales y no causales. Un sistema es causal si 8n
0
, el valor de y(n
0
) es
funcion unicamente de valores de la secuencia de entrada y salida para n  n
0
. Un
sistema no causal depende tambien de las muestras futuras. Un sistema no causal no
es realizable fsicamente (en tiempo real) ya que no se dispone de las muestras futuras.
Sistemas estables y no estables. Se dene un sistema estable BIBO (\Bounded Input
Bouded Output") como aquel en el que cualquier entrada acotada x(n) produce una
salida acotada y(n). Es decir
jx(n)j M
x
<1 jy(n)j M
y
<1;8n (1.42)
Si para alguna entrada acotada x(n) la salida no esta acotada (es innita), el sistema
se clasica como no estable (inestable).
Una forma de caracterizacion de los sistemas discretos es atendiendo a si cumplen las
propiedades de linealidad e invarianza temporal. En caso de cumplir estas caractersticas
decimos que el sistema es lineal, invariante temporal, L.I.T:
y(n) = T [x(n)] = T [
1
X
k= 1
x(k)Æ(n  k)] = (1.43)
1
X
k= 1
x(k)T [Æ(n  k)] =
1
X
k= 1
x(n)h(n  k) (1.44)
donde se ha aplicado la propiedad de invarianza temporal:
h(n) = T [Æ(n)]$ h(n  k) = T [Æ(n  k)] (1.45)
La secuencia h(n) se denomina respuesta al impulso, respuesta impulsional o respuesta
impulsiva.
1.1.7. Convolucion
La respuesta impulsional (en el instante n = k) se dene como y(n; k)  h(n; k) =
T [Æ(n   k)] donde n es el ndice temporal y k la posicion del impulso. Para un sistema
L.I.T., en el que expresamos la entrada como una suma de impulsos retardados podemos
calcular su salida como:
y(n) = T [x(n)] =
1
X
k= 1
x(n)h(n  k) (1.46)
Esta expresion se denomina suma o funcion de convolucion de las secuencias x(n) y h(n)
y se representa de forma compacta como: y(n) = h(n)  x(n). Esta propiedad es muy
importante ya que permite calcular la salida de un sistema L.I.T. ante cualquier entrada
conociendo su respuesta impulsional. De este modo, un sistema L.I.T. en reposo queda
12 Cap

tulo 1. Se
~
nales y sistemas en tiempo discreto
completamente determinado (caracterizado) por la secuencia h(n), es decir, su respuesta al
impulso unitario Æ(n). En cambio, la salida de un sistema L.I.T. queda caracterizado por
un conjunto de innitas funciones de respuesta a los impulsos unitarios desplazados; una
por cada desplazamiento. Decimos que la entrada x(n) se convoluciona con la respuesta
impulsional h(n) para producir la salida y(n).
La convolucion tiene tres importantes propiedades:
Conmutativa: h(n)  x(n) = x(n)  h(n)
Distributiva: x(n)  [h
1
(n) + h
2
(n)] = x(n)  h
1
(n) + x(n)  h
2
(n)
Asociativa: h
2
(n)  [h
1
(n)  x(n)] = [h
2
(n)  h
1
(n)]  x(n)
A partir de ellas, se pueden establecer dos propiedades esenciales de los sistemas L.I.T.:
\Un sistema L.I.T. es estable  !
P
1
k= 1
jh(k)j <1"
\Un sistema L.I.T. es causal si h(n) = 0; 8n < 0."
\Un sistema L.I.T. causal con h(n) = 0, 8n  n
0
es siempre estable".
Ademas, existen una ntima relacion entre la convolucion y la interconexion de sistemas,
pues una conexion de dos sistemas en serie (cascada) conduce a un sistema equivalente cuya
respuesta impulsional es la convolucion de las respuestas impulsionales h(n) = h
1
(n)h
2
(n);
mientras que el conexionado en paralelo de dos sistemas conduce a una respuesta impulsional
del sistema total h(n) = h
1
(n) + h
2
(n).
1.1.8. Correlacion
Con frecuencia en necesario cuanticar el grado de similitud entre varias se~nales o pro-
cesos. Este grado de dependencia, que vamos a denominar correlacion, se puede denir
matematicamente, lo que nos dara una medida objetiva. Podemos encontrar aplicaciones
que emplean tecnicas basadas en correlacion en campos como bioingeniera para la detec-
cion de se~nales inmensas en ruido, sistemas de radar y sonar para la localizacion de la
posicion y velocidad de objetos, en la deteccion de codigos en comunicaciones etc. Ademas
los procesos de correlacion estan muy ligados con los de convolucion, tan empleados en PDS
para obtener la respuesta de un determinado sistema, ya que una convolucion no es mas
que una correlacion invirtiendo el orden de una de las secuencias.
Consideremos dos secuencias de datos, correspondientes a dos procesos que queremos
comparar. La correlacion existente entre ambas secuencias o correlacion cruzada (\cross-
correlation") la vamos a denir de acuerdo con la siguiente expresion:
r
xy
(k) =
1
X
n= 1
x(n)y(n  k) (1.47)
A priori puede parecer que una manera de estimar la similitud entre dos se~nales es
calcular directamente el promedio de la suma de los productos, es decir eliminar el ndice k
del sumatorio anterior y que el resultado sea solo un numero. De esta forma cuando las dos
secuencias sean parecidas la suma de los productos tendera a incrementar este valor. Valores
grandes y positivos indicara que ambas se~nales son parecidas y crecen a la vez, y valores
negativos indican que el crecimiento de una variable esta asociado con el decrecimiento de la
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otra. Por otra parte valores proximos a cero indican que las se~nales no tienen parecido, como
ocurrira al correlacionar dos se~nales de ruido aleatorio ya que las contribuciones positivas
y negativas tenderan a cancelarse.
Un problema que podemos tener con la denicion de correlacion que hemos dado es la
dependencia del valor obtenido con la energa de las se~nales, es decir, dadas dos se~nales
identicas en forma pero de magnitudes diferentes vamos a tener distintos valores de la
correlacion. Una forma de resolver este problema es dividir el valor obtenido en la ecuacion
anterior por la energa de las se~nales utilizadas. Al hacer esto obtenemos la denicion del
coeciente de correlacion:

xy
(k) =
P
N 1
n=0
x(n)y(n  k)
[
P
N 1
n=0
x
2
(n)
P
N 1
n=0
y
2
(n)]
1=2
(1.48)
El coeciente de correlacion toma valores en el intervalo [-1,1]. Un valor 1 indica maxima
correlacion y un valor -1 indica correlacion maxima pero con se~nales desfasadas.
Un caso particular de la correlacion cruzada es la autocorrelacion, cuando las secuencias
x(n) e y(n) coinciden. Particularizando la expresion de la correlacion cruzada tendremos:
r
xx
(k) =
N 1
X
n=0
x(n)x(n  k) (1.49)
En el caso particular que el desplazamiento entre secuencia sea 0; es decir, k = 0 la auto-
correlacion coincide con la energa de la se~nal.
r
xx
(0) =
N 1
X
n=0
x
2
(n) (1.50)
Se puede demostrar que r
yx
(l) es solo la version reejada de r
xy
(l) donde la reexion se hace
con respecto a l = 0. Por tanto, la matriz de correlacion cruzada entre dos secuencias es
simetrica; nos da la misma informacion hacer la correlacion entre x(n) e y(n) que viceversa.
1.1.9. Sistemas L.I.T. y ecuaciones en diferencias de coecientes cons-
tantes
Un caso particular de sistemas L.I.T. muy importantes son aquellos en los que la entrada
y salida estan relacionadas mediante una ecuacion en diferencias de la forma
M
X
k=0
b
k
x(n  k) =
N
X
k=0
a
k
y(n  k); (1.51)
donde b
k
y a
k
con constantes.
Al valor maximo entre N y M se le denomina orden del sistema. Para calcular la salida
del sistema a partir de un instante n = n
0
es necesario conocer los valores en los instantes
y(n
0
  1); y(n
0
  2); y(n
0
  N); : : : , estos valores son lo que se denominan condiciones
iniciales del sistema. Se dice que un sistema esta originalmente en reposo o relajado si las
condiciones iniciales son nulas (y(n
0
  1); y(n
0
  2); y(n
0
 N); : : : = 0).
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Resolucion de una ecuacion en diferencias con coecientes constantes
Para calcular la salida de un sistema descrito por una ecuacion en diferencias con coe-
cientes constantes, se emplea un procedimiento analogo al utilizado para la resolucion de
ecuaciones diferenciales con coecientes constantes. En primer lugar se divide la solucion
en dos partes:
y(n) = y
k
(n) + y
p
(n); (1.52)
donde y
k
(n) es la solucion homogenea y y
p
(n) es la solucion particular. La solucion ho-
mogenea se obtiene considerando x(n) = 0 y es la solucion de
N
X
k=0
a
k
y(n  k) = 0: (1.53)
La solucion particular es la solucion especca para cada entrada (x(n) 6= 0), tambien se
llama solucion forzada, ya que la ha provocado la entrada. La suma de ambas soluciones es
la solucion total y(n).
Respuesta a entrada nula y respuesta en estado nulo
Una forma alternativa de calcular la solucion total de una ecuacion en diferencias es
determinando la respuesta ante una entrada nula y la respuesta en estado nulo que se
denen de la siguiente forma:
Respuesta ante entrada nula o respuesta natural y
zi
: es la respuesta del sistema ante
una entrada nula, considerando unicamente las condiciones iniciales.
Respuesta en estado nulo y
zs
: es la respuesta del sistema ante una entrada determinada
considerando condiciones iniciales nulas.
La respuesta total del sistema se puede escribir como:
y(n) = y
zi
(n) + y
zs
(n): (1.54)
1.1.10. Clasicacion de los sistemas L.I.T. discretos
Existen otros criterios de clasicacion diferentes a los vistos anteriormente:
Segun su respuesta impulsional:
 Un sistema cuya respuesta impulsional h(n) tiene un numero nito de terminos
no nulos h(n) = 0 para n < N
1
y n > N
2
, N
1
< N
2
se denomina sistema de
respuesta impulsional nita (FIR). Su salida se puede calcular directamente de
la suma de convolucion como:
y(n) =
N
2
X
k=N
1
h(k)x(n   k): (1.55)
Si comparamos esta ecuacion con la expresion general de los sistemas L.I.T. de
coecientes constantes observamos que h(k) = b
k
.
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 Si la respuesta impulsional no es nita se dice que es un sistema de respuesta
impulsional innita (IIR).
Segun el procedimiento para calcular su salida:
 No recursivos. Son aquellos en los que la salida se puede calcular secuencialmente
conociendo unicamente las entradas presentes y pasadas:
y(n) = Ffx(n); x(n  1); : : : ; x(n N)g: (1.56)
 Recursivos. Son aquellos en los que la salida en un instante dado depende de
entradas presentes y pasadas as como tambien de salidas pasadas:
y(n) = Ffx(n); x(n   1); : : : ; x(n M); y(n  1); : : : ; y(n M)g: (1.57)
16 Cap

tulo 1. Se
~
nales y sistemas en tiempo discreto
1.2. Problemas resueltos
1. Dada la se~nal discreta mostrada en la Fig. 1.1, dibuje cada una de las siguientes
se~nales:
a) x(n  2)
b) x(n+ 1)
c) x(2n)
d) x( n)
e) x(4  n)
f ) x(n
2
)
g) x(n  1)Æ(n  2)
h)
1
2
x(n) + ( 1)
n
1
2
x(n)
Resolucion:
−4 −3 −2 −1 0 1 2 3 4 5
−1
−0.5
0
0.5
1
1.5
2
2.5
3
x(n
)
n
Figura 1.1: Secuencia original x(n).
La secuencia original se puede expresar como x(n) = f0; 1; 0; 2
"
; 2; 2; 1; 0g, donde se ha
indicado con una echa la muestra correspondiente al ndice n = 0, que representa el
origen de tiempos. La Tabla 1.1 muestra la resolucion de este ejemplo.
a) x(n  2)
La secuencia ha sido retardada dos muestras, lo que equivale a un desplazamiento
a la derecha de dos posiciones. Por tanto, x(n   2) = f0; 1
"
; 0; 2; 2; 2; 1; 0g. La
muestra que ocupaba la posicion n = 0 ahora ocupa la posicion n = 2, por esta
razon se dice que se ha producido un retardo. La se~nal se muestra en la Fig.
1.2(a).
b) x(n+ 1)
La Tabla 1.2 muestra la resolucion de este ejemplo.
La secuencia ha sido desplazada hacia la izquierda una posicion. Se ha produ-
cido un adelanto. La secuencia nal es x(n + 1) = f0; 1; 0; 2; 2
"
; 2; 1; 0g. La se~nal
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Tabla 1.1: Resolucion del ejercicio 1(a).
n =  4 x( 4  2) = x( 6) = 0
n =  3 x( 3  2) = x( 5) = 0
n =  2 x( 2  2) = x( 4) = 0
n =  1 x( 1  2) = x( 3) = 0
n = 0 x(0  2) = x( 2) = 1
n = 1 x(1  2) = x( 1) = 0
n = 2 x(2  2) = x(0) = 2
n = 3 x(3  2) = x(1) = 2
n = 4 x(4  2) = x(2) = 2
n = 5 x(5  2) = x(3) = 1
n = 6 x(6  2) = x(4) = 0
n = 7 x(7  2) = x(5) = 0
Tabla 1.2: Resolucion del ejercicio 1(b).
n =  4 x( 4 + 1) = x( 3) = 0
n =  3 x( 3 + 1) = x( 2) = 1
n =  2 x( 2 + 1) = x( 1) = 0
n =  1 x( 1 + 1) = x(0) = 2
n = 0 x(0 + 1) = x(1) = 2
n = 1 x(1 + 1) = x(2) = 2
n = 2 x(2 + 1) = x(3) = 1
n = 3 x(3 + 1) = x(4) = 0
resultante se muestra en la Fig. 1.2(b).
c) x(2n)
La Tabla 1.3 muestra la resolucion de este ejemplo.
Tabla 1.3: Resolucion del ejercicio 1(c).
n =  3 x(2  ( 3)) = x( 6) = 0
n =  2 x(2  ( 2)) = x( 4) = 0
n =  1 x(2  ( 1)) = x( 2) = 1
n = 0 x(2  0) = x(0) = 2
n = 1 x(2  1) = x(2) = 2
n = 2 x(2  2) = x(4) = 0
Hemos tomado las muestras pares de la secuencia, descartando las impares. La
secuencia se ha comprimido: x(2n) = f0; 1; 2
"
; 2; 0g. La se~nal resultante se muestra
en la Fig. 1.2(c).
d) x( n)
La Tabla 1.4 muestra la resolucion de este ejemplo. La secuencia ha sido reejada
respecto de la muestra n = 0. La se~nal resultante se muestra en la Fig. 1.2(d).
e) x(4  n)
Aunque podemos repetir el proceso anterior, se puede considerar que esta se-
cuencia esta formada por una reexion respecto del origen y posteriormente un
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3
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−
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x(n
−
1)δ
(n−
2)
n
−2 −1 0 1 2 3 4 5 6
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0
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1
1.5
2
2.5
3
x(n
)/2
+(−
1)n
 
x(n
)/2
n
(h)
Figura 1.2: Secuencias resultantes para los distintos apartados del ejercicio 1.
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Tabla 1.4: Resolucion del ejercicio 1(d).
n =  4 x( ( 4)) = x(4) = 0
n =  3 x( ( 3)) = x(3) = 1
n =  2 x( ( 2)) = x(2) = 2
n =  1 x( ( 1)) = x(1) = 2
n = 0 x(0) = 2
n = 1 x(1) = 0
n = 2 x( 2) = 1
n = 3 x( 3) = 0
adelanto de cuatro muestras, tal que x( n+4). La secuencia reejada la hemos
calculado en (d). Si la adelantamos cuatro muestras, desplazandola a la izquierda
se obtiene x( n+4) = f0
"
; 1; 2; 2; 2; 0; 1; 0g. La se~nal se muestra en la Fig. 1.2(e).
f ) x(n
2
)
La Tabla 1.5 muestra la resolucion de este ejemplo mientras que la se~nal resul-
tante se muestra en la Fig. 1.2(f). La se~nal resultante ha sido comprimida como
se ha realizado en el apartado c), pero no uniformemente.
Tabla 1.5: Resolucion del ejercicio 1(e).
n =  3 x(( 3)
2
) = x(9) = 0
n =  2 x(( 2)
2
) = x(4) = 0
n =  1 x(( 1)
2
) = x(1) = 2
n = 0 x(0) = 2
n = 1 x(1
2
) = x(1) = 2
n = 2 x(2
2
) = x(4) = 0
g) x(n  1)Æ(n   2)
El producto de dos secuencias es igual al producto muestra a muestra. Si las
secuencias no tienen el mismo numero de elementos, en primer lugar se iguala
su longitud completando con ceros. La primera secuencia se obtiene retardando
una muestra la original:
x(n  1) = f0; 1; 0
"
; 2; 2; 2; 1; 0g (1.58)
La segunda es una secuencia impulso retardada dos muestras:
Æ(n  2) = f0; 0; 0
"
; 0; 1; 0; 0; 0g (1.59)
Si alineamos ambas secuencias respecto de n = 0 y multiplicamos:
x(n  1)Æ(n   2) = f0; 0; 0
"
; 0; 2; 0; 0; 0g (1.60)
La resolucion de forma graca se muestra en la Fig. 1.2(g). Al multiplicar una
secuencia por una se~nal impulso, el resultado es una secuencia que es cero en
todas las muestras excepto en la posicion del impulso, cuyo valor coincide con el
valor de la secuencia original para esta muestra.
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h)
1
2
x(n) + ( 1)
n
1
2
x(n)
Calculemos cada termino suma por separado:
1
2
x(n) = f0;
1
2
"
; 0; 1; 1; 1;
1
2
; 0g (1.61)
( 1)
n
1
2
x(n) = f0;
1
2
"
; 0; 1; 1; 1; 
1
2
; 0g (1.62)
1
2
x(n) + ( 1)
n
1
2
x(n) = f0; 1
"
; 0; 2; 0; 2; 0; 0g (1.63)
En la Fig. 1.2(h) se muestra la secuencia resultante.
2. Considere el conjunto de se~nales periodicas armonicamente relacionadas, que pueden
expresarse como:

k
(n) = e
jk(
2
N
)n
Determine cual es el perodo fundamental N
0
de esta se~nal.
Resolucion:
Al tratarse de una se~nal periodica se debe vericar que:

k
(n) = 
k
(n+N
0
); (1.64)
donde N
0
es el perodo fundamental de la se~nal. Por tanto se debe cumplir:
e
j
2
N
kn
= e
j
2
N
k(n+N
0
)
= e
j
2
N
kn
e
j
2
N
kN
0
(1.65)
De la expresion anterior se puede concluir que:
2
N
kN
0
= 2m; m 2 Z (1.66)
y por tanto:
N
0
=
N
k
m: (1.67)
El perodo fundamental se obtiene para m = 1 y cuando N y k son primos. Si esto
no ocurre, deben tener divisores comunes. Por tanto, el perodo fundamental sera:
N
0
=
N
MCD(k;N)
; (1.68)
siendo MCD(k;N) el Maximo Comun Divisor entre k y N .
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3. Considere la se~nal analogica siguiente:
x(t) = 3cos(100t)
donde t esta expresado en segundos (s.) Se pide:
a) Dibujar la se~nal x(t); 0  t  30ms
b) La se~nal x(t) se muestrea con un perodo T
s
= 1=300s:, obtengase la frecuencia
de la se~nal discreta x(n) y compruebe si se trata de una secuencia periodica.
c) Obtenga las muestras de x(n) en un perodo y dibujela conjuntamente con x(t).
d) Determine un valor de la frecuencia de muestreo para que la se~nal muestreada
alcance un valor de pico de 3. >Que ocurrira si se tratase de la se~nal x(n) =
3sen(1000t)?
Resolucion:
a) La se~nal x(t) = 3cos(100t) = Acos(
t+ ) tiene la expresion de una sinusoide
analogica. Por similitud, podemos identicar: A = 3,  = 0, 
 = 100. De este
ultimo valor podemos obtener la frecuencia de la se~nal 2F = 100, con lo que
F = 50Hz: ya que el tiempo esta expresado en segundos.
Por tanto el perodo T = 1=50 = 0
0
02s: que equivale a T = 20ms: Como hay que
dibujar la se~nal durante 30 ms., el numero de periodos sera N
periodos
= t=T =
30=20 = 1
0
5 periodos (ver Fig. 1.3).
0  T/2  T 3T/2
−3
−2
−1
0
1
2
3
x(t
)
Tiempo
Figura 1.3: Representacion de la se~nal del ejercicio 3(a).
b) La expresion de la se~nal muestreada sera:
x(nT
s
) = 3cos(100nT
s
) = 3cos(
100
300
n) = 3cos(

3
n) (1.69)
por lo que la frecuencia angular digital sera w
d
= =3 y f = w=2 = 1=6. De
este modo, la frecuencia digital verica  
1
2
< f <
1
2
luego el muestreo se ha
realizado correctamente. Notese que F
m
= 300Hz > 2F = 100Hz:
Para que la se~nal discreta sea periodica se debe vericar que x(n) = x(n + N)
siendo N su periodo. Por tanto, hay que demostrar que existe un N tal que
3cos(

3
n) = 3cos(

3
(n+N)): (1.70)
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Comparando ambas expresiones, obtenemos que

3
N debe ser multiplo de 2:

3
N = 2k; k = 1; 2; 3; : : : (1.71)
de donde se concluye que N = 6k para k = 1; 2; 3; : : : Para k = 1 se obtiene el
periodo fundamental; seis muestras.
c) Las muestras en un perodo seran:
x(n) = 3cos(

3
n); n = 0; 1; 2; 3; 4; 5 (1.72)
x(n) = f3
"
;
3
2
; 
3
2
; 3; 
3
2
;
3
2
g (1.73)
La se~nal discreta se representa en la Fig. 1.4.
0 1 2 3 4 5 6
−3
−2
−1
0
1
2
3
x(n
)
n
Figura 1.4: Muestras en un perodo para la se~nal del ejercicio 3.
d) Para que la se~nal muestreada alcance un valor maximo de tres, al tratarse de
una se~nal coseno, hay que tener muestras en los multiplos de 2, luego:
2F
F
m
n = 2k =) F
m
= nF; n = 1; 2; 3; : : : ; k = 1; 2; 3: (1.74)
As pues, la frecuencia de muestreo debe ser un multiplo entero de la frecuencia
de la se~nal. Para que se verique el Teorema de Muestreo, n > 2. Si se tratase
de una se~nal `seno', los maximos se produciran en los multiplos de

2
:
2F
F
m
n =

2
=) F
m
= 4Fn; n = 1; 2; 3; : : : (1.75)
En ambos casos hay que restringir el angulo entre 0 y 2.
Si la se~nal tuviese una fase inicial , la condicion para el coseno sera:
2F
F
m
n+  =  =)
F
F
m
n = 1 

2
; n = 1; 2; 3; : : : (1.76)
(1.77)
y entonces:
F
m
=
F
1 

2k
n; n > 2: (1.78)
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Analogamente para el seno se tiene
F
m
=
4F
1 
2

n; n = 1; 2; : : : (1.79)
F F
4. Una se~nal analogica contiene frecuencias hasta 20kHz. Se pide:
a) >Que frecuencias de muestreo se puede emplear para que sea posible una re-
construccion de la se~nal a partir de sus muestras?
b) Si se considera que la frecuencia de muestreo es de 16kHz, >que ocurrira con
una se~nal de 10kHz presente en la se~nal?
c) >Que ocurrira con una se~nal de 18kHz?
Resolucion:
a) Para que se verique el Teorema de Muestreo, es necesario tener mas de dos
muestras por perodo. Esto se cumple si F
m
> 2F
max
. En cambio, esta condicion
no resulta estrictamente necesaria sino que es suciente con que se verique que
F
m
> 2B, siendo B el ancho de banda de la se~nal.
Por tanto, F
max
= 20kHz: Luego deberemos emplear F
m
> 40kHz:
b) Cuando trabajamos con F
m
= 16kHz: no se vericara el Teorema de Muestreo
y se producira solapamiento. Analicemos ahora que pasara con la presencia de
una frecuencia de 10kHz: en la se~nal.
La frecuencia maxima posible con F
m
= 16kHz: es de 8kHz:, como consecuencia
la se~nal de F = 10kHz: sera interpretada como su alias en el intervalo  F
m
=2 <
F < F
m
=2. Los alias se pueden obtener a partir de la expresion:
F
k
= F
0
+ kF
m
; k = 0;1;2;3; : : : (1.80)
siendo F
k
los alias de F
0
para la frecuencia de muestreo F
m
. Por ello:
10 = F
0
+ k16 =) F
0
= 10  16 =  6kHz: (1.81)
donde se ha considerado k = 1. La frecuencia de 10 kHz. muestreada a 16 kHz.
se comporta como si se tratase de una se~nal de -6 kHz.
c) Si la se~nal es de 18 kHz., tendremos F
m
> 2  18 = 36kHz: con lo que sigue sin
cumplirse el Teorema de Muestreo y se producira solapamiento:
F
k
= F
0
+ kF
m
; 18 = F
0
+ k16 =) F
0
= 2kHz: (1.82)
La se~nal se interpretara como si su frecuencia fuese de 2 kHz. Tengase en cuenta
que para k tomaremos un valor entero apropiado para que F
0
este siempre en el
intervalo  F
m
=2 < F
0
< F
m
=2.
F F
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5. La se~nal analogica x(t) = sen(450t) + 3sen(1450t) (t en s.) se muestrea con una
frecuencia de 500Hz: Se pide:
a) Determinar cual es la tasa (o frecuencia) de Nyquist para esta se~nal.
b) Calcule a que frecuencias aparecen los `alias' debido al muestreo inapropiado.
c) >Cuales son las frecuencias digitales de la se~nal resultante del muestreo?
d) Si las muestras se pasan a traves de un conversor D/A ideal, >que frecuencias
tendra la se~nal analogica reconstruida?
Resolucion:
a) Las frecuencias presentes en la se~nal original son:


1
= 450 = 2F
1
;

2
= 1450 = 2F
2
(1.83)
F
1
= 225Hz:; F
2
= 725Hz: (1.84)
Con lo que la tasa de Nyquist es 2F
max
= 2  725 = 1450Hz: Como la tasa de
muestreo es de 500 Hz. y esta es menor que la F
Nyquist
, se producira \aliasing".
b) Utilizando la misma expresion que en el ejercicio 4 para determinar los alias:
F
k
= F
0
+ kF
m
=) 725 = F
0
+ 500k =) F
0
= 725   500 = 225Hz: (1.85)
La frecuencia F
1
s verica el Teorema de Muestreo luego no sufre cambios.
c) La se~nal muestreada sera:
x (n) = sin

450
500
n

+ 3sin

1450
500
n

= sin

450
500
n

+ 3sin

(1000 + 450) 
500
n

= sin

450
500
n

+ 3sin

450
500
n+ 2n

= sin

450
500
n

+ 3sin

450
500
n

= 4sin

9
10
n

;
(1.86)
donde hemos tenido en cuenta que la se~nal seno es periodica de perodo 2. Las
frecuencias digitales para ambas se~nales son identicas:
f
1
= f
2
=
9
20
(1.87)
d) Al reconstruir la se~nal sabemos que:
f =
F
a
F
m
; (1.88)
siendo F
a
la frecuencia analogica:
F
a
1
= F
a
2
= fF
m
=
9
20
 500 = 225Hz: (1.89)
Luego la se~nal obtenida a la salida del conversor D/A sera:
y(t) = sen(2  225t) + 3sen(2  225t) = 4sen(450t); (1.90)
como habamos obtenido en el apartado (b).
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6. La se~nal analogica x(t) = 2sen(100t)+0
0
8sen(178t) (t en s.) se muestrea con una
frecuencia tal que la componente de mayor frecuencia tiene 27 muestras por periodo.
Se pide:
a) Representa 54 puntos de la se~nal obtenida.
b) >Cuantos perodos de la se~nal de menor frecuencia hay en la representacion
anterior?
Resolucion:
a) Las frecuencia analogicas presentes en x(t) son:;


1
= 100 =) F
1
= 50Hz: (1.91)


2
= 178 =) F
2
= 89Hz: (1.92)
El numero de muestras en un perodo puede obtenerse a partir de la Fig. 1.5,
siendo N
per
=
F
m
F
:
0 1 2 3 4 5 6 7 8 9 10
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
n
T 
T
s
 
Figura 1.5: Determinacion del numero de muestras en un perodo de la se~nal.
Luego, F
m
= F
1
N
per
= 89  27 = 2403Hz: La se~nal obtenida al muestrear sera:
x(n) = 2sen

2  50
2403
n

+ 0
0
8cos

2  89
2403
n

: (1.93)
Podemos hacer la representacion con mas detalle con el siguiente codigo de MA-
TLAB:
>> n =0:53;
>> Fs = 2403;
>> x = 2*sin(2*50*pi*n/Fs)+0.8*cos(2*89*pi*n/Fs);
>> stem(n,x)
cuyo resultado se muestra en la Fig. 1.6.
b) El numero de puntos por perodo para F
1
sera:
N
puntos
=
F
m
F
1
=
2403
50
' 48 (1.94)
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Figura 1.6: Muestras de la secuencia discreta obtenida.
El numero de periodos vendra dado por:
N
periodos
=
N umero de muestras
N umero de muestras por periodo
=
54
48
= 1
0
125 periodos (1.95)
7. La se~nal analogica x(t) = 0
0
5e
j(2000t)
+3e
j(10000t+=2)
(t en s.) se muestrea con una
frecuencia F
m
= 8kHz y la se~nal resultante es reconstruida con un conversor D/A
ideal utilizando la misma F
m
. Determine la se~nal x
r
(t) obtenida tras este proceso.
Resolucion:
La se~nal x(t) = 0
0
5e
j(2000t)
+3e
j(10000t+=2)
(t en s.) es una se~nal compleja formada
por dos exponenciales de frecuencias:


1
= 2000 =) F
1
= 1000Hz: (1.96)


2
= 10000 =) F
2
= 5000Hz: (1.97)
Si se muestrean con F
m
= 8kHz:, tenemos que F
Nyquist
= 4kHz:, y por tanto la
segunda exponencial no cumple el Teorema de Muestreo, produciendo \aliasing".
La se~nal muestreada sera, haciendo t = nT :
x(n) = 0
0
5e
j(
2000
8000
n)
+ 3e
j(
10000
8000
n)
= 0
0
5e
j(

4
n)
+ 3e
j(2 
3
4
)n
= 0
0
5e
j

4
n)
+ 3e
 j
3
4
n
(1.98)
cuyas frecuencias digitales son f
1
= 1=8 y f
2
=  3=8. Si reconstruimos la se~nal, dado
que F
i
= F
m
 f
i
y F
m
= 8000Hz:, la se~nal analogica resultante sera:
x
r
(n) = 0
0
5e
j2000t
+ 3e
 j6000t
(1.99)
La se~nal de salida contiene dos exponenciales complejas al igual que la original pero
la segunda ha cambiado su frecuencia de 5000 Hz. a -3000 Hz. como consecuencia del
\aliasing".
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8. Un sistema L.I.T. denido por el diagrama de bloques de la Fig. 1.7 es excitado con
la se~nal x(n) = 2
 n
(u(n)  u(n  4))  Æ(n  2). Se pide:
a) Obtener la secuencia de muestras x(n) y representarla gracamente.
b) Calcular la respuesta impulsional del sistema.
c) Proponga un procedimiento para calcular la salida del sistema.
Resolucion:
 
	

 

 


Figura 1.7: Diagrama de bloques del ejercicio 8.
a) En primer lugar veamos cual es la se~nal de entrada. Se trata de la convolucion
de dos secuencias pero una de ellas es una se~nal impulso, por lo que unicamente
retardara a la otra secuencia.
Si denotamos:
x(n) = x
1
(n)  x
2
(n) (1.100)
con
x
1
(n) = 2
 n
(u(n)  u(n  4)) (1.101)
x
2
(n) = Æ(n  2); (1.102)
podemos expresar:
x(n) =
1
X
k= 1
x
1
(k)x
2
(n  k) =
1
X
k= 1
2
 k
(u(k)   u(k   4))Æ(n   k   2):(1.103)
Solo para n = k   2, la secuencia Æ(n  k   2) no es nula, y en consecuencia:
x(n) = 2
 (n 2)
[u(n  2)  u(n  6)] (1.104)
Por tanto, la secuencia obtenida es:
x(n) = f0
"
; 0; 1; 2
 1
; 2
 2
; 2
 3
; 0; 0; : : :g (1.105)
y su representacion graca se muestra en la Fig. 1.8.
b) Si calculamos la ecuacion en diferencias del diagrama de bloques, deniendo una
variable intermedia w(n) tal como se muestra en la Fig.1.9 se obtiene facilmente
que:
w(n) = x(n) 
1
2
w(n  1) (1.106)
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Figura 1.8: Secuencia de entrada al diagrama de bloques de la Fig. 1.7.
 
	

 

 



Figura 1.9: Utilizacion de una variable intermedia.
y(n) = w(n)  w(n  1) + w(n  2) (1.107)
Para calcular la salida de este sistema hemos de conocer la respuesta impulsional
del mismo ya que y(n) = h(n)  x(n)
1
. Podemos considerar que tenemos dos
sistemas en cascada de manera que la salida y(n) viene proporcionada por la
convolucion de h
2
(n) por w(n) que es la salida, a su vez, del sistema h
1
(n)
ante la entrada x(n), tal como se indica en la Fig.1.10. Por esto, la respuesta
impulsional total vendra dada por h(n) = h
1
(n)  h
2
(n).
  
	
Figura 1.10: Representacion en cascada del diagrama de bloques de la Fig. 1.9.
La ecuacion en diferencias del sistema es:
w(n) = x(n) 
1
2
w(n  1) (1.108)
Si x(n) = Æ(n), y consideramos condiciones iniciales nulas, obtenemos:
h
1
(n) = Æ(n) 
1
2
h
1
(n  1) (1.109)
1
Notese que como, hasta el momento, no se ha introducido la Transformada Z, este ejemplo se resolvera sin
hacer uso de ella. En el Captulo 3 se introduce y se propone un gran numero de ejemplos de su uso en
situaciones similares a la planteada aqu.
1.2 Problemas resueltos 29
A continuacion, iterando:
n = 0 h
1
(0) = Æ(0)  
1
2
h
1
( 1) = 1
n = 1 h
1
(1) = Æ(1)  
1
2
h
1
(0) =  
1
2
n = 2 h
1
(2) = Æ(2)  
1
2
h
1
(1) = ( 
1
2
)( 
1
2
)
.
.
.
.
.
.
(1.110)
Observamos que la expresion general es:
h
1
(n) = ( 
1
2
)
n
u(n) (1.111)
En cuanto al segundo sistema, tiene por ecuaciones en diferencias:
y(n) = w(n)  w(n  1) + w(n  2): (1.112)
Si hacemos w(n) = Æ(n),
h
2
(n) = Æ(n)  Æ(n  1) + Æ(n  2) (1.113)
Al igual que en el caso anterior, dando valores a n, obtenemos:
n = 0 h
2
(0) = 1
n = 1 h
2
(1) =  1
n = 2 h
2
(2) = 1
n > 2 h
2
(n) = 0
(1.114)
De este modo, la respuesta impulsional total sera:
h(n) = h
1
(n)  h
2
(n) = ( 
1
2
)
n
u(n)  ( 
1
2
)
n 1
u(n  1) + ( 
1
2
)
n 2
u(n  2);(1.115)
donde hemos aplicado la propiedad distributiva de la convolucion respecto de la
suma y la convolucion con una secuencia impulso retardado.
c) La salida se puede calcular como y(n) = h(n)  x(n), donde podemos aplicar las
propiedades distributiva y de desplazamiento temporal al convolucionar con una
Æ(n), si expresamos la entrada como una suma de impulsos retardados
x(n) = Æ(n  2) +
1
2
Æ(n  3) +
1
4
Æ(n  4) +
1
2
Æ(n  5) (1.116)
F
9. Un sistema digital tiene la estructura representada de la Fig. 1.11. Sabiendo que x(n)
y h(n) vienen denidas por las representaciones en la Fig. 1.12 y h
1
(n) = f1
"
; 1; 1; 1g.
Calcule la salida del sistema.
Resolucion:
Este sistema lo podemos ver como la conexion de dos sistemas en cascada y uno de
ellos esta formado por dos en paralelo (ver Fig. 1.13). La respuesta impulsional para el
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Figura 1.11: Diagrama de bloques del sistema.
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Figura 1.12: Muestras de la entrada y respuesta impulsional.




	
Figura 1.13: Esquema de conexion del sistema.
 
	
Figura 1.14: Relacion entrada salida para el segundo sistema.
segundo sistema en paralelo es sencilla de calcular ya que la relacion entre la entrada
y la salida es, simplemente, y(n) =  x(n  1) (ver Fig. 1.14), luego h
2
(n) = f0
"
; 1g.
Las respuestas impulsionales h
1
(n) y h(n) las podemos poner como una suma de
impulsos.
La respuesta impulsional total sera:
h(n) = [h
1
(n) + h
2
(n)]  h
3
(n)
= (Æ(n) + Æ(n  1) + Æ(n  2) + Æ(n  3)  Æ(n  1))
(Æ(n + 2) + 2Æ(n+ 1) + 3Æ(n) + 2Æ(n  1) + Æ(n  2))
(1.117)
y, por tanto, las secuencias a convolucionar son:
h
a
(n) = f1
"
; 0; 1; 1g (1.118)
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h
b
(n) = f1; 2; 3
"
; 2; 1g (1.119)
h(n) =
1
X
k= 1
h
a
(k)h
b
(n  k) (1.120)
Esta ultima expresion se puede resolver mediante el metodo tabular de calculo de
convoluciones. El caso general de la convolucion de una secuencia de entrada x(n)
con la respuesta impulsional de un sistema h(n), y(n) = h(n)  x(n) se puede realizar
siguiendo estos pasos:
a) Reexion: Reejar h(k) respecto de k = 0 para producir h( k).
b) Desplazamiento: Desplazar h( k) n
0
veces hacia la derecha (izquierda) si n
0
es
positivo (negativo), para obtener h(n
0
  k).
c) Multiplicacion: Multiplicar x(k) por h(n
0
  k) para obtener la secuencia pro-
ducto x(k)h(n
0
  k).
d) Suma: Sumar todos los valores de la secuencia producto anterior obteniendose
el valor de la salida en n = n
0
y h(n
0
).
En la Tabla 1.6 se muestra el calculo de los distintos elementos de la respuesta im-
pulsional:
Tabla 1.6: Calculo de la respuesta impulsional del ejercicio 9 mediante el procedimiento de la tabulacion.
k -4 -3 -2 -1 0 1 2 3
h
a
(k) 1 0 1 1
h( 2  k) 1 2 3 2 1
h( 1  k) 1 2 3 2 1
h(0  k) 1 2 3 2 1
h(1  k) 1 2 3 2 1
h(2  k) 1 2 3 2
h(3  k) 1 2 3
h(4  k) 1 2
h(5  k) 1
Multiplicando la primera la por cada una de las siguientes y sumando los terminos
tenemos:
y( 2) = 1;
y( 1) = 2;
y(0) = 4;
y(1) = 5; (1.121)
y(2) = 6;
y(3) = 5;
y(4) = 3;
y(5) = 1:
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Figura 1.15: Salida del sistema del ejercicio 9.
En la Fig. 1.15 se muestra el resultado. F F F
10. Determine la salida del sistema L.I.T. con respuesta impulsional h(n) ante la entrada
x(n)
x(n) = (
1
2
)
jnj
y
h(n) =
8
>
<
>
:
(
1
2
)
n
; n  0:
0; n < 0
Resolucion: La secuencia de entrada es bilateral por lo que una forma alternativa
de representacion sera:
x(n) = (
1
2
)
n
u(n) + (
1
2
)
 n
u( n  1) (1.122)
La salida del sistema la obtenemos aplicando la convolucion y(n) = x(n)  h(n):
y(n) =
P
1
k= 1
h(k)x(n   k)
=
P
1
k= 1
(
1
2
)
k
u(k)  (
1
2
)
n k
u(n  k) + (
1
2
)
k
u(k)  (
1
2
)
 (n k)
u( (n  k)  1)
=
P
1
k= 1
(
1
2
)
n
u(k)u(n  k) + (
1
2
)
2k
(
1
2
)
 n
u(k)u( n+ k   1):
(1.123)
Calculemos los dos sumatorios por separado. Las se~nales escalon determinaran los
lmites de los sumatorios:
Primer sumatorio: Calculamos por separado los terminos para n  0 y n < 0.
Las condiciones n  0, k  0, k  n nos proporcionan la siguiente expresion:

1
2

n
n
X
k=0
u(k) = (
1
2
)
n
(n+ 1); para n  0 (1.124)
Los terminos correspondientes a n < 0 se anula ya que las condiciones k  0,
n < 0 y n  k son incompatibles.
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Segundo sumatorio:
Para el caso n  0, tenemos que k  n+ 1 y k  0, y por tanto:
(
1
2
)
 n
1
X
k=n+1
(
1
2
)
2k
= (
1
2
)
 n
(
1
2
)
2(n+1)
1  (
1
2
)
2
= : : : =
1
3
(
1
2
)
n
(1.125)
Para el caso n < 0, tenemos que k  n+ 1 y k  0, y por tanto:
(
1
2
)
 n
1
X
k=0
(
1
2
)
2k
= (
1
2
)
 n
(
1
2
)
2
1  (
1
2
)
2
= : : : =
4
3
(
1
2
)
 n
(1.126)
Luego la solucion sera:
y(n) = [(
1
2
)
n
(n+ 1) +
1
3
(
1
2
)
n
]u(n) +
4
3
(
1
2
)
 n
u( n  1) (1.127)
que equivale a:
y(n) = (
1
2
)
n
(n+
4
3
)u(n) +
4
3
(
1
2
)
 n
u( n  1) (1.128)
Podemos hacerlo tambien sin descomponer el valor absoluto:
y(n) = x(n)  h(n) =
1
X
k= 1
(
1
2
)
k
u(k)  (
1
2
)
jn kj
=
1
X
k=0
(
1
2
)
k
 (
1
2
)
jn kj
(1.129)
Ahora tenemos que distinguir los dos casos n  k > 0 y n   k < 0. Si hacemos
la distincion para n  0 y n < 0, obtenemos las cuatro opciones analizadas
anteriormente.
F F F
11. Un sistema estable BIBO verica que para cualquier entrada acotada produce una
salida acotada. Compruebe que para un sistema L.I.T. la estabilidad implica que
P
1
k= 1
jh(k)j <1.
Resolucion:
Una entrada acotada verica que jx(n)j < M
x
<1, para  1 < n <1. La salida de
un sistema L.I.T. puede ser calculada mediante la suma de convolucion:
y(n) =
1
X
k= 1
h(k)x(n  k): (1.130)
Si la salida esta acotada:
jy(n)j = j
1
X
k= 1
h(k)x(n  k)j (1.131)
Aplicando la desigualdad triangular,
jy(n)j 
1
X
k= 1
jh(k)j  jx(n  k)j: (1.132)
Como x(n) esta acotada, jx(n  k)j < M
x
, y en consecuencia:
jy(n)j 
1
X
k= 1
jh(k)j M
x
: (1.133)
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Si la salida esta acotada, jy(n)j < M
y
, esto se verica siempre que:
1
X
k= 1
jh(k)j <1 (1.134)
como queramos demostrar. F F
12. Considere el sistema denido por la ecuacion en diferencias siguiente:
y(n) = x
2
(n) + 1: (1.135)
Se pide:
a) Calcular la respuesta impulsional.
b) Determinar
P
1
k= 1
jh(k)j.
c) >Contradice este resultado la condicion de estabilidad BIBO del ejercicio 11?
Resolucion:
a) Para calcular la respuesta impulsional tomamos x(n) = Æ(n):
h(n) = Æ
2
(n) + 1; h(0) = 1 + 1; h(1) = 1; h( 1) = 1 (1.136)
y por tanto:
h(n) = f1; : : : ; 2
"
; 1; 1; : : :g (1.137)
La salida del sistema esta acotadal al igual que la entrada. Una cota es por
ejemplo `3'.
b)
P
1
k= 1
jh(k)j =1 ya que tenemos innitos terminos de valor `1'.
c) Aplicando la denicion, cualquier entrada acotada jx(n)j < M
x
< 1, produce
una salida que siempre es menor que M
2
x
+ 1, luego tambien esta acotada. Por
tanto, el sistema es estable BIBO.
d) A priori, se puede pensar que dado que la suma de la respuesta impulsional
no esta acotada, no se cumplira la denicion y el sistema sera inestable. Sin
embargo, estamos dejando de lado una condicion esencial y es que el sistema debe
ser L.I.T., es decir lineal e invariante temporal. Por tanto, deberemos comprobar
estas caractersticas:
Para que un sistema sea lineal, los bloques de la Fig. 1.16 deben ser equivalentes.
Nuestra secuencia de salida es:
y(n) = x
2
(n) + 1 = (x
1
(n) + x
2
(n))
2
+ 1
= 
2
x
2
1
(n) + 
2
x
2
2
(n) + 2x
1
(n)x
2
(n) + 1: (1.138)
Como las salidas que originaran x
1
(n) y x
2
(n) seran respectivamente:
y
1
(n) = x
2
1
(n) + 1; y
2
(n) = x
2
2
(n) + 1; (1.139)
se puede observar que y
1
(n) + y
2
(n) 6= y(n) por lo que el sistema no es lineal
y, en consecuencia tampoco L.I.T. Por tanto, no podemos aplicar la condicion
derivada en el ejercicio 11. Concluimos que el sistema es estable BIBO y no hay
ninguna contradiccion.
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Figura 1.16: Vericacion de la linealidad de un sistema.
13. Se sabe que un sistema es causal si, para cualquier pareja de entradas x
1
(n), x
2
(n)
que son iguales para todo n  n
0
entonces las correspondientes salidas y
1
(n) e
y
2
(n) son iguales para n  n
0
. Verique que para sistemas L.I.T., esta condicion es
equivalente a que h(n) = 0;8n < 0.
Resolucion:
Para un sistema L.I.T., podemos calcular la salida como:
y(n) =
1
X
k= 1
h(k)x(n  k): (1.140)
Calculamos las salidas para ambas entradas en particular para n = n
0
:
y
1
(n
0
) =
1
X
k= 1
h(k)x
1
(n
0
  k) =
1
X
k=0
h(k)x
1
(n
0
  k) +
 1
X
k= 1
h(k)x
1
(n
0
  k)(1.141)
y
2
(n
0
) =
1
X
k= 1
h(k)x
2
(n
0
  k) =
1
X
k=0
h(k)x
2
(n
0
  k) +
 1
X
k= 1
h(k)x
2
(n
0
  k)(1.142)
donde hemos dividido los sumatorios en dos terminos de manera que en el primero
de ellos nos aparecen las muestras x
1
(n) y x
2
(n) que coinciden. Notese que dado que
k  0 en los sumatorios, x
2
(n
0
 k), x
1
(n
0
 k) seran las muestras de ambas secuencias
que coinciden. Como y
1
(n
0
) = y
2
(n
0
),
 1
X
k= 1
h(k)x
1
(n
0
  k) =
 1
X
k= 1
h(k)x
2
(n
0
  k) (1.143)
y, por tanto,
 1
X
k= 1
h(k)  [x
1
(n
0
  k)  x
2
(n
0
  k)] = 0: (1.144)
Como k toma valores negativos x
1
(n
0
  k) 6= x
2
(n
0
  k), en general, por lo que para
que se verique la relacion es necesario que h(k) = 0, para k < 0, como se quera
probar. F
14. Dado el sistema de respuesta impulsional h(n) = b
n
u(n), jbj < 1. Denimos la
constante de tiempo como el numero de muestras necesarias para que la respuesta
impulsional tenga un valor h(n

) =
1
e
h(0), donde e es la base de los logaritmos
neperianos. Determine el valor de n

para valores de b proximos a la unidad.
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Resolucion:
El sistema h(n) = b
n
u(n) es una exponencial decreciente ya que jbj < 1. La condicion
para calcular n

es simplemente b
n

=
1
e
b
0
con lo que b
n

=
1
e
. Tomando logaritmos
neperianos, conseguimos:
n

ln b =  1 =) n

=
 1
ln b
: (1.145)
Si desarrollamos en serie de Taylor el ln x en torno al punto x = 1, obtenemos:
lnx = ln(1) + (x  1) 
(x  1)
2
2
+ : : : ' 0 + (x  1) (1.146)
Despreciando terminos de orden superior, llegamos a:
n

'

1
1  b

; (1.147)
donde [] denota la parte entera del argumento.
15. Determine la respuesta impulsional de los sistemas denidos por:
h
1
(n) = u(n)  u(n  4)
h
2
(n) = u(n+ 4)  u(n)
cuando se combinan en paralelo y en cascada.
Resolucion:
La respuesta impulsional de los sistemas descritos se muestran en la Fig. 1.17.
−4 −2 0 2 4
0
0.2
0.4
0.6
0.8
1
h 1
(n)
n
−4 −2 0 2 4
0
0.2
0.4
0.6
0.8
1
h 2
(n)
n
Figura 1.17: Respuesta impulsional de los sistemas del ejercicio 15.
La conexion en paralelo:
h(n) = h
1
(n) + h
2
(n) = u(n)  u(n  4) + u(n+ 4)  u(n) (1.148)
h(n) = u(n+ 4)  u(n  4) (1.149)
La conexion en cascada equivale a la convolucion de ambas secuencias:
h(n) = h
1
(n)  h
2
(n) (1.150)
Esto lo podemos resolver como en el ejercicio 9 dado que son secuencias discretas
nitas. En la Tabla 1.7 se muestra el calculo de los distintos elementos de la
respuesta impulsional:
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Tabla 1.7: Calculo de la respuesta impulsional del ejercicio 15 mediante el metodo graco.
k -4 -3 -2 -1 0 1 2 3
h
1
(k) 1 0 1 1
h
2
( 4  k) 1 1 1 1 1
h
2
( 3  k) 1 1 1 1 1
h
2
( 2  k) 1 1 1 1 1
h
2
( 1  k) 1 1 1 1 1
h
2
(0  k) 1 1 1 1
h
2
(1  k) 1 1 1
h
2
(2  k) 1 1
Multiplicando la primera la por cada una de las siguientes y sumando los terminos
tenemos:
h(n) = f1; 2; 3; 4; 3
"
; 2; 1g (1.151)
F
16. Calcule la combinacion en cascada y paralelo de dos sistemas cuyas respuestas im-
pulsionales son h
1
(n) = (j)
n
u(n) y h
2
(n) = ( j)
n
u(n), siendo j =
p
 1.
Resolucion:
Para la combinacion en paralelo,
h(n) = (j)
n
u(n) + ( j)
n
u(n) = j
n

n
u(n) + ( j)
n

n
u(n) = (j)
n
[
n
+ ( 1)
n

n
]u(n)(1.152)
De esta expresion observamos que los terminos impares se anulan ya que el termino
entre parentesis es cero. Ademas, (j)
4k
= 1, para k = 0; 1; : : : y (j)
4k+2
=  1, para
k = 0; 1; : : :, por lo que obtenemos:
h(n) =
8
>
>
>
>
>
<
>
>
>
>
>
>
:
2
n
; n = 4k:
0; n = 4k + 1
 2
n
n = 4k + 2
0 n = 4k + 3
(1.153)
La secuencia obtenida es real. Podramos haber obtenido el mismo resultado expre-
sando j = e
j

2
con lo que h(n) = 
n
[e
j

2
+ e
 j

2
] = 2
n
cos(

2
n)u(n).
Para la disposicion en cascada:
h(n) = h
1
(n)  h
2
(n) 
1
X
k= 1
h
1
(k)h
2
(n  k) =
=
1
X
k= 1
(j)
k
( j)
n k
u(k)u(n  k) = (1.154)
= ( 1)
n
j
n

n
1
X
k= 1
( 1)
 k
u(k)u(n  k)
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La primera funcion escalon es nula para k < 0 y la segunda para k > n. Por tanto, el
sumatorio se convierte en:
h(n) = ( j)
n
n
X
k=0
( 1)
k
= ( j)
n
1  ( 1)
n+1
2
: (1.155)
Por tanto, para n impar tenemos que h(n) = 0 y para n par h(n) = ( j)
n
y,
en consecuencia, la secuencia es compleja. Dado que h
1
(n) y h
2
(n) son secuencias
causales, la secuencia resultante debe ser causal, como hemos obtenido.
17. La respuesta escalon de un sistema la podemos expresar como:
y(n) = h(n)  u(n): (1.156)
Se pide:
a) Expresar y(n) en terminos de h(n) exclusivamente.
b) Repita el apartado anterior considerando que el sistema es causal.
c) Calcule y(n) cuando h(n) = u(n)  u(n  3) y h(n) = ( 0
0
5)
n
u(n).
d) Determine la salida del sistema en regimen estacionario (cuando n!1), para
las salidas del apartado c).
Resolucion:
a) La respuesta del sistema es:
y(n) = x(n)  h(n) =
1
X
k= 1
h(k)u(n   k) (1.157)
Los lmites del sumatorio vienen especicados por u(n   k) ya que la funcion
escalon u(n  k) sera distinta de cero para n  k y, por tanto,
y(n) = x(n)  h(n) =
n
X
k= 1
h(k) (1.158)
b) Si el sistema es causal, h(n) = 0 para n < 0 luego a partir de la expresion
anterior, se puede establecer:
y(n) =
 
n
X
k=0
h(k)
!
u(n) (1.159)
c) Aprovechando el resultado del apartado anterior y la propiedad distributiva de
la convolucion, se puede escribir:
y(n) = u(n)  (u(n)  u(n  3)) = u(n)  u(n)  u(n)  u(n  3)
=
n
X
k=0
u(k) 
n
X
k=0
u(k   3) = (n+ 1)u(n)  
n
X
k=3
u(k   3) (1.160)
= (n+ 1)u(n)  (n  3 + 1)u(n  3) = (n+ 1)u(n)   (n  2)u(n  3):
Si no aplicamos la propiedad anterior como h(n) = u(n)   u(n   3) = Æ(n) +
Æ(n  1)+ Æ(n  2), y aprovechando el resultado de convolucionar con Æ(n n
0
):
x(n)  Æ(n  n
0
) = x(n  n
0
) (1.161)
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obtenemos:
y
2
(n) = u(n)  [Æ(n) + Æ(n  1) + Æ(n  2)] = u(n) + u(n  1) + u(n  2)(1.162)
Si calculamos las primeras muestras de ambas secuencias comprobamos que coin-
ciden dando como resultado:
y(n) = f1
"
; 2; 3; 3; 3; : : :g (1.163)
Para h(n) = ( 
1
2
)
n
u(n), que es una secuencia causal.
y(n) =
n
X
k=0
( 
1
2
)
k
=
( 
1
2
)
n
( 
1
2
)  ( 
1
2
)
0
( 
1
2
)  1
(1.164)
Donde hemos aplicado la expresion para el calculo de la suma de los n primeros
terminos de una progresion geometrica de razon menor que la unidad.
y(n) =
2
3
[1  ( 
1
2
)
n+1
]u(n): (1.165)
d) Si consideramos valores grandes de n tenemos:
Primer caso:
y(n) = (n+ 1)u(n)   (n  2)u(n  3) (1.166)
Para valores elevados de n (n!1) tendremos:
y(n)





n!1
= [(n+ 1)  (n+ 2)]u(n) = 3u(n) (1.167)
Segundo caso:
lm
n!1
y(n) =
2
3
[1  ( 
1
2
)
n+1
]u(n) =
2
3
u(n) (1.168)
F
18. La correlacion entre dos se~nales x(n) e y(n) viene dada por la expresion:
r
xy
(l) =
1
X
k= 1
x(k)y(k   l):
Determine que relacion existe entre la convolucion de x(n) e y(n) y su correlacion,
r
xy
.
Resolucion:
Dadas dos secuencias x(n); y(n) se dene su convolucion como:
x(n)  y(n) =
1
X
k= 1
x(k)y(n  k); (1.169)
que podemos expresar como
x(n)  y(n) =
1
X
n= 1
x(k)y( (k   n)): (1.170)
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Si reejamos la secuencia y(n),
x(n)  y( n) =
1
X
n= 1
x(k)y(k   n)); (1.171)
obtenemos la expresion de la correlacion r
xy
(n) en el segundo termino de la igualdad.
Por tanto, la relacion es
r
xy
(n) = x(n)  y( n): (1.172)
Es decir, podemos aplicar los mismos procedimientos que hemos visto para la convolu-
cion y si empleamos el calculo tabular, no sera necesario reejar la segunda secuencia.
19. Determine si la correlacion de dos secuencias es conmutativa. >Que relacion existe
entre r
xy
(n) y r
yx
(n)?
Resolucion:
La solucion es inmediata a partir del ejercicio 18, ya que
r
xy
(n) = x(n)  y( n); (1.173)
r
yx
(n) = y(n)  x( n): (1.174)
Dado que la convolucion es conmutativa,
r
yx
= x( n)  y(n); (1.175)
si comparamos las ecuaciones (1.173) y (1.175), se observa que
r
xy
(n) = r
yx
( n): (1.176)
Luego no se cumple la propiedad conmutativa en la correlacion y las secuencias obte-
nidas son versiones reejadas respecto del origen
20. Determine la relacion entrada{salida de los diagramas de la Fig. 1.18.
Resolucion:



 





  
 
 


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
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
Figura 1.18: Diagramas de bloques del ejercicio 20.
a) Si utilizamos una variable auxiliar w(n) a la salida del bloque de retardo, pode-
mos plantear las ecuaciones:
w(n) = x(n  1) + bw(n  1) (1.177)
y(n) = aw(n) + cw(n) = (a+ c)w(n) (1.178)
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Para eliminar la variable intermedia w(n) consideramos la interconexion de los
sistemas en cascada con respuestas impulsionales h
1
(n) y h
2
(n). El primer siste-
ma tiene por entrada x(n) y por salida w(n), siendo esta ultima se~nal discreta
la entrada del segundo cuya salida es y(n) que es la salida nal del sistema.
Si calculamos las respuestas impulsionales, considerando que el sistema es causal
y las condiciones iniciales son nulas w( 1) = 0, obtenemos:
h
1
(0) = Æ(n  1) + bh
1
(n  1) = 0; (1.179)
h
1
(1) = 1 + bh
1
(0) = 1; (1.180)
h
1
(2) = 0 + bh
1
(1) = b; (1.181)
h
1
(3) = bh
1
(2) = b
2
: (1.182)
Iterando se obtiene:
h
1
(n) = b
n 1
u(n  1): (1.183)
La secuencia h
2
(n) es inmediata de calcular:
h
2
(n) = (a+ c)Æ(n) (1.184)
Luego h(n) = h
1
(n)h
2
(n) = (a+c)b
n 1
u(n 1) es la respuesta impulsional total
del sistema. La relacion entrada{salida la expresamos mediante la convolucion
de secuencias:
y(n) = h(n)  x(n) (1.185)
b) Si llamamos p(n) a la salida del primer retardo, q(n) a la salida del segundo y
r(n) al nodo anterior al multiplicador por  1, podemos escribir:
p(n) = x(n  1)  r(n  1) (1.186)
q(n) = p(n  1) (1.187)
r(n) = p(n) + (q(n) + x(n)) (1.188)
y(n) = q(n) + k(n) (1.189)
con lo que, sustituyendo r(n) en p(n):
p(n) = x(n  1)  p(n  1)  p(n  2)  x(n  1) (1.190)
y(n) = p(n  1) + p(n) + p(n  1) + x(n) (1.191)
Si ahora agrupamos terminos:
p(n) = (1  )x(n  1)  p(n  1)  p(n  2) (1.192)
y(n) = x(n) + p(n) + (1 + )p(n  1) (1.193)
En este caso vamos a dejar estas expresiones sin eliminar la variable intermedia.
Mas adelante veremos como, empleando la Transformada Z podemos eliminar
dicha variable intermedia y obtener
y(n) = x(n) + x(n  1) + x(n  2)  y(n  1)  y(n  2): (1.194)
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21. Indique cuales de las secuencias siguientes estan acotadas:
a) x(n) = A
n
, ;A 2 C , jj < 1,  1 < n <1.
b) x(n) = A
n
u(n), ;A 2 C , jj < 1,  1 < n <1.
c) x(n) = 2sen(w
0
n)  5cos(w
1
n).
d) x(n) = tan(w
0
n).
e) x(n) = B
n
u(n), ;B 2 C , jj > 1,  1 < n <1.
Resolucion:
a) Las secuencias a) y b) estan acotadas ya que A es una constante y dado que
jj < 1, el valor maximo se obtiene con n = 0 y es A.
b) La secuencia c) esta acotada ya que las funciones seno y coseno lo estan, podemos
asegurar que la secuencia esta contenida en el intervalo [ 7; 7].
c) Esta secuencia no esta acotada ya que para valores w
0
n = (2k+1)=2, siendo k
un entero, la tangente diverge a 1.
d) Esta secuencia, a diferencia de la a) y b) no esta acotada ya que dado que jj > 1,

n
crece indenidamente a medida que n aumenta.
22. Una secuencia se dice que es par si se verica que x(n) = x( n), mientras que si se
cumple que x(n) =  x( n) se dice que la secuencia es impar. Comprobar que una
secuencia cualquiera puede ponerse como suma de una secuencia par y una impar.
Resolucion:
Consideremos la secuencia x(n), a partir de la ella construimos las secuencias:
x
p
(n) =
1
2
(x(n) + x( n)) (1.195)
x
i
(n) =
1
2
(x(n)  x( n)) (1.196)
Comprobemos ahora que la suma de ambas es x(n), que x
p
(n) es par y que x
i
(n) es
impar:
x
p
(n) + x
i
(n) =
1
2
(x(n) + x( n)) +
1
2
(x(n)  x( n)) = x(n) (1.197)
x
p
( n) =
1
2
(x( n) + x( ( n))) = x
p
(n) =) PAR (1.198)
x
i
( n) =
1
2
(x( n)  x( ( n))) =  x
i
(n) =) IMPAR (1.199)
As, podemos armar que cualquier se~nal se puede expresar como suma de dos com-
ponentes, una par y la otra impar.
23. Una secuencia x(n) se dice que es absolutamente sumable si
P
1
k= 1
jx(k)j M
x
<
1. Probar que si una secuencia es absolutamente sumable tiene energa nita pero
que lo contrario no es cierto.
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Resolucion:
Si una secuencia es absolutamente sumable se cumple
P
1
k= 1
jx(k)j  M
x
< 1, se
tiene entonces que los terminos de la secuencia verican jx(n)j < N
x
, 8n. La energa
de la se~nal viene dada por:
E =
1
X
k= 1
jx(k)j
2
=
1
X
k= 1
jx(k)j  jx(k)j  N
x
1
X
k= 1
jx(k)j  N
x
M
x
<1 (1.200)
Podemos probarlo tambien sabiendo que por ser absolutamente sumable,
1
X
n= 1
jx(n)j < M
x
<1; (1.201)
luego
 
1
X
k= 1
jx(k)j
!
2
M
2
x
<1 (1.202)
pero
 
1
X
k= 1
jx(k)j
!
2

1
X
k= 1
jx(k)j
2
= E; (1.203)
luego E M
2
x
y la energa es nita.
Para probar que lo contrario no es cierto basta con poner un contra ejemplo. Con-
sideremos la serie armonica x(n) = (
1
n
), n > 0. La energa de esta serie es
P
1
k=1
1
n
2
que sabemos que se trata de una serie convergente
2
; luego tiene energa nita. Sin
embargo, no es absolutamente sumable ya que
P
1
k=1
1
n
no converge. F
24. Probar que para una secuencia con energa nita, se verica:
1
X
n= 1
x
2
(n) =
1
X
n= 1
x
2
p
(n) +
1
X
n= 1
x
2
i
(n);
siendo x
p
(n) y x
i
(n) las partes par e impar de x(n), respectivamente.
Resolucion:
A partir del ejercicio 22, sabemos que cualquier secuencia se puede escribir como suma
de una secuencia par y otra impar. Luego:
1
X
n= 1
x
2
(n) =
1
X
n= 1
(x
p
(n) + x
i
(n))
2
=
1
X
n= 1
x
2
p
(n) + x
2
i
(n) + 2x
p
(n)x
i
(n): (1.204)
El termino 2x
p
(n)x
i
(n) =
1
2
(x
2
(n)  x
2
( n)), y por tanto, el sumatorio se reduce a:
1
X
n= 1
x
2
(n) =
1
X
n= 1
x
2
p
(n) +
1
X
n= 1
x
2
i
(n) +
1
2
 
1
X
n= 1
x
2
(n) 
1
X
n= 1
x
2
( n)
!
(1.205)
Pero la energa de una secuencia y de su reejada es la misma por lo que el ultimo
termino se anula quedando
1
X
n= 1
x
2
(n) =
1
X
n= 1
x
2
p
(n) +
1
X
n= 1
x
2
i
(n) (1.206)
44 Cap

tulo 1. Se
~
nales y sistemas en tiempo discreto
F
25. Determine la energa de la siguiente secuencia:
x(n) =
8
>
<
>
:
cos(
2kn
N
); 0  n  N   1
0; en otro caso:
Resolucion:
Aplicando la denicion de energa se tiene queE =
P
1
k= 1
x
2
(k) =
P
N 1
k=0
cos
2
(
2kn
N
).
Si aplicamos la formula de Euler para expresar el coseno como suma de exponenciales
complejas (cos x = (e
jx
+ e
 jx
)=2), obtenemos:
E =
N 1
X
k=0
 
(e
2jwn
+ e
 2jwn
+ 2)=4

; w = 2k=N (1.207)
Calculamos
P
N 1
k=0
(e
j2w
)
n
=
e
j2wN
  1
e
j2w
  1
. Si sustituimos w = 2k=N y tenemos en
cuenta que e
j22k
= 1, este sumatorio es nulo. Lo mismo ocurre con el termino de la
exponencial negativa, luego:
E =
N 1
X
k=0
1
2
=
N
2
(1.208)
26. Determinar si las se~nales siguientes son de energa o de potencia y cuando procede
calcularlas:
a) Se~nal de impulso unidad: x(n) = Æ(n).
b) Se~nal de escalon unidad: x(n) = u(n).
c) Se~nal rampa: x(n) = nu(n).
d) x(n) = Acos(2kn).
e) x(n) = Ae
jw
0
n
Resolucion:
a) Se trata, claramente, de una se~nal de energa ya que:
E =
1
X
n= 1
jÆ(n)j
2
= 1 (1.209)
La potencia media es cero ya que:
P = lm
N!1
1
2N + 1
N
X
n= N
jÆ(n)j
2
= lm
N!1
1
2N + 1
= 0 (1.210)
2
El valor al que converge es

2
6
.
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b) x(n) = u(n)
E =
1
X
n= 1
u
2
(n) =
1
X
n=0
1 =1 (1.211)
por lo que no es una se~nal de energa.
Si ahora calculamos la potencia media,
P = lm
N!1
1
2N + 1
N
X
n= N
u
2
(n) = lm
N!1
1
2N + 1
N
X
n=0
1
2
= lm
N!1
N + 1
2N + 1
=
1
2
(1.212)
observamos que s es una se~nal de potencia.
c) x(n) = nu(n)
Vemos que no es una se~nal de energa ya que:
E =
1
X
n= 1
n
2
u(n) =
1
X
n=0
n
2
=1: (1.213)
Calculemos ahora la potencia media:
P = lm
N!1
1
2N + 1
P
N
n= N
(nu(n))
2
=
lm
N!1
1
2N + 1
P
N
n=0
n
2
= lm
N!1
N
2
+ (N   1)
2
+ : : :+ 1 + 0
2N + 1
:
(1.214)
En el numerador aparece una dependencia cuadratica con N mientras que el
denominador es lineal luego la potencia media tiende a innito. No se trata de
una se~nal de potencia ni de energa.
d) Teniendo en cuenta el ejercicio 25:
E
N
= lm
N!1
A
2
N
X
n= N
cos
2
(wn) = lm
N!1
A
2
N
X
n= N
e
 2jw
+ e
2jwn
+ 2
4
; w = 2k=N(1.215)
N
X
n= N
(e
 2jw
)
n
=
e
 2jw(N+1)
  e
2jwN
e
 2jwn
  1
= : : : =
sin[2w(N +
1
2
)]
sen(w)
(1.216)
Para la otra exponencial aparece un termino similar cambiando w por  w por
lo que la suma sera identica. De este modo, la suma total sera:
E = lm
N!1
A
2
4
2
6
4
2sin[2w(N +
1
2
)]
sen(w)
+ (2N + 1)
3
7
5
(1.217)
El primer termino esta acotado ya que jsen(2w(N+1))j < 1 y el segundo diverge
luego la energa es innita.
Para calcular la potencia media se tiene
P = lm
N!1
E
N
2N + 1
= lm
N!1
A
2
4
2
6
4
2sin[2w(N +
1
2
)]
(2N + 1)sen(w)
+
2N + 1
2N + 1
3
7
5
= : : : =
A
2
4
(1.218)
ya que el numerador del primer termino entre corchetes esta acotado y el deno-
minador tiende a cero.
46 Cap

tulo 1. Se
~
nales y sistemas en tiempo discreto
e) x(n) = Ae
jw
0
n
Esta secuencia ha aparecido en el apartado anterior:
E = lm
N!1
E
N
; E
N
=
N
X
n= N
x
2
(n) (1.219)
E
N
= A
2
N
X
n= N
e
j2wn
= A
2
e
j2wN
e
j2w
  e
 j2wN
e
j2w
  1
= : : : = A
2
sin[2w(N +
1
2
)]
sen(w)
(1.220)
E = lm
N!1
E
N
<1 (1.221)
ya que el seno esta acotado. Al ser una se~nal de energa nita la potencia media
sera nula.
27. Las secuencias siguientes representan un perodo fundamental de una secuencia si-
nusoidal del tipo x(n) = Acos(wn + ). Determine los valores de A;w;  en cada
caso:
a) x(n) = f0
"
; 
p
2; 2; 
p
2; 0;
p
2; 2;
p
2g
b) x(n) = f 3
"
; 3g
c) x(n) = f0
"
; 3=2; 0; 3=2g
Resolucion:
a) x(n) = f0
"
; 
p
2; 2; 
p
2; 0;
p
2; 2;
p
2g
A partir de x(n) = Acos(wn+ ) y dando valores a n:
x(0) = Acos(); x(1) = Acos(w + ); x(2) = Acos(2w + ); : : : (1.222)
Consideramos el primer termino (n = 0):
x(0) = Acos() =) 0 = Acos =)  = cos
 1
(0) = =2; 3=2 (1.223)
Consideremos  = =2, para n = 4:
Acos(w  4 + =2) = 0 =) cos(4w + =2) = 0
4w + =2 = =2; 3=2; : : : (1.224)
La primera solucion implica que w = 0 con lo que la secuencia generada sera
constante que no coincide con x(n). Con la segunda solucion obtenemos w = =4.
Ahora, para determinar A, podemos calcular x(n) para n = 1,
 
p
2 = Acos(=4  1 + =2) = A( 1=
p
2) =) A = 2 (1.225)
La secuencia es x(n) = 2cos(=4 + =2) si tomamos  = 3=2 en la ecuacion
(1.223), y sustituimos para n = 4 en (1.224), obtenemos 4w+3=2 = =2 con lo
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que w =  =4. Sustituyendo estos valores en la expresion general y considerando
n = 1, obtenemos A = 2 luego:
x(n) = 2cos( n=4 + 3=2) (1.226)
Si manipulamos esta expresion:
x(n) = 2cos( n=4 + 3=2) = 2cos( n=4 + 2   =2) = 2cos(n=4 + =2)(1.227)
donde hemos tenido en cuenta que la se~nal coseno es periodica con perodo 2 y
simetrica; es decir obtenemos la misma solucion: A =
p
2; w = =4;  = =2.
b) x(n) = f 3
"
; 3g
Otra forma de hacerlo sera considerando que la se~nal es periodica con perodo
N = 2 luego x(n) = x(n+N). Si x(n) = Acos(wn+), podemos desarrollar as:
Acos(wn+ ) = Acos(w(n+N) + ) =) wN = 2 =) w = 2=N (1.228)
Como N = 2, tenemos que w = .
Para calcular  y A solo necesitamos conocer el valor de la secuencia en dos
puntos.
Para n = 0, tenemos:
 3 = Acos() (1.229)
 3 = Acos( + ) = A(coscos  sinsin) =  Acos (1.230)
La solucion mas sencilla es considerar  = 0, A = 3 pero existen innitas solu-
ciones del tipo:
A =
3
cos
; w = ;  6= (2k + 1)=2; k = 0;1;2; : : : (1.231)
Se propone repetir el apartado a) utilizando este procedimiento.
c) x(n) = f0
"
; 3=2; 0; 3=2g
La se~nal es periodica de perodo N = 4 luego wN = 2 por lo que w = =2.
Considerando x(0) y x(1), obtenemos:
n = 0 : 0 = Acos(=2  0 + ) =)  = =2 o 3=2 (1.232)
n = 1 : 3=2 = Acos(=2  1 + =2) =) A =  3=2 (1.233)
con lo que:
A =  
3
2
; w = 1;  =

2
(1.234)
Si elegimos  = 3=2 obtenemos A = 3=2 pero si damos valores a n comprobamos
que la secuencia obtenida es f0
"
; 3=2; 0; 3=2g, que no es la correcta.
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28. Determinar cual es el perodo fundamental de la se~nal x(n) = Acos(wn) para los
siguientes valores de w:
w
1
= 0
0
75; w
2
= 0
0
15; w
3
= 0
0
48; w
4
=
p
2; w
5
= 0
0
23985; w
6
= 0
0
33
Resolucion:
Para que una sinusoide discreta sea periodica se debe cumplir que x(n) = x(n +N)
siendo N el perodo de la se~nal. Para una sinusoide discreta, su periodo debe ser un
numero racional.
N
1
=
2k
0
0
75
=
8
3
=) PERI

ODICA; N
1
= 8; para k = 3: (1.235)
N
2
=
2k
0
0
15
=
40
3
=) PERI

ODICA; N
2
= 40; para k = 3: (1.236)
N
3
=
2k
0
0
48
=
25
6
=) PERI

ODICA; N
3
= 25; para k = 6: (1.237)
N
4
=
2k
p
2
=
2
p
2
=) NO RACIONAL =) NO PERI

ODICA: (1.238)
N
5
=
2k
0
0
23985
=
40000
4797
=) PERI

ODICA; N
5
= 40000; para k = 4797:(1.239)
N
6
=
2k
0
0
33
=
200
33
=) NO RACIONAL =) NO PERI

ODICA: (1.240)
29. Determinar si los siguientes sistemas verican las propiedades de linealidad, causa-
lidad, estabilidad BIBO e invarianza temporal:
a) y(n) = 2x(n  n
0
), n
0
> 0.
b)
y(n) =
8
>
<
>
:
6x(n  5); x(n)  6:
7x(n  5); x(n) > 6
c) y(n) = (n+ 3)x(n  3)
d) y(n) = 5nx
2
(n)
e) y(n) = 3x(n+ 3)
f ) y(n) = x(n)sen(wn)
g) y(n) = x( n) con  6= 0
h) y(n) = +
P
4
k= 4
x(n  k)
Resolucion:
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a) y(n) = 2x(n  n
0
)
Linealidad: Dadas las salidas para x
1
(n) y x
2
(n)
y
1
(n) = 2x
1
(n  n
0
); y
2
(n) = 2x
2
(n  n
0
) (1.241)
hay que demostrar que para x
3
= ax
1
(n) + bx
2
(n), siendo a y b constantes
arbitrarias:
y
3
(n) = 2[ax
1
(n  n
0
) + bx
2
(n  n
0
)] (1.242)
Desarrollando la ultima ecuacion,
y
3
(n) = 2ax
1
(n  n
0
) + 2bx
2
(n  n
0
) = ay
1
(n  n
0
) + by(n  n
0
);(1.243)
comprobamos que el sistema es lineal.
Causalidad: Como n
0
> 0 la salida depende de entradas anteriores exclusi-
vamente luego es causal.
Invarianza temporal: Si para x(n) tenemos la salida del sistema y(n) =
2x(n   n
0
). Si retardamos la secuencia de entrada k muestras, obtenemos
para la salida y
r
(n) = 2x(n  k   n
0
).
Ahora, si retardamos la salida de la secuencia original, tenemos que y(n  
k) = 2x(n n
0
 k). Como y
r
(n) = y(n k), el sistema es invariante temporal.
Al tratarse de un sistema L.I.T., la estabilidad implica que
P
1
k= 1
jh(k)j <
1. Para este sistema, h(n) = 2Æ(n   n
0
), luego
P
1
k= 1
jh(k)j = 2 < 1. En
consecuencia el sistema es L.I.T., causal y estable.
b)
y(n) =
8
>
<
>
:
6x(n  5); x(n)  6:
7x(n  5); x(n) > 6
Linealidad. El sistema no es lineal. Consideremos las secuencias de entrada
x
1
(n) = 3u(n) y x
2
(n) = 5u(n) que proporcionan las salidas y
1
(n) = 6 
3u(n 5) e y
2
(n) = 65u(n 5). Una combinacion lineal de ambas secuencias
de forma que  =  = 1, esto es, x
3
(n) = x
1
(n)+x
2
(n) = x
1
(n)+x
2
(n) =
8u(n) proporcionara una salida y
3
(n) = 7  8u(n   5) que no coincide con
y
1
(n) + y
2
(n). De aqu que una se~nal lineal a tramos sea no lineal.
Invarianza temporal. Sea
x(n) =
8
>
<
>
:
10; n > n
0
:
0; n  n
0
(1.244)
Para n > n
0
, tendramos y(n) = 7x(n   5) ya que x(n) = 10 > 6. Si retar-
damos k muestras la secuencia de entrada tal que n  k < n
0
, obtendremos
y
r
(n) = 6x(n  k   5) ya que x(n) = 0 < 6, y si retardamos la secuencia de
salida obtendremos y(n k) = 7x(n k 5) 6= 6x(n k 5). En consecuencia
el sistema no es invariante temporal.
Causalidad. El sistema es causal pues solo depende de entradas pasadas.
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Estabilidad. El sistema es estable BIBO ya que para cualquier entrada aco-
tada por un valor M
x
, la salida esta acotada por 7M
x
.
En consecuencia, el sistema es lineal, no invariante temporal, causal y estable.
c) y(n) = (n+ 3)x(n  3)
Linealidad. Para demostrar la linealidad, dadas las salidas y
1
(n) e y
2
(n)
obtenidas para las entradas x
1
(n) y x
2
(n),
y
1
(n) = (n+ 3)x
1
(n  3); y
2
(n) = (n+ 3)x
2
(n  3); (1.245)
hay que demostrar que para x
3
(n) = ax
1
(n)+bx
2
(n), se cumple que y
3
(n) =
ay
1
(n) + by
2
(n) con a, b 2 C .
y
3
(n) = (n+ 3)[ax
1
(n) + bx
2
(n)]: (1.246)
Desarrollando la ultima ecuacion,
y
3
(n) = (n+ 3)ax
1
(n  3) + (n+ 3)bx
2
(n  3) =
= a(n+ 3)x
1
(n  3) + b(n+ 3)x
2
(n  3) = ay
1
(n) + by
2
(n);
(1.247)
por lo que podemos armar que es lineal.
Invarianza temporal. Para una entrada x(n) tenemos que y(n) = (n 3)x(n 
3). Si retardamos la entrada, la salida para x(n k) sera y
r
(n) = (n 3)x(n 
k   3). Si ahora retardamos la salida original k muestras, tenemos:
y
r0
(n) = y(n  k) = (n  k   3)x(n  k   3) (1.248)
Como y
r
(n) 6= y
r0
(n), el sistema no es invariante temporal.
Causalidad. El sistema es causal pues su salida solo depende de entradas
pasadas.
Estabilidad. El sistema no es estable ya que si, por ejemplo, consideramos
x(n) = u(n), que esta acotada, la salida y(n) = (n 3)u(n 3) es una rampa
que no esta acotada.
En consecuencia, el sistema es lineal, no invariante temporal, causal y no estable.
d) y(n) = 5nx
2
(n)
Linealidad. El termino x
2
(n) hace que el sistema no sea lineal.
Invarianza temporal. El termino n multiplicando hace que el sistema no sea
invariante temporal, como en el apartado c).
Estabilidad. Considerando la misma secuencia acotada que en c) vemos que
la salida no esta acotada, por lo que no es estable.
Causalidad. El sistema es causal ya que las muestras de salida solo dependen
de muestras actuales de entrada.
En consecuencia, el sistema no es lineal, ni invariante temporal, ni estable pero
s causal.
e) y(n) = 3x(n+ 3)
El sistema tiene las mismas propiedades que a) salvo la causalidad ya que la
salida depende de entradas futuras, por ejemplo para n = 0, y(n) = 3x(3). En
consecuencia, el sistema es lineal, invariante temporal, no causal y estable.
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f ) y(n) = x(n)sen(wn)
Este sistema, denominado modulador, es facil de comprobar que es lineal y cau-
sal. Su estabilidad esta asegurada ya que si x(n) esta acotada, el producto lo
estara pues jsen(wn)j < 1 luego podemos armar que es estable.
Sin embargo es variante temporal ya que si x(n) produce una salida
y(n) = x(n)sen(wn) (1.249)
entonces para x(n k), tendramos y
r
(n) = x(n k)sen(wn). Si retardamos y(n)
k muestras, tenemos:
y(n  k) = x(n  k)sen(w(n  k)) 6= y
r
(n) (1.250)
Luego no es invariante temporal. En resumen, el sistema es lineal, no es invariante
temporal, pero s es causal y estable.
g) y(n) = x( n) con  6= 0
Linealidad y estabilidad. Se puede demostrar de forma muy sencilla que el
sistema es lineal y estable, cuya tarea se deja al lector.
Invarianza temporal. No es invariante temporal ya que si x(n) proporciona:
y(n) = x( n); (1.251)
para x(n k), tendremos y
r
(n) = x( n k). La salida retardada y(n k) =
x( n+ k) = y
r
(n). Esto lo podemos ver mas claro con un ejemplo:
Sea x(n) = f1
"
; 2; 3g considerando  = 1, tendremos la salida y(n) = f3; 2; 1
"
g.
Si retardamos dos muestras, tenemos x(n   2) = f0
"
; 0; 1; 2; 3g, y
r
(n) =
f3; 2; 1; 0; 0
"
g. Si retardamos la salida original dos muestras tambien y(n  
2) = f3
"
; 2; 1g, las salidas no coinciden.
Causalidad. El sistema no es causal, ya que por ejemplo, para n =  1,
y( 1) = x(1) depende de una entrada futura.
De esta forma, el sistema es lineal, no es invariante temporal ni causal pero s es
estable BIBO.
h) y(n) = +
P
4
k= 4
x(n  k)
Linealidad. Para dos secuencias de entrada x
1
(n) y x
2
(n) se tiene que el
sistema responde con las siguientes salidas:
y
1
(n) = +
4
X
k= 4
x
1
(n  k) (1.252)
y
y
2
(n) = +
4
X
k= 4
x
2
(n  k): (1.253)
Si tenemos una combinacion lineal de dichas entradas x
3
(n) = Ax
1
(n) +
Bx
2
(n), la salida correspondiente sera:
y
3
(n) = +
P
4
k= 4
Ax
1
(n  k) +Bx
2
(n  k) =
= +A
P
4
k= 4
x
1
(n  k) +B
P
4
k= 4
x
2
(n  k) 6= Ay
1
(n) +By
2
(n);
(1.254)
luego el sistema no es lineal.
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Estabilidad. El sistema es estable ya que si x(n) esta acotada, la salida es
una suma nita de entradas, luego tambien estara acotada.
Invarianza temporal. La salida ante una entrada retardada x(n  n
0
) es
y
r
(n) = +
4
X
k= 4
x
1
(n  k   n
0
); (1.255)
y si retardamos la entrada, se obtiene la siguiente salida
y(n  n
0
) = +
4
X
k= 4
x
1
(n  n
0
  k) (1.256)
que coincide con y
r
(n).
Causalidad. El sistema no es causal ya que, por ejemplo, para n = 0, la
salida y(n) depende de muestras futuras: x(4), x(2), x(1).
El sistema no es lineal, es invariante temporal, no causal y estable.
30. Probar que si la entrada a un sistema L.I.T. es una se~nal periodica la salida es
tambien periodica con el mismo periodo.
Resolucion:
Si x(n) es periodica, x(n) = x(n +N), N es el periodo. La salida del sistema L.I.T.
es:
y(n) =
1
X
k= 1
h(k)x(n  k) =
1
X
k= 1
h(k)x(n+N   k) = y(n+N) (1.257)
que es la denicion de periodicidad para la salida.
31. Probar que la secuencia
x(n) =
8
>
<
>
:
0; n  0:
P
n
k=1
u(n  k); n > 0
es una rampa unidad. Aplicando esto, calcule la respuesta a la rampa unidad del
sistema denido por el diagrama de bloques de la Fig. 1.19. Considere que las con-
diciones iniciales son nulas.
Resolucion:
 

 

Figura 1.19: Diagrama de bloques del ejercicio 31.
La secuencia rampa unidad esta denida como r(n) = nu(n). Para n  0, tenemos
r(n) = x(n) = 0. Para n > 0, x(n) =
P
n
k=1
u(n  k) = (
P
n
k=1
1)u(n  1) = nu(n  1)
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ya que tenemos la suma de n terminos iguales a uno. Para el caso de n = 0 tambien
hay coincidencia, x(n) = nu(n).
La ecuacion en diferencias del sistema es y(n) = y(n  1)  + x(n). Para calcular la
salida necesitamos h(n), considerando x(n) = Æ(n):
h(h) = Æ(n) + h(n  1) (1.258)
Iterando, se llega a h(n) = 
n
u(n), donde hemos considerado condiciones iniciales
nulas (h( 1) = 0). La salida del sistema sera:
y(n) =
1
X
k= 1
h(k)x(n  k) =
1
X
k= 1
x(k)h(n  k)
=
1
X
k= 1
ku(k)
n k
u(n  k) = 
n
n
X
k=0
k
 k
: (1.259)
Este sumatorio se puede expresar de forma compacta como sigue:
y(n) = 
n

 (1=)
n+1
( n+ (n+ 1))=( 1 + )
2
+ =( 1 + )
2

u(n): (1.260)
Este desarrollo se puede realizar consultando un libro de tablas matematicas estandar
o bien empleando las funciones de matematica simbolica que tiene MATLAB de la
siguiente forma
>>syms k n alpha
>>symsum(k*alpha^(-k),1,n)
>> -(1/alpha)^(n+1)*alpha*(-n+(n+1)*alpha)/(-1+alpha)^2 + alpha/(-1+alpha)^2
donde se han denido, en primer lugar, las variables a emplear y, a continuacion, se
ha empleado el comando symsum, que devuelve en una cadena de texto el resultado
para el sumatorio introducido. F
32. Si f(n) = x
1
(n)  x
2
(n) y g(n) = x
1
(n   N
1
)  x
2
(n   N
2
). Determinar la relacion
entre f(n) y g(n).
Resolucion:
Sabemos que x(n)  Æ(n  k) = x(n  k) luego:
g(n) = [x
1
(n)  Æ(n N
1
)]  [x
2
(n)  Æ(n N
2
)]: (1.261)
Aplicando la propiedad conmutativa de la convolucion obtenemos
g(n) = x
1
(n)  x
2
(n)  Æ(n N
1
)  Æ(n N
2
) = f(n)  Æ(n N
1
 N
2
) (1.262)
Luego
g(n) = f(n  (N
1
+N
2
)): (1.263)
Es decir, si calculamos la convolucion de secuencias retardadas, la secuencia resultante
experimenta un retardo total igual a la suma de los retardos parciales.
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Podemos obtener este mismo resultado calculando directamente g(n):
g(n) =
1
X
k= 1
x
1
(k  N
1
)x
2
(n  k  N
2
) =
m=k N
1
=
1
X
m= 1
x
1
(m)x
2
(n m N
1
 N
2
) =
n
0
=n N
1
 N
2
(1.264)
=
1
X
m= 1
x
1
(m)x
2
(n
0
 m) = f(n
0
) = f(n N
1
 N
2
);
tal y como se pretenda demostrar.
33. Sabemos que la convolucion es conmutativa pero, en general, no es asociativa. Ve-
rifquelo utilizando las secuencias siguientes:
x
1
(n) = B;B constante 8n;
x
2
(n) = u(n); x
3
(n) = Æ(n)  Æ(n  1)
Resolucion:
Para ello deberemos probar la equivalencia entre x
1
(n)  (x
2
(n)  x
3
(n)) y (x
1
(n) 
x
2
(n))  x
3
(n). As pues, calculamos cada parte por separado:
(x
2
(n)  x
3
(n)) = u(n)  [Æ(n)   Æ(n   1)] = u(n)  Æ(n)   u(n)  Æ(n   1) =
u(n)  u(n  1) = Æ(n) Por tanto, x
1
(n)  (x
2
(n)  x
3
(n)) = Æ(n)B = B.
(x
2
(n)  x
1
(n)) =
P
1
k= 1
Bu(n  k) = B
P
n
k= 1
1 =1
No es necesario continuar ya que los resultados son distintos. Esta propiedad solo se
verica si las secuencias son unilaterales y absolutamente convergentes.
34. El sistema denido por el diagrama de bloques de la Fig. 1.20 tiene un sistema H
que actua sobre una secuencia w(n) proporcionando la salida c+ d  w(n) siendo a,
b, c, y d son constantes. Determine si se trata de un L.I.T. >Es causal? >Es estable?
Resolucion:



 




Figura 1.20: Diagrama de bloques del ejercicio 34.
La ecuacion en diferencias del sistema es:
w(n) = ax(n  1) + bx(n) (1.265)
y(n) = H(w(n)) = c+ d(ax(n  1) + bx(n)) (1.266)
y(n) = c+ adx(n  1) + dbx(n) (1.267)
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Estudiemos la linealidad. Aunque aparentemente parece lineal, veamoslo mas en
detalle. Las se~nales de salida para x
1
(n) y x
2
(n) son, respectivamente:
y
1
(n) = c+ adx
1
(n  1) + dbx
1
(n) (1.268)
y
2
(n) = c+ adx
2
(n  1) + dbx
2
(n) (1.269)
y para x
1
(n) + x
2
(n),
y(n) = c+ ad(x
1
(n  1) + x
2
(n  1)) + db(x
1
(n) + x
2
(n))
= c+ (adx
1
(n  1) + dbx
1
(n)) + (adx
2
(n  1) + dbx
2
(n)) 6= y
1
(n) + y
2
(n)
(1.270)
Luego el sistema no es lineal.
El sistema es causal ya que solo depende de entradas presentes y pasadas.
La invarianza temporal es facil de vericar:
x(n) =) y(n) = c+ adx(n  1) + dbx(n) (1.271)
x(n  k) =) y
r
(n) = c+ adx(n  1  k) + dbx(n  k) (1.272)
Si retardamos la salida y(n  k) = c+ adx(n  1  k) + dbx(n  k). Observamos
que y(n  k) = y
r
(n) por lo que el sistema es invariante temporal.
Si la entrada esta acotada, la salida tambien lo estara. Si jx(n)j < M
x
, la salida
esta acotada por jy(n)j < c+ (ad+ db)M
x
F
35. Un sistema digital que se encuentra inicialmente en reposo se puede representar me-
diante el diagrama de bloques de la Fig. 1.21. Determine las siete primeras muestras
de la secuencia de salida del sistema para la entrada:
x(n) =
8
>
<
>
:
sen(n=6); n  0:
0; en otro caso
siendo r(n) una rampa unidad.
Resolucion:

  
 

 





Figura 1.21: Diagrama de bloques del ejercicio 35.
La ecuacion en diferencias del sistema es:
y(n) = x(n  2) + (x(n  1) m  3  r(n  1)) (1.273)
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Las siete primeras muestras de x(n) son:
x(n) = f0
"
; sen

6
; sen

3
; sen

2
; sen
2
3
; sen
5
6
; seng (1.274)
x(n) = f0
"
;
1
2
;
p
3
2
; 1;
p
3
2
;
1
2
; 0; : : :g (1.275)
r(n) = f0
"
; 1; 2; 3; 4; 5; 6; : : :g (1.276)
Sustituyendo en la ecuacion (1.273), obtenemos los valores de las primeras muestras:
y(0) = x( 2) + [x( 1) m  3  r( 1)] = 0 (1.277)
y(1) = x( 1) + [x(0) m  3  r(0)] = 0 (1.278)
y(2) = x(0) + [x(1) m  3  r(1)] =
3
2
m (1.279)
y(3) = x(1) + [x(2) m  3  r(2)] =
1
2
+ 3m
p
3 (1.280)
y(4) = x(2) + [x(3) m  3  r(3)] =
p
3
2
+ 9m (1.281)
y(5) = x(3) + [x(4) m  3  r(4)] = 1 + 6m
p
3 (1.282)
y(6) = x(4) + [x(5) m  3  r(5)] =
p
3
2
+
15
2
m (1.283)
36. Dadas las secuencias x(n) e y(n) denidas como:
x(n) =
8
>
<
>
:
1; 0  n  N   1:
0; en otro caso
y(n) =
8
>
<
>
:
n; 0  n  N   1:
0; en otro caso
Determine, sin realizar la convolucion cual sera el valor maximo de x(n)  y(n) y el
ndice temporal de dicho maximo.
Resolucion:
De la denicion de ambas secuencias se sabe que son secuencias causales deN terminos
cada una. La convolucion tendra 2N   1 terminos. Dado que los terminos de ambas
secuencias son positivos, los terminos x(k)y(n   k) de la convolucion contribuiran
positivamente a la suma global, luego el maximo se producira cuando el numero de
terminos producto coincida con la longitud de las secuencias que se corresponde con
el ndice N   1. El valor sera:
N 1
X
k=0
x(k)y(N   1  k); (1.284)
es decir, multiplicamos una secuencia por la otra invertida. En nuestro caso tendremos:
N 1
X
k=0
1  ( k +N   1) = : : : =
(N   1)N
2
(1.285)
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donde hemos aplicado la formula para el calculo de la suma de N terminos en una
progresion aritmetica:
S
n
=
(a
1
+ a
N
)N
2
; (1.286)
siendo a
1
el primer termino y a
N
el ultimo termino. F
37. Considere el sistema digital cuya relacion entre la entrada y la salida viene dada por
la ecuacion en diferencias siguiente:
y(n) = ay(n  1) + bx(n):
Sabiendo que se trata de un sistema causal. Determine:
a) La salida del sistema general considerando que las condiciones iniciales son no
nulas, esto es, que se cumple que y( 1) 6= 0.
b) Determine si el sistema es L.I.T.
c) Repita el proceso del apartado b) suponiendo que y( 1) = 0.
Resolucion:
a) Para calcular la salida del sistema procedemos de forma iterativa, haciendo:
y(n) = ay(n  1) + bx(n) (1.287)
donde n  0 pues el sistema es causal. Dando valores a n, tenemos:
y(0) = ay( 1) + bx(0) (1.288)
y(1) = ay(0) + bx(1) = : : : = a
2
y( 1) + abx(0) + bx(1) (1.289)
y(2) = ay(1) + bx(2) = : : : = a
3
y( 1) + a
2
bx(0) + abx(1) + bx(2) (1.290)
.
.
. (1.291)
Observamos que la expresion general que se puede inducir es:
y(n) = a
n+1
y( 1) + b
n
X
k=0
a
k
x(n  k); n  0 (1.292)
b) Para determinar la linealidad calculamos la salida con
x(n) = x
1
(n) + x
2
(n); ;  constantes (1.293)
y(n) = a
n+1
y( 1) + b
n
X
k=0
a
k
[x
1
(n  k) + x
2
(n  k)]; n  0(1.294)
y(n) = a
n+1
y( 1) + fb
n
X
k=0
a
k
x
1
(n  k)g + fb
n
X
k=0
a
k
x
2
(n  k)g; n  0(1.295)
El termino a
n+1
y( 1) hace que el sistema no sea lineal. Aunque sabemos que el
sistema no es L.I.T., veamos si es invariante temporal. Para x(n  n
0
) tenemos:
y
r
(n) = a
n+1
y( 1) + b
n n
0
X
k=0
a
k
x(n  n
0
  k) (1.296)
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Si calculamos
y(n  n
0
) = a
n n
0
+1
y( 1) + b
n n
0
X
k=0
a
k
x(n  n
0
  k) (1.297)
El sistema no es invariante temporal debido al termino que contiene la condicion
inicial.
c) Si el sistema esta inicialmente en reposo (y( 1) = 0), se cancela este termino en
las ecuaciones anteriores, y el sistema s es L.I.T.
En general, un sistema discreto causal denido por la ecuacion en diferencias:
M
X
k=0
b
k
x(n  k) =
N
X
k=0
a
k
y(n  k) (1.298)
sera un sistema L.I.T. solo si las condiciones iniciales son nulas, es decir, se encuentra
inicialmente en reposo y( 1) = y( 2) = : : : = y( N) = 0.
38. Una aplicacion de la descomposicion en cascada de sistemas es la determinacion
de sistemas inversos. Un sistema con respuesta impulsional h
2
(n) se dice que es el
inverso de otro con respuesta impulsional h
1
(n) si h
1
(n)h
2
(n) = Æ(n). Esto se utiliza
para recuperar se~nales ruidosas recibidas a traves de un canal de comunicaciones,
convolucionando la se~nal recibida con el sistema inverso de dicho canal.
Consideremos un canal de comunicaciones que tenga por respuesta impulsional
h
1
(n) = a
n
u(n). Se pide que:
a) Determine el sistema inverso de dicho canal.
b) Verique que cualquier secuencia x(n), al pasar por el sistema de la Fig. 1.22,
es reconstruida a la salida perfectamente.
Resolucion:
El sistema inverso viene dado por la interconexion en cascada mostrada en la Fig.
1.22. Siendo h
I
(n) el sistema inverso. Se debe vericar h(n)  h
I
(n) = Æ(n) como
h(n) = a
n
u(n) sabemos que
 

Figura 1.22: Denicion de sistema inverso.
1
X
k= 1
h
I
(k)a
n k
u(n  k) = Æ(n) (1.299)
n
X
k= 1
h
I
(k)a
n k
= Æ(n) (1.300)
El sistema inverso debe ser causal ya que h(n) lo es luego solo calculamos para n  0.
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Iterando,
n = 0 : h
I
(0)a
0
= Æ(0) = 1 =) h
I
(0) = 1
n = 1 : h
I
(0)a
1
+ h
I
(1) = 0 =) h
I
(1) =  a
n = 2 : h
I
(0)a
2
+ h
I
(1)a
1
+ h
I
(2) = 0 =) h
I
(2) = 0
n = 3 : h
I
(0)a
3
+ h
I
(1)a
2
+ h
I
(2)a
1
+ h
I
(3) = 0 =) h
I
(3) = 0
(1.301)
Los terminos a partir de n = 2 son todos nulos luego podemos escribir
h
I
(n) = Æ(n)   aÆ(n  1) (1.302)
Hay que comprobar que h(n)  h
I
(n) = Æ(n):
a
n
u(n)  (Æ(n)   aÆ(n  1)) = a
n
u(n)  Æ(n)  a
n+1
u(n)  Æ(n  1)
= a
n
u(n)  a
n
u(n  1) = a
n
(u(n)  u(n  1)) = a
n
Æ(n) = Æ(n);
(1.303)
donde hemos aplicado las propiedades distributiva de la convolucion y la de despla-
zamiento al convolucionar con una Æ(n). Dado que la convolucion de la respuesta del
canal y del sistema inverso es una secuencia Æ(n), la salida y(n) = x(n)  Æ(n) = x(n)
es una copia identica de la se~nal a la entrada. F F
39. Dados los sistemas L.I.T. denidos por los diagramas de bloques de la Fig. 1.23,
se desea determinar la expresion general de la respuesta impulsional cuando son
conectados segun los diagramas de bloques de la Fig. 1.24.
Resolucion:




 



 
	
	

	
Figura 1.23: Diagramas de bloques de los sistemas del ejercicio 39.
En primer lugar determinaremos las respuestas impulsionales de cada sistema. Las
ecuaciones en diferencias son:
s
1
: y(n) = 0
0
8y(n  1) + x(n) (1.304)
s
2
: y(n) =
1
2
y(n  1) +
1
2
x(n) (1.305)
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 
	

 
	


 



 
 

	

 

Figura 1.24: Diferentes conexiones para los sistemas S
1
y S
2
.
Sabemos que al ser L.I.T. los sistemas deben estar originalmente en reposo. Hacien-
do x(n) = Æ(n), es sencillo determinar h
1
(n) y h
2
(n) como en ejercicios anteriores.
Obtenemos:
h
1
(n) = 0
0
8
n
u(n) (1.306)
h
2
(n) = (
1
2
)
n+1
u(n) (1.307)
Veamos cada una de las conexiones solicitadas:
a) Este diagrama de bloques se corresponde con una conexion paralelo luego:
h(n) = h
1
(n) + h
2
(n) = 0
0
8
n
u(n) + (
1
2
)
n+1
u(n) (1.308)
b) En este caso tenemos una descomposicion en serie:
h(n) = h
1
(n)  h
2
(n) =
1
X
k= 1
h
1
(k)h
2
(n  k) =
=
1
X
k= 1
0
0
8
k
u(k)(
1
2
)
n k+1
u(n  k) (1.309)
Las condiciones para los lmites de los sumatorios las proporcionan las u(n) y
por tanto: k  0 y k  n, con lo que si n  0:
h(n) =
n
X
k=0
0
0
8
k
(
1
2
)
n k+1
= : : : = (
1
2
)
n+1
(0
0
8  2)
n+1
  1
0
0
8  2  1
(1.310)
Si n < 0, las tres condiciones no son compatibles. Ademas, como h
1
(n) y h
2
(n)
son causales, el sistema resultante tambien lo sera:
h(n) =

0
0
8
n+1
0
0
6
 
(1=2)
n+1
0
0
6

u(n) =
4
3
0
0
8
n
u(n) 
5
6
(
1
2
)
n
u(n) (1.311)
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c) En primer lugar determinamos la ecuacion en diferencias del sistema a partir del
esquema de la Fig. 1.25:
 


 

Figura 1.25: Calculo de la ecuacion en diferencias del ejercicio 39c).
w(n) = y(n  1) + x(n) (1.312)
y(n) = 0
0
8y(n  1) + w(n) (1.313)
y por tanto
y(n) = 0
0
8y(n  1) + y(n  1) + x(n) = 1
0
8y(n  1) + x(n) (1.314)
Por comparacion con la ecuacion en diferencias de s
1
obtenemos que
h(n) = (1
0
8)
n
u(n) (1.315)
d) Procediendo de forma analoga al anterior y deniendo las mismas variables in-
termedias, obtenemos las ecuaciones en diferencias siguientes:
y(n) = S
2
[w(n)] (1.316)
w(n) = x(n)  y(n  1) (1.317)
luego
y(n) = 0
0
5[y(n  1) + w(n)] (1.318)
w(n) = x(n)  y(n  1) (1.319)
con lo que
y(n) = 0
0
5x(n) (1.320)
La respuesta impulsional sera por tanto:
h(n) =
1
2
Æ(n) (1.321)
F
40. Aplicando las propiedades de la interconexion de sistemas determine la respuesta
impulsional del diagrama de bloques mostrado en la Fig. 1.26.
Resolucion:
Se veran en primer lugar que salidas hay en cada nodo:
Nodo 1: h
1
(n)  x(n)
Nodo 2: h
1
(n) en cascada con h
2
(n), por lo que se tiene h
1
(n)  h
2
(n)  x(n).
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Figura 1.26: Diagrama de bloques del ejercicio 40.
Nodo 3: h
1
(n) en cascada con h
3
(n), por lo que se tiene h
1
(n)  h
3
(n)  x(n).
Nodo 4: Paralelo de los sistemas h
1
y h
5
, por lo que se tiene (h
1
(n)+h
5
(n))x(n).
Nodo 5: Nodo 4 en cascada con h
6
(n), por lo que se tiene (h
1
(n)+h
5
(n))h
6
(n)
x(n).
Nodo 6: Paralelo de las salidas de nodos 2 y 5, por lo que se tiene:
[h
1
(n)  h
2
(n) + (h
1
(n) + h
5
(n))  h
6
(n)]  x(n) (1.322)
Nodo 7: Cascada de la salida del nodo 6 con h
4
(n), por lo que se tiene:
[h
1
(n)  h
2
(n) + (h
1
(n) + h
5
(n))  h
6
(n)]  h
4
(n)  x(n) (1.323)
Nodo 8: Paralelo de las salidas de nodos 3 y 7, por lo que se tiene:
h(n) = h
1
(n)  h
3
(n) + [h
1
(n)  h
2
(n) + (h
1
(n) + h
5
(n))  h
6
(n)]  h
4
(n)(1.324)
Sustituyendo valores obtenemos:
h(n) = 3Æ(n)  u(n) + [3Æ(n)  Æ(n) + (3Æ(n) + 0)  Æ(n)]  2
n
u(n) (1.325)
h(n) = 3u(n) + [3Æ(n) + 3Æ(n)]  2
n
u(n) = 3u(n) + 6  2
n
u(n) (1.326)
h(n) = 3(2
n+1
+ 1)u(n) (1.327)
Dado que h
5
(n) = 0 podramos haber eliminado esta rama en el diagrama original.
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41. Determine cuales de los siguientes sistemas L.I.T. son de respuesta impulsional -
nita (\Finite Impulse Response", FIR) y cuales de respuesta impulsional innita
(\Innite Impulse Response", IIR). Indique tambien cuales son recursivos y cuales
no.
a) y(n) = Æ(n)  5Æ(n   3)
b) y(n) = 2y(n  1) + x(n)
c) y(n) =
1
N
P
N 1
k=0
x(n  k)
d) y(n) = x(n)  x(n  5) + y(n  1)
e) y(n) = x(n) + 2x(n  1) + 3x(n  2) + y(n  3)
Discuta las siguientes cuestiones:
a) >Un sistema recursivo es siempre IIR?
b) >Un sistema de tipo IIR puede implementarse mediante un diagrama de bloques
con un numero nito de retardos?
c) >Es cierto que un sistema IIR nunca podra realizarse fsicamente ya que sus
respuestas impulsionales tienen innitos terminos?
Resolucion:
Para determinar si un sistema es FIR o IIR deberemos calcular la respuesta im-
pulsional. Para determinar si el sistema es recursivo vericaremos si la ecuacion en
diferencias depende de entradas anteriores unicamente (no recursiva) o si tambien
depende de salidas anteriores (recursiva).
a) La respuesta impulsional de este sistema es h(n) = f1
"
; 0; 0; 5g. El sistema es
FIR, no recursivo.
b) h(n) = 2h(n 1)+Æ(n) considerando condiciones iniciales nulas, ya que es L.I.T.
obtenemos que h(n) = 2
n
u(n), como h(n) tiene innitos terminos no nulos, es
de tipo IIR. En la ecuacion en diferencias observamos que se trata de un sistema
recursivo.
c) La respuesta impulsional es h(n) =
1
N
P
N 1
k=0
Æ(n  k). Si damos valores a n, los
primeros N terminos de la respuesta impulsional valen siempre 1=N :
h(0) =
1
N
N 1
X
k=0
Æ(0  k) =
1
N
(1.328)
h(1) =
1
N
N 1
X
k=0
Æ(1  k) =
1
N
(1.329)
.
.
. (1.330)
h(N   1) =
1
N
N 1
X
k=0
Æ(N   1  k) =
1
N
(1.331)
h(N) =
1
N
N 1
X
k=0
Æ(N   k) = 0 (1.332)
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A partir de n = N todos los termino son nulos:
h(n) = f
1
N
"
; : : : ;
1
N
g; N terminos (1.333)
Se trata de un sistema FIR no recursivo.
d) La respuesta impulsional sera:
h(n) = Æ(n)  Æ(n  5) + h(n  1) (1.334)
h(0) = Æ(0)   Æ(0   5) + h(0   1) = 1 (1.335)
h(1) = Æ(1)   Æ(1   5) + h(1   1) = 1 (1.336)
h(2) = Æ(2)   Æ(2   5) + h(2   1) = 1 (1.337)
h(3) = Æ(3)   Æ(3   5) + h(3   1) = 1 (1.338)
h(4) = Æ(4)   Æ(4   5) + h(4   1) = 1 (1.339)
h(5) = Æ(5)   Æ(5   5) + h(5   1) = 0 (1.340)
h(6) = Æ(6)   Æ(6   5) + h(6   1) = 0 (1.341)
.
.
. (1.342)
Por tanto la respuesta impulsional es
h(n) = f1
"
; 1; 1; 1; 1g (1.343)
Se trata de un sistema FIR implementado recursivamente.
e) La respuesta impulsional es
h(n) = Æ(n) + 2Æ(n   1) + 3Æ(n   2) + h(n  3) (1.344)
dando valores a n obtenemos
h(n) = f1
"
; 2; 3; 1; 2; 3; 1; 2; : : :g (1.345)
La respuesta impulsional es innita luego el sistema es IIR. El sistema es recur-
sivo.
De los anteriores ejemplos podemos concluir que un sistema recursivo no necesaria-
mente es de tipo IIR. Sin embargo, un sistema IIR obligatoriamente debe implemen-
tarse de forma recursiva. Un sistema IIR puede realizarse mediante un diagrama de
bloques con un numero nito de retardos. Por ejemplo, el sistema b) puede imple-
mentarse como en la Fig. 1.27, donde se aprecia la realimentacion de la salida hacia
la entrada, tpica de sistemas recursivos.
El sistema denido en d) es FIR y lo podemos implementar como en el diagrama de
bloques de la Fig. 1.28, ya que a partir de su respuesta impulsional podemos expresar
su salida como
y(n) = x(n) + x(n  1) + x(n  2) + x(n  3) + x(n  4) (1.346)
aunque tambien podemos emplear la estructura de la Fig. 1.29.
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Figura 1.27: Implementacion del sistema del ejercicio 41b)
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Figura 1.28: Implementacion no recursiva del sistema del ejercicio 41d)
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Figura 1.29: Implementacion recursiva del sistema del ejercicio 41d)
42. Un sistema sencillo utilizado para eliminar ruido aleatorio de una se~nal es el pro-
mediador (a veces conocido como suavizador) de ventana movil de N muestras. Su
ecuacion en diferencias es la siguiente:
y(n) =
1
N
N 1
X
k=0
x(n  k):
Exprese esta ecuacion en diferencias de manera que se pueda calcular de forma
recursiva.
Resolucion:
Vamos a calcular la relacion que existe entre dos muestras consecutivas de y(n):
y(n) =
1
N
N 1
X
k=0
x(n  k) (1.347)
y(n  1) =
1
N
N 1
X
k=0
x(n  k   1) =
1
N
 
N
X
k=1
x(n  k)
!
(1.348)
y(n)  y(n  1) =
1
N
"
N 1
X
k=0
x(n  k) 
N
X
k=1
x(n  k)
#
(1.349)
Del termino entre corchetes quedara solo el factor con k = 0 del primer sumatorio y
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k = N del segundo, el resto se cancelan:
y(n)  y(n  1) =
1
N
(x(n)  x(n N)) : (1.350)
Se llega a la expresion recursiva del promediado movil de N terminos.
43. La salida de un sistema digital causal viene dada, para las primeras muestras por:
n = 0 y(0) = x(0)
n = 1 y(1) = x(1) +
x(0)
2
n = 2 y(2) = x(2) +
x(1)
2
+
x(0)
3
.
.
.
.
.
.
Se pide:
a) Determinar la expresion general de y(n) y su respuesta impulsional.
b) Indicar si se trata de un sistema L.I.T.
Resolucion:
a) La relacion de recurrencia observando la serie es
y(n) =
n
X
k=0
x(n  k)
k + 1
(1.351)
con lo que la respuesta impulsional sera
h(n) =
n
X
k=0
Æ(n  k)
k + 1
=
1
n+ 1
: (1.352)
Como el sistema es causal, se tendra:
h(n) =
1
n+ 1
u(n): (1.353)
b) Comprobemos que el sistema es lineal.
Sea x(n) = x
1
(n) + x
2
(n) con , , x
1
(n) y x
2
(n) arbitrarias. Tendremos:
y(n) =
n
X
k=0
x
1
(n  k) + x
2
(n  k)
k + 1
= 
n
X
k=0
x
1
(n  k)
k + 1
+ 
n
X
k=0
x
2
(n  k)
k + 1
(1.354)
Observamos que s es lineal ya que cada sumatorio coincide con la salida para
las entradas x
1
(n) y x
2
(n) respectivamente.
Para ver si es invariante temporal calculamos la salida para una entrada retar-
dada n
0
muestras:
y
r
(n) =
n
X
k=0
x(n  k   n
0
)
k + 1
: (1.355)
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Si ahora retardamos la salida:
y(n  n
0
) =
n n
0
X
k=0
x(n  n
0
  k)
k + 1
(1.356)
Observamos que ambas ecuaciones no coinciden por lo que no es un sistema
L.I.T.
F
44. Denimos el coeciente de correlacion entre dos secuencias x(n) e y(n) como

xy
(k) =
P
N 1
n=0
x(n)y(n  k)
[
P
N 1
n=0
x
2
(n)
P
N 1
n=0
y
2
(n)]
1=2

r
xy(l)
p
r
xx
(0)r
yy
(0)
:
Determinar 
xy
(l) entre las secuencias x(n) = (0
0
5)
n
u(n), y(n) = 3
n
u( n   1). A
partir de esta expresion determinar el valor maximo de 
xy
(l).
Resolucion:
Sabemos que r
xy
(l) = x(l)  y( l) =
P
1
k= 1
x(k)y(k   l), luego el calculo de la
correlacion se reduce a una convolucion reejando la segunda secuencia:
p(n) = y( n) = 3
 n
u(n  1): (1.357)
Por tanto:
r
xy
(n) =
1
X
k= 1
(
1
2
)
k
u(k)3
 (n k)
u((n  k)  1) (1.358)
r
xy
(n) = 3
 n
1
X
k= 1
(
3
2
)
k
u(k)u(n  k   1) (1.359)
Las se~nales escalon determinan los ndices del sumatorio k  0 y k  n   1. Si
n < 0, no hay terminos en el sumatorio ya que las secuencias que convolucionamos
son causales. Por tanto, nos centramos en n  0:
r
xy
(n) = 3
 n
n 1
X
k=0
(
3
2
)
k
= 3
 n
(
3
2
)
n
  1
3
2
  1
= : : : = 2[2
 n
  3
 n
]u(n): (1.360)
Calculemos r
xx
(0) y r
yy
(0). De la denicion de la funcion de autocorrelacion:
r
xx
(l) = x(l)  x( l) =
1
X
k= 1
x(k)x(k   l); (1.361)
se deduce que
r
xx
(0) =
1
X
k= 1
jx(k)j
2
(1.362)
que coincide con la energa de la se~nal x(n). Por tanto:
r
xx
(0) =
1
X
k= 1
(
1
2
)
2n
u(n) =
1
X
k=0
(
1
4
)
k
= 4=3 (1.363)
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y
r
yy
(0) =
1
X
k= 1
3
k
u( k   1)3
k
u( k   1) =
1
X
k=1
(3
 2
)
k
= 1=8 (1.364)
Luego
q
r
xx
(0)r
yy
(0) =
r
4
3
1
8
=
r
1
6
; (1.365)
y, por tanto, la expresion obtenida sera:

xy
(n) = 2
p
6[2
 n
  3
 n
]u(n) (1.366)
El valor maximo se produce para n = 1, 
xy
(1) = 2
p
6=6 =
p
6=3.
45. Determine que condicion se debe cumplir para que el sistema L.I.T. causal denido
por el diagrama de bloques de la Fig. 1.30 sea estable.
Resolucion:
 

 

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Figura 1.30: Diagrama de bloques del sistema del ejercicio 45.
Sabemos que la estabilidad de un sistema implica que, ante una entrada acotada, la
salida debe estar acotada tambien. Para sistemas L.I.T. esto se traduce en que se debe
vericar
1
X
k= 1
jh(k)j <1 (1.367)
Se deja como ejercicio al lector (ejercicio 3 propuesto) obtener la respuesta impulsional
de este sistema, que viene dada por:
h(n) = b
0
( a
1
)
n
u(n) + b
1
( a
1
)
n 1
u(n  1) (1.368)
En nuestro caso:
1
X
k= 1
jh(k)j =
1
X
k= 1
jb
0
( a
1
)
k
u(k) + b
1
( a
1
)
k 1
u(k   1)j (1.369)
donde aplicando la desigualdad triangular, y jando el lmite de los sumatorios:
1
X
k= 1
jh(k)j  b
0
1
X
k=0
j(a
1
)
k
j+ b
1
a
 1
1
X
k=1
ja
1
j
k
(1.370)
En ambos casos tenemos la suma de innitos terminos de una progresion geometrica.
Para que se pueda calcular dicha suma es necesario que ja
1
j < 1. En este caso la
suma esta acotada
P
1
k=1
ja
1
j < M < 1 y
P
1
k= 1
jh(k)j  (b
0
+ b
1
a
 1
)M < 1. Si
ja
1
j  1, los sumatorios tienden a innito y el sistema es inestable. Luego la condicion
de estabilidad es ja
1
j < 1.
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1.3. Problemas propuestos
F
1. Calcule la salida de un sistema con respuesta impulsional h(n) = (0
0
5)
n
u(n) ante una
entrada x(n) = u(n)  u(n  3). Repita el procedimiento para h(n) = ( 0
0
5)
n
u(n).
F
2. Dadas las secuencias siguientes:
x(n) = f 3; 2; 1; 0
"
; 2; 4; 6g
y(n) = f1; 3; 5
"
; 0
0
2g
w(n) = f 5; 3; 2; 1
"
g;
calcule y represente las siguientes secuencias:
a(n) = x(n) + y(n)
b(n) = x(n)y(n)
c(n) = x(n) + y(n)  w(n)
d(n) = 0
0
72x(n)
e(n) = w(n)  y(n)
f(n) = r
yw
(n):
F F
3. Calcule la autocorrelacion de la respuesta impulsional del sistema L.I.T. causal de-
nido por el diagrama de bloques de la Fig. 1.31. >Para que desplazamiento (`lag')
sera maxima la autocorrelacion?
 

 


Figura 1.31: Diagrama de bloques del sistema del ejercicio propuesto 3.
F
4. Determine para que valores de , la se~nal x(n) = e
jn
es periodica. >Cual es el
periodo para  =

6
?
F
5. Calcule la correlacion r
xy
de las secuencias x(n) = u(n) y y(n) = 2
n
u( n).
F
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6. Un sistema de procesado digital tiene el diagrama de bloques mostrado en la Fig.
1.32. Suponiendo que los convertidores A/D y D/A son ideales y que la frecuencia
de muestreo es de 300 Hz., determine la salida y(t) si la entrada al sistema viene
dada por la siguiente expresion:
y(t) = 3cos(1100t) + 2sen(500t) + sen(150t):
Si como etapa previa al conversor A/D se hubiese colocado con un ltro \antialia-
sing" que eliminase todas las frecuencias por encima de 100 Hz. >Que se~nal se tendra
a la salida? >y si el ltro \antialiasing" se colocase despues del A/D? Justique su
respuesta.
$

"
	
$
45 54
Figura 1.32: Diagrama de bloques propuesto.
7. Considere el esquema de la Fig. 1.33. Calcule la ecuacion en diferencias del sistema
y determine si el sistema es causal. >Se trata de un sistema L.I.T.?



 



Figura 1.33: Esquema del sistema propuesto.
8. La se~nal analogica x(t) se muestrea con un periodo de muestreo de 2 ms. Su salida
se hace pasar por un conversor D/A ideal. Determine la se~nal y(t) obtenida.
x(t) = sen(1050t) + cos(50t) + 2cos(950t); t en segundos:
9. Evaluando directamente la suma de convolucion, determine la respuesta al escalon
de un sistema L.I.T. cuya respuesta al impulso es h(n) = a
 n
u( n) con jaj < 1.
10. Determine cual es la salida y(n) de un sistema L.I.T. ante una entrada del tipo
x(n) = Ae
jwn
con  1 < n <1. Comente la importancia de este resultado.
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11. Un sistema causal, con condiciones iniciales nulas viene denido por la siguiente
ecuacion en diferencias y(n) = ny(n  1) + x(n).
a) Calcule la respuesta impulsional del sistema y proporcione una expresion gene-
ral para la misma.
b) >Es invariante temporal?
F
12. Un sistema modulador esta denido por la ecuacion en diferencias y(n) = m(n)x(n),
siendo m(n) la se~nal moduladora y x(n) la entrada. Determine si se trata de un
sistema L.I.T.
F
13. Un periodo de la se~nal analogico x(t) = 2cos(52t) (t en segundos) se muestrea con
una frecuencia de 250 Hz. Se pide:
a) Determinar los valores de x(n) obtenidos si se emplea un conversor A/D bipolar
de 8 bits de cuantizacion por redondeo cuyo rango de entrada es el doble de la
amplitud pico a pico de x(t).
b) >Cual es el rango de entrada mnimo que debe tener el conversor para que no
se produzca ruido de sobrecarga con esta se~nal de entrada?
F
14. Comente cada uno de los siguientes parrafos indicando si son ciertos o falsos:
\Una de las principales aplicaciones de los ltros digitales es su utilizacion en
las etapas de conversion A/D y D/A. Estos se utilizan para evitar que se pro-
duzca solapamiento frecuencial cuando no se verica el Teorema de Muestreo,
y tambien para eliminar las imagenes del espectro en la conversion D/A como
consecuencia de no utilizar un reconstructor ideal".
\Para un sistema lineal invariante temporal causal, podemos calcular su salida
en regimen permanente ante una entrada tipo x(n) = Acos(wn)u(n), a partir
de su respuesta en frecuencia, y esta coincidira con la salida del sistema solo si
el sistema es estable".
\Para un sistema lineal invariante temporal, podemos calcular su salida en regi-
men permanente ante una entrada tipo x(n) = Acos(wn)u(n), a partir de su
respuesta en frecuencia, y esta coincidira con la salida del sistema, indepen-
dientemente de que el sistema sea estable o no. La unica condicion necesaria es
que el sistema sea L.I.T.".
F
15. Una forma de determinar si un sistema es lineal es comprobando que no modica
las frecuencias presentes en la se~nal de entrada. De acuerdo con esto, verique si el
sistema causal denido por y(n) = x
2
(n) + 1 es lineal. Utilice la se~nal de entrada
x(n) = cos(

3
n). >Sera lineal si el sistema estuviese denido por la ecuacion en
diferencias y(n) = x(n) + 1?
F
16. Calcule la expresion general de la autocorrelacion de la se~nal x(n) = 2
 n
u(n). A
partir de ella determine el valor de la energa de dicha se~nal.
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1.4. Practicas con MATLAB
Esta seccion contiene varios ejemplos practicos sobre conceptos esenciales al tratar con
se~nales y sistemas discretos como son el muestreo, cuanticacion, las propiedade de estabi-
lidad, linealidad e invarianza temporal de los sistemas y la correlacion entre se~nales.
1.4.1. Muestreo
En esta practica se estudiaran las consecuencias del teorema de muestreo, haciendo espe-
cial hincapie en los efectos que se pueden producir si se muestrea una se~nal con la frecuencia
incorrecta.
1. Se desea generar 2 perodos de una sinusoide analogica de amplitud 1 y frecuencia
200 Hz, muestreada a 1 kHz.
Sabemos que una sinusoide continua de frecuencia F
a
queda denida por la siguiente
expresion:
x(t) = Acos(2F
a
t+ ); (1.371)
donde A y  son, respectivamente, la amplitud y fase del sistema. Si muestreamos a
una frecuencia F
m
obtenemos:
x(n)  x(nT ) = Acos(2nT + ) = Acos(2n
F
a
F
m
+ ): (1.372)
Sustituyendo, en nuestro caso tendramos:
x(n) = cos(2n
200
1000
) = cos(0
0
4n): (1.373)
De forma inmediata se comprueba que el periodo de la se~nal discreta es de 5 muestras,
como nos piden dos periodos el numero de muestras a generar es de 10.
Las instrucciones de MATLAB para generar y dibujar la se~nal son:
n=0:9;
Fm=1000;
Fa=200;
x=cos(2*pi*Fa*n/Fm);
stem(n,x)
xlabel('n')
ylabel('x(n)')
Con estas instrucciones se obtiene la Fig. 1.34:
2. Realice la misma operacion pero ahora la sinusoide a muestrear es de 1'2 kHz.
Utilizando el mismo codigo que en el apartado anterior modicando el valor de la
frecuencia de muestreo obtenemos la Fig. 1.35.
n=0:9;
Fm=1000;
Fa=1200;
xx=cos(2*pi*Fa*n/Fm);
stem(n,x)
xlabel('n')
ylabel('x(n)')
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Figura 1.34: Diez primeras muestras de una sinusoide analogica de frecuencia 200Hz muestreada a 1kHz.
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Figura 1.35: Diez primeras muestras de una sinusoide analogica de frecuencia 1200Hz muestreada a
1kHz.
3. Superponga sobre la graca obtenida en el punto anterior los puntos obtenidos en el
primer apartado. >que ocurre?, >que consecuencias se pueden sacar de las gracas?
Con el siguiente codigo podemos superponer ambas gracas, donde, en lugar de em-
plear la instruccion hold on hemos utilizado la opcion de plot para superponer multi-
ples gracas (Fig. 1.36).
plot(n,x,'o',n,xx,'+')
legend('Fa=200Hz','Fa=1200Hz')
xlabel('n')
ylabel('x(n)')
Se observa que los puntos de las dos se~nales coinciden. La razon es que la segunda se~nal
(la componente de 1'2 kHz) no cumple el teorema de muestreo. Mediante la relacion
siguiente podemos determinar la frecuencia aparente obtenida tras el muestreo
F
a
= F
b
 kF
m
(1.374)
Siendo F
b
una frecuencia en el intervalo [ F
m
=2; F
m
=2], y F
a
la frecuencia original. Si
consideramos nuestros valores (F
a
=200Hz y F
0
a
=1200Hz) con frecuencia de muestreo
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Figura 1.36: Superposicion de las muestras de las Figs. 1.34 y 1.35.
igual a 1 kHz, la primera se~nal no produce solapamiento y la segunda se apreciara como
una frecuencia de 200Hz (considerando k = 1).
Podemos ver el efecto del solapamiento en el dominio temporal si superponemos las
dos se~nales continuas. La manera de simular estas se~nales es considerar un periodo
de muestreo \muy peque~no"
3
. Es una aproximacion pero, a nivel graco, es bastante
ilustrativa.
El siguiente programa muestra este proceso
n=0:9;
t=0:0.01:9;
Fa1=200;
Fa2=1200;
Fs=1000;
xt1=cos(2*pi*Fa1*t/Fs); %Se~nal continua Fa1=200Hz
xt2=cos(2*pi*Fa2*t/Fs); %Se~nal continua Fa2=1200Hz
x1=cos(2*pi*Fa1*n/Fs); %Se~nal discreta Fa1=200Hz
x2=cos(2*pi*Fa2*n/Fs); %Se~nal discreta Fa2=1200Hz
plot(t,xt1,'k-',t,xt2,'k:',n,x1,'ko',n,x2,'k+')
xlabel('n')
La graca obtenida se muestra en la Fig. 1.37, en la que se aprecia claramente que para
la se~nal de 1200 Hz no llegamos a tener al menos dos puntos por perodo produciendose
\aliasing".
4. En este apartado vamos a estudiar el efecto del muestreo sobre el espectro de la se~nal.
Genere la serie obtenida al muestrear una sinusoide de 100 Hz y amplitud unidad
con un periodo de muestreo de 1 ms durante un segundo. Represente el espectro de
la se~nal usando la instruccion abs(fft(y)). Comente el resultado.
Sabemos que una se~nal continua periodica puede escribirse como una suma ponderada
de exponenciales complejas, esto es facil de ver si consideramos se~nales sinusoidales,
3
En la practica esto signica utilizar una frecuencia de muestreo muy elevada, por lo que se vericara el
teorema de Muestreo y tendremos un gran numero de muestras por perodo por lo que al unir dichas
muestras, simulara una se~nal continua.
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Figura 1.37: Superposicion de las se~nales continuas de 200Hz y 1200Hz, y los 10 primeros valores
obtenidos cuando se muestrean a 1 kHz.
ya que la formula de Euler (e
j
t
= cos(
t) + jsen(
t)) nos permite escribir seno y
coseno como suma de exponenciales complejas, cada una de ellas con una amplitud
mitad de la que tiene la se~nal original. La representacion de la contribucion de cada
sinusoide constituye el espectro de la se~nal. Se puede hacer un razonamiento similar
para se~nales discretas. Si bien, en temas posteriores se analizara con todo detalle el
espectro de una se~nal discreta y como calcularlo, vamos considerar que la instruccion
fft de MATLAB, me permite representar el espectro de una se~nal discreta.
La instruccion fft es una de las mas utilizadas al estudiar procesado digital de se~nales
con MATLAB. Esta operacion descompone la se~nal como una serie ponderada de
exponenciales complejas. Esta ponderacion se realiza con una serie de constantes
complejas que, en denitiva, son las que aportan la informacion sobre la se~nal. Hay
que tener en cuenta que la salida de la instruccion fft son muestras y cada uno de
ellas se corresponde con el armonico de frecuencia:
F
k
=
F
m
N
k; k = 0; 1; : : : ; N (1.375)
donde N es el numero de muestras consideradas.
Tenemos que muestrear durante un segundo con un periodo de muestreo de 1 ms lo
que supone que tenemos que tomar 1000 muestras. El programa en MATLAB que
implementa lo que nos piden es:
N=1000;
n=0:N-1;
Fa=100;
Fm=1000;
x=cos(2*pi*Fa*n/Fm);
plot(-N/2:N/2-1,abs(fftshift(fft(x))));
xlabel('Frecuencia (Hz)')
Dado que el numero de puntos de utilizado para la fft es de 1000 y la frecuencia de
muestreo tambien es 1000, cada punto de la fft obtenido se correspondera con un
armonico de 1 Hz.
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Sabemos que cuando muestreamos con una frecuencia de 1000 Hz, las frecuencias
analogicas que verican el teorema de muestreo se encuentran en el intervalo [ F
m
=2; F
m
=2].
Para desplazar el resultado de la FFT, de manera que la frecuencia de continua se
encuentre en el centro hemos empleado la funcion fftshift. El resultado son dos
picos, a las frecuencias de -100 Hz y +100 Hz, como corresponde a una sinusoide
de frecuencia 100 Hz (suma de 2 exponenciales complejas). La graca obtenida se
muestra en la Fig. 1.38.
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Figura 1.38: Espectro de la se~nal obtenido al muestrear con una frecuencia de 1000 Hz.
Observamos que el espectro es simetrico
4
, por lo que solo con la mitad es suciente
para interpretar las componentes frecuenciales presentes en la se~nal original.
5. Repita el apartado anterior pero ahora la se~nal a muestrear es la suma de cuatro
sinusoides de amplitud uno y frecuencias 100, 200 y 600 y 2100 Hz. Utilice se~nales
de tipo coseno. Comente los resultados.
El siguiente codigo me permite calcular las secuencia y representar el espectro de la
suma. En lugar de utilizar un bucle para calcular cada una delas secuencias hemos
utilizado las propiedades de MATLAB para trabajar con matrices de datos y la funcion
sum que al ser aplicada sobre una matriz suma sus elementos por columnas.
N=1000;
n=0:N-1;
Fa=[100,200,600,2100]'; %Tenemos un vector de frecuencias
Fm=1000;
x=cos(2*pi*Fa*n/Fm); %Calculamos todas las sinusoides
x=sum(x); %Sumamos las sinusoides
plot(-N/2:N/2-1,abs(fftshift(fft(x))));
xlabel('Frecuencia')
La graca obtenida se muestra en la Fig. 1.39. Interpretemos esta graca. Las fre-
cuencia analogicas de 600 Hz y 2100 Hz no verican el teorema de muestreo por lo que
aplicando la ecuacion (1.374) obtenemos que las frecuencia aparentes correspondientes
4
El espectro de una secuencia es simetrico si la secuencia es real.
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son:
600Hz  !  400Hz: (1.376)
2100Hz  ! 100Hz: (1.377)
Independientemente de que se trate de frecuencias positivas o negativas, cada una de
estas se~nales esta representada en el espectro por dos picos. Por lo que observamos
picos en frecuencias 100, 200 y 400, sin embargo la amplitud para frecuencia 100
es el doble. Esto es debido a que para esta frecuencia contribuyen las frecuencias
analogicas de 100 Hz y 2100 Hz, que por efecto del alising se corresponden con la
misma frecuencia aparente.
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Figura 1.39: Espectro de la se~nal suma de cuatro sinusoides.
6. Repita el apartado anterior pero sustituyendo la frecuencia de 2100 Hz por una de
1900 Hz. >Obtendramos el mismo resultado si hubiesemos generado las se~nales con
funciones seno?
En este caso se sigue produciendo \aliasing". Aplicando la misma expresion que en
apartado anterior obtenemos que la frecuencia aparente es:
1900Hz  !  100Hz: (1.378)
Como las se~nales han sido generadas con la funcion coseno, que es par, no habra nin-
guna diferencia en el resultado.
N=1000;
n=0:N-1;
Fa=[100,200,600,1900]'; % Tenemos un vector de frecuencias
Fm=1000;
x=cos(2*pi*Fa*n/Fm); % Calculamos todas las sinusoides (coseno)
xx=sin(2*pi*Fa*n/Fm); % Calculamos todas las sinusoides(seno)
x=sum(x); % Sumamos las sinusoides
xx=sum(xx); % Sumamos las sinusoides
subplot(211)
plot(-N/2:N/2-1,abs(fftshift(fft(x))));
xlabel('Frecuencia (Hz)')
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title('a')
subplot(212)
plot(-N/2:N/2-1,abs(fftshift(fft(xx))));
xlabel('Frecuencia (Hz)')
title('b')
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Figura 1.40: Espectro de la se~nal del apartado 6. (a) Se~nales generadas con la funcion cos. (b) Se~nales
generadas con la funcion sin.
En las gracas de la Fig. 1.40 observamos que cuando las se~nales son generadas con
las funcion seno tenemos una frecuencia de 100Hz, que verica el teorema de muestreo
y una se~nal de -100Hz, obtenida a partir de la de 1900Hz, que genera muestras de
signo contrario a la anterior, por lo que se anularan. Esta es la razon por la que
la frecuencia de 100Hz no aparece en el espectro (Fig. 1.40). Se deja como ejercicio
al lector, vericar que si la se~nal de 1900Hz, se sustituye por la de 2100Hz, aunque
se utilice la funcion seno los resultado no varan ya que la frecuencia aparente en
ambos casos es de 100Hz, produciendo un pico a esta frecuencia de amplitud doble,
exactamente igual a lo que ocurra al generarse con la funcion coseno.
7. Genere una se~nal cuadrada de 1000 puntos con frecuencia de 150 Hz y muestreada
a 1000 Hz. Represente el espectro de la se~nal y explique el resultado.
Sabemos que una se~nal cuadrada analogica esta formada por una suma innita de
armonicos impares de la frecuencia fundamental. La amplitud de dichos armonicos
decrece a medida que aumenta la frecuencia del mismo.
Nuestra se~nal contendra armonicos a las frecuencias: 150Hz, 450Hz, 750Hz, 1050Hz,
1350Hz, 1650Hz, 1950Hz,    . Como la frecuencia de muestreo es de 1 kHz para que
no se produzca \aliasing", las frecuencias analogicas deberan estar comprendidas en el
intervalo [ 500Hz; : : : ; 500Hz]. En nuestra se~nal cuadrada esto no se verica a partir
de la frecuencia de 750Hz. Veamos cuales seran las frecuencias aparentes obtenidas por
cada uno de estos armonicos, para ello utilizamos la expresion (1.374). En la practica,
podemos obtener las frecuencias aparentes sin mas que restar a la se~nal multiplos de
la frecuencia de muestreo hasta que nos encontremos en el intervalo de frecuencias
determinado por la frecuencia de muestreo (Tabla 1.8).
El siguiente codigo nos permite ilustrar gracamente este resultado
N=1000;
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Tabla 1.8: Representacion de las frecuencias original y aparente.
Frecuencia original Frecuencia aparente
150Hz 150Hz. No produce \aliasing".
450Hz 450Hz. No produce \aliasing".
750Hz -250Hz
1050Hz 50Hz
1350Hz 350Hz
1650Hz -450Hz
1950Hz -50Hz
n=0:N-1;
F=150;
Fm=1000;
x=square(2*pi*F*n/Fm);
subplot(211)
stem(n(1:50),x(1:50))
xlabel('n')
ylabel('x(n)')
title('(a)')
subplot(212)
plot(-N/2:N/2-1,abs(fftshift(fft(x))));
xlabel('Frecuencia')
title('(b)')
En la Fig. 1.41 se aprecian componentes que, en principio, no deberan aparecer. Entre
ellas destacan, por su valor, las componentes de 50 y 250 Hz resultantes del \aliasing"
como hemos comentado anteriormente.
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Figura 1.41: (a) Primeras muestras de la se~nal cuadrada. (b) Espectro de la se~nal cuadrada de apartado
7.
1.4.2. Cuantizacion
En esta practica se estudiaran los efectos de la cuantizacion de las se~nales al realizar la
conversion analogico{digital.
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1. Escriba una funcion que acepte como parametros un vector de muestras, el numero
de bits del cuanticador y el rango de entrada, y devuelva la se~nal cuanticada por
redondeo. Considerese que el intervalo de entrada es bipolar.
El codigo de la funcion solicitada se muestra a continuacion:
function y=cuanti(x,bits,m)
% x: se~nal de entrada
% bits: numero de bits del cuantificador
% m: rango de entrada del cuantificador [-m,m]
% La cuantificacion se realiza por redondeo.
Resol=2*m/(2^bits-1); % Resolucion del cuantificador
nivel=x/Resol; % Determinamos el numero de
% niveles del cuantificador
% correspondientes (no entero)
nivel=round(nivel); % Redondeamos al nivel mas proximo (entero)
y=nivel*Resol; % Expresamos la se~nal cuantizada en las
% unidades de la se~nal original.
2. La siguiente ecuacion en diferencias recursiva permite calcular el valor de la raz
cuadrada de A, tomando como condicion inicial x( 1) una aproximacion burda a
dicha raz. Para valores de A > 1, x( 1) = 1 es una aproximacion adecuada.
x(n) =
1
2

A
x(n  1)
+ x(n  1)

(1.379)
Se desea
a) Escriba un programa que permita calcular el valor de la raiz cuadrada de 2.
Compruebe que a partir de un peque~no numero de iteraciones el valor almace-
nado en x(n) coincide con
p
2.
b) Repita el procedimiento anterior cuanticando el resultado de cada iteracion
antes de realimentar de nuevo al sistema. Muestre las gracas obtenidas para
un cuanticador de 4, 5, 6, 8 y 12 bits, si el intervalo de entrada al cuanticador
es de 5.
a) El siguiente programa muestra la implementacion recursiva de la ecuacion en
diferencias del sistema, mediante un bucle. El bucle nalizara cuando la diferencia
entre el valor calculado con esta expresion y el valor real sea menor que 1/10000.
clear
A=2;
valor_exacto=sqrt(2);
n=1;
x(n)=1; %condicion inicial
error=1/10000;
while(abs(x(n)-valor_exacto)>=error)
n=n+1;
x(n)=0.5*(A/x(n-1)+x(n-1));
end
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Si ejecutamos disp(x), MATLAB nos devuelve por pantalla
>> disp(x)
1.0000 1.5000 1.4167 1.4142
Observamos como en muy pocas iteraciones el resultado converge al valor de
p
2.
Para otro valor de A, por ejemplo A = 356 obtenemos la secuencia:
1.0000 178.5000 90.2472 47.0960 27.3275 20.1773 18.9104 18.8680
Observamos que la convergencia es rapida.
b) Veamos como se modican los resultados al cuanticar las operaciones tras cada
iteracion. En este caso vamos a jar el numero de iteraciones en 15, independiente
del numero de bits considerado, y mostraremos en una graca los resultados. El
programa utilizado es el siguiente:
%Cuantizacion ii)
clear
A=2;
m=5;
valor_exacto=sqrt(A);
n=1;
N=10 %numero de iteraciones
x(:,n)=[1,1,1,1,1]'; %condicion inicial
j=1;
for(bits=[4,5,6,8,12])
for (n=2:N)
x(j,n)=cuanti(0.5*(A/x(j,n-1)+x(j,n-1)),bits,m);
end
j=j+1;
end
n=1:N;
plot(n,x(1,:),'k-',n,x(2,:),'k:',n,x(3,:),'k.-',n,x(4,:),'k--',n,x(5,:),'k-')
legend(['b=4 valor=' num2str(x(1,N))],['b=5 valor=' num2str(x(2,N))], ...
['b=6 valor=' num2str(x(3,N))],['b=8 valor=' num2str(x(4,N))],...
['b=12 valor=' num2str(x(5,N))])
xlabel('Iteracion')
ylabel('Valor aproximado de la raz')
A medida que se incrementa el numero de bits los resultados son mas proximos
al obtenido sin cuanticar como podemos apreciar en la Fig. 1.42.
1.4.3. Estabilidad, linealidad e invarianza temporal
En esta practica se estudiaran los conceptos de estabilidad y linealidad basicos a
la hora de analizar sistemas discretos. Determine si los sistemas denidos por las
ecuaciones en diferencias siguientes verican las propiedades de linealidad, invarianza
temporal y estabilidad
1. y(n) = x
2
(n) + 1.
2. y(n) =
n 1
n
y(n  1) +
1
n
x(n).
3. y(n) = ay(n  1) + x(n), para a = 1
0
2 y a = 0
0
8.
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Figura 1.42: Muestras de la raz cuadrada de 2 cuando se cuantica la salida de cada iteracion, para
diversos valores del numero de bits..
Si bien las propiedades de linealidad y estabilidad de un sistema se deben vericar para
cualquier secuencia de entrada, para comprobarlo con MATLAB emplearemos secuencias
particulares. Algo similar ocurre con la estabilidad. Sabemos que un procedimiento para
determinar si un sistema es estable, si este es L.I.T. es determinando si la respuesta impul-
sional tiene suma acotada, sin embargo para sistemas no L.I.T. debemos aplicar la dencion
general (cualquier entrada acotada produce una entrada acotada). En este sentido vamos a
utilizar como entrada acotada un impulso y observaremos si la salida esta acotada.
Los programas utilizados seran los mismos para todos los sistemas, si bien cada sistema
tiene sus particularidades:
1. El sistema no es recursivo ni depende de entradas pasadas por lo que se puede imple-
mentar de forma vectorizada.
2. No se puede vectorizar. Lo implementaremos mediante un bucle for y sacaremos del
bucle aquellos valores de n que puedan dar problemas con los ndice (MATLAB no
permite ndices con valor 0 o negativos).
3. Analogo al anterior.
Para vericar las propiedades de linealidad e invarianza temporal aplicaremos la denicion
y para comparar las secuencia obtenidas utilizaremos para una de ellas crculos y para la otra
cruces, de esta forma la igualdad entre secuencias se producira cuando cada crculo contenga
en su interior una cruz. Dentro del mismo bucle for calcularemos todas las secuencias
necesarias para vericar las propiedades. A continuacion mostraremos el programa utilizado
para estudiar el segundo sistema. Se deja como ejercicio al lector escribir los programas
correspondientes a los otro dos sistemas a partir del anterior, si bien mostraremos los
resultados obtenidos si utilizamos las mismas secuencias de entrada.
%Sistema 2
clear
close all
N=100;
x1=sin(2*pi*0.1*(0:N-1)); % Secuencia 1 para linealidad
x2=sin(2*pi*0.3*(0:N-1)); % Secuencia 2 para linealidad
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alfa=3;
beta=0.5;
x3=alfa*x1+beta*x2; % Secuencia 3 combinacion lineal
% de las anteriores
x4=[1 zeros(1,N-1)]; % Secuencia para estabilidad
ret=5;
x5=[zeros(1,ret) x1(1:N-ret)]; % Secuencia para invarianza temporal;
% retardamos la secuencia 5 muestras,
% la secuencia original es x1
y1(1)=x1(1);
y2(1)=x2(1);
y3(1)=x3(1); % Calculamos fuera del bucle los
% ndices problematicos y consideramos
% condiciones iniciales nulas
y4(1)=x4(1);
y5(1)=x5(1);
for(n=2:N)
y1(n)=((n-1)/n)*y1(n-1)+x1(n)/n;
y2(n)=((n-1)/n)*y2(n-1)+x2(n)/n;
y3(n)=((n-1)/n)*y3(n-1)+x3(n)/n;
y4(n)=((n-1)/n)*y4(n-1)+x4(n)/n;
y5(n)=((n-1)/n)*y5(n-1)+x5(n)/n;
end
plot(y3,'ro')
title('Linealidad del sistema 2')
hold on
plot(alfa*y1+beta*y2,'g*');
xlabel('n')
disp('Pulse una tecla')
pause
clf
stem(y4,'r')
title('Estabilidad del sistema 2')
xlabel('n')
disp('Pulse una tecla')
pause
clf
plot(y5,'ro') % Dibujamos la salida obtenida
% al retardar la entrada
title('Invarianza temporal sistema 2')
xlabel('n')
hold on
plot([zeros(1,ret) y1(1:N-ret)],'g*'); % Retardamos la se~nal de salida
% obtenida a partir de la secuencia
% original y la dibujamos
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xlabel('n')
disp('Pulse una tecla')
pause
Las gracas obtenidas son las mostradas en las Figs. 1.43, 1.44, 1.45 y 1.46 para los
sistemas 1, 2 y 3 (a = 1
0
2, a = 0
0
8), respectivamente. De las gracas en la Fig. 1.43 se
deduce que el sistema es no lineal, lo cual era de esperar debido al termino cuadratico,
estable y variante temporal. No es un sistema L.I.T. Por su parte, a partir de las gracas
en la Fig. 1.44 se deduce que el sistema es lineal, estable, ya que la salida esta acotada, y
variante temporal y, por tanto, no es un sistema L.I.T. De las gracas en la Fig. 1.45 se
deduce que el sistema es lineal, inestable, ya que la salida diverge, e invariante temporal.
Se trata de un sistema L.I.T. Sin realizar ningun tipo de operacion sabemos que se trata
de un sistema L.I.T. ya que se trata de un sistema denido por una ecuacion en diferencias
lineal con todos los coecientes constantes. El parametro a unicamente puede afectar a la
estabilidad. Para a = 1
0
2 el sistema es inestable (Fig. 1.45) mientras que para a = 0
0
8 el
sistema es estable (Fig. 1.46). Es sencillo determinar que la respuesta impulsional de este
sistema es:
h(n) = a
n
u(n): (1.380)
Al tratarse de un sistema L.I.T. podemos determinar la estabilidad calculando la suma de
dicha respuesta. Se trata de una serie geometrica, por lo tanto la condicion para que la
suma converja es que jaj < 1, como ocurre con a = 0
0
8. Si a = 1
0
2 la suma de la serie
diverge y el sistema es inestable.
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Figura 1.43: Estudio de las propiedades del sistema 1.
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Figura 1.44: Estudio de las propiedades del sistema 2.
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Figura 1.45: Estudio de las propiedades del sistema 3 con a = 1
0
2.
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Figura 1.46: Estudio de las propiedades del sistema 3 con a = 0
0
8.
1.4.4. Correlacion
En esta practica se estudiara el uso de la autocorrelacion y de la correlacion cruzada.
Estas operaciones se van a utilizar principalmente para el reconocimiento de determinados
patrones dentro de una se~nal, para la identicacion de pautas y para la determinacion de
la relacion existente entre sucesivas muestras.
1. La primera aplicacion de la autocorrelacion de una se~nal es determinar las posibles
repeticiones de patrones en la se~nal. Para comprobar este punto se va a generar
una sinusoide de frecuencia igual a 100 Hz con amplitud uno y muestreada a 1 kHz
(consideremos una secuencia de 100 puntos). Determine la autocorrelacion de esta
se~nal normalizada a uno y representela junto a la secuencia, >que conclusiones se
pueden sacar?
El programa en MATLAB que implementa lo que nos piden es:
% Generacion de la se~nal
n=0:99;
x=cos(2*pi*n*0.1);
% Calculo de la autocorrelacion
y=xcorr(x,'coeff');
% Representacion de las dos se~nales
subplot(211),stem(x,'k'),title('(a)')
subplot(212),stem(y,'k'),title('(b)')
xlabel('Muestras')
La graca obtenida al emplear este codigo se muestra en la Fig. 1.47. Podemos apreciar
que la autocorrelacion tiene una longitud doble que la se~nal temporal. Este hecho se
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debe a que los desplazamientos, a la hora de calcular la autocorrelacion, pueden ser
positivos o negativos. El ndice central se corresponde con un desplazamiento cero y,
se corresponde, logicamente, con el valor maximo de dicha correlacion.
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Figura 1.47: (a) Secuencia senoidal y (b) su funcion de autocorrelacion.
2. Una segunda aplicacion relacionada con la anterior es la determinacion del desfase
entre dos se~nales. Se pide generar dos sinusoides de frecuencia 50 Hz (F
m
=1 kHz),
amplitud uno y desfasadas 90
o
y determinar la correlacion cruzada de ellas. >Como se
podra determinar el desfase entre estas se~nales? Realice una graca donde aparezcan
las matrices de autocorrelacion y correlacion cruzada. >Que conclusiones se pueden
sacar?
Para entender este apartado de forma sencilla consideremos las sinusoides dadas por
x(n) = cos(2fn+ 
1
); y(n) = cos(2fn+ 
2
); (1.381)
donde se puede denir  = 
1
  
2
como el desfase entre las dos se~nales. Se puede
calcular el desfase comprobando cuando las dos se~nales vuelven a estar en fase. Para
n = 0 se tiene:
x(0) = cos(
1
); y(0) = cos(
2
): (1.382)
Si ahora se desplaza una de las se~nales, por ejemplo x(n), hasta que las dos esten en
fase de nuevo, se tiene que
x(N) = cos(2fN + 
1
) = y(0) = cos(
2
): (1.383)
De la igualdad anterior se desprende que:
2fN + 
1
= 
2
(1.384)
Luego el desfase vendra dado por:
 = 
2
  
1
= 2fN; (1.385)
siendo f la frecuencia digital de la se~nal.
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3. Podemos emplear la correlacion cruzada para determinar cuando las se~nales estaran en
fase, que ocurrira en los maximos de dicha correlacion. Como en los calculos realizados
se ha considerado como punto inicial n = 0, se deben determinar los maximos a
partir del punto central de la correlacion cruzada que, recordemos, es el punto de la
correlacion correspondiente a un desplazamiento cero. El programa de MATLAB que
implementa esto es el siguiente:
% Generacion de las se~nales
n=0:99;
x=cos(2*pi*n*(50/1000));
y=cos(2*pi*n*(50/1000)+pi/2);
% Determinacion de la correlacion cruzada
z=xcorr(x,'coeff');
zz=xcorr(x,y,'coeff');
% Representacion de las se~nales
subplot(211),stem(z,'k'),title('(a)')
subplot(212),stem(zz,'k'),title('(b)')
La graca obtenida con este codigo se representa en la Fig. 1.48. Hay que determinar
la posicion del primer maximo por lo que realizaremos un zoom sobre la graca para
determinar de forma exacta dicho desfase. En este caso, N = 5 (100-95), por lo que,
sustituyendo en la expresion del desfase, obtenemos
2
50
1000
5 =

2
; (1.386)
que es el desfase que presentan las dos se~nales.
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Figura 1.48: (a) Funcion de autocorrelacion de la secuencia x(n) (no desplazada) y (b) Correlacion
cruzada de las secuencias x(n) e y(n).
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Captulo 2
Analisis frecuencial de se~nales y
sistemas
2.1. Introduccion teorica
2.1.1. Analisis frecuencial de Fourier
El analisis de Fourier de sistemas continuos es una de las herramientas matematicas
mas usadas por los ingenieros que trabajan en sistemas continuos. Dicho analisis tiene su
equivalente en el dominio digital a traves de diferentes elementos que se veran en este
captulo.
Desde el punto de vista analogico, la se~nal basica a la hora de trabajar con este tipo de
analisis es la sinusoide descrita por x(t) = Acos(wt+). Esta se~nal se utiliza, normalmente,
usando la exponencial compleja x(t) = A  e
jwt+
por razones de simplicidad matematica.
En el caso digital se consideran las versiones discretas de dichas se~nales analogicas. As, se
considera como punto de partida la se~nal discreta x(n) = A  e
jwn+
con  1 < n < +1.
Sea ahora un sistema L.I.T. cuya respuesta impulsional queda denida por h(n); la salida
de dicho sistema tomando como entrada la anterior se~nal compleja sera,
y(n) = x(n)  h(n) = h(n)  x(n) =
P
1
k= 1
h(k)x(n  k) =
P
1
k= 1
h(k)Ae
jw(n k)+
= Ae
jwn+
P
1
k= 1
h(k)e
 jwk
 Ae
jwn+
H(e
jw
)
(2.1)
La expresion H(e
jw
) =
P
1
k= 1
h(k)e
 jwk
se conoce como respuesta en frecuencia del
sistema. En la expresion (2.1) se aprecia un hecho de importancia capital a la hora de ana-
lizar un sistema; las exponenciales complejas son funciones propias de los sistemas L.I.T.
siendo los valores propios asociados a dichas funciones el valor de la respuesta en frecuen-
cia. Segun esto, conociendo la respuesta en frecuencia de un sistema se puede determinar la
salida de este ante cualquier combinacion de exponenciales complejas, debido a la propie-
dad de linealidad de los sistemas L.I.T. analizados. Extendiendo el razonamiento a se~nales
sinusoidales se llega a la misma conclusion ya que hay que recordar que este tipo de se~nales
se puede expresar como combinacion de exponenciales complejas. As pues, si una se~nal se
divide como suma de exponenciales complejas, o sinusoides, su salida se puede determinar
usando la respuesta en frecuencia. Dicha division se puede realizar usando una expresion
90 Cap

tulo 2. An

alisis frecuencial de se
~
nales y sistemas
analoga a la respuesta en frecuencia, que viene dada por:
X(e
jw
) =
1
X
k= 1
x(k)e
 jwk
; (2.2)
y que se conoce como la Transformada de Fourier (TF) de la secuencia x(n). La TF se
puede indicar por simplicidad de la forma X(w). Existe una transformacion inversa a la
anterior que traslada la informacion del dominio frecuencial al temporal y que viene dada
por la siguiente expresion:
x(n)  F
 1
fX(w)g =
1
2
Z
2
X(w)e
jwn
dw (2.3)
La expresion (2.3) tiene un claro signicado intuitivo ya que el termino e
jwn
dw se puede
considerar como una componente innitesimal de frecuencia w a la se~nal x(n) y, por tan-
to, la superposicion de cada una de estas componentes pesadas por los factores X(e
jw
) y
normalizado todo ello por el intervalo de integracion (2) dene la se~nal temporal x(n). La
aplicacion de (2.3) tiene mucho uso en procesado digital de se~nales ya que permite determi-
nar la respuesta impulsional de un sistema con una determinada respuesta en frecuencia.
Existe un gran numero de propiedades de la Transformada de Fourier de secuencias
discretas pero solo se comentaran aqu las de mayor uso en procesado digital de se~nales. Se
recomienda al lector que consulte los libros que se dan en la bibliografa.
1. Linealidad:
Si
x
1
(n)
F
 ! X
1
(w) y x
2
(n)
F
 ! X
2
(w)
entonces
x(n) = a
1
x
1
(n) + a
2
x
2
(n)
F
 ! X(w) = a
1
X
1
(w) + a
2
X
2
(w)
2. Desplazamiento temporal:
Si
x(n)
F
 ! X(w)
entonces
x(n  k)
F
 ! e
 jwk
X(w)
donde a
1
, a
2
2 R.
3. Inversion temporal:
Si
x(n)
F
 ! X(w)
entonces
x( n)
F
 ! X( w)
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4. Convolucion de dos secuencias:
Si
x
1
(n)
F
 ! X
1
(w) y x
2
(n)
F
 ! X
2
(w)
entonces
x(n) = x
1
(n)  x
2
(n)
F
 ! X(z) = X
1
(w) X
2
(w)
5. Desplazamiento en frecuencia:
Si
x(n)
F
 ! X(w)
entonces
e
jw
0
n
x(n)
F
 ! X(w   w
0
)
6. Teorema de Parseval:
Si x
1
(n) y x
2
(n) son dos secuencias complejas, entonces:
1
X
n= 1
x
1
(n)x

2
(n) =
1
2
Z

 
X
1
(w)X

2
(w)dw
Si x
1
(n) = x
2
(n):
1
X
n= 1
jx(n)j
2
=
1
2
Z

 
jX(w)j
2
dw
y
E
x
= r
xx
(0) =
1
2
Z

 
S
xx
(w)dw
7. Diferenciacion en el dominio de la frecuencia:
Si
x(n)
F
 ! X(w)
entonces
nx(n)
F
 ! j
dX(w)
dw
2.1.2. Transformada Discreta de Fourier
En el apartado anterior se ha comentado la aplicabilidad de la Transformada de Fourier
en el campo del procesado digital de se~nales. Existe, sin embargo, un problema a la hora de
trabajar con esta transformada ya que en la expresion (2.2) se observa un sumatorio con
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ndices que tienden a innito. El problema es evidente, si no se conoce a priori la se~nal de
interes, no se podra determinar la Transformada de Fourier y, por tanto, no se podra realizar
ningun analisis en el dominio frecuencial. Para resolver este problema aparece la Transfor-
mada Discreta de Fourier (\Discrete Fourier Transform", DFT) que sera introducida en
esta seccion. Para entender dicha transformada discreta se comentaran en primer lugar las
secuencias discretas de periodo N y su desarrollo en serie.
Sea una se~nal discreta periodica x(n). Si el periodo fundamental lo denotamos por N ,
podemos escribir x(n + kN) = x(n) para k = 0; 1; : : : Como toda la informacion de la
se~nal se encuentra en el intervalo n = 0; : : : ; N   1 (N terminos) lo que se plantea es la
transformacion de este vector temporal en otro espacio o dominio frecuencial mediante la
expansion en series de Fourier, denido por la siguiente expresion de sntesis:
x(n) =
N 1
X
k=0
c
k
e
j2kn=N
; (2.4)
donde fc
k
g son los coecientes de la amplitud y e
j2kn=N
las fases correspondientes en el do-
minio de la frecuencia. Recordemos que los coecientes de la TF representan la importancia
relativa de cada armonico en la se~nal.
Al igual que ocurra en la TF tambien existe una transformacion que conduce del des-
arrollo en serie de Fourier al dominio temporal discreto, conocida como la Transformada
Inversa Discreta de Fourier (\Inverse Discrete Fourier Transform", IDFT), la cual queda
reejada en la siguiente ecuacion de analisis:
c
k
=
1
N
N 1
X
n=0
x(n)e
 j2kn=N
(2.5)
Esta trasformacion inversa se puede determinar usando la ecuacion del desarrollo en serie
de Fourier y la propiedad de ortogonalidad de la funciones base, esto es, las exponenciales
complejas e
j
2kn
N
usadas en dicho desarrollo. Destacar que los coecientes del desarrollo
forman una secuencia discreta de periodo N .
Ya se tienen los elementos necesarios para introducir la DFT y, a partir de lo comen-
tado, determinar su signicado. Si se muestrea la TF de la expresion (2.2) en frecuencias
equiespaciadas w
k
=
2k
N
se obtiene una secuencia periodica con periodo N . Esta secuencia
obtenida se podra relacionar con los coecientes del desarrollo en serie de Fourier de una
secuencia discreta de periodo N . Si se sigue en esta direccion, y aplicando la transforma-
cion inversa del desarrollo en serie de Fourier periodico, se llega a una relacion entre esta
ultima se~nal obtenida, que denotaremos por (n), y la se~nal original x(n) que dio lugar a
la Transformada de Fourier que se muestreo
(n) =
1
X
k= 1
x(n  kN): (2.6)
As pues, la se~nal obtenida se obtiene sumando innitas replicas de la se~nal original
desplazadas cierto numero de periodos de la se~nal. Si este desplazamiento no cumple deter-
minadas condiciones se producira un solape temporal de tal forma que, a partir de la se~nal
(n) no sera posible determinar la se~nal x(n). Por tanto, estamos ante la version temporal
del teorema de Muestreo apareciendo la dualidad de los dominios temporal{frecuencial. La
Fig. 2.1 muestra una situacion donde no se produce solape temporal; la se~nal vale cero antes
del periodo fundamental N . En este ejemplo, hemos considerado una secuencia con N = 6.
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Figura 2.1: Se~nal original y reconstruida en que no se produce un solapamiento temporal.
Sin embargo, en la Fig. 2.2 se muestra el caso de una secuencia exponencial decreciente
del tipo 
n
u(n). Se comprueba que los valores de la se~nal reconstruida no son iguales a
los de la se~nal original como ocurra en el caso anterior. Para la Fig. 2.2 se ha considerado
 = 0
0
95 y N = 3.
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Figura 2.2: Se~nal original y reconstruida en que s se produce un solapamiento temporal.
As pues lo que se ha observado es que, las muestras de una Transformada de Fourier de
una secuencia discreta que, en principio, no tiene por que ser periodica, se corresponden con
los coecientes del desarrollo en serie de Fourier de una se~nal periodica que es el resultado de
sumar innitas versiones retardadas un numero dado de periodos de la se~nal original x(n).
La situacion ideal sera aquella en la que no se produce el solape temporal anteriormente
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mencionado ya que, a partir de dichos coecientes, se podra obtener la se~nal original al
quedarse con una sola de las innitas replicas, al igual que se hace cuando se aplica el
Teorema de muestreo y los conversores D/A.
Ya se esta en condiciones de denir la Transformada Discreta de Fourier y su correspon-
diente inversa como:
TRANSFORMADA DISCRETA DE FOURIER (DFT):
X(k) =
N 1
X
k=0
x(n)e
 j2kn=N
; n = 0; 1; :::; N   1
TRANSFORMADA DISCRETA INVERSA DE FOURIER (IDFT):
x(n) =
1
N
N 1
X
k=0
X(k)e
j2kn=N
; n = 0; 1; :::; N   1
Es importante remarcar que al utilizar la DFT se supone, de forma implcita, que la se~nal
temporal es periodica de periodo N ; esta periodicidad no se puede y no se debe ignorar ya
que muchos de los problemas de la DFT, por ejemplo el goteo o derrame espectral (\spectral
leakage", tienen su base en esta repeticion de la se~nal x(n).
A continuacion se enumeran las propiedades de la DFT mas empleadas. Para una revision
mas extensa se pueden consultar la bibliografa.
1. Periodicidad:
Si X(k) es la DFT de N muestras de una secuencia x(n), si
x(n+N) = x(n);8n
entonces
X(k +N) = X(k);8k
2. Linealidad:
Si
x
1
(n)
DFT
 ! X
1
(k) y x
2
(n)
DFT
 ! X
2
(k)
entonces
x(n) = a
1
x
1
(n) + a
2
x
2
(n)
DFT
 ! X(k) = a
1
X
1
(k) + a
2
X
2
(k)
donde a
1
, a
2
2 R.
3. Simetra circular de una secuencia:
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La DFT de N puntos de una secuencia de duracion nita x(n) (L  N) es equiva-
lente a la DFT de N puntos de una secuencia periodica x
p
(n) de periodo N que se
obtiene expandiendo x(n) periodicamente:
x
p
(n) =
1
X
l= 1
x(n  lN)
El desplazamiento circular de la secuencia se expresa as:
x
0
(n) = x(n  k;modulo N)  x((n  k))
N
Decimos, por tanto, que:
Una secuencia es circular par si es simetrica respecto al punto cero de la cir-
cunferencia: x(N   n) = x(n), 1  n  N   1
Una secuencia es circular impar si es antisimetrica respecto al punto cero de la
circunferencia: x(N   n) =  x(n), 1  n  N   1
4. Convolucion circular:
Si
x
1
(n)
DFT
 ! X
1
(k) y x
2
(n)
DFT
 ! X
2
(k)
entonces
x
1
(n)
N
x
2
(n)
DFT
 ! X
1
(k) 
X
2
(k)
donde x
1
(n)
N
x
2
(n) es la convolucion circular de las dos secuencias.
La DFT tiene un gran numero de aplicaciones en el procesado digital de se~nales. Algu-
nas de ellas tienen su base en los algoritmos optimos de calculo de dicha transformadas
conocidos como Transformadas Rapidas de Fourier (\Fast Fourier Transform", FFT). Los
autores consideran que existe un gran numero de referencias sobre estos algoritmos como
para incidir mas sobre ellos aqu. Los libros de Oppenheim y Proakis dados en la biblio-
grafa son una excelente fuente para este tema. Aqu se destacara una aplicacion tpica
como es la determinacion de la convolucion lineal entre dos secuencias usando la DFT. De
las propiedades de la DFT se aprecia que el producto de dos DFT de dos secuencias x(n)
e y(n) proporciona una secuencia cuya DFT inversa, IDFT, es el resultado de la convolu-
cion circular de esas dos secuencias. Si lo que se busca es la convolucion lineal entre esas
secuencias hay que modicar ligeramente este procedimiento. En primer lugar se determina
la longitud de la convolucion de las dos secuencias que sera igual a la suma de las longitudes
de las secuencias menos uno. Seguidamente se rellenan con ceros las secuencias hasta lle-
gar a dicha longitud. Se calculan sus DFT y se multiplican punto a punto determinandose
seguidamente su IDFT. El resultado obtenido es la convolucion de las dos secuencias.
El procedimiento comentado es usado habitualmente porque el coste computacional es
mucho menor que usar la denicion de la convolucion. De hecho, gran parte de las libreras
de procesado digital de se~nales en programas comerciales utilizan la DFT a la hora de ltrar
secuencias de larga duracion.
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2.2. Problemas resueltos
1. Dado un sistema L.I.T. de respuesta impulsional h(n) determine la salida del sistema
cuando:
a) La entrada vale x(n) = Ae
jw
0
n
para  1 < n <1.
b) La entrada vale x(n) = Ae
jw
0
n
u(n).
>Que conclusiones se pueden sacar de a) y b)?
Resolucion:
a) La salida del sistema viene denida por
y(n) =
1
X
k= 1
h(k)x(n   k) =
1
X
k= 1
x(k)h(n   k); (2.7)
por lo que
y(n) =
1
X
k= 1
h(k)Ae
jw
0
(n k)
= Ae
jw
0
n
1
X
k= 1
h(k)e
 jw
0
k
: (2.8)
Llamando H(e
jw
0
) =
P
1
k= 1
h(k)e
 jw
0
k
, se tiene que
y(n) = Ae
jw
0
n
H(e
jw
0
)  x(n)H(e
jw
0
); (2.9)
donde H(e
jw
0
) es la respuesta en frecuencia del sistema para w = w
0
. Se com-
prueba que las entradas del tipo Ae
jw
0
n
son autofunciones del sistema y su
autovalor asociado es la respuesta en frecuencia.
b) Ahora se tiene que
y(n) =
8
>
<
>
:
0 n < 0
P
1
k= 1
h(k)x(n  k) en otro caso:
(2.10)
Resolviendo el caso de interes (n  0) se tiene
y(n) =
P
1
k= 1
h(k)Ae
jw
0
(n k)
u(n  k)
=
P
n
k= 1
h(k)Ae
jw
0
(n k)
= Ae
jw
0
n
P
n
k= 1
h(k)e
 jw
0
k
:
(2.11)
Queremos relacionar la salida de este apartado con la del a), por lo que, operando
llegamos a que
y(n) = Ae
jw
0
n
"
1
X
k= 1
h(k)e
 jw
0
k
 
1
X
k=n+1
h(k)e
 jw
0
k
#
; (2.12)
y por tanto
y(n) = Ae
jw
0
n
H(e
jw
0
n
) Ae
jw
0
n
1
X
k=n+1
h(k)e
 jw
0
k
: (2.13)
Tenemos dos terminos; el primero de ellos se corresponde con el obtenido en el
apartado a) de este problema y se conoce como termino estacionario. El segundo
de ellos se conoce como respuesta transitoria. Este ultimo termino aparece debido
a la transicion abrupta que se produce en la entrada para n = 0.
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2. Dada la respuesta en frecuencia de la secuencia real x(n) denotada por X(e
jw
), se
pide demostrar que:
a) X
REAL
(e
jw
) es una funcion par de w.
b) X
IMAG
(e
jw
) es una funcion impar de w.
c) jX(e
jw
)j es una funcion par de w.
d) '
X(e
jw
)
es una funcion impar de w.
donde jX(e
jw
)j y '
X(e
jw
)
representan la magnitud y fase de la respuesta en frecuencia
del sistema X(e
jw
), respectivamente.
Resolucion:
a) Sabemos que la parte real de la TF de una secuencia se puede descomponer como
X
REAL
=
1
2

X(e
jw
) +X

(e
jw
)

(2.14)
donde
X(e
jw
) =
1
X
n= 1
x(n)e
 jwn
: (2.15)
Si se toman conjugados en esta ultima expresion, se llega a
X

(e
jw
) =
1
X
n= 1
x

(n)e
jwn
: (2.16)
Como x(n) es real, x

(n) = x(n) y, por tanto,
X
REAL
=
1
2

P
1
n= 1
x(n)e
 jwn
+
P
1
n= 1
x(n)e
jwn

=
1
2
P
1
n= 1
x(n)(e
 jwn
+ e
jwn
) =
P
1
n= 1
x(n)cos(wn):
(2.17)
Como la funcion cos es par, es decir cos(wn) = cos( wn), se tiene queX
REAL
(e
jw
)
es una funcion par.
b) Para comprobar que X
IMAG
(e
jw
) es una funcion impar, se sigue un camino
analogo. Ahora se tiene
X
IMAG
=
1
2j

X(e
jw
) X

(e
jw
)

(2.18)
X(e
jw
) =
1
X
n= 1
x(n)e
 jwn
(2.19)
X

(e
jw
) =
1
X
n= 1
x

(n)e
jwn
(2.20)
Como x(n) es real, x

(n) = x(n) y, por tanto,
X
IMAG
=
1
2j

P
1
n= 1
x(n)e
 jwn
 
P
1
n= 1
x(n)e
jwn

=  
1
2j
P
1
n= 1
x(n)(e
jwn
  e
 jwn
) =  
P
1
n= 1
x(n)sen(wn):
(2.21)
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c) Como la funcion sen es impar, es decir sen(wn) =  sen( wn), tenemos que
X
IMAG
(e
jw
) es una funcion impar.
Para comprobar que jX(e
jw
)j es una funcion par, se aplica su denicion:
jX(e
jw
)j =
q
X
2
REAL
(e
jw
) +X
2
IMAG
(e
jw
) (2.22)
jX(e
 jw
)j =
q
X
2
REAL
(e
 jw
) +X
2
IMAG
(e
 jw
): (2.23)
Por lo visto anteriormente,
X
REAL
(e
jw
) = X
2
REAL
(e
 jw
) =) X
2
REAL
(e
jw
) = X
2
REAL
(e
 jw
) (2.24)
y
X
IMAG
(e
jw
) = X
IMAG
(e
 jw
) =) X
2
IMAG
(e
jw
) = X
IMAG
(e
 jw
): (2.25)
Por tanto, tenemos que jX(e
jw
)j = jX(e
 jw
)j y, en consecuencia, se trata de una
funcion par.
d) Analicemos ahora la fase de la respuesta en frecuencia '
H
:
'
H
= arctg

X
IMAG
X
REAL

; (2.26)
de donde
'
H
(e
jw
) = arctg

X
IMAG
(e
jw
)
X
REAL
(e
jw
)

(2.27)
y
'
H
(e
 jw
) = arctg

X
IMAG
(e
 jw
)
X
REAL
(e
 jw
)

: (2.28)
Aplicando lo obtenido en los apartados a) y b) se obtiene
'
H
(e
 jw
) = arctg

 X
IMAG
(e
jw
)
X
REAL
(e
jw
)

: (2.29)
Como la funcion arctg es una funcion impar, se llega a
'
H
(e
 jw
) =  '
H
(e
jw
) (2.30)
y por tanto '
H
es una funcion impar.
3. Determinar la respuesta en frecuencia de un sistema cuya respuesta impulsional
viene dada por h(n) = A
n
cos(w
0
n)u(n) con jj < 1.
Resolucion:
Aplicando la denicion se tiene
H(e
jw
) =
1
X
n= 1
h(n)e
 jwn
=
1
X
n= 1
A
n
cos(w
0
n)u(n)e
 jwn
: (2.31)
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Descomponiendo el coseno como suma de exponenciales complejas se llega a
H(e
jw
) = A
P
1
n=0

n

e
jw
0
n
+ e
 jw
0
n
2

e
 jwn
=
A
2

P
1
n=0
(e
j(w
0
 w)
)
n
+
P
1
n=0
(e
 j(w
0
+w)
)
n

=
A
2

1
1  e
j(w
0
 w)
+
1
1  e
 j(w
0
+w)

:
(2.32)
Se puede realizar la suma innita pues jj < 1 y por tanto, se puede desarrollar la
expresion anterior de la forma:
H(e
jw
) =
A
2
"
2  (e
j(w
0
 w)
+ e
 j(w
0
+w)
)
1 + 
2
e
 2jw
  (e
j(w
0
 w)
+ e
 j(w
0
+w)
)
#
: (2.33)
Sustituyendo e
j(w
0
 w)
+ e
 j(w
0
+w)
= e
 jw
[e
jw
0
+ e
 jw
0
] = 2cos(w
0
)e
 jw
podemos
obtener:
H(e
jw
) =
A(1  cos(w
0
)e
 jw
)
1 + 
2
e
 2jw
  2cos(w
0
)e
 jw
: (2.34)
F
4. Determinar la transformada de Fourier de la siguiente se~nal discreta:
x(n) =
8
>
<
>
:
1 0  n  N   1
0 en otro caso:
Comentar las repercusiones de este resultado.
Resolucion:
Aplicando la denicion de la respuesta en frecuencia, se tiene
X(e
jw
) =
1
X
n= 1
x(n)e
 jwn
=
N 1
X
n=0
e
 jwn
=
1  e
 jwN
1  e
 jw
: (2.35)
Operando llegamos a
X(e
jw
) =
e
 jwN=2
e
 jw=2
"
e
jwN=2
  e
 jwN=2
e
jw=2
  e
 jw=2
#
= e
 jw(N 1)=2
sen(wN=2)
sen(w=2)
: (2.36)
La representacion del modulo y la fase de la transformada de Fourier obtenida es la
mostrada en la Fig. 2.3.
La importancia de esta transformada se debe a que cualquier se~nal discreta nita se
puede construir a partir de su version innita y su producto por esta funcion; esto es
y^(n) = y(n)  x(n); (2.37)
por lo que, pasando al dominio frecuencial, se tiene
^
Y (e
jw
) = Y (e
jw
) X(e
jw
); (2.38)
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Figura 2.3: Modulo y la fase de la transformada de Fourier X(e
jw
).
donde  indica la operacion de la convolucion. Por consiguiente, se tiene un camino
alternativo para calcular la transformada de Fourier de la se~nal discreta nita usando
su version innita.
Otro punto a tener en cuenta es que esta funcion aparecera en todas aquellas se~nales
con un nal \abrupto" por lo que su transformada de Fourier aparecera indirectamente
a traves de la convolucion en la transformada de Fourier de la se~nal que se quiere
determinar.
5. Demuestre que la se~nal discreta temporal cuya transformada de Fourier es
X(e
jw
) =
1
(1  e
 jw
)
m
para jj < 1 es
x(n) =
(n+m  1)!
n!(m  1)!

n
u(n) =

n+m  1
m  1


n
u(n):
Resolucion:
Este problema se va a resolver aplicando el principio de induccion; principio fun-
damental en matematica discreta. Este principio dice lo siguiente; dada una cierta
propiedad, si se prueba para n = 0 o n = 1 (valor inicial de la propiedad) y, supo-
niendola cierta para n se prueba para n+ 1, entonces es cierto para todo n.
As pues, para m = 1, se puede demostrar sencillamente ya que
X(e
jw
) =
1
1  e
 jw
=) x(n) =
(n+ 1  1)!
n!(1  1)!

n
u(n) = 
n
u(n): (2.39)
Ahora se supone cierto para m = k y se comprueba la validez para m = k + 1.
X(e
jw
) =
1
(1  e
 jw
)
k+1
=
1
(1  e
 jw
)
k

1
1  e
 jw
= H
1
(e
jw
) H
2
(e
jw
) (2.40)
con
H
1
(e
jw
) =
1
(1  e
 jw
)
k
; H
2
(e
jw
) =
1
1  e
 jw
: (2.41)
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De aqu podemos denir la secuencia de entrada como convolucion de las dos respues-
tas impulsionales correspondientes a las TF anteriores (ver Ejercicio 4):
x(n) = h
1
(n)  h
2
(n) =
1
X
s= 1
h
1
(n  s)h
2
(s) =
1
X
s= 1
h
1
(s)h
2
(n  s): (2.42)
Aplicando que la propiedad se cumple param = k, se sustituye en la ecuacion anterior
dicha propiedad, llegando a:
x(n) =
1
X
s= 1

s+ k   1
k   1


s
u(s)
| {z }
h
1
(s)

n s
u(n  s)
| {z }
h
2
(n s)
= 
n
n
X
s=0

s+ k   1
k   1

: (2.43)
Si el resultado fuera el correcto se tendra que
n
X
s=0

s+ k   1
k   1

=

n+ (k + 1)  1
(k + 1)  1

=

n+ k
k

: (2.44)
Esta ultima igualdad se demostrara aplicando de nuevo el principio de induccion.
Tomamos el caso de n = 0 se tiene

0 + k   1
k   1

=

0 + k
k

 ! 1 = 1 (2.45)
y, por tanto, se cumple para n = 0.
Se supone cierto para n y se comprueba si se cumple para n+ 1:
P
n+1
s=0
 
s+k 1
k 1

=
n
X
s=0

s+ k   1
k   1

| {z }
s=0:::n
+

k + n
k   1

| {z }
s=n+1
=
 
n+k
k

+
 
k+n
k 1

=
(n+ k)!
k!n!
+
(k + n!)
(k   1)!(n+ 1)!
=
(n+ k)!
(k   1)!n!

1
k
+
1
n+ 1

=
(n+ k)!(n+ k + 1)
k!(n+ 1)!
=
(n+ k + 1)!
k!(n+ 1)!
=
 
n+k+1
k

:
(2.46)
con lo que queda demostrado.
Se tiene que se cumple la expresion del sumatorio y, por tanto, se demuestra la equi-
valencia siguiente para todo n:
X(e
jw
) =
1
(1  e
 jw
)
m
 !

n+m  1
m  1


n
u(n): (2.47)
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6. Dado el sistema denido por la ecuacion en diferencias acopladas
w(n) = x(n)  0
0
81w(n  2)
y(n) = w(n) + w(n  1)
Determinar:
a) La respuesta en frecuencia del sistema.
b) La salida en el estado estacionario cuando la entrada es
x(n) =
8
>
<
>
:
0 n impar
1 n par:
Resolucion:
a) Aplicando la propiedad de desplazamiento en el tiempo se tiene
W (e
jw
) = X(e
jw
)  0
0
81e
 j2w
W (e
jw
) (2.48)
Y (e
jw
) =W (e
jw
) + e
 jw
W (e
jw
): (2.49)
Despejando en la primera expresion se obtiene
W (e
jw
) =
X(e
jw
)
1 + 0
0
81e
 j2w
; (2.50)
y agrupando terminos en la ecuacion anterior se llega a
Y (e
jw
) =W (e
jw
)[1 + e
 jw
]: (2.51)
A partir de aqu, obtenemos
Y (e
jw
) = X(e
jw
)
1 + e
 jw
1 + 0
0
81e
 j2w
: (2.52)
y, por tanto,
H(e
jw
) =
Y (e
jw
)
X(e
jw
)
=
1 + e
 jw
1 + 0
0
81e
 j2w
: (2.53)
La Fig. 2.4 muestra dicha respuesta en frecuencia.
b) La salida en estado estacionario se puede calcular usando la respuesta en fre-
cuencia. Hay que tener en cuenta que Y (e
jw
) = H(e
jw
)X(e
jw
). El siguiente paso
es poner la se~nal como combinacion de sinusoides que, en nuestro caso, sera
x(n) =
1
2
[1 + ( 1)
n
]u(n): (2.54)
Esta se~nal es la composicion de dos sinusoides con frecuencias w = 0 y w = ,
esto es
x(n) =
1
2
[cos(0n) + cos(n)]u(n): (2.55)
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Figura 2.4: Respuesta frecuencia en magnitud y fase del sistema H(e
jw
).
Para w = 0 se tendra
Y (e
jw
)




w=0
= H(e
jw
)X(e
jw
)




w=0
=
1
2
1 + 1
1 + 0
0
81
= 0
0
55: (2.56)
Y (e
jw
)




w=
= H(e
jw
)X(e
jw
)




w=
=

 
1
2

1  1
1 + 0
0
81
= 0: (2.57)
La Fig. 2.5 muestra la salida obtenida usando la entrada anterior. Se aprecia la
respuesta transitoria del sistema hasta alcanzar el valor de 0'55.
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Figura 2.5: Respuesta transitoria del sistema.
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7. Un efecto de audio digital tpico es el eco. Este efecto seguira la siguiente ecuacion
en diferencias
y(n) = x(n) + ay(n D)
correspondiente al diagrama de bloques mostrado en la Fig. 2.6. Este diagrama
reeja, de forma intuitiva, el signicado de un eco ya que la secuencia de salida
estara formada por una version de la secuencia de entrada atenuada y retardada
varias muestras. Determine la respuesta en frecuencia de este sistema determinando
los maximos y los mnimos de dicha respuesta dando un signicado intuitivo de ellos.
Resolucion:

 5



Figura 2.6: Diagrama de bloques correspondiente a la implementacion de un eco mediante una unidad
de retardo de orden D.
Aplicando la propiedad del retardo temporal a la ecuacion en diferencias se tiene la
siguiente igualdad:
Y (e
jw
) = X(e
jw
) + aY (e
jw
)e
 jwD
: (2.58)
Despejando se obtiene
Y (e
jw
) =
X(e
jw
)
1  ae
 jwD
; (2.59)
por lo que
H(e
jw
) =
1
1  ae
 jwD
: (2.60)
Se tiene entonces que
jH(e
jw
)j =
1
j1  ae
 jwD
j
; (2.61)
que sera mnima cuando j1 ae
 jwD
j sea maximo. Se tendra entonces que localizar el
maximo de [(1 acos(wD))
2
+a
2
sin
2
(wD)]
1=2
= [1+a
2
 2acos(wD)]
1=2
. Esta cantidad
sera maxima cuando cos(wD) = 1, esto es, cuando wD = k con k = 1; 3; 5 : : :, o
lo que es lo mismo, wD = (2k + 1) con k = 0; 1; 2; : : :. Esto equivale, por tanto, a
2f
a
D
f
m
= (2k + 1); (2.62)
de donde
f
a
=
f
m
2D
(2k + 1): (2.63)
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Si se quiere el maximo de jH(e
jw
)j y se sigue un razonamiento similar se llega a que
dicho maximo se produce para wD = 2k, de donde f
a
= kf
m
=D.
Los signicados estan claros al nivel de se~nales, en el caso del mnimo se produce una
suma de cosenos en contrafase y en el del maximo estan en fase. El resto de situaciones
son intermedias entre estas dos. La Fig. 2.7 muestra la respuesta en frecuencia del
sistema para el caso de D = 10 y a = 0
0
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Figura 2.7: Respuesta frecuencial (magnitud y fase) del sistema dise~nado.
F F
8. Se tiene un ltro digital ideal que presenta la siguiente respuesta en frecuencia
H(e
jw
) =
8
>
<
>
:
e
 jwD
jwj  =2
0 otro caso:
Determine la respuesta impulsional del sistema que da lugar a dicha respuesta fre-
cuencial.
Resolucion:
Se tiene la siguiente igualdad:
h(n) =
1
2
Z

 
H(e
jw
)e
jwn
dw; (2.64)
donde, sustituyendo la funcion H(e
jw
), se tiene:
h(n) =
1
2
R
=2
 =2
e
 jwD
e
jwn
dw
=
1
2
R
=2
 =2
e
jw(n D)
dw
=
1
2
1
j(n D)
h
e

2
(n D)
  e
 j

2
(n D)
i
=
2sen(

2
(n D))
2(n D)
=
sinc(

2
(n D))
2
;
(2.65)
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con  1 < n <1, siendo sinc(x) =
sen(x)
x
. Se tiene un sistema no causal de longitud
innita por lo que el sistema es ideal (no se puede implementar fsicamente). Lo que
s se puede hacer es calcular una serie de terminos de la expresion anterior y calcular
su respuesta frecuencial. Las gracas de la Fig. 2.8 muestra la respuesta en frecuencia
obtenida usando  15  n  15 y D = 5.
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Figura 2.8: Respuesta en frecuencia del sistema.
Se han calculado los terminos y se han desplazado \temporalmente" para hacer el sis-
tema causal. Este desplazamiento temporal se corresponde con un termino frecuencial
de la forma e
 jw
. Este hecho se deduce de la aplicacion de la propiedad del retardo
temporal expresada como sigue
Si
x(n)
F
 ! X(w)
entonces
x(n  k)
F
 ! e
 jwk
X(w)
Se tendra pues un efecto sobre la fase pero no sobre la magnitud al realizar este
desplazamiento temporal. Este efecto sobre la fase aparece en el retardo de grupo o
envolvente, que se dene como la derivada de la fase respecto a la frecuencia y viene
expresada as

g
=  
d'(w)
dw
(2.66)
Se puede ver el retardo de grupo como el retardo temporal que experimenta una serie
de componentes frecuenciales al pasar por un determinado sistema. Cuando la fase
sigue una dependencia lineal con la frecuencia, el retardo es constante.
La Fig. 2.9 muestra que existe un retardo de 20 muestras; 15 correspondiente al
desplazamiento para que el sistema sea causal y 5 debidos a la eleccion de D. Si se
hubiera tomado mas terminos, la respuesta sera mas cercana al caso ideal.
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Figura 2.9: Retardo de grupo del sistema.
9. Se tiene un ltro cuya respuesta en frecuencia es
H(e
jw
) =
8
>
<
>
:
j   < w < 0
 j 0 < w < :
Determine la respuesta impulsional de dicho sistema.
Resolucion:
Aplicando la denicion
h(n) =
1
2
Z

 
H(e
jw
)e
jwn
dw; (2.67)
se tiene que
h(n) =
1
2
h
R
0
 
je
jwn
dw  
R

0
je
jwn
dw
i
=
1
2
"
j
jn
e
jwn

0
 
 
j
jn
e
jwn


0
#
=
1
2n

1  e
 jn
  (e
jn
  1)

=
1
2n
[2  2cos(n)]:
(2.68)
Segun esto, se tendra
h(n) =
8
>
<
>
:
0 n par
2
n
n impar:
(2.69)
Este ltro es ideal ya que  1 < n < 1, ademas de ser no causal. La actuacion de
este ltro sera la siguiente; sea una se~nal x(n) = cos(wn) =
1
2
[e
jwn
+e
 jwn
]. La salida
del ltro para la primera componente sera
y
1
(n) =
1
2
je
jwn
(2.70)
mientras que para la segunda sera
y
2
(n) =  
1
2
je
 jwn
: (2.71)
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Aplicando la linealidad de los sistemas estudiados se tiene
y(n) = y
1
(n) + y
2
(n) =
1
2j
[e
jwn
  e
 jwn
] = sen(wn); (2.72)
la se~nal de salida tiene un desplazamiento de fase de =2.
10. Se plantea un sistema digital, causal, cuya respuesta impulsional viene dada por la
siguiente serie:
h(n) = f0
"
; 0; 0; 1; 1; 1; 0; 0; 0; 1; 1; 1; : : :g:
Determine la respuesta en frecuencia de dicho sistema.
Resolucion:
Este sistema, al ser periodico con N = 6 cumplira la siguiente relacion h(n) = h(n 6)
excepto en n < 5 por lo que para los terminos 0  n  5 se usaran deltas para
caracterizarlo. De esta forma se obtiene:
h(n) = 0  Æ(n) + 0  Æ(n  1) + 0  Æ(n  2) + 1  Æ(n  3) + 1  Æ(n  4) + 1  Æ(n  5) + h(n  6):(2.73)
Aplicando la propiedad del retardo temporal y la transformada de Fourier de una
delta
Si
Æ(n)
F
 ! 1
entonces
Æ(n  n
0
)
F
 ! e
 jwn
0
se llega a
H(e
jw
) = e
 jw3
+ e
 jw4
+ e
 jw5
+ e
 jw6
=
1
1  e
 6jw
(e
 jw3
+ e
 jw4
+ e
 jw5
):(2.74)
Se puede aplicar
M
X
k=L
s
k
=
s
M+1
  s
L
s  1
; (2.75)
a la suma de exponenciales complejas (s = e
 jw
, L = 3, M = 5), obteniendo
H(e
jw
) =
e
 jw6
  e
 jw3
(1  e
 jw6
)(e
 jw
  1)
: (2.76)
Reagrupando terminos para expresarlos en forma de senos y cosenos, se tiene que
H(e
jw
) =
e
 9=2jw
(e
 jw3=2
  e
jw3=2
)
e
 jw3
(e
jw3
  e
 jw3
)e
 jw2
(e
 jw=2
  e
jw=2
)
: (2.77)
De esta forma,
H(e
jw
) = e
 jw
 2jsen(
3
2
w)
2jsen(3w)( 2j)sen(
w
2
)
=
e
 j(w+

2
)
4
1
cos(
3
2
w)sen(
1
2
w)
: (2.78)
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Figura 2.10: Respuesta en frecuencia (magnitud y fase) del sistema.
Tendremos que jH(e
jw
)j ! 1 para w = 0 y w = =3, estando acotada dicha respuesta
en frecuencia el resto de valores. La Fig. 2.10 muestra dicha respuesta en frecuencia.
11. Dada la respuesta en frecuencia de un sistema H(e
jw
) se dene el retardo de grupo
como

g
=  
d'
H(e
jw
)
dw
;
donde '
H(e
jw
)
representa la fase del sistema H(e
jw
). Determine dicho retardo en los
siguientes casos:
a) h(n) =
1
2
[1 + ( 1)
n
][u(n)  u(n  8)].
b) h(n) = 
n
u(n).
Resolucion:
a) La primera respuesta impulsional se puede escribir como
h(n) =
8
>
<
>
:
1; n par y 0  n < 8
 1; en otro caso
(2.79)
Se tendra entonces
H(e
jw
) =
1
X
k= 1
h(k)e
 jwk
=
3
X
k=0
h(2k)e
 2jwk
=
3
X
k=0
e
 2jwk
: (2.80)
Si se aplica la expresion de la suma de una serie geometrica nita se llega a
H(e
jw
) =
1  e
 2jw4
1  e
 2jw
=
1  e
 8jw
1  e
 2jw
= e
 3jw
sen(4w)
sen(w)
: (2.81)
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La fase de H(e
jw
) sera igual a  3w (fase de la exponencial compleja) y entonces
se tiene que el retardo de grupo es

g
=  
d'
H(e
jw
)
dw
= 3: (2.82)
b) En este caso tenemos
H(e
jw
) =
1
X
n= 1
h(n)e
 jwn
=
1
X
n= 1

n
u(n)e
 jwn
=
1
X
n=0

n
e
 jwn
=
1
1  e
 jw
:(2.83)
De esta expresion podemos calcular la fase del sistema:
'
H(e
jw
)
= '(1)   '(1   e
 jw
) = 0  '(1   cosw + jsenw) =  arctg

senw
1  cosw

;(2.84)
y por tanto, derivando podemos calcular el retardo de grupo:

g
=  
d'
H(e
jw
)
dw
=
1
1 +

2
sen
2
w
(1 cosw)
2

cosw(1   cosw)   (senw)senw
(1  cosw)
2
=
[cosw   cos
2
w   sen
2
w]
(1  cosw)
2
+ 
2
sen
2
w
=
(cosw   1)
1 + 
2
  2cosw
:
(2.85)
Si ahora tomamos  = 1=2,

g
=
1
2
(cosw   1)
5
4
  cosw
=
2(cosw   1)
5  4cosw
; (2.86)
que no es constante y s producira distorsion en fase.
12. Sea x(n) una secuencia real de N puntos tal que cumple la siguiente relacion de
simetra x(n+
N
2
) =  x(n), n = 0; 1; : : : ;
N
2
  1 (N par). Demuestre que su DFT de
orden N :
a) Tiene los armonicos pares igual a 0.
b) Los armonicos impares se pueden calcular usando la DFT de orden N=2 de la
se~nal x(n) modulada por la exponencial e
 j
2n
N
, esto es
x^(n) = 2x(n)e
 j
2n
N
; n = 0; 1; : : : ;
N
2
  1:
Resolucion:
Para demostrarlo se usa la denicion de la DFT:
X(k) =
N 1
X
n=0
x(n)e
 j
2kn
N
=
N=2 1
X
n=0
x(n)e
 j
2kn
N
+
N 1
X
n=N=2
x(n)e
 j
2kn
N
(2.87)
Cambiando el ndice al segundo sumatorio (s = n N=2) se llega a
X(k) =
N=2 1
X
n=0
x(n)e
 j
2kn
N
+
N=2 1
X
s=0
x(s+N=2)e
 j
2k
N
(s+N=2)
(2.88)
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Aplicando que x(s+N=2) =  x(s), 8s = 0; : : : ; N=2 1 y desarrollando la exponencial
compleja, se llega a
X(k) =
N=2 1
X
n=0
x(n)e
 j
2kn
N
 
N=2 1
X
s=0
x(s+N=2)e
 j
2ks
N
e
 jk
: (2.89)
Agrupando los dos sumatorios se llega a
X(k) =
N=2 1
X
n=0
x(n)(1  e
 jk
)e
 j
2kn
N
: (2.90)
Si k es par se llega a X(k) = 0. En el caso de que k sea impar se llega a
X(k) =
N=2 1
X
n=0
2x(n)e
 j
2kn
N
; k impar (2.91)
Si k es impar se debe cumplir k = 2u+ 1 con u = 0; : : : ; N=2  1. Esto se traduce en
X(k) =
N=2 1
X
n=0
2x(n)e
 j
2n
N
(2u+1)
=
N=2 1
X
n=0
(2x(n)e
 j
2n
N
)e
 j
2n
N=2
u
; u = 0; : : : ; N=2  1(2.92)
con lo que queda demostrada la segunda proposicion. F F
13. Dada una secuencia x(n) que es diferente de cero en el intervalo 0  n  N   1
(N par) y nula fuera de el y tiene como DFT X(k), determine la relacion existente
entre dicha transformada y las DFT de orden N de las secuencias
a) y(n) = ( 1)
n
x(n)
b) z(n) = x

(n), conjugado de x(n).
c) Respuesta impulsional dada por
h(n) =
8
>
<
>
:
x(n); n par
0; otro caso
Resolucion:
a) Determinemos el valor de Y (k)
Y (k) =
P
N 1
n=0
y(n)e
 j
2kn
N
=
P
N 1
n=0
( 1)
n
x(n)e
 j
2kn
N
=
P
N 1
n=0
x(n)e
 j
2kn
N
e
jn
=
P
N 1
n=0
x(n)e
 j
2kn
N
e
j
2nN
2N
=
P
N 1
n=0
x(n)e
 j
2n
N
(k 
N
2
)
= X(k  
N
2
)
(2.93)
Si k < N=2 en lugar de sustituir ( 1)
n
por e
jn
se sustituye por e
 jn
, llegando
a:
Y (k) =
P
N 1
n=0
y(n)e
 j
2kn
N
=
P
N 1
n=0
( 1)
n
x(n)e
 j
2kn
N
=
P
N 1
n=0
x(n)e
 j
2kn
N
e
 j
2nN
2N
=
P
N 1
n=0
x(n)e
 j
2n
N
(k+
N
2
)
= X(k +
N
2
)
(2.94)
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Por tanto, se tiene
Y (k) =
8
>
<
>
:
X(k +
N
2
); k < N=2
X(k  
N
2
); k  N=2
(2.95)
b) En este caso, se tiene
Z(k) =
P
N 1
n=0
x

(n)e
 j
2kn
N
=) Z

(k) =
P
N 1
n=0
x(n)e
j
2kn
N
=
P
N 1
n=0
x(n)e
j
2kn
N
e
 j
2nN
N
=
P
N 1
n=0
x(n)e
 j
2n
N
(N k)
= X(n  k)
(2.96)
y, por tanto, volviendo a conjugar se llega a
Z(k) = X

(n  k): (2.97)
c) La se~nal de la cual se nos pide calcular su DFT se puede escribir como
v(n) =
1
2
[1 + ( 1)
n
]x(n): (2.98)
Como la DFT es un operador lineal,
DFTfv(n)g =
1
2
[DFTfx(n)g+DFTf( 1)
n
x(n)g] (2.99)
que, a partir de los resultados del apartado a),
V (k) =
1
2

X(k) +X(k +
N
2
)

; k <
N
2
(2.100)
y
V (k) =
1
2

X(k) +X(k  
N
2
)

; k 
N
2
(2.101)
14. Considere la secuencia temporal x(n) = (
1
2
)
n
u(n). Se pide
a) Determinar X(e
jw
).
b) Determinar la secuencia X(k) = X(e
jw
)




w=
2k
4
, k = 0; 1; 2; 3.
c) Suponiendo que la secuencia obtenida en b) fueran los coecientes de una DFT,
determinar la secuencia temporal que se deriva de dicha secuencia.
d) Comparar la secuencia obtenida con x(n) y justicar el resultado.
Resolucion:
a)
X(e
jw
) =
1
X
n= 1
x(n)e
 jwn
=
1
X
n= 1
(
1
2
)
n
u(n)e
 jwn
=
1
X
n=0
((
1
2
)e
 jw
)
n
(2.102)
por lo que
X(e
jw
) =
1
1 
e
 jw
2
=
2
2  e
 jw
: (2.103)
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b)
X(k) =
2
2  e
 jw




w=
2k
4
=
k
2
(2.104)
de donde
X(0) = 2 (2.105)
X(1) =
2
2 + j
(2.106)
X(2) =
2
2  e
 j
2
2
=
2
3
(2.107)
X(3) =
2
2  e
 j
3
2
=
2
2  j
(2.108)
c) Se aplica la IDFT para obtener x^(n):
x^(n) =
1
N
N 1
X
k=0
X(k)e
 j
2kn
N
(2.109)
Si se desarrolla esta expresion para cada termino:
x^(0) =
1
4
P
N 1
n=0
X(k) =
1
4

2 +
2
3
+
2
2 + j
+
2
2  j

=
16
15
x^(1) =
1
4
P
3
n=0
X(k)e
j
k
2
=
1
4
[X(0) + jX(1)  X(2)   jX(3)]
=
1
4
[(X(0)  X(2)) + j(X(1)  X(3))] =
1
4
h
(2 
2
3
) + j(
2
2+j
 
2
2 j
)
i
=
8
15
x^(2) =
1
4
P
3
n=0
X(k)e
jk
=
1
4
[X(0)  X(1) +X(2)  X(3)] =
1
4
h
2 +
2
3
  (
2
2+j
+
2
2 j
)
i
=
4
15
x^(3) =
1
4
P
3
n=0
X(k)e
j
3k
2
=
1
4
[X(0)   jX(1)  X(2) + jX(3)] =
1
4
h
2 
2
3
+ j(
2
2 j
 
2
2+j
)
i
=
2
15
(2.110)
d) La secuencia obtenida ha sido
x^(n) =
8
<
:
16
15
"
;
8
15
;
4
15
;
2
15
9
=
;
(2.111)
La secuencia x(n) para n = 0; 1; 2; 3 es f1; (2)
 1
; (4)
 1
; (8)
 1
g. Se comprueba
que la secuencia x^(n) se genera de acuerdo a la expresion
x^(n) =
x(n)
1  a
4
; a =
1
2
(2.112)
En nuestro caso
x^(n) = (
1
2
)
n
1
1  (
1
2
)
4
= (
1
2
)
n
16
15
(2.113)
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La diferencia entre las dos series viene del factor
1
1 (
1
2
)
4
que es debido al solape
temporal ya que x(n) 6= 0 para n > N . De la teora se tiene
x^(n) =
P
1
l=0
x(n+ lN) =
P
1
l=0
x(n+ l4)
=
P
1
l=0
(
1
2
)
n+4l
= (
1
2
)
n
P
1
l=0
[(
1
2
)
4
]
l
=
(
1
2
)
2
1  (
1
2
)
4
= (
1
2
)
n
(
16
15
)
(2.114)
con lo que queda demostrado el resultado obtenido.
15. Sea x(n) una secuencia tal que x(n) = 0, 8n < 0 o n  N , siendo X(k) su DFT de
orden N . Se pide
a) Demostrar la identidad de Parseval
N 1
X
n=0
jx(n)j
2
=
1
N
N 1
X
k=0
jX(k)j
2
:
b) Calcule la DFT de orden N con N > L de la se~nal
x(n) =
8
>
<
>
:
1; 0  n < L
0; otro caso
c) Utilice los resultados de b) y c) para determinar la suma
1
100
99
X
k=0
 
sen(
k
4
)
sen(
k
100
)
!
2
Resolucion:
a) Aplicando la denicion de la DFT se tiene
X(k) =
N 1
X
n=0
x(n)e
 j
2kn
N
: (2.115)
Se se conjuga la anterior expresion, se tiene
X

(k) =
N 1
X
s=0
x

(s)e
j
2ks
N
; (2.116)
con lo que
jX(k)j
2
=
N 1
X
n=0
N 1
X
s=0
x(n)x

(s)e
j
2k
N
(s n)
=
N 1
X
s=0
jx(n)j
2
e
j
2k
N
(s n)
: (2.117)
Las exponenciales complejas presentan la propiedad de ortogonalidad dada por:
N 1
X
k=0
e
j
2k
N
(s n)
=
8
>
<
>
:
0; s 6= n
N; s = n
(2.118)
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Se tiene entonces
N 1
X
k=0
jX(k)j
2
= N
N 1
X
s=0
jx(s)j
2
(2.119)
con lo que
N 1
X
s=0
jx(s)j
2
=
1
N
N 1
X
k=0
jX(k)j
2
(2.120)
y por tanto queda demostrado la Identidad de Parseval.
b) Aplicando la denicion de la DFT, se tiene
X(k)j
N
=
P
N 1
n=0
x(n)e
 j
2kn
N
=
P
L 1
n=0
e
 j
2kn
N
=
1  e
 j
2k
N
L
1  e
 j
2k
N
=
e
 j
k
N
L
e
 j
k
N
"
e
j
k
N
L
  e
 j
k
N
L
e
j
k
N
  e
 j
k
N
#
=
e
 j
k
N
L
e
 j
k
N

sen(
k
N
L)
sen(
k
N
)
= e
 j
k
N
(L 1)

sen(
k
N
L)
sen(
k
N
)
(2.121)
c) Nos piden determinar el sumatorio
1
100
99
X
k=0
 
sen(
k
4
)
sen(
k
100
)
!
2
: (2.122)
Comparando el termino general del sumatorio con el obtenido en el apartado b),
tenemos que N = 100 y L = N=4 = 25, por lo que
24
X
n=0
x
2
(n) =
1
100
99
X
k=0
 
sen(
k
4
)
sen(
k
100
)
!
2
(2.123)
como x(n) = 1, 0  n  24, ese sumatorio es igual a 24.
F
16. Determine la DFT de ordenN de la secuencia e
jwn
, n = 0; : : : ; N 1 siendow 6=
2k
N
,
8k = 0; : : : ; N   1.
Resolucion:
Aplicando la denicion se llega a
X(k) =
P
N 1
n=0
x(n)e
 j
2kn
N
=
P
N 1
n=0
e
jwn
e
 j
2kn
N
=
P
N 1
n=0
e
j(w 
2k
N
)n
=
1  e
j(w 
2k
N
)N
1  e
j(w 
2k
N
)
=
1  e
jwN
1  e
j(w 
2k
N
)
=
e
jwN=2
e
j(w 
2k
N
)
1
2

e
 jwN=2
  e
jwN=2
e
j(w 
2k
N
)
1
2
  e
 j(w 
2k
N
)
1
2
= e
j(
w(N 1)
2
+
k
N
)

sen(
wN
2
)
sen[(w  
2k
N
)
1
2
]
(2.124)
Destacar que si w =
2
N
,  2 Z, entonces X(k) = 0, 8k 6=  y X() = N .
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Figura 2.11: Secuencia temporal.
Veamos que a toda se~nal periodica discreta cuya frecuencia sea multiplo de la fun-
damental, le corresponde una DFT cuyos coecientes son todos diferentes de cero,
salvo el correspondiente a la frecuencia de la se~nal periodica. La explicacion temporal
queda reejada en la Fig. 2.11.
Cuando se calcula una DFT se supone que la se~nal obtenida al aplicar la Transfor-
mada Inversa sera periodica. Esto es inmediato de comprobar de la siguiente forma.
Partiendo de la expresion que dene x(n) en funcion de X(k), se tiene que
x(n) =
1
N
N 1
X
k=0
X(k)e
j
2kn
N
; 0  n  N   1: (2.125)
Si sustiuimos n = n
0
+N , se llega a
x(n
0
+N) =
1
N
P
N 1
k=0
X(k)e
j
2k
N
(n
0
+N)
=
1
N
P
N 1
k=0
X(k)e
j
2k
N
n
0
e
j2k
=
=
1
N
P
N 1
k=0
X(k)e
j
2k
N
n
0
= x(n
0
):
(2.126)
Se tiene entonces que la se~nal debera repetirse cada N muestras, lo que ocurre con
las funciones cuya frecuencia se corresponde con multiplos de la fundamental.
Esto no ocurre con la se~nal que se quiere descomponer y, a pesar de ser periodica,
al realizar la DFT aparece como no periodica; tenemos un \salto" entre el primer
periodo de x(n) y el siguiente. Ese \salto" entre periodos consecutivos provoca que
los coecientes de la DFT sean diferentes de 0. A este fenomeno se le conoce como
\goteo o derrame espectral" (\spectral leakage"). Este efecto se vera en mayor detalle
en el apartado de practicas con MATLAB de este mismo captulo.
17. Sea x(n) una secuencia periodica de periodo N , se desea determinar la relacion entre
X(k)

N
y X(k)

2N
siendo X(k)


la DFT de orden  de x(n).
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Resolucion:
Escribiendo la DFT de orden 2N de la secuencia x(n),
X(k)

2N
=
2N 1
X
n=0
x(n)e
 j2kn=2N
=
N 1
X
n=0
x(n)e
 j2kn=2N
+
2N 1
X
n=N
x(n)e
 j2kn=2N
:(2.127)
Si ahora se cambia el ndice en el segundo sumatorio n  s+N , se tiene
X(k)

2N
=
N 1
X
n=0
x(n)e
 j2kn=2N
+
N 1
X
s=0
x(s+N)e
 j2k(s+N)=2N
: (2.128)
Aprovechando que x(t+N) = x(s), se puede escribir
X(k)

2N
=
N 1
X
n=0
x(n)e
 j2kn=2N
+
N 1
X
s=0
x(s)e
 j2ks=2N
e
 jk
: (2.129)
Agrupando terminos se llega a
X(k)

2N
=
N 1
X
n=0
x(n)e
 j2kn=2N

1 + e
 jk

= X(k=2)

N

1 + e
 jk

: (2.130)
Por tanto se tiene que X(k)

k impar
2N
= 0 y X(k)

k par
2N
= 2X(k=2)

N
.
As pues se aporta informacion adicional si usamos otro periodo para calcular la
DFT. Visto de otra forma, el aumentar las funciones base en nuestro espacio de la
DFT no resulta necesario ya que, en el espacio original de la DFT de orden N todas
las muestras temporales quedan claramente denidas. F F
18. Se tiene una se~nal periodica x(n) de periodo N . Se genera una nueva se~nal
y(n) =
8
>
<
>
:
0 n impar
x(n=2) n par:
de tama~no 2N . Se desea determinar la relacion entre Y (k)

2N
y X(k)

N
.
Resolucion:
Aplicando la denicion de la DFT se tiene
Y (k)

2N
=
2N 1
X
n=0
y(n)e
 j2kn=2N
=
N 1
X
s=0
y(2s)e
 j2k(2s)=2N
| {z }
n par
+
N 1
X
s=0
y(2s+ 1)e
 j2k(2s+1)=2N
| {z }
n impar
;(2.131)
por lo que
Y (k)

2N
=
N 1
X
s=0
x(s)e
 j2ks=N
= X(k)

N
: (2.132)
No se tiene informacion adicional por introducir ceros en la secuencia de ah que no
se tengan cambios en la DFT. Ademas, destacar que como X(k)

N
tiene periodo
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N , Y (k)

2N
tambien tendra periodo N . Es decir, a~nadiendo ceros entre muestras se
obtiene una \repeticion" del espectro de la se~nal. F F
19. Se tiene una DFT X(k) de N puntos correspondiente a la se~nal x(n). Determine las
secuencias temporales que dan lugar a las siguientes DFT, tambien de orden N , con
N par, relacionandolas con X(k).
a) Y (k) = ( 1)
k
X(k).
b) Y (k) =
1
2
[X(k) +X(k

)] = RealfX(k)g.
c) Y (k) = X(k  
N
2
) para k  N=2 y X(k +
N
2
) para k < N=2.
Resolucion:
a) Aplicando la denicion de la inversa de la DFT, se tiene
y(n) =
1
N
P
N 1
n=0
Y (k)e
j2kn=N
=
1
N
P
N 1
k=0
X(k)( 1)
k
e
j2kn=N
:
(2.133)
Como ( 1)
k
= e
jk
, se tiene que
y(n) =
1
N
P
N 1
n=0
X(k)e
jk
e
j2kn=N
=
1
N
P
N 1
n=0
X(k)e
j2kN=2N
e
j2nk=N
:
=
1
N
P
N 1
k=0
X(k)e
j
2k
N
(n+
N
2
)
= x(n+
N
2
):
(2.134)
y, por tanto, se llega a
y(n) = x(n+
N
2
) (2.135)
si 0  n < N=2.
En el caso de que n  N=2 se puede hacer el cambio ( 1)
k
= e
jk
. En esta
situacion se llega a
y(n) =
1
N
N 1
X
k=0
X(k)e
 j
2kN
2N
e
j
2nk
N
=
1
N
N 1
X
k=0
X(k)e
j
2k
N
(n 
N
2
)
= x(n 
N
2
)(2.136)
si N=2  n < N .
b) Aplicando la propiedad de linealidad de la DFT a
Y (k) =
1
2
[X(k) +X

(k)] (2.137)
se llegara a
y(n) =
1
2
[x(n) + x^(n)] (2.138)
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donde x^(n) es la DFT inversa de X

(k). A continuacion, se determinara dicho
valor:
x^(n) =
1
N
P
N 1
k=0
X

(k)e
j
2kn
N
=

1
N
P
N 1
k=0
X(k)e
 j
2kn
N


(2.139)
y como e
j
2kN
N
= 1, 8k 2 Z, podemos escribir
x^(n) =

1
N
P
N 1
k=0
X(k)e
j
2kN
N
e
 j
2kn
N


=

1
N
P
N 1
k=0
X(k)e
j
2k(N n)
N


= x

(N   n);
(2.140)
por lo que
y(n) =
1
2
[x(n) + x

(N   n)]: (2.141)
En este caso se han \reejado" los terminos de la DFT.
c) Aplicando la denicion de la IDFT se tiene
y(n) =
1
N
P
N 1
n=0
Y (k)e
j
2kn
N
=
1
N
h
P
N=2 1
k=0
Y (k)e
j
2kn
N
+
P
N 1
k=N=2
Y (k)e
j
2kn
N
i
=
1
N
h
P
N=2 1
k=0
X(k +N=2)e
j
2kn
N
+
P
N 1
k=N=2
X(k  N=2)e
j
2kn
N
i
:
(2.142)
Tomando un cambio de ndices como sigue:
k +N=2  u; k  N=2  v; (2.143)
se obtiene
y(n) =
1
N
h
P
N 1
u=N=2
X(u)e
j
2n
N
(u 
N
2
)
+
P
N=2 1
v=0
X(v)e
j
2n
N
(v+
N
2
)
i
=
1
N
h
P
N 1
u=N=2
X(u)e
j
2nu
N
e
 jn
+
P
N=2 1
v=0
X(v)e
j
2nv
N
e
jn
i
:
(2.144)
Como los ndices u y v son mudos y e
jn
= e
 jn
, se llega a la expresion
y(n) =
1
N
N 1
X
k=0
X(k)e
j
2nk
N
e
 jn
: (2.145)
En el caso de que n sea par se tiene
y(n) =
1
N
N 1
X
k=0
X(k)e
j
2nk
N
= x(n): (2.146)
mientras que si n es impar se llega a
y(n) =  
1
N
N 1
X
k=0
X(k)e
j
2nk
N
=  x(n): (2.147)
con lo que se puede escribir
y(n) = ( 1)
n
x(n) (2.148)
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Los resultados obtenidos en este ejercicio son los duales de los conseguido en el ejercicio
13, demostrando la dualidad de los dominios temporal y frecuencial.
20. Dada una secuencia discreta real x(n) con periodo N siendo X(k) su DFT de orden
N , compruebe las siguientes igualdades:
a) RealfX(k)g = RealfX(N   k)g.
b) ImagfX(k)g = -ImagfX(N   k)g.
Resolucion:
De las dos igualdades propuestas se debera cumplir que X(k) = X

(N k). Aplicando
la denicion de DFT se tendra:
X(N   k) =
N 1
X
k=0
x(n)e
 j
2n
N
(N k)
=
N 1
X
k=0
x(n)e
j
2nk
N
e
 j2n
=
N 1
X
k=0
x(n)e
j
2nk
N
:(2.149)
Aplicando que x(n) es real, es decir se cumple x(n) = x

(n), se obtiene
X(N   k) =
 
N 1
X
k=0
x(n)e
 j
2nk
N
!

= X

(k) (2.150)
con lo que quedan demostradas las igualdades proporcionadas.
21. Dadas las secuencias x(n) = f+1
"
; 1g e y(n) = f 1
"
;+1g, utilice la DFT para
a) Determinar la convolucion circular de las dos secuencias.
b) Determinar la convolucion lineal de las dos secuencias.
Resolucion:
a) La convolucion circular de dos secuencias se puede determinar usando la DFT
de acuerdo al siguiente esquema:
Si
x(n)
DFT
 ! X(k)




N
y(n)
DFT
 ! Y (k)




N
entonces
Z(k) = X(k)Y (k)
IDFT
 ! z(n) = x(n)
N
y(n):
En el caso planteado tenemos
x(n) : X(k) =
N 1
X
n=0
x(n)e
 j
2kn
N
(2.151)
y, por tanto, para N = 2
X(k) =
1
X
n=0
x(n)e
 j
2kn
2
; (2.152)
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con lo que
X(0) = x(1) + x(2) = 0; X(1) = 2: (2.153)
Para la segunda secuencia tenemos
y(n) : Y (k) =
N 1
X
n=0
y(n)e
 j
2kn
N
(2.154)
y, por tanto, para N = 2
Y (k) =
1
X
n=0
x(n)e
 j
2kn
2
; (2.155)
con lo que
Y (0) = y(0) + y(1) = 0; Y (1) =  1  1 =  2: (2.156)
De este modo,
Z(k) = Y (k)X(k) (2.157)
y podemos obtener Z(0) = 0 y Z(1) =  4. Planteando transformadas inversas
se tiene
z(n) =
1
N
N 1
X
k=0
Z(k)e
j
2kn
N
=
1
2
1
X
k=0
Z(k)e
jkn
=
1
N
[Z(0) + Z(1)e
jn
]; (2.158)
por lo que podemos calcular los valores de la secuencia resultante
z(0) =
1
2
[Z(0) + Z(1)] =  2 (2.159)
z(1) =
1
2
[Z(0) + Z(1)e
j
] = 2: (2.160)
Por consiguiente, la convolucion circular sera entonces z(n) = f 2
"
; 2; 0; 0; : : :g.
b) Para determinar la convolucion lineal hay que a~nadir a las secuencias ceros hasta
que tengan una longitud igual a la de la convolucion lineal de las dos secuencias.
En este caso, la longitud de la convolucion lineal es L = 2 + 2  1 = 3. Se tiene
entonces que
x^(n) = f+1
"
; 1; 0g; y^(n) = f 1
"
; 1; 0g; (2.161)
y hay que calcular entonces las DFT de las dos secuencias, multiplicarlas, y por
ultimo determinar la IDFT de dicho producto.
Se tiene, en primer lugar,
^
X(k) =
2
X
n=0
x^(n)e
 j
2kn
3
=
h
x^(0) + x^(1)e
 j
2k
3
+ x^(2)e
 j
4k
3
i
=
h
1  e
 j
2k
3
i
:(2.162)
Para
^
Y (k) se tendra:
^
Y (k) =
2
X
n=0
y^(n)e
 j
2kn
3
=
h
y^(0) + y^(1)e
 j
2k
3
+ y^(2)e
 j
4k
3
i
=
h
 1 + e
 j
2k
3
i
:(2.163)
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A partir de las dos ultimas expresiones se puede establecer
^
Z(k) =
^
X(k)
^
Y (k) = (1  e
 j
2k
3
)( 1 + e
 j
2k
3
) =  (1  e
 j
2k
3
)
2
; (2.164)
y se tiene entonces
^
Z(0) = 0 (2.165)
^
Z(1) =  (1  e
 j
2k
3
)
2
= : : : =  3e
j

3
(2.166)
^
Z(2) =  (1  e
 j
4k
3
)
2
= : : : =  3e
 j

3
: (2.167)
Aplicando la transformada inversa se tiene
z^(n) =
1
3
2
X
k=0
^
Z(k)e
j
2kn
3
: (2.168)
Por tanto, podemos calcular su valor para n = 0; 1; 2 como sigue. Para n = 0,
z^(0) =
1
3
[
^
Z(0) +
^
Z(1) +
^
Z(2)] =
1
3
[0  3e
j

3
  3e
 j

3
] =  1: (2.169)
Para n = 1,
z^(1) =
1
3
[ 3e
j

3
e
j
2
3
+ ( 3e
 j

3
)e
j
4
3
] = 2: (2.170)
Para n = 2,
z^(2) =
1
3
[ 3e
j

3
e
j
4
3
+ ( 3e
 j

3
)e
j
8
3
] =  1: (2.171)
Si se aplica la expresion de la convolucion lineal de dos se~nales, se tiene
z(n) =
1
X
k= 1
x(k)y(n  k) =
1
X
k=0
x(k)y(n  k); (2.172)
con lo que
z(0) = x(0)y(0) =  1 (2.173)
z(1) = x(0)y(1) + x(1)y(0) = 2 (2.174)
z(2) = x(1)y(1) =  1 (2.175)
que es lo obtenido usando la DFT.
22. Determine la se~nal temporal que da lugar a la siguiente DFT:
X(k) = f1; j; 1; jg:
Resolucion:
Aplicando la expresion general de la IDFT a la expresion proporcionada,
x(n) =
1
N
N 1
X
k=0
X(k)e
j
2kn
N
; (2.176)
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y sustituyendo valores (N = 4), se llega a
x(n) =
1
4
3
X
k=0
X(k)e
j
kn
2
: (2.177)
Los valores de la secuencia recuperada son
x(0) =
1
4
[X(0) +X(1) +X(2) +X(3)] =
1
4
[1 + j   1  j] = 0 (2.178)
x(1) =
1
4
[X(0) +X(1)e
j

2
+X(2)e
j
+X(3)e
j
3
2
] =
1
4
[1  1 + 1  1] = 0 (2.179)
x(2) =
1
4
[X(0) +X(1)e
j
+X(2)e
2j
+X(3)e
3j
] =
1
4
[1  j   1 + j] = 0 (2.180)
x(3) =
1
4
[X(0) +X(1)e
j
3
2
+X(2)e
3j
+X(3)e
j
9
2
] =
1
4
[1 + 1 + 1 + 1] = 1 (2.181)
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2.3. Problemas propuestos
1. Determinar los coecientes del desarrollo en serie de Fourier del siguiente pulso
periodico:
x(n) = x(n+N)
donde
x(n)j
en un periodo
=
8
>
<
>
:
1; 0 < n < L
 1; L  n  N   1
2. Demostrar, con la ayuda de las secuencias h(n) y x(n) que se puede usar la con-
volucion circular (a~nadiendo ceros a las secuencias originales) para determinar la
convolucion lineal.
h(n) = f 1
"
; 1g
x(n) = f1
"
; 1g
3. Dadas las siguientes ecuaciones en diferencias determine la correspondiente respuesta
en frecuencia en magnitud de:
a) y(n) = x(n)  x(n  2)  0
0
81y(n  2).
b) y(n) = x(n)  x(n N) con N par.
4. Determine la salida, en estado estacionario, del sistema denido por h(n) cuando la
entrada es x(n):
x(n) =
1
2
(1 + ( 1)
n
)u(n)
h(n) =

1
2

n
cos(w
0
n)u(n); w
0
= =2:
5. Implemente un sistema que elimine la componente de 50 Hz, la frecuencia de mues-
treo del sistema es de 250 Hz, alterando lo menos posible el resto de componentes.
Seguidamente determine la salida en estado estacionario de dicho sistema cuanto la
entrada es:
x(n) =
1
2
(1 + ( 1)
n
)u(n)
2.3 Problemas propuestos 125
6. Determine la salida del sistema, en estado estacionario, denido por h(n) cuando la
entrada es x(n):
h(n) =
1
2
(1 + ( 1)
n
)u(n)
x(n) = 2cos(
2n
5
)u(n)  sen(
n
2
+

4
)u(n):
7. Dada la secuencia x(n) denida como f1
"
; 2; 1; 0; 0; 0; 0g determinar:
a) La respuesta en frecuencia X(e
jw
).
b) Su Transformada Discreta de Fourier de orden N , >que tienen en comun los
resultados a) y b)?
8. Calcular las DFT de N puntos (N par) de las siguientes se~nales:
a) x(n) = Æ(n)
b)
x(n) =
8
>
<
>
:
1; 0 < n <
N
2
  1
 1; en otro caso
9. Aplicando las propiedades de la DFT exprese las DFT (orden N) de las siguientes
se~nales en funcion de la DFT de orden N de x(n), X(k):
a) y(n) = x(n)cos(
2n
N
)
b) z(n) = x(n)sen(
2n
N
)
10. Una se~nal de tiempo continuo x(t) cuya frecuencia maxima es de 4 kHz se muestrea
a 10 kHz. Seguidamente, con la se~nal muestreada se determina su DFT de 1000
puntos. >A que frecuencias corresponden los terminos 150 y 180 de esta DFT?
11. Dadas las se~nales:
x = fx(1)
"
; x(2); : : : ; x(N   1)g;
y = fx(N   1)
"
; x(N   2); : : : ; x(1)g
Determinar la relacion que existe entre sus DFT de orden N .
12. Determinar la DFT de las siguientes se~nales periodicas:
a) x(n) = f1
"
; 0; {1; 1; 0; 1; 1; 0; 1; : : :g DFT de orden 3.
b) x(n) = f1
"
; 0; 0; {1; 1; 0; 0; 1; 1; 0; 0; 1; : : :g DFT de orden 4.
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13. Dada la secuencia x(n) diferente de 0 en el intervalo 0  n  N   1 cuya DFT de
orden N es X(k). A partir de dicha secuencia se obtiene y(n) de la siguiente forma
y(n) =
8
>
<
>
:
x(n) 0  n  N   1
0 N  n  2N   1:
Determine Y (k) relacionandola con la obtenida usando x(n).
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2.4. Practicas con MATLAB
2.4.1. Respuesta en frecuencia
En esta practica se estudiara el concepto de respuesta en frecuencia de un sistema. Ve-
remos como podemos utilizar esta para determinar la salida de un sistema dada una cierta
entrada. Tambien estudiaremos la relacion entre los polos y ceros de la transformada Z y
la respuesta en frecuencia de un determinado sistema.
1. Un hecho que normalmente no se tiene muy en cuenta a la hora de trabajar con la
respuesta en frecuencia es la respuesta transitoria de un sistema. Cuando se analiza
la respuesta en frecuencia de un sistema se supone que las se~nales tienen longitud in-
nita. En cambio, dado que se trabaja con se~nales causales (valen cero para tiempos
negativos), la hipotesis de partida no es verdadera. Este hecho se traduce en la apari-
cion de una respuesta transitoria que desaparecera con el tiempo dejando la respuesta
estacionaria determinada por la respuesta en frecuencia. Esta respuesta transitoria es
propia de cada sistema y no depende de las entradas que se le aplican. A modo de
ejemplo se considera el sistema denido por la ecuacion en diferencias:
y(n) = x(n) + y(n  1); (2.182)
siendo  una constante. Para resaltar todava mas la respuesta transitoria del sistema
se considera un valor cercano a 1, en nuestro caso consideramos 0'99. Se considera que
la se~nal de entrada al sistema es x(n) = cos(20
0
1n). Para determinar la respuesta
en frecuencia a partir de la ecuacion en diferencias se aplica la propiedad del retardo
temporal a dicha ecuacion, obteniendose
Y (e
j!
) = X(e
j!
) + Y (e
j!
)e
 j!
: (2.183)
Agrupando terminos se obtiene:
Y (e
j!
) =
X(e
j!
)
1  e
 j!
: (2.184)
Si se determina la salida analticamente, usando la respuesta en frecuencia se tendra:
Y (e
j!
) =
1
1  e
 j0
0
2
 ! y(n) = jY (e
j!
)jcos(20
0
1n+ '(Y (e
j!
)) = 1
0
70cos(0
0
2n  0
0
92):(2.185)
El siguiente programa en MATLAB determina la salida del sistema usando la res-
puesta en frecuencia, de forma analoga a la comentada e implementando la ecuacion
en diferencia mediante un bucle for.
% ------------------------------------------------------
% Programa de la respuesta en frecuencia
% ------------------------------------------------------
N=input('Longitud de la secuencia a filtrar ');
mu=input('Parametro del sistema ');
x=cos(2*pi*0.1*(0:N-1));
% Salida usando la respuesta en frecuencia
ycom=1/(1-mu*exp(-0.2*pi*j));
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y=abs(ycom)*cos(0.2*pi*(0:N-1)+angle(ycom));
% Salida usando la ecuacion en diferencias
yy=zeros(1,N);
yy(1)=x(1);
for t=2:N,
yy(t)=x(t)+mu*yy(t-1);
end
% Representacion de las secuencias
subplot(2,1,1), stem(y,'*-')
title('Secuencia usando la respuesta en frecuencia ');
subplot(2,1,2), stem(yy,'*-')
title('Secuencia usando la ecuacion en diferencias ');
La Fig. 2.12 muestra lo obtenido para los dos casos. Se aprecia que existe una discor-
dancia inicial entre los dos metodos debida a la respuesta transitoria del sistema.
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Figura 2.12: Secuencias obtenidas mediante (a) la respuesta en frecuencia y (b) la implementacion de la
ecuacion en diferencias.
2. Otro punto importante a tener en cuenta al estudiar la respuesta en frecuencia es el
hecho de considerar que un sistema modica la amplitud y la fase. Por inercia se tiende
a estudiar solamente el modulo de la frecuencia que da informacion sobre el cambio de
la amplitud. Esta forma de proceder tiene una razon de \uso". La mayora de ltros
digitales se orientan a aplicaciones de audio donde la fase de la se~nal no tiene excesiva
importancia recayendo en la amplitud la caracterizacion de las se~nales. Sin embargo,
cuando la forma de la se~nal es importante, el considerar la fase es fundamental, como
por ejemplo en la transmision de datos o en el procesado de se~nales biomedicas. A
modo de ejemplo se considera la siguiente entrada:
x(n) =
1
2
+
10
X
k=1
cos

2
256
(n  129)k

; n = 1; : : : ; 256 (2.186)
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La representacion temporal y frecuencial de esta se~nal viene dada en la Fig. 2.13.
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Figura 2.13: Representacion (a) temporal y (b) frecuencial de la se~nal.
De la expresion que dene x(n) y de su caracterizacion frecuencial se deduce que esta
se~nal esta formada por la suma de un conjunto de sinusoides cuya frecuencia digital
oscila entre 0 (nivel de continua correspondiente al factor 1/2) y 10/256. Seguidamente
se ltra esta se~nal con el siguiente ltro:
y(n) =  ax(n) + x(n  1) + ay(n  1) (2.187)
En primer lugar se determina la respuesta en frecuencia del ltro que se obtiene usando
la instruccion freqz(num, den) donde num y den son, respectivamente, el numerador
y denominador de la respuesta en frecuencia del sistema. Aplicando la propiedad del
retardo a la ecuacion (2.187) se tiene
Y (e
j!
) =  aX(e
j!
) +X(e
j!
)e
 j!
+ aY (e
j!
)e
 j!
(2.188)
de donde, agrupando terminos, se llega a la respuesta en frecuencia del sistema
H(e
j!
) =
 a+ e
 j!
1  ae
 j!
: (2.189)
Segun esto, la instruccion de MATLAB a utilizar sera freqz([-a 1],[1 -a]). Si se
utiliza a = 0
0
9 se obtiene lo representado en la Fig. 2.14.
Se observa que la ganancia es de 0 dB para todas las frecuencias (observar la escala).
Sin embargo s que aparece un efecto sobre la fase; si se determina el retardo de
grupo de este sistema mediante la instruccion grpdelay, y con el mismo uso que la
instruccion freqz, se obtiene la Fig. 2.15. Se observa que el retardo no es igual en
todas las componentes y, por tanto, aparecera una distorsion en el pulso debido al
sistema.
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Figura 2.14: Respuesta en frecuencia (magnitud y fase) del sistema.
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Figura 2.15: Retardo de grupo en funcion de la frecuencia normalizada. Se aprecia un descenso aproxi-
madamente exponencial.
Esta distorsion se comprueba si la se~nal generada anteriormente se toma como entrada
al sistema. El siguiente programa en MATLAB implementa la ecuacion en diferencias
(2.187).
clc
clear
close all
a=0.9;
% Generacion del pulso
x=0.5*ones(1,256);
for t=1:10,
wk=2*pi*t/256;
x=x+cos(wk*((1:256)-129));
end
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% Determinacion de la salida
y=zeros(1,256);
y(1)=x(1);
for k=2:256,
y(k)=-a*x(k)+x(k-1)+a*y(k-1);
end
subplot(2,1,1)
stem(-128:127,x)
title('Se~nal de entrada')
subplot(2,1,2)
stem(-128:127,y)
title('Se~nal de salida')
La Fig. 2.16 muestra las se~nales de entrada y salida del sistema. Se aprecia que,
aunque la magnitud de las componentes permanece inalterada (ganancia del sistema
igual a la unidad para todas las frecuencias), el desfase que se introduce a cada una
de las componentes distorsiona la se~nal.
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Figura 2.16: Se~nales de (a) entrada y (b) salida del sistema.
3. A continuacion se plantea el mismo ejercicio pero usando el siguiente sistema:
y(n) =
1
20
19
X
k=0
x(n  k): (2.190)
Esta ecuacion se corresponde con un promediador movil, \moving average". Se de-
terminara en primer lugar la respuesta en frecuencia que, aplicando la propiedad del
retardo temporal, se puede escribir as:
H(e
j!
) =
1
20
19
X
k=0
e
 j!k
(2.191)
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Se podra aplicar la expresion de una suma geometrica pero no merece la pena ya que
se puede utilizar la instruccion ones, genera un vector/matriz de unos para determi-
nar la respuesta en frecuencia de este sistema de una forma relativamente sencilla.
As, la siguiente instruccion determina dicha respuesta en frecuencia para N = 20,
freqz(0.05*ones(1,20),1). El resultado obtenido se muestra en la Fig. 2.17.
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Figura 2.17: Respuesta en frecuencia (magnitud y fase) del sistema.
El sistema tiene una ganancia unidad para frecuencias bajas (las que tiene la entrada
considerada) y presenta una fase lineal que conduce a un retardo de grupo constante.
Hay que recordar que dicho retardo se determina a partir de la derivada de la fase de
la respuesta en frecuencia. El retardo constante que proporciona MATLAB mediante
la funcion grpdelay es 9'5. El siguiente programa en MATLAB ltra la se~nal usando
este promediador movil.
clc
clear
close all
a=0.9
% Generacion del pulso
x=0.5*ones(1,256);
for t=1:10,
wk=2*pi*t/256;
x=x+cos(wk*((1:256)-129));
end
% Determinacion de la salida
y=zeros(1,256);
yy=[zeros(1,19) x];
for k=2:256,
y(k)=0.05*sum(yy(k+19:-1:k));
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end
subplot(121),stem(-128:127,x)
title('Se~nal de entrada')
grid
hold on
subplot(122),stem(-128:127,y,'*-')
grid
title('Se~nal de salida')
Se aprecia que las dos se~nales son similares en su forma pero la ganancia es diferente
para las distintas componentes frecuenciales existiendo un evidente retardo de grupo
sobre toda la se~nal (Fig. 2.18).
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Figura 2.18: Se~nales de (a) entrada y (b) salida del sistema.
2.4.2. Transformada Discreta de Fourier
1. Antes de empezar con esta transformada hay que destacar unos problemas que apa-
recen debido a la precision en las operaciones matematicas al trabajar con MAT-
LAB. Las instrucciones de MATLAB para determinar la DFT y su inversa son, res-
pectivamente, fft y ifft. Como son operaciones inversas la actuacion de una de
ellas seguida por la otra debera dejar inalterada la se~nal. Sin embargo, a pesar de
la alta precision de MATLAB en sus calculos aparecen una serie de errores en los
mismos. Para demostrar este hecho se generan 100 puntos de la se~nal denida por
x(n) = 0
0
5[u(n) + ( 1)
n
u(n)] se calcula su DFT, seguidamente la inversa de esta
transformacion y se representa, nalmente, la diferencia entre la se~nal original y la
obtenida con la transformacion inversa (Fig. 2.19).
Se aprecia que esa diferencia es muy peque~na y no afecta en la gran mayora de
los casos que se utiliza dicha transformada. De hecho, podemos conocer la precision
relativa en coma otante de MATLAB mediante las siguientes instrucciones
>> format long
>> eps
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Figura 2.19: Comprobacion de la resolucion de MATLAB en el calculo de la DFT y su inversa.
2. A continuacion se va a demostrar el efecto del \solape temporal" que tiene el muestreo
en frecuencia, dual al efecto del solape frecuencial al muestrear una se~nal temporal.
Para ello se utilizara la se~nal x(n) = a
n
u(n). En primer lugar se determina su transfor-
mada de Fourier, calculo ya realizado en el apartado de problemas. Esta transformada
viene denida por la siguiente expresion:
X(e
j!
) =
1
1  ae
 j!
(2.192)
A continuacion se toman N componentes equidistantes de dicha respuesta en fre-
cuencia que vendran dadas por la relacion w
k
=
2k
N
. Este muestreo proporciona una
secuencia de valores complejos. Asimilando dicha serie a un desarrollo en serie de
Fourier, se determinara la respuesta temporal que da lugar a dicha secuencia de co-
ecientes usando el comando ifft de MATLAB. Finalmente se representara las dos
secuencias. El siguiente programa implementa lo comentado en este parrafo.
% Muestreo de la respuesta en frecuencia
a=input('Introduccion del factor a ');
N=input('Introduccion del orden de la DFT ');
% Vectores de frecuencias
w=2*pi*(0:N-1)/N;
% Muestreo de la respuesta en frecuencia
Xk=1./(1-a*exp(-j*w));
% Determinacion de la se~nal temporal
xx=ifft(Xk);
% Para evitar los problemas de la precision directamente
% se considera la parte real
xx=real(xx);
% Representacion de los resultados
subplot(2,1,1)
stem(a.^(0:N-1),'*-')
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title('Se~nal original')
subplot(2,1,2)
stem(xx,'*-');
title('Se~nal obtenida a partir del muestreo en frecuencia ')
xlabel('Muestras')
La Fig. 2.20 muestra lo obtenido con este programa para a=0'97 y N=25. La expli-
cacion de la diferencia entre la se~nal original y lo obtenido se encuentra en el solape
temporal. Al muestrear la respuesta en frecuencia y calcular la IDFT de la serie
obtenida lo que se obtiene es la se~nal denida por
(n) =
1
X
k= 1
x(n  kN); (2.193)
siendo N la longitud de la secuencia muestreada En el caso planteado
(n) =
1
X
k= 1
a
n kN
u(n  kN) = a
n
1
X
k=0
a
kN
(2.194)
(n) =
a
n
1  a
N
(2.195)
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Figura 2.20: Representacion de la se~nal (a) original y (b) la obtenida a partir del muestreo en frecuencia.
3. Otro punto importante a estudiar es la resolucion de una DFT. Hay que distinguir
aqu dos tipos de resolucion: la fsica y la \operacional". Si se tiene una se~nal de
longitud L, la mnima frecuencia que se podra discernir sera aquella cuyo periodo
sea, precisamente, el correspondiente al producto L  T donde T es el periodo de
muestreo. Desde un punto de vista intuitivo esta armacion esta clara; este periodo
es el maximo que se puede abarcar con las muestras consideradas y la frecuencia de
muestreo escogida. Una sinusoide con un periodo mayor no se considerara completa.
Sin embargo en una DFT la resolucion es igual a la frecuencia de muestreo dividida
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por el numero de puntos. Esto se deduce de las frecuencias muestreadas w
k
=
2k
N
.
As la separacion entre dos frecuencias consecutivas es w =
2
N
y, como w =
2f
a
F
m
,
se tiene w =
f
m
N
donde F
m
es la frecuencia de muestreo.
A continuacion se vera la diferencia entre ellas usando el siguiente programa de MAT-
LAB:
close all
clc
f1=90;
f2=100;
f3=240;
f4=360;
fm=input('Frecuencia de muestreo (Hz) ');
tt=input('Duracion del muestreo en ms ');
N=input('Longitud de la DFT aumentada ');
t=(fm*tt)*0.001;
x1=cos(2*pi*(f1/fm)*(0:t-1))+cos(2*pi*(f2/fm)*(0:t-1));
x2=x1+cos(2*pi*(f3/fm)*(0:t-1))+cos(2*pi*(f4/fm)*(0:t-1));
y=fft(x2);
t1=0:(fm/t):fm-(fm/t);
plot(t1,abs(y),'*-r');
yy=fft(x2,N);
hold on
t2=0:(fm/N):fm-(fm/N);
plot(t2,abs(yy),'+-k')
axis([0 fm/2 0 max([abs(y) abs(yy)])]);
grid,zoom on
En este programa se considera en primer lugar 1kHz como frecuencia de muestreo con
un intervalo de muestreo de 25 ms. En primer lugar se toma el orden de la DFT igual
a la longitud de la se~nal. Se tendra entonces que la resolucion de la DFT vendra dada
por:
4w =
f
m
N
= 4w =
1000
25
= 40Hz:
Segun este valor las componentes de 90 y 100 Hz no seran discernibles pues su se-
paracion frecuencial es de 10 Hz y la resolucion de la DFT es de 40 Hz. La Fig. 2.21
muestra los resultados obtenidos.
A continuacion se aumenta la longitud de la DFT a~nadiendo ceros la nal de la se-
cuencia. Por ejemplo se considera una DFT de 100 puntos. Segun esto, la resolucion
sera en este caso de 10 Hz y ya se podran distinguir las componentes de 90 y 100
Hz. La Fig. 2.22 muestra lo obtenido en este caso. En la gura aparecen dos gracas
correspondientes a la DFT sin a~nadir ceros (smbolos +) y a~nadiendo ceros. Se mues-
tran las dos gracas para destacar el hecho que siguen sin ser discernibles; el a~nadir
ceros supone una interpolacion en el dominio frecuencial pero, evidentemente, no se
aporta mas informacion sobre la se~nal que se analiza con la DFT.
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Figura 2.21: Espectro obtenido mediante una F
m
= 1000Hz y un intervalo de muestreo de 25ms.
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Figura 2.22: Espectros obtenidos con w = 40Hz () y w = 10Hz (+). Se han unido con lneas las
muestras jX(k)j de cada uno de ellos para una mejor visualizacion.
Si ahora se aumenta el tiempo de muestreo a 100 ms y se considera una DFT igual
a la longitud de la secuencia obtenida, 100 muestras, se obtiene una resolucion ope-
racional de 10 Hz. Ejecutando el programa de MATLAB en este caso se obtiene lo
representado en la Fig. 2.23. En este caso, y dado que todas las componentes frecuen-
ciales son multiplos de la resolucion de la DFT, aparecen solamente los armonicos
correspondientes a las componentes de la se~nal.
4. El ultimo caso estudiado no es el mas corriente ya que pueden ocurrir casos en los que
la resolucion fsica es suciente pero la frecuencia de las componentes no es un multiplo
de la resolucion de la DFT. Como ejemplo se considera una sinusoide de frecuencia
10 Hz muestreada a 1000 Hz durante un periodo de 250 ms. Seguidamente se calcula
la DFT de esta se~nal (N es la longitud de la se~nal) obteniendose lo representado en
la Fig. 2.24. En este caso la resolucion de la DFT es 1000/250=4 Hz. Este efecto se
conoce como \goteo o derrame espectral", (\spectral leakage").
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Figura 2.23: Espectro obtenido con un tiempo de muestreo de 100ms y una longitud de la secuencia de
100 muestras. La resolucion operativa es de 10 Hz. y, por tanto, se pueden recuperar ecientemente las
componentes de 90 Hz. y 100 Hz. Se han unido con lneas las muestras jX(k)j de cada uno de ellos para
una mejor visualizacion.
0 100 200 300 400 500
0
10
20
30
40
50
60
70
80
90
Frecuencia analógica
|X(
k)|
Espectro obtenido
Figura 2.24: Ilustracion del goteo espectral al tomar una resolucion de 4Hz no multiplo de la frecuencia
de la se~nal analogica aunque con un numero siciente de muestras. Se han unido con lneas las muestras
jX(k)j de cada uno de ellos para una mejor visualizacion.
Otra forma de verlo es analizar el dominio temporal. La Fig. 2.25 muestra la repre-
sentacion temporal de la se~nal. La DFT es la representacion de la se~nal x(n) si se
repitiera de forma innita: como hay una diferencia entre el punto inicial y nal de
dicha se~nal se produce un \salto" en esa se~nal periodica que la DFT intenta modelizar.
Para evitar este problema se plantea el uso de una ventana en forma de secuencia
discreta que multiplica a la secuencia cuya DFT se quiere determinar. Este producto
hace que el punto original y nal de la secuencia resultado sean el mismo y, por lo
tanto, se evite el \salto" anteriormente comentado. Una multiplicacion en el dominio
temporal supone una convolucion en el dominio frecuencial por lo que las caractersti-
cas frecuenciales de la se~nal quedan, logicamente, condicionadas por dicha ventana.
MATLAB tiene implementadas varias ventanas. As, las que estudiaremos seran la rec-
tangular (boxcar), triangular (triang), Hanning (hanning) y Hamming (hamming),
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Figura 2.25: Representacion temporal de la secuencia x(n).
etc. A continuacion se aplicara una ventana a la sinusoide comentada antes de de-
terminar su DFT. La Fig. 2.26(a) muestra la se~nal temporal obtenida al usar una
ventana de Hamming y la Fig. 2.26(b) muestra el espectro de esta se~nal. Si se com-
paran las Figs. 2.26(a) y 2.24 se aprecia que el \goteo espectral" se ha reducido en
gran manera. Comentar que lo que se gana al usar ventanas se pierde en resolucion;
estos metodos de enventanado se seguiran estudiando en el tema de ltros por lo que
no se incidira mas en ellas en este captulo.
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Figura 2.26: (a) Secuencia temporal y (b) espectro obtenido mediante una ventana de Hamming. Se han
unido con lneas las muestras jX(k)j de cada uno de ellos para una mejor visualizacion.
5. A continuacion se plantea el uso de la DFT para determinar la convolucion lineal de
dos secuencias. El procedimiento a seguir es el comentado en la seccion de teora de
este captulo y que queda reejado en los siguientes puntos:
a) Se determina la longitud que tendra la convolucion lineal de las dos se~nales (L).
b) Se determina la DFT de orden L de las dos se~nales a~nadiendo ceros a las secuen-
cias.
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c) Se multiplican punto a punto las secuencias obtenidas aplicando la DFT.
d) Se calcula la IDFT de dicho producto.
Para comprobar lo comentado, se pide al lector que considere las siguientes se~nales:
X1=[1,2,3]; X2=[-1,1]; y que determine su convolucion. Realice los pasos (a){(d)
anteriormente comentados para comprobar su resultado. >Se obtiene lo mismo si se
rellenan las se~nales con 2 ceros?
6. Las secuencias anteriores son de corta duracion; si se tienen secuencias de larga du-
racion se aplica uno de los metodos de solapamiento y suma o su dual (solapamiento
y almacenamiento). Estos metodos aparecen explicados en los textos dados en la
bibliografa. El siguiente programa implementa este ultimo metodo. El lector pue-
de utilizarlo para comprobar su funcionamiento con una serie de secuencias y desde
aqu se le anima para que intente implementar el metodo de solapamiento y suma.
% Metodo de solapamiento y almacenamiento
clear
clc
aa=input('Numero de bloques ');
M=input('Longitud del filtro FIR ');
N=input('Longitud de las DFT ');
long=N-M+1;
h=(0.8).^(0:M-1);
x=cos(0.2*pi*(0:aa*long-1));
hh=[h zeros(1,N-M)];
XX=zeros(N,aa);
% Creacion de los bloques
a=zeros(1,M-1);
for k=1:aa,
XX(1:M-1,k)=a';
XX(M:N,k)=x((k-1)*long+1:k*long)';
a=x(k*long-M+2:k*long);
end
% Determinacion de las Transformadas de Fourier
XF=fft(XX);
HF=fft(hh');
gg=HF*ones(1,aa);
resul=XF.*gg;
% Determinacion de las transformadas inversas
yy=ifft(resul);
yy=real(yy);
[mm,nn]=size(yy);
y1=yy(M:mm,:);
[a,b]=size(y1);
ysalida=reshape(y1,1,a*b);
% Representacion de la diferencia entre conv y este metodo
yout=conv(x,h);
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s=min([length(yout) length(ysalida)]);
plot(yout(1:s)-ysalida(1:s));
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Captulo 3
Transformada Z
3.1. Introduccion teorica
La Transformada Z (TZ) tiene el mismo papel en el analisis de se~nales y sistemas discretos
lineales invariantes temporales (L.I.T.) que la transformada de Laplace en el analisis de
se~nales y sistemas continuos L.I.T. A modo de ejemplo, la convolucion de dos se~nales en
el dominio temporal tiene su equivalente con la operacion de multiplicar sus respectivas
transformadas en el dominio Z. Como se vera a lo largo de este captulo, esta propiedad
simplica, enormemente, el analisis de los sistemas discretos. Ademas, la transformada Z
proporciona una manera de caracterizar se~nales, sistemas L.I.T. y sus respuestas a varias
se~nales usando para ello los polos y los ceros de la funcion de transferencia en el dominio
transformado, conocido como dominio o plano Z.
Destacar que, desde un punto de vista matematico, la transformada Z de una se~nal
discreta supone una representacion alternativa a la que, normalmente, se utiliza, esta es,
la representacion temporal. De hecho, el ndice temporal desaparece en dicha transformada
Z. Es una representacion alternativa pero se tiene la misma informacion que en el dominio
temporal.
3.1.1. Denicion
La Transformada Z de una se~nal discreta x(n) se dene como la serie de potencias:
X(z) =
1
X
n= 1
x(n)z
 n
(3.1)
donde z es una variable compleja. Tambien se denota como X(z)  Zfx(n)g y la relacion
entre x(n) y X(z) se puede indicar con:
x(n)
z
 ! X(z)
3.1.2. Region de convergencia
Dado que la transformada Z es una suma de una serie geometrica (suma de series de
potencias negativas de z), esta transformada solo existe para aquellos valores del plano
complejo para los que dicha suma de serie de potencias converge. As pues, la region de
convergencia (\Region Of Convergence", R.O.C.) deX(z) es el conjunto de todos los valores
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de z para los que X(z) es nita:
X(z) =





1
X
n= 1
x(n)z
 n





<1
Aparte de lo que supone en s la R.O.C. de una transformada Z, se da el caso de que
dicha transformada no determina de forma unica una se~nal en el dominio del tiempo. Esta
ambiguedad solo se resuelve si, ademas de la transformada Z, se especica la R.O.C.
A modo de ejemplo, se considera la transformada Z de las siguientes se~nales discretas
x
1
(n) = a
n
u(n) y x
2
(n) =  a
n
u( n   1) . Si se determina la transformada Z de las dos
secuencias se tiene lo siguiente:
X
1
(z) =
1
X
n= 1
x
1
(n)z
 n
=
1
X
n= 1
a
n
u(n)z
 n
=
1
X
n=0
a
n
z
 n
=
1
X
n=0
(az
 1
)
n
=
1
1  az
 1
=
z
z   a
(3.2)
si y solo si jaz
 1
j < 1. Por tanto, la R.O.C. viene denida por la condicion jaz
 1
j < 1 que
conduce a jzj > jaj. Esta es la ecuacion que dene el exterior de un crculo de radio jaj.
Se calcula ahora la segunda transformada Z
X
2
(z) =
1
X
n= 1
x
2
(n)z
 n
=
1
X
n= 1
 a
n
u( n  1)z
 n
=
 1
X
n= 1
 a
n
z
 n
: (3.3)
Si se hace un cambio de variable n =  k se llega a:
X
2
(z) =  
1
X
k=1
a
 k
z
k
=  
 
1
X
k=0
a
 k
z
k
  1
!
=  
 
1
X
k=0
(a
 1
z)
k
  1
!
=
z
z   a
(3.4)
si y solo si ja
 1
zj < 1. La R.O.C. viene denida por la condicion ja
 1
zj < 1 que conduce a
jzj < jaj. Esta es la ecuacion que dene el interior de un crculo de radio jaj.
De lo comentado anteriormente se pueden extraer una serie de importantes conclusiones:
La transformada Z de una secuencia discreta, junto con su region de convergencia,
dene de forma unvoca dicha secuencia; esto es, no se puede determinar la secuencia
discreta que da lugar a una transformada Z sin conocer la region de convergencia de
dicha tranformada.
Todas las transformadas Z racionales se pueden descomponer en terminos de la forma
A
1  az
 1
: (3.5)
Aplicando la propiedad de linealidad de las Transformadas Z (punto siguiente de
este captulo) y usando lo obtenido anteriormente, se llega a la conclusion de que
la R.O.C. de este tipo de transformadas sera una combinacion de las R.O.C. vistas
anteriormente. Segun esto se pueden tener las siguientes situaciones:
 Se~nal estrictamente no causal (vale 0 para tiempos positivos). En este
caso la region de convergencia va a ser un crculo.
 Se~nal estrictamente causal: (vale 0 para tiempos negativos). En este caso
la region de convergencia va a ser el exterior de una determinada circunferencia.
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 Se~nal no causal (mezcla de las anteriores). En este caso se pueden dar dos
situaciones:
Æ La R.O.C. es un anillo. Para que se de esta situacion el mayor modulo de
los polos de la Transformada Z, correspondientes a la parte no causal, debe
ser mayor que los correspondientes causales.
Æ No existe la R.O.C. Estamos en el caso opuesto al anterior.
3.1.3. Propiedades de la Transformada Z
1. Linealidad:
Si
x
1
(n)
z
 ! X
1
(z) y x
2
(n)
z
 ! X
2
(z)
entonces
x(n) = a
1
x
1
(n) + a
2
x
2
(n)
z
 ! X(z) = a
1
X
1
(z) + a
2
X
2
(z); (3.6)
donde la R.O.C. es la interseccion de R.O.C
1
y R.O.C
2
, y a
1
; a
2
2 C .
2. Desplazamiento temporal:
Si
x(n)
z
 ! X(z)
entonces
x(n  k)
z
 ! z
 k
X(z)
Se mantiene la R.O.C. aunque se le puede a~nadir/eliminar el 0 y el 1
3. Escalado en el dominio Z:
Si
x(n)
z
 ! X(z); R:O:C : r
1
< jzj < r
2
entonces
a
n
x(n)
z
 ! X(a
 1
z); R:O:C : jajr
1
< jzj < jajr
2
4. Inversion temporal:
Si
x(n)
z
 ! X(z); R:O:C: : r
1
< jzj < r
2
entonces
x( n)
z
 ! X(z
 1
); R:O:C: :
1
r
1
< jzj <
1
r
2
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5. Diferenciacion en Z:
Si
x(n)
z
 ! X(z)
entonces
nx(n)
z
 !  z
dX(z)
dz
(3.7)
Misma R.O.C. que en el caso del desplazamiento temporal.
6. Convolucion de dos secuencias:
Si
x
1
(n)
z
 ! X
1
(z) y x
2
(n)
z
 ! X
2
(z)
entonces
x(n) = x
1
(n)  x
2
(n)
z
 ! X(z) = X
1
(z) X
2
(z); R:O:C = R:O:C
1
\R:O:C
2
7. Correlacion de dos secuencias:
Si
x
1
(n)
z
 ! X
1
(z) y x
2
(n)
z
 ! X
2
(z)
entonces
r
x
1
x
2
(l) =
1
X
n= 1
x
1
(n)x
2
(n  l)
z
 ! R
x
1
x
2
(z) = X
1
(z) X
2
(z
 1
)
8. Multiplicacion de dos secuencias:
Si
x
1
(n)
z
 ! X
1
(z) y x
2
(n)
z
 ! X
2
(z)
entonces
x(n) = x
1
(n)x
2
(n)
z
 ! X(z) =
1
2j
Z
C
X
1
(v)X
2
(
z
v
)v
 1
dv
donde C es un contorno cerrado que encierra al origen y se encuentra en la R.O.C.
comun a X
1
(v) y X
2
(1=v).
9. Relacion de Parseval:
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Si x
1
(n) y x
2
(n) son dos secuencias complejas, entonces:
1
X
n= 1
=
1
2j
Z
C
X
1
(v)X

2

1
v


v
 1
dv
siempre que r
1l
r
2l
< 1 < r
1u
r
2u
, donde r
1l
< jzj < r
1u
y r
2l
< jzj < r
2u
son las
R.O.C. de X
1
(z) y X
2
(z).
10. Teorema del Valor Inicial:
Si x(n) es causal, es decir, x(n) = 0 para n < 0, entonces:
x(0) = lm
z!1
X(z)
3.1.4. Transformada Z unilateral
Si la se~nal es causal (vale 0 para ndices temporales negativos) se tiene:
X(z) =
1
X
n=0
x(n)z
 n
: (3.8)
En el caso mas general, cuando se tiene una transformada Z cuyos ndices van de 0 a +1 se
habla de transformada Z unilateral X
+
(z). El lmite inferior es la unica diferencia, siempre
nulo, independiente de que la se~nal sea causal (x(n) = 0, para n < 0) o no. Con esta
transformada se tienen algunas propiedades importantes:
1. No contienen informacion sobre x(n) para n < 0.
2. Es unica solo para se~nales causales.
3. La Transformada Z unilateral cumple Z
+
fx(n)g = Zfx(n)u(n)g, siendo u(n) la fun-
cion escalon.
4. Como x(n)u(n) es causal, la R.O.C. de Zfx(n)u(n)g y, por tanto, la R.O.C. de
Z
+
fx(n)g es siempre exterior a un crculo de radio r 2 R.
Tiene tambien otras peculiaridades, recogidas en las siguientes propiedades:
1. Retardo temporal:
Si
x(n)
z
+
 ! X
+
(z)
entonces
x(n  k)
z
+
 ! z
 k
[X
+
(z) +
k
X
n=1
x( n)z
n
]
2. Adelanto temporal:
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Si
x(n)
z
+
 ! X
+
(z)
entonces
x(n+ k)
z
+
 ! z
k
[X
+
(z)  
k
X
n=1
x(n)z
 n
]
3. Teorema del Valor Final:
Si
x(n)
z
+
 ! X
+
(z)
entonces
lm
n!1
x(n) = lm
z!1
(z   1)X
+
(z)
3.1.5. Causalidad y estabilidad
Recordemos que un sistema es estable cuando, ante entradas acotadas, se tienen salidas
acotadas. Hablamos entonces de un tipo de estabilidad BIBO (\Bounded Input Bounded
Output"). Usando la Transformada Z, un sistema es estable BIBO cuando la Transformada
Z de su respuesta impulsional presenta todos los polos dentro de la circunferencia unidad.
Esta caracterstica hace que la Transformada Z sea una herramienta muy util en el analisis
de sistemas discretos.
Para estudiar la causalidad de un sistema tambien se puede utilizar la transformada
Z. As un sistema es causal si y solo si la R.O.C. de la transformada Z de su respuesta
impulsional, H(z), es el exterior de un crculo.
3.1.6. Calculo de la Transformada Z inversa
El n de la Transformada Z en el procesado digital de la se~nal es el analisis de sistemas
lineales en tiempo discreto de tipo L.T.I. La forma de proceder, en la gran mayora de
los casos, es pasar del dominio temporal al transformado Z para realizar una determinada
operacion y, nalmente, volver otra vez al dominio temporal. Esta ultima operacion se rea-
liza determinando la transformada Z inversa (TZI). Existen metodos mas o menos formales
para realizar esta operacion, la cual, matematicamente, se puede denir como
x(n) =
1
2j
Z
C
X(z)z
n 1
dz; (3.9)
donde C es cualquier contorno que encierre al origen y se encuentra en la R.O.C. de X(z)
en el plano Z. La integral se evalua en una circunferencia en un sentido contrario al de las
agujas del reloj.
Existen tres formas basicas para el calculo de la Transformada Z inversa:
3.1 Introducci

on te

orica 149
1. Calculo Directo. Integracion del Contorno.
x(n) =
1
2j
R
C
X(z)z
n 1
dz =
=
P
polosfz
i
genC
[residuo de X(z)z
n 1
en z = z
i
] =
=
P
i
(z   z
i
)X(z)z
n 1





z=z
i
;
siempre que los polos fz
i
g sean simples. SiX(z)z
n 1
no tiene polos dentro del contorno
C para uno o mas valores de n, entonces x(n) = 0 para esos valores. Estos metodos
se encuentran extensamente relatados, por ejemplo en (Riley, Hobson y Bence, 1998).
2. Expansion en serie de terminos en z y z
 1
.
La idea es expandir X(z) en una serie de potencias de la forma:
X(z) =
1
X
n= 1
c
n
z
 n
que converge en la R.O.C. dada. Como la Transformada Z es unica, x(n) = c
n
, 8n.
Cuando X(z) es racional, la expansion se hace dividiendo numerador y denominador.
3. Expansion en fracciones simples.
La idea es expresar X(z) como una combinacion lineal:
X(z) = 
1
X
1
(z) + 
2
X
2
(z) + : : :+ 
K
X
K
(z)
donde X
1
(z); : : : ;X
K
(z) son expresiones con Transformadas Z inversas de x
1
(n), : : :,
x
K
(n) disponibles en compendios de tablas matematicas estandar (Beyer, 1984).
Si la descomposicion es posible, usando la propiedad de linealidad, se obtiene:
x(n) = 
1
x
1
(n) + 
2
x
2
(n) + : : :+ 
K
x
K
(n)
Este metodo es muy util si la funcion de transferencia es racional:
X(z) =
N(z)
D(z)
=
b
0
+ b
1
z
 1
+ b
2
z
 2
+ : : :+ b
M
z
 M
a
0
+ a
1
z
 1
+ a
2
z
 2
+ : : :+ a
N
z
 N
Dado que las secuencias con las que se suele trabajar son, casi siempre, las mismas, los
dos ultimos metodos son los preferidos por su sencillez. A continuacion se exponen mas
extensamente.
Metodo de inspeccion
El metodo de inspeccion consiste, simplemente, en reconocer, usando unas determinadas
tablas, ciertos pares de transformadas. En la Tabla 3.1 se presentan las transformadas mas
comunes que se pueden encontrar.
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Tabla 3.1: Se~nales caractersticas y sus correspondientes R.O.C.
SE
~
NAL TEMPORAL TRANSFORMADA Z R.O.C.
Æ(n) 1 Todo el plano Z
u(n)
1
1  z
 1
jzj > 1
a
n
u(n)
1
1  az
 1
jzj > jaj
cos(wn)u(n)
1  z
 1
cos(w)
1  2cos(w)z
 1
+ z
 2
jzj > 1
sen(wn)u(n)
z
 1
sen(w)
1  2cos(w)z
 1
+ z
 2
jzj > 1
a
n
cos(wn)u(n)
1  az
 1
cos(w)
1  2acos(w)z
 1
+ a
2
z
 2
jzj > jaj
a
n
sen(wn)u(n)
az
 1
sen(w)
1  2acos(w)z
 1
+ a
2
z
 2
jzj > jaj
Descomposicion en fracciones simples
En muchas ocasiones la transformada Z inversa no se puede encontrar a traves de una
tabla. No obstante, debido a las caractersticas de linealidad de la transformada Z s que
es posible dividir la transformada Z original en una serie de transformadas Z mas simples
cada uno de las cuales aparece en dicha tabla. El metodo de descomposicion en fracciones
simples se basa, justamente, en aprovechar este hecho.
Se sabe que existe la siguiente relacion entre transformada Z, se~nales temporales y regio-
nes de convergencia:
TZI

1
1  az
 1

=
8
>
<
>
:
a
n
u(n); R:O:C: : jzj > jaj
 a
n
u( n  1); R:O:C: : jzj < jaj
(3.10)
Se observa que se tiene la misma transformada Z pero la R.O.C. es diferente segun el tipo
de se~nal considerada (causal o no causal). As pues, si se tiene una transformada de la forma
H(z) =
1 + a
1
z
 1
+ a
2
z
 2
+ : : :+ a
M
z
 M
b
0
+ b
1
z
 1
+ b
2
z
 2
+ : : : + b
N
z
 N
;
(3.11)
se puede descomponer en forma de fracciones simples de la siguiente forma:
H(z) =
X
s
A
s
1  p
s
z
 1
: (3.12)
Cada uno de los terminos de la descomposicion tienen TZI inmediatas como se ha vis-
to anteriormente. Lo que hay que tener en cuenta es la R.O.C. de H(z) para utilizar la
transformada inversa causal o no causal de cada uno de los terminos de la descomposicion.
Division directa
Ese metodo esta directamente relacionado con el anterior ya que se aplica a funciones
racionales de z. Como su nombre indica consiste en realizar la division entre numerador
y denominador de tal forma que, como resultado de esa division, se tendra una serie de
terminos del tipo:
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H(z) 
N(z)
D(z)
= c
 m
z
m
+ : : :+ c
 2
z
2
+ c
 1
z + c
0
+ c
1
z
 1
+ c
2
z
 2
+ : : :+ c
k
z
 k
: (3.13)
La expresion que dene la transformada Z es
H(z) =
1
X
n= 1
h(n)z
 n
: (3.14)
Si se compara este sumatorio con el resultado de la division se llega a
h( m) = c
 m
; : : : h( 2) = c
 2
; h( 1) = c
 1
; h(0) = c
0
; h(1) = c
1
; : : : h(k) = c
k
: (3.15)
3.1.7. Analisis de sistemas L.I.T. usando la Transformada Z
La transformada Z es una herramienta importante en el analisis y representacion de
sistemas L.I.T. discretos. Esto es debido, principalmente, a la propiedad de la convolucion;
por ella se establece que la convolucion en el dominio del tiempo es equivalente a una
multiplicacion en el dominio de la transformada Z. De esta forma, se obtiene una manera,
relativamente sencilla, de determinar la salida de un sistema sin necesidad de utilizar la
convolucion. Se hace uso de las transformadas Z de la entrada y la respuesta impulsional
del sistema para, en un ultimo paso, calcular la transformada inversa del resultado del
producto.
Sistemas L.I.T. caracterizados por ecuaciones en diferencias lineales con coe-
cientes constantes
Para los sistemas caracterizados por ecuaciones en diferencias lineales con coecientes
constantes, las propiedades de la transformada Z proporcionan un procedimiento muy con-
veniente para obtener la funcion de transferencia del sistema, la respuesta en frecuencia o
la respuesta en el dominio del tiempo.
Considerese un sistema L.I.T. que viene denido por una determinada ecuacion en dife-
rencias lineal con coecientes constantes, de la forma
y(n) =  
N
X
k=1
a
k
y(n  k) +
M
X
k=0
b
k
x(n  k): (3.16)
Aplicando la propiedad de desplazamiento en el tiempo se tiene
Y (z) =  
N
X
k=1
a
k
Y (z)z
 k
+
M
X
k=0
b
k
X(z)z
 k
; (3.17)
por lo que la funcion de transferencia sera
H(z) =
Y (z)
X(z)
=
P
M
k=0
b
k
z
 k
1 +
P
N
k=1
a
k
z
 k
: (3.18)
Sobre la R.O.C. que debe asociarse a H(z), la ecuacion en diferencias no proporciona
ninguna informacion. Sin embargo, restricciones como la causalidad o estabilidad denen
la R.O.C. de dicha transformada.
Segun lo obtenido, se puede establecer diferentes modelos:
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Sistema FIR (\Moving Average", MA): Si a
k
= 0, para 1  k  N , se obtiene que
H(z) =
M
X
k=0
b
k
z
 k
=
1
z
M
M
X
k=0
b
k
z
M k
: (3.19)
 El sistema tiene M ceros determinados por
P
M
k=0
b
k
z
M k
= 0 y un polo de orden
M en el origen (z = 0). Esto hace que este tipo de sistemas sean conocidos como
\sistemas todo ceros".
 El sistema tiene una respuesta impulsional de duracion nita (FIR, \Finite Impulse
Response"). Esto signica que h(n) = 0 para n > M .
Sistema IIR (\AutoRegressive", AR): Si b
k
= 0, para 1  k M , se obtiene
H(z) =
b
0
1 +
P
N
k=1
a
k
z
 k
=
b
0
z
N
P
N
k=0
a
k
z
N k
: (3.20)
 El sistema tiene N polos determinados por
P
N
k=0
a
k
z
N k
= 0 y un cero de orden
N en el origen (z = 0). Decimos entonces que se tiene un \sistema todo polos".
 El sistema tiene una respuesta impulsional de duracion innita (IIR, \Innite Im-
pulse Response"). Esto signica que h(n) 6= 0, 8n 2 N.
Sistema ARMA. Cuando se tiene la expresion conjunta
H(z) =
Y (z)
X(z)
=
P
M
k=0
b
k
z
 k
1 +
P
N
k=1
a
k
z
 k
; (3.21)
se tiene un sistema ARMA (\AutoRegressive Moving Average"). Como se tienen ceros
y polos el sistema es de tipo IIR.
Respuesta en frecuencia usando la Transformada Z
La respuesta en frecuencia de un sistema H(e
jw
) se puede determinar usando la trans-
formada Z sustituyendo la variable compleja z por e
jw
. As pues, dada una determinada
transformada Z denida como
H(z) =
Q
M
s=1
(z   z
s
)
Q
N
k=1
(z   p
k
)
; (3.22)
siendo z
s
los ceros y p
k
los polos de la Transformada Z de la respuesta impulsional H(z),
la respuesta en frecuencia de este sistema vendra dada por:
H(jw) =
Q
M
s=1
(e
jw
  z
s
)
Q
N
k=1
(e
jw
  p
k
)
: (3.23)
Si estamos interesados en el modulo de la frecuencia se tienen que tomar modulos en la
ultima expresion, llegando a:
jH(jw)j =
Q
M
s=1
je
jw
  z
s
j
Q
N
k=1
je
jw
  p
k
j
: (3.24)
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Los terminos que aparecen en los diferentes productos son la distancia que hay entre
los ceros/polos y el numero complejo e
jw
de modulo uno y fase w (puntos que denen la
circunferencia de radio unidad). El modulo de la respuesta en frecuencia es, en denitiva, la
relacion entre la distancia de los ceros/polos de la transformada Z y los puntos que pertene-
cen a la circunferencia de radio unidad. Esta igualdad permite determinar la respuesta en
frecuencia de un sistema de forma intuitiva a partir de sus polos/ceros. A modo de ejemplo,
si se quieren eliminar una serie de frecuencias f
k
, la Transformada Z de ese sistema ten-
dra sus ceros en w
k
= e
2f
k
F
m
, siendo F
m
la frecuencia de muestreo. Si se quiere determinar
la respuesta en fase entonces, tomando fases en la ecuacion (3.23), se llega a
'(H(e
jw
)) =
M
X
s=1
'(e
jw
  z
s
) 
N
X
k=1
'(e
jw
  p
k
): (3.25)
La fase de la respuesta en frecuencia es la resultante de las fases de los vectores que van de
los ceros/polos al numero complejo e
jw
.
Obtencion de sistemas discretos a partir de continuos
Existen numerosos metodos de dise~no de sistemas continuos. Este conocimiento se puede
aprovechar desde el punto de vista digital ya que se puede pasar del dominio continuo al
digital mediante dos transformaciones. Estas transformaciones se conocen como bilineal e
impulso invariante. Como se utilizan mucho en el dise~no de ltros, no se profundizara en
ellas ahora. Ademas solo se comentara la transformacion impulso invariante por su valor
pedagogico. El esquema de obtencion de esta transformacion es el que reeja la Fig. 3.1.
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Figura 3.1: Esquema de la Transformacion Impulso Invariante.
El esquema parte de la Transformada de Laplace de un determinado sistema continuo y,
a partir de ella, determina la respuesta impulsional del sistema. La mayora de los sistemas
continuos con los que se trabaja tienen funciones de transferencia en el dominio de Laplace
racionales. Todas estas funciones racionales se pueden descomponer en terminos mas simples
de la siguiente forma:
H(s) =
N(s)
D(s)
=
X
k
A
k
s  p
k
: (3.26)
Cada uno de estos terminos tiene una Transformada de Laplace inversa igual a A
k
e
p
k
t
por
lo que la respuesta impulsional del sistema continuo sera:
h(t) =
X
k
A
k
e
p
k
t
: (3.27)
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Si se muestrea esta se~nal continua (T es el periodo de muestreo) se obtiene
h(nT ) =
X
k
A
k
e
p
k
nT
: (3.28)
Calculando la transformada Z de esta se~nal temporal discreta se obtiene (por simple ins-
peccion de las tablas y suponiendo la se~nal causal) la expresion
H(z) =
X
k
A
k
1  e
p
k
T
z
 1
: (3.29)
Se podra haber establecido un camino directo entre las tranformadas llegando a la si-
guiente relacion general:
H(s) =
A
k
s  p
k
=) H(z) =
A
k
1  e
p
k
T
z
 1
: (3.30)
Se tiene, pues, un procedimiento para dise~nar sistemas discretos a partir de sistemas con-
tinuos.
Obtencion de estructuras digitales
Tal y como se ha comentado en temas anteriores, los sistemas digitales se pueden combinar
de diferentes formas siendo las mas comunes las conexiones en paralelo y en serie. La
Transformada Z es la herramienta a utilizar cuando se quiere cambiar una estructura dada
y, lo que se busca es la implementacion del mismo sistema digital de una forma diferente.
As se sabe que la relacion que dene la entrada, salida y respuesta impulsional de un
sistema en el dominio Z es la siguiente:
Y (z) = H(z) X(z): (3.31)
La Transformada H(z) se puede factorizar de diferentes formas:
H(z) = H
1
(z) +H
2
(z) +   +H
n
(z) (3.32)
H(z) = G
1
(z) G
2
(z)   G
n
(z): (3.33)
En el primer caso y, de acuerdo a la ecuacion (3.31), se tendra:
Y (z) = [H
1
(z) +H
2
(z) +    +H
n
(z)]X(z); (3.34)
que conducira, aplicando Transformadas Z inversas a
y(n) =
X
k
y
k
(n) (3.35)
donde y
k
(n) es la Transformada Z Inversa de H
k
(z)X(z). La ecuacion (3.35) indica que la
salida del sistema es el resultado de sumar la salida de una serie de sistemas por lo que
se tiene una estructura en paralelo. En el segundo caso (ecuacion (3.33)) se tendra que el
sistema denido por H(z) es equivalente a la asociacion en serie de los diferentes G
k
(z).
Las diferentes estructuras digitales se veran mas adelante en detalle. Sin embargo aqu, por
su especial utilidad se vera una aplicacion de este tipo de descomposicion. El objetivo es
implementar un sistema con el menor numero de retardos. La forma de proceder es siempre
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la misma; el sistema denido como H(z) =
N(z)
D(z)
se divide en dos subsistemas de acuerdo a
la siguiente relacion:
H(z) = G
1
(z) G
2
(z) =) G
1
(z) = N(z); G
2
(z) =
1
D(z)
: (3.36)
Tal como se han denido los sistemas, la salida del sistema G
2
(z), que denominaremos w(n),
sera la entrada de G
1
(z). Se tendran entonces las siguientes igualdades:
G
2
(z) =
W (z)
X(z)
=
1
D(z)
(3.37)
G
1
(z) =
Y (z)
W (z)
= N(z) (3.38)
Una vez que se tienen esas igualdades se puede pasar al dominio temporal, ecuaciones en
diferencias, aplicando la propiedad del retardo temporal de la Transformada Z. El ultimo
paso es combinar las dos ecuaciones en diferencias acopladas que se obtendran. Se puede
demostrar que este procedimiento conduce a la implementacion de un sistema digital con
el menor numero de retardos.
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3.2. Problemas resueltos
1. Determine la Transformada Z inversa de H(z) =
1
(1  0
0
5z
 1
)
2
, aplicando:
a) Diferenciacion en el dominio Z.
b) Desarrollo en serie de potencias.
c) Division directa.
Resolucion:
a) Se cumple la propiedad de diferenciacion expresada como
Si
x(n)
z
 ! X(z)
entonces
nx(n)
z
 !  z
dX(z)
dz
Si se considera
G(z) =
z
z   0
0
5
; (3.39)
y observando las tablas de Transformadas Z Inversas se llega a g(n) = (
1
2
)
n
u(n).
Se puede calcular ahora
 z
dG(z)
dz
=
0
0
5z
(z   0
0
5)
2
=
0
0
5z
 1
(1  0
0
5z
 1
)
2
: (3.40)
Si se aplica ahora la propiedad de la diferenciacion se llega a:
TZI

 z
dG(z)
dz

= n(
1
2
)
n
u(n) = n(
1
2
)
n
u(n  1): (3.41)
Usando la expresion de H(z) y de la derivada de G(z) se llega a:
H(z) = 2zf z
dG(z)
dz
g: (3.42)
Aplicando ahora la propiedad del adelanto temporal (hay un factor z multipli-
cando a la derivada de G(z)) y multiplicando por 2 se obtiene:
h(n) = 2(n+ 1)(
1
2
)
n+1
u(n) = (n+ 1)(
1
2
)
n
u(n) (3.43)
b) Desarrollo en serie de potencias. En este caso cabe considerar la expresion del
desarrollo de una serie del tipo
H(x) =
1
(1  x)
2
; (3.44)
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cuyo desarrollo es el siguiente
H(x) =
1
X
n=0
H
n
(0)
n!
x
n
; (3.45)
siendo H
n
(0) la derivada n-esima de la funcion H(x) evaluada en el origen. Por
tanto, se tiene que
H(0) = 1
H
0
(x) = ( 2)( 1)(1   x)
 3
=) H
0
(0) = 2
H
00
(x) = ( 3)(2)( 1)(1   x)
 4
=) H
00
(0) = 6
que, generalizando, se llega a la expresion general
H
n
(0) = (n+ 1)! (3.46)
Teniendo en cuenta que x = 0
0
5z
 1
se tiene entonces que, a partir de la (3.45),
H(z) =
1
X
n=0
(
1
2
)
n
z
 n
(n+ 1)!
n!
=
1
X
n=0
(n+ 1)(
1
2
)
n
z
 n
: (3.47)
Si se compara esta expresion con H(z) =
P
1
k= 1
h(k)z
 k
, se llega a la siguiente
igualdad
h(n) = (n+ 1)(
1
2
)
n
u(n) (3.48)
c) Division directa. Si se divide numerador y denominador de
H(z) =
1
1  z
 1
+ 0
0
25z
 2
; (3.49)
se obtiene el siguiente divisor 1 + z
 1
+ 0
0
75z
 2
+ 0
0
5z
 3
+ : : :
Comparando lo obtenido con H(z) =
P
1
k= 1
h(k)z
 k
. Se tiene entonces que
h(0) = 1; h(1) = 1; h(2) = 3=4; h(3) = 4=8 = 1=2 (3.50)
que se corresponde con la expresion general:
h(n) = (
n+ 1
2
n
)u(n) (3.51)
Evidentemente, las soluciones coinciden sea cual sea el metodo empleado. En funcion
de la dicultad de la funcion de transferencia del sistema, resultara conveniente escoger
un determinado metodo de resolucion. F
2. Determine, aplicando la propiedad de diferenciacion en el dominio Z, la Transfor-
mada Inversa de G(z) = e
z
 1
.
Resolucion:
Esta transformada es tpicamente empleada cuando se explica el metodo del desarrollo
en serie a la hora de determinar Transformadas Z Inversas. Sin embargo aqu se
aplicara el metodo de diferenciacion en el dominio Z.
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Si se dene X(z) = e
z
 1
, se tendra
 z
dX(z)
dz
= ( z)e
z
 1
z
 2
( 1) = z
 1
X(z) (3.52)
Aplicando la propiedad del retardo temporal a esta ultima expresion y teniendo en
cuenta la propiedad de la diferenciacion en el dominio Z, se llega a
nx(n) = x(n  1): (3.53)
o equivalentemente
x(n) =
x(n  1)
n
: (3.54)
Si se itera se obtiene
x(n  1) =
x(n  2)
n  1
(3.55)
que, sustituyendo en la expresion original (Ec. (3.54)) conduce a
x(n) =
x(n  2)
n(n  1)
; (3.56)
a partir de la cual se llega de forma general a
x(n) =
u(n)
n!
: (3.57)
3. Se tiene un sistema que, ante una entrada escalon unitario x(n) = u(n), la salida es
y(n) = a
n
u(n+ 1). Determine:
a) La respuesta impulsional del sistema.
b) Las condiciones sobre a para que el sistema sea estable.
c) Discuta la causalidad del sistema.
Resolucion:
a) Para determinar la respuesta impulsional del sistema se usaran Transformadas
Z aplicando que
H(z) =
Y (z)
X(z)
; (3.58)
donde X(z) e Y (z) son las Transformadas Z de la entrada y salida respectiva-
mente y H(z) es la Transformada Z de la respuesta impulsional del sistema. Una
vez que se tenga dicha transformada se aplican TZI obteniendose la respuesta
impulsional. Observando las tablas se tiene
X(z) =
1
1  z
 1
: (3.59)
Para el calculo de Y (z) se aplicara que y(n) =
1
a
Æ(n + 1) + a
n
u(n) por lo que
la Transformada Z de la salida sera la suma de las dos transformadas Z de las
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se~nales que forman y(n). Se tendra entonces (usando tablas de transformadas y
la propiedad de desplazamiento temporal) que
Y (z) =
1
a
z +
1
1  az
 1
(3.60)
la cual conduce a
Y (z) =
1
a
z
1  az
 1
: (3.61)
Se tiene pues que
H(z) =
Y (z)
X(z)
=
1
a

z
1  az
 1
 
1
1  az
 1

: (3.62)
Aplicando la propiedad del adelanto temporal a la expresion anterior se obtiene
h(n) =
1
a
[a
n+1
u(n+ 1)  a
n
u(n)]: (3.63)
Esta se~nal temporal se puede reescribir de otra forma teniendo en cuenta que
h( 1) =
1
a
; h(k) =
1
a
a
k
(a  1) = a
k
(1 
1
a
); 8k  0 (3.64)
Teniendo en cuenta lo anterior se tiene la expresion siguiente para la respuesta
impulsional:
h(n) =
1
a
Æ(n+ 1)  a
n

1 
1
a

u(n): (3.65)
b) Para que el sistema sea estable, los polos de H(z) deben estar en el interior de
la circunferencia de radio unidad. Este hecho conduce a la condicion jaj < 1 ya
que el polo se encuentra en z = a:
c) El sistema es no causal pues h(n) 6= 0 para un ndice temporal negativo, en este
caso n =  1.
F F
4. Dise~ne un sistema digital causal que, ante la entrada x(n) = cos(
n
2
) + cos(
3n
4
) +
cos(n), elimine las dos primeras componentes y la tercera la deje inalterada salvo
por un determinado desfase. A partir de dicho dise~no, determine:
a) La respuesta impulsional del sistema.
b) La salida del sistema cuando la entrada es x(n) = u(n).
Resolucion:
a) Este sistema se puede dise~nar teniendo en cuenta la relacion existente entre los
polos y ceros de la Transformada Z y su respuesta en frecuencia. As, hay que
situar los ceros de la Transformada Z en las frecuencias que se quieren eliminar.
Se tendra entonces la siguiente expresion:
H(z) = G(z   e
j

2
)(z   e
j
3
4
) (3.66)
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siendo G un factor de ganancia. Como los coecientes de H(z) tienen que ser
reales, deben aparecer los conjugados de los ceros, y se tiene entonces:
H(z) = G(z   e
j

2
)(z   e
j
3
4
)(z   e
 j

2
)(z   e
 j
3
4
) (3.67)
que se puede simplicar como
H(z) = G(z
2
+ 1)(z
2
+
p
2z + 1) = G[z
4
+
p
2z
3
+ 2z
2
+
p
2z + 1]: (3.68)
Como queremos un sistema causal, se divide la funcion de transferencia H(z)
por z
4
, obteniendo facilmente
H(z) = G[1 +
p
2z
 1
+ 2z
 2
+
p
2z
 3
+ z
 4
]: (3.69)
Notese que con esta division no se modica el modulo de la respuesta en frecuen-
cia. Ahora, si se compara H(z) con su denicion
H(z) =
1
X
k= 1
h(k)z
 k
; (3.70)
se obtiene la respuesta impulsional del sistema buscado:
h(0) = G;h(1) =
p
2G;h(2) = 2G;h(3) =
p
2G;h(4) = G (3.71)
con h(n) = 0, 8n > 4.
Queda por determinar el factor de ganancia para lo cual se usara la condicion
sobre la tercera componente (ganancia en modulo igual a uno). Sustituyendo
z = e
jw
, se llega a la siguiente respuesta en frecuencia
H(e
jw
) = G[1 +
p
2e
 jw
+ 2e
 2jw
+
p
2e
 3jw
+ e
 4jw
]: (3.72)
La se~nal de interes tiene una frecuencia digital de  por lo que, sustituyendo en
la respuesta en frecuencia se llega a
H(e
jw
) = G[1 
p
2 + 2 
p
2 + 1] = 1 =) G =
1
4  2
p
2
: (3.73)
En la Fig. 3.2 se muestra la salida resultante de la convolucion de h(n) y x(n).
b) Para determinar la salida del sistema ante la entrada escalon unitario, x(n) =
u(n), se aplicara la propiedad del retardo temporal a la Transformada Z, obte-
niendo la siguiente ecuacion en diferencias
y(n) = G[x(n) +
p
2x(n  1) + 2x(n  2) +
p
2x(n  3) + x(n  4)]: (3.74)
Para n  4 se particulariza a
y(n) = G[4 + 2
p
2] =
4 + 2
p
2
4  2
p
2
= 3 + 2
p
2: (3.75)
Falta determinar la respuesta transitoria del sistema, que se puede obtener por
sustitucion directa, de forma que
y(0) = G; y(1) = G(1 +
p
2); y(2) = G(3 +
p
2); y(3) = G(3 + 2
p
2): (3.76)
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Figura 3.2: Salida obtenida del sistema mediante la convolucion de h(n) y x(n) en el ejercicio 4.
5. Determine la Transformada Z inversa de H(z) = log(1  az
 1
) mediante:
a) Series de potencias.
b) Diferenciacion en el dominio Z.
Resolucion:
a) Si se considera x = az
 1
, hay que obtener el desarrollo de f(x) = log(1   x).
Dicho desarrollo tendra la siguiente expresion (ver ejercicio 1 de este mismo
captulo)
f(x) =
1
X
n=0
f
n
(0)
n!
x
n
: (3.77)
Se determinara la expresion general de f
n
(0):
f(0) = 0
f
0
(x) = (1  x)
 1
( 1) =) f
0
(0) =  1
f
00
(x) = ( 1)(1   x)
 2
( 1)
2
=) f
00
(0) =  1
f
000
(x) = ( 1)( 2)(1   x)
 3
( 1) =) f
000
(0) =  2:
Se puede ver que f
n
(0) =  (n   1)! con f(0) = 0. Sustituyendo y teniendo en
cuenta que x = az
 1
, se llega a
log(1   az
 1
) =
1
X
n=1
 (n  1)!
n!
a
n
z
 n
=
1
X
n=1
 a
n
n
z
 n
: (3.78)
Si se compara esta expresion con la que proporciona la Transformada Z,
H(z) =
1
X
n= 1
h(n)z
 n
; (3.79)
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se llega a
h(n) =
 a
n
n
u(n  1) (3.80)
b) Usando a continuacion la propiedad de diferenciacion se obtiene
X(z) = log

1 
a
z

= log

z   a
z

; (3.81)
cuyo desarrollo es
 z
dX(z)
dz
=  az
 1
1
1  az
 1
: (3.82)
Usando que la Transformada Z Inversa de
1
1 az
 1
es a
n
u(n), y si se aplica ahora
la propiedad del retardo temporal, se obtiene:
TZI

 z
dX(z)
dz

=  aa
n 1
u(n  1) =  a
n
u(n  1) (3.83)
Utilizando ahora la propiedad de la diferenciacion se llegara a nx(n) =  a
n
u(n 
1), por lo que
x(n) =  
a
n
n
u(n  1): (3.84)
6. La serie o secuencia de Fibonacci se usa extensamente en economa y viene denida
de la siguiente forma: dados dos terminos iniciales cualesquiera, el termino n-esimo
vendra denido por la suma de los dos anteriores (n 1 y n 2). Use la Transformada
Z para determinar la expresion general (sin recurrencias) de un termino de esta serie
considerando los dos primeros terminos iguales a la unidad.
Resolucion:
Segun la descripcion se tendra la siguiente ecuacion en diferencias
h(n) = h(n  1) + h(n  2): (3.85)
Esta ecuacion no se cumple para n = 0 y n = 1 si se impone que h(k) = 0, 8k < 0
(sistema causal). En estos casos, hay que utilizar deltas para completar la ecuacion.
Estos deltas denen los primeros terminos de la respuesta impulsional:
h(n) = h(n  1) + h(n  2) + Æ(n) + Æ(n  1): (3.86)
Aplicando la propiedad del retardo temporal a esta ecuacion en diferencias se llega a
H(z) = z
 1
H(z) + z
 2
H(z) + 1 + z
 1
: (3.87)
que, despejando H(z), se obtiene
H(z) =
z
2
+ z
z
2
  z   1
: (3.88)
El siguiente paso es descomponer en fracciones simples la expresion
H(z)
z
, de la forma
H(z)
z
=
z + 1
(z   p
1
)(z   p
2
)
; (3.89)
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donde p
1
y p
2
son los polos de la Transformada Z. Operando, se llega a p
1
=
1+
p
5
2
y p
2
=
1 
p
5
2
. Si ahora descomponemos esta expresion en fracciones simples se puede
establecer que
H(z)
z
=
A
1
(z   p
1
)
+
A
2
(z   p
2
)
; (3.90)
donde se tiene
A
1
=
3 +
p
5
2
p
5
; A
2
=
3 
p
5
 2
p
5
: (3.91)
De esta forma, se llega a la expresion siguiente:
H(z)
z
=
A
1
z
(z   p
1
)
+
A
2
z
(z   p
2
)
=
A
1
(1  p
1
z
 1
)
+
A
2
(1  p
2
z
 1
)
; (3.92)
de donde, aplicando Transformadas Z Inversas se obtiene
h(n) = [A
1
(p
1
)
n
+A
2
(p
2
)
n
]u(n); (3.93)
que, sustituyendo valores, conduce a
h(n) =
" 
3 +
p
5
2
p
5
! 
1 +
p
5
2
!
n
 
 
3 
p
5
2
p
5
! 
1 
p
5
2
!
n
#
u(n) (3.94)
F
7. Determine la respuesta impulsional del sistema causal denido por
H(z) =
1
1  0
0
8z
 1
+ 0
0
15z
 2
:
Resolucion:
Como H(z) es una funcion racional, el primer paso es descomponerla en fracciones
simples en forma de potencias de z
 1
. Una posible forma de hacerlo es descomponer
H(z)
z
en potencias de z:
H(z) =
z
2
z
2
  0
0
8z + 0
0
15
=)
H(z)
z
=
z
z
2
  0
0
8z + 0
0
15
: (3.95)
Los polos de
H(z)
z
son p
1
= 0
0
5, p
2
= 0
0
3. De esta forma, podemos escribir:
H(z)
z
=
A
z   0
0
5
+
B
z   0
0
3
: (3.96)
Si se igualan las ecuaciones (3.95) y (3.96), es inmediato obtener A = 5=2 y B =  3=2.
Sustituyendo se llega a la forma sencilla de la funcion de transferencia siguiente:
H(z) =
5=2
z   0
0
5
 
3=2
z   0
0
3
: (3.97)
La respuesta temporal de un sistema causal con una Transformada Z del tipo
H(z) =
1
1  az
 1
(3.98)
164 Cap

tulo 3. Transformada Z
es h(n) = a
n
u(n). Aplicando este hecho junto con que la Transformada Z es un
operador lineal, se llega a
h(n) =

5
2

1
2

n
 
3
2

3
10

n

u(n): (3.99)
F F
8. Implemente, mediante el menor numero de retardos, el sistema digital equivalente
al sistema continuo denido mediante la siguiente Transformada de Laplace
G(s) =
10
3
s
2
+ 10
3
;
con una frecuencia de muestreo F
m
= 10kHz.
Resolucion:
Para determinar el sistema digital equivalente utilizaremos la transformacion impulso-
invariante. En ella se hace la siguiente equivalencia entre los sistemas continuos y
discretos.
G(s) =
1
s+ a
 ! G(z) =
1
1  e
 aT
m
z
 1
siendo T
m
el periodo de muestreo.
El primer paso que hay que dar es descomponer G(s) en fracciones simples de la
forma:
G(s) =
A
s
2
+A
; A = 10
3
: (3.100)
Los polos de G(s) son 
p
Aj. Si se descompone G(s) en fracciones simples se llega a
G(s) =

s+
p
Aj
+

s 
p
Aj
(3.101)
Igualando las ecuaciones (3.100) y (3.101), se llega a
 =
p
A
2
j;  =  : (3.102)
Se tiene pues la expresion
G(s) = 

1
s+
p
Aj
 
1
s 
p
Aj

: (3.103)
Se puede entonces aplicar la transformacion impulso{invariante, obteniendo
G(z) = 

1
1  e
 
p
AjT
z
 1
 
1
1  e
p
AjT
z
 1

: (3.104)
Empleando las ecuaciones de Euler, se puede simplicar esta expresion, llegando a
G(z) =
p
A
sen(
p
AT )z
 1
1  2cos(
p
AT )z
 1
+ z
 2
; (3.105)
de donde, sustituyendo valores, se llega a
G(z) =
0
0
1z
 1
1  2z
 1
+ z
 2
: (3.106)
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Figura 3.3: Diagrama de bloques a implementar en la estructura II. En el segundo caso se considera una
composicion en cascada de dos sistemas con un nodo intermedio. La salida del primer sistema w(n) es
la secuencia de entrada al segundo.
Para implementar una estructura con el menor numero de retardos se utiliza la es-
tructura directa de tipo II. Consiste en aplicar la descomposicion mostrada en la Fig.
3.3.
En este caso se denira
H
1
(z) =
1
1  2z
 1
+ z
 2
; H
2
(z) = 0
0
1z
 1
: (3.107)
De acuerdo a la Fig. 3.3 se tiene
W (z)
X(z)
=
1
1  2z
 1
+ z
 2
(3.108)
Y (z)
W (z)
= 0
0
1z
 1
(3.109)
llegando a
W (z)(1   2z
 1
+ z
 2
) = X(z) (3.110)
Y (z) = 0
0
1z
 1
W (z) (3.111)
Si se calcula la Transformada Z Inversa de ambas ecuaciones (aplicando la propiedad
del retardo temporal de la Transformada Z), se llega a las ecuaciones en tiempo
discreto acopladas siguientes:
w(n) = x(n) + 2w(n  1)  w(n  2) (3.112)
y(n) = 0
0
1w(n  1): (3.113)
Combinando las ecuaciones anteriores, se llega a la estructura mostrada en la Fig.
3.4. F F
9. Determine la Transformada Z y la R.O.C. de la secuencia temporal x(n) = (0
0
25)
jnj
con  1 < n <1.
Resolucion:
Aplicando la denicion de la Transformada Z de una secuencia x(n) se tiene:
X(z) =
1
X
n= 1
h(n)z
 n
=
1
X
n= 1
(0
0
25)
jnj
z
 n
=
 1
X
n= 1
(0
0
25)
jnj
z
 n
+
1
X
n=0
(0
0
25)
jnj
z
 n
(3.114)
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Figura 3.4: Esquema del sistema a implementar. La denicion del nodo intermedio w(n) resulta muy util
a la hora de dibujar el esquema a partir de las ecuaciones en diferencias encadenadas.
Aplicando la denicion de modulo de un numero se llega a
X(z) =
 1
X
n= 1
(0
0
25)
 n
z
 n
+
1
X
n=0
(0
0
25)
n
z
 n
(3.115)
Haciendo un cambio de variable (n =  k) en el primer sumatorio, se obtiene
X(z) =
1
X
k=1
(0
0
25)
k
z
k
+
1
X
n=0
(0
0
25)
n
z
 n
=
 
1
X
k=0
(0
0
25z)
k
  1
!
+
1
X
n=0
(0
0
25z
 1
)
n
;(3.116)
y usando la expresion de la suma de una serie geometrica innita:
1
X
k=0
r
k
=
1
1  r
; jrj < 1; (3.117)
se puede calcular
X(z) =

1
1  0
0
25z
  1

+
1
1  0
0
25z
 1
(3.118)
si y solo si se cumplen las siguientes condiciones (necesarias para que ambos sumato-
rios converjan):
Primer sumatorio:
j
1
4
zj < 1 =) jzj < 4 (3.119)
Segundo sumatorio:
j
1
4
z
 1
j < 1 =) jzj >
1
4
(3.120)
con lo que se debera cumplir que
1
4
< jzj < 4 (3.121)
Esta zona del plano complejo (la Region de Convergencia de la Transformada Z plan-
teada) se muestra en la Fig. 3.5.
Si realizamos la suma de X(z), se tiene:
X(z) =
0
0
25z
1  0
0
25z
+
z
z   0
0
25
=
15z
 1
 4 + 17z
 1
  4z
 2
: (3.122)
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Figura 3.5: Region de Convergencia de la Transformada Z.
10. Dados los diagramas de bloques mostrados en la Fig. 3.6, con las secuencias
y
1
(n) = (
1
2
)
n+1
[( 1) + 3  ( 1)
n
]u(n);
y
2
(n) = ( 1)
n
u(n);
y
3
(n) =
4
3
( 1)
n
+
1
6
(
1
2
)
n
 
1
2
( 
1
2
)
n+1
]u(n);
se pide determinar:
a) La se~nal de entrada y respuesta impulsional de los sistemas H
1
(z) y H
2
(z).
b) La estructura con el menor numero de retardos correspondiente a la asociacion
en paralelo de los sistemas H
1
(z) y H
2
(z).
c) Realizar un peque~no script de MATLAB para determinar la salida del sistema
denido en b) cuando la entrada es un pulso de longitud 10 que empieza en
n = 11.
Resolucion:
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
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Figura 3.6: Esquema del sistema que se persigue en el ejercicio 10.
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a) Para determinar la entrada x(n) y las respuestas impulsionales de los sistemas
H
1
(z) y H
2
(z) se tienen que usar Transformadas Z. En efecto, si se consideran
los diagramas de bloques que aparecen en el enunciado usando Transformada Z
se tiene:
Y
1
(z) = H
1
(z)X(z) (3.123)
Y
2
(z) = H
2
(z)X(z) (3.124)
Y
3
(z) = H
1
(z)H
2
(z)X(z) (3.125)
Si se consideran la primera y tercera ecuacion, se llega a
H
2
(z) =
Y
3
(z)
Y
1
(z)
(3.126)
y con la segunda y tercera se puede denir:
H
1
(z) =
Y
3
(z)
Y
2
(z)
: (3.127)
A partir de aqu sera inmediato calcular X(z) a partir de las transformadas
Y
1
(z), Y
2
(z) e Y
3
(z). Hay que calcular entonces las Transformadas Z de las dife-
rentes salidas:
Y
1
(z) =
P
1
n= 1
y
1
(n)z
 n
=
P
1
n=0
( 1)(
1
2
)
n+1
z
 n
+
P
1
n=0
3(
1
2
)
n+1
( 1)
n
z
 n
=  
1
2
1
1  0
0
5z
 1
+
3
2
1
1 + 0
0
5z
 1
(3.128)
con lo que, operando, se tiene
Y
1
(z) =
1  z
 1
1  0
0
25z
 2
(3.129)
Ahora se calcula la Transformada Z de la secuencia y
2
(n):
Y
2
(z) =
1
X
n= 1
y
2
(n)z
 n
=
1
X
n=0
( 1)
n
z
 n
=
1
1 + z
 1
: (3.130)
La TZ de la secuencia y
3
(n) vendra dada por
Y
3
(z) =
1
X
n= 1
y
3
(n)z
 n
; (3.131)
que, al ser causal, se puede escribir como
Y
3
(z) =
P
1
n=0
y
3
(n)z
 n
=
4
3
P
1
n=0
( 1)
n
z
 n
+
1
6
P
1
n=0
(
1
2
z
 1
)
n
 
1
2
P
1
n=0
( 
1
2
z
 1
)
n
=
1
(1 + z
 1
)(1   0
0
25z
 2
)
(3.132)
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De todas estas expresiones se pueden calcular las funciones de transferencia:
H
1
(z) =
Y
3
(z)
Y
2
(z)
=
1
1  0
0
25z
 2
(3.133)
H
2
(z) =
Y
3
(z)
Y
1
(z)
=
1
1  z
 2
(3.134)
X(z) =
Y
1
(z)
H
1
(z)
= 1  z
 1
(3.135)
El ultimo paso es determinar la Transformada Z Inversa para H
1
(z), H
2
(z) y
X(z). La de X(z) es inmediata:
x(n) = f1
"
; 1; 0; 0; 0; : : :g: (3.136)
La de H
1
(z) se puede resolver expandiendo la expresion en fracciones simples de
la siguiente forma:
H
1
(z) =
Y
3
(z)
Y
2
(z)
=
1
1  0
0
25z
 2
=
A
1 + 0
0
5z
 1
+
B
1  0
0
5z
 1
(3.137)
de donde se puede calcular A = B = 1=2. Con estos valores, la respuesta impul-
sional es:
h
1
(n) = (
1
2
)
n+1
[1 + ( 1)
n
]u(n): (3.138)
Respecto a H
2
(z), tendremos
H
2
(z) =
Y
3
(z)
Y
1
(z)
=
1
1  z
 2
=
A
1 + z
 1
+
B
1  z
 1
(3.139)
de donde A = B = 1=2 y
h
2
(n) =
1
2
[1 + ( 1)
n
]u(n): (3.140)
b) Se quiere poner en paralelo los sistemas representados por h
1
(n) y h
2
(n):
H
1
(z) =
1
1  0
0
25z
 2
;H
2
(z) =
1
1  z
 2
: (3.141)
Se puede pensar que, ya que se pide la estructura con el menor numero de retar-
dos, hay que sumar H
1
(z) y H
2
(z) para, posteriormente, plantear la estructura
canonica directa de tipo II. Sin embargo, por este camino se necesitaran cuatro
retardos (orden del denominador de H
1
(z) mas el de H
2
(z)) que son los mismos
que si se implementa, directamente, la estructura en paralelo de estos dos siste-
mas. En cambio, si se plantean las ecuaciones en diferencias de cada bloque, se
tiene
H
2
(z) =
W (z)
X(z)

1
1  z
 2
; (3.142)
con lo que
w(n) = x(n) + w(n  2): (3.143)
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Ademas se tiene
H
1
(z) =
V (z)
X(z)

1
1  0
0
25z
 2
; (3.144)
con lo que
v(n) = x(n) + 0
0
25v(n  2): (3.145)
Como estan en paralelo, la secuencia de salida es la suma de la secuencia de
entrada y la del nodo intermedio, y(n) = w(n) + v(n), por lo que se llega a la
implementacion mostrada en la Fig. 3.7.
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Figura 3.7: Implementacion del sistema planteado.
c) Se puede denir el pulso en MATLAB como sigue
% Definicion del pulso.
>>pulso = [zeros(1,10), ones(1,10), zeros(1,80)] % Long. total = 100 puntos
>>y=filter(B,A,pulso);
En el script anterior falta por determinar los parametros B y A correspondientes
al numerador y denominador de H
1
(z)+H
2
(z) respectivamente. Realizando esta
suma:
H
1
(z) +H
2
(z) =
1
1  0
0
25z
 2
+
1
1  z
 2
=
2  1
0
25z
 2
1  1
0
25z
 2
+ 0
0
25z
 4
(3.146)
con lo que se debe denir previamente
>> A = [1 0 -1.25 0 0.25];
>> B = [2 0 -1.25];
11. Implemente un sistema digital, causal, usando el menor numero de retardos cuya
respuesta impulsional sea la correspondiente al siguiente oscilador
h(n) = f1
"
; 2; 3; 1; 2; 3; : : :g:
Resolucion:
Para determinar la ecuacion en diferencias de cualquier oscilador se plantea la perio-
dicidad general en la respuesta impulsional y luego se analizan los primeros valores
de dicha respuesta. En nuestro caso h(n) = h(n  3) para valores iguales o superiores
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a n = 3 ya que se tiene un sistema causal (h(n) = 0;8n < 0). Los casos n = 0, 1 y 2
se implementaran mediante impulsos unitarios (funciones delta). En nuestro caso:
h(n) = h(n  3) + Æ(n) + 2Æ(n  1) + 3Æ(n  2) (3.147)
Tomando Transformadas Z se llega facilmente a
H(z) =
1 + 2z
 1
+ 3z
 2
1  z
 3
: (3.148)
Como se pide implementar el sistema con el menor numero de retardos, se considera
la estructura directa de tipo II. Consiste en dividir la funcion H(z) en dos partes:
H(z) = H
1
(z) H
2
(z), donde
H
1
(z) =
1
1  z
 3
; H
2
(z) = 1 + 2z
 1
+ 3z
 2
: (3.149)
A nivel de diagramas de bloques, esto se puede representar como en la Fig. 3.3. Las
ecuaciones en diferencias quedaran como:
H
1
(z) =
1
1  z
 3

W (z)
X(z)
; (3.150)
de donde, aplicando la propiedad del retardo temporal, se llega a:
w(n) = x(n) + w(n  3) (3.151)
y
H
2
(z) = 1 + 2z
 1
+ 3z
 2

Y (z)
W (z)
: (3.152)
Aplicando la misma propiedad que antes se llega a
y(n) = w(n) + 2w(n  1) + 3w(n  2): (3.153)
La primera estructura queda representada en la Fig. 3.8(a) mientras que en 3.8(b) se
representa el sistema total. F F
12. Dado el sistema de ecuaciones en diferencias acopladas
w(n) = 0
0
75w(n   1)  0
0
125w(n   2) + x(n)
y(n) = w(n)  w(n  1)
Determinar
a) La relacion existente, en forma de ecuaciones en diferencias, entre x(n) e y(n).
b) La respuesta impulsional del sistema h(n) que dene la relacion entre dichas
entradas.
Resolucion:
a) Para determinar la relacion directa entre x(n) e y(n), el camino mas sencillo
es usar Transformadas Z. As, tomando dichas transformadas y aplicando la
propiedad del retardo temporal, se llega a
W (z) = 0
0
75z
 1
W (z)  0
0
125z
 2
W (z) +X(z) (3.154)
Y (z) =W (z)  z
 1
W (z) =W (z)(1   z
 1
); (3.155)
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Figura 3.8: (a) Estructura del primer subsistema. El nodo intermedio w(n) es en este caso la salida del
subsistema ante una secuencia de entrada x(n). (b) Estructura del sistema total. Una vez a~nadido el
segundo sistema, la salida total y(n) toma muestras actuales y retardadas de la secuencia intermedia
w(n).
de donde
W (z) =
X(z)
1  0
0
75z
 1
+ 0
0
125z
 2
(3.156)
y, por tanto, sustituyendo en la segunda expresion obtenida
Y (z) =
X(z)(1   z
 1
)
1  0
0
75z
 1
+ 0
0
125z
 2
(3.157)
de donde
H(z) =
1  z
 1
1  0
0
75z
 1
+ 0
0
125z
 2
: (3.158)
Se puede obtener la ecuacion en diferencias entre y(n) y x(n) a partir de la
expresion anterior ya que H(z) =
Y (z)
X(z)
:
Y (z)(1   0
0
75z
 1
+ 0
0
125z
 2
) = X(z)(1   z
 1
); (3.159)
de donde, aplicando la propiedad del retardo temporal, se obtiene al ecuacion en
diferencias siguiente:
y(n) = x(n)  x(n  1) + 0
0
75y(n  1)  0
0
125y(n   2) (3.160)
b) Respuesta impulsional h(n):
La respuesta impulsional se puede calcular usando H(z):
H(z) =
1  z
 1
1  0
0
75z
 1
+ 0
0
125z
 2
=
1  z
 1
(1  az
 1
)(1  bz
 1
)
: (3.161)
Igualando terminos se llega a los valores de a = 0
0
5 y b = 0
0
25 por lo que se tiene
nalmente:
H(z) =
1  z
 1
(1  0
0
5z
 1
)(1   0
0
25z
 1
)
=
(z   1)z
(z   0
0
5)(z   0
0
25)
: (3.162)
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De aqu, se puede expandir la expresion en fracciones simples, considerando:
H(z)
z
=
(z   1)z
(z   0
0
5)(z   0
0
25)
=
A
z   0
0
5
+
B
z   0
0
25
(3.163)
Calculando A y B,
A =
z   1
z   0
0
25





z=0
0
5
=  2 (3.164)
B =
z   1
z   0
0
5





z=0
0
25
= 3 (3.165)
Por tanto, se puede escribir
H(z)
z
=
 2
z   0
0
5
+
3
z   0
0
25
=
 2
1  0
0
5z
 1
+
3
1  0
0
25z
 1
: (3.166)
Calculando Transformadas Z Inversas, se llega a
h(n) =

( 2)(
1
2
)
n
+ 3(
1
4
)
n

u(n) (3.167)
F
13. Un sistema muy empleado en el procesado de la se~nal es el conocido como prome-
diador movil y viene denido por la siguiente ecuacion en diferencias:
y(n) =
1
N
[x(n) + : : : + x(n N + 1)]
que realiza un promediado de los N ultimos puntos de una secuencia. Se pide
a) Determinar un sistema recursivo equivalente a este promediador.
b) Comentar, en virtud de la posicion de los polos y ceros del sistema la respuesta
en frecuencia (magnitud) de dicho sistema
Resolucion:
a) Este apartado se puede hacer usando Transformadas Z. Si se aplica la propiedad
del retardo temporal en la ecuacion en diferencias se llega a
Y (z) =
1
N
[X(z) +X(z)z
 1
+ : : :+X(z)z
 (N 1)
] (3.168)
con lo que, sacando el factor comun X(z) se obtiene la expresion general:
H(z) =
Y (z)
X(z)
=
1
N
N 1
X
n=0
z
 n
=
1
N
1  z
 N
1  z
 1
: (3.169)
Planteando la ecuacion en diferencias para el sistema obtenido se llega a
Y (z)(1   z
 1
) =
1
N
[1  z
 N
]X(z): (3.170)
Si se aplica la propiedad del retardo temporal su Transformada Z Inversa es:
y(n) = y(n  1) +
1
N
(x(n)  x(n N)): (3.171)
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b) Hay que determinar los polos y ceros de H(z), por lo que, multiplicando nume-
rador y denominador por z
N
, se llega a
H(z) =
z
N
(1  z
 N
)
(1  z
 1
)z
N
=
1
N
z
N
  1
(z   1)z
N 1
; (3.172)
que tiene los polos en z = 1 y z = 0 (orden N   1), y los ceros en z
N
= 1.
Los ceros, por tanto se pueden expresar como z = e
j
2k
N
, k = 0; 1; : : : ; N   1. El
diagrama de polos y ceros se representa en la Fig. 3.9 para un valor N = 5.
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Figura 3.9: Diagrama de polos y ceros de un promediador movil para N = 5.
La respuesta en frecuencia (magnitud) sera la representada en la Fig. 3.10. Esta
respuesta se puede explicar de forma intuitiva ya que los ceros de la Transformada
Z hacen que la magnitud de la respuesta en tales posiciones se anule.
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Figura 3.10: Respuesta en frecuencia del promediador movil para N = 5.
14. Determine la correlacion cruzada de las se~nales x(n) = a
n
u(n) e y(n) = b
n
u(n)
usando la Transformada Z y sabiendo que se cumple la relacion jaj <
1
jbj
.
Resolucion:
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La correlacion cruzada entre dos se~nales se dene como
r
xy
(l) =
1
X
n= 1
x(n)y(n  l): (3.173)
A nivel de Transformada Z, esta operacion se puede expresar como
<
xy
= X(z)Y (z
 1
): (3.174)
Las Transformadas Z y las respectivas Regiones de Convergencia, R.O.C, de las se~nales
son
X(z) =
1
1  az
 1
; R:O:C: : jzj > jaj (3.175)
Y (z) =
1
1  bz
 1
=) Y (z
 1
) =
1
1  bz
; R:O:C: : jzj <
1
jbj
(3.176)
Ahora se puede denir
<
xy
=
1
(1  az
 1
)(1  bz)
=
z
(z   a)(1  bz)
; (3.177)
con lo que
<
xy
z
=
1
(z   a)(1  bz)
; R:O:C: : jaj < jzj <
1
jbj
: (3.178)
Mediante la expansion en fracciones simples de la expresion anterior, se puede escribir
<
xy
z
=
A
(z   a)
+
B
1  bz
; (3.179)
y calculando A, B, se llega a
A =
1
1  ab
;B =
b
1  ab
(3.180)
por lo que:
<
xy
=
1
1  ab
"
1
1  az
 1
 
1
1 
1
b
z
 1
#
; R:O:C: : jaj < jzj < j
1
b
j (3.181)
Haciendo la Transformada Z Inversa de esta expresion se llega a
r
xy
(n) =
1
1  ab
[a
n
u(n) 
1
b
u( n  1)]; (3.182)
donde se tiene que la secuencia de correlacion cruzada es no causal . F F
15. Dada la Transformada Z de la respuesta impulsional de un sistema causal
H(z) =
1
(1  0
0
5z
 1
)
2
(1 + z
 1
)
;
determine dicha respuesta impulsional.
Resolucion:
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La funcion de transferencia H(z) se puede expresar como
H(z) =
z
3
(z   0
0
5)
2
(z + 1)
=)
H(z)
z
=
z
2
(z   0
0
5)
2
(z + 1)
; (3.183)
que, descomponiendo en fracciones simples, se puede expresar en funcion de tres
constantes como sigue:
H(z)
z
=
A
(z   0
0
5)
2
+
B
z   0
0
5
+
C
z + 1
: (3.184)
Empleando el Teorema de los Residuos (Riley et al., 1998), se puede calcular de forma
sencilla las constantes A;B;C:
A =
z
2
z + 1





z=0
0
5
= 1=6 (3.185)
B =
d
dz
(
z
2
z + 1
)j
z=0
0
5
= 5=9 (3.186)
C =
z
2
(z   0
0
5)
2





z= 1
= 4=9 (3.187)
Se tiene entonces que
H(z)
z
=
1=6
(z   0
0
5)
2
+
5=9
z   0
0
5
+
4=9
z + 1
; (3.188)
por lo que se puede escribir:
H(z)
z
=
1=6z
 1
(1  0
0
5z
 1
)
2
+
5=9z
 1
1  0
0
5z
 1
+
4=9z
 1
1 + z
 1
: (3.189)
A partir de la expresion anterior, se puede plantear Transformadas Z Inversas de
forma directa para los dos ultimas fracciones y llegar a
h
2
(n) =
5
9
(0
0
5)
n
u(n); h
3
(n) =
4
9
( 1)
n
u(n): (3.190)
Para el primer termino se puede aplicar la propiedad de la derivada de la Transformada
Z, con lo que si se toma
X(z) =
1
1  0
0
5z
 1
=
z
z   0
0
5
; (3.191)
se calcula la Transformada Z Inversa siguiente:
x(n) = (
1
2
)
n
u(n): (3.192)
Ahora se tiene que
 z
dX(z)
dz
=
0
0
5z
(z   0
0
5)
2
=
0
0
5z
 1
(1  0
0
5z
 1
)
2
; (3.193)
cuya Transformada Z Inversa es
n(
1
2
)
n
u(n); (3.194)
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por lo que se llega que la Transformada Z Inversa de
z
 1
(1  0
0
5z
 1
)
2
es n(
1
2
)
n 1
u(n)
que es equivalente a n(
1
2
)
n 1
u(n   1). Por tanto, se tendra nalmente la respuesta
impulsional siguiente:
h(n) =
1
6
n(
1
2
)
n 1
u(n) +
5
9
(
1
2
)
n
u(n) +
4
9
( 1)
n
u(n) (3.195)
16. Dado el sistema denido por H(z) que tiene como polos p
1
= 0
0
9j y p
2
=  0
0
9j,
y como ceros el origen de coordenadas (doble), determine la salida del sistema, en
estado estacionario, cuando la entrada es
x(n) = 2cos(
n
2
)u(n)
usando la Transformada Z y la respuesta en frecuencia del sistema.
Resolucion:
Dados los polos y ceros de H(z) esta funcion tendra la siguiente forma:
H(z) =
z
2
(z   0
0
9j)(z + 0
0
9j)
=
z
2
z
2
+ 0
0
81
=
1
1 + 0
0
81z
 2
: (3.196)
La Transformada Z de la entrada sera:
X(z) =
P
1
n= 1
x(n)z
 n
=
P
1
n= 1
2
 
e
j
n
2
+ e
 j
n
2
2
!
z
 n
u(n)
=
P
1
n=0
(e
j
n
2
z
 1
)
n
+
P
1
n=0
(e
 j
n
2
z
 1
)
n
=
1
1  e
j

2
z
 1
+
1
1  e
 j

2
z
 1
=
2
1 + z
 2
(3.197)
siempre que jzj > 1. Se tiene entonces
Y (z) = H(z) X(z) =
1
1 + 0
0
81z
 2

2
1 + z
 2
=
=
2
(1 + 0
0
9z
 1
)(1  0
0
9z
 1
)(1 + jz
 1
)(1  jz
 1
)
:
(3.198)
Al descomponer Y (z) en fracciones simples, se obtiene
Y (z) =
A
(1 + 0
0
9z
 1
)
+
B
(1  0
0
9z
 1
)
+
C
(1 + jz
 1
)
+
D
(1  jz
 1
)
: (3.199)
Cuando se plantean Transformadas Z Inversas, los dos primeros terminos tenderan a
cero conforme n!1 ya que daran lugar a terminos de la forma (0
0
9)
n
.
El termino estacionario saldra de la combinacion de las dos ultimas Transformadas Z
Inversas. As pues hay que calcular C y D:
C =
1
(1 + 0
0
81z
 2
)(1  jz
 1
)





z
 1
=j
= 50=19 (3.200)
D =
1
(1 + 0
0
81z
 2
)(1 + jz
 1
)





z
 1
= j
= 50=19 (3.201)
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con lo que, sacando el factor comun C = D = 50=19, se puede escribir
Y (z) =
50
19

1
(1 + jz
 1
)
+
1
(1  jz
 1
)

: (3.202)
Aplicando Transformadas Z Inversas se puede calcular y(n):
y(n) =
50
19
[( j)
n
+ (j)
n
] =
50
19
h
e
j
n
2
+ e
 j
n
2
i
=
100
19
cos

n
2

: (3.203)
Si se usa la respuesta en frecuencia, se tiene que hacer el cambio z = e
jw
, obteniendo:
H(e
jw
) =
1
1 + 0
0
81e
 2jw
; (3.204)
con lo que, para w = =2, se obtiene
H(e
jw
) =
1
1 + 0
0
81e
 2j=2
=
1
1  0
0
81
=
100
19
: (3.205)
La salida sera, por tanto:
y(n) = jH(e
jw
)j  cos(
n
2
+ 
H
): (3.206)
Como la fase de H(e
jw
) es cero para esa frecuencia se llega a
y(n) =
100
19
cos(
n
2
) (3.207)
17. Determine la salida, usando Transformadas Z, del sistema denido por h(n) =
2
n
u( n) cuando la entrada vale
x(n) = (
1
2
)
n
u(n):
Resolucion:
Se sabe que Y (z) = H(z)X(z), por lo que, si se determinan las transformadas H(z)
y X(z) se podra calcular Y (z) y, en consecuencia, la salida en forma de ecuaciones
en diferencias. De esta forma, en primer lugar tenemos que la transformada Z de la
respuesta impulsional vendra dada por
H(z) =
1
X
n= 1
h(n)z
 n
=
1
X
n= 1
2
n
u( n)z
 n
=
0
X
n= 1
2
n
z
 n
: (3.208)
Si se hace un cambio de variable k =  n, se llega a
H(z) =
1
X
k=0
2
 k
z
k
=
1
X
k=0
(2
 1
z)
k
=
1
1 
z
2
; (3.209)
si y solo si j
z
2
j < 1 con lo que la R.O.C. quedara denida por jzj < 2.
Calculamos ahora X(z):
X(z) =
1
X
n= 1
x(n)z
 n
=
1
X
n= 1
(
1
2
)
n
u(n) =
1
X
n=0
(
1
2
)
n
z
 n
=
1
1  0
0
5z
 1
=
z
z   0
0
5
;(3.210)
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cuya expresion sera valida si y solo si j0
0
5z
 1
j < 1, con lo que la R.O.C. quedara de-
nida por jzj > 1=2.
Como se tiene que Y (z) = H(z)X(z) se llega a:
Y (z) =
2z
(2  z)(z   0
0
5)
(3.211)
que tendra como R.O.C. la denida por 1=2 < jzj < 2. Esta transformada Z se puede
expandir en fracciones simples de la siguiente forma:
Y (z)
z
=
2
(2  z)(z   0
0
5)

A
2  z
+
B
z   0
0
5
(3.212)
y la igualdad se cumple cuando A B = 0 y 2B 
A
2
= 2, por lo que se debera cumplir
A = B =
4
3
. De este modo, se puede hacer
Y (z) =
4
3

z
2  z
+
z
z   0
0
5

; R:O:C: : 1=2 < jzj < 2 (3.213)
La Transformada Z Inversa sera, considerando la R.O.C. que la caracteriza, la siguien-
te ecuacion en tiempo discreto:
y(n) =
4
3
[2
n
u( n  1) + (
1
2
)
n
u(n)] (3.214)
F F F
18. Se tiene el sistema causal denido por las siguientes ecuaciones en diferencias
w(n) = x(n) +
p
2w(n  1)  w(n  2)
y(n) = w(n)  w(n  1)
Se pide:
a) Determinar la ecuacion en diferencias entre y(n) y x(n).
b) Discutir la estabilidad del sistema.
c) Determinar la salida, en estado estacionario, cuando la entrada es
x(n) = [1 + 2cos(
n
2
)]u(n):
Resolucion:
a) Para determinar la relacion entre x(n) e y(n) se aplicara la propiedad del retardo
de las Transformadas Z en las ecuaciones en diferencias. Se llega entonces a:
W (z) = X(z) +
p
2z
 1
W (z) W (z)z
 2
; (3.215)
Y (z) =W (z)  z
 1
W (z): (3.216)
Combinando las dos ecuaciones se obtiene
W (z) =
X(z)
1 
p
2z
 1
+ z
 2
(3.217)
Y (z) =W (z)(1  z
 1
): (3.218)
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Despejando y agrupando terminos se llega a
Y (z) =
(1  z
 1
)X(z)
1 
p
2z
 1
+ z
 2
: (3.219)
La ecuacion en diferencias se obtiene de forma obvia multiplicando en cruz y
aplicando la propiedad del retardo temporal:
y(n) = x(n)  x(n  1) +
p
2y(n  1)  y(n  2): (3.220)
b) Para determinar la estabilidad, se estudia la posicion de los polos de H(z):
H(z) =
Y (z)
X(z)
=
1  z
 1
1 
p
2z
 1
+ z
 2
=
z
2
  z
z
2
 
p
2z + 1
(3.221)
donde los polos son
p
1;2
=
p
2
p
2  4
2
=
p
2
2
(1 j): (3.222)
Por tanto, se tiene que los polos estan en la circunferencia de radio unidad. Segun
esto, el sistema sera inestable ya que existe, al menos, una entrada acotada
para la que la salida no esta acotada. En este caso particular de polos en la
circunferencia de radio unidad esta entrada tendra como Transformada Z una
funcion cuyos polos estaran en el mismo lugar que los de H(z) de tal forma
que la salida Y (z) = H(z)X(z) presentara un polo doble y tendra una respuesta
temporal que crecera con n.
c) Para determinar la salida en el estado estacionario cuando la entrada es
x(n) = [1 + 2cos(
n
2
)]u(n) (3.223)
si se usa la respuesta en frecuencia (se hace el cambio z = e
jw
)
H(e
jw
) =
1  e
 jw
1 
p
2e
 jw
+ e
 j2w
(3.224)
se tienen dos componentes frecuenciales w = 0, w = =2. Si evaluamos la res-
puesta en frecuencia para esas dos componentes, se llega a
H(0) = 0 (3.225)
H(e
j=2
) =
1 + j
p
2j
; (3.226)
con lo que
'
H
(e
j=2
) = =4   =2 =  =4; jH(e
j=2
)j = 1: (3.227)
Se tiene entonces que la salida sera 2cos(
n
2
 

4
). Esta respuesta sera correcta
si el sistema no tuviese polos en la circunferencia de radio unidad. En efecto, si
se usan Transformadas Z, se puede escribir
X(z) = TZfu(n)g+ TZ
n
2cos(
n
2
)
o
=
1
1  z
 1
+ TZ
n
2cos(
n
2
)
o
: (3.228)
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Si ahora calculamos la segunda transformada
^
X(z) = TZ

2cos(
n
2
)
	
, se tiene
que:
^
X(z) =
1
X
n= 1
2cos(
n
2
)u(n)z
 n
(3.229)
Esta transformada se ha calculado anteriormente y su expresion general se puede
consultar en la Tabla 3.1. Ahora se determinara de otra forma. El coseno vale 0
para ndices impares, por lo que que se tiene entonces:
^
X(z) =
1
X
k=0
2cos(
2k
2
)z
 2k
(3.230)
Sustituyendo el coseno por su valor segun k
^
X(z) = 2
1
X
k=0
( 1)
k
z
 2k
= 2
1
X
k=0
( (z)
 2
)
k
; (3.231)
y, realizando la suma innita, se llega a
^
X(z) =
2
1 + z
 2
: (3.232)
Por tanto,
Y (z) =

1
1  z
 1
+
2
1 + z
 2



1  z
 1
1 
p
2z
 1
+ z
 2

=
z
2
  2z
3
+ 3z
4
(z
2
+ 1)(z
2
 
p
2z + 1)
:(3.233)
Si se expande en fracciones simples la expresion
Y (z)
z
se llega a la siguiente forma:
Y (z)
z
=
3z
3
  2z
2
+ z
(z
2
+ 1)(z
2
 
p
2z + 1)
=
A
z + j
+
B
z   j
+
C
z   p
1
+
D
z   p
2
: (3.234)
Los terminos con A y B se agrupan para dar lugar a la expresion ya obtenida con
la respuesta en frecuencia y que se corresponde con la componente estacionaria
de la entrada. Ahora falta a~nadir la respuesta propia del sistema correspondiente
a la agrupacion de terminos C y D. Por tanto,
C = 0
0
7929 + 0
0
2071j; D = 0
0
7929   0
0
2071j; D = C

(3.235)
de donde los polos son
p
1
=
p
2
2
(1 + j); p
2
=
p
2
2
(1  j): (3.236)
y, por consiguiente, se tiene que
Y (z) =
Az
z + j
+
Bz
z   j
+
Cz
z   p
1
+
C

z
z   p

1
; (3.237)
de donde se llega a
y(n) = [2cos(
n
2
) + (Cp
n
1
+ C

(p

1
)
n
)]u(n): (3.238)
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Se puede obtener una representacion mas compacta utilizando la representacion
modulo-argumento para los numeros complejos:
p
1
= Re
j'
= 1e
j=4
; p

1
= e
 j=4
: (3.239)
Si se designan como <(C) y =(C) la parte real e imaginaria respectivamente del
numero complejo C, y si se reagrupan terminos, se llega a la expresion de la
secuencia discreta de salida
y(n) = 2cos(
n
2
) + <(C)(e
jn=4
+ e
 jn=4
) + j=(C)(e
jn=4
  e
 jn=4
):(3.240)
Sustituyendo valores se tiene nalmente
y(n) = 2cos(
n
2
)u(n) + 1
0
58cos(
n
4
)u(n)  0
0
4142sen(
n
4
)u(n): (3.241)
19. Se tienen dos sistemas H
1
(z) y H
2
(z) tal que, para toda secuencia de entra-
da x(n), se cumplen las relaciones representadas en la Fig. 3.11 donde y(n) =
f1
"
; 2; 1; 0; 1; 2; 1; 0; : : :g. Determinar:
a) Las respuestas impulsionales h
1
(n) y h
2
(n).
b) La estabilidad de dichos sistemas.
Resolucion:
"#

"78	8888	8889


 	



Figura 3.11: Sistema a desarrollar. (a) La primera relacion que deben cumplir H
1
(z) y H
2
(z) es que
dispuestos los sistemas en cascada implementan una funcion pasa{todo y por tanto la secuencia de salida
nal es la misma que la secuencia de entrada y(n) = x(n). En este caso, la funcion de transferencia
H
2
(z) se puede ver como el sistema inverso de H
1
(z). (b) El segundo esquema relaciona una entrada
escalon unitario con una salida periodica y(n).
a) De la primera condicion se tiene que Y (z) = H
1
(z)H
2
(z)X(z) = X(z), por lo
que
H
1
(z) =
1
H
2
(z)
: (3.242)
De la segunda condicion se obtiene Y (z) = H
1
(z)X(z). Al calcular la Transfor-
mada Z de y(n), de acuerdo con lo comentado en el problema 11, se obtiene
y(n) = y(n  4) + Æ(n) + 2Æ(n   1) + Æ(n  2): (3.243)
Tomando Transformadas Z se llega a
Y (z) = z
 4
Y (z) + 1 + 2z
 1
+ z
 2
; (3.244)
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con lo que
Y (z) =
1 + 2z
 2
+ z
 2
1  z
 4
=
(1 + z
 1
)
2
(1  z
 2
)(1 + z
 2
)
=
1 + z
 1
(1  z
 1
)(1 + z
 2
)
:(3.245)
Considerando las expresiones anteriores y que X(z) =
1
1 z
 1
, se obtiene
H
1
(z) =
Y (z)
X(z)
=
1 + z
 1
1 + z
 2
(3.246)
y por tanto, a partir de la ecuacion (3.242),
H
2
(z) =
1 + z
 2
1 + z
 1
: (3.247)
Calculando las respuestas impulsionales h
1
(n) y h
2
(n), se pueden calcular sus
TZ mediante la expansion en fracciones simples, tal y como sigue:
H
1
(z) =
1 + z
 1
1 + z
 2
=)
H
1
(z)
z
=
z + 1
z
2
+ 1
=
A
z + j
+
B
z   j
(3.248)
Igualando terminos se obtiene
A = (1 + j)=2; B = (1  j)=2: (3.249)
y, por tanto, H
1
(z) se puede escribir como:
H
1
(z) =
(1 + j)=2
z + j
+
(1  j)=2
z   j
(3.250)
que, calculando la Transformada Z Inversa conduce a:
h
1
(n) =
1 + j
2
( j)
n
u(n) +
1  j
2
(j)
n
u(n): (3.251)
La ultima expresion se puede reescribir de la siguiente forma:
h
1
(n) =
1
2
[e
0
0
5jn
+ e
 0
0
5jn
]u(n) +
j
2
[e
 0
0
5jn
  e
0
0
5jn
]u(n) (3.252)
Recordando las relaciones trigonometricas de Euler de las funciones seno y coseno
se llega a:
h
1
(n) =
h
cos(
n
2
) + sen(
n
2
)
i
u(n): (3.253)
Repitiendo los pasos para H
2
(z), se obtiene
H
2
(z) =
z
2
+ 1
z
2
+ z
=)
H
2
(z)
z
=
z
2
+ 1
z
2
(z + 1)
=
A
z
2
+
B
z
+
C
z + 1
(3.254)
Calculando A, B y C:
A =
z
2
+ 1
z + 1





z=0
= 1 (3.255)
B =

d
dz

z
2
+ 1
z + 1






z=0
=  1 (3.256)
C =
z
2
+ 1
z
2





z= 1
= 2 (3.257)
con lo que
h
2
(n) =  Æ(n) + Æ(n  1) + 2( 1)
n
u(n) (3.258)
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b) Para estudiar la estabilidad de los sistemas planteados se determinara la posicion
de los polos de las funciones de transferencia,
H
1
(z) =
z
2
+ z
z
2
+ 1
=) polos = j =) Sistema Inestable (3.259)
H
2
(z) =
z
2
+ 1
z
2
+ z
=) polos = 0; 1 =) Sistema Inestable (3.260)
Estos dos sistemas no cumplen el criterio BIBO para una determinada entrada.
Se analizara a modo de ejemplo el sistema H
2
(z):
H
2
(z) =
z
2
+ 1
z
2
+ z
=
1 + z
 2
1 + z
 1
=
Y (z)
X(z)
(3.261)
de donde
y(n) = x(n) + x(n  2)  y(n  1): (3.262)
Si se toma como entrada x(n) = ( 1)
n
u(n), se tiene que
y(0) = 1; y(1) =  2; y(2) = 4; y(3) =  6; : : : (3.263)
En denitiva, se tiene la expresion
y(n) = ( 1)
n
2nu(n) + Æ(n): (3.264)
Evidentemente, la salida no esta acotada y, por tanto, el sistema es inestable.
Si se ve desde el punto de vista de la Transformada Z, se tiene que en z =  1 se
tiene un polo doble para Y (z). En efecto
Y (z) = H
2
(z)X(z) =
1 + z
 2
1 + z
 1
1
1 + z
 1
=
1 + z
 2
(1 + z
 1
)
2
; (3.265)
con lo que la inestabilidad se muestra de igual forma.
20. Implemente un sistema digital, usando el menor numero de retardos tal que tenga
una ganancia maxima de 10 a una frecuencia f = 100Hz y deje el resto de frecuencias
inalteradas (F
m
= 1kHz).
Resolucion:
Segun los requerimientos del sistema, la posicion de polos y ceros de la Transformada
Z de la respuesta impulsional del sistema sera la mostrada en la Fig. 3.12. La fase de
los polos/ceros complejos viene dada por  =
2100
1000
.
Falta por determinar la distancia al origen de dichos polos y ceros. Como el resto de
frecuencias permanecen inalteradas, la distancia entre ceros y polos hay que tomarla
muy peque~na (d = 0
0
01). Se tiene entonces el diagrama de polos/ceros mostrado en
la Fig. 3.13.
La Transformada Z, de acuerdo con el diagrama de polos/ceros sera la siguiente:
H(z) =
z
2
  2r
1
cos + r
2
1
z
2
  2r
2
cos + r
2
2
; (3.266)
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Figura 3.12: Diagrama de polos y ceros del sistema a desarrollar en el ejercicio 20.
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Figura 3.13: Diagrama de polos y ceros de la Transformada Z del problema 20.
donde se puede sustituir z = e
j
2100
1000
para, seguidamente, utilizar el segundo dato del
problema; la ganancia es 10 para w =
2100
1000
= w
A
. Existe un camino mas sencillo
que emplea la expresion de evaluacion del modulo de una respuesta en frecuencia en
funcion de la distancia de polos y ceros:
jH(e
jw
)j





w=w
A
=
Q
k
dist(ceros; w
A
)
Q
k
dist(polos; w
A
)
: (3.267)
Por tanto, utilizando el graco de la Fig. 3.14 se puede obtener:
jH(e
jw
)j =
d
2
d
4
d
1
d
3
=
d
2
d
1

d
4
d
3
'
d
4
d
3
=
r
r   0
0
01
= 10; (3.268)
de donde se obtiene:
r = 10r   0
0
1! r = 0
0
0111: (3.269)
De esta forma, podemos calcular las distancias al origen de los polos y ceros del
sistema:
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Figura 3.14: Representacion de las diferentes distancias polos/ceros.
Distancia cero{origen =1  r = 0
0
9889
Distancia polo{origen = 0'9989
Con esto se tiene:
H(z) =
z
2
  2r
1
cos + r
2
1
z
2
  2r
2
cos + r
2
2
;  = =5; r
1
= 0
0
9889; r
2
= 0
0
9989: (3.270)
Sustituyendo y tomando potencias negativas de z, se llega a
H(z) =
1  1
0
6z
 1
+ 0
0
977z
 2
1  1
0
616z
 1
+ 0
0
9978z
 2
: (3.271)
Para implementar este sistema con el menor numero de retardos, se divideH(z) segun
H(z) = H
1
(z)H
2
(z): (3.272)
En denitiva, se quiere el esquema mostrado en la Fig. 3.6 con
W (z)
X(z)
= H
1
(z);
Y (z)
W (z)
= H
2
(z): (3.273)
Si se toma
H
1
(z) =
1
1  1
0
616z
 1
+ 0
0
9978z
 2

W (z)
X(z)
(3.274)
X(z) =W (z)  1
0
616z
 1
W (z) + 0
0
9978W (z) (3.275)
Multiplicando en cruz y aplicando la propiedad del retardo temporal de la Transfor-
mada Z, se llega a
w(n) = x(n) + 1
0
616w(n   1)  0
0
9978w(n   2): (3.276)
La implementacion de esta ecuacion en diferencias es la mostrada en la Fig. 3.15.
Si se considera H
2
(z) se llega a la expresion
Y (z)
W (z)
= 1  1
0
6z
 1
+ 0
0
977z
 2
(3.277)
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Figura 3.15: Implementacion de la ecuacion en diferencias del nodo intermedio w(n) en funcion de sus
muestras retardadas y de la secuencia de entrada x(n).
con lo que
y(n) = w(n)  1
0
6w(n  1) + 0
0
977w(n   2): (3.278)
Si se usa el anterior diagrama de bloques se llega al sistema completo mostrado en la
Fig. 3.16.
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Figura 3.16: Implementacion del sistema deseado total. Ahora la salida y(n) nal toma las muestras del
primer subsistema w(n) y sus muestras retardadas.
Utilizando MATLAB, se comprueba que la respuesta en frecuencia de H(z) es la que
se pide tal y como se muestra en la Fig. 3.17. F F
21. Determine la se~nal discreta que da lugar a la siguiente Transformada Z
H(z) = sen(z
 1
)
Resolucion:
Si se toma f(x) = sen(x) y se desarrolla en serie de potencias:
f
0
(0) = 0
f
0
(x) = cos(x)! f
0
(0) = 1
f
00
(x) =  sen(x)! f
00
(0) = 0
f
000
(x) =  cos(x)! f
000
(0) =  1
f
0000
(x) = sen(x)! f
0000
(0) = 0
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Figura 3.17: Respuesta en frecuencia del sistema planteado en el ejercicio 20 en magnitud y fase.
con lo que se puede concluir que los terminos pares son nulos y los impares dan +1 y
{1 alternativamente. Por tanto
f(x) =
1
X
n=0
f
n
(0)
n!
x
n
=
1
X
n=0
( 1)
n
(2n+ 1)!
x
2n+1
: (3.279)
Tomando x = z
 1
, se llega a
sen(z
 1
) =
1
X
n=0
( 1)
n
(2n+ 1)!
z
 (2n+1)
: (3.280)
Igualando esta expresion a la Transformada Z de una secuencia h(n)
H(z) =
1
X
n= 1
h(n)z
 n
; (3.281)
se llega a la conclusion:
h(n) =
8
>
>
>
<
>
>
>
>
:
h(2n) = 0; 8n
h(2n+ 1) =
( 1)
n
(2n+ 1)!
n > 0
0 otro caso:
(3.282)
22. Se tiene un sistema causal cuya Transformada Z de su respuesta impulsional presenta
los polos y ceros de la Fig. 3.18. Determine la respuesta impulsional de dicho sistema
as como un esbozo de su respuesta en frecuencia.
Resolucion:
Del diagrama de polos y ceros se puede ver que se tienen como ceros z = 1, z =
 1 y como polos z = 0
0
9 y z =  0
0
9. Estos polos y ceros conducen a la siguiente
Transformada Z:
H(z) =
z
2
  1
z
2
  0
0
81
=
1  z
 2
1  0
0
81z
 2
: (3.283)
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Figura 3.18: Diagrama de polos y ceros del sistema del ejercicio 22.
Si se descompone en fracciones simples, se tiene
H(z)
z
=
z
2
  1
z(z
2
  0
0
81)
=
A
z
+
B
z   0
0
9
+
C
z + 0
0
9
: (3.284)
Si se determinan los coecientes A;B;C
A =
z
2
  1
z
2
  0
0
81





z=0
=) A = 1
0
23 (3.285)
B =
z
2
  1
z(z + 0
0
9)





z=0
0
9
=) B =  0
0
117 (3.286)
C =
z
2
  1
z(z   0
0
9)





z= 0
0
9
=) C =  0
0
117 (3.287)
de donde
H(z) = 1
0
23  
0
0
117z
z   0
0
9
 
0
0
117z
z + 0
0
9
= 1
0
23 
0
0
117
1  0
0
9z
 1
 
0
0
117
1 + 0
0
9z
 1
: (3.288)
Aplicando que
H(z) =
A
1  az
 1
z
 ! h(n) = Aa
n
u(n) (3.289)
se llega a
h(n) = 1
0
23Æ(n)   0
0
117(0
0
9)
n
[1 + ( 1)
n
]u(n) (3.290)
En cuanto a su respuesta en frecuencia se tienen dos ceros en las frecuencias w = 0
y w = . Esto supone que dichas frecuencias se eliminaran. Ademas los polos y ceros
estan muy proximos por lo que el valor de la respuesta en frecuencia sera muy cercana a
uno en el resto de frecuencias; al hacer el balance de distancias, los polos compensaran
la inuencia de los ceros. La Fig. 3.19 representa la respuesta en frecuencia del sistema
y se adapta a lo comentado. F
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Figura 3.19: Respuesta en frecuencia del sistema planteado en el ejercicio 22.
23. Dado el sistema denido por
y(n) = x(n)  x(n  1) + 0
0
81y(n  2);
determine la respuesta impulsional de dicho sistema. >Cual es la salida del sistema
si la entrada es x(n) = ( 1)
n
u(n)?
Resolucion:
Se puede aplicar la propiedad del retardo a la ecuacion en diferencias llegando a
Y (z) = X(z)  z
 1
X(z) + 0
0
81z
 2
Y (z) (3.291)
con lo que, aplicando la propiedad del retardo temporal se tiene,
H(z) 
Y (z)
X(z)
=
1  z
 1
1  0
0
81z
 2
=
z
2
  z
z
2
  0
0
81
: (3.292)
Si ahora se descompone
H(z)
z
=
z   1
z
2
  0
0
81
=
A
z + 0
0
9
+
B
z   0
0
9
(3.293)
y se calcula A y B:
A = 1
0
05; B =  0
0
05: (3.294)
Se puede escribir:
H(z) =
1
0
05
1 + 0
0
9z
 1
 
0
0
05
1  0
0
9z
 1
; (3.295)
y, aplicando que
H(z) =
A
1  az
 1
z
 ! h(n) = Aa
n
u(n); (3.296)
se llega a
h(n) = (0
0
9)
n
[1
0
05( 1)
n
  0
0
05]u(n): (3.297)
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Para la segunda parte se seguira un procedimiento analogo; Y (z) = H(z)  X(z).
Aplicando la denicion de Transformada Z sobre x(n) se obtiene:
X(z) =
1
X
n= 1
( 1)
n
u(n)z
 n
=
1
X
n=0
( 1)
n
z
 n
=
1
1 + z
 1
: (3.298)
De acuerdo a Y (z) = H(z)X(z) se puede escribir
Y (z) =
1  z
 1
(1  0
0
81z
 2
)(1 + z
 1
)
=
z
3
  z
2
(z
2
  0
0
81)(z + 1)
: (3.299)
Si ahora se descompone
Y (z)
z
=
z
2
  z
(z
2
  0
0
81)(z + 1)
=
A
z   0
0
9
+
B
z + 0
0
9
+
C
z + 1
; (3.300)
y se calculan los coecientes de la forma habitual;
A =  0
0
0263; B =  9
0
5; C = 10
0
526: (3.301)
podemos escribir, operando de la misma forma que en el primer caso,
Y (z) =  
0
0
0263
1  0
0
9z
 1
 
9
0
5
1 + 0
0
9z
 1
+
10
0
526
1 + z
 1
(3.302)
de donde se obtiene, mediante las tablas de TZI,
y(n) = [ 0
0
0263(0
0
9)
n
  9
0
5(0
0
9)
n
( 1)
n
+ 10
0
52( 1)
n
]u(n): (3.303)
Se puede comprobar la validez del resultado observando el termino estacionario donde
la entrada es una sinusoide de frecuencia ,
x(n) = ( 1)
n
u(n) = cos(n)u(n); (3.304)
donde, usando la respuesta en frecuencia para determinar dicho termino estacionario,
se obtiene
H(e
jw
) =
e
j2w
  e
jw
e
j2w
  0
0
81





w=
= 10
0
52: (3.305)
Como X(e
jw
) = 1 (fasor de la entrada), se puede escribir:
Y (e
jw
) =
e
j2
  e
j
e
j2
  0
0
81
= 2=0
0
19 = 10
0
52: (3.306)
Se tiene entonces que para n grandes (regimen estacionario), la salida del sistema es
y(n) = 10
0
52cos(n) ' 10
0
52( 1)
n
: (3.307)
que es el mismo resultado obtenido anteriormente. F
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24. Dado el sistema denido por la funcion de transferencia
H(z) =
1  z
 D
1  az
 D
determine
a) Los polos y ceros del sistema.
b) Esboce la respuesta en frecuencia del sistema (magnitud).
c) Dada la entrada denida por
x(n) =
8
>
<
>
:
1; n par
0; n impar
con n  0, determine la salida en estado estacionario del sistema ante dicha
entrada.
d) Determine el valor mnimo de D si se quiere usar este sistema para eliminar
la interferencia del ruido de red (50Hz:) en un problema de electrocardiografa
(F
m
= 250Hz).
Resolucion:
a) Polos y ceros del sistema. A partir de la denicion del sistema
H(z) =
1  z
 D
1  az
 D
; (3.308)
tenemos que los ceros del sistema son:
z
D
= e
j2k
 1 =) z
c
= e
j
2k
D
; k = 0; : : : ;D   1 (3.309)
y los polos son
z
D
= ae
j2k
 1 =) z
p
= (a)
1=D
e
j
2k
D
; k = 0; : : : ;D   1 (3.310)
b) Respuesta en frecuencia. Por simetra, y dado que
jH(e
jw
)j =
Q
d
z
Q
d
p
; (3.311)
donde d
z
representa las distancias a los ceros y d
p
las distancias a los polos, se
tendra que el valor maximo se consigue para w = =D:
H(e
jw
) =
1  e
 jwD
1  ae
 jwD




w==D
=
2
1 + a
: (3.312)
En la Fig. 3.20(a) se representa el diagrama de polos y ceros del sistema y en la
Fig. 3.20(b) su respuesta en frecuencia para a = 0
0
7 y D = 6.
c) Salida en estado estacionario. A partir de la secuencia de entrada denida por
x(n) =
1
2
[1 + ( 1)
n
]u(n) (3.313)
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Figura 3.20: (a) Diagrama de polos y ceros del sistema. (b) Respuesta en frecuencia (magnitud y fase)
del sistema para a = 0
0
7 y D = 6.
se puede denir su TZ sencillamente como sigue
X(z) =
1
2

1
1  z
 1
+
1
1 + z
 1

; (3.314)
y, por tanto,
Y (z) = H(z)X(z) =
D 1
X
k=0
A
k
1  p
k
z
 1
+
B
1
1  z
 1
+
B
2
1 + z
 1
; (3.315)
siendo p
k
los polos de la funcion de transferencia H(z). En el caso de jp
k
j < 1, la
respuesta temporal de estos terminos tendera a cero conforme n tienda a innito
(da lugar a se~nales de la forma (p
k
)
n
). Tendremos que calcular B
1
y B
2
de la
siguiente forma:
B
1
=
(1  z
 D
)(1   z
 1
)
(1  z
 1
)(1  az
 D
)(1 + z
 1
)




z
 1
=1
= 0; (3.316)
por lo que elimina la componente de continua. En cuanto a B
2
, tendremos
B
2
=
(1  z
 D
)(1 + z
 1
)
(1  z
 1
)(1  az
 D
)(1 + z
 1
)




z
 1
= 1
=
1  ( 1)
D
(1 + a)(2)
(3.317)
que en el caso de D par valdra cero y para D impar valdra
1
1+a
. Esta conclusion
la podramos haber deducido a partir de la posicion de polos y ceros del sistema.
d) Valor de D. Hay que hacer coincidir el segundo cero (k = 1) con la frecuencia
digital correspondiente a 50 Hz, por lo que
2
50
250
=
2
D
=) D = 5: (3.318)
La forma mas general sera
2
50
250
=
2k
D
=)
1
5
=
k
D
; (3.319)
que para k = 1 se obtiene D = 5.
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F
25. Se quiere dise~nar un sistema para electrocardiografa de forma que elimine la com-
ponente de continua y los 50 Hz, alterando lo menos posible el resto de componentes
frecuenciales del ECG. Implemente dicho sistema usando el menor numero de retar-
dos.
Resolucion:
El sistema a dise~nar debe tener ceros para las frecuencias que se quieren eliminar,
donde los angulos correspondientes a dichos ceros vienen denidos por

1
= 2
f
a
F
m
; (3.320)
que se corresponden con

f=0
= 2  0 = 0; 
f=50 Hz:
= 2
50
250
=
2
5
: (3.321)
Como los ceros deben estar en la circunferencia de radio unidad, se tendra que
H(z)(z   e
j0
)(z   e
j2=5
) = (z   1)(z   e
j2=5
): (3.322)
Como los coecientes deben ser reales tambien debe aparecer el conjugado del cero
complejo y se tiene entonces que
H(z) = (z   1)(z   e
j2=5
)(z   e
 j2=5
) = (z   1)(z
2
  2cos(
2
5
)z + 1): (3.323)
Se pretende que no se modiquen el resto de componentes frecuenciales por lo que
habra que colocar polos cercanos a los ceros encargados de eliminar las frecuencias
f = 0 y f = 50Hz. Ahora la funcion de transferencia sera entonces:
H(z) =
(z   1)(z
2
  2cos(
2
5
)z + 1)
(z   r)(z   re
j2=5
)(z   re
 j2=5
)
; (3.324)
siendo r un valor muy cercano a la unidad. Si se considera r = 0
0
95, la funcion de
transferencia queda, nalmente:
H(z) =
z
3
  2
0
618z
2
+ 2
0
618z   1
z
3
  2
0
487z
2
+ 2
0
363z   0
0
857
=
1  2
0
618z
 1
+ 2
0
618z
 2
  z
 3
1  2
0
487
 1
+ 2
0
363z
 2
  0
0
857z
 3
:(3.325)
La Fig. 3.21 muestra el diagrama de polos y ceros de esta funcion de transferencia.
Para implementar esta estructura con el menor numero de retardos dividimos H(z)
en dos funciones H
1
(z) y H
2
(z) de la forma H(z) = H
1
(z)H
2
(z), con
H
1
(z) =
1
1  2
0
487
 1
+ 2
0
363z
 2
  0
0
857z
 3
(3.326)
H
2
(z) = 1  2
0
618z
 1
+ 2
0
618z
 2
  z
 3
: (3.327)
Planteando ecuaciones en diferencias se tiene para H
1
:
w(n) = x(n) + 2
0
487w(n   1)  2
0
363w(n   2) + 0
0
857w(n   3) (3.328)
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Figura 3.21: Diagrama de polos y ceros de la funcion de transferencia H(z).
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Figura 3.22: Implementacion del sistema a partir de la ecuacion en diferencias.
y para H
2
:
y(n) = w(n)  2
0
618w(n   1) + 2
0
618w(n   2) w(n  3): (3.329)
Este sistema de ecuaciones en diferencias se puede implementar tal y como se recoge
en la Fig. 3.22.
26. Un sistema L.I.T. causal tiene una salida y(n) = (1=3)
n
u(n) ante una entrada x(n) =
(1=2)
n
u(n)  (1=4)(1=2)
n 1
u(n). Determine su funcion de transferencia, el diagrama
de polos y ceros e indique de que ltro se trata.
Resolucion:
Si calculamos la transformada Z en la salida y la entrada obtenemos
Y (z) =
1
1 
1
3
z
 1
; ROC : jzj >
1
3
(3.330)
X(z) =
1=2
1 
1
2
z
 1
; ROC : jzj >
1
2
(3.331)
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por tanto, la funcion de transferencia del sistema es
H(z) =
Y (z)
X(z)
= 2
1 
1
2
z
 1
1 
1
3
z
 1
; ROC : jzj >
1
3
(3.332)
El sistema tiene un cero en z = 1=2 y un polo en z = 1=3. El diagrama de polos y
ceros se muestra en la Fig. 3.23(a).
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Figura 3.23: (a) Diagrama de polos y ceros del sistema del ejercicio 26. (b) Respuesta en frecuencia
(modulo) del ltro.
Si tenemos en cuenta la interpretacion geometrica de la respuesta en frecuencia, a
partir del diagrama de polos y ceros
jH(w)j = 2
Q
k
jdistancia a cerosj
Q
k
jdistancia a polosj
(3.333)
Para w = 0, la distancia al cero es j1  1=2j y la distancia al polo es j1  1=3j luego
jH(w)





w=0
= 2
j1  1=2j
j1  1=3j
= 3=2: (3.334)
Para w = =2, aplicando el Teorema de Pitagoras, la distancia al cero y al polo es la
hipotenusa de un triangulo rectangulo, por lo que:
jH(w)





w==2
= 2
p
1 + (1=2)
2
p
1 + (1=3)
2
= 2
0
12 (3.335)
Para w = ,
jH(w)





w=
= 2
p
1 + 1=2
p
1 + 1=3
= 2
0
25 (3.336)
La respuesta en modulo se representa en la Fig. 3.23(b) donde se observa que el
sistema tiene un comportamiento pasa{alta.
27. Un sistema de segundo orden estable tiene una respuesta impulsional dada por
h(n) = A
1
p
n
1
u(n) +A
2
p
n
2
u(n). Si la entrada al sistema es una secuencia exponencial
compleja del tipo x(n) = Ae
jw
d
n
, determine la funcion de transferencia del sistema
y la salida ante esta entrada y(n). Obtenga la salida en regimen estacionario para
el caso particular p
1
=
1
4
+
p
2
4
j, p
2
=
1
4
 
p
2
4
j, A
1
= j, A
2
=  j, w
d
=

2
.
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Resolucion:
La funcion de transferencia es sencillamente la Transformada Z de la respuesta im-
pulsional:
H(z) = Zfh(n)g = A
1
1
1  p
1
z
 1
+A
2
1
1  p
2
z
 1
; ROC : jzj > max(jp
1
j; jp
2
j)(3.337)
por lo que
H(z) =
A
1
+A
2
  (A
1
p
2
+A
2
p
a
)z
 1
1  (p
1
+ p
2
)z
 1
+ p
1
p
2
z
 2
: (3.338)
Al tratarse de un sistema L.I.T., H(z) puede expresarse, en general, como
H(z) =
P
M
k=0
b
k
z
 k
1 +
P
N
k=1
a
k
z
 k
: (3.339)
Identicando terminos, b
0
= A
1
+A
2
, b
1
=  (A
1
p
2
+A
2
p
1
), a
0
= 1, a
1
=  (p
1
+ p
2
)
y a
2
= p
1
p
2
.
La salida en regimen estacionario ante una se~nal exponencial compleja sera una se~nal
de la misma frecuencia que habra modicado su amplitud y fase, siempre que el
sistema sea estable, esto es
y(n) = jH(w)j
w=w
d
Ae
jw
d
n+(w)j
w=w
d
: (3.340)
El sistema es estable ya que jp
1
j < 1 y jp
2
j < 1 y podemos calcular H(w) como
H(z)j
z=e
jw
. Sustituyendo para w = w
d
, se obtiene:
H(w)





w=w
d
=
(A
1
+A
2
)  (A
1
p
2
+A
2
p
1
)e
 jw
d
1  (p
1
+ p
2
)e
 jw
d
+ (p
1
p
2
)e
 2jw
d
: (3.341)
Solo tenemos que calcular el modulo y fase de la expresion anterior. Si particularizamos
para A
1
= j, A
2
=  j, p
1
=
1
4
+
p
2
4
j, p
1
=
1
4
 
p
2
4
j, w
d
= =2, tenemos
H(w)





w==2
=
p
2
2
j
13
6
+
1
2
j
= 0
0
3885 + j0
0
6312 (3.342)
M odulo : H(w)





w==2
= 0
0
7412 (3.343)
Fase : (w)





w==2
= 1
0
019 rad (3.344)
luego
y(n) = A  0
0
7412  e
j(

2
n+1
0
019)
: (3.345)
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3.3. Problemas propuestos
1. Dado un sistema discreto con la siguiente funcion de transferencia
H(z) =
z
2
  0
0
99z
2
  0
0
01
z
4
  0
0
81z
2
a) Determinar la ecuacion en diferencias que dene el sistema.
b) Estudia su estabilidad.
c) Obten el modulo de la respuesta en frecuencia del sistema de forma aproximada.
2. Implemente un sistema causal, utilizando el menor numero de retardos, cuya res-
puesta impulsional sea la funcion sen(w
0
n).
3. Determine, usando la transformada Z, la convolucion de las siguientes secuencias:
a) h(n) = f 1
"
; 0; 1; 2; 0; 0; 0; 0; 0; : : :g con h(n) = f1
"
; 2; 1; 0; 0; 0; : : :g
b) h(n) = b
n
u(n) con x(n) = u(n)
4. Determine la transformada Z y la R.O.C. de las siguientes se~nales:
a) y(n) = (
1
2
)
n
sen(
2n
3
)u(n)
b) y(n) = ( 1)
n
[u(n+ 3)  u(n  3)]
c) y(n) = (
1
2
)
jnj
,  1 < n <1
5. Se tiene un sistema L.I.T. causal que, cuando la entrada es el escalon unitario,
proporciona la siguiente salida y(n) = [1   ( 1)
n
](
1
2
)
n
u(n). Determine la respuesta
impulsional de dicho sistema. >Que entrada se debe tener para obtener a la salida
un escalon unitario?
6. Se tiene un sistema cuya respuesta impulsional es h(n) = r
n
cos(w
0
n)u(n). Imple-
mentar dicho sistema con el menor numero de retardos. >Que se puede comentar
sobre la estabilidad de dicho sistema y la posicion de los polos de su Transformada
Z?
7. Se tiene un sistema que, cuando la entrada es el escalon unitario se obtiene como
salida (0
0
9)
n
u(n). Determinar la respuesta impulsional del sistema aplicando trans-
formadas Z inversas.
8. Determinar la secuencia temporal (causales en los dos primeros casos), que da lugar
a las siguientes transformadas Z:
H(z) =
1  z
 1
1  0
0
3z
 1
+ 0
0
02z
 2
H(z) = e
z
 1
+ e
z
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9. Determinar la secuencia temporal que da lugar a la siguiente transformada Z
H(z) =
1  0
0
2z
 1
1  0
0
75z
 1
+ 0
0
125z
 2
; R:O:C: : 0
0
25 < jzj < 0
0
5
10. Dado el sistema L.I.T. denido por
H(z) =
2
1 + 0
0
5z
 1
;
y sabiendo que la entrada a dicho sistema es el escalon unitario, determinar la salida
y(n) aplicando:
a) Convolucion de x(n) y h(n).
b) Transformadas Z inversas.
11. Dado el sistema continuo denido por su funcion de transferencia en el dominio de
Laplace como
T (s) =
1
(s+ a)
2
+ b
2
:
Se desea determinar la funcion de transferencia discreta correspondiente a dicho
sistema al aplicar la tecnica de invarianza al impulso.
12. Dada la secuencia causal x(n) con transformada Z, X(z), determine la transformada
de las siguientes secuencias:
y(n) =
8
>
<
>
:
x(n); n par
0; n impar
e
y(n) =
n
X
k=0
x(k):
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3.4. Practicas con MATLAB
En este apartado se resuelven varios ejemplos con MATLAB sobre la caracterizacion de
sistemas en el domimio Z. Veremos como la denicion de un sistema mediante la Transfor-
mada Z permite su analisis de forma sencilla y eciente, de forma que se puede investigar
su estabilidad, respuesta frecuencial, etc. Para ello se consideran distintos sistemas como el
ltro de media movil, un derivador y un oscilador. La ultima practica se centra en el dise~no
de efectos de audio tales como el eco y la reverberacion.
3.4.1. Media movil, derivador y oscilador
1. Moving Average.
En este punto se implementara un sistema digital que realice un \moving-average",
cuyo orden de promediado se pasa al programa. Se comprueba el funcionamiento del
sistema usando como entrada la suma de sinusoides de frecuencias 50, 100 y 125 Hz
(frecuencia de muestreo igual a 500 Hz), usando como ordenes del promediado 4,
10 y 20. Se explicara el resultado en funcion de la posicion de polos y ceros de la
transformada Z del sistema.
Un \moving average" de orden N tiene la siguiente ecuacion en diferencias:
y(n) =
1
N
N 1
X
k=0
x(n  k): (3.346)
La respuesta impulsional de este sistema vendra determinada por:
h(n) =
1
N
N 1
X
k=0
Æ(n  k) (3.347)
Sustituyendo queda h(n) = 1=N , (0  n  N   1). Dos formas de implementar este
sistema seran:
a) Convolucion. Utilizando la instruccion conv que implementa la convolucion entre
dos se~nales. La salida de un sistema viene determinada por la siguiente expresion
y(n) = h(n)  x(n). Es decir, la salida es la convolucion entre la entrada y la
respuesta impulsional del sistema.
b) Filtrado. Utilizando la instruccion filter. Para usar esta instruccion se necesita
calcular la transformada Z a partir de la ecuacion en diferencias del sistema:
Y (z) =
1
N
N 1
X
k=0
X(z)z
 k
=) H(z) =
Y (z)
X(z)
=
1
N
1  z
 N
1  z
 1
: (3.348)
Para determinar los polos y ceros del sistema se multiplica y divide por z
N
la
expresion de H(z) obteniendose,
H(z) =
Y (z)
X(z)
=
1
N
z
N
  1
z
N 1
(z   1)
: (3.349)
Los polos del sistema estan claros: z = 1 y z = 0 (orden N   1). En cuanto a los
ceros:
z
N
= 1 =) z
N
= e
j2k
=) z = e
j2k=N
: (3.350)
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De este modo, tenemos que los ceros se distribuyen de forma uniforme alrededor
de la circunferencia de radio unidad (el ndice k vara de 0 a N   1). El primer
cero, k = 0, se compensa con el polo z = 1.
El programa en MATLAB que implementa el \moving average", usando la instruccion
filter sera:
function y=moving(x,N)
num=(1/N)*ones(1,N);
y=filter(num,1,x);
La se~nal a ltrar tiene tres componentes frecuenciales de 50, 100 y 125 Hz (frecuencia
de muestreo F
m
= 500 Hz). Para el caso de N = 4 los resultados se muestran en la
Fig. 3.24 En este caso, los ceros estaran situados en la circunferencia de radio unidad
con las siguientes fases:
2k
4
=)
k
2
(3.351)
Estos ceros se corresponden con las siguientes frecuencias digitales:
2f
a
F
m
=)
k
2
(3.352)
donde f
a
es la frecuencia analogica y F
m
es la frecuencia de muestreo. Sustituyendo
valores se llega a f
a
= 125k. Es decir, el sistema elimina las frecuencias multiplo de
125 Hz., por lo que desapareceran, en nuestro caso, la componente de 125 Hz.
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Figura 3.24: Resultados obtenidos con N = 4.
Si N = 10 se obtiene f
a
= 50k y, en consecuencia, el sistema elimina las frecuencias
50, 100, 150, 200 y 250 Hz. Los resultados obtenidos se muestran en la Fig. 3.25
Para N = 20 se eliminan las frecuencias f
a
= 25k. En este caso todas las componentes
son eliminadas, como se observa en la Fig. 3.26. El tramo original, hasta la muestra
20, se corresponde con el transitorio del sistema.
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Figura 3.25: Resultados obtenidos con N = 10.
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Figura 3.26: Resultados obtenidos con N = 20.
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2. Derivada segunda.
Un sistema que determina la derivada segunda de una se~nal es el denido por la
siguiente ecuacion en diferencias:
y(n) = x(n)  2x(n  1) + x(n  2): (3.353)
Se pide determinar la salida del sistema cuando la entrada es x(n) = cos(n). Se
calculara dicha salida con diferentes metodos, pasando la se~nal por el sistema im-
plementado mediante ecuacion en diferencias, usando la respuesta en frecuencia del
sistema y, nalmente, usando la instruccion filter. El programa en MATLAB que
implementa el sistema en forma de ecuacion en diferencias es:
n=0:99;
x=cos(pi*n);
y=zeros(1,100);
y(1)=x(1);
y(2)=x(2)-2*x(1);
for s=3:100,
y(s)=x(s)-2*x(s-1)+x(s-2);
end
En este programa se consideran condiciones iniciales nulas y, por ello, se han iniciali-
zado los dos primeros valores de y(n) a y(1) = x(1) e y(2) = x(2)  2x(1). En la Fig.
3.27 se muestra la se~nal original y la salida.
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0
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Muestras
Figura 3.27: Salida obtenida usando la ecuacion en diferencias de la ecuacion (3.353).
La se~nal se ha amplicado por cuatro y no existe desfase entre la entrada y la salida. Si
se quisiera utilizar la instruccion filter se necesita la transformada Z de la ecuacion
en diferencias por lo que, aplicando la propiedad del retardo temporal en la ecuacion
(3.353), se obtiene
Y (z) = [1  2z
 1
+ z
 2
]X(z) =) H(z) = 1  2z
 1
+ z
 2
(3.354)
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El programa en MATLAB sera entonces,
n=0:99;
x=cos(pi*n);
y=filter([1 -2 1],1,x);
Para usar la respuesta en frecuencia del sistema se hace el cambio z=e
jw
en la Trans-
formada Z obtenida, de forma que obtenemos
H(z) = 1  2z
 1
+ z
 2
=) H(e
jw
) = 1  2e
 jw
+ e
 2jw
(3.355)
que para w = 
H(e
j
) = 1  2e
 j
+ e
 j2
= 4 (3.356)
El valor de la respuesta en frecuencia vale 4 (modulo 4 y fase cero al ser un numero
real), por lo que la salida esta en fase con la entrada y presenta una amplitud cuatro
veces mayor que es el resultado obtenido.
3. Oscilador.
Se quiere implementar un oscilador muy sencillo cuya respuesta impulsional viene
dada por:
h(n) = f 1
"
; 1; 1; 1; 1; : : :g (3.357)
Se pide:
a) Ecuacion en diferencias del sistema. Comprobar su funcionamiento usando MAT-
LAB.
b) Respuesta en frecuencia del sistema mediante la posicion de polos y ceros de la
Transformada Z del sistema.
c) Comprobar el punto b) mediante la instruccion freqz.
Cuando se tiene un sistema que presenta una respuesta impulsional periodica el pro-
cedimiento consiste en primero identicat la periodicidad y despues completar con
impulsos unitarios las muestras iniciales. La se~nal es periodica con periodo fundamen-
tal N = 2 luego se cumplira, para n > 2, h(n) = h(n   2). Esta ley de recurrencia
no se puede aplicar para n igual a 0 y 1 (hay que recordar que es un sistema causal).
Estos casos quedan completados con impulsos unitarios de la siguiente forma:
h(n) = h(n  2)  Æ(n) + Æ(n  1): (3.358)
En esta ecuacion se puede cambiar la respuesta impulsional por la salida y la funcion
delta por la entrada siempre que x(n) sea la entrada impulsional, obteniendose la
ecuacion en diferencias del sistema:
y(n) = y(n  2)  x(n) + x(n  1) (3.359)
Para comprobar que este es el sistema buscado, se toma como entrada la funcion
impulso. El programa en MATLAB que realiza esta operacion es el siguiente:
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% Implementacion de un oscilador
x=[1 zeros(1,99)];
y(1)=-1;
y(2)=1;
for s=3:100,
y(s)=y(s-2);
end
Al ejecutar este programa y representar la respuesta impulsional se obtiene la Fig.
3.28. Observando el programa se puede comprobar que el funcionamiento de la ecua-
cion en diferencias es muy sencillo. Se obtiene el mismo resultado si se utiliza la
instruccion filter. Para ello hay que calcular la TZ de la ecuacion (3.359). Si se
aplica la propiedad del retardo temporal en dicha ecuacion, se obtiene
Y (z) = z
 2
Y (z) X(z) + z
 1
X(z) =) H(z) =
Y (z)
X(z)
=
 1 + z
 1
1  z
 2
(3.360)
La transformada Z puede simplicar la expresion del oscilador; en efecto la ecuacion
(3.360) se puede simplicar obteniendose:
H(z) =
 1
1 + z
 1
: (3.361)
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Figura 3.28: Respuesta impulsional h(n) del sistema planteado mostrada en la ecuacion (3.361). Esto se
puede realizar facilmente empleando el comando de MATLAB impz.
Segun esto, el programa que determina la respuesta impulsional buscada sera:
% Implementacion de un oscilador
x=[1 zeros(1,99)];
y=filter(-1,[1 1],x);
Otra opcion consiste en usar la instruccion impz que tambien hace uso de la transfor-
mada Z; el siguiente programa usara dicha instruccion:
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% Implementacion de un oscilador
y=impz(-1,[1 1]);
Si se quieren usar los polos/ceros del sistema para esbozar la respuesta en frecuen-
cia el primer paso sera determinar dichos elementos. Multiplicando el numerador y
denominador de la ecuacion (3.361) por z, se obtiene:
H(z) =
 z
1 + z
: (3.362)
El sistema presenta un polo en z =  1 y un cero en z = 0. Segun esta disposicion
de polos y ceros, nuestro sistema debe presentar una ganancia innita en la mitad
de la frecuencia de muestreo que se corresponde en el plano complejo con el valor -1
(distancia al polo igual a cero).
Se puede comprobar que se tiene esta respuesta en frecuencia mediante el comando
freqz. Esta instruccion se usa de la misma forma que la instruccion filter:
freqz(-1, [1 1])
Al ejecutar esta instruccion se obtiene la Fig. 3.29.
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Figura 3.29: Respuesta en frecuencia del sistema planteado en la ecuacion (3.362).
3.4.2. Efectos de Audio
En este bloque se utilizara la Transformada Z para la implementacion de efectos tpicos
de audio. En principio se vera una imagen intuitiva de ellos para, posteriormente, imple-
mentarlos. Un sistema digital que implementa un eco tiene el diagrama de bloques de la
Fig. 3.30.
A partir del diagrama de bloques, la ecuacion en diferencias que dene el sistema viene
determinada por la siguiente expresion:
y(n) = x(n) + ky(n D): (3.363)
El eco representado de esta forma es un eco innito. Si se aplica la propiedad del retardo
temporal de la transformada Z en la ecuacion (3.363) se llega a
Y (z) = X(z) + kY (z)z
 D
=) H(z) =
Y (z)
X(z)
=
1
1  kz
 D
: (3.364)
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Figura 3.30: Esquema de la implementacion de un eco innito por el cual la se~nal de salida es una suma
retardada y pesada por una ganancia de las muestras de salida anteriores.
A la hora de implementar este eco en MATLAB hay que introducir tres parametros: la
se~nal a ltrar, el retardo D y el factor de ganancia k. El siguiente programa implementa
este tipo de eco:
% Implementacion de un eco infinito
x=input('Se~nal a filtrar ');
k=input('Factor de ganancia (entre 0 y 1) ')
D=input('Retardo del eco (positivo y entero) ');
y=filter(1,[1 zeros(1,D-1) -k],x);
Otro tipo de eco es el nito, de una forma intuitiva, un eco es el resultado de sumar a
una determinada se~nal una version retardada de s misma y atenuada es decir:
y(n) = x(n) + kx(n D) + k
2
x(n  2D) + : : : (3.365)
Si se aplican transformadas Z a la ecuacion en diferencias (considerando solo dos terminos
en el eco) se llega a:
Y (z) = X(z)(1 + kz
 D
+ k
2
z
 2D
) =) H(z) =
Y (z)
X(z)
= 1 + kz
 D
+ k
2
z
 2D
(3.366)
El programa de MATLAB que implementa este eco vendra denido por:
% Implementacion del eco finito
x=input('Se~nal a filtrar ');
k=input('Factor de ganancia (entre 0 y 1) ')
D=input('Retardo del eco (positivo y entero) ');
y=filter([1 zeros(1,D-1) k zeros(1,D-1) k^2],1,x);
El segundo efecto a estudiar es la reverberacion. Este efecto aparece en los equipos de
sonido cuando se reproducen diferentes ambientes (estadio, iglesia, etc) y esta formado
por la combinacion de diferentes se~nales procedentes de diferentes ecos (los producidos al
rebotar la se~nal de sonido en las paredes del recinto). El diagrama de bloques de este efecto
de sonido se muestra en la Fig. 3.31.
Normalmente las cantidades especicadas son el tiempo del eco inicial (\Interaural Time
Dierence", ITD) y el tiempo de reverberacion que es el tiempo en que un sonido reduce su
amplitud en una milesima parte. La eleccion de los retrasos y ganancias en el diagrama de
bloques anterior se hace segun las siguientes relaciones:
D
1
= ITD; D
2
= 2 D
1
; D
3
= 50ms: G
1
= G
3
; G
3
= 10
 3D
3
=t
r
(3.367)
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Figura 3.31: Esquema de una reverberacion digital. En este caso la salida del sistema es una suma de la
se~nal de entrada directa, de su retrasada ponderada muestra a muestra y de una rama de reverberacion
o eco innito.
donde t
r
es el tiempo de reverberacion. Por ejemplo para el Symphony Hall (Boston), el
ITD es de 15 ms y el tiempo de reverberacion es de 1'8 segundos si esta ocupado por lo que
se obtiene:
D
1
= 15ms; G
1
= 0
0
855; D
2
= 30ms; D
3
= 50ms; G
3
= 0
0
8913 (3.368)
En la Tabla 3.4.2 se muestran los valores de ITD y tiempo de reverberacion necesarios para
la simulacion de otros ambientes.
Tabla 3.2: Valores de ITD y tiempo de reverberacion necesarios para la simulacion de distintos ambientes.
LUGAR ITD (ms) Tiempo de
reverberacion (s)
Estudio 20 0
0
4
Auditorio 40 0
0
75
Sala de concierto 25 1
0
8
Iglesia 50 3
0
25
Para implementar el diagrama de bloques anterior (Fig. 3.31) en MATLAB se necesita
determinar la transformada Z correspondiente a dicho diagrama. De la gura se pueden
plantear dos ecuaciones en diferencias:
y(n) = x(n) +G
1
x(n D
1
) + w(n) (3.369)
w(n) = x(n D
2
) +G
3
w(n D
3
) (3.370)
Aplicando transformadas Z a la ecuacion (3.370) se llega a la siguiente igualdad:
W (z) =
X(z)z
 D
2
1 G
3
z
 D
3
: (3.371)
Si se aplican ahora transformadas Z a la ecuacion (3.369) se llega a:
Y (z) = X(z)(1 +G
1
z
 D
1
) +W (z) (3.372)
y se sustituye la expresion en la Ec. (3.371) se obtiene
Y (z) = X(z)(1 +G
1
z
 D
1
) +
X(z)z
 D
2
1 G
3
z
 D
3
: (3.373)
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Por tanto, la funcion de transferencia del sistema queda como:
H(z) =
Y (z)
X(z)
= (1 +G
1
z
 D
1
) +
z
 D
2
1 G
3
z
 D
3
=
(1 +G
1
z
 D
1
)(1  G
3
z
 D
3
) + z
 D
2
1 G
3
z
 D
3
(3.374)
La implementacion de esta funcion de transferencia en MATLAB sera:
% Reverberacion.
% Variables necesarias
itd=input('Eco inicial (segundos) ');
trev=imput('Tiempo de reverberacion (segundos) ');
fm=input('Frecuencia de muestreo (en Hz) ');
% Calculo de los retardos y las ganancias
D1=fix(itd*fm);
D2=2*D1;
D3=fix(0'05*fm);
G3=10^(-3*D3/trev);
G1=G3;
% Calculo de la funcion de transferencia
% Numerador
Y1=[1 zeros(1,D1-1) G1];
Y2=[1 zeros(1,D3-1) -G3];
% Convolucion
Y=conv(Y1,Y2);
% A~nadimos el termino situado en z^(-D2)
Y(D2+1)=Y(D2+1)+1;
% Calculamos la salida
Salida=filter(Y,Y2,x);
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Captulo 4
Realizacion de sistemas en tiempo
discreto
4.1. Introduccion teorica
Una representacion estructural utilizando bloques es el primer paso en la realizacion
software o hardware de un sistema digital. La representacion de la estructura proporciona
relaciones entre algunas variables internas con la entrada y la salida que, a su vez, es la
clave de la implementacion.
Existe una gran diversidad de realizaciones. Estas pueden poseer diferente complejidad
computacional o requisitos de memoria. Sin embargo, una de las caractersticas mas im-
portantes es la robustez frente a los efectos de la representacion de la informacion con una
longitud de palabra nita. Como veremos, son particularmente importantes las estructuras
en cascada, paralelo y celosa, por la robustez que muestran en las implementaciones con
palabras de longitud nita. Sin embargo, tambien se describiran otros sistemas como el de
muestreo en frecuencia, formas directas, etc.
La segunda mitad de este captulo realiza una descripcion de espacios de estados de
sistemas causales lineales e invariantes temporales. La descripcion interna o de espacio de
estados del sistema implica, ademas de una relacion entre las se~nales de entrada y salida,
un conjunto adicional de variables denominadas variables de estado.
La siguiente introduccion presenta nociones basicas a la vez que estructura los ejercicios
del captulo. Aquellos ejercicios que necesitan de un mayor conocimiento teorico lo incor-
poraran, surgiendo este como una necesidad dentro del contexto planteado por el ejercicio.
4.1.1. Estructuras directas, traspuestas y celosa
El algoritmo de computacion de un sistema lineal e invariante temporal, LTI, puede
representarse mediante un diagrama de bloques usando los bloques basicos de cons-
truccion, que son: el retardo, el multiplicador, el sumador, y el nodo de bifurcacion,
como se muestra en la Fig. 4.1.
Un sistema digital puede realizarse segun diferentes estructuras, representadas por
diagramas de bloques diferentes. Esto implica formas diferentes de realizar el algorit-
mo. Es decir, la programacion de dos realizaciones diferentes del mismo sistema da
lugar a programas distintos. Ambas realizaciones proporcionaran los mismos resul-
tados si la longitud de palabra fuera innita, pero por cuestiones de robustez frente
212 Cap

tulo 4. Realizaci

on de sistemas en tiempo discreto
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Figura 4.1: Componentes basicos de un diagrama de bloques. a) Nodo sumador, b) Retardo, c) Multi-
plicador y d) Bifurcacion.
a longitud de palabra nita, cantidad de memoria o complejidad computacional, se
selecciona nalmente una de ellas, ejercicios 1 y 2 de las practicas de MATLAB.
Las estructuras cuyos coecientes son los coecientes de la funcion de transferencia,
son llamadas estructuras de forma directa, ejercicio 1. La Fig. 4.2 presenta la forma
directa I. Se describira, ejercicio 13, su equivalencia con la forma directa regular II, y
la obtencion de la forma directa traspuesta II, ejercicio 14.
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Figura 4.2: Realizacion en forma directa I.
Dos estructuras son equivalentes cuando, a pesar de poseer un diagrama de bloques
diferente, representan la misma funcion de transferencia. Una forma simple de generar
una estructura equivalente de una realizacion dada es obtener su traspuesta, ejercicios
14, 15 y 16, de la siguiente forma:
1. Inversion de todos los caminos,
2. Reemplazo de las bifurcaciones por sumadores y viceversa, y
3. Intercambio de entrada y salida.
Una de las estructuras alternativas para ltros FIR son las realizaciones de muestreo
en frecuencia, ejercicios 2 y 3, faciles de implementar a partir de los valores del mues-
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treo de la respuesta en frecuencia deseada, dado que estos son los parametros que
caracterizan el sistema.
Una de las estructuras mas utilizadas por sus ventajas en cuanto a la precision, es
la realizacion del sistema como una cascada de secciones de primer y segundo orden,
ejercicios 17 y 18. Con este n, la funcion de transferencia se factoriza como
H(z) =
K
Y
k=1
H
k
(z); (4.1)
donde K es la parte entera de (N + 1)=2 y H
k
(z) tiene la forma general
H
k
(z) =
b
k0
+ b
k1
z
 1
+ b
k2
z
 2
1 + a
k1
z
 1
+ a
k2
z
 2
; (4.2)
donde cada una de las etapas puede realizarse de forma directa.
Un funcion de transferencia puede ser realizada en forma paralela haciendo uso de
la expansion en fracciones simples de dicha funcion. Una expansion de la funcion de
transferencia, donde cada una de las subsecciones esta formada por sistemas de se-
gundo orden, evita operaciones con complejos, ejercicios 19 a 21. As, H(z) se expresa
en la forma
H(z) = '
0
+
K
X
k=1

'
0k
+ '
1k
z
 1
1 + 
1k
z
 1
+ 
2k
z
 2

(4.3)
donde para una seccion de primer orden '
1k
= 
2k
= 0.
La realizacion en celosa es ampliamente utilizada en procesado digital de la voz y
en la implementacion de ltrado adaptativo por sus caractersticas de estabilidad. La
realizacion de sistemas FIR (todo-ceros) en celosa se hace a partir de la etapa basica
representada en la Fig. 4.3.
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Figura 4.3: M -esima etapa de la realizacion de un sistema FIR en celosa.
Para esta etapa tenemos que las salidas son,
f
m
(n) = f
m 1
(n) +K
m
g
m 1
(n  1); (4.4)
g
m
(n) = K
m
f
m 1
(n) + g
m 1
(n  1): (4.5)
Los ejercicios 4 y 5 ilustran la obtencion de los coecientes de la celosa a partir de los
coecientes de la forma directa de un ltro FIR. Los ejercicios 6 y 14, inversamente,
muestran la obtencion de los coecientes de la forma directa a partir de los de celosa.
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Cualquier sistema todo-polos H(z) = 1=A(z) puede realizarse en celosa simplemente,
a partir de la realizacion en celosa del sistema FIR H
0
(z) = A(z), sin mas que
intercambiar la entrada con la salida, ejercicio 8. As, el calculo de los coecientes de
celosa, ejercicios 8 y 9, es similar al de los sistemas todo-ceros, pero utilizando una
etapa basica como la de la Fig. 4.4.
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Figura 4.4: Etapa basica de la celosa para un sistema IIR todo-polos.
En general, un sistema IIR utilizara la misma etapa basica que un sistema IIR todo-
polos, Fig. 4.4, pero en este caso la salida resulta de una combinacion lineal de las
secuencias g
i
(n), 8i 2 [0; N ]. Los ejercicios 10 a 14 muestran la obtencion de los
coecientes directos y de celosa para sistemas IIR.
4.1.2. Implementacion mediante espacio de estados
La descripcion de espacio de estados indica no solo la relacion entre las se~nales de entrada
y salida de un sistema, tambien relaciona la salida con un conjunto adicional de variables
denominadas variables de estado. Las ecuaciones matematicas que describen el espacio de
estados se dividen en dos partes:
1. Un conjunto de ecuaciones matematicas que relacionan las variables de estado con la
se~nal de entrada.
2. Un segundo conjunto de ecuaciones matematicas que relacionan las variables de estado
y la entrada actual con la se~nal de salida.
La utilizacion de variables de estado proporciona informacion sobre todas las se~nales in-
ternas del sistema. Como resultado, esta caracterizacion proporciona una descripcion mas
detallada de este.
Aunque nuestro estudio se reduce a sistemas LTI, la utilizacion de tecnicas de espacio
de estados proporciona un metodo potente y directo para tratar con sistemas de multiples
entradas y multiples salidas, sistemas no lineales e incluso variante temporales. Aunque no
hemos considerado tales sistemas en nuestro estudio, es en estos donde puede apreciarse la
verdadera potencia y belleza de la formulacion de espacio de estados.
Veamos algunos conceptos importantes:
Se dene el estado de un sistema en el instante n
0
como la cantidad de informacion
que se debe proporcionar en el instante n
0
, que junto con la se~nal de entrada x(n)
para n  n
0
, determinan unvocamente la salida del sistema para todo n  n
0
.
As, el sistema se divide en dos partes, una que contiene memoria y otra que no. La
salida actual se convierte entonces en una funcion del valor actual de la entrada y del
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estado actual, ejercicio 22. De esta forma, para determinar la salida en un momento
dado solo necesitamos el valor actual del estado y de la entrada. Como el valor actual
de la entrada esta disponible, solo se necesita un mecanismo para actualizar el estado
del sistema recursivamente.
El siguiente conjunto de ecuaciones proporciona la descripcion de espacio de estados
del sistema.
v(n+ 1) = Fv(n) + qx(n) (4.6)
y(n) = g
T
v(n) + dx(n) (4.7)
donde los elementos F, q, g y d son constantes para cada sistema (no cambian como
una funcion con ndice temporal) determinando un sistema L.I.T., ejercicios 22 a 25.
Por otra parte, v(n) es el vector de las variables de estado.
Un sistema discreto, caracterizado por una funcion de transferencia, puede ser realiza-
do de diferentes formas, cada una de ellas con una descripcion de espacios de estados
diferente. Sin embargo, diagramas de bloques en apariencia diferentes no tienen por-
que corresponder siempre a descripciones de espacios de estados diferentes, sino que
pueden corresponder a una misma descripcion de espacio de estados, ejercicio 26.
Para resolver las ecuaciones de espacio de estados, se plantea una solucion recursiva
que hace uso del hecho de que las ecuaciones de espacio de estados son un conjunto de
ecuaciones en diferencias de primer orden. En general, podemos determinar la salida
como
y(n) = g
T
F
n n
0
v(n
0
) +
n 1
X
k=n
0
g
T
F
n 1 k
qx(k) + dx(n): (4.8)
De aqu podemos obtener dos casos especiales. Primero la respuesta del sistema cuan-
do la entrada es cero
y
zi
(n) = g
T
F
n n
0
v(n
0
); (4.9)
por otro lado, la respuesta del sistema cuando el estado es cero
y
zs
(n) =
n 1
X
k=n
0
g
T
F
n 1 k
qx(k) + dx(n): (4.10)
La salida generica sera la suma de ambas
y(n) = y
zi
(n) + y
zs
(n): (4.11)
En particular, y
zi
(n) es un metodo excelente para el calculo analtico de la respuesta
impulsional del sistema, ejercicios 34, 35 y 38.
Para cualesquiera dos descripciones de espacio de estados correspondientes al mismo
sistema discreto, existira una transformacion de las matrices
^
F = PFP
 1
; q^ = Pq; g^
T
= g
T
P
 1
; (4.12)
dondeP es la matriz de transformacion. Como el numero de elecciones deP es innito,
podemos decir que hay tambien un numero innito de descripciones de espacio de
estados y, por tanto, de estructuras para realizar el mismo sistema, ejercicio 33.
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Una realizacion de espacio de estados mnima es la que posee como dimension del vec-
tor de estados v, o numero de variables de estado, la menor de todas las realizaciones
posibles.
Existen descripciones de espacios de estados que se corresponden con las estructuras
mas comunes:
 Las realizaciones de espacios de estados de tipos I y II corresponden a las formas
directas II, ejercicio 22, y la forma directa II traspuesta, ejercicio 23, respectiva-
mente.
 Como se podra observar, una de las descripciones de espacios de estados mas
importantes es la forma normal, correspondiente a la realizacion en paralelo del
sistema, ejercicios 27 a 29.
La formulacion de variables de estado nos permite representar el sistema median-
te un conjunto (habitualmente acoplado) de ecuaciones en diferencias de primer
orden. El desacoplo de las ecuaciones se puede lograr mediante una transforma-
cion lineal que se obtiene por medio del calculo de los autovalores y autovectores
del sistema.
La importancia de esta realizacion es que corresponde a la descripcion de espacio
de estados que diagonaliza el sistema.
 Una forma adicional muy empleada es la realizacion de espacio de estados de
forma acoplada de un sistema de segundo orden. Esta estructura se usa como
bloque constructivo en la implementacion de realizaciones en forma de cascada
para sistemas IIR, ejercicios 30 a 32.
La estructura traspuesta tambien puede obtenerse de forma sencilla mediante tecnicas
de espacios de estados, ejercicios 36 a 37.
Se estudiara el metodo de calculo de la funcion de transferencia a partir de la des-
cripcion de espacio de estados, ejercicios 39 y 41. Finalmente, los ejercicios 40 a 42
incluyen ejercicios completos de espacios de estados.
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4.2. Problemas resueltos
F F
1. Determine la realizacion en forma directa del ltro de fase lineal cuya respuesta
impulsional es
h(n) = f1
"
; 2; 4; 3; 4; 2; 1g
Resolucion:
En un sistema FIR, la respuesta impulsional dene la ecuacion en diferencias dado que
la respuesta impulsional de un FIR es identica a los coecientes fb
k
g de la realizacion
en forma directa, por lo que
y(n) = x(n) + 2x(n  1) + 4x(n  2) + 3x(n  3) + 4x(n  4) + 2x(n  5) + x(n  6):(4.13)
La respuesta del ltro FIR mediante una estructura directa es inmedianta y se repre-
senta en la Fig. 4.5.
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Figura 4.5: Realizacion en forma directa del sistema FIR del ejercicio 1.
Podemos observar que esta realizacion requiere M   1 posisiciones de memoria para
almacenar las M entradas anteriores y tiene complejidad equivalente a M multiplica-
ciones y M   1 sumas para calcular cada salida.
Sin embargo, dado que el caso que nos ocupa es un sistema FIR de fase lineal, es decir,
la respuesta impulsional satisface las condiciones de simetra o antisimetra, como se
vera en el Captulo de Filtros Digitales,
h(n) = h(M   1  n) (4.14)
donde el orden del sistema que nos ocupa es M = 7.
Podemos observar que el sistema es simetrico en cuanto que
h(0) = h(6);
h(1) = h(5);
h(2) = h(4);
h(3) = h(3): (4.15)
Para estos sistemas, dado que tenemos coecientes comunes, el numero de multipli-
caciones se reduce de M a M=2 para M par y a (M +1)=2 para M impar, por lo que
la estructura de la Fig. 4.6 sera la realizacion en forma directa que aprovecha esta
simetra de h(n). F F F
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Figura 4.6: Realizacion en forma directa del sistema FIR de fase lineal.
2. Obtenga el diagrama de bloques para la realizacion de muestreo en frecuencia de
un ltro FIR de fase lineal (h(n) simetrico) con M = 32 y cuyas muestras de la
respuesta en frecuencia son
H

2k
M

=
8
>
>
>
<
>
>
>
:
1; k = 0; 1
1=2; k = 2
0; k = 3; : : : ; 15
Resolucion:
Cuando los datos que caracterizan a un ltro FIR son valores de la respuesta en
frecuencia, en vez de los coecientes respuesta impulsional, podemos derivar inmedia-
tamente a partir de estos la estructura de muestreo en frecuencia, mediante la cual
podemos realizar el sistema e incluso, en muchos casos, podemos mejorar sensible-
mente los requerimientos computacionales respecto a la forma directa.
Para ello se nos da un conjunto de muestras en frecuencia equiespaciadas. En general
estas vendran dadas por
w
k
=
2k
M
; (4.16)
donde k = 0; 1; : : : ;
M 1
2
para M impar o k = 0; 1; : : : ;
M
2
  1 para M par.
Para obtener la respuesta en frecuencia tenemos
H(w) =
M 1
X
n=0
h(n)e
 jwn
: (4.17)
Sin embargo conocemos las muestras de la respuesta en frecuencia de nuestro sistema
H(k) =
M 1
X
n=0
h(n)e
 j2kn=M
; (4.18)
que se corresponde con la DFT de M puntos de fh(n)g. El calculo de h(n) es simple-
mente la IDFT de fH(k)g
h(n) =
1
M
M 1
X
k=0
H(k)e
j2kn=M
(4.19)
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que puede usarse para sustituir h(n) en la Ec. (4.18), por lo que tenemos
H(z) =
M 1
X
n=0
h(n)z
 n
=
M 1
X
n=0
"
1
M
M 1
X
k=0
H(k)e
j2kn=M
#
z
 n
(4.20)
que intercambiando el orden de los sumandos en (4.20) y sumando sobre el ndice n
queda
H(z) =
M 1
X
k=0
H(k)
"
1
M
M 1
X
n=0
(e
j2kn=M
z
 1
)
n
#
; (4.21)
con lo que
H(z) =
1  z
 M
M
M 1
X
k=0
H(k)
1  e
j2kn=M
z
 1
: (4.22)
Este ltro puede verse como una cascada de dos etapas, es decir, H(z) = H
1
(z)H
2
(z).
La primera de ellas es un ltro peine con funcion de trasferencia
H
1
(z) =
1
M
(1  z
 M
) (4.23)
cuyos ceros se localizan equiespaciados en la circunferencia de radio unidad
z
k
= e
j2k=M
; k = 0; 1; : : : ;M   1: (4.24)
Por otra parte, la segunda etapa posee la funcion de transferencia
H
2
(z) =
M 1
X
k=0
H(k)
1  e
j2kn=M
z
 1
: (4.25)
que consiste en un banco de ltros de polo unico en paralelo, con polos en
p
k
= e
j2k=M
; k = 0; 1; : : : ;M   1: (4.26)
Notese que las localizaciones de los polos son identicas a las de los ceros y ambas
ocurren en w
k
= 2k=M para k = 0; 1; : : : ;M   1, que son las frecuencias en las que
tenemos especicados las respuesta en frecuencia. Cabe remarcar que, en general, los
valores fH(k)g son valores complejos pues especican los requerimientos de modulo
y fase del sistema.
La realizacion de la cascada H(z) = H
1
(z)H
2
(z) se representa en la Fig. 4.7. Notese
que el banco de ltros H
2
(z) no posee 32 etapas en paralelo sino solamente 5, aquellas
que se corresponden a H(0), H(1), H(2), H(30) y H(31), que son los unicos valores
especicados que no son cero. Notese que en la etapa correspondiente a H(0) = 1 el
ltro no requiere multiplicaciones. De la misma forma se obtiene H(1) = H(M  1) =
1.
Este tipo de realizacion sera tanto mas aconsejable cuanto mayor sea la aproximacion
de la respuesta en frecuencia a un sistema de banda estrecha. En particular la Fig.
4.8 describe el mismo sistema realizado en forma directa considerando la simetra
de la respuesta impulsional. Analizando los requerimientos de ambas realizaciones,
llegamos a los resultados de la Tabla 4.1.
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Figura 4.7: Realizacion de muestreo en frecuencia.
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Figura 4.8: Realizacion en forma directa aprovechando la simetra de los coecientes.
Sin embargo, a pesar de la simplicacion, algunos coecientes de la realizacion de
muestreo en frecuencia son complejos y la complejidad de un producto complejo es
superior a la del producto real. No obstante, la estructura de muestreo en frecuencia
puede ser simplicada aun mas explotando la simetra de H(k), es decir
H(k) = H

(M   k): (4.27)
Como el ltro es simetrico, explotamos la simetra para transformar los productos en
reales. Para ello, combinamos pares de ltros con polos complejos conjugados para
formar ltros de dos polos con parametros reales. As, la funcion de transferencia
H
2
(z) se reduce a
H
2
(z) =
H(0)
1  z
 1
+
(M 1)=2
X
k=1
A(k) +B(k)z
 1
1  2cos(2k=M)z
 1
+ z
 2
; M impar (4.28)
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Tabla 4.1: Requerimientos
Forma Directa Forma Muestreo en frecuencia
Multiplicaciones 16 8
Sumas 31 10
y
H
2
(z) =
H(0)
1  z
 1
+
H(M=2)
1 + z
 1
+
(M=2) 1
X
k=1
A(k) +B(k)z
 1
1  2cos(2k=M)z
 1
+ z
 2
; M par (4.29)
donde
A(k) = H(k) +H(M   k)
B(k) = H(k)e
 j2k=M
+H(M   k)e
j2k=M
: (4.30)
Por lo tanto, obtenemos nalmente la realizacion de muestreo en frecuencia de la Fig.
4.9

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Figura 4.9: Realizacion de muestreo en frecuencia con coecientes reales.
Como podemos ver, la complejidad computacional es similar a la realizacion anterior
con productos complejos, pero ahora todos los productos son reales. Cabe remarcar
que esta realizacion es computacionalmente mas ecientes que la realizacion en forma
directa. No obstante, esta realizacion solo sera tolerable con gran precision aritmetica,
ya que una precision deciente puede sacar los polos fuera de la circunferencia de radio
unidad y desestabilizar el sistema. F F
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3. Se pretende aplicar un ltrado y amplicacion con ganancia 2 entre 48 y 54 kHz. La
se~nal se muestrea a 186 kHz. Obtenga un conjunto de 31 muestras de la respuesta en
frecuencia buscada y dibuje el diagrama de bloques para la realizacion de muestreo
en frecuencia.
Resolucion:
En primer lugar hemos de buscar el conjunto de 31 muestras que especiquen la
respuesta en frecuencia buscada. Para ello la Fig. 4.10 representa el intervalo de
frecuencias en el que se encuentra la banda pasante requerida. Como puede verse,
dado que se han de tomar 31 muestras del intervalo de 186 kHz., el intervalo [0; f
m
]
se divide en subintervalos de 6 kHz.
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Figura 4.10: Representacion del muestreo en frecuencia.
En nuestro caso, dado que se pretende un pasa{banda entre 48 y 54 kHz, tenemos
que
H

2k
32

=
8
>
>
>
<
>
>
>
:
0; k = 0; 1; : : : ; 7
2; k = 8; 9
0; k = 10; 11; : : : ; 15
(4.31)
Como vemos, los valores del muestreo en frecuencia distintos de cero son las muestras
8 y 9 que corresponden a las frecuencias 48 kHz y 54 kHz, pero ademas, las muestras
23 y 24 dada la simetra
H(k) = H

(M   k); (4.32)
porque la respuesta en frecuencia debe ser una funcion real. Podemos observar que el
conjunto de muestras en frecuencia es el de un sistema de banda estrecha, lo cual im-
plica una realizacion eciente computacionalmente segun una estructura de muestreo
en frecuencia.
Para obtener la realizacion en cuestion, partimos de M par y aplicamos la Ec. (4.29)
cuya obtencion se describio en el ejercicio anterior. Sabemos que H(z) = H
1
(z)H
2
(z).
Esta realizacion esta formada por una cascada de un ltro peine (todo{ceros) y una
realizacion en paralelo de ltros todo{polos donde
H
1
(z) =
1
M
(1  z
 M
) (4.33)
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H
2
(z) =
H(0)
1  z
 1
+
H(M=2)
1 + z
 1
+
(M=2) 1
X
k=1
A(k) +B(k)z
 1
1  2cos(2k=M)z
 1
+ z
 2
; M par (4.34)
De esta forma, el diagrama de bloques de la realizacion de muestreo en frecuencia
queda como se representa en la Fig. 4.11, donde, como vemos, desaparecen los terminos
que tengan coecientes fH(k)g de ganancia nula. Los coecientes fH(k)g distintos
de cero (para k=8, 9) y sus pares H(M  k) correspondientes se agrupan para formar
dos secciones de segundo orden con coecientes reales. Los coecientes A(8) y A(9)
se calculan mediante la ecuacion (4.30). Esta realizacion requiere un total de siete
multiplicaciones y ocho sumas.
Si estos valores se comparan frente a las 16 multiplicaciones y 31 sumas de la realiza-
cion directa, aprovechando la simetra del sistema, comprobamos la mayor eciencia
computacional de la realizacion de muestreo en frecuencia.
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Figura 4.11: Realizacion de muestreo en frecuencia del ltro propuesto.
F F F
4. Obtener los coecientes de la celosa correspondiente al ltro FIR con funcion de
transferencia
A(z) = 1 +
3
4
z
 1
+
1
2
z
 2
+
1
4
z
 3
Resolucion:
La estructura en celosa se usa ampliamente en procesado digital de la voz y en la
realizacion de ltros adaptativos. Un sistema en celosa presenta una serie de etapas
en cascada como la representada en la Fig. 4.12(b), donde el ltro describe el conjunto
de ecuaciones siguiente
F
0
(z) = G
0
(z) = X(z) (4.35)
F
m
(z) = F
m 1
(z) +K
m
z
 1
G
m 1
(z); m = 1; 2; : : : ;M   1 (4.36)
G
m
(z) = K
m
F
m 1
(z) + z
 1
G
m 1
(z); m = 1; 2; : : : ;M   1 (4.37)
donde K
m
es el parametro de celosa de la etapa m-esima, tambien denominados
coecientes de reexion por ser identicos a los coecientes de reexion introducidos
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en el test de estabilidad de Schur{Cohn. Las ecuaciones (4.36) y (4.37) describen el
comportamiento de la etapa m-esima, donde las entradas son F
m 1
(z) y G
m 1
(z),
proporcionando las salidas F
m
(z) y G
m
(z). En conjunto, las ecuaciones (4.35) a (4.37)
son un conjunto de ecuaciones recursivas que describen el ltro en celosa. Como
vemos, Fig. 4.12(a), en la primera etapa, la entrada x(n) esta conectada a f
0
(n) y
g
0
(n), y la salida f(n) de la ultima etapa se considera la salida del ltro.
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Figura 4.12: (a) Filtro en celosa de M   1 etapas y (b) estructura de cada etapa.
Dado que el sistema tiene dos salidas, F
M
(z) y G
M
(z), y una unica entrada, X(z),
podemos diferenciar dos funciones de transferencia:
A
M
(z) =
F
M
(z)
X(z)
=
F
M
(z)
F
0
(z)
(4.38)
B(z) =
G
M
(z)
X(z)
=
G
M
(z)
G
0
(z)
(4.39)
por lo que dividiendo las ecuaciones (4.35) a (4.37) por X(z), tenemos
A
0
(z) = B
0
(z) = 1 (4.40)
A
m
(z) = A
m 1
(z) +K
m
z
 1
B
m 1
(z); m = 1; 2; : : : ;M   1 (4.41)
B
m
(z) = K
m
A
m 1
(z) + z
 1
B
m 1
(z); m = 1; 2; : : : ;M   1 (4.42)
Como partimos de los coecientes del ltro FIR para la realizacion en forma directa,
tenemos el polinomio A(z) que es:
A
3
(z) = 1 +
3
4
z
 1
+
1
2
z
 2
+
1
4
z
 3
= 
3
(0) + 
3
(1)z
 1
+ 
3
(2)z
 2
+ 
3
(3)z
 3
(4.43)
Ademas, sabemos que los coecientes del ltro de salida B(z) son inversos a los de
A(z) por lo que
B
3
(z) = 
3
(0) + 
3
(1)z
 1
+ 
3
(2)z
 2
+ 
3
(3)z
 3
=
1
4
+
1
2
z
 1
+
3
4
z
 2
+ z
 3
(4.44)
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y por tanto

3
(0) = 
3
(3);

3
(1) = 
3
(2);

3
(2) = 
3
(1);

3
(3) = 
3
(0): (4.45)
Deseamos determinar los correspondientes parametros del ltro de celosa fK
i
g. Para
ello sabemos que K
i
= 
i
(i). Dado que el grado del polinomio A(z) es tres, tendremos
una celosa de tres etapas, de la cual podremos obtener inmediantamente el parametro
K
3
= 
3
(3) = 1=4:
Para obtener el parametro K
2
necesitaremos el polinomio A
2
(z). La relacion recursiva
general se determina facilmente a partir de las ecuaciones (4.41) y (4.42), donde
A
m
(z) = A
m 1
(z) +K
m
z
 1
B
m 1
(z) = A
m 1
(z) +K
m
[B
m
(z) K
m
A
m 1
(z)];(4.46)
donde si conocemos K
m
, B
m
y A(z) podemos resolver A
m 1
(z):
A
m 1
(z) =
A
m
(z) K
m
B
m
(z)
1 K
2
m
(4.47)
la cual es precisamente la recursion descendente usada en el Test de estabilidad de
Schur{Cohn.
Mediante la recursion descendiente (4.47), con m = 3, se obtiene
A
2
(z) =
A
3
(z) K
3
B
3
(z)
1 K
2
3
= 1 +
2
3
z
 1
+
1
3
z
 2
; (4.48)
por lo que K
2
= 
2
(2) = 1=3 y B
2
(z) =
1
3
+
2
3
z
 1
+ z
 2
. Al repetir la recursion
descendente, obtenemos
A
1
(z) =
A
2
(z) K
2
B
2
(z)
1 K
2
2
= 1 +
1
2
z
 1
; (4.49)
por lo que nalmente K
1
= 
1
(1) = 1=2 con lo que los coecientes de la estructura
celosa resultan
K
1
= 1=2; K
2
= 1=3; K
3
= 1=4: (4.50)
La estructura en celosa del sistema FIR propuesto es la representada en la Fig. 4.13.
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Figura 4.13: Realizacion en celosa del sistema FIR propuesto.
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5. Obtenga los coecientes de reexion correspondientes al ltro FIR con funcion de
transferencia
H(z) = 2 
7
2
z
 1
  z
 2
Resolucion:
Para aplicar la recursion descendente mediante la que se obtendran los coecientes
en celosa, tambien denominados coecientes de reexion, el coeciente 
m
(0) debe
denirse como 1 por conveniencia matematica, luego tomaremos
H(z) = 2 H
0
(z) (4.51)
con
H
0
(z) = 1 
7
4
z
 1
 
1
2
z
 2
: (4.52)
As, obtendremos los coecientes en celosa de H
0
(z) y aplicaremos un factor de ga-
nancia 2 a la salida de la estructura resultante.
Otra peculiaridad que debe tenerse en cuenta es que caso de que 
2
(0) hubiera sido 1,
nos hubieramos encontrado con K
2
=  1 = 
2
(2). Ha de tenerse presente que siempre
que un parametro de celosa es jK
m
j = 1 es una indicacion de que el polinomio
A
m 1
(z) tiene una raz en la circunferencia de radio unidad. As, siempre que se
obtiene un parametro de celosa jK
m
j = 1 se rompe la ecuacion recursiva y no se
podra seguir la recursividad descedente. En estos caso, dicha raz puede ser factorizada
y extraida de A
m 1
(z), continuando el proceso iterativo para el sistema de orden
reducido.
Siguiendo con el caso que nos ocupa, dado H
0
(z) tenemos que los polinomios A
2
(z) y
B
2
(z) se denen como
A
2
(z) = H
0
(z) = 1 
7
4
z
 1
 
1
2
z
 2
(4.53)
B
2
(z) =  
1
2
 
7
4
z
 1
+ z
 2
: (4.54)
Por tanto, K
2
= 
2
(2) =  1=2. Siguiendo con la ecuacion recursiva descendente
tenemos que
A
1
(z) =
A
2
(z) K
2
B
2
(z)
1 K
2
2
=
(1 
7
4
z
 1
 
1
2
z
 2
) +
1
2
( 
1
2
 
7
4
z
 1
+ z
 2
)
1 
1
4
= 1 
7
2
z
 1
(4.55)
y por lo tanto K
1
=  7=2. La representacion nal del diagrama de bloques de H(z)
segun una estructura de celosa se representa en la Fig. 4.14. Cabe remarcar en esta
realizacion el factor de ganancia dos de la salida del mismo.
6. Considere el ltro FIR dado por los siguientes coecientes en celosa:
K
1
=
2
3
;K
2
=
1
4
;K
3
=
1
3
a) Obtenga la estructura equivalente en forma directa.
b) Determine todos los ltros FIR especicados por los parametros anteriores.
Resolucion:
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Figura 4.14: Realizacion en celosa resultante.
a) Los coecientes del ltro FIR en forma directa f
m
(k)g se pueden obtener a
partir de los coecientes de la celosa fK
i
g usando las expresiones
A
0
(z) = B
0
(z) = 1 (4.56)
A
m
(z) = A
m 1
(z) +K
m
z
 1
B
m 1
(z); m = 1; 2; : : : ;M   1 (4.57)
B
m
(z) = z
 m
A
m
(z
 1
); m = 1; 2; : : : ;M   1 (4.58)
Las Ecs. (4.56) y (4.57) son equivalentes a las Ecs. (4.40) y (4.41). La Ec. (4.58)
establece que el polinomio B(z) es el que posee identicos coecientes que A
m
(z)
pero en orden inverso.
Dado que partimos de los coecientes de celosa, la solucion se obtendra reali-
zando una recursion ascendente empezando para m = 1 hasta obtener A
3
(z).
As, tenemos que
A
1
(z) = A
0
(z) +K
1
z
 1
B
0
(z) = 1 +
2
3
z
 1
: (4.59)
Como B(z) es el polinomio inverso de A
m
(z), tenemos que
B
1
(z) =
2
3
+ z
 1
: (4.60)
A continuacion a~nadimos la segunda etapa a la celosa realizando una recursion
ascendente para m = 2. Esto produce
A
2
(z) = A
1
(z) +K
2
z
 1
B
1
(z) = 1 +
10
12
z
 1
+
1
4
z
 2
: (4.61)
Por lo tanto B
2
(z) sera el polinomio inverso de A
2
(z):
B
2
(z) =
1
4
+
10
12
z
 1
+ z
 2
: (4.62)
Finalmente, la adicion de la tercera etapa a la celosa resulta en una ultima
recursion para m = 3, con lo que
H(z) = A
3
(z) = A
2
(z) +K
3
z
 1
B
2
(z) = 1 +
11
12
z
 1
+
19
36
z
 2
+
1
3
z
 3
: (4.63)
La representacion equivalente a la forma directa, derivada de H(z), se indica en
la Fig. 4.15.
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Figura 4.15: Realizacion en forma directa.
b) Notese que la celosa con parametrosK
1
;K
2
; : : : ;K
p
se corresponde con una clase
de p-ltros FIR en forma directa con funciones de transferenciaA
1
(z); A
2
(z); : : : ; A
p
(z).
Cabe destacar que la caracterizacion de p ltros FIR en forma directa requiere
(p + 1)p=2 coecientes del ltro. En contraste, la caracterizacion en forma de
celosa requiere solo p coecientes de reexion fK
i
g.
La razon por la que la celosa proporciona una representacion mas compacta para
esta clase de p ltros FIR, es que a~nadiendo una etapa p-esima a una celosa de
p   1 etapas se incrementa la longitud del ltro sin alterar los parametros de
las etapas previas El ltro A
p
(z) resultante poseera coecientes en forma directa
totalmente diferentes de los del ltro FIR de menor orden dado por A
p 1
(z).
En nuestro caso, la clase de ltros que los parametros K
1
;K
2
;K
3
producen son
A
1
(z) = 1 +
2
3
z
 1
(4.64)
A
2
(z) = 1 +
10
12
z
 1
+
1
4
z
 2
(4.65)
A
3
(z) = 1 +
11
12
z
 1
+
19
36
z
 2
+
1
3
z
 3
(4.66)
sin mencionar sus polinomios inversos, dados por B
1
(z), B
3
(z) y B
3
(z).
7. Determine la respuesta impulsional de un ltro FIR en celosa con parametros
K
1
=
2
3
;K
2
=
1
3
;K
3
=
1
6
Resolucion:
En un ltro FIR, los coecientes en forma directa equivalen a la respuesta impulsional
nita del mismo. Por lo tanto, hemos de utilizar las recursiones ascendentes de la
expresion,
A
m
(z) = A
m 1
(z) +K
m
z
 1
B
m 1
(z); m = 1; 2; : : : ;M   1 (4.67)
con A
0
(z) = B
0
(z) = 1, para obtener los coecientes de la estructura en forma directa
y, por tanto, la respuesta impulsional pedida. As, tenemos que
A
1
(z) = A
0
(z) +K
1
z
 1
B
0
(z) = 1 +
2
3
z
 1
(4.68)
y como B
1
(z) es el polinomio inverso de A
1
(z), queda
B
1
(z) =
2
3
+ z
 1
: (4.69)
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A continuacion, a~nadiremos la segunda etapa a la celosa, realizando una recursion
ascendente para m = 2. Esto produce
A
2
(z) = A
1
(z) +K
2
z
 1
B
1
(z) = 1 +
8
9
z
 1
+
1
3
z
 2
: (4.70)
Por lo tanto B
2
(z) sera el polinomio inverso de A
2
(z):
B
2
(z) =
1
3
+
8
9
z
 1
+ z
 2
: (4.71)
Finalmente, la adicion de la tercera etapa a la celosa resulta en una ultima recursion
para m = 3, con lo que
H(z) = A
3
(z) = A
2
(z) +K
3
z
 1
B
2
(z) = 1 +
17
18
z
 1
+
13
27
z
 2
+
1
6
z
 3
; (4.72)
por lo que la respuesta impulsional es
h(n) =

1
"
;
17
18
;
13
27
;
1
6

: (4.73)
F F
8. Determine el procedimiento de obtencion de la estructura en celosa de los sistemas
IIR todo{polos a partir de las estructuras en celosa de sistemas FIR.
Resolucion:
Dada la estructura en celosa de un sistema FIR de orden N , Fig. 4.12, con fun-
cion de transferencia A
N
(z), si intercambiamos los papeles de la entrada y la salida,
como ilustra la Fig. 4.16, el nuevo sistema describe un sistema IIR con funcion de
transferencia
H(z) =
1
A
N
(z)
: (4.74)
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Figura 4.16: Estructura en celosa para un sistema IIR todo{polos.
La funcion de transferencia, pues, del sistema IIR todo{polos es
H
a
(z) =
Y (z)
X(z)
=
F
0
(z)
F
m
(z)
=
1
A
m
(z)
: (4.75)
Por otro lado, la salida g
N
(n) (Fig. 4.16) representa una combinacion lineal de las
salidas
H
b
(z) =
G
m
(z)
Y (z)
=
G
m
(z)
G
0
(z)
= B
m
(z) = z
 m
A
m
(z
 1
): (4.76)
Es decir, la funcion de transferencia B
m
(z), tomando como entrada la salida Y (z), y
la salida G
m
(z), es un sistema FIR que se caracteriza por ser el polinomio inverso de
A
m
(z), por lo que los coecientes son identicos a los de A
m
(z) salvo que ocurren en
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orden inverso. Esto supone una trayectoria todo{ceros que tiene comienzo en g
0
(n) y
salida en g
N
(n). Se dice que B
m
(z) es la funcion de transferencia hacia atras porque
proporciona una trayectoria hacia atras en la estructura todo{polos.
De esto se desprende que las estructuras IIR en celosa estaran caracterizadas por los
mismos coecientes de reexion K
1
; : : : ;K
N
.

Estas se diferencian de las FIR simple-
mente por la interconexion de sus diagramas de bloques. De aqu que para obtener los
parametros de celosa fK
i
g de un sistema todo{polos
1
A
N
(z)
se obtengan los parametros
de celosa del sistema todo ceros A
N
(z), que coincide con los del sistema todo{polos
1
A
N
(z)
aunque, como puede observarse en la Fig. 4.16, se presentan en orden inverso.
Cabe destacar que los parametros de celosa fK
i
g coinciden con los coecientes de
reexion del test de estabilidad de Schur{Cohn que arma que \el polinomio A
N
(z)
tiene todas sus races dentro de la circunferencia de radio unidad si y solo si los
coecientes de K
m
satisfacen la condicion jK
m
j < 1, 8m = 1; : : : ; N ." As, si todos
los parametros de celosa son menores que 1 en modulo, todos los polos de A
N
(z)
se encuentran dentro de la circunferencia de radio unidad en el plano Z, siendo la
condicion necesaria y suciente para que el sistema sea estable.
En aplicaciones practicas, la estructura todo{polos en celosa se usa para modelar el
tracto vocal humano y la estraticacion de la tierra. En esta ultima, los parametros
de celosa equivalen a los coecientes de reexion del medio fsico. Esto es por lo que
estos parametros tambien son denominados \coecientes de reexion". Notese que los
coecientes de reexion en estas aplicaciones son menores que la unidad.
9. Obtener la estructura en celosa equivalente al sistema
H(z) =
1
1 +
5
6
z
 1
+
2
3
z
 2
+
1
2
z
 3
Analice la estabilidad del sistema.
Resolucion:
Considerando la funcion de transferencia
H(z) =
1
A
3
(z)
(4.77)
se obtendran los coecientes de celosa del sistema FIR todo{ceros siguiente
A
3
(z) = 1 +
5
6
z
 1
+
2
3
z
 2
+
1
2
z
 3
: (4.78)
Los coecientes obtenidos para A
3
(z) coinciden con los del sistema todo-polos H(z) =
1
A
3
(z)
. La diferencia estriba en la interconexion del diagrama de bloques de la estruc-
tura.
En primer lugar, se calculan los coecientes en celosa fK
i
g utilizando la recursion
descendente dada por la ecuacion
A
m 1
(z) =
A
m
(z) K
m
B
m
(z)
1 K
2
m
(4.79)
que es precisamente la recursion descendente usada en el Test de estabilidad de Schur{
Cohn.
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Para m = 3, sabemos que
B
3
(z) =
1
2
+
2
3
z
 1
+
5
6
z
 2
+ z
 3
(4.80)
y conocemos el parametro de celosa K
3
, ya que
K
3
= 
3
(3) =
1
2
: (4.81)
Para m = 2 tenemos
A
2
(z) =
A
3
(z) K
3
B
3
(z)
1 K
2
3
= 1 +
2
3
z
 1
+
1
3
z
 2
; (4.82)
por lo que K
2
= 
2
(2) = 1=3 y B
2
(z) = 1=3 + 2=3z
 1
+ z
 2
.
Al repetir la recursion descendente, obtenemos
A
1
(z) =
A
2
(z) K
2
B
2
(z)
1 K
2
2
= 1 +
1
2
z
 1
(4.83)
con lo que obtenemos el ultimo coecientes de celosa

1
(1) =
1
2
= K
1
: (4.84)
El sistema todo{polos H(z) presentara coecientes de celosa K
1
= 1=2, K
2
= 1=3,
K
3
= 1=2. Se cumple que jK
m
j < 1 m = 1; 2; 3 y, en consecuencia, podemos armar
que el sistema es estable. F F F
10. Determine el procedimiento de obtencion de la estructura en celosa para los sistemas
IIR genericos.
Resolucion:
El procedimiento para encontrar los parametros en celosa del sistema IIR todo{polos
se describio en el ejercicio 8. La celosa todo polos es el bloque basico a partir del
cual construir estructuras de tipo celosa conteniendo polos y ceros. consideremos un
sistema IIR cuya funcion de transferencia sea
H(z) =
P
M
k=0
c
m
(k)z
 k
1 +
P
N
k=1
a
N
(k)z
 k
=
C
M
(z)
A
N
(z)
: (4.85)
Sin perdida de generalidad podemos asumir que M  N . Para construir un sistema
IIR utilizamos el procedimiento descrito en el ejercicio 8. As, mediante el polinomio
A
N
(z), se calculan los coecientes de celosa, que coinciden con los del sistema todo{
polos
1
A
N
(z)
.
A continuacion, se toma la celosa todo{polos como el bloque basico de construccion.
De la forma IIR directa II se puede observar que la salida del sistema todo{ceros es
una combinacion lineal de salidas retardadas del sistema todo{polos. En este sentido,
podemos observar que la funcion de transferencia B
m
(z)
H
G
(z) =
G
m
(z)
Y (z)
= B
m
(z) (4.86)
es una combinacion lineal de salidas presentes y pasadas, por lo que a~nadiremos una
parte \escalonada" a la celosa tomando como salida una combinacion lineal de B
m
(z).
As, la estructura en celosa escalonada queda como la representada en la Fig. 4.17.
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Figura 4.17: Estructura en celosa escalonada.
La funcion de transferencia correspondiente a la Fig. 4.17 quedara
H(z) =
Y (z)
X(z)
=
M
X
m=0
v
m
B
m
(z)
A
N
(z)
=
P
M
m=0
v
m
B
m
(z)
A
N
(z)
=
C
M
(z)
A
N
(z)
; (4.87)
con
C
M
(z) =
M
X
m=0
v
m
B
m
(z): (4.88)
Si bien mediante el polinomio del denominador A
N
(z) se determinan los parame-
tros de la celosa, fK
m
g, por medio de las relaciones recursivas descendentes, dichas
recursiones tambien obtienen, como resultados intermedios, los polinomios B
m
(z) pa-
ra m = 1; 2; : : : ; N . Estos seran utilizados ahora para determinar los coecientes de
ponderacion fv
n
g, es decir, los parametros de la escalera.
Los parametros de la escalera se pueden expresar como
C
m
(z) =
M 1
X
k=0
v
k
B
k
(z) + v
m
B
m
(z) = C
m 1
(z) + v
m
B
m
(z); (4.89)
por lo que, utilizando la ecuacion recursiva descendente en m (m =M;M   1; : : : ; 2),
obtendremos los coecientes C
m
(m) = v
m
para m = 0; 1; 2; : : : ;M , es decir, los
parametros de la escalera. Reescribiendo, la ecuacion recursiva queda nalmente como
C
m 1
(z) = C
m
(z)  v
m
B
m
(z): (4.90)
Cabe destacar que el numero de multiplicadores requerido por la estructura en ce-
losa escalonada no es el mnimo aunque s la cantidad de memoria requerida para
implementar los retardos.
Las estructuras de celosa poseen un buen numero de caractersticas deseables co-
mo modularidad, estabilidad inherente a los coecientes fK
i
g y robustez frente a los
efectos de palabra de longitud nita, que hacen estas estructuras atractivas en mul-
titud de aplicaciones practicas, entre las cuales destacan procesado de voz y ltrado
adaptativo.
11. Considere un sistema IIR causal con funcion de transferencia
H(z) =
1 +
1
2
z
 1
+ 2z
 2
1 +
53
36
z
 1
+
13
12
z
 2
+
1
3
z
 3
a) Determine la estructura equivalente en celosa escalonada.
b) Compruebe si el sistema es estable.
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Resolucion:
a) Denominemos C
2
(z) y A
3
(z) a los polinomios del numerador y denominador de
H(z)
H(z) =
C
2
(z)
A
3
(z)
: (4.91)
Para obtener los parametros en celosa del sistema IIR, dividimos el problema
en obtener los coecientes de celosa del sistema todo polos 1=A
3
(z) que se to-
mara como bloque basico de construccion, dado que el sistema todo{ceros es
una combinacion lineal de salidas retardadas del sistema todo{polos, las funcio-
nes B
m
(z).
En primer lugar, pues, debemos calcular los coecientes de celosa de
H
0
(z) =
1
A
3
(z)
=
1
1 +
53
36
z
 1
+
13
12
z
 2
+
1
3
z
 3
: (4.92)
Sin embargo, estos coinciden con los del sistema todo{ceros A
3
(z). Para la ob-
tencion de los coecientes de celosa, se procede de la misma forma que en el
ejercicio 9, obteniendo los coecientes de celosa
K
1
= 3=4; K
2
= 2=3; K
3
= 1=3; (4.93)
y la funciones intermediasB
m
(z), que seran usadas para el calculo de los parame-
tros escalera, v
m
(z). Estas son
B
3
(z) =
1
3
+
13
12
z
 1
+
53
36
z
 2
+ z
 3
; (4.94)
B
2
(z) =
2
3
+
5
4
z
 1
+ z
 2
(4.95)
y
B
1
(z) =
3
4
+ z
 1
: (4.96)
Ahora podemos calcular los parametros de la escalera mediante la ecuacion re-
cursiva descendente
C
m 1
(z) = C
m
(z)  v
m
B
m
(z): (4.97)
sabiendo que C
m
(m) = v
m
. De C
2
(z) tenemos que
C
2
(2) = 2 = v
2
: (4.98)
Con este parametro y las funciones C
2
(z) y B
2
(z) podemos realizar una recursion
descendente
C
1
(z) = (1 +
1
2
z
 1
+ 2z
 1
)  2(
2
3
+
5
4
z
 1
+ z
 2
) =  
1
3
  2z
 1
; (4.99)
de donde se desprende que C
1
(1) =  2 = v
1
. Continuando la recursion descen-
dente una vez mas, se obtiene
C
0
(z) =

 
1
3
  2z
 1

+ 2

3
4
+ z
 1

=
7
6
(4.100)
con lo que nalmente v
0
= c
0
(0) =
7
6
. La estructura en celosa del sistema H(z)
viene representada en la Fig. 4.18.
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Figura 4.18: Realizacion en celosa escalonada.
b) Para estudiar la estabilidad del sistema H(z), solo se utilizan los parametros de
celosa fK
m
g. Los parametros de celosa determinan los polos del sistema. Los
parametros de escalera, si bien se calculan para unos coecientes fK
m
g dados,
solo afectan a la posicion de los ceros. Por ello, el analisis de la estabilidad del
sistema se basa unicamente en los parametros de celosa.
Dado que K
1
= 3=4, K
2
= 2=3 y K
3
= 1=3, se cumple el test de estabilidad
de Schur{Cohn (jK
m
j < 1, 8m=1, 2, 3) y podemos armar que el sistema es
estable.
12. Determine el diagrama de bloques de la estructura en celosa escalonada para el
sistema denido por
H(z) =
1
2
 
1
2
z
 2
+ z
 3
1 
1
2
z
 1
+
1
2
z
 3
:
Resolucion:
Para empezar, denominaremos B
3
(z) y A
3
(z) a los polinomios del numerador y de-
nominador de la funcion de transferencia
H(z) =
B
3
(z)
A
3
(z)
: (4.101)
Para determinar la realizacion en celosa escalonada necesitaremos los parametros de
celosa fK
m
g y los parametros de escalera fv
m
g. Los parametros de celosa son los
primeros en calcularse y para ello se utiliza la coincidencia de estos con los del sistema
todo{ceros A
3
(z).
Por ello, comenzaremos calculando fK
m
g mediante las ecuaciones recursivas descen-
dentes del tipo
A
m 1
(z) =
A
m
(z) K
m
B
m
(z)
1 K
2
m
; 
m
(m) = K
m
: (4.102)
En primer lugar tenemos
K
3
= 
3
(3) =
1
2
; (4.103)
A
3
(z) = 1 
1
2
z
 1
+
1
2
z
 3
(4.104)
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y
B
3
(z) =
1
2
 
1
2
z
 2
+ z
 3
(4.105)
con lo que
A
2
(z) =
A
3
(z) K
3
B
3
(z)
1 K
2
3
= 1 
2
3
z
 1
+
1
3
z
 2
(4.106)
de donde resulta
K
2
= 
2
(2) =
1
3
(4.107)
B
2
(z) =
1
3
 
2
3
z
 1
+ z
 2
: (4.108)
Iterando para m = 2, tenemos
A
1
(z) =
A
2
(z) K
2
B
2
(z)
1 K
2
2
= 1 
1
2
z
 1
(4.109)
con lo que resulta
K
1
= 
1
(1) =  
1
2
(4.110)
y
B
1
(z) =  
1
2
+ z
 1
: (4.111)
Ahora podemos calcular los parametros de escalera mediante la ecuacion recursiva
descendente
C
m 1
(z) = C
m
(z)  v
m
B
m
(z); v
m
= c
m
(m): (4.112)
Como vemos, hemos dejado para el nal el calculo de los parametros de escalera ya
que el calculo de estos se basa en las funciones de transferencia hacia atras B
m
(z)
obtenidos durante el calculo de los parametros en celosa.
Inicialmente tenemos que
v
3
= c
3
(3) = 1: (4.113)
Para el calculo de C
2
(z), jemonos en que C
3
(z) = B
3
(z), esto redunda en que
C
2
(z) = C
3
(z)   1  B
3
(z) = C
3
(z) B
3
(z) = 0 (4.114)
por lo cual
C
2
(2) = 0 = v
2
(4.115)
y cualquier otro parametro posterior de escalera sera cero:
c
1
(1) = 0 = v
1
; c
0
(0) = 0 = v
0
: (4.116)
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El diagrama de bloques resultante para la estructura en celosa escalonada se repre-
senta en la Fig. 4.19. Notese como la salida del sistema todo polos es la salida g
3
(n),
es decir, la salida de la funcion de transferencia hacia atras. Esto es logico porque, por
un lado, la variable f
0
(n) presenta una funcion de transferencia 1=A
3
(z) con respecto
a la entrada, mientras que la funcion de transferencia hacia atras esta relacionada con
A
3
(z) segun
B
3
(z) = z
 3
A
3
(z
 1
) (4.117)
o lo que es lo mismo, B
3
(z) es el polinomio inverso de A
3
(z). Por otro lado, el sistema
todo{ceros es una combinacion lineal de las funciones B
m
(z). Notese que B
3
(z) es
exactamente C
3
(z), por lo que no hace falta tomar combinacion lineal de los B
m
(z)
para formar C
3
(z) y, por ello, v
3
= 1 y el resto es cero:
c
3
(3) = 1 = v
3
; c
2
(2) = 0 = v
2
; c
1
(1) = 0 = v
1
; c
0
(0) = 0 = v
0
: (4.118)
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Figura 4.19: Realizacion en celosa escalonada del sistema propuesto.
13. Describa la obtencion de la realizacion de un sistema IIR en forma directa II a partir
de la realizacion en forma directa I.
Resolucion:
La expresion de la estructura de un sistema IIR en forma directa I (Fig. 4.20) es la
realizacion inmediata que intuitivamente se obtiene de la ecuacion en diferencias
y(n) =
M
X
k=0
b
k
x(n  k) 
N
X
k=1
a
k
y(n  k): (4.119)
De hecho, la funcion de transferencia H(z) de un sistema IIR puede verse como dos
sistemas en cascada
H(z) =
P
M
k=0
b
k
z
 k
1 +
P
N
k=0
a
k
z
 k
= H
1
(z) H
2
(z) (4.120)
donde
H
1
(z) =
M
X
k=0
b
k
z
 k
(4.121)
y
H
2
(z) =
1
1 +
P
N
k=0
a
k
z
 k
: (4.122)
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Figura 4.20: Realizacion en forma directa I.
As, en la Fig. 4.20, forma directa tipo I, puede identicarse una primera etapa todo{
ceros H
1
(z) que precede al sistema todo{polos H
2
(z) o segunda etapa. Esta es la
representacion usual de la realizacion en forma directa I, aunque tambien se puede
representar como en la Fig. 4.21, donde la primera etapa de la cascada es el sistema
todo polos H
2
(z) seguida de H
1
(z). En esta gura puede verse como la lnea de
retardos de ambos bloques es redundante, de forma que si se utiliza solo una lnea de
retardos para eliminar la redundancia, obtenemos la estructura de la Fig. 4.22, que
es la denominada realizacion en forma directa II.
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Figura 4.21: Inversion de las etapas en cascada de la forma directa I. Aparecen bloques de retardo
redundantes.
La ventaja de la realizacion en forma directa II es que, si bien requiere el mismo
numero de multiplicaciones y sumas que la forma directa I, posee un menor requeri-
miento de memoria, el maximo de fM;Ng frente a M +N posiciones de memoria en
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Figura 4.22: Realizacion en forma directa II para el caso N =M .
la forma directa I.
14. Obtener la estructura que resulta de la transposicion de la forma directa II.
Resolucion:
La tecnica de transposicion establece que si invertimos las direcciones del ujo en
todas las ramas y cambiamos la entrada por la salida, la funcion de transferencia
permanece invariable.
As, aplicaremos la transposicion a la estructura en forma directa II, Fig. 4.22. Esto
consiste en
a) Invertir las direcciones del ujo de las ramas.
b) Intercambiar nodos por sumadores y viceversa.
c) Intercambiar entrada por salida.
Notese que el hecho de que la transposicion haya cambiado la direccion de las trans-
mitancias de todas las ramas, o lo que es lo mismo, la direccion del ujo de todas las
ramas, conduce a que all donde antes haba sumadores, Fig. 4.23(a), aparecen nodos
de distribucion, Fig. 4.23(b), y viceversa.
 0
Figura 4.23: Nodos (a) sumador y de (b) distribucion.
As, la transposicion de la estructura en forma directa II de la Fig. 4.22 se muestra
en la Fig. 4.24.
15. Considere el sistema mostrado en la Fig. 4.25. Determine su estructura traspuesta.
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Figura 4.24: Forma traspuesta de la forma directa II.
Resolucion:
Para aplicar la transposicion, los pasos son esencialmente:
a) Invertir las direcciones del ujo de las ramas.
b) Intercambiar nodos por sumadores y viceversa.
c) Intercambiar la entrada por la salida.
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Figura 4.25: Diagrama de bloques del sistema propuesto.
Dentro de la simplicidad de cada uno de los pasos, vamos a examinar un poco mas
detenidamente el segundo de ellos. En la Fig. 4.25 tenemos cuatro nodos, dos de ellos
son nodos sumadores, sumando dos entradas para proporcionar una salida, y otros
dos son nodos de distribucion, aquellos que presentan bifurcacion de una entrada a
dos salidas. La transformacion pues de los cuatro nodos indicados en la Fig. 4.25 se
ilustra en las Figs. 4.26(a){4.26(d).
Cabe destacar que al invertir las direcciones de ujo de las ramas, los multiplicadores
tambien se invierten se~nalando en la nueva direccion del ujo. Si a esto le a~nadimos los
cambios de la entrada por la salida y viceversa, obtenemos la estructura traspuesta
representada en la Fig. 4.27, que poseera la misma funcion de transferencia que el
sistema original. F
16. Determine la estructura traspuesta del sistema en paralelo representado en la Fig.
4.28.
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Figura 4.26: Transformacion que se produce en cada uno de los cuatro nodos del diagrama de bloques
del sistema propuesto.
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Figura 4.27: Estructura traspuesta resultante.
Resolucion:


 

 
 

Figura 4.28: Diagrama de bloques del sistema propuesto.
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Actuando de la misma forma que en el ejercicio anterior, para hallar la estructura
traspuesta tenemos que:
a) Invertir las direcciones del ujo de las ramas.
b) Intercambiar nodos por sumadores y viceversa.
c) Intercambiar entrada por salida.
El resultado de la transposicion se muestra en la Fig. 4.29. Notese que la traspuesta es
una imagen especular de la Fig. 4.28 excepto por el orden en que aparecen el bloque de
retardo y el multiplicador en ambas etapas. Sin embargo, la transmitancia de la rama
correspondiente es la misma, por lo que podemos decir que la estructura traspuesta
de la forma normal es ella misma. Esto puede generalizarse para cualquier numero de
etapas siempre que todas ellas sean subsistemas IIR de primer orden.

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Figura 4.29: Resultado de la transposicion.
F F
17. Obtenga la realizacion en cascada del sistema
H(z) = 1 +
p
2z
 1
+ 3z
 2
+ 2
p
2z
 3
+ 2z
 4
Resolucion:
SeaH(z) el sistema FIR propuesto. En general, la realizacion en cascada de un sistema
FIR se obtiene factorizando H(z) en sistemas de segundo orden, de tal forma que
H(z) =
K
Y
k=1
H
k
(z) (4.123)
con
H
k
(z) = b
k0
+ b
k1
z
 1
+ b
k2
z
 2
; k = 1; 2; : : : ;K (4.124)
Para formar cada H
k
(z) hemos de agrupar los pares de ceros complejos conjugados
de H(z), para ello podemos acabar de factorizar H(z) como sigue
H(z) = (1  j
p
2z
 1
)(1 + j
p
2z
 1
)(1 + (
p
2
2
+ j
p
2
2
)z
 1
)(1 + (
p
2
2
  j
p
2
2
)z
 1
)(4.125)
Es conveniente que las races esten agrupadas segun pares complejas conjugadas para
que los coecientes fb
ki
g de H
k
(z) sean reales. Sin embargo, las races reales puede ser
agrupadas de forma arbitraria, o incluso formar etapas de primer orden en la cascada.
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Como podemos ver en la Ec. (4.125), existen un par de races complejas conjugadas
en z =
p
2
2
j
p
2
2
, por lo que necesariamente habramos de agrupar ambas para formar
una etapa de la cascada
H
1
(z) = (1 + (
p
2
2
+ j
p
2
2
)z
 1
)(1 + (
p
2
2
  j
p
2
2
)z
 1
) = 1 +
p
2z
 1
+ z
 2
(4.126)
tenemos que
b
10
= 1; b
11
=
p
2; b
12
= 1: (4.127)
Por otra parte, dado que solo restan dos races complejas conjugadas por agrupar,
tomaremos ambas para obtener H
2
(z). En este caso, el hecho de que las cuatro races
sean complejas conjugadas ha impuesto el agrupamiento. En denitiva, H
2
(z) es-
tara formado por la agrupacion de las races en z = j
p
2 y z =  j
p
2, con lo que
H
2
(z) = (1  j
p
2z
 1
)(1 + j
p
2z
 1
) = 1 + 2z
 1
(4.128)
de lo cual se extrae que
b
20
= 1; b
21
= 0; b
22
= 2: (4.129)
La realizacion en cascada de H(z) queda representada en la Fig. 4.30.
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Figura 4.30: Realizacion en cascada.
18. Determine una realizacion en cascada del sistema expresado por
H(z) =
1  z
 1
+ 2z
 2
  2z
 3
1  z
 1
+
13
16
z
 2
 
1
2
z
 3
+
5
32
z
 4
Resolucion:
La factorizacion de los polinomios de numerador y denominador queda de la siguiente
manera
H(z) =
(1  z
 1
)(1  
p
2jz
 1
)(1 +
p
2jz
 1
)
(1  (
1
2
+
1
4
j)z
 1
)(1  (
1
2
 
1
4
j)z
 1
)(1  
p
2
2
jz
 1
)(1 +
p
2
2
jz
 1
)
(4.130)
A partir de aqu, hemos de expresar el sistema de la forma
H(z) =
K
Y
k=1
H
k
(z) (4.131)
donde cada H
k
(z) sera una etapa de la cascada y tiene la forma general
H
k
(z) =
b
k0
+ b
k1
z
 1
+ b
k2
z
 2
1 + a
k1
z
 1
+ a
k2
z
 2
(4.132)
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es decir, cada seccion o etapa se expresa como un sistema de segundo orden en el que
se deben agrupar un par de polos complejos conjugados y un par de ceros complejos
conjugados. Notese, sin embargo, que el agrupamiento de los ceros con los polos puede
realizarse de forma arbitraria.
Comenzaremos agrupando los polos z
p
=
1
2

1
4
j y los ceros z
c
= 
p
2
2
j para formar
la etapa
H
1
(z) =
(1 
p
2jz
 1
)(1 +
p
2jz
 1
)
(1  (
1
2
+
1
4
j)z
 1
)(1  (
1
2
 
1
4
j)z
 1
)
=
1 + 2z
 1
1  z
 1
+
5
16
z
 2
(4.133)
por lo que
b
10
= 1; b
11
= 0; b
12
= 2; a
11
=  1; a
12
= 5=16: (4.134)
Tanto para el numerador como para el denominador, tambien pueden ser agrupa-
das pares de races reales. En nuestro caso, solo quedan un par de polos complejos
conjugados y un cero real que deberan ser agrupados para formar la siguiente etapa
H
2
(z) =
(1  z
 1
)
(1 
p
2
2
jz
 1
)(1 +
p
2
2
jz
 1
)
=
1  z
 1
1 +
1
2
z
 2
; (4.135)
por lo cual
b
20
= 1; b
21
=  1; b
22
= 0; a
21
= 0; a
22
= 1=2: (4.136)
Obtenidos los coecientes, al realizar la cascada cada una de las etapas de segundo
orden se suele realizar en forma directa, tanto en forma directa II como en la forma
traspuesta directa II. Basandonos en la forma directa II podemos concluir con la
realizacion de H(z) representada en la Fig. 4.31.
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Figura 4.31: Realizacion de cascada del sistema del ejercicio 18.
En MATLAB puede obtenerse una realizacion en cascada mediante la orden:
>> [sos,G]=tf2sos([1,-1,2,-2],[1,-1,13/16,-1/2,5/32]);
Finalmente, cabe destacar que existen otras maneras de emparejar los ceros y los
polos, por lo que es posible obtener una variedad de realizaciones en cascada. Todas
ellas seran equivalentes si se utilizara arimetica de precision innita. F F
19. Obtenga la estructura en paralelo del siguiente sistema
H(z) =
1 
1
2
z
 1
1 
9
16
z
 2
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Resolucion:
Las formas en paralelo se pueden obtener realizando una expansion de H(z) en frac-
ciones simples. En general, asumiendo que el orden del denominador es mayor que el
del numerador, N M , y que los polos son distintos obtenemos
H(z) = C +
N
X
k=1
A
k
1  p
k
z
 1
; (4.137)
donde fp
k
g son los polos y fA
k
g los coecientes de la expansion de H(z) en fracciones
simples.
En nuestro caso, tenemos
H(z) =
1 
1
2
z
 1
1 
9
16
z
 2
=
1 
1
2
z
 1
(1 
3
4
z
 1
)(1 +
3
4
z
 1
)
: (4.138)
Despues de algunas operaciones tenemos que
H(z) =
A
1 +
3
4
z
 1
+
B
1 
3
4
z
 1
=
5=6
1 +
3
4
z
 1
+
1=6
1 
3
4
z
 1
(4.139)
con A = 5=6 y B = 1=6. La realizacion en forma paralela se ilustra en la Fig. 4.32.
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Figura 4.32: Realizacion en forma paralela.
20. Determine y dibuje la realizacion en paralelo para el siguiente sistema
H(z) =
1 +
9
16
z
 2
1 
5
4
z
 1
+
3
8
z
 2
Resolucion:
La factorizacion de los polinomios del numerador y denominador queda
H(z) =
1 +
9
16
z
 2
1 
5
4
z
 1
+
3
8
z
 2
=
(1 
3
4
jz
 1
)(1 +
3
4
jz
 1
)
(1 
3
4
z
 1
)(1 
1
2
z
 1
)
: (4.140)
Dado que M = N , puede realizarse la division previa a la expansion en fracciones
para obtener C = b
N
=a
N
= b
3
=a
3
= 3=2, por lo que tras unos calculos la funcion de
transferencia queda
H(z) =
3
2
+
 
1
2
+
15
8
z
 1
1 
5
4
z
 1
+
3
8
z
 2
=
3
2
+
 
1
2
+
15
8
z
 1
(1 
3
4
z
 1
)(1  
1
2
z
 1
)
: (4.141)
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Si realizamos una expansion en fracciones simples de la misma forma que en el pro-
blema anterior, queda
H(z) =
3
2
+
6
1 
3
4
z
 1
+
 13=2
1 
1
2
z
 1
: (4.142)
La realizacion en forma paralela se ilustra en la Fig. 4.33.
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Figura 4.33: Realizacion en forma paralela.
F F F
21. Determine y dibuje la realizacion en paralelo para el sistema siguiente
H(z) =
1 
7
20
z
 1
 
9
16
z
 2
 
63
320
z
 3
 
81
128
z
 4
1 
7
4
z
 1
+
3
2
z
 2
 
9
16
z
 3
(4.143)
Resolucion:
Si factorizamos los polinomios del numerador y denominador para observar la natu-
raleza de sus races, tenemos que
H(z) =
(1 
5
4
z
 1
)(1 +
9
10
z
 1
)(1 
j
2
z
 1
)(1 +
j
2
z
 1
)
(1  (
1
2
+
p
2
2
j)z
 1
)(1  (
1
2
 
p
2
2
j)z
 1
)(1  
3
4
z
 1
)
(4.144)
El denominador muestra un par de polos complejos conjugados y un polo simple, por
lo que se prevee una etapa de primer orden y otra de segundo orden. Ademas, en este
caso, el orden del numerador es mayor que el orden del denominador, por lo que la
expansion en fracciones quedara como
H(z) = G(z) +
2
X
k=1
H
k
(z) (4.145)
dondeH
1
(z) yH
2
(z) son los dos subsistemas y dado queM > N ,G(z) es un polinomio
en z
 1
y no una unica constante.
Dividiendo ambos polinomios se obtiene que
H(z) =

67
20
+
9
8
z
 1

+
 
47
20
+
351
80
z
 1
 
579
160
z
 2
1 
7
4
z
 1
+
3
2
z
 2
 
9
16
z
 3
=
67
20
+
9
8
z
 1
+H
0
(z): (4.146)
246 Cap

tulo 4. Realizaci

on de sistemas en tiempo discreto
A continuacion se realizan las operaciones que conducen a la expansion en fracciones
simples de H
0
(z), quedando
H
0
(z) =
A
1  (
1
2
+
p
2
2
j)z
 1
+
A

1  (
1
2
 
p
2
2
j)z
 1
+
B
1 
3
4
z
 1
(4.147)
con A =
7
24
 
131
120
p
2j, B =  
44
15
por lo que la funcion de transferencia H(z) queda
nalmente como
H(z) =
67
20
+
9
8
z
 1
+
7
12
+
227
120
z
 1
1  z
 1
+
3
4
z
 2
+
 
44
15
1 
3
4
z
 1
: (4.148)
La realizacion del sistema en forma paralelo se representa en la Fig. 4.34.
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Figura 4.34: Realizacion paralela obtenida.
Los resduos, polos y terminos directos pueden obtenerse directamente en MATLAB
mediante la instruccion
>> [r,p,k]=residuez([1,-7/20,-9/16,-63/320,-81/128],[1,-7/4,3/2,-9/16]);
22. A partir del diagrama de bloques mostrado en la Fig. 4.35 de la realizacion en forma
directa II, obtener las ecuaciones de espacio de estados que describen el sistema.
Resolucion:
El estado de un sistema en el instante n = n
0
se dene como \la cantidad de infor-
macion que se debe proporcionar en el instante n
0
, la cual, junto con la entrada x(n)
para n  n
0
, determina unvocamente la salida del sistema para todo n  n
0
".
De esto se desprende que la salida del sistema puede ponerse en funcion de la entrada
actual y el estado actual (siendo esta la informacion almacenada en la componente
de memoria del sistema, es decir, en los bloques de retardo).
Ademas, conociendo el estado en el instante n
0
y la entrada actual y futura, para
N  n
0
, se puede calcular la salida del sistema en cualquier momento posterior, sin
necesidad de conocer las entradas anteriores.
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Figura 4.35: Realizacion en forma directa II.
Llamaremos variables de estado a los contenidos de los registros de los bloques de
retardo, las ecuaciones que describen la actualizacion de las variables de estado son
en nuestro caso
v
1
(n+ 1) = v
2
(n);
v
2
(n+ 1) = v
3
(n);
v
3
(n+ 1) =  a
3
v
1
(n)  a
2
v
2
(n)  a
1
v
3
(n) + x(n) (4.149)
Notese que, tal como se indica en la Fig. 4.36, el bloque de retardo esta formado por
un registro de memoria. La salida de dicho bloque es el valor actual almacenado en
el registro, v(n), y el valor siguiente que sera almacenado es el valor que tiene en la
entrada, denominado v(n+ 1).
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Figura 4.36: Bloque de retardo.
Por otra parte, como se menciono anteriormente, la salida es una combinacion lineal
de la entrada actual y el estado del sistema, por lo que
y(n) = b
0
v
3
(n+ 1) + b
1
v
3
(n) + b
2
v
2
(n) + b
3
v
1
(n) (4.150)
sustituyendo v
3
(n+ 1) queda
y(n) = ( a
3
v
1
(n)  a
2
v
2
(n)  a
1
v
3
(n) + x(n))b
0
+ b
1
v
3
(n) + b
2
v
2
(n) + b
3
v
1
(n)
= (b
3
  b
0
a
3
)v
1
(n) + (b
2
  b
0
a
2
)v
2
(n) + (b
1
  b
0
a
1
)v
3
(n) + b
0
x(n)
(4.151)
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Si ponemos las Ecs. (4.149) y (4.151) en forma matricial tenemos que
2
6
4
v
1
(n+ 1)
v
2
(n+ 1)
v
3
(n+ 1)
3
7
5
=
2
6
4
0 1 0
0 0 1
 a
3
 a
2
 a
1
3
7
5
2
6
4
v
1
(n)
v
2
(n)
v
3
(n)
3
7
5
+
2
6
4
0
0
1
3
7
5
x(n) (4.152)
y(n) =
h
(b
3
  b
0
a
3
) (b
2
  b
0
a
2
) (b
1
  b
0
a
1
)
i
2
6
4
v
1
(n)
v
2
(n)
v
3
(n)
3
7
5
+ b
0
x(n) (4.153)
Las Ecs. (4.152) y (4.153) describen el espacio de estados del sistema.

Estas describen
un sistema en forma directa II. A la descripcion del espacio de estados que realizan
estas ecuaciones se le conoce como realizacion de espacio de estados tipo I.
Dado que, en general, las ecuaciones de entrada y salida son
v(n+ 1) = Fv(n) + qx(n) (4.154)
y(n) = g
T
v(n) + dx(n) (4.155)
podemos describir la realizacion de espacio de estados mediante las matrices F, q, g
y d. Para nuestro sistema sera
F =
2
6
4
0 1 0
0 0 1
 a
3
 a
2
 a
1
3
7
5
;q =
2
6
4
0
0
1
3
7
5
;g =
2
6
4
b
3
  b
0
a
3
b
2
  b
0
a
2
b
1
  b
0
a
1
3
7
5
; d = b
0
: (4.156)
En general, la realizacion de espacio de estados de tipo I para un sistema de orden N
vendra dada por
F =
2
6
6
6
6
6
6
4
0 1 0 : : : 0 0
0 0 1 : : : 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 : : : 0 1
 a
N
 a
N 1
 a
N 2
: : :  a
2
 a
1
3
7
7
7
7
7
7
5
;q =
2
6
6
6
6
6
6
4
0
0
.
.
.
0
1
3
7
7
7
7
7
7
5
;g =
2
6
6
6
6
6
6
4
(b
N
  b
0
a
N
)
(b
N 1
  b
0
a
N 1
)
.
.
.
(b
2
  b
0
a
2
)
(b
1
  b
0
a
1
)
3
7
7
7
7
7
7
5
; d = b
0
:
(4.157)
23. Obtener las ecuaciones del espacio de estados que describen un sistema como el
mostrado en la Fig. 4.37, forma traspuesta directa II.
Resolucion:
Utilizamos como variables de entrada la salida de los bloques de retardo, es decir, la
informacion contenida en su registro de memoria (vease el Ejercicio 22), tal como se
ilustra en la Fig. 4.37. A partir de esta podemos obtener la ecuacion de salida
y(n) = b
0
x(n) + v
3
(n) (4.158)
y las ecuaciones de estado quedan
v
1
(n+ 1) =  a
3
y(n) + b
3
x(n) =  a
3
v
3
(n) + (b
3
  a
3
b
0
)x(n)(4.159)
v
2
(n+ 1) =  a
2
y(n) + b
2
x(n) + v
1
(n) = v
1
(n)  a
2
v
3
(n) + (b
2
  a
2
b
0
)x(n)(4.160)
v
3
(n+ 1) =  a
1
y(n) + b
1
x(n) + v
2
(n) = v
2
(n)  a
1
v
3
(n) + (b
1
  a
1
b
0
)x(n)(4.161)
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Figura 4.37: Realizacion en forma traspuesta directa II.
donde en todas ellas se ha sustituido la ecuacion de salida. La realizacion de espacio
de estado queda nalmente como
2
6
4
v
1
(n+ 1)
v
2
(n+ 1)
v
3
(n+ 1)
3
7
5
=
2
6
4
0 0  a
3
1 0  a
2
0 1  a
1
3
7
5
2
6
4
v
1
(n)
v
2
(n)
v
3
(n)
3
7
5
+
2
6
4
b
3
  b
0
a
3
b
2
  b
0
a
2
b
1
  b
0
a
1
3
7
5
x(n) (4.162)
y(n) =
h
0 0 1
i
2
6
4
v
1
(n)
v
2
(n)
v
3
(n)
3
7
5
+ b
0
x(n): (4.163)

Esta se conoce como realizacion de espacio de estados de tipo II. En general, las
matrices de realizacion de espacio de estados de tipo II para un sistema de orden N
vendra dada por
F =
2
6
6
6
6
6
6
6
6
4
0 0 0 : : : 0  a
N
1 0 0 : : : 0  a
N 1
0 1 0 : : : 0  a
N 2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 : : : 0  a
2
0 0 0 : : : 1  a
1
3
7
7
7
7
7
7
7
7
5
;g =
2
6
6
6
6
6
6
4
0
0
.
.
.
0
1
3
7
7
7
7
7
7
5
;q =
2
6
6
6
6
6
6
4
b
N
  b
0
a
N
b
N 1
  b
0
a
N 1
b
N 2
  b
0
a
N 2
.
.
.
(b
1
  b
0
a
1
)
3
7
7
7
7
7
7
5
; d = b
0
:
(4.164) F
24. Determine las realizaciones de espacio de estados de tipo I y II para el sistema de
Fibonacci.
Resolucion:
Como sabemos, la secuencia de Fibonacci es f1
"
; 1; 2; 3; 5; 8; 15; : : :g, que puede gene-
rarse como respuesta impulsional del sistema que satisface la ecuacion en diferencias
siguiente
y(n) = x(n) + y(n  1) + y(n  2): (4.165)
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Dado que se trata de un sistema de segundo orden, la realizacion de tipo I vendra dada
por
"
v
1
(n+ 1)
v
2
(n+ 1)
#
=
"
0 1
 a
2
 a
1
#"
v
1
(n)
v
2
(n)
#
+
"
0
1
#
x(n) (4.166)
y(n) =
h
(b
2
  b
0
a
2
) (b
1
  b
0
a
1
)
i
"
v
1
(n)
v
2
(n)
#
+ b
0
x(n): (4.167)
Dado que b
0
= 1, b
1
= 0, b
2
= 0, a
1
=  1 y a
2
=  1, tenemos que la realizacion de
espacio de estados de tipo I es
v(n+ 1) =
"
0 1
1 1
#
v(n) +
"
0
1
#
x(n) (4.168)
y(n) =
h
1 1
i
v(n) + x(n) (4.169)
Por otra parte, la realizacion de espacio de estados de tipo II viene dada por
"
v
1
(n+ 1)
v
2
(n+ 1)
#
=
"
0  a
2
1  a
1
#"
v
1
(n)
v
2
(n)
#
+
"
b
2
  b
0
a
2
b
1
  b
0
a
1
#
x(n) (4.170)
y(n) =
h
0 1
i
"
v
1
(n)
v
2
(n)
#
+ b
0
x(n): (4.171)
por lo que para nuestro caso en concreto tenemos
v(n+ 1) =
"
0 1
1 1
#
v(n) +
"
1
1
#
x(n) (4.172)
y(n) =
h
0 1
i
v(n) + x(n): (4.173)
25. A partir del diagrama de bloques de la Fig. 4.38, obtener la descripcion de espacio
de estados.
Resolucion:
Usando las variables de estado que se ilustran en la Fig. 4.38 obtenemos las siguientes
ecuaciones en diferencias para la descripcion del estado y la salida
v
1
(n+ 1) = x(n) +
1
2
v
1
(n) (4.174)
v
2
(n+ 1) =
1
2
v
1
(n) + v
3
(n) (4.175)
v
3
(n+ 1) = v
2
(n) (4.176)
y(n) = 2(3x(n) + v
1
(n+ 1)) + 2v
1
(n) +
1
4
v
2
(n) + v
3
(n): (4.177)
4.2 Problemas resueltos 251
 

 

 

 
	
	 	
 

6
6	
6
Figura 4.38: Diagrama de bloques del sistema propuesto.
Despejando v
1
(n+ 1) de la ecuacion anterior llegamos a la ecuacion de salida
y(n) = 8x(n) + 3v
1
(n) +
1
4
v
2
(n) + v
3
(n): (4.178)
La descripcion del espacio de estados del sistema vendra dado de forma matricial por
2
6
4
v
1
(n+ 1)
v
2
(n+ 1)
v
3
(n+ 1)
3
7
5
=
2
6
4
1=2 0 0
1=2 0 1
0 1 0
3
7
5
2
6
4
v
1
(n)
v
2
(n)
v
3
(n)
3
7
5
+
2
6
4
1
0
0
3
7
5
x(n) (4.179)
y(n) =
h
3 1=4 1
i
2
6
4
v
1
(n)
v
2
(n)
v
3
(n)
3
7
5
+ 8x(n): (4.180)
F F F
26. Obtener la realizacion de espacio de estados cuyo diagrama de bloques se representa
en la Fig. 4.39.
Resolucion:
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Figura 4.39: Diagrama de bloques del sistema propuesto.
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Tomando como variables de estado las salidas de los bloques de retardo, tal como
se ilustra en la Fig. 4.39, se obtienen las siguientes ecuaciones en diferencias para la
descripcion del estado y la salida
v
1
(n+ 1) = 3x(n) 
1
3
v
1
(n) (4.181)
v
2
(n+ 1) =
1
4
v
2
(n) + x(n) (4.182)
y(n) = 2x(n) + v
1
(n) + v
2
(n+ 1) + 4v
2
(n): (4.183)
Sustituyendo v
2
(n+ 1) en la ecuacion de diferencias de la salida, esta queda como
y(n) = 3x(n) + v
1
(n) +
17
4
v
2
(n): (4.184)
En notacion matricial se obtiene que la realizacion de espacio de estados es
"
v
1
(n+ 1)
v
2
(n+ 1)
#
=
"
 1=3 0
0 1=4
#"
v
1
(n)
v
2
(n)
#
+
"
3
1
#
x(n) (4.185)
y(n) =
h
1 17=4
i
"
v
1
(n)
v
2
(n)
#
+ 3x(n): (4.186)
Cabe notar que la matriz F es diagonal. Esto se debe a que, como se ve en el ejercicio
27, la realizacion de espacio de estados corresponde a una realizacion en paralelo (ver
Fig. 4.39).
Por otra parte, es interesante dibujar el diagrama de bloques que se inere a partir
de la realizacion de espacio de estados. Este se representa en la Fig. 4.40. Como
vemos, se obtiene un diagrama de bloques ligeramente distinto, simplicado, donde
la rama superior posee un multiplicador 3 en lugar de 2 del diagrama de bloques
original. Tambien pueden observarse otras simplicaciones. Sin embargo, debe notarse
que ambos diagramas de bloques corresponden a la misma realizacion de espacio de
estados.
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Figura 4.40: Diagrama de bloques que se inere a partir de la descripcion de espacio de estados.
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27. Describa la forma en paralelo en el espacio de estados.
Resolucion:
La estructura en forma paralela de espacio de estados se obtiene a partir de la expan-
sion de la funcion de transferencia en fracciones simples. As, asumiendo que N M ,
tenemos que
H(z) = C +
N
X
k=1
B
k
z   p
k
: (4.187)
Notese que en esta expansion tenemos el numerador y denominador como polinomios
de z en lugar de z
 1
. La salida del sistema es
Y (z) = H(z)X(z) = CX(z) +
N
X
k=1
B
k
Y
k
(z) (4.188)
donde
Y
k
(z) =
X(z)
z   p
k
; k = 1; 2; : : : ; N (4.189)
Si pasamos Y
k
(z) al dominio temporal, tenemos que
y
k+1
(n+ 1) = p
k
y
k
(n) + x(n); k = 1; 2; : : : ; N (4.190)
Las ecuaciones de estado se pueden expresar como sigue
v(n+ 1) =
2
6
6
6
6
6
6
6
6
4
p
1
0 0 : : : 0 0
0 p
2
0 : : : 0 0
0 0 p
3
: : : 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 : : : 0 0
0 0 0 : : : 0 p
N
3
7
7
7
7
7
7
7
7
5
v(n) +
2
6
6
6
6
6
6
4
1
1
.
.
.
1
1
3
7
7
7
7
7
7
5
x(n) (4.191)
y(n) =
h
B
1
B
2
: : : B
N
i
v(n) + Cx(n): (4.192)
Esta es la denominada realizacion de espacio de estados en forma normal. En ella la
matriz F es diagonal y, por tanto, todas las variables de estado estan desacopladas. F F
28. Determine la realizacion del espacio de estados en forma normal del sistema siguiente
H(z) =
1 +
9
16
z
 2
1 
5
4
z
 1
+
3
8
z
 2
Resolucion:
Lo primero que hemos de hacer es poner H(z) en funcion de polinomios de z para
proceder a la expansion en fracciones simples:
H(z) =
1 +
9
16
z
 2
1 
5
4
z
 1
+
3
8
z
 2
=
z
2
+
9
16
z
2
 
5
4
z +
3
8
=
(z  
3
4
j)(z +
3
4
j)
(z  
3
4
)(z  
1
2
)
: (4.193)
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As, expresamos H(z) como
H(z) = C +
B
1
z  
3
4
+
B
2
z  
1
2
: (4.194)
Tras algunos calculos, obtenemos que los coecientes de la expansion son
C = 1; B
1
= 9=2; B
2
=  13=4 (4.195)
con lo que
H(z) = 1 +
9=2
z  
3
4
+
 13=4
z  
1
2
: (4.196)
por lo que la realizacion de espacio de estados en forma normal queda como
v(n+ 1) =
"
3=4 0
0 1=2
#
v(n) +
"
1
1
#
x(n) (4.197)
y(n) =
h
9=2  13=4
i
v(n) + x(n): (4.198)
De estas ecuaciones cabe destacar que F es una matriz diagonal, cuya diagonal
esta formada por los polos fp
k
g de H(z), q esta formada por unos, d es C y la
matriz g
T
son los coecientes fB
k
g de la expansion en fracciones simples.
Notese que los coecientes de la expansion en fracciones simples tomando polinomios
en z
 1
hubiera sido diferente ya que
H(z) =
1 +
9
16
z
 2
1 
5
4
z
 1
+
3
8
z
 2
=
3
2
+
6
1 
3
4
z
 1
+
 13=2
1 
1
2
z
 2
: (4.199)
La Fig. 4.41 ilustra el diagrama de bloques de la realizacion en forma normal.
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Figura 4.41: Realizacion en forma normal.
29. Determine y dibuje la realizacion del espacio de estados en forma normal del sistema
siguiente
H(z) =
1
2
  2z
 1
1 
3
4
z
 1
+
1
4
z
 2
 
3
16
z
 3
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Resolucion:
En primer lugar ponemos numerador y denominador como polinomios de z, en lugar
de z
 1
.
H(z) =
1
2
  2z
 1
1 
3
4
z
 1
+
1
4
z
 2
 
3
16
z
 3
=
1
2
z
3
  2z
2
z
3
 
3
4
z
2
+
1
4
z  
3
16
: (4.200)
A continuacion ya podemos desarrollar H(z) en fracciones simples de la forma
H(z) = C +
B
1
z  
j
2
+
B
2
z +
j
2
+
B
3
z  
3
4
: (4.201)
En primer lugar, tenemos que C = 1=2 por ser el cociente entre los dos coecientes
de grado 3. Por otra parte, tras unos calculos, obtenemos que
B
1
=  
1
4
+
1
2
j = A;
B
2
=  
1
4
 
1
2
j = A

;
B
3
=  
9
8
: (4.202)
La realizacion de espacio de estados en forma normal queda como sigue
v(n+ 1) =
2
6
4
j=2 0 0
0  j=2 0
0 0 3=4
3
7
5
v(n) +
2
6
4
1
1
1
3
7
5
x(n) (4.203)
y(n) =
h
 
1
4
+
1
2
j  
1
4
 
1
2
j  
9
8
i
v(n) +
1
2
x(n): (4.204)
Notese que al realizar este sistema de forma normal, obtenemos elementos complejos
fruto de la existencia de polos complejos en el denominador. Dado que una realizacion
de este tipo es computacionalmente mas compleja, podemos agrupar las fracciones que
posean polos complejos conjugado para eliminar los coecientes complejos. As,
H(z) =
1
2
+
 
1
2
 
1
2
z
z
2
+
1
4
+
 
9
8
z  
3
4
(4.205)
donde, como vemos, hemos eliminado los coecientes complejos. En este caso, la re-
presentacion de la realizacion del sistema sera la mostrada en la Fig. 4.42. El sistema
de segundo orden procedente de la agrupacion es realizado en forma directa II. La
realizacion de espacio de estados es
v(n+ 1) =
2
6
4
0 1 0
 1=4 0 0
0 0 3=4
3
7
5
v(n) +
2
6
4
0
1
1
3
7
5
x(n) (4.206)
y(n) =
h
 
1
2
 
1
2
 
9
8
i
v(n) +
1
2
x(n): (4.207)
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Figura 4.42: Realizacion en forma normal.
donde puede observarse que las variables de estado v
1
(n) y v
2
(n) eran independientes
entre s en la forma normal y en esta ultima vuelven a acoplarse. Sin embargo, hemos
conseguido eliminar los coecientes complejos. F F F
30. Describir y representar la realizacion de estados en forma acoplada para un sistema
de segundo orden.
Resolucion:
Dado un sistema de segundo orden, o en su caso, una seccion de segundo orden de un
sistema, es util emplear la denominada realizacion en forma acoplada cuando presente
un par de polos complejos conjugados.
Dada H(z), si presenta un par de polos complejos conjugados, podemos realizar una
expansion en fracciones simples como
H(z) =
b
0
+ b
1
z
 1
+ b
2
z
 2
1 + a
1
z
 1
+ a
2
z
 2
=
b
0
z
2
+ b
1
z + b
2
z
2
+ a
1
z + a
2
= b
0
+
A
z   p
+
A

z   p

: (4.208)
De forma identica al desarrollo utilizado en la realizacion en forma normal, la salida
Y (z) podemos ponera como
Y (z) = b
0
X(z) +
AX(z)
z   p
+
A

X(z)
z   p

: (4.209)
Si ahora denimos
S(z) =
AX(z)
z   p
(4.210)
y pasamos esta al dominio temporal, tenemos que
s(n+ 1) = ps(n) Ax(n): (4.211)
El problema es que las cantidades p, A y s(n) son complejas, por lo que, en lugar de
denir s(n) como variable de estado, podemos hacerlo como
s(n) = v
1
(n) + jv
2
(n) (4.212)
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donde v
1
(n) y v
2
(n) seran las variables de estado y
p = 
1
+ j
2
; A = q
1
+ jq
2
: (4.213)
Sustituyendo p y A en la Ec. (4.212), obtenemos las ecuaciones de estado siguientes
v
1
(n+ 1) = 
1
v
1
(n)  
2
v
2
(n) + q
1
x(n) (4.214)
v
2
(n+ 1) = 
2
v
1
(n) + 
1
v
2
(n) + q
2
x(n): (4.215)
Por otro lado, la ecuacion de salida se puede poner como
y(n) = b
0
x(n) + s(n) + s

(n) = b
0
x(n) + 2v
1
(n): (4.216)
As, la realizacion de espacio de estados en forma acoplada queda
v(n+ 1) =
"

1
 
2

2

1
#
v(n) +
"
q
1
q
2
#
x(n) (4.217)
y(n) =
h
2 0
i
v(n) + b
0
x(n): (4.218)
y su representacion para una seccion de segundo orden se muestra en la Fig. 4.43.
Como vemos, los coecientes utilizados en la realizacion son directamente b
0
y A,
obtenidos de la expansion en fracciones simples, y los polos complejos conjugados.
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Figura 4.43: Realizacion en forma acoplada de un sistema de segundo orden.
F F
31. Determine la realizacion de espacio de estados en forma acoplada para el sistema
H(z) =
2rsinz
 1
1  2rcosz
 1
+ r
2
z
 2
Resolucion:
Poniendo numerador y denominador como polinomios en z y realizando la descom-
posicion en fracciones simples se puede obtener
H(z) =
2rsinz
 1
1  2rcosz
 1
+ r
2
z
 2
=
2rsinz
z
2
  2rcosz + r
2
=
A
z   (rcos + jrsin)
+
B
z   (rcos   jrsin)
:
(4.219)
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Tenemos un par de polos complejos conjugados en p = rcos  jrsin, por lo que

1
= rcos y 
2
= rsin. Realizando algunos calculos tenemos que A = B

=
rsin   jrcos con lo que q
1
= rsin y q
2
=  rcos. Las cantidades 
1
, 
2
, q
1
y q
2
se asignan a partir de los polos y coecientes complejos como se vio en el ejercicio
30. As, la realizacion de espacio de estados en forma acoplada viene dada por las
ecuaciones siguientes:
v(n+ 1) =
"
rcos  rsin
rsin rcos
#
v(n) +
"
rsin
 rcos
#
x(n) (4.220)
y(n) =
h
2 0
i
v(n): (4.221)
y su representacion para una seccion de segundo orden se muestra en la Fig. 4.44.
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Figura 4.44: Realizacion en forma acoplada.
32. Dado el sistema
y(n) = x(n  1) 
1
3
x(n  2) 
1
4
y(n  2);
obtenga y dibuje la realizacion de espacio de estados en forma acoplada.
Resolucion:
Para proceder a la obtencion de la realizacion requerida, obtendremos la funcion de
transferencia H(z), que es
H(z) =
z
 1
 
1
3
z
 2
1 +
1
4
z
 2
=
z  
1
3
z
2
+
1
4
(4.222)
Realizando la expansion en fracciones simples, tenemos que
H(z) =
z  
1
3
z
2
+
1
4
=
1
2
+
1
3
j
z  
1
2
j
+
1
2
 
1
3
j
z +
1
2
j
: (4.223)
Notese que tenemos polos y coecientes complejos conjugados. Los polos fp; p

g son
p = 
1
 j
2
= 0  j
1
2
, por lo que 
1
= 0 y 
2
=
1
2
. En cuanto a los coecientes
fA;A

g son A = q
1
 jq
2
=
1
2
+
1
3
j, por lo que q
1
=
1
2
y q
2
=
1
3
.
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As, la realizacion de espacio de estados en forma acoplada queda expresada por
v(n+ 1) =
"
0  1=2
1=2 0
#
v(n) +
"
1=2
1=3
#
x(n) (4.224)
y(n) =
h
2 0
i
v(n): (4.225)
y su representacion para una seccion de segundo orden se muestra en la Fig. 4.45.
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Figura 4.45: Realizacion en forma acoplada obtenida.
F F F
33. Dada la siguiente realizacion de espacio de estados
v(n+ 1) =
"
1=3 0
0  1=2
#
v(n) +
"
1
1
#
x(n)
y(n) =
h
2 1=4
i
v(n) + x(n)
se desea hallar una realizacion equivalente.
Resolucion:
Como sabemos, un determinado sistema posee una gran variedad de posibilidades
en su realizacion. En concreto, la realizacion de espacio de estados propuesta puede
representarse mediante el diagrama de bloques de la Fig. 4.46.
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Figura 4.46: Realizacion del sistema propuesto.
Si pasamos las ecuaciones en diferencias, de estado y de salida, al plano transformado
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Z, obtenemos
V
1
(z)(z  
1
3
) = X(z); (4.226)
V
2
(z)(z +
1
2
) = X(z); (4.227)
Y (z) = 2V
1
(z) +
1
4
V
2
(z) +X(z): (4.228)
Sustituyendo las dos primeras en Y (z), obtenemos que
H(z) =
Y (z)
X(z)
=
z
2
+
29
12
z +
3
4
z
2
+
1
6
z  
1
6
=
1 +
58
24
z
 1
+
9
12
 2
1 +
1
6
z
 1
 
1
6
z
 2
(4.229)
de donde podemos utilizar los coecientes fb
k
g del numerador y fa
k
g del denominador
para obtener la realizacion equivalente de tipo I:
b
0
= 1; b
1
= 29=12; b
2
= 3=4; a
1
= 1=6; a
2
=  1=6: (4.230)
As, la realizacion equivalente de tipo I vendra dada por
v(n+ 1) =
"
0 1
1=6  1=6
#
v(n) +
"
0
1
#
x(n) (4.231)
y(n) =
h
11=12 27=12
i
v(n) + x(n): (4.232)
Sin embargo, dado que la relacion entrada{salida no describe la realizacion del sis-
tema, podemos obtener innidad de realizaciones equivalentes. En general, dada una
realizacion de un sistema de dimension N :
v(n+ 1) = Fv(n) + qx(n) (4.233)
y(n) = g
T
v(n) + dx(n): (4.234)
Si tomamos cualquier matriz invertible P de dimension N  N , podemos denir un
nuevo vector de entrada
v^(n) = Pv(n): (4.235)
Usando esta expresion, las ecuaciones de estado y salida se convierten en
v^(n+ 1) = (PFP
 1
)v^(n) + (Pq)x(n) (4.236)
y(n) = (g
T
P
 1
)v^(n) + dx(n): (4.237)
Es decir, a partir de una transformacion P, se denen los nuevos parametros del
sistema
^
F = PFP
 1
; q^ = Pq; g^
T
= g
T
P
 1
;
^
d = d: (4.238)
Y as, las ecuaciones de estados y salida se pueden expresar como
v^(n+ 1) =
^
Fv^(n) + q^x(n) (4.239)
y(n) = g^
T
v^(n) + dx(n): (4.240)
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Notese que transformando las variables de estado hemos obtenido un nuevo conjunto
de ecuaciones de estado y de salida. Este nuevo conjunto de ecuaciones equivale a una
estructura diferente. En general, habra tantas como innitas posibilidades de eleccion
de P.
Si, por ejemplo, transformamos la realizacion normal propuesta, a partir de una matriz
de transformacion P
22
,
P
22
=
"
0 1
1 1
#
(4.241)
tenemos la nueva realizacion
v(n+ 1) =
"
 1=2 0
 5=6 1=3
#
v(n) +
"
1
2
#
x(n) (4.242)
y(n) =
h
 7=4 2
i
v(n) + x(n): (4.243)
La representacion de esta realizacion se ilustra en la Fig. 4.47. Como podemos ver, el
diagrama de bloques de la realizacion es considerablemente diferente de la realizacion
inicial, aunque son equivalentes, pues se corresponden con el mismo sistema.
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Figura 4.47: Realizacion equivalente a la mostrada en la Fig. 4.46.
F F F
34. Determinar la respuesta impulsional que genera el sistema denido por
v(n+ 1) =
"
0 1
1 1
#
v(n) +
"
0
1
#
x(n)
y(n) =
h
1 1
i
v(n) + x(n):
Resolucion:
A partir de la realizacion de espacio de estados podemos obtener la expresion analtica
de la respuesta impulsional, h(n), del sistema digital. Esta se obtiene de aplicar una
entrada impulso unitario x(n) = Æ(n) en la expresion (4.244), que permite determinar
la salida a partir de la entrada x(n), el estado inicial v(n
0
) y las matrices de la
262 Cap

tulo 4. Realizaci

on de sistemas en tiempo discreto
realizacion del espacio de estados
y(n) = g
T
F
n n
0
v(n
0
) +
n 1
X
k=0
g
T
F
n 1 k
qx(k) + dx(n): (4.244)
Si particularizamos para x(n) = Æ(n) y suponemos estado inicial cero, la expresion de
la respuesta impulsional y(n) = h(n) queda
h(n) = g
T
F
n 1
qu(n  1) + dÆ(n): (4.245)
Notese que conocemos todas las matrices y vectores g, F, q y d, pero el problema
es el exponente de la matriz F. Este cambia para cada n. Sin embargo, existe una
forma de resolver este problema, obtener la realizacion de espacio de estados en forma
normal, es decir, aquella cuya matriz
^
F es diagonal. As, F
n
es la matriz diagonal
cuyos elementos se elevan a n.
Por ello, hemos de hallar primero la forma normal, por lo que primero calculamos el
polinomio caracterstico
det(F  I) = det
"
  1
1 1  
#
= 
2
    1 = 0 (4.246)
por lo que los autovalores son

1
=
1 +
p
5
2
; 
2
=
1 
p
5
2
: (4.247)
El autovector asociado a 
1
ha de cumplir
"
0 1
1 1
#
u
1
= 
1
u
1
: (4.248)
Por tanto,
u
1
=
"
0

1
#
(4.249)
es el autovector de 
1
, mientras que
u
2
=
"
0

2
#
(4.250)
es el de 
2
.
Ahora formamos la matriz U cuyas columnas son los autovectores de F:
U =
"
1 1

1

2
#
: (4.251)
A partir de esta ya podemos obtener la matriz de transformacion de la realizacion
propuesta a la realizacion de forma normal:
P = U
 1
=
1

2
  
1
"

2
 1
 
1
1
#
: (4.252)
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A continuacion podemos obtener todas las matrices
^
F, q^ y g^ de la forma general
^
F = PFP
 1
= U
 1
FU =
"

1
0
0 
2
#
; (4.253)
q^ = Pq = U
 1
q =
"
1=
p
5
 1=
p
5
#
; (4.254)
g^
T
= g
T
P
 1
= g
T
U =
h
3+
p
5
2
3 
p
5
2
i
: (4.255)
El valor escalar d se mantiene entre transformaciones. La respuesta impulsional que
producen ambas realizaciones es identica, aplicando las matrices de la forma normal
tenemos que
h(n) = g^
T
^
F
n 1
q^u(n  1) + dÆ(n)
=
h
3+
p
5
2
3 
p
5
2
i
"

n 1
1
0
0 
n 1
2
#"
1=
p
5
 1=
p
5
#
u(n  1) + Æ(n)
=
1
p
5
h
(
3+
p
5
2
)(
1+
p
5
2
)
n 1
  (
3 
p
5
2
)(
1 
p
5
2
)
n 1
i
u(n  1) + Æ(n):
(4.256)
Esta es la expresion analtica de la respuesta impulsional, que sera la secuencia
h(n) = f1
"
; 1; 2; 3; 5; 8; 13; : : :g; (4.257)
es decir, la secuencia de Fibonacci. Notese como ha sido sencillo obtener esta dado
que para una matriz diagonal se debe cumplir
"

1
0
0 
2
#
n
=
"

n
1
0
0 
n
2
#
: (4.258)
F F F
35. Determine la respuesta impulsional del sistema descrito por
F =
2
6
4
5=6 4=3 4=3
 1=3  5=6  4=3
1=3 1=3 5=6
3
7
5
;q =
2
6
4
1
1
1
3
7
5
;g =
2
6
4
0
1=2
1=2
3
7
5
; d = 1
usando tecnicas de espacio de estados.
Resolucion:
En primer lugar hemos de obtener la realizacion equivalente en forma normal, pa-
ra conseguir una matriz
^
F diagonal. Para ello, primero calculamos el determinante
det(F  I)
det
0
B
@
2
6
4
5=6   4=3 4=3
 1=3  5=6    4=3
1=3 1=3 5=6   
3
7
5
1
C
A
= 
3
 
5
6

2
 
1
4
+
5
24
= ( 
1
2
)(+
1
2
)( 
5
6
) = 0:
(4.259)
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De aqu, los autovalores son

1
= 5=6; 
2
= 1=2; 
3
=  1=2; (4.260)
y los autovectores asociados son, respectivamente,
u
1
=
2
6
4
1
 1
1
3
7
5
;u
2
=
2
6
4
0
 1
1
3
7
5
;u
3
=
2
6
4
1
 1
0
3
7
5
: (4.261)
La matriz U cuyas columnas son los autovectores es
U =
2
6
4
1 0 1
 1  1  1
1 1 0
3
7
5
: (4.262)
A partir de esta obtenemos la matriz de transformacion de la realizacion propuesta a
la realizacion de espacio de estados en forma normal. Esta es
P = U
 1
=
2
6
4
1 1 1
 1  1 0
0  1  1
3
7
5
; (4.263)
y las nuevas matrices y vectores son los siguientes
^
F = PFP
 1
= U
 1
FU =
2
6
4
5=6 0 0
0 1=2 0
0 0  1=2
3
7
5
; (4.264)
q^ = Pq = U
 1
q =
2
6
4
3
 2
 2
3
7
5
; (4.265)
g^
T
= g
T
P
 1
= g
T
U =
h
0 0  
1
2
i
: (4.266)
junto con el valor escalar d que se mantiene entre transformaciones:
^
d = d = 1: (4.267)
Finalmente, calculamos la respuesta impulsional
y
zs
(n) =
n 1
X
k=n
0
g^
T
^
F
n 1 k
q^x(k) +
^
dx(n) (4.268)
donde, asumiendo una entrada impulsional x(n) = Æ(n), se obtiene
y
zs
(n) = h(n) = g^
T
^
F
n 1
q^u(n  1) +
^
dÆ(n)
=
h
0 0  
1
2
i
2
6
4
5=6 0 0
0 1=2 0
0 0  1=2
3
7
5
n 1
2
6
4
3
 2
 2
3
7
5
u(n  1) + Æ(n)
=
h
0 0  
1
2
( 
1
2
)
n 1
i
2
6
4
3
 2
 2
3
7
5
+ Æ(n)
= ( 
1
2
)
n 1
u(n  1) + Æ(n):
(4.269)
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36. Determine el sistema traspuesto de la realizacion
v(n+ 1) = Fv(n) + qx(n) (4.270)
y(n) = g
T
v(n) + dx(n)
y compruebe que ambos son equivalentes a partir de la respuesta impulsional.
Resolucion:
El hecho de aplicar la transposicion a una realizacion como la indicada implica una
transformacion de las ecuaciones de estado y de salida
v
0
(n+ 1) = F
T
v
0
(n) + gx(n) (4.271)
y
0
(n) = q
T
v
0
(n) + dx(n): (4.272)
Notese que se han transformado las variables de estado y F
0
= F
T
, q
0
= g, y g
0
T
= q
T
,
es decir, los vectores q y g se intercambian, y F se traspone.
Sabemos que la respuesta impulsional viene dada por
h
0
(n) = q
T
(F
T
)
n 1
gu(n  1) + dÆ(n) (4.273)
aplicando que (F
T
)
n 1
= (F
n 1
)
T
queda
h
0
(n) = q
T
(F
n 1
)
T
gu(n  1) + dÆ(n): (4.274)
Dado que q
T
(F
n 1
)
T
g es un escalar, sera igual a su traspuesta, por lo que
(q
T
(F
n 1
)
T
g)
T
= g
T
F
n 1
q (4.275)
lo cual implica que
h
0
(n) = (q
T
(F
n 1
)
T
g)u(n  1) + dÆ(n) = g
T
F
n 1
qu(n  1) + dÆ(n) = h(n)(4.276)
con lo que h
0
(n) = h(n). As, podemos armar que una realizacion y su traspuesta
son equivalentes pues poseen la misma respuesta impulsional.
Como ejemplo, podemos considerar las matrices F, q, g y d que se obtuvieron en el
ejercicio 22 para la forma directa II. Si comparamos estos con las matrices F
0
, q
0
, g
0
y d
0
obtenidas para la realizacion de la forma directa II traspuesta, inmediatamente
observamos lo anterior, es decir
F
0
= F
T
; g
0
= q; q
0
= g; d
0
= d (4.277)
siendo ambos equivalentes y, por tanto, su respuesta impulsional identica. F
37. Determinar las realizaciones de espacio de estados del sistema del ejercicio 17 y su
traspuesta.
Resolucion:
La Fig. 4.25 representa el sistema propuesto. Tomando v
1
(n) como la salida del bloque
superior de retardo y v
2
(n) como la salida del restante, la realizacion de espacio de
estados de esta estructura es
v(n+ 1) =
"
 2  1=2
 2  1=2
#
v(n) +
"
1
0
#
x(n) (4.278)
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y(n) =
h
1 0
i
v(n) + 0  x(n) (4.279)
El diagrama de bloques transpuesto se representa en la Fig. 4.27 y su realizacion de
espacio de estados es
v
0
(n+ 1) =
"
 2  2
 1=2  1=2
#
v
0
(n) +
"
1
0
#
x(n) (4.280)
y
0
(n) =
h
1 0
i
v
0
(n) + 0  x(n) (4.281)
De estas podemos ver que, efectivamente, ambas realizaciones se trasforman mediante
F
0
= F
T
;g
0
= q;q
0
= g; d
0
= d (4.282)
siendo ambos equivalentes y, por tanto, su respuesta impulsional identica.
38. Dada la realizacion de espacio de estados del sistema descrito por las siguientes
matrices
F =
"
1=8 5=8
5=8 1=8
#
;q =
"
1=2
1
#
;g =
"
3
2
#
; d = 1
se pide:
a) Hallar la salida de la respuesta impulsional para n = 57.
b) Ante la entrada 0, asumiendo
v(0) =
"
1
1
#
(4.283)
como estado inicial del sistema, calcular la salida para el instante n = 12.
c) Determine el estado inicial ante el cual la respuesta es identica a la respuesta
impulsional con estado inicial nulo.
Resolucion:
A partir de una realizacion de espacio de estados, la expresion que proporciona la
salida del sistema ante una entrada x(n) y un estado inicial v(n
0
) es
y(n) = g
T
F
n n
0
v(n
0
) +
n 1
X
k=n
0
g
T
F
n 1 k
qx(k) + dx(n): (4.284)
Notese que esta expresion es tan completa que tiene en cuenta incluso el estado
inicial del sistema y como este, caso de no ser cero, interviene en las salidas futuras
del sistema.
A partir de esta expresion podemos determinar la salida para dos casos especiales. El
primero es la respuesta del sistema cuando la entrada es nula
y
zi
(n) = g
T
F
n n
0
v(n
0
): (4.285)
Por otra parte, la respuesta cuando el estado es cero viene dada por
y
zs
(n) =
n 1
X
k=n
0
g
T
F
n 1 k
qx(k) + dx(n): (4.286)
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En general, se cumple que
y(n) = y
zi
(n) + y
zs
(n): (4.287)
a) Para poder calcular la respuesta impulsional, caso especial donde el estado inicial
es cero y la entrada x(n) = Æ(n), hallamos las matrices de la realizacion de
espacio de estados en forma normal. Para ello primero calculamos el siguiente
determinante
det
 "
1=8    5=8
5=8 1=8  
#!
= 
2
 
1
4
 
3
8
= ( 
3
4
)(+
1
2
) = 0: (4.288)
Los autovalores que se extraen del polinomio caracterstico son

1
= 3=4; 
2
=  1=2 (4.289)
cuyos autovectores correspondientes son
u
1
=
"
1
1
#
;u
2
=
"
1
 1
#
: (4.290)
Ahora formamos la matriz U cuyas columnas son los autovectores de F:
U =
"
1 1
1  1
#
: (4.291)
A partir de esta ya podemos obtener la matriz de transformacion desde la reali-
zacion propuesta a la realizacion de forma normal:
P = U
 1
=
 1
2
"
 1  1
 1 1
#
: (4.292)
A continuacion podemos obtener todas las matrices
^
F, q^ y g^ de la forma normal
^
F = PFP
 1
= U
 1
FU =
"
3=4 0
0  1=2
#
; (4.293)
q^ = Pq = U
 1
q =
"
3=4
 1=4
#
; (4.294)
g^
T
= g
T
P
 1
= g
T
U =
h
5 1
i
(4.295)
y
^
d = d = 1: (4.296)
Cabe remarcar que los elementos de la diagonal de
^
F son las races del polinomio
caracterstico, que coinciden con los polos del sistema, por lo que podemos decir
que este es estable.
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La expresion analtica de la respuesta impulsional viene dada por
h(n) = g^
T
^
F
n 1
q^u(n  1) +
^
dÆ(n)
=
h
5 1
i
"
(3=4)
n 1
0
0 ( 1=2)
n 1
#"
3=4
 1=4
#
u(n  1) + Æ(n)
=

5(
3
4
)
n
+
1
2
( 
1
2
)
n

u(n  1) + Æ(n)
(4.297)
por lo que podemos calcular la salida para el instante n = 57 sin necesidad de
calculos intermedios iterativos
h(57) =

5(
3
4
)
57
+
1
2
( 
1
2
)
57

= 3
0
78  10
 7
(4.298)
b) Calculemos la salida ante entrada cero y estado inicial
v(0) =
"
1
1
#
; (4.299)
utilizaremos la expresion siguiente
y
zi
(n) = g
T
F
n n
0
v(n
0
) (4.300)
para el calculo de la salida. Sin embargo, como sabemos, es mas sencillo en el
sistema transformado, por lo que lo primero es encontrar el estado inicial en el
sistema transformado
v^(0) = Pv(0) = U
 1
"
1
1
#
=
"
1
0
#
(4.301)
por lo que
y
zi
(n) = g
T
F
n n
0
v(n
0
) =
h
5 1
i
"
(3=4)
n
0
0 ( 1=2)
n
#"
1
0
#
= : : : = 5(
3
4
)
n
:
(4.302)
Para el instante n = 12 la salida en estas condiciones sera y
zi
(12) = 0
0
1584.
c) Tambien se puede encontrar una expresion de la respuesta impulsional de for-
ma que esta pueda ser considerada como respuesta del sistema ante entrada
cero, obtenida como consecuencia de un estado inicial. As, tomando condiciones
iniciales
v
1
(0) = 1
0
5; v
2
(0) = 0
0
5 (4.303)
tenemos que
v(0) =
"
3=2
1=2
#
(4.304)
y el estado transformado es
v^(0) = Pv(0) = U
 1
"
3=2
1=2
#
=
"
1
1=2
#
(4.305)
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As, la salida ante entrada cero es
y
zi
(n) = g^
T
^
F
n n
0
v^(0) =
h
5 1
i
"
(3=4)
n
0
0 ( 1=2)
n
#"
1
1=2
#
= : : : = 5(
3
4
)
n
+
1
2
( 
1
2
)
n
(4.306)
Notese que esta es una respuesta similar a la respuesta impulsional pero en lugar
de haber sido producida por una entrada impulso, lo es por un estado inicial
equivalente.
As, v(0) es el estado inicial buscado mientras que v^(0) es dicho estado transfor-
mado a la realizacion de espacio de estados en forma normal.
F F F
39. Determine la funcion de transferencia cuya respuesta impulsional es la secuencia de
Fibonacci, mediante a) el empleo de la transformada Z y b) las tecnicas de espacio
de estados. Este sistema se puede describir por la siguiente realizacion de espacio de
estados:
v(n+ 1) =
"
0 1
1 1
#
v(n) +
"
0
1
#
x(n) (4.307)
y(n) =
h
1 1
i
v(n) + x(n)
Resolucion:
a) En primer lugar, podemos encontrar H(z) a partir de la transformada Z de las
ecuaciones de estado y de salida. As, tenemos que esta es
V
1
(z)z = V
2
(z) (4.308)
V
2
(z)z = V
1
(z) + V
2
(z) +X(z) (4.309)
Y (z) = V
1
(z) + V
2
(z) +X(z) (4.310)
De las dos primeras ecuaciones (4.308) y (4.309), obtenemos
V
2
(z) = X(z)
z
z
2
  1  z
; V
1
(z) = X(z)
1
z
2
  1  z
: (4.311)
Si sustituimos estas ecuaciones en la transformada de la salida (Ec. (4.310)),
tenemos que
Y (z) = X(z)

1
z
2
  1  z
+
z
z
2
  1  z
+
z
2
  1  z
z
2
  1  z

= X(z)

z
2
z
2
  1  z

;(4.312)
por lo que queda
H(z) =
1
1  z
 1
  z
 2
: (4.313)
b) Por otra parte, la funcion de transferencia tambien se puede obtener mediante
tecnicas de espacio de estados. Considerando las ecuaciones de estado y salida
v(n+ 1) = Fv(n) + qx(n) (4.314)
y(n) = g
T
v(n) + dx(n): (4.315)
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en el plano transformado, el estado es
V (z) =
2
6
6
6
6
4
V
1
(z)
V
2
(z)
.
.
.
V
N
(z)
3
7
7
7
7
5
: (4.316)
Las ecuaciones de estados se transforman como
zV (z) = FV (z) + qX(z); (4.317)
que equivale a
V (z) = (zI  F)
 1
qX(z): (4.318)
Finalmente la ecuacion de salida queda como
Y (z) = g
T
V (z) + dX(z) (4.319)
por lo que si sustituimos la Ec. (4.318) en (4.319), tendremos la salida en funcion
de la entrada
Y (z) = [g
T
(zI  F)
 1
q+ d]X(z) (4.320)
y
H(z) =
Y (z)
X(z)
= g
T
(zI  F)
 1
q+ d: (4.321)
Aplicando esta expresion para el sistema de Fibonacci, tenemos que
(zI  F)
 1
=
"
z  1
 1 z   1
#
 1
=
1
z
2
  z   1
"
z   1 1
1 z
#
; (4.322)
por lo que
H(z) =
h
1 1
i
1
z
2
  z   1
"
z   1 1
1 z
#"
0
1
#
+1 = : : : =
z
2
z
2
  z   1
: (4.323)
Finalmente llegamos a la misma conclusion que en el apartado anterior utilizando
tecnicas de espacios de estados:
H(z) =
1
1  z
 1
  z
 2
: (4.324)
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40. Considere un sistema descrito por las siguientes ecuaciones de espacio de estados:
v(n+ 1) =
"
 1=4 3=2
0 5=4
#
v(n) +
"
5=4
1
#
x(n) (4.325)
y(n) =
h
1 1
i
v(n) + x(n)
Se pide:
a) Dibuje el diagrama de bloques correspondiente a dicha realizacion de espacio
de estados.
b) Determine la realizacion equivalente en forma normal.
c) Determine la funcion de transferencia y la respuesta impulsional del sistema
mediante tecnicas de espacio de estados.
d) Calcule la respuesta ante entrada cero si
v(0) =
h
0 1
i
T
: (4.326)
Resolucion:
a) El diagrama de bloques se muestra en la Fig. 4.48.


 

 

 
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 
6	
6
Figura 4.48: Diagrama de bloques correspondiente a la descripcion de espacio de estados propuesta.
b) Para obtener la realizacion de espacio de estados en forma normal, el primer
paso es determinar la matriz de transformacion P de tal forma que
^
F = PFP
 1
sea diagonal. Para ello, calculamos el determinante
det(F  I) = det
 "
 1=4   3=2
0 5=4  
#!
= 
2
   
5
16
= 0: (4.327)
Los autovalores de
^
F son, por tanto, 
1
= 5=4 y 
2
=  1=4. Sus autovectores
correspondientes vienen dados por
272 Cap

tulo 4. Realizaci

on de sistemas en tiempo discreto
u
1
=
"
1
1
#
;u
2
=
"
1
0
#
: (4.328)
La matriz U cuyas columnas son los autovectores es
U =
"
1 1
1 0
#
; (4.329)
siendo la matriz de transformacion P,
P = U
 1
=
"
0 1
1  1
#
: (4.330)
As , las nuevas matrices y vectores tienen la forma normal siguiente
^
F = PFP
 1
= U
 1
FU =
"
5=4 0
0  1=4
#
(4.331)
q^ = Pq = U
 1
q =
"
1
1=4
#
(4.332)
g^
T
= g
T
P
 1
= g
T
U =
h
2 1
i
(4.333)
y el valor escalar d se mantiene entre transformaciones:
^
d = d = 1: (4.334)
La realizacion de espacio de estados en forma normal es
v(n+ 1) =
"
5=4 0
0  1=4
#
v(n) +
"
1
1=4
#
x(n) (4.335)
y(n) =
h
2 1
i
v(n) + x(n) (4.336)
Como vemos, el hecho de que la matriz
^
F sea diagonal implica que las variables
de estado estan desacopladas.
c) La respuesta impulsional del sistema es igual si utilizamos las matrices del sis-
tema equivalente
h(n) = g^
T
^
F
n 1
q^u(n  1) + dÆ(n)
=
h
2 1
i
"
(5=4)
n 1
0
0 ( 1=4)
n 1
#"
1
1=4
#
u(n  1) + Æ(n)
= [2(
5
4
)
n 1
+
1
4
( 
1
4
)
n 1
]u(n  1) + Æ(n):
(4.337)
Como vemos, la ventaja de utilizar el sistema equivalente con
^
F diagonal es que
el calculo de
^
F
n 1
es inmediato, siendo la matriz diagonal
^
F cuyos elementos de
la diagonal estan elevados a n   1. De la observacion de
^
F vemos que existen
polos en 5=4 y  1=4 por lo que el sistema en cuestion es inestable.
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Para determinar la funcion de transferencia primero calculamos (zI F)
 1
. Puede
hacerse de la misma manera para cualquiera de las realizaciones.
(zI  F)
 1
=
"
z + 1=4  3=2
0 z   5=4
#
 1
=
1
z
2
  z  
5
16
"
z   5=4 3=2
0 z + 1=4
#
(4.338)
por lo que
H(z) = g
T
(zI  F)
 1
q+ d
=
1
z
2
  z  
5
16
h
1 1
i
"
z   5=4 3=2
0 z + 1=4
#"
5=4
1
#
+ 1 = : : : =
z
2
+
5
4
z  
1
8
z
2
  z  
5
16
:
(4.339)
Finalmente tenemos que
H(z) =
1 +
5
4
z
 1
 
1
8
z
 2
1  z
 1
 
5
16
z
 2
: (4.340)
d) Para calcular la respuesta ante una entrada cero, dado el estado para n = 0,
tenemos que
y
zi
(n) = g
T
F
n
v(0) = g^
T
^
F
n
v^(0) (4.341)
Lo primero sera calcular el estado inicial transformado en la realizacion normal
v^(0) = Pv(0) =
"
0 1
1  1
#"
0
1
#
=
"
1
 1
#
(4.342)
por lo que
y
zi
(n) =
h
2 1
i
"
(5=4)
n
0
0 ( 1=4)
n
#"
1
 1
#
= : : : = 2(
5
4
)
n
 ( 
1
4
)
n
(4.343)
que sera la salida del sistema que evoluciona desde el estado dado, n = 0, en
ausencia de entrada.
F F F
41. Considere el sistema siguiente
y(n) = x(n) +
3
2
x(n  1)  y(n  1) +
3
4
y(n  2)
Se pide:
a) Determinar las realizaciones de espacio de estados de tipo I y II.
b) Obtener la realizacion de espacio de estados de forma normal.
c) Determinar la funcion de transferencia de, al menos, dos formas diferentes.
d) Determinar la respuesta impulsional del sistema.
e) Analizar la estabilidad del sistema.
Resolucion:
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a) De la ecuacion en diferencias obtenemos los coecientes
b
0
= 1; b
1
= 3=2; b
2
= 0; a
1
= 1; a
2
=  3=4: (4.344)
por lo que podemos obtener directamente la realizacion de espacio de estados de
tipo I a partir de la forma general del ejercicio 22. As, dicha realizacion queda
v(n+ 1) =
"
0 1
3=4  1
#
v(n) +
"
0
1
#
x(n) (4.345)
y(n) =
h
3=4 1=2
i
v(n) + x(n): (4.346)
De la misma forma, la realizacion de espacios de tipo II sepuede obtener a partir
de los coecientes fb
k
g y fa
k
g, tal como se vio en el ejercicio 23. As, la realizacion
de tipo II queda
v(n+ 1) =
"
0 3=4
1  1
#
v(n) +
"
3=4
1=2
#
x(n) (4.347)
y(n) =
h
0 1
i
v(n) + x(n): (4.348)
b) Para obtener la realizacion de espacio de estados en forma normal nos basaremos
en la realizacion de tipo II. Inicialmente calculamos el polinomio caracterstico:
det(F  I) = det
"
  3=4
1  1  
#
= 
2
+  
3
4
= 0 (4.349)
por lo que los autovalores de F son

1
=  
3
2
; 
2
=
1
2
: (4.350)
El autovector asociado a 
1
sera, por tanto,
u
1
=
"
 1=2
1
#
(4.351)
mientras que
u
2
=
"
1
2=3
#
(4.352)
es el autovector de 
2
.
Ahora formamos la matriz U cuyas columnas son los autovectores de F
U =
"
 1=2 1
1 2=3
#
: (4.353)
A partir de esta ya podemos obtener la matriz de transformacion a la realizacion
de forma normal
P = U
 1
=
"
 1=2 3=4
3=4 3=8
#
: (4.354)
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Ahora ya se pueden obtener todas las matrices
^
F, q^ y g^ de la forma normal
^
F = PFP
 1
= U
 1
FU =
"
 3=2 0
0 1=2
#
(4.355)
q^ = Pq = U
 1
q =
"
0
3=4
#
(4.356)
g^
T
= g
T
P
 1
= g
T
U =
h
1 2=3
i
: (4.357)
El valor d se mantiene entre transformaciones. As pues, la realizacion de espacio
de estados en forma normal queda
v(n+ 1)
"
 3=2 0
0 1=2
#
v(n) +
"
0
3=4
#
x(n) (4.358)
y(n) =
h
1 2=3
i
v(n) + x(n) (4.359)
c) Determinacion de la funcion de transferencia.
1) La forma mas sencilla de obtener la funcion de transferencia es a partir de
la ecuacion en diferencias, realizando la transformada Z, por lo que
Y (z) = X(z) +
3
2
X(z)z
 1
  Y (z)z
 1
+
3
4
Y (z)z
 2
(4.360)
de donde
H(z) =
Y (z)
X(z)
=
1 +
3
2
z
 1
1 + z
 1
 
3
4
z
 2
(4.361)
2) Sin embargo, si partimos de una realizacion de espacio de estados, por ejem-
plo la de tipo I , tendremos que realizar la transformada Z de las ecuaciones
de estado
V
1
(z)z = V
2
(z) (4.362)
V
2
(z)z =
3
4
V
1
(z)   V
2
(z) +X(z) (4.363)
de las cuales se obtiene
V
1
(z) =
1
z
2
 
3
4
+ z
X(z); V
2
(z) =
z
z
2
 
3
4
+ z
X(z); (4.364)
que deben sustituirse en la ecuacion de salida transformada
Y (z) =
3
4
V
1
(z) +
1
2
V
2
(z) +X(z) =
z
2
+
3
2
z
z
2
+ z  
3
4
X(z) (4.365)
para obtener nalmente la funcion de transferencia requerida
H(z) =
Y (z)
X(z)
=
z
2
+
3
2
z
z
2
+ z  
3
4
=
1 +
3
2
z
 1
1 + z
 1
 
3
4
z
 2
: (4.366)
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3) Otra forma de obtener H(z) es mediante tecnicas de espacio de estados.
Dado que conocemos las matrices
^
F, q^ y g^ en forma normal, empezaremos
calculando
(zI  F)
 1
(4.367)
por lo que
(zI F)
 1
=
"
z + 3=2 0
0 z   1=2
#
 1
=
1
z
2
+ z   3=4
"
z   1=2 0
0 z + 3=2
#
(4.368)
mediante lo cual podemos abordar el calculo de H(z) como sigue
H(z) = g^
T
(zI 
^
F)q^+
^
d
=
h
1 2=3
i
1
z
2
+ z   3=4
"
z   1=2 0
0 z + 3=2
#"
0
3=4
#
+ 1
= : : : =
z
2
+
3
2
z
z
2
+ z   3=4
:
(4.369)
Finalmente llegamos a
H(z) =
1 +
3
2
z
 1
1 + z
 1
 
3
4
z
 2
: (4.370)
Como vemos, cualquiera de las tres aproximaciones ofrece la misma solucion. El
empleo de una u otra dependera de la informacion de partida.
d) Ahora obtenemos la expresion analtica de la respuesta impulsional mediante
tecnicas de espacio de estados
h(n) = g^
T
^
F
n 1
q^u(n  1) +
^
dÆ(n)
=
h
1 2=3
i
"
 3=2 0
0 1=2
#
n 1
"
0
3=4
#
u(n  1) + Æ(n)
= (
1
2
)
n
u(n  1) + Æ(n):
(4.371)
e) Para analizar la estabilidad del sistema, hemos de centrar la atencion en los
autovalores de F, que coinciden con los polos del sistema. Estos son

1
=  3=2; 
2
= 1=2: (4.372)
Dado que 
1
=  3=2 sale del crculo de radio unidad, tenemos el argumento de
inestabilidad para el sistema. Sin embargo, notese que la respuesta impulsional
h(n) = (
1
2
)
n
u(n  1) + Æ(n) (4.373)
converge. En contra de que esto pudiera parecer un conicto, es correcto, dado
que si nos jamos en el numerador de H(z), este indica un cero en  3=2, por lo
que el cero anula el polo con lo cual, al estar el polo 
2
= 1=2 dentro del crculo
unidad podemos decir que el sistema es estable.
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42. Dado el sistema descrito por las siguientes ecuaciones de espacio de estados:
v(n+ 1)
2
6
4
 1=4 0  3=4
7=12 1=3 3=4
0 0 1=2
3
7
5
v(n) +
2
6
4
1
0
1
3
7
5
x(n) (4.374)
y(n) =
h
0 1 1
i
v(n) + 2x(n)
Se desea:
a) Dibujar la estructura correspondiente de espacio de estados.
b) Determinar la realizacion de espacio de estados en forma normal.
c) Determinar la funcion de transferencia H(z) mediante tecnicas de espacio de
estados.
d) Determinar la realizacion de espacio de estados de tipo I y II.
e) Determinar la respuesta impulsional del sistema.
f ) Analizar la estabilidad del sistema.
Resolucion:
a) El esquema se muestra en la Fig. 4.49.
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Figura 4.49: Estructura correspondiente a la realizacion de espacio de estados propuesta.
b) Para obtener la realizacion de espacio de estados en forma normal, el primer
paso es determinar la matriz de transformacion P de tal forma que
^
F = PFP
 1
sea diagonal. Para ello, calculamos el determinante
det(F I) = det
0
B
@
2
6
4
 1=4   0 3=2
7=12 1=3    3=4
0 0 1=2  
3
7
5
1
C
A
= ( 1=2)( 1=3)(+1=4) = 0:
(4.375)
Los autovalores de
^
F son, por tanto, 
1
= 1=2, 
2
= 1=3 y 
3
=  1=4. Sus
autovectores correspondientes vienen dados por
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u
1
=
2
6
4
1
 1
 1
3
7
5
;u
2
=
2
6
4
0
1
0
3
7
5
;u
3
=
2
6
4
1
 1
0
3
7
5
: (4.376)
La matriz U cuyas columnas son los autovectores es
U =
2
6
4
1 0 1
 1 1  1
 1 0 0
3
7
5
: (4.377)
La matriz U da lugar a la matriz de transformacion P
P = U
 1
=
2
6
4
0 0  1
1 1 0
1 0 1
3
7
5
(4.378)
mediante la cual obtenemos las matrices transformadas siguientes:
^
F = PFP
 1
= U
 1
FU =
2
6
4
1=2 0 0
0 1=3 0
0 0  1=4
3
7
5
(4.379)
q^ = Pq = U
 1
q =
2
6
4
 1
1
2
3
7
5
(4.380)
g^
T
= g
T
P
 1
= g
T
U =
h
 2 1  1
i
(4.381)
y el valor escalar d se mantiene entre transformaciones
^
d = d = 2: (4.382)
Por tanto, la realizacion de espacio de estados en forma normal es
v(n+ 1) =
2
6
4
1=2 0 0
0 1=3 0
0 0  1=4
3
7
5
v(n) +
2
6
4
 1
1
2
3
7
5
x(n) (4.383)
y(n) =
h
 2 1  1
i
v(n) + 2x(n) (4.384)
c) A continuacion calculamos la funcion de transferencia H(z) mediante tecnicas
de espacio de estados. Para determinar la funcion de transferencia primero cal-
culamos (zI  F)
 1
.
(zI F)
 1
=
2
6
6
6
6
4
2
2z   1
0 0
0
3
3z   1
0
0 0
4
4z + 1
3
7
7
7
7
5
(4.385)
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por lo que
H(z) = g
T
(zI  F)
 1
q+ d =
h
 2 1  1
i
2
6
6
6
6
4
2
2z   1
0 0
0
3
3z   1
0
0 0
4
4z + 1
3
7
7
7
7
5
2
6
4
 1
1
2
3
7
5
+ 2
= : : : =
2z
3
 
1
6
z
2
+
7
6
z  
13
24
z
3
 
7
12
z
2
 
1
24
z +
1
24
=
2 
1
6
z
 1
+
7
6
z
 2
 
13
24
z
 3
1 
7
12
z
 1
 
1
24
z
 2
+
1
24
z
 3
= H(z):
(4.386)
d) A partir de la funcion de transferencia, obtenemos los coecientes
a
1
=  7=12; a
2
=  1=24; a
3
= 1=24; b
0
= 2; b
1
=  1=6; b
2
= 7=6; b
3
=  13=24(4.387)
y con estos, a partir de las expresiones generales (ver ejercicio 22), la realizacion
de tipo I queda
v(n+ 1) =
2
6
4
0 1 0
0 0 1
 1=24 1=24 7=12
3
7
5
v(n) +
2
6
4
0
0
1
3
7
5
x(n) (4.388)
y(n) =
h
 5=8 5=4 1
i
v(n) + 2x(n): (4.389)
De la misma forma, la realizacion de espacio de estados de tipo II se puede
obtener a partir de los coecientes fb
k
g y fa
k
g, tal como se vio en el ejercicio
23. As, dicha realizacion de tipo II queda como
v(n+ 1) =
2
6
4
0 0  1=24
1 0 1=24
0 1 7=12
3
7
5
v(n) +
2
6
4
 5=8
5=4
1
3
7
5
x(n) (4.390)
y(n) =
h
0 0 1
i
v(n) + 2x(n): (4.391)
e) La respuesta impulsional del sistema es identica si utilizamos las matrices del
sistema equivalente
h(n) = g^
T
^
F
n 1
q^u(n  1) + dÆ(n)
=
h
 2 1  1
i
2
6
4
1=2 0 0
0 1=3 0
0 0  1=4
3
7
5
n 1
2
6
4
 1
1
2
3
7
5
u(n  1) + 2Æ(n)
= [2(
1
2
)
n 1
+ (
1
3
)
n 1
  2( 
1
4
)
n 1
]u(n  1) + 2Æ(n) = h(n)
(4.392)
f ) Los elementos de la diagonal de
^
F son las races del polinomio caracterstico y
coinciden con los polos del sistema. Los polos del sistema son
p
k
=
8
<
:
1
2
"
;
1
3
; 
1
4
9
=
;
: (4.393)
Como todos ellos estan dentro del crculo de radio unidad, el sistema es estable.
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4.3. Problemas propuestos
1. Determine los coecientes a
1
, a
2
, b
0
y b
1
de manera que los dos sistemas de la Fig.
4.50 sean equivalentes.
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Figura 4.50: Diferentes realizaciones del mismo sistema.
2. Obtener la estructura en celosa equivalente al sistema siguiente
H(z) =
1
1 +
53
36
z
 1
+
13
12
z
 2
+
1
3
z
 3
Discutir la estabilidad del sistema.
3. Considere el sistema de la Fig. 4.51.
a) Determine la estructura equivalente en celosa escalonada.
b) Analice la estabilidad del sistema.
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Figura 4.51: Diagrama de bloques del sistema propuesto.
4. Determine la realizacion en cascada del sistema
H(z) = 1 +
97
36
z
 2
+ z
 4
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5. Obtener la realizacion en cascada del sistema
y(n) = x(n)  x(n  1) + 0;9y(n  1)  0;8y(n  2) + 0;729y(n   3)
6. Obtenga la realizacion en paralelo para el siguiente sistema
H(z) =
1 +
3
2
z
 1
 
34
25
z
 2
 
18
25
z
 3
1  z
 1
+
3
4
z
 2
 
1
4
z
 3
+
1
8
z
 4
7. Un sistema discreto tiene el siguiente conjunto de ceros y polos: p
1
= 0;95e
j
7
15
,
p
2
= 0;95e
 j
7
15
, p
3
= 0;8e
j
3
15
, p
4
= 0;8e
 j
3
15
, z
1
= e
j

4
, z
2
= e
 j

4
, z
3
=
p
3
2
+ j
1
2
,
z
4
=
p
3
2
  j
1
3
.
Dibuje una representacion del sistema como etapas de segundo orden en cascada y
en paralelo y determine la ganancia del sistema para una se~nal de continua.
8. Determine las realizaciones de espacio de estado tipo I y II del sistema descrito por
y(n) =
1
2
y(n  1) 
1
3
y(n  2) + x(n) 
2
3
x(n  1)
9. Obtener la realizacion de espacio de estados traspuesta a la realizacion propuesta en
el ejercicio 35.
10. Repetir el ejercicio 40 para la siguiente realizacion de espacio de estados:
v(n+ 1) =
"
0 1
 1=4 0
#
v(n) +
"
1
1
#
x(n)
y(n) =
h
1=8 2
i
v(n) + 2x(n):
Analizar la estabilidad del sistema.
11. Repetir el ejercicio 40 para el sistema descrito por las ecuaciones de espacio de
estado:
v(n+ 1) =
"
1=6 0
p
2=12 1=3
#
v(n) +
"
1=2
1
#
x(n)
y(n) =
h
1 1
i
v(n) + x(n)
12. Determinar las matrices de la realizacion de espacio de estados de un sistema todo{
ceros en celosa.
13. Determinar las matrices de la realizacion de espacio de estados de un sistema todo{
polos en celosa.
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4.4. Practicas con MATLAB
1. Programe la realizacion del sistema digital cuya ecuacion en diferencias es
y(n) = x(n) 
p
2x(n  1) + x(n  2) + y(n  1)  1=4y(n  2)  1=4y(n   3) + 1=8y(n   4)
segun las estructuras directa II y cascada. Observe y comente las diferencias.
Resolucion:
De la ecuacion en diferencias del sistema podemos obtener que la funcion de transfe-
rencia a realizar es
H(z) =
1 
p
2z
 1
+ z
 2
1  z
 1
+ 1=4z
 2
+ 1=4z
 3
  1=8z
 4
=
1
1  1=4z
 2

1 
p
2z
 1
+ z
 2
1  z
 1
+ 1=2z
 2
(4.394)
La estructura de la Fig. 4.52(a) es una implementacion en forma directa II y la
estructura Fig. 4.52(b) es una implementacion en cascada. De la expresion (4.394)
se desprende que los coecientes son a
1
=  1, a
2
= +1=4, a
3
= +1=4, a
4
=  1=8,
b
0
= 1, b
1
=  
p
2, b
2
= 1 para la estructura IIR directa II y d
1
=  1, d
2
= +1=2,
e
0
= 1, e
1
=  
p
2, e
2
= 1, c
2
=  1=4 para la estructura en cascada.
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Figura 4.52: (a) Realizacion en forma directa y (b) realizacion en cascada.
Ambos diagramas de bloques consideran una realizacion o estructura para la reali-
zacion del sistema. Cada realizacion o estructura dene un procedimiento computa-
cional o algoritmo para implementar el sistema. Si el sistema va a ser implementado
en software, la realizacion describe la conversion en un programa que funcione en un
ordenador. La realizacion en MATLAB de la forma directa de la Fig. 4.52(a) sera:
tmp1= -a1*u1(n)-a2*u2(n)-a3*u3(n)-a4*u4(n);
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tmp2= b1*u1(n)+b2*u2(n);
y(n)= ( tmp1+x(n) )*b0 + tmp2;
donde u1(n) a u4(n) describen las salidas de los bloques de retardo. Para mayor
claridad se han usado dos variables temporales, tmp1 es el resultado de la suma de
los productos a1*u1(n) a a4*u4(n), mientras que tmp2 es el resultado de la suma de
los productos b1*u1(n) y b2*u2(n).
Por otro lado, la realizacion de la Fig. 4.52(b) sera:
y1(n)= -c2*y1(n-2)+x(n);
tmp1= -d1*w1(n)-d2*w2(n);
tmp2= e1*w1(n)+e2*w2(n);
y(n)= ( y1(n) + tmp1 )* e0 + tmp2;
donde como podemos observar se ha calculado previamente y1(n), salida de la primera
etapa de la cascada, para ser tomada como entrada de la segunda etapa.
Ambas realizaciones o estructuras equivalen a la misma ecuacion en diferencias y, si
los calculos se realizaran con elementos aritmeticos ideales, ambas estructuras daran
lugar al mismo resultado.
Dado que se esta realizando el mismo sistema de formas diferentes, surgen diferentes
preguntas como >Por que se considera esta diferenciacion? >Porque no implementar de
forma directa?, o >Cuales son los benecios de poder utilizar diferentes realizaciones?
Algunos de los factores importantes que inuyen es la complejidad computacional y
los requisitos de memoria. Como podemos observar, la forma en cascada necesita una
suma menos y un producto menos que la estructura directa Tipo II, y por lo tanto
su realizacion nalizara antes. Otras realizaciones presentan menores requisitos de
memoria, ya que cada retardo esta implementado por una posicion de memoria.
Uno de los factores mas importantes que inuyen en la eleccion de una realizacion
especca son los efectos en los calculos por la utilizacion de palabra de longitud nita,
como se vera en el Captulo 5, ya que la realizacion de los calculos por procesadores
de punto jo implica la aparicion de errores aritmeticos que se acarrean a la salida,
siendo considerables cuando estos resultados se realimentan y pudiendo incluso llegar
a transformar un sistema estable en inestable.
Existen otras razones para seleccionar estructuras especcas, como la sensibilidad de
los coecientes, obtener rapidamente una implementacion a partir de un determinado
conjunto inicial de datos, etc.
Si bien los segmentos de codigo ofrecidos anteriormente sirven para calcular la salida a
partir de la entrada en el momento n (x(n)), los coecientes y los valores retardados,
es necesario, tras el calculo de la salida, calcular el valor retardado que sera usado
para el calculo de la siguiente salida, es decir, las variables ui(n+1) en la Fig. 4.52(a)
y wi(n+1) en la Fig. 4.52(b). Para la implementacion en software de la realizacion de
la Fig. 4.52(a) sera
u1(n+1)=tmp1 + x(n);
u2(n+1)=u1(n);
u3(n+1)=u2(n);
u4(n+1)=u3(n);
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y para la implementacion en software de la realizacion la Fig. 4.52(b) sera
w1(n+1)= tmp1 + y1(n);
w2(n+1)=w1(n);
Vamos a suponer que se pretende obtener la salida del sistema ante la entrada rampa
x(n) = f1
"
; 2; 3; 4; 5; 6; 7; 8g. El sistema se realizara mediante un bucle. Para cada
iteracion del bucle se calcula la salida y los nuevos valores que contendran los bloques
de retardo en la siguiente iteracion, que es el estado del sistema, y seran utilizados
para el calculo de la siguiente salida. Para un sistema L.I.T. causal se supone y(n) = 0
para n < 0, por lo que para el calculo de y(0) todos los bloques de retardo poseen
valor a cero.
Antes de pasar al codigo en MATLAB, cabe remarcar que existe una objecion en la
programacion de esto en MATLAB; este entorno no permite utilizar el ndice 0 (al
contrario que C), por lo que se asumira que y(n) = 0, x(n) = 0 para n  0. As, la
realizacion de la forma directa II queda
x=[1 2 3 4 5 6 7 8];
u1(1)=0;
u2(1)=0;
u3(1)=0;
u4(1)=0;
for n=1:10
tmp1= -a1*u1(n)-a2*u2(n)-a3*u3(n)-a4*u4(n);
tmp2= b1*u1(n)+b2*u2(n);
y(n)= ( tmp1+x(n) )*b0 + tmp2;
u1(n+1)=tmp1 + x(n);
u2(n+1)=u1(n);
u3(n+1)=u2(n);
u4(n+1)=u3(n);
end
plot(y)
Vemos que las partes en que podemos dividir la realizacion son:
a) Inicialmente se dene la entrada, vector x como rampa en este caso.
b) Se inicializan las variables que representan los bloques de retardo de u1 a u4.
c) El bucle itera 10 veces, una para cada uno de los elementos de la entrada, cal-
culando la salida del sistema para cada iteracion.
d) Finalmente se realiza la visualizacion de los datos de salida.
El codigo completo para la realizacion de Fig. 4.52(b) se obtiene mediante un proce-
dimiento analogo.
2. Programar la realizacion del sistema que se muestra en la Fig. 4.53 a partir de su
ecuacion en diferencias.
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Figura 4.53: Diagrama de bloques del sistema propuesto.
Resolucion:
Para obtener la ecuacion en diferencias del sistema, partimos del siguiente sistema de
ecuaciones en diferencias:
v(n+ 1) = x(n) +
1
2
v(n) (4.395)
y(n) = 2x(n) + 3(x(n) +
1
2
v(n)) + 4v(n) (4.396)
pasando ambas al dominio Z, podemos obtener la funcion de transferencia
H(z) =
Y (z)
X(z)
=
5 + 3z
 1
1 
1
2
z
 1
(4.397)
por lo que la ecuacion en diferencias del sistema es
y(n) = 5x(n) + 3x(n  1) +
1
2
y(n  1): (4.398)

Esta se puede usar para realizar el sistema sin utilizar variables internas, unicamente
mediante entradas y salidas presentes y anteriores. En este caso, la programacion de
la realizacion es parecida a la del codigo del ejercicio 1. Consideraremos la entrada
x(n) = 2  n. Cabe recordar la limitacion de MATLAB de no poder utilizar ndices
nulos en los vectores.
x = [2 4 6 8 10 12 14 16 18 20];
y(1) = 5*x(1);
for n=2:10
y(n)=5*x(n)-2*x(n-1)+0.5*y(n-1);
end
plot(y)
Como vemos, el codigo resulta sencillo. Sin embargo, existen sensibles diferencias con
respecto al ejercicio anterior ya que no se utilizan los valores de los bloques de retardo,
es decir, el estado del sistema. La estructura de la programacion es
a) Denicion del vector que contiene la entrada.
b) Inicializacion.
c) Iteracion para obtener salidas mediante un bucle.
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d) Visualizacion de la salida.
Comentaremos a continuacion ciertas peculiaridades de interes:
En la inicializacion se dene y(1)=5*x(1), es decir, la salida para n = 1. El bucle
se utiliza para calcular las salidas y(2) a y(10). Esto se hace as para evitar erro-
res en MATLAB. Si eliminamos la lnea de inicializacion y forzamos el calculo de
y(1) en el bucle, en la primera iteracion tendramos y(1)=5*x(1)-2*x(0)+0.5*y(0).
Notese que la denicion de x(0) e y(0) no esta permitida en MATLAB (ndice
nulo), por lo que se producira un error. Por ello, como conocemos las condiciones
iniciales de entrada y salida, forzamos a x(0)=y(0)=0 y calculamos y(1) antes
del bucle como y(1)=5*x(1).
Notese que la primera iteracion del bucle calcula y(2)mediante y(2)=5*x(2)-2*x(1)+0.5*y(1).
En general, para orden N , tendramos que calcular inicialmente antes del bucle
las salidas desde y(1) hasta y(N) para evitar errores con los ndices.
Cabe destacar que realizar directamente el sistema a partir de la ecuacion en
diferencias equivale a una realizacion en forma directa. Este tipo de realizacion
es permisible en un entorno como MATLAB, con gran cantidad de memoria
disponible y aritmetica de gran precision. Sin embargo, debe evitarse, en general,
en realizaciones reales mediante procesadores con aritmetica en punto jo.
3. Dado el sistema IIR representado por la funcion de transferencia
H(z) =
2 + 12z
 1
+ 24z
 2
+ 34z
 3
+ 31z
 4
+ 14z
 5
+ 4z
 6
16 + 20z
 1
+ 24z
 2
+ 24z
 3
+ 14z
 4
+ 5z
 5
+ z
 6
; (4.399)
obtener, mediante el entorno MATLAB:
a) Los coecientes para la realizacion en cascada de H(z).
b) Los coecientes de la realizacion paralela de H(z).
c) Los coecientes de reexion fK
i
g y de escalera fv
i
g de la realizacion en celosa
escalonada.
Resolucion:
La funcion de transferencia dada proporciona los coecientes para la realizacion en
forma directa. Mediante MATLAB podemos obtener facilmente los coecientes para
otras realizaciones.
a) Para realizar el sistema en cascada se ha de representar la funcion de transferencia
H(z) factorizada, formada por lo general por etapas de segundo orden. Para ello
utilizamos el siguiente codigo
num = [2 12 24 34 31 14 4] ;
den = [16 20 24 24 14 5 1] ;
[z,p,k]=tf2zp(num,den);
[sos,G]=zp2sos(z,p,k);
La funcion zp2sos agrupa los polos y los ceros complejos conjugados para crear
las secciones de segundo orden. Cada la de la matriz sos resultante representa
una etapa de la cascada. Por defecto, la funcion zp2sos ordena las secciones por
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orden ascendente de la distancia de los polos al cero. Es decir, la primera la
corresponde a aquella etapa que contiene los polos mas cercanos al origen. As,
sos =
2
6
4
0
0
13 4
0
87 4
0
20 1
0
00 0
0
39 0
0
20
1
0
00 0
0
57 0
0
28 1
0
00 1
0
12 0
0
34
1
0
00 0
0
57 1
0
68 1
0
00  0
0
26 0
0
92
3
7
5
; (4.400)
donde los elementos se han redondeado a dos cifras decimales. Ademas, mediante
el uso del resto de parametros disponibles, zpsos permite ordenar las secciones
para minimizar la posibilidad de overflow en la realizacion, minimizar el ruido
de redondeo a la salida, etc.
Los coecientes de la realizacion son los de la siguiente representacion factorizada
de H(z):
H(z) = 0
0
125 
0
0
13 + 4
0
87z
 1
+ 4
0
20z
 2
1 + 0
0
39z
 1
+ 0
0
20z
 2

1 + 0
0
57z
 1
+ 0
0
28z
 2
1 + 1
0
12z
 1
+ 0
0
34z
 2

1 + 0
0
57z
 1
+ 1
0
68z
 2
1  0
0
26z
 1
+ 0
0
92z
 2
(4.401)
b) Para obtener los coecientes de la realizacion en paralelo, utilizamos la funcion
residuez, que proporciona los resduos, polos y terminos directos de la expansion
en fracciones parciales. El codigo a utilizar es sencillamente
[r,p,k]=residuez(num,den);
Esta sentencia asigna al vector r los residuos, al vector p los polos y al k los
terminos directos.
La funcion de transferencia H(z), desarrollada en fracciones parciales, queda
r(1) =  0;3712 + 0;1173j
r(2) =  0;9902 + 1;2059j
r(3) =  0;5761 + 0;1071j
p(1) = 0;1321 + 0;9526j
p(2) =  0;5623 + 0;1393j
p(3) =  0;1948 + 0;4043j (4.402)
H(z) = 4 +
r(1)
1  p(1)z
 1
+
r(1)

1  p(1)

z
 1
+
r(2)
1  p(2)z
 1
+
r(2)

1  p(2)

z
 1
(4.403)
+
r(3)
1  p(3)z
 1
+
r(3)

1  p(3)

z
 1
Podemos, por otro lado, utilizar la funcion residuez invesamente, [num,den]=residuez(r,p,k),
para convertir de nuevo la expansion en fracciones parciales a la forma num/den.
Para eliminar los coecientes complejos agruparemos en etapas de segundo orden
las fracciones de polos complejos conjugados. Para realizar las sumas de dichas
fracciones, podemos hacerlo, como hemos descrito, mediante la funcion residuez
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[n1,d1]=residuez(r(1:2),p(1:2),0);
[n2,d2]=residuez(r(3:4),p(3:4),0);
[n3,d3]=residuez(r(5:6),p(5:6),0);
As, obtenemos nalmente los coecientes de la realizacion en paralelo con
H(z) = 4 +
 0
0
74  0
0
13z
 1
1  0
0
26z
 1
+ 0
0
92z
 2
+
 1
0
98  1
0
45z
 1
1 + 1
0
12z
 1
+ 0
0
34z
 2
+
 1
0
15  0
0
31z
 1
1 + 0
0
39z
 1
+ 0
0
20z
 2
;(4.404)
donde los coecientes han sido redondeados a dos cifras decimales.
c) Finalmente, los coecientes para la realizacion en celosa escalonada se obtienen
directamente mediante la funcion tf2latc de la siguiente manera:
[k,v]=tf2latc(num,den);
Esta proporciona los coecientes de reexion:
K1 = 0;1901;
K2 = 0;5537;
K3 = 0;7591;
K4 = 0;5226;
K5 = 0;2353;
K6 = 0;0625 (4.405)
y los coecientes de escalera:
V 0 =  0;4518;
V 1 =  4;6006;
V 2 =  4;1447;
V 3 =  0;2503;
V 4 = 6;9412;
V 5 = 4;5;
V 6 = 2: (4.406)
Captulo 5
Efectos de longitud de palabra
nita
5.1. Introduccion teorica
Hasta ahora hemos analizado sistemas que se modelan como lineales y, sin embargo, no
hemos tenido en cuenta que el efecto que supone la utilizacion de palabra de longitud nita
es la introduccion de no-linealidades. As, en este captulo se consideran varias formas de
efectos de cuanticacion que aparecen en procesado digital de se~nal en las realizaciones de
aritmetica de precision nita, incluyendo los efectos sobre las caractersticas de la respuesta
en frecuencia resultantes de la cuanticacion de los coecientes, y los efectos de ruido de
redondeo inherentes a la implementacion digital de sistemas en tiempo discreto.
En la introduccion se presentan nociones basicas, a complementar con textos de teora,
que son utilizadas para estructurar los ejercicios del captulo. Aquellos ejercicios que ne-
cesitan un mayor conocimiento teorico lo incorporan, surgiendo este como una necesidad
dentro del contexto planteado por el ejercicio.
5.1.1. Conceptos basicos
La principal caracterstica de la aritmetica digital es el limitado numero de bits para
la representacion numerica. Esta limitacion conduce a precision numerica nita en los
calculos, causando errores de redondeo y efectos no lineales en el funcionamiento de
los sistemas discretos.
La representacion de numeros en punto jo es una generalizacion de la representacion
decimal de un numero como una cadena de dgitos con un punto decimal. En esta
notacion los dgitos de la izquierda del punto decimal representan la parte entera del
numero, y los dgitos de la derecha representan la parte fraccional del numero. As,
un numero real X, puede representarse como
X = fb
 A
; : : : ; b
 1
; b
0
; b
1
; : : : ; b
B
; g
r
=
B
X
i= A
b
i
r
 i
; 0  b
i
 (r   1) (5.1)
donde b
i
representa el dgito, r es la base, A es el numero de dgitos enteros, y B es el
numero de dgitos fraccionales. As, este formato puede variar desde el formato entero
(A = n  1, B = 0), hasta el formato fraccional (A = 0, B = n  1), ejercicios 1 a 4.
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El formato para fracciones positivas es
X = 0:b
1
b
2
: : : b
B
=
B
X
i=1
b
i
2
 i
; X  0 (5.2)
Sin embargo, para fracciones negativas pueden usarse los siguientes formatos:
 Formato de signo y magnitud.
En este formato, el bit mas signicativo, MSB, se pone a 1 para representar el
signo negativo y a 0 para representar el signo positivo.
X
SM
= 1:b
1
b
2
   b
B
; para X  0 (5.3)
 Formato de complemento a uno.
En este formato los numeros negativos se representan, a partir del positivo, de
la siguiente forma,
X
C1
= 1:

b
1

b
2
  

b
B
; para X  0; (5.4)
donde

b
i
= 1   b
i
es el complemento a 1 de b
i
. Una denicion alternativa para
X
C1
se puede obtener mediante
X
C1
= 2  2
 B
jXj: (5.5)
 Formato de complemento a dos.
En este formato, el numero negativo se representa formando el complemento a
dos del numero positivo correspondiente,
X
C2
= 1:

b
1

b
2
  

b
B
+ 0;0000 : : : 1; para X < 0; (5.6)
Se puede ver que
X
C2
= X
C1
+ 2
 B
= 2  jXj: (5.7)
Usualmente se emplean dos tipos de cuanticacion para representar un numero de
punto jo en un registro de palabra nita; el truncamiento y el redondeo. El trunca-
miento consiste simplemente en la eliminacion de los bits menos signicativos, de los
que se pretende prescindir. En el redondeo, el numero es aproximado por el valor de
cuanticacion mas cercano.
Dado que la caracterstica de transferencia de un conversor A/D no es lineal y la se~nal
analogica de entrada no es conocida a priori, en la mayora de los casos practicos, se
asume que, para propositos de analisis, el error de cuanticacion e(n) es una se~nal
aleatoria. La Fig. 5.1 muestra el modelo de la operacion del cuanticador.
Al hacer calculos, como multiplicaciones, con aritmetica de punto jo o otante, nor-
malmente nos enfrentamos al problema de recuanticar desde un nivel de precision a
otro dado. El efecto es introducir un error cuyo valor depende tanto del numero de
bits del valor original como del numero de bits despues de la cuanticacion.
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Figura 5.1: Modelo estadstico del cuanticador A/D.
Para una representacion en complemento a dos, el error de truncamiento, E
t
, es
siempre negativo y cae en el rango
 (2
 b
  2
 b
u
)  E
t
 0: (5.8)
En cuanto al error de redondeo, E
r
, es simetrico respecto a cero y cae en el rango
 
1
2
(2
 b
  2
 b
u
)  E
r

1
2
(2
 b
  2
 b
u
): (5.9)
En el caso en que x sea una se~nal de amplitud continua b
u
= 1. Considerense los
ejercicios 3 y 5.
La funcion de transferencia H
0
(z) de un sistema implementado tanto en software como
en \hardware", con coecientes cuanticados, es diferente de la funcion de transferen-
cia deseada, H(z). El efecto principal de la cuanticacion es el desplazamiento de los
polos y los ceros de la funcion de transferencia, desplazados a localizaciones diferentes
de las teoricas, ejercicio 6.
En general, podemos determinar el error de perturbacion como
p
i
=  
N
X
k=1
p
N k
i
Q
N
l=1;l 6=i
(p
i
  p
l
)
a
k
; (5.10)
que nos proporciona una medida de la sensibilidad del polo frente a cambios en los
coecientes fa
k
g. Una expresion analoga se puede obtener para la sensibilidad de los
ceros a errores en los parametros fb
k
g, ejercicio 7.
La sensibilidad frente a la cuanticacion de los coecientes puede disminuirse utili-
zando realizaciones en cascada o en paralelo, ejercicios 10 y 11.
En ocasiones, es conveniente aplicar un factor multiplicativo a los coecientes, de
forma que estos ocupen el mayor rango posible antes de ser cuanticados.

Esto se
hace para aumentar la precision del sistema. Este factor suele ser una potencia de dos
para que su aplicacion simplemente consista en la realizacion de un desplazamiento
logico, ejercicios 8 y 9.
Para determinar el ruido que genera a la salida el ruido de cuanticacion del conversor
A/D, se utiliza el modelo estadstico que se indico en la Fig. 5.1. Con este, asumimos
que el sistema lineal e invariante temporal H(z) esta implementado con precision
nita. As, la salida actual del sistema discreto viene dada por y(n) + v(n), donde
y(n) es la salida generada por la entrada no cuanticada x(n), y v(n) es la salida
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generada por la secuencia de error e(n). La componente del error de salida v(n) viene
dada por
v(n) =
1
X
m= 1
e(m)h(n  m) (5.11)
donde h(n) es la respuesta impulsional del ltro digital. La siguiente expresion indica
la varianza del ruido a la salida del sistema cuando la varianza a la entrada es la
unidad:

2
=
1
X
k= 1
jh(n)j
2
: (5.12)
Para el caso particular de un ltro FIR, el error que se produce en la respuesta en
frecuencia por la cuanticacion de sus coecientes es
E
M
=
M 1
X
n=0
e
h
(n)e
 jwn
(5.13)
donde e
h
(n) es la diferencia entre la respuesta impulsional del sistema cuanticado y
la del sistema ideal. Asumiendo que la secuencia de error de los coecientes e
h
(n) es
incorrelada, para 0  n M   1, la varianza del error E
M
(w) es

2
E
=
2
 2(b+2)
3
M: (5.14)
Notese como la varianza del error se incrementa linealmente con M . Utilizando la
desviacion estandar puede controlarse el error que se produce en la respuesta en
frecuencia, para que este quede acotado dentro de unos margenes tolerables, ejercicios
12 y 13.
La presencia de uno o varios cuanticadores en la realizacion de un sistema discreto
resulta en la introduccion de no-linealidades que lo transforman en otro con carac-
tersticas signicativamente diferentes al sistema lineal ideal. Por ejemplo, un ltro
lineal recursivo puede exhibir oscilaciones indeseables a su salida, incluso en ausencia
de entrada o ante una entrada constante con valor distinto de cero. Semejantes osci-
laciones aparecen en los sistemas recursivos y se denominan ciclos lmite. Los ciclos
lmite pueden atribuirse directamente a los errores de redondeo en la multiplicacion
y a los errores de desbordamiento en la adicion, ejercicios 14 y 15.
El uso de la aritmetica de saturacion soluciona los problemas de ciclos lmite causados
por errores de desbordamiento en la adicion. Sin embargo, esto causa una distorsion
indeseable debido a la no-linealidad de dicha saturacion. Para limitar esta distorsion,
es importante escalar la se~nal de entrada, y con ello la respuesta impulsional entre
la entrada y cualquier nodo sumador interno del sistema, de forma que el desborda-
miento se elimine o se convierta en un suceso extra~no. Para ello se aplica un factor
de normalizacion a la se~nal de entrada, ejercicio 16.
Al cuanticar los productos de dos numeros y utilizar aritmetica de saturacion para
prevenir el desbordamiento en nodos intermedios, se complica el analisis del error pro-
ducido por las cuanticaciones en sistemas complejos. Para obtener resultados mas
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generales sobre los efectos de cuanticacion en ltros digitales, el error de cuantica-
cion en la multiplicacion se modela como una secuencia de ruido aditivo e(n), de la
misma forma que en la conversion A/D de una se~nal analogica.
En general, el analisis del error de cuanticacion se puede aplicar directamente a
ltros de alto orden mediante una realizacion en paralelo. En este caso, cada seccion
del ltro, de primer o segundo orden, es independiente de todas las demas y, por tanto,
la potencia total del ruido de cuanticacion a la salida es simplemente la suma lineal
de las potencias de ruido de cuanticacion de cada una de las secciones individuales.
La realizacion en cascada es mas difcil de analizar. Para esta interconexion, el ruido
que se genera en cualquier seccion del ltro actua como entrada para la siguiente.
Como consecuencia, aparecen dos problemas, en primer lugar se plantea como em-
parejar los polos y los ceros para formar secciones de segundo orden, y, en segundo
lugar, como organizar las secciones resultantes para minimizar la potencia total de
ruido a la salida. Cabe remarcar que la ordenacion de las secciones de la cascada
inuira en la potencia total de ruido a la salida. En general los polos cercanos a la
circunferencia unidad deberan estar emparejados con ceros cercanos para reducir la
ganancia de cada seccion de segundo orden. En cuanto a la ordenacion de las secciones
de segundo orden, una estrategia razonable es colocar las secciones de la cascada en
orden decreciente desde la maxima ganancia en frecuencia. As, la potencia de ruido
generada en secciones previas (de ganancias altas) no se realzara signicativamente
en las secciones posteriores, ejercicios 17 y 18.
294 Cap

tulo 5. Efectos de longitud de palabra finita
5.2. Problemas resueltos
1. Expresar 5=8, 9=16,  5=8 y  9=16 en formato de signo{magnitud, complemento a
uno y complemento a dos.
Resolucion:
La representacion numerica en punto jo es similar a la decimal. Los dgitos a la parte
izquierda de la coma representan la parte entera del numero y los de la derecha la
parte decimal.
De esta forma un numero X cualquiera se puede representar como
X = fb
 A
; : : : ; b
 1
; b
0
; b
1
; : : : ; b
B
; g
r
=
B
X
i= A
b
i
r
 i
; 0  b
i
 (r   1) (5.15)
donde b
i
representa cada dgito. Por ejemplo, si queremos representar en decimal el
numero 431'28, hacemos
(431
0
28)
10
= 4  10
2
+ 3  10
1
+ 1  10
0
+ 2  10
 1
+ 8  10
 2
: (5.16)
Sin embargo, nuestra atencion se centrara en representaciones binarias. Mas concre-
tamente nos centraremos en formato de fraccion binaria. Para un procesador de coma
ja supone una complejidad el operar con numeros de diferente formato o, lo que es
lo mismo, de la misma longitud de bits en los que la cantidad de bits de parte frac-
cional son distintos. Notese que el procesador habra de realizar desplazamientos, por
lo que en este caso sera mejor utilizar un procesador de coma otante y un formato
numerico de coma otante.
Cuando representamos enteros, utilizamos el formato (A = n   1; B = 0). Para
representar fracciones tenemos (A = 0; B = n  1) que tendra el punto binario entre
b
0
y b
1
, y permite numeros, en el rango de los numeros positivos, de 0 a 1  2
 (n 1)
.
La representacion en formato enteramente fraccional de los numeros positivos pro-
puestos es:
a)
5
8
= 0  2
0
+ 1  2
 1
+ 0  2
 2
+ 1  2
 3
+ 0  2
 4
=)
5
8
= 0.1010
b)
9
16
= 0  2
0
+ 1  2
 1
+ 0  2
 2
+ 0  2
 3
+ 1  2
 4
=)
9
16
= 0.1001
Sin embargo, las fracciones negativas tienen tres posibles representaciones:
a) Formato de signo y magnitud. Dado que para fracciones positivas, b
0
siempre es
cero, en este formato se pone b
0
a uno para indicar signo negativo, por lo que
tendramos:
 5
8





SM
= 1;1010 (5.17)
 9
16





SM
= 1;1001 (5.18)
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b) Formato de complemento uno. En este formato los numeros negativos se repre-
sentan complementando cada bit de la fraccion positiva:
X
C1
= 1:

b
1

b
2
: : :

b
B
;X  0 (5.19)
As, tenemos
 5
8





C1
= 1;0101; (5.20)
 9
16





C1
= 1;0110 (5.21)
c) Formato de complemento a dos. En este formato los numeros negativos se repre-
sentan formando el complemento a dos, es decir, el numero negativo se forma
sustrayendo ndo el numero negativo de 2:
X
C2
= 2  jXj: (5.22)
Aunque se puede ver de una forma mas simple como la suma de un bit menos
signicativo al complemento a 1.
X
C2
= X
C1
+ 2
 B
= 1:

b
1

b
2
: : :

b
B
+ 0;00 : : : 1; X < 0 (5.23)
por lo que
 5
8





C2
= 1;0101 + 0;0001 = 1;0110;
 9
16





C2
= 1;0110 + 0;001 = 1;0111 (5.24)
La mayora de los procesadores digitales de se~nal de punto jo usan aritmetica de
complemento a dos, entre otras cosas porque si la suma de una serie de numeros
X
1
;X
2
; : : : X
N
esta dentro del rango numerico, sera calculada correctamente incluso
si las sumas parciales individuales provocan desbordamientos.
El rango del formato de complemento a dos de n+1 bit (A = 0, B = n) es [ 1; 1 2
 B
].
Cuando se conoce la longitud de bits de palabra, es usual la utilizacion del formato Q
para describir el formato de representacion. En general, el valor Q indica el numero
de bits que se desplaza la coma decimal. As, el valor representado se puede encontrar
a traves de la expresion
V alor = Entero=2
V alorQ
: (5.25)
Un valor Q de x indica un entero con signo de complemento a dos cuya coma decimal
se desplaza x posiciones desde el bit menos signicativo (LSB). De esta forma, la
representacion enteramente fraccional en complemento a dos de n + 1 bits sera un
formato Q
n
. Por ejemplo, si la palabra es de 16 bits una representacion enteramente
fraccionaria sera Q
15
(A = 0, B = 15), si fuera de 32 bits Q
31
(A = 0, B = 31) y si
fuera de 8 bits Q7 (A = 0, B = 7). F F
296 Cap

tulo 5. Efectos de longitud de palabra finita
2. Expresar el numero 105'676 en formato binario:
a) Con (A = 4; B = 6).
b) Con (A = 8; B = 2).
c) Con (A = 2; B = 8).
d) Con (A = 8; B = 8).
La cuanticacion se debe realizar por truncamiento. Ademas debe hallarse en cada
caso el error de cuanticacion.
Resolucion:
a) En este caso, dado que A = 4, la parte entera el rango de representacion es desde
-16 a 16   2
 6
. El numero 105'676 no esta incluido en dicho rango, por lo que
no puede expresarse.
b) Con ocho bits para la parte entera y dos para la parte decimal tenemos
Q
A=8;B=2
(105
0
676) = 001101001;10 (5.26)
cuyo decimal equivalente es 105'50, por lo que el error obtenido de la cuantica-
cion por truncamiento es
E
t
= 105
0
50  105
0
676 =  0
0
176: (5.27)
c) De la misma forma que en el apartado (a), el rango de representacion del binario
con (A = 2; B = 8) no incluye al numero dado.
d) Con (A = 8; B = 8) tenemos 8 bits para describir la parte entera y 8 bits para
la fraccionaria, por lo que
Q
A=8;B=8
(105
0
676) = 001101001;10101101 (5.28)
cuyo decimal equivalente 105'6757, por lo que el error de cuanticacion es
E
t
= 105
0
6757   105
0
676 =  3  10
 4
: (5.29)
3. Represente 0'574 en formato enteramente fraccional para 4, 8 y 16 bits. Compruebe
que el error cometido cumple la condicion
 2
 b
 E
t
 0
siendo
E
t
= Q
t
(x)  x: (5.30)
Resolucion:
Dados b + 1 bits de palabra, Q
b
representa el formato enteramente fraccional. Se
hallaran representaciones de 0'574 en Q
3
, Q
7
y Q
1
5.
a) Q[0
0
574]j
Q
3
= 0;100 cuyo decimal equivalente es 0
0
5, por lo que el error de cuan-
ticacion es E
t
= 0
0
5  0
0
574 =  0
0
074   2
 b
=  0
0
125
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b) Q[0
0
574]j
Q
7
= 0;1001001 cuyo decimal equivalente es 2
 1
+2
 4
+2
 7
= 0
0
5703125,
por lo que el error de cuanticacion es E
t
= 0
0
5703125   0
0
574 =  0
0
0036875 
 2
 b
'  0
0
0078
c) Q[0
0
574]j
Q
15
= 0;100100101111000 cuyo decimal equivalente es 0
0
5739746, por lo
que el error de cuanticacion es E
t
= 0
0
5739746 0
0
574 =  0
0
0000254   2
 b
'
 0
0
00003
Cabe destacar que este numero, a pesar de que en representacion decimal posee uni-
camente tres dgitos decimales, en representacion binaria no es suciente con 15 bits
fraccionarios para realizar una representacion exacta.
Cuando se realiza un sistema digital en un procesador los coecientes habran de
convertirse a un formato binario. Sin embargo, un reducido numero de decimales en
la representacion decimal de esos coecientes, de ninguna manera implica la conversion
sin error a un numero nito de bits en binario. F
4. Expresar en Q
3
, Q
7
y Q
15
el numero
p
2
2
, para una longitud de palabra de 16 bits.
Resolucion:
El numero
p
2
2
es en decimal
p
2
2
= 0
0
70710678118655 : : : (5.31)
De la misma forma que en el ejercicio 3:
a) Q[
p
2
2
]j
Q
3
= 0000000000000;101 cuyo decimal equivalente es 2
 1
+ 2
 3
= 0
0
625,
por lo que el error de cuanticacion es E
t
'  0
0
082.
b) Q[
p
2
2
]j
Q
7
= 000000000;1011010 cuyo decimal equivalente es 2
 1
+ 2
 3
+ 2
 4
+
2
 6
' 0
0
703, por lo que el error de cuanticacion es E
t
'  0
0
004.
c) Q[
p
2
2
]j
Q
15
= 0;101101010000010 cuyo decimal equivalente es 2
 1
+ 2
 3
+ 2
 4
+
2
 6
+ 2
 8
+ 2
 14
' 0
0
707092, por lo que el error de cuanticacion es E
t
'
 1
0
5  10
 5
.
F F F
5. Supongase que un procesador DSP de 16 bits de longitud de palabra realiza el
sistema digital cuya ecuacion en diferencias es
y(n) = x(n) + ay(n  1):
Asumiendo que no tenemos perdidas de precision en la representacion Q
15
de x(n),
a, e y(n  1). >El procesador puede entonces obtener y(n) sin perdida de precision?
Resolucion:
En general podemos decir que no, ya que la multiplicacion de dos numeros de b bits
de longitud resulta en un producto de 2b bits de longitud. En aritmetica de punto
jo, el producto debe redondearse de nuevo a b bits, con lo que tenemos un error de
cuanticacion al perder los b bits menos signicativos.
En nuestro caso particular, el producto ay(n 1) proporciona un resultado de 32 bits,
que ha de truncarse o redondearse a 16 bits. Esto implica una fuente de perdida de
precision en el calculo. F F
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6. Determinar el efecto que la cuanticacion de los coecientes de la funcion de trans-
ferencia
H(z) =
4
(1 + 0
0
97z
 1
)(1 + 0
0
98z
 1
)(1 + 0
0
99z
 1
)
tiene sobre los polos del sistema. La representacion de los coecientes debe realizarse
con una longitud de palabra de 8 bits.
Resolucion:
Hemos de destacar inicialmente que el efecto de la cuanticacion sobre los polos del
sistema es tanto mayor cuanto mayor sea el orden del denominador. Es decir, el efecto
de la cuanticacion aumenta con el numero de polos, que en nuestro caso solo es tres.
As, la realizacion en forma directa se obtendra a partir de los coecientes del polino-
mio del denominador:
H(z) =
1
0
0
25 + 0
0
735z
 1
+ 0
0
720275z
 2
+ 0
0
2352735z
 3
: (5.32)
Notese que as expresada H(z), podemos ver que los coecientes fa
k
g son entera-
mente fraccionales. Los coecientes decimales equivalentes a la cuanticacion de los
coecientes fa
k
g en Q
7
por redondeo son fa
0
k
g
a
0
1
= 0
0
734375; a
0
2
= 0
0
71875; a
0
3
= 0
0
234375 (5.33)
donde se han conservado todos los decimales para poder calcular la variacion exacta de
los coecientes. Los coecientes decimales equivalentes a la cuanticacion en binario
se han calculado mediante
>> round(a*2^7)/2^7.
As, la funcion de transferencia queda como
H(z) =
1
0
0
25 + 0
0
734375z
 1
+ 0
0
71875z
 2
+ 0
0
234375z
 3
'
4
(1 + 0
0
9375z
 1
)(1 + z
 1
)
2
:
(5.34)
Como vemos, un polo se ha desplazado hacia  1 quedando en p =  0
0
9375 y los
otros tambien hacia  1 formando, aproximadamente, un polo doble en  1, por lo
que la cuanticacion de los coecientes para posibilitar la realizacion del sistema lo
ha hecho inestable.
Este efecto del desplazamiento de los polos a causa de la cuanticacion de los co-
ecientes es mayor conforme aumenta el numero de polos y conforme disminuye el
numero de bits de palabra.
7. Calcular analticamente la perturbacion p
i
de los polos del sistema digital dado por
la funcion de transferencia propuesta en el ejercicio 6, siendo Q
7
la representacion
de los coecientes.
Resolucion:
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Para el calculo de la perturbacion p
i
utilizamos la siguiente expresion:
p
i
=  
N
X
k=1
p
N k
i
Q
N
l=1;l 6=i
(p
i
  p
l
)
a
k
: (5.35)
A partir de la funcion de transferencia propuesta
H(z) =
4
(1 + 0
0
97z
 1
)(1 + 0
0
98z
 1
)(1 + 0
0
99z
 1
)
: (5.36)
tenemos que la posicion ideal de los polos es
p
1
=  0
0
97; p
2
=  0
0
98; p
3
=  0
0
99: (5.37)
Ademas, del ejercicio 6 podemos calcular las variaciones en los coecientes por la
cuanticacion, estas son
a
1
' 6
0
25  10
 4
;a
2
' 15
0
25  10
 4
;a
1
' 8
0
98  10
 4
: (5.38)
As, tenemos que las perturbaciones de los polos son
p
1
=  
p
3 1
1
a
1
+ p
3 2
1
a
2
+ p
3 3
1
a
3
(p
1
  p
2
)(p
1
  p
3
)
'  0
0
0366: (5.39)
p
2
=  
p
3 1
2
a
1
+ p
3 2
2
a
2
+ p
3 3
2
a
3
(p
2
  p
1
)(p
2
  p
3
)
' 0
0
0425: (5.40)
p
3
=  
p
3 1
3
a
1
+ p
3 2
3
a
2
+ p
3 3
3
a
3
(p
3
  p
1
)(p
3
  p
2
)
'  0
0
0066: (5.41)
En estas expresiones se ha hecho uso de que el orden es N = 3. El resultado p puede
ser, en general, complejo. Sin embargo obtenemos perturbaciones reales por ser reales
los tres polos.
A partir de las perturbaciones fp
k
g podemos obtener la posicion de los polos fp
k
g
tras la cuanticacion de los coecientes. As,
p
0
1
= p
1
+p
1
=  0
0
97  0
0
0366 =  1
0
0066 (5.42)
p
0
2
= p
2
+p
2
=  0
0
98 + 0
0
0425 =  0
0
9375 (5.43)
p
0
3
= p
3
+p
3
=  0
0
99  0
0
0066 =  0
0
9965: (5.44)
Notese que los resultados son similares a los obtenidos en el ejercicio 6, aunque se
aportan mas cifras decimlaes. Este metodo proporciona, ademas, la informacion sobre
que polo ha sido la \vctima" de cada desplazamiento especco.
En general, la Ec. (5.35) nos proporciona la medida de la sensibilidad del i-esimo polo
frente a cambios en los coecientes fa
k
g. Para la sensibilidad de los ceros frente a
errores en fb
k
g se puede obtener una relacion analoga.
Los terminos p
i
 p
l
en el denominador de esta expresion representan los vectores en el
plano Z que comienzan en p
l
y terminan en p
i
. Si, como ocurre en los ltros de banda
estrecha, tenemos muchos polos agrupados, las longitudes jp
i
  p
l
j son peque~nas para
los polos vecinos. Estas peque~nas longitudes contribuyen con grandes errores para
la perturbacion p
i
. As, para minimizar el error de perturbacion p
i
, se deben
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maximizar las distancias entre polos. Una forma de hacer esto es realizar el sistema
como cascada de etapas de segundo orden. F F F
8. Analizar la realizacion del ltro FIR cuya funcion de transferencia es
H(z) = 0
0
0625 + 0
0
24z
 1
+ 0
0
24z
 2
+ 0
0
0625z
 3
y el efecto en la respuesta en frecuencia de la cuanticacion por truncamiento de los
coecientes de dicho sistema. Para la realizacion se utiliza un procesador digital de
se~nal con una longitud de palabra de solo cuatro bits.
Resolucion:
De un primer vistazo a los coecientes del ltro vemos que son enteramente fracciona-
rios, por lo que podran representarse en un formato binario como Q
3
. Sin embargo,
si cuanticamos los coecientes decimales a Q
3
por truncamiento, tenemos que
Q
3
[0
0
0625] = 0;000; (5.45)
que equivale a un valor decimal de cero y un error de cuanticacion por truncamiento
E
t
= Q[0
0
0625]   0
0
0625 =  0
0
0625. Por otro lado, tenemos
Q
3
[0
0
24] = 0;001; (5.46)
que equivale a un valor decimal de 0
0
125 y un error de cuanticacion por truncamiento
E
t
= Q[0
0
125]   0
0
24 =  0
0
115.
As, la funcion de transferencia que, bajo esta aproximacion, realizara el DSP es
H
0
(z) = 0 + 0
0
125z
 1
+ 0
0
125z
 2
+ 0  z
 3
; (5.47)
donde, como vemos, el efecto de la cuanticacion ha sido anular dos coecientes,
reduciendo el orden del sistema. Ademas, los coecientes restantes han sido bastante
modicados por la cuanticacion.
El efecto referente a la respuesta en frecuencia puede observarse en la Fig. 5.2, donde
comparando las respuestas en frecuencia correspondientes a H(z) y H
0
(z), podemos
observar una gran diferencia.
En este punto puede plantearse que se puede hacer para disminuir el efecto de la
cuanticacion sin aumentar la longitud de palabra. Para responder a esta cuestion,
hemos de observar que los coecientes de H(z) no ocupan el maximo rango posible
de la representacion Q
3
. Es decir, b
1
= b
2
= 0
0
24 es el mayor coeciente en un sistema
de representacion que puede llegar a 1  2
 3
.
Una forma de realizar el ltrado es multiplicar todos los coecientes por un factor
comun de forma que se acomoden mas ampliamente en el rango de representacion.
Para obtener el factor por el que multiplicar los coecientes tomamos el valor maximo,
en modulo, de los coecientes fb
k
g:
maxfb
k
g = 0
0
24; k = 0; 1; 2; 3 (5.48)
y el factor multiplicativo f sera
f <
1
maxfjb
k
jg
=
1
0
0
24
= 4
0
167; (5.49)
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por lo que f debe ser menor que 4'167. En general, se toma el maximo valor f = 2
m
,
m 2 Z que satisfaga f < 4
0
167 para as poder realizar la multiplicacion y division por
dicho factor como desplazamiento de bits.
De esta forma, tomaramos f = 4, con lo que partimos de
H
00
(z) =
1
f
(f  0
0
0625 + f  0
0
24z
 1
+ f  0
0
24z
 2
+ f  0
0
0625z
 3
)
=
1
4
(0
0
25 + 0
0
96z
 1
+ 0
0
96z
 2
+ 0
0
25z
 3
| {z }
H
1
(z)
):
(5.50)
Notese que, en denitiva, la funcion de transferencia es identica pero los coecientes
de H
1
(z) son mayores, de forma que ahora
Q
3
[0
0
25] = 0;010 (5.51)
cuyo valor decimal es 0'25 y el error de cuaticacion por truncamiento es E
t
=
Q
3
[0
0
25]  0
0
25 = 0. Por otro lado, tenemos
Q
3
[0
0
96] = 0;111 (5.52)
cuyo valor decimal es 0'875 y el error de cuaticacion por truncamiento es E
t
=
Q
3
[0
0
96]  0
0
96 =  0
0
085.
Como podemos ver, los coecientes son mayores, acomondandose mejor al rango de
representacion Q
3
, y minimizando con mucho los errores de cuanticacion respecto a
la aproximacion anterior.
As, la nueva aproximacion sera realizar
H
1
(z) = 0
0
25 + 0
0
875z
 1
+ 0
0
875z
 2
+ 0
0
25z
 3
(5.53)
mediante la ecuacion en diferencias
y
1
(n) = 0
0
25x(n) + 0
0
875x(n   1) + 0
0
875x(n   2) + 0
0
25x(n  3) (5.54)
Posteriormente, dado que
H
00
(z) =
H
1
(z)
4
; (5.55)
la salida y
1
(n) se debe dividir entre 4, division que el procesador realizara mediante
un desplazamiento logico hacia la derecha de dos bits.
Realizando el sistema mediante esta ultima aproximacion, tenemos en la Fig. 5.2 la
respuesta en frecuencia H
00
(w) as obtenida, frente a la H(w) ideal. Podemos observar
que, de esta forma, se obtiene una mejor aproximacion a la respuesta en frecuencia
ideal sin aumentar la longitud de palabra.
Cabe destacar que el efecto se ha exagerado usando una longitud de palabra redu-
cida. Sin embargo, la utilizacion de un factor mejora, en general, la precision para
un mismo numero de bits. No obstante, el factor de escalado de los coecientes tam-
bien vendra limitado por las caractersticas de la se~nal de entrada, para que no haya
desbordamiento a la salida. F F F
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Figura 5.2: Comparacion de la respuesta en frecuencia ideal con la obtenida mediante las aproximaciones
realizadas.
9. Analice la realizacion del ltro pasa{baja de Chebyshev con funcion de transferencia
H(z) =
0
0
0458 + 0
0
0755z
 1
+ 0
0
1024z
 2
+ 0
0
0755z
 3
+ 0
0
0458z
 4
1  1
0
5233z
 1
+ 1
0
2537z
 2
  0
0
4602z
 3
+ 0
0
0747z
 4
:
Dicho sistema de orden cuatro ha de realizarse en un procesador digital de seis bits
de longitud de palabra.
Resolucion:
Para cuanticar los coecientes hemos de plantearnos que formato de representacion
utilizaremos. Dado que maxffja
k
jg; fjb
k
jgg = 1
0
52, podemos elegir un formato de
complemento a dos con (A = 1; B = 4). De esta forma el rango de representacion es
 2 a 2  2
 4
.
Si cuanticamos por truncamiento los coecientes fa
k
g y fb
k
g a sus equivalentes
decimales, tenemos la funcion de transferencia siguiente
H(z) =
0 + 0
0
0625z
 1
+ 0
0
0625z
 2
+ 0
0
0625z
 3
+ 0  z
 4
1  1
0
5625z
 1
+ 1
0
25z
 2
  0
0
5z
 3
+ 0
0
0625z
 4
: (5.56)
La realizacion de este sistema produce una respuesta en frecuencia H
0
(w) que puede
compararse en la Fig. 5.3 con la respuesta en frecuencia ideal, H(w). En este punto
cabe preguntarse como puede realizarse el sistema con la misma longitud de palabra,
alcanzado mayor precision.
Vamos, a continuacion, a abordar un segundo planteamiento que nos permitira obtener
mayor precision a costa de un peque~no aumento de la complejidad de la realizacion.
Si nos jamos en el numerador de la funcion de transferencia, se tiene que el factor de
escalado aplicado al numerador podra ser menor que el que se aplique al denominador,
ya que
f
n
<
1
maxfjb
k
jg
= 9
0
7656: (5.57)
Como sabemos, f
n
se toma potencia de dos para poder multiplicar o dividir mediante
desplazamiento de bits. Por ello tomamos f
n
= 8.
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As, tendramos que la realizacion del numerador sera:
B(z) =
1
8
[0
0
3664 + 0
0
604z
 1
+ 0
0
8192z
 2
+ 0
0
604z
 3
+ 0
0
3664z
 4
| {z }
B
1
(z)
] (5.58)
donde primero se realiza B
1
(z) y el resultado se desplaza 3 bits a la derecha, equiva-
lente a dividir por 8.
De la observacion del denominador tenemos que el factor de normalizacion aplicado
al denominador sera
f
d
<
1
maxfja
k
jg
= 0
0
656: (5.59)
De donde tomando f
d
=
1
2
= 2
 1
, el denominador queda
A(z) = 2 [0
0
5  0
0
7617z
 1
+ 0
0
6268z
 2
  0
0
2301z
 3
+ 0
0
0374z
 4
]
| {z }
A
1
(z)
; (5.60)
donde, de nuevo se realiza primero A
1
(z) y despues se multiplica el resultado por dos.
En conclusion, podramos describir la realizacion del sistema mediante la siguiente
ecuacion en diferencias:
y
00
(n) =
"
4
X
k=0
b
00
(k)x(n  k)
#
>>3
+
"
4
X
k=1
a
00
(k)y(n  k)
#
<<1
(5.61)
donde b
00
(k) = Q
5
[b(k)  8] y a
00
(k) = Q
5
[
a(k)
2
]. Como vemos, la realizacion planteada
consiste en el calculo de cada termino entre corchetes, con coecientes normalizados,
lo cual implica mayor precision. Tras el calculo de las operaciones de cada corchete
se desnormaliza el resultado desplazando 3 bits a la derecha el valor resultante del
primer sumatorio (dividir entre 8), y 1 bit a la izquierda el valor resultante del segundo
sumatorio (multiplicar por dos), sumando ambos nalmente, para dar lugar a y
00
(n).
Esta estrategia aprovecha que un procesador DSP puede realizar una suma de pro-
ductos y posterior desplazamiento logico sin perder precision, dado que, en general,
posee bits de guarda, acumulador de 2  n bits (siendo n la longitud de palabra de
datos) y la caracterstica orden MAC.
Como puede verse, esta forma de realizar el sistema proporciona mayor precision
con la misma longitud de palabra. Esto se puede observar en la Fig. 5.3, con H
00
(w)
aproximandose mejor a H(w) que la respuesta H
0
(w) obtenida con el primer plantea-
miento. As, el hecho de utilizar dos factores de normalizacion separados implica un
aumento de la precision.
Tanto este ejercicio como el anterior ilustran las ventajas de la normalizacion de los
coecientes. Se ha utilizado la cuanticacion por truncamiento y un bajo numero de
bits para que aparezca mas claramente el aumento de la precision. Sin embargo, exis-
ten otras consideraciones secundarias que pueden limitar los factores de normalizacion
planteados y que no han sido considerados en este ejercicio. F F F
10. Para disminuir los errores de perturbacion de polos y ceros ante una cuanticacion
de los coecientes, se plantea la necesidad de realizar sistemas de alto orden me-
diante secciones de primer o segundo orden. Discutir las ventajas y desventajas de
la utilizacion de una conguracion en paralelo o en cascada.
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Figura 5.3: Comparacion de la respuesta en frecuencia ideal con la obtenida mediante las aproximaciones
realizadas.
Resolucion:
En denitiva se trata de elegir la conguracion mas robusta a la cuanticacion, entre
la realizacion en cascada
H
c
(z) =
K
Y
k=1
b
k
0
+ b
k
1
z
 1
+ b
k
2
z
 2
1 + a
k
1
z
 1
+ a
k
2
z
 2
(5.62)
y la realizacion en paralelo
H
p
(z) =
K
X
k=1
c
k
0
+ c
k
1
z
 1
1 + a
k
1
z
 1
+ a
k
2
z
 2
: (5.63)
En el caso de la conguracion en cascada, los coecientes fb
k
g y fa
k
g determinan
directamente la localizacion de los ceros y los polos, respectivamente. Por ello, es facil
controlar la sensibilidad frente al error de cuanticacion tomando un numero de bits
lo sucientemente grande para controlar la perturbacion. As, con el numero de bits
puede controlarse la perturbacion que introducen las raices.
Sin embargo, en la conguracion paralela de H(z), solo controlamos directamente la
perturbacion de los polos de la seccion, ya que los coecientes c
k
0
y c
k
1
no especi-
can directamente las posiciones de los ceros, sino indirectamente por medio de la
combinacion de todas las etapas de H(z). Esto redunda en una gran dicultad para
determinar la perturbacion que el efecto de la cuanticacion ejerce sobre los ceros.
En general, podemos decir que es mayor la probabilidad de que la cuanticacion de
los coecientes fc
k
i
g de la conguracion en paralelo produzca una mayor perturba-
cion sobre los ceros del sistema, que la cuanticacion de los coecientes fb
k
g de la
conguracion en cascada. Por ello, y dado que en ambas conguraciones se permite
el control directo de los polos, podemos seleccionar la conguracion en cascada como
idonea para realizaciones en las que se emplea representacion en punto jo y se desea
minimizar las perturbaciones en la posicion de ceros y polos, desde el punto de vista
de la robustez frente a la cuanticacion de los coecientes.
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11. Considerese un ltro elptico pasa{alta de frecuencia normalizada de corte en 0'4,
orden 8, con 2 dB de rizado en banda pasante y 30 dB de atenuacion en la banda
eliminada. Determine el efecto de la cuanticacion de los coecientes cuando se
realiza en forma directa y como cascada de secciones de segundo orden. Se asume
una longitud de palabra de 8 bits.
Resolucion:
Los coeciente del ltro no se especicaran por la sencillez de su obtencion en el en-
torno MATLAB mediante la sentencia ellip y los parametros dados en el enunciado:
>> [B,A] = ellip(8,2,30,0.4,'high');
Si cuanticamos por redondeo los coecientes de la realizacion en forma directa, ob-
tenemos, como se ilustra en la Fig. 5.4, una respuesta en frecuencia sustancialmente
diferente de la respuesta en frecuencia ideal. Esta degradacion se obtiene de la pertur-
bacion de los ceros y polos del sistema debido a la cuanticacion de los coecientes.
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Figura 5.4: Comparacion entre la respuesta en frecuencia ideal y la obtenida por cuanticacion de los
coecientes de la realizacion en forma directa.
Por otro lado, cuanticando los coecientes de la realizacion en cascada del ltro
en cuestion, es casi inapreciable la degradacion de la respuesta en frecuencia, Fig.
5.5. Como puede apreciarse, la realizacion en cascada es mas robusta frente a la
cuanticacion de los coecientes. Los coecientes de la realizacion en cascada se han
obtenido utilizando la orden tf2sos de MATLAB, realizando una ordenacion de las
etapas segun distancia de los polos al cero.
El procedimiento seguido para obtener las respuestas en frecuencia es similar al del
ejercicio 1 de la seccion de \Practicas con MATLAB" de este mismo captulo. F F
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Figura 5.5: Comparacion entre la respuesta en frecuencia ideal y la obtenida por cuanticacion de los
coecientes de la realizacion en cascada.
12. Un ltro de fase lineal de orden 32 se realiza de forma directa utilizando una longitud
de palabra de 10 bits (9 bits mas uno adicional para el signo). Con esta precision
posee una determinada desviacion estandar, 
32
, que determina el error que se pro-
duce en la respuesta en frecuencia cuanticada H
q
(w) respecto de la respuesta en
frecuencia ideal.
a) Si se pretende aumentar el orden de ltro para hacer mas abruptas ciertas
transiciones, >cuantos bits se necesitan para mantener la misma varianza del
error con orden 128 y 256?
b) >Que ocurre si el procesador digital usado no llega a obtener dicha longitud de
palabra?
Resolucion:
a) La expresion de la varianza del error de la respuesta en frecuencia se obtiene a
partir de los valores cuanticados:
h
q
(n) = h(n) + e
h
(n); (5.64)
donde los valores cuanticados que forman la respuesta impulsional real se pue-
den expresar linealmente introduciendo una perturbacion dada por una secuencia
de error e
h
(n). La respuesta en frecuencia de dicha secuencia es
E
M
=
M 1
X
n=0
e
h
(n)e
 jwn
; (5.65)
que como e
h
(n) tiene media cero y asumiendo que es incorrelada, la varianza del
error es la suma de las varianzas de M terminos,

2
E
=
2
 2(b+2)
3
M: (5.66)
Asumiendo que 
2
32
sea el valor de la varianza para M = 32, para M = 128
tendremos

2
128
= 
2
32
 4: (5.67)
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A partir de la Ec. (5.66), para mantener la varianza de error se debe incrementar
un bit de precision a medida que el orden se aumenta en un factor cuatro.
As, para M = 128 el incremento de M es por un factor 4, por lo que se necesita
una longitud de palabra de 11 bits para mantener constante la varianza del error.
Para M = 256, el incremento de M es por un factor 8, por lo que un aumento
de la longitud de palabra de 1 bit no sera suciente. Se necesita un incremento
de dos bits de longitud de palabra, quedando nalmente la varianza del error
menor que la de la realizacion con M = 30 y 10 bits.
b) Si el procesador digital usado no llegara a obtener dicha longitud de palabra de
11 o 12 bits, para M = 128 y M = 256 respectivamente, debera pensarse en
implementar el ltro como una cascada de secciones para reducir los requisitos
de la precision y poder continuar con 10 bits de longitud de palabra.
F F
13. Se pretende realizar de forma directa un ltro FIR de fase lineal con una varianza
del error de la respuesta en frecuencia de 
2
E
< 10
 9
.
a) Si el orden del ltro FIR en cuestion es M = 32. >Que longitud de palabra
debemos requerir?
b) >Hasta que orden podremos extender la realizacion de forma directa de manera
que se cumpla la condicion respecto de la varianza del error? Supongamos
disponibilidad de un DSP de 16 bits de longitud de palabra.
c) >Que debemos plantear para la realizacion de ltros de mayor orden que el
determinado en el aparatado (b) en el mismo DSP y satisfaciendo la condicion
de la varianza del error?
Resolucion:
a) Si el orden del ltro es M = 32, podemos calcular facilmente el numero de bits
a traves de

2
E
 10
 9
=
2
 2(b+2)
3
M =
2
 2(b+2)
3
32: (5.68)
Mediante unos pocos calculos llegamos a que son necesarios
b  14
0
6562: (5.69)
Como, obviamente, hemos de tomar b entero, tomaremos b = 15: Esto quiere
decir que se necesita un procesador digital de longitud de palabra b+1 = 16 bits
como mnimo.
b) Si disponemos de un DSP de 16 bits de longitud de palabra, >hasta que orden
se cumple la condicicion para la varianza del error? Notese que anteriormente
obtuvimos que, paraM = 32 se necesitaba b  14
0
6562. Podemos realizar ordenes
mayores hasta b = 15 (b+ 1 = 16 bits de longitud de palabra). Si sustituimos la
condicion de la varianza y b = 15 con la expresion

2
E
=
2
 2(b+2)
3
M (5.70)
obtendramos M = 51
0
53 de lo cual se desprende que con dicho DSP podramos
realizar en forma directa hasta M = 51.
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c) Para ordenes M  52, si queremos garantizar que se satisface la condicion de la
varianza del error, debemos estudiar la realizacion del ltro como una cascada
de secciones, si queremos seguir utilizando el mismo procesador.
14. Sea un sistema recursivo de primer orden, como el que se ilustra en la Fig. 5.6, que
se realiza mediante un procesador DSP de aritmetica de punto jo de cinco bits de
longitud de palabra.
Asumiendo cuanticacion por redondeo, obtengase la respuesta impulsional con co-
ecientes a = 3=4 y a =  3=4. Comparese con la respuesta impulsional ideal.
Resolucion:

 



Figura 5.6: Diagrama de bloques del sistema propuesto.
Asumimos un formato de representacion Q
4
. En este, la entrada impulsional no puede
representarse ya que no lo puede obtener el 1. Sin embargo, asumimos la cuanticacion
de esta a
x(n) = (1  2
 4
)Æ(n) =
15
16
Æ(n) (5.71)
que es la entrada impulsional con el valor del impulso cuanticado.
En la Fig. 5.7(a), vemos como la salida ideal para a =
3
4
es una exponencial decreciente
que converge a cero. No obstante, podemos observar tambien como la salida real
diere, Fig. 5.7(b), alcanzando un valor estacionario diferente de cero. Este valor
depende del valor del polo y para a =
3
4
es de 0'125=1/8. Este es un ciclo lmite
que ocurre como resultado de los efectos de cuanticacion en las multiplicaciones, que
puede describirse a traves de la ecuacion en diferencias no lineal
v(n) = Q[av(n  1)] + x(n): (5.72)
Asumimos aqu que la cuanticacion se realiza por redondeo.

Esta es facilmente ex-
presable en un entorno matematico como MATLAB. La cuanticacion por redondeo
de un valor av(n  1) 2 [ 1; 1] se puede obtener
Q[av(n  1)] =
round(av(n  1)2
b
)
2
b
(5.73)
donde b+1 es la longitud de palabra y siempre teniendo en cuenta que esta expresion
no modela los ciclos lmite causados por desbordamiento en las sumas.
Volviendo al caso que nos ocupa, tenemos que la amplitud de la salida cuando ya se
ha entrado en un ciclo lmite queda connada dentro del rango de valores denominado
\banda muerta". En general, la expresion que dene la banda muerta para un ltro
IIR de primer orden es
jv(n  1)j 
1
2
2
 b
1  jaj
(5.74)
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Figura 5.7: Respuesta impulsional del sistema ideal y cuanticado para a = 3=4.
con b + 1 la longitud de palabra. Para el caso que nos ocupa, b = 4 y a = 0
0
75, se
obtiene que, efectivamente, la banda muerta es aquella para la cual
jv(n  1)j  0
0
125; (5.75)
que es el valor estacionario para el que se estabiliza la respuesta impulsional real,
tabulada en la Tabla 5.1.
Tabla 5.1: Efectos de la cuanticacion de la respuesta impulsional para distintos valores del parametro
a.
n a=0'75 a=-0'75
0 0.1111 (+0'9376) 0.1111 (+0'9376)
1 0.1011 (+0'6875) 1.0101 (-0'6875)
2 0.1000 (+0'5000) 0.1000 (+0'5000)
3 0.0110 (+0'3750) 1.1010 (-0'3750)
4 0.0101 (+0'3125) 0.0101 (+0'3125)
5 0.0100 (+0'2500) 1.1100 (-0'2500)
6 0.0011 (+0'1875) 0.0011 (+0'1875)
7 0.0010 (+0'1250) 1.1110 (-0'1250)
8 0.0010 (+0'1250) 0.0010 (+0'1250)
9 0.0010 (+0'1250) 1.1110 (-0'1250)
10 0.0010 (+0'1250) 0.0010 (+0'1250)
La Fig. 5.8(a), por otro lado, ilustra la salida ideal para a =  3=4. Como vemos, esta
es alterna y converge a cero para n!1. En la Fig. 5.8(b) observamos la salida real,
tambien tabulada en la Tabla 5.1. Como vemos, cuando entra en el ciclo limite oscila
dentro, y siempre connado, de la banda muerta.
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En general, la salida presentara el ciclo lmite hasta que se aplique otra entrada de
suciente tama~no que conduzca el sistema fuera del ciclo lmite.
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Figura 5.8: Respuesta impulsional del sistema ideal y cuanticado para a =  3=4.
15. Repetir el ejercicio 14 para un sistema recursivo de dos polos, como ilustra la Fig.
5.9, con coecientes a
1
=  0;75 y a
2
=  0;25.
Resolucion:
 
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Figura 5.9: Sistema propuesto en el ejercicio 15.
Asumiendo un formato de representacion Q
4
, aplicaremos la cuanticacion de la en-
trada impulso, que es x(n) =
15
16
Æ(n).
La Fig. 5.10(a) muestra la salida ideal del sistema frente al impulso dado. Como vemos,
para a
1
=  0
0
75 y a
2
=  0
0
25 tenemos una salida que converge a cero. Sin embargo,
el comportamiento de la salida real, Fig. 5.10(b), es distinto. Esta no converge, queda
oscilando eternamente, deniendo los lmites de la banda muerta para este ciclo lmite
a partir de n = 6.
Tenemos un ciclo lmite alterno en la banda muerta de amplitud 0'0625. La salida
del sistema presentara el ciclo lmite hasta que se aplique otra entrada de tama~no
suciente como para conducir el sistema fuera del ciclo lmite.
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Es inmediato deducir que en las realizaciones de un sistema en forma paralela, cada
seccion del primer o segundo orden exhibira su propio comportamiento de ciclo lmite,
sin interaccion entre secciones, por lo que cuando todas ellas lo presenten, a la salida
existira un ciclo lmite suma de los ciclos lmite de las secciones.
En las realizaciones en cascada, los ciclos lmite presentan un comportamiento mas
complejo, ya que el ciclo lmite de una seccion se ltra en las secciones sucesivas. Si
se diera el caso, por ejemplo, de que la oscilacion del ciclo lmite de una seccion cae
dentro de la frecuencia de resonancia de la seccion siguiente, se producira un efecto
indeseado, ya que dicha amplitud se amplicara por la resonancia.
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Figura 5.10: Respuesta impulsional ideal y cuanticada.
F F F
16. En el sistema digital de la Fig. 5.11 se usa un conversor A/D excitado por un poten-
ciometro que es usado para atenuar la se~nal de entrada analogica x(t). >Que valor
de atenuacion debe ser aplicado en el potenciometro para asegurar que no hay des-
bordamiento?
Resolucion:
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Figura 5.11: Ilustracion del esquema planteado en el ejercicio 16.
La aritmetica de saturacion elimina los ciclos lmite debidos al desbordamiento en
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nodos suma. Sin embargo, su utilizacion produce distorsion no lineal ante desborda-
miento de cualquier nodo suma del sistema. Por ello, un planteamiento estricto es
no permitir el desbordamiento de ningun nodo intermedio. Para ello se realiza una
atenuacion de la se~nal de entrada a traves de
A
x
<
1
P
1
m= 1
jh(m)j
: (5.76)
Dado que la respuesta impulsional de nuestro sistema es positiva y monotona decre-
ciente queda como
1
X
m= 1
jh(m)j =
1
X
m= 1
h(m) =
1
X
m=0
(0
0
8)
n
=
1
1  0
0
8
= 5; (5.77)
por lo que para evitar desbordamiento alguno, debe ser aplicada una atenuacion:
A
x
<
1
P
1
m= 1
jh(m)j
=
1
5
= 0
0
2: (5.78)
No obstante, esta atenuacion puede resultar excesivamente conservativa, perdiendo
bastante precision para representar x(n). Esto es especialmente cierto para secuencias
de entrada de banda estrecha. Para estos casos, puede utilizarse otro factor de escalado
que proporciona generalmente un escalado menos severo. Este es
A
x
<
1
max
0w
jH(w)j
; (5.79)
que en nuestro caso
max
0w
jH(w)j = 5, por lo que implica la misma atenuacion que en
la primera aproximacion. Sin embargo, este valor es, por lo general, igual o menor que
la primera aproximacion implicando, en general, menor atenuacion y asegurando que
ante entradas estacionarias no hay desbordamiento, aunque s probablemente durante
los transitorios.
Una tercera aproximacion menos conservativa todava, consiste en escalar mediante
A
x
<
1
q
P
1
n= 1
jh(n)j
2
=
1
1
0
67
= 0
0
6: (5.80)
Claramente, la primera es la aproximacion mas pesimista, aunque mediante esta no
existe posibilidad alguna de desbordamiento.
17. Determine la expresion para la varianza del ruido de redondeo a la salida del sistema
mostrado en la Fig. 5.12.
Resolucion:
El ruido de redondeo se modela como una secuencia de error, e(n), que a~nadida al
producto asimila la perdida de precision en este como consecuencia de dicha entrada
error.
Asumimos que el error fe(n)g esta distribuido uniformemente con media cero y va-
rianza

2
e
=
2
 2b
12
: (5.81)
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Figura 5.12: Sistema propuesto en el ejercicio 17. Modelado del error de redondeo en cada producto.
Asumiremos que e(n) y e(m) no se correlacionan para n 6= m y que e(n) no se
correlaciona con la secuencia de entrada fx(n)g. En la Fig. 5.12 se identican dos
fuentes de error, una en cada producto. Asociados a cada uno de ellos tenemos las
secuencias de error e
1
(n) y e
2
(n).
Sea H(z) la funcion de transferencia del sistema con las fuentes de error anuladas.
Esto es,
H(z) =
Y (z)
X(z)
=
1
1  a
1
z
 2
  a
2
z
 4
(5.82)
y consideramos h(n) a su respuesta impulsional.
Si anulamos la entrada y una de las fuentes de error podemos encontrar
H
1
(z) =
Y (z)
E
1
(z)
=
z
 1
1  a
1
z
 2
  a
2
z
 4
(5.83)
H
2
(z) =
Y (z)
E
2
(z)
=
z
 2
1  a
1
z
 2
  a
2
z
 4
(5.84)
que son las funciones de transferencia entre la salida y la secuencia de error de entrada
e
1
(n) y e
2
(n), respectivamente. Denominemos h
1
(n) y h
2
(n) las respuestas impulsio-
nales de H
1
(z) y H
2
(z), respectivamente. As, la varianza del ruido de redondeo a la
salida es

2
= 
2
e
"
1
X
n=0
h
2
1
(n) +
1
X
n=0
h
2
2
(n)
#
(5.85)
y dado que h
1
(n) = h(n  1) y h
2
(n) = h(n  2), podemos escribir
1
X
n=0
h
2
(n) =
1
X
n=0
h
2
1
(n) =
1
X
n=0
h
2
2
(n): (5.86)
Finalmente, la expresion para la varianza del ruido de redondeo a la salida del sistema
es

2
= 
2
e
 2 
1
X
n=0
h
2
(n); (5.87)
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que dependera tanto de a
1
y a
2
como del numero de bits de la longitud de palabra
utilizada.
18. Determine la varianza del ruido de redondeo en la salida de las dos realizaciones en
cascada H(z) = H
1
(z) H
2
(z) y H(z) = H
2
(z) H
1
(z) que se indican en la Fig. 5.13
siendo
H
1
(z) =
1
1  0
0
2z
 1
;H
2
(z) =
1
1  0
0
75z
 1
:
Resolucion:
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Figura 5.13: Posibles realizaciones en cascada.
Sean las respuestas impulsionales correspondientes a H(z), H
1
(z) y H
2
(z) son respec-
tivamente
h
1
(n) =

1
5

n
u(n) (5.88)
h
2
(n) =

3
4

n
u(n) (5.89)
h(n) =

15
11

3
4

n
 
4
11

1
5

n

u(n) (5.90)
donde h(n) se ha obtenido directamente de la expansion deH(z) en fracciones simples:
H(z) =
1
1  0
0
95z
 1
+ 0
0
15z
 2
=
1
0
b
36
1  0
0
75z
 1
 
0
0
b
36
1  0
0
2z
 1
: (5.91)
Comenzaremos con la realizacion de la Fig. 5.13(a). Como vemos, tenemos dos entra-
das de error, por lo que para calcular la varianza de salida necesitaremos la respuesta
impulsional entre cada entrada e
m
(n) para m = 1; 2 y la salida. Sin embargo, puede
verse facilmente que la funcion de transferencia, para este caso, entre e
1
(n) e y(n) es
H(z) =
Y (z)
E
1
(z)
(5.92)
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y entre e
2
(n) e y(n)
H
2
(z) =
Y (z)
E
2
(z)
(5.93)
por lo que la varianza de ruido de redondeo en la salida de la primera realizacion es

2
1
= 
2
e
"
1
X
n=0
h
2
(n) +
1
X
n=0
h
2
2
(n)
#
: (5.94)
En la segunda realizacion tenemos que
H(z) =
Y (z)
E
1
(z)
(5.95)
y entre e
2
(n) e y(n)
H
1
(z) =
Y (z)
E
2
(z)
(5.96)
por lo que la varianza de ruido de redondeo en la salida de esta segunda realizacion
es

2
2
= 
2
e
"
1
X
n=0
h
2
(n) +
1
X
n=0
h
2
1
(n)
#
: (5.97)
As, con
P
1
n=0
h
2
(n) =
P
1
n=0

225
121

9
16

n
+
16
121

1
25

n
 
120
121

3
20

n

=
225=121
1  9=16
+
16=121
1  1=25
 
120=121
1  3=20
= 3
0
221
P
1
n=0
h
2
2
(n) =
1
1  9=16
= 2
0
285714
P
1
n=0
h
2
1
(n) =
1
1  1=25
= 1
0
04166
(5.98)
con lo cual

2
1
= 5
0
5067
2
e
; (5.99)

2
2
= 4
0
2626
2
e
: (5.100)
Si calculamos el cociente entre ambos tenemos que

2
1

2
2
= 1
0
292: (5.101)
Por lo que la potencia de ruido en la primera realizacion es un 29'2% mayor que
en la segunda. Obviamente, utilizaremos la segunda realizacion. Notese que si todas
las secciones fueran de primer orden con polos reales, las ordenaramos segun orden
decreciente.
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5.3. Problemas propuestos
1. Sea el sistema
y(n) = 0;6x(n)  0;48y(n  1) + 0;1y(n  2)
a) Cuantique mediante truncamiento los coecientes del sistema. Estos deben
representarse en formato Q
3
con una longitud de palabra de cuatro bits.
b) Repita el apartado a) utilizando la cuanticacion por redondeo.
c) Dibuje las respuestas en frecuencia obtenidas y comparelas con la respuesta en
frecuencia ideal. >Que tipo de cuanticacion es mejor?
2. La entrada al sistema dado por la ecuacion en diferencias
y(n) = ay(n  1) + x(n); (5.102)
se cuantica con b bits de longitud de palabra.
a) Determine la potencia de ruido producida por el ruido de cuanticacion, a la
salida del sistema, si a = 0;9.
b) Repetir el apartado a) para a = 0;99 y a = 0;999.
c) >Que implica el hecho de existir una potencia de ruido considerable a la salida?
3. El sistema de segundo orden dado por
H(z) =
1
1 + 0;5z
 1
  0;125z
 2
se ha de realizar en aritmetica fraccional con formato Q
4
y longitud de plabra de 5
bits. Considerando la recuanticacion de los productos a dicho formato, obtenga las
12 primeras muestras de la respuesta impulsional y determine si el sistema tiende a
un ciclo lmite.
4. Determine la varianza de ruido de redondeo a la salida de cada una de las dos
posibles realizaciones en cascada de H(z) = H
1
(z)H
2
(z) con
H
1
(z) =
1
1 
1
4
z
 1
; H
2
(z) =
1
1 +
3
4
z
 1
(5.103)
Determnese la realizacion que minimiza la potencia de ruido a la salida.
5. Dos sistemas de primer orden de funciones de trasferencia
H
1
(z) =
2
1 +
1
4
z
 1
; H
2
(z) =
2
1 
1
3
z
 1
se colocan en cascada. Determine que ordenacion es mas adecuada para disminuir
el ruido debido al redondeo de la operacion producto.
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6. Determine la expresion del ruido a la salida debido a la cuanticacion de las ope-
raciones producto de un sistema generico de un cero y un polo cuando se realizan
mediante la forma directa II traspuesta.
H(z) =
b
0
+ b
1
z
 1
1 + a
1
z
 1
;
Considere la cuanticacion de cada operacion producto. Particularice para
H(z) =
2  5z
 1
1  0;5z
 1
:
7. Determine la varianza de ruido de redondeo a la salida de la realizacion en paralelo
H(z) = H
1
(z) +H
2
(z)
donde H
1
(z) y H
2
(z) vienen dadas por las Ecs. (5.103)
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5.4. Practicas con MATLAB
En este apartado vamos a realizar cuatro practicas con MATLAB sobre distintas aplica-
ciones reales de dise~no. La primera de ellas analiza como la sensibilidad frente a la cuanti-
cacion de los coecientes puede disminuirse utilizando realizaciones en cascada o en paralelo.
En general, la cuanticacion de los coecientes resulta en que tanto los polos como los ceros
pasan a disponer de un numero discreto de posibles localizaciones en el plano Z, es decir, las
races ya no podran situarse en cualquier punto del diagrama sino en un numero nito de
lugares puntuales. Es interesante destacar que, dependiendo de la realizacion del sistema,
la distribucion de dichos puntos vara, pudiendo seleccionar aquella realizacion que mas nos
interese. Esto se mostrara en las practicas 2 a 4.
La cuanticacion, desde el punto de vista de la respuesta en frecuencia, modica los co-
ecientes de forma que la respuesta en frecuencia H
0
(w) sera diferente de la respuesta en
frecuencia deseada H(w). Mas aun, los polos podran desplazarse fuera del crculo de radio
unidad, causando inestabilidad en el sistema implementado aunque la funcion de transfe-
rencia con coecientes no cuanticados sea estable.
1. Dado un ltro elptico pasa{baja de frecuencia de corte normalizada 0'25 y orden 8,
2 dB de rizado en banda pasante y 30 dB de atenuacion de la banda eliminada:
a) Determnese el efecto sobre la respuesta en frecuencia de la cuanticacion de
los coecientes de la realizacion en forma directa, con una longitud de palabra
de 15 bits.
b) Determnese el efecto sobre la respuesta en frecuencia de la cuanticacion de
los coecientes de la realizacion en cascada con una longitud de palabra de 9
bits.
Resolucion:
Dados los parametros del ltro, es sencillo obtener los coecientes en el entorno MAT-
LAB mediante la funcion ellip, por lo cual estos no se trascriben aqu (ver programa).
a) Si cuanticamos por redondeo los coecientes de la forma directa con una longi-
tud de palabra de 15 bits, tenemos la respuesta en frecuencia que observamos en
la Fig. 5.14. En esta podemos observar una buena coincidencia con la respuesta
en frecuencia ideal, con excepcion de un intervalo de frecuencias alrededor de la
frecuencia de corte. De hecho, ni la frecuencia de corte ni la cada del a transicion
coinciden con las de la realizacion ideal.
b) Por otro lado, la cuanticacion de los coecientes de la realizacion en cascada
proporciona la respuesta en frecuencia H
0
(w) que se ilustra en la Fig. 5.15.
Como vemos, a pesar de que la longitud de palabra para la representacion de los
coecientes de la realizacion en cascada es la mitad, podemos considerar que es
una buena aproximacion.
A partir de la comparacion de ambas realizaciones podemos concluir que la rea-
lizacion en cascada es muy robusta cuando empleamos representacion en punto
jo, y por tanto existe cuanticacion de los coecientes. De hecho, es mucho mas
robusta que la realizacion en forma directa aun utilizando longitudes de palabra
mucho menores.
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Figura 5.14: Respuesta en frecuencia ideal y la obtenida por cuanticacion de los coecientes de la
realizacion de la forma directa.
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Figura 5.15: Respuesta en frecuencia ideal y la obtenida por cuanticacion de los coecientes de la
realizacion en cascada.
A continuacion mostramos el codigo en MATLAB para realizar esta practica:
% Numero de bits para la realizacion en forma directa.
b=14;
[B,A]=ellip(8,2,30,.25)
Bn=B/max(abs(B));
Bn=round(Bn.*2^(b))/2^(b);
Bq=Bn.*max(abs(B));
An=A/max(abs(A));
An=round(An.*2^(b))/2^(b);
Aq=An.*max(abs(A));
[Hq,W]=freqz(Bq,Aq);
[H,W]=freqz(B,A);
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plot(W/pi,20*log10(abs(Hq)),'r');
hold on;
plot(W/pi,20*log10(abs(H)),'b');
xlabel('Frecuencia Normalizada ( f )')
ylabel('Respuesta en magnitud |H(w)|')
grid on
axis([0 1 -80 20]);
%Numero de bits de la realizacion en cascada.
b=8;
[J]=zp2sos(roots(B),roots(A),B(1))
[m,n]=size(J);
for i=1:m
Jn=J(i,:)/max(abs(J(i,:)))
Jn=round(Jn.*2^(b))/2^(b);
Jq(i,:)=Jn.*max(abs(J(i,:)));
end
figure(2);
plot(W/pi,20*log10(abs(H)),'b');
hold on;
[Bsos,Asos]=sos2tf(Jq);
[Hsos,W]=freqz(Bsos,Asos);
plot(W/pi,20*log10(abs(Hsos)),'r');
xlabel('Frecuencia Normalizada ( f )')
ylabel('Respuesta en magnitud |H(w)|')
grid on
axis([0 1 -80 20]);
Como vemos, se ha aplicado un factor de escalado de los coecientes diferente para
numerador y denominador. Este se ha tomado como el maximo de los valores absolutos
de los coecientes, a pesar de no ser potencia de dos.
2. Analizar las posibles situaciones de los polos de un sistema todo{polos denido por
H(z) =
1
1 + a
1
z
 1
+ a
2
z
 2
considerando la cuanticacion de los coecientes segun una longitud de palabra de
5 bits y una realizacion en forma directa.
Resolucion:
El ltro todo{polos de segundo orden propuesto, asumiendo polos complejos conju-
gados en p = re
j
, tambien puede expresarse como
H(z) =
1
1 + a
1
z
 1
+ a
2
z
 2
=
1
1  (2rcos)z
 1
+ r
2
z
 2
(5.104)
con a
1
=  2rcos y a
2
= r
2
. La realizacion en forma directa de este responde al
digrama de bloques de la Fig. 5.16.
Si utilizamos precision innita, podramos emplazar los polos en cualquier posicion.
Sin embargo, con precision nita (cuanticando a
1
y a
2
), las posibles posiciones de
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Figura 5.16: Estructura del sistema IIR todo{polos de segundo orden.
los polos tambien se cuantican. De hecho, cuando se usan b+1 bits para representar
los coecientes a
1
y a
2
, existen como maximo (2
b
  1)
2
posiciones posibles de polos
en cada cuadrante, excluyendo a
1
= 0 y a
2
= 0.
As, para conocer las posibles posiciones de los polos en el primer cuadrante, damos
valores a a
1
y a
2
. El siguiente codigo de MATLAB ilustra la forma de obtener los
polos del primer cuadrante:
i=1;
for a2=0:1/2^4:(2^4-1)/2^4
r=sqrt(a2);
for a1 = 0:2/2^4:2*(2^4-1)/2^4
theta = acos(a1/(2*r));
y(:,i) = [r;theta];
i=i+1;
end;
end;
Como vemos, al dar valores cuanticados a a
1
y a
2
, obtenemos la posicion de los polos
mediante
r =
p
a
2
; (5.105)
 = cos
 1

a
1
2r

: (5.106)
Cabe notar varias cuestiones:
a) A partir de la expresion de r, se desprende que para que r 2 [0; 1], se necesita
a
2
2 [0; 1], por lo que como b = 4, damos a a
2
16 valores desde 0 a 1 (en realidad
hasta 1  2
 4
).
b) Mediante la expresion de  se obtiene que, para que  2 [0;

2
], se necesita a
1
2
[0; 2], por lo que tomamos 16 valores de a
1
desde 0 hasta 2 (en realidad hasta
2  2
 3
).
c) Cabe remarcar que de las 256 iteraciones, algunas obtienen valores de a
1
que
hacen compleja a , en los casos en los que a
1
> 2r, o se obtiene  = NaN (Not
A Number), cuando a
1
6= 0 y r = 0. Estos caso se deben descartar.
As, obtenemos 170 posibles posiciones de polos en el primer cuadrante (169 si exclui-
mos el caso a
1
= 0 y a
2
= 0), como se ilustra en la Fig. 5.17.
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Figura 5.17: Cuanticacion de las posiciones de los polos en la realizacion en forma directa.
De la Fig. 5.17 se desprende que las posiciones no son uniformes por el hecho de haber
cuanticado r
2
. Cabe destacar la gran dispersion de los puntos en la zona de  cercano
a cero.
Como ilustran los siguientes problemas, 3 y 4, las posiciones de los polos cambian
dependiendo de la realizacion del sistema. As, para un determinado tipo de ltro, al
realizarse con precision nita podra elegirse una estructura que ofreciera un conjunto
mas denso de puntos en la region donde yacen los polos del ltro para minimizar
las perturbaciones de estos. Por ejemplo, para realizar un ltro con polos agrupados
cerca de  = 0 y  = , sera desastrosa una realizacion en forma directa ya que, como
vemos en la Fig. 5.17, la dispersion de puntos en esa zona es grande produciendose
gran perturbacion en la posicion de los polos. Sin embargo, usando la realizacion en
forma acoplada del ejercicio 4 de esta seccion de practicas, tendramos una mejor
aproximacion. No obstante, esta estructura es mejor para aquellos ltros con polos
concentrados en  = 

2
, donde existe mayor densidad de puntos.
nb=4;
i=1;
for a2=0:1/(2^nb):(2^nb-1)/(2^nb)
r=sqrt(a2);
for a1=0:2/(2^nb):2*(2^nb-1)/(2^nb)
t=acos((a1)/(2*r));
y(:,i)=[r;t];
i=i+1;
end
end
yr=[0;0];
j=2;
for i=1:i-1
if (isreal(y(:,i)))
yr(:,j)=y(:,i);
j=j+1;
end
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end
plot(yr(1,:).*cos(yr(2,:)),yr(1,:).*sin(yr(2,:)),'*')
3. Repita el ejercicio 2 utilizando una estructura en celosa para el sistema IIR de
segundo orden.
Resolucion:
Partiendo de la funcion de transferencia
H(z) =
1
1 + a
1
z
 1
+ a
2
z
 2
=
1
1  (2rcos)z
 1
+ r
2
z
 2
(5.107)
hemos de conseguir establecer una relacion de r y , que determinan las posiciones de
los polos, con los parametros de celosa, que seran los que se cuantican. Para ello,
obtenemos
A
2
(z) = 1  (2rcos)z
 1
+ r
2
z
 2
(5.108)
de donde
8
>
<
>
:
K
2
= r
2
B
2
(z) = z
 2
  (2rcos)z
 1
+ r
2
y
A
1
(z) =
A
2
(z)  k
2
B
2
(z)
1  k
2
2
= 1 + (2rcos)
r
2
  1
1  r
4
z
 1
(5.109)
de donde
K
1
= (2rcos)
r
2
  1
1  r
4
: (5.110)
La estructura en celosa se ilustra en la Fig. 5.18.

 
 

'

%
'


%
'
 
 

:
:
:
: 
Figura 5.18: Estructura en celosa todo{polos de segundo orden propuesta, con K
2
= r
2
y K
1
=
(2rcos)
r
2
  1
1  r
4
.
Para conocer las posibles posiciones de los polos en el primer cuadrante, damos valores
a K
1
y K
2
. El siguiente codigo ilustra la obtencion y representacion en MATLAB de
los polos del primer cuadrante del crculo de radio unidad, donde nb es el numero de
bits considerado.
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nb=4;
i=1;
for k2=0:1/(2^nb):(2^nb-1)/(2^nb)
r=sqrt(k2);
for k1=0:1/(2^nb):(2^nb-1)/(2^nb)
t=acos(k1*(1-r^4)/((r^2-1)*2*r));
y(:,i)=[r;t];
i=i+1;
end
end
yr=[0;0];
j=2;
for i=1:i-1
if (isreal(y(:,i)))
yr(:,j)=y(:,i);
j=j+1;
end
end
plot(-1*yr(1,:).*cos(yr(2,:)),yr(1,:).*sin(yr(2,:)),'*')
Como vemos, al dar valores cuanticados a K
1
y K
2
, obtenemos, de la misma forma
que se planteo en el problema 2 de esta seccion de practicas, la posicion de los polos
usando
8
>
<
>
:
r =
p
K
2
 = cos
 1

K
1
1  r
4
(r
2
  1)2r

Cabe notar que tanto para K
1
como para K
2
se ha tomado 16 valores desde 0 a
1   2
 4
. Asumimos formato Q
4
. Por otra parte, de los 256 posibles polos, tal como
pasaba en el problema 2 de esta seccion de practicas, se obtienen algunos con valores
de  compleja o NaN . Estos casos se descartan.
As, tenemos 217 posibles posiciones de polos en el primer cuadrante (216 si excluimos
el caso de K
1
= 0 y K
2
= 0), como se ilustra en la Fig. 5.19.
Comparando la Fig. 5.19 procedente de la realizacion en celosa con la Fig. 5.17,
procedente de la realizacion en forma directa, podemos comprobar que la distribucion
de los puntos es diferente, aunque las posiciones son tambien no uniformes por el
hecho de haber cuanticado K
2
= r
2
.
De la misma forma que ocurra en forma directa, seguimos teniendo una mayor dis-
persion de puntos en la zona de  = 0, en la cual se produciran grandes perturbaciones
en ltros con polos en esta zona. No obstante, esta estructura es mejor para ltros
con polos concentrados en  = 

2
y mas o menos cercanos al crculo unidad, ya que
la densidad de puntos es mayor, implicando menor perturbacion en estos.
Cabe remarcar que esta, o bien la forma directa, sera la estructura seleccionada
para realizar aquellos sistemas cuyos polos yacen en las zonas de mayor densidad de
puntos ya que, como veremos, la forma acoplada (practica 4) posee en estas zonas
una densidad menor.
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Figura 5.19: Cuanticacion de las posiciones de los polos en la realizacion en celosa.
4. Analizar las posibles situaciones de los polos de un sistema de dos polos que cumpla
las ecuaciones en diferencias acopladas siguientes
y
1
(n) = x(n) + rcosy
1
(n  1)  rsiny(n  1)
y(n) = rsiny
1
(n  1) + rcosy(n  1):
La realizacion se representa en la Fig. 5.20. Se considera una cuanticacion de los
coecientes segun una longitud de palabra de cinco bits.
Resolucion:
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Figura 5.20: Estructura en forma acoplada de un sistema IIR de dos polos.
Transformando al plano Z las ecuaciones en diferencias, llegamos rapidamente a que
la funcion de transferencia es
H(z) =
(rsin)z
 1
1  (2rcos)z
 1
+ r
2
z
 2
(5.111)
con polinomio denominador similar al de los problemas 8 y 9.
Volviendo a la forma acoplada mostrada en la Fig. 5.20 podemos observar como todos
los coecientes de la realizacion son bienm = rsin o bien n = rcos. Estos, pues, son
326 Cap

tulo 5. Efectos de longitud de palabra finita
los valores a cuanticar. El siguiente codigo de MATLAB ilustra la forma de obtener
los polos del primer cuadrante
nb=4;
i=1;
for m=0:1/(2^nb):(2^nb-1)/(2^nb)
for n=0:1/(2^nb):(2^nb-1)/(2^nb)
r=sqrt(m^2+n^2);
t=asin(m/r);
y(:,i)=[r;t];
i=i+1;
end
end
Como vemos, m y n son los coecientes a cuanticar, obteniendo de la misma forma
que se plantea en las practicas 2 y 3, la posicion de los polos usando
8
>
<
>
:
r =
p
m
2
+ n
2
 = sin
 1
 
m
r

Cabe notar que tanto m como n toman 16 valores desde 0 hasta 1  2
 4
. Asumimos
formato Q
4
. A diferencia de los problemas anteriores, los 256 puntos son validos.
As, obtenemos 256 posibles posiciones de polos en el primer cuadrante (255 si exclui-
mos m = 0 y n = 0), tal y como se ilustra en la Fig. 5.21. En esta gura podemos
observar una rejilla rectangular de puntos, posibles posiciones de polos, dado que
los coecientes m y n son proporcionales a r. Como existe una densidad uniforme
de puntos, esta realizacion es mas apropiada para un realizacion de ltros con polos
agrupados en la zona  = 0, como ltros pasa{baja.
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Figura 5.21: Cuanticacion de las posiciones de los polos en la realizacion en forma acoplada del sistema
de la Fig. 5.20.
Esta distribucion uniforme de puntos, a diferencia de las distribuciones no uniformes
obtenidas en los ejercicios 2 y 3, proporciona mayor \tranquilidad" para la realizacion
de un sistema generico porque se sabe la maxima perturbacion que puede ocurrir. Sin
embargo, esto sucede a costa de un aumento de las operaciones de la realizacion.
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nb=4;
i=1;
for m=0:1/(2^nb):(2^nb-1)/(2^nb)
for n=0:1/(2^nb):(2^nb-1)/(2^nb)
r=sqrt(m^2+n^2);
t=asin(m/r);
y(:,i)=[r;t];
i=i+1;
end
end
yr=[0;0];
j=2
for i=1:i-1
if (isreal(y(:,i)))
yr(:,j)=y(:,i);
j=j+1;
end
end
plot(yr(1,:).*cos(yr(2,:)),yr(1,:).*sin(yr(2,:)),'*')
328 Cap

tulo 5. Efectos de longitud de palabra finita
Captulo 6
Dise~no de ltros digitales
6.1. Introduccion teorica
En los captulos anteriores hemos visto que cualquier sistema digital actua sobre unas
se~nales de entrada proporcionando una salida que ha visto modicadas sus propiedades en
alguna medida, eliminando o amplicando componentes frecuenciales presentes en la se~nal
de entrada. Es decir el sistema digital actua como un ltro. Hasta ahora hemos estudiado las
caractersticas de un sistema conocida su funcion de transferencia. En este captulo vamos
a considerar el problema inverso; es decir, hemos de determinar la funcion de transferencia
de un sistema digital que verique unas especicaciones sobre su respuesta en frecuencia. Se
analizaran los ltros de respuesta impulsional nita (FIR) e innita (IIR), sus caracterticas
y los metodos de dise~no mas habituales.
6.1.1. Introduccion
Especicaciones
En primer lugar veamos cuales son las especicaciones de dise~no de un ltro (Fig. 6.1):
Banda de paso: 0  j!j  !
p
Banda atenuada: !
s
 j!j  
Banda de transicion: !
p
 j!j  !
s
Rizado en banda pasante: 1  Æ
1
 jH(!)j  1 + Æ
1
Rizado en banda no pasante: jH(!)j  Æ
2
Estos parametros pueden ser expresados en decibelios de acuerdo con
jH(!)j(dB) = 20 log
10
jH(!)j; (6.1)
y, analogamente, se pueden expresar los rizados tambien en dB
Rizado en banda pasante en dB: r
p
(dB) = 20 log
10




1 + Æ
1
1  Æ
1




.
Rizado en banda atenuada en dB: r
s
(dB) = 20 log
10
jÆ
2
j.
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Figura 6.1: Esquema de especicaciones de dise~no de un ltro digital.
Procedimiento de dise~no de ltros digitales
En el dise~no de un ltro digital se siguen los siguientes pasos:
Determinar las especicaciones del ltro.
Decidir que tipo de ltro se ha de utilizar.
Elegir el metodo de dise~no y determinar los coecientes del mismo.
Proponer una estructura o realizacion para el ltro.
Analizar la estructura elegida, y los efectos debidos a la cuantizacion de los coecientes
y las operaciones.
Implementar el ltro resultante.
Los ltros ideales pueden tener cuatro tipos de respuesta; pasa-baja, pasa-alta, pasa-
banda y elimina-banda. Estos ltros se caracterizan por tener transiciones abruptas en la
respuesta en frecuencia que se traducen en respuestas impulsionales innitas y no causales;
as pues no pueden obtenerse en la practica. El objetivo sera dise~nar ltros que se aproximen
a esta respuesta ideal. En lugar de tener transiciones abruptas y bandas de transicion nulas
obtendremos respuestas en frecuencia como se muestran en la gura anterior.
Vamos a hacer un estudio paralelo para ltros FIR e IIR. Describiremos las propiedades
mas representativas de cada uno de ellos y los metodos de dise~no:
6.1.2. Filtros FIR
Caractersticas
Las caractersticas principales de los ltros FIR son:
Funcion de transferencia: H(z) =
P
N 1
k=0
h(k)z
 k
Fase lineal: Estos ltros se pueden dise~nar para que su respuesta en fase sea lineal
((!) = !D), por tanto, su retardo de grupo es constante. Si H(!) = A(!)e
j(!)
:
(!) =  
(!)
d!
= constante: (6.2)
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esto signica que, al hacer pasar una se~nal por un ltro FIR de estas caractersticas,
el retardo es el mismo para todos los armonicos que componen la se~nal y esta no se
distorsiona.
La linealidad de fase se obtiene si existe simetra en los coecientes del ltro: h(n) =
h(N   n). Dado que el numero de coecientes del ltro puede ser par o impar, y
que los coecientes pueden ser simetricos o antisimetricos se originan cuatro tipos de
ltro FIR de fase lineal.
Ceros en ltros FIR de fase lineal: Si se consideramos ceros complejos conjugados
siempre apareceran grupos de ceros en

z
k
; z

k
;
1
z
k
;
1
z

k

(6.3)
Tipos de ltros FIR de fase lineal
1. Tipo I: Numero de coecientes impar (N impar). Simetra par:
h(n) = h(N   1  n); 0  n  N   1 (6.4)
H(w) =
2
4
N 1
2
X
n=0
a(n)cos(wn)
3
5
e
 jw(N 1)=2
; a(0) = h(
N   1
2
) (6.5)
a(n) = 2h(
N   1
2
  n); 1  n 
N   3
2
(6.6)
2. Tipo II: Numero de coecientes par (N par). Simetra par:
h(n) = h(N   1  n); 0  n  N   1 (6.7)
H(w) =
2
4
N
2
X
n=1
b(n)cos(w(n 
1
2
))
3
5
e
 jw(N 1)=2
; b(n) = 2h(
N
2
  n); 1  n 
N
2
(6.8)
jH(!)j
!=
= 0 (6.9)
Este tipo de ltro no es adecuado para dise~nar ltros pasa alta ni elimina-banda
3. Tipo III: Numero de coecientes impar (N impar). Simetra impar:
h(n) =  h(N   1  n); 0  n  N   1 (6.10)
H(w) =
2
4
N 1
2
X
n=1
c(n)sen(wn)
3
5
e
j[

2
 
N 1
2
w]
; c(n) = 2h(
N   1
2
  n); 1  n 
N   1
2
(6.11)
jH(!)j
!=
= 0 (6.12)
jH(!)j
!=0
= 0; jH(!)j
!=
= 0 (6.13)
No es adecuado para el dise~no de ltro ltros pasa-baja ni pasa-alta. Se utilizan para
dise~nar transformadores de Hilbert (es un tipo de ltro pasa todo que produce un
desfase de =2 a la se~nal de entrada) y diferenciadores.
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4. Tipo IV: Numero de coecientes impar (N par). Simetra impar:
h(n) =  h(N   1  n); 0  n  N   1 (6.14)
H(w) =
2
4
N
2
X
n=1
d(n)sen(w(n  
1
2
))
3
5
e
j[

2
 
N 1
2
w]
; d(n) = 2h(
N
2
  n); 1  n 
N
2
(6.15)
jH(!)j
!=0
= 0; (6.16)
como en el caso anterior se utiliza para dise~nar Tranformadores de Hilbert y diferen-
ciadores.
Dise~no de ltros FIR de fase lineal
Existen tres grandes bloques de metodos de dise~no de ltros FIR con fase lineal: metodo
de las ventanas, muestreo en frecuencia y rizado constante.
M

etodo de las ventanas
Se basan en truncar la respuesta impulsional innita de un ltro ideal.
Procedimiento:
Obtener la respuesta impulsional del ltro ideal que deseamos dise~nar h(n) (pasa-baja,
pasa-alta, etc.)
Enventanar (truncar) dicha respuesta impulsional:
^
h(n) = h(n)w(n), donde w(n) es
la respuesta impulsional de la ventana.
Desplazar la respuesta impulsional enventanada un numero adecuado de muestras
para hacerla causal.
El enventanado de la respuesta impulsional del ltro hace que en el ltro real dise~nado apa-
rezca rizado u oscilaciones en la respuesta en frecuencia y ademas se obtengan transiciones
menos abruptas. Aparte de la ventana rectangular existen otras que permiten mejorar las
prestaciones del ltro, ya que la ventana rectangular presenta una discontinuidad abrupta
que en el dominio frecuencial, da lugar a oscilaciones (Efecto Gibbs). Los parametros a tener
en cuenta son la atenuacion del primer lobulo secundario y la anchura del lobulo principal.
La tabla 6.1 muestra las principales caractersticas de las ventanas mas empleadas.
De especial interes resulta la ventana de Kaiser, que viene denida por
w(n) =
I
0
(
p
1  (n N)
2
)
I
0
()
; (6.17)
siendo I
0
la funcion de Bessel modicada de orden 0. Existen expresiones aproximadas que
permiten seleccionar  (parametro relacionado con la atenuacion, A) y el orden del ltro
N . Son las siguientes:
 =
8
>
>
>
<
>
>
>
>
:
0
0
1102(A   8
0
7); A  50 dB
0
0
5842(A   21)
0
0
4
+ 0
0
07886(A   21); 21 < A < 50
0; A < 21
(6.18)
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Tabla 6.1: Caractersticas temporales y frecuenciales de las ventanas mas empleadas.
Ventana Secuencia temporal Anchura aproximada Pico
0  n  N   1 del lobulo principal secundario (dB)
Rectangular 1 4=N -13
Bartlett
8
>
>
>
<
>
>
>
:
2n
N   1
; 0  n 
N   1
2
2 
2n
N   1
;
N   1
2
 n  N   1
8=N -27
Hanning
1
2

1  cos

2n
N   1

8=N -32
Hamming 0
0
54  0
0
46cos

2n
N   1

8=N -43
Blackman 0
0
54  0
0
5cos

2n
N   1

+ 0
0
08cos

4n
N   1

12=N -58
f = F
m
  F
p
=
DF
m
N   1
; D =
8
>
<
>
:
A  7
0
95
14
0
36
; A > 21
0
0
922; A < 21
(6.19)
M

etodo del muestreo en frecuencia
El procedimiento de dise~no es el siguiente:
Especicar la respuesta en frecuencia deseada del ltro en N puntos equiespaciados:
H
 
2k
N

 H(k).
Calcular h(n) como la transformada discreta de Fourier inversa de las muestras ante-
riores.
h(n) = IDFTfH(k)g =
1
N
N 1
X
k=0
H(k)e
j
2kn
N
(6.20)
Como existen cuatro posibles respuestas en frecuencia para los ltros FIR de fase lineal
aparecen cuatro expresiones distintas para el calculo de h(n). La siguiente tabla muestra las
expresiones obtenidas en cada caso. En todos ellos se han considerado muestras equiespa-
ciadas y la primera en w = 0. A(k) es el modulo de la respuesta en frecuencia en la muestra
k-esima (Tabla 6.2).
Si calculamos la funcion de transferencia del sistema aplicando la transformada Z a la
expresion general de h(n) obtenemos:
H(z) =
1  z
 N
N
N 1
X
k=0
H(k)
1  e
j
2k
N
z
 1
(6.21)
Dise
~
no de filtros por aproximaci

on de Tchebyshev
Se plantea el dise~no del ltro como un problema de aproximacion de Tchebyshev, para
ello se propone un criterio de dise~no optimo, en el sentido de que el error de aproximacion
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Tabla 6.2: Longitud, simetra y respuesta impulsiva de los cuatro tipos de ltros.
TIPO LONGITUD h(n)
SIMETR

IA
I IMPAR (N impar)
1
N

A(0) +
P
N 1
2
k=1
2A(k)cos

2
k
N

n 
N   1
2

PAR
II PAR (N par)
1
N

A(0) +
P
N
2
 1
k=1
2A(k)cos

2
k
N

n 
N   1
2

PAR
III IMPAR (N impar)
1
N

P
N 1
2
k=0
2A(k)sin

2
k
N

n 
N   1
2

IMPAR
IV PAR (N par)
1
N

P
N
2
 1
k=0
2A(k)sin

2
k
N

n 
N   1
2

+
IMPAR +A

N
2

sin



N   1
2
  n

entre la respuesta en frecuencia ideal y la real se reparten uniformemente en cada banda,
pasante y atenuada (de ah el apelativo de equiripple), minimizando el error maximo en cada
una de ellas. El ltro resultante presenta, pues, rizado en ambas bandas. Para su dise~no
consideramos cinco caractersticas:
N el orden del ltro
w
p
lmite superior de la banda pasante
w
s
lmite inferior de la banda atenuada
Æ
1
maximo rizado de la banda pasante
Æ
2
mnima atenuacion de la banda atenuada.
Para su dise~no se plantea una funcion de error, de manera que hay que encontrar los valores
del ltro que minimizan el error. Parks y McClellan resolvieron el problema en 1972 con
el Teorema de la Alternancia basandose en la teora de aproximaciones de Tchebyshev y
empleando el algoritmo de intercambio de Remez. El resultado nal es un procedimiento en
el cual se escogen cuatro de los parametros citados y el algoritmo optimiza el valor de los
coecientes minimizando el valor del parametro restante. Dado que no es posible dise~nar
ltros de este tipo manualmente mostraremos su uso mediante una practica de MATLAB
al nal de este captulo.
Comparacion entre los distintos metodos de dise~no FIR
Metodo de las ventanas.
 Historicamente, fue el primero en aparecer, los otros dos se desarrollaron en la
decada de los 70.
 No ja de manera adecuada las frecuencias crticas w
p
y w
s
ya que estas dependen
del tipo de ventana y de la longitud seleccionada.
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Muestreo en frecuencia.
 Existe un gran control de la anchura de la zona de transicion, ya que es igual a
2=N .
 Hay procedimientos rapidos para el calculo de los coecientes, bien basandose
en la FFT, bien con las ecuaciones propuestas anteriormente. Especialmente
interesante si la mayor parte de los puntos el modulo de la ganancia son cero o
uno.
 Como inconveniente, se tiene un pobre control de la respuesta fuera de esos
puntos y el procedimiento puede convertirse en un esquema de prueba y error.
Aproximacion de Tchebyshev.
 Permite un control total de las caractersticas del ltro en cuanto a frecuencias,
ganancias y longitud.
 No existe una forma facil de optimizar el dise~no respecto a la longitud del ltro,
aunque existen aproximaciones como la de Kaiser:
^
N =
 20 log
10
(
p
Æ
1
Æ
2
)  13
14
0
6f
+ 1; (6.22)
con
f =
w
s
  w
p
2
: (6.23)
6.1.3. Filtros IIR
Caractersticas
Son ltros que presentan ceros y polos por lo que pueden ser inestables, a diferencia de los
ltros FIR que siempre son estables. Su respuesta impulsional es innita por lo que deben
implementarse de forma recursiva. La funcion de transferencia del tlro en el dominio Z es:
H(z) =
P
M
k=0
b
m
z
 k
1 +
P
N
k=1
a
k
z
 k
: (6.24)
Existen dos losofas de dise~no de ltros IIR:
Indirecta. Se basa en dise~nar ltros analogicos que veriquen las especicaciones y,
posteriormente, transformarlos al dominio digital preservando estas caractersticas.
Directa. Se propone el dise~no de ltros digitales imponiendo una serie de condiciones a
la respuesta en frecuencia para determinar los coecientes. Estos metodos se utilizan
cuando conocemos la respuesta impulsional de un sistema y queremos determinar
la funcion de transferencia que mejor se ajusta. Son procedimientos en los que se
minimiza algun criterio de error para determinar los coecientes del ltro. Se puede
encontrar un estudio detallado en (Jackson, 1996).
Nos vamos a centrar en el dise~no indirecto.
336 Cap

tulo 6. Dise
~
no de filtros digitales
Metodos de dise~nos de ltros IIR a partir de prototipos analogicos
Estos metodos parten de un prototipo analogico que cumple las especicaciones por lo
que en primer lugar veremos los ltros analogicos mas habituales, y sus caractersticas.
1. Filtros de Butterworth.
La funcion de transferencia viene dada por
H(s)H( s) =
1
1 + (
 s
2


2
c
)
N
(6.25)
Se trata de ltros que solo contienen polos, su respuesta en frecuencia es monotona
decreciente y es maximamente plana a frecuencia cero.
Ecuaciones de dise~no: Estimacion del orden a partir de la atenuacion deseada y de las
frecuencias de corte (

c
) y la frecuencia lmite de la banda de atenuacion (

s
) que
especican la bandas.
N =
log
10
[(1=Æ
2
2
)  1]
2 log
10
(

s
=

c
)
(6.26)
Polos en el semiplano izquierdo:
s
k
= 

c
e
j

2
e
j(2k+1)

2N
; k = 0; 1; : : : N   1 (6.27)
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Figura 6.2: Respuesta en frecuencia del ltro de Butterworth para distintos ordenes.
2. Filtros de Tchebyshev. Los ltros de Tchebyshev consiguen una cada mas abrupta a
frecuencias bajas en base a permitir un rizado constante de la respuesta en frecuencia
en alguna de las bandas, esto hace que, al igual que con ltros FIR de rizado constante,
se obtengan ordenes menores. Los hay de dos tipos:
Tipo I: Son ltros solo polos, presentan rizado constante en la banda pasante y
una cada monotonica en la banda no pasante.
Su respuesta en frecuencia es de la forma:
jH(
)j
2
=
1
1 + "
2
T
2
N
(
=

c
)
; 0  "  1; (6.28)
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siendo T
N
(x), el polinomio de Tchebyshev que se dene como:
T
N
(x) =
8
>
<
>
:
cos(N  cos
 1
x); jxj  1
cosh(N  cosh
 1
x); jxj > 1
(6.29)
y que puede denirse de forma recursiva como T
N+1
(x) = 2T
N
(x) T
N 1
(x) con
T
0
(x) = 1 y T
1
(x) = x. En estos ltros, la frecuencia de corte es 

c
, no depende
de N y solo corresponde con una cada de 3 dB si " = 1,
jH(
 = 

c
)j
2
=
1
1 + "
2
T
2
N
(1)
=
1
1 + "
2
(6.30)
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Figura 6.3: Respuesta en frecuencia de un ltro de Tchebyshev I.
Las ecuaciones de dise~no son las siguientes:
 Estimacion del orden a partir de la atenuacion deseada y el rizado en banda
no pasante (Æ
2
) as como las frecuencias de corte de las bandas pasante 

c
y no pasante 

s
:
N =
log
10
"
p
1  Æ
2
2
+
p
1  Æ
2
2
(1 + "
2
)
"Æ
2
2
#
log
10



s


c
+
p
(

s
=

c
)
2
+ 1

(6.31)
 Los polos de H(s)H(s
 1
) son de la forma s
k
= sin
k
sinh + jcos
k
cosh,
donde

k
=

2N
+
k
N
; k 2 Z (6.32)
 = 
1
N
ln
 
1 +
p
"
2
+ 1
"
!
(6.33)
Los polos de semiplano izquierdo formaran la funcion de transferencia.
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Tipo II: Son ltros que presentan ceros y polos, un rizado constante en la banda
no pasante y una cada monotonica en la banda pasante.
Su respuesta en frecuencia es de la forma:
jH(
)j
2
=
1
1 + "
2
T
2
N
(

s
=

c
)
T
2
N
(

s
=
)
; 0  "  1; (6.34)
Los polos se disponen sobre una elipse como en el caso anterior y los ceros se
situan sobre el eje imaginario del plano s. La estimacion del orden se realiza
mediante la misma expresion que para los de tipo I.
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Figura 6.4: Respuesta en frecuencia de un ltro de Tchebyshev II.
3. Filtros elpticos. Los ltros elpticos o de Cauer consiguen estrechar la zona de tran-
sicion permitiendo un rizado constante en ambas bandas. Su funcion de transferencia
es:
jH(
)j
2
=
1
1 + "
2
U
2
N
(
=

c
)
; 0  "  1; (6.35)
donde U
N
(x) es una funcion Jacobiana elptica de orden N , habitualmente la de
primera clase denida como,
U
N
(x) = K
N
(x)
Z
2
0
d
p
1  x
2
sin
2

: (6.36)
Los dise~nos mas ecientes son los que distribuyen el error de aproximacion sobre todo
el espectro, en realidad, uniformemente sobre cada una de las bandas, pasante y no
pasante, por igual. Por tanto, los ltros elpticos son los mas ecientes en el sentido
de dar lugar al menor orden para una anchura de la banda de transicion determinada.
Para dise~nar ltros de Cauer con integrales elpticas de primera clase, se selecciona
el orden del ltro considerando los parametros ", Æ
2
(cada en la banda no pasante) y
las frecuencias de corte de las bandas pasante 

c
y no pasante 

s
:
N =
K(

c
=

s
)K(
p
1  Æ
2
2
(1 + "
2
)=
p
1  Æ
2
2
)
K("Æ
2
=
p
1  Æ
2
2
)K(
p
1  (

c
=

s
)
2
)
: (6.37)
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Estos ltros son los que presentan fase menos lineal, especialmente en el extremo de
la banda pasante.
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Figura 6.5: Respuesta en frecuencia de un ltro elptico de distintos ordenes. En el panel de la derecha
se muestran zonas ampliadas de la banda pasante y atenuada.
4. Filtros de Bessel. Los ltros de Bessel son ltros solo polos que no pretenden optimizar
la anchura de la zona de transicion sino asegurar fase lineal en toda la banda pasante,
ya que los ltros anteriores la degradaban progresivamente. Su funcion de transferencia
es de la forma:
H(s) =
1
B
N
(s)
; B
N
(s) =
N
X
k=0
a
k
s
 k
; (6.38)
donde B
N
(s) es un polinomio de Bessel cuyos coecientes vienen dados por:
a
k
=
(2N   k)!
2
N k
k!(N   k)!
; k = 0; 1; : : : ; N (6.39)
y que se puede denir de forma recursiva como
B
N
(s) = (2N   1)B
N
(s) + s
2
B
N 2
(s); (6.40)
siendo B
0
(s) = 1 y B
1
(s) = s+ 1.
Estos ltros presentan fase lineal en la banda pasante, es decir, no distorsionan la
se~nal a costa de aumentar la zona de transicion.
Transformaciones en frecuencia analogicas
Las ecuaciones de dise~no anteriores eran todas para ltros pasa-baja. Si necesitamos
dise~nar otro tipo de ltros realizaremos una transformacion en frecuencia sobre el ltro
pasa-baja. La Tabla 6.3 muestra las ecuaciones de transformacion de frecuencias para ltros
analogicos.
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Figura 6.6: Respuesta en frecuencia (magnitud y fase) de un ltro de Bessel para distintos ordenes.
Tabla 6.3: Transformaciones analogicas para el dise~no de ltros digitales.
Pasa baja a Pasa baja s  !


c


0
s
s 

0
c
es la nueva frecuencia
de corte
Pasa baja a Pasa alta s  !


c


0
c
s


0
c
es la nueva frecuencia
de corte
Pasa baja a Pasa banda s  ! 

c
s
2
+

l


u
s(

u
 

l
)


l
es la frecuencia inferior
de la banda y 

u
la supe-
rior
Pasa baja a Elimina banda s  ! 

c
s(

u
 

l
)
s
2
+

l


u


l
es la frecuencia inferior
de la banda y 

u
la supe-
rior
Hay que tener en cuenta que los ltros pasa-banda y elimina-banda, sobre todo los estre-
chos (resonadores o \notch") suelen denirse con el factor de calidad que equivale a:
Q =
p


u


l


u
  

l
: (6.41)
Transformaciones del dominio analogico al digital
Una vez dise~nado el ltro analogico que verica las especicaciones de dise~no se plantea la
utilizacion de una transformacion entre el dominio analogico y digital. Las transformacion
habitual es la transformacion bilineal, que asegura la estabilidad del ltro en el dominio
digital. Ademas existe la transformacion del impulso invariante comentada en el Captulo
de la transformada Z.
Impulso invariante. Asegura que el ltro analogico y digital tendran la misma res-
puesta impulsional. Dado el ltro analogico factorizado en fracciones simples como
H(s) =
N
X
k=1
A
k
s  s
k
; (6.42)
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da lugar al ltro digital
H(z) =
N
X
k=1
A
k
1
1  e
p
k
T
z
 1
; (6.43)
donde p
k
son los polos y T es el periodo de muestreo.
El procedimiento es descomponer en fracciones simples el ltro analogico y trasformar
a digital cada una de las fracciones.
El problema es que se produce aliasing cuando existen polos a frecuencias altas lo que
hace que el metodo no resulte adecuado para dise~nar ltros pasa-alta o elimina{banda.
Transformacion bilineal. Es el metodo mas comun para convertir un ltro analogico en
digital. Asegura la estabilidad del ltro digital, y mantiene el orden. La transformacion
es:
s =
2
T
z   1
z + 1
=) z =
1 + s
T
2
1  s
T
2
(6.44)
Una particularidad de esta transformacion es el mapeado no lineal entre las frecuencias
analogicas y digitales. La relacion entre ambas es

 =
2
T
tan

!
2

; ! = 2
F
F
m
: (6.45)
Luego si queremos dise~nar un ltro digital de frecuencia de corte ! deberemos utilizar
un ltro analogico cuya frecuencia de corte sea 
 denida por la expresion anterior.
Esta operacion de ajuste de frecuencias se denomina \prewarping".
Transformaciones en frecuencia en el dominio digital
Cuando deseamos dise~nar ltro digitales IIR pasa-alta, pasa-banda o elimina-banda,
a partir de ltros analogicos podemos realizar las transformaciones en frecuencia en el
ltro analogico antes de transformarlo a digital o bien, trasformar a digital el proto-
tipo analogico pasa{baja y posteriormente transformar este ltro a digital mediante
las transformaciones de la Tabla 6.4. Estas se han obtenido a partir de las transfor-
maciones analogicas aplicando la transformacion bilineal.
6.1.4. Discusion entre ltros FIR e IIR
Para concluir el captulo presentaremos, a modo de resumen, una tabla comparativa entre
los ltros FIR e IIR (Tabla 6.5).
6.1.5. Modicacion de la frecuencia de muestreo
Existen muchos sistema de procesado digital es lo que es necesario modicar la frecuencia
de muestreo de una se~nal de una valor original F
m
a un nuevo valor F
0
m
. Las tareas basicas
son:
Incrementar la frecuencia de muestreo por un factor entero L (Interpolacion).
Decrementar la frecuencia de muestreo por un factor entero M (diezmado)
Si de desea modicar la frecuencia de muestreo por un factor no entero (racional) se
hara combinando etapas de interpolacion y diezmado.
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Tabla 6.4: Transformaciones analogicas para el dise~no de ltros digitales.
Pasa baja a Pasa baja z
 1
 !
z
 1
  a
1  az
 1
!
0
es la nueva frecuencia de corte.
a =
sin[(w   w
0
)=2]
sin[(w + w
0
)=2
]
Pasa baja a Pasa alta z
 1
 !  
z
 1
  a
1  az
 1
!
0
es la nueva frecuencia de corte.
a =
cos[(w + w
0
)=2]
cos[(w   w
0
)=2]
Pasa baja a Pasa banda z
 1
 !  
z
 2
+ a
1
z
 1
+ a
2
a
2
z
 2
+ a
1
z
 1
+ 1
!
l
es la frecuencia inferior de la
banda y !
u
la superior
K = cot

!
u
  !
l
2

tg
 
!
2

Pasa baja a Elimina banda z
 1
 !  
z
 2
+ a
1
z
 1
+ a
2
a
2
z
 2
+ a
1
z
 1
+ 1
!
l
es la frecuencia inferior de la
banda y !
u
la superior
K = tg

!
u
  !
l
2

tg
 
!
2

a
1
=  
2K
K + 1
a
2
=
K   1
K + 1
 =
cos[(w + w
0
)=2]
cos[(w   w
0
)=2]
Relacion entrada{salida para un interpolador
Dominio temporal:
y(n) =
(
x(n=L); n = 0;L;2L; : : :
0; en otro caso
(6.46)
Dominio frecuencial:
Y (z) = X(z
L
); Y (e
jw
) = X(e
jwL
) (6.47)
El espectro de la se~nal interpolada es una version comprimida de la se~nal original
por un factor L y repetida L veces en el intervalo [0; 2]. A esta repeticiones se las
denomina imagenes.
Relacion entrada{salida para un diezmador
Dominio temporal:
y(n) = x(nM) (6.48)
La salida se obtiene tomando una de cada M muestras y descartando las M   1
intermedias.
Dominio frecuencial: La transformada Z de la salida de un diezmador esta relacionada
con la entrada segun la expresion
Y (z) =
M 1
X
k=0
X

z
1=M
W
k
M

(6.49)
Y (e
jw
) =
M 1
X
k=0
X

e
(jw 2k)=M

(6.50)
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Tabla 6.5: Caractersticas de los ltros FIR e IIR.
FIR IIR
Son siempre estables Aun cuando los polos esten situados dentro
del crculo de radio unidad, pueden presentar
inestabilidades si se implementan en sistemas
con aritmetica de coma ja.
Presentan mayor error de cuantizacion en fun-
cion del numero de bits empleado para almace-
nar los coecientes y las variables intermedias.
Pueden dise~narse para que presenten fase li-
neal, no distorsionando las caractersticas de
fase y el retardo de grupo
Son mas apropiados cuando se desea obtener
regiones de transicion estrechas.
Requieren un mayor orden para valores de la
atenuacion y zonas de transicion similares lo
que supone un mayor retardo en la obtencion
de la respuesta y mayor consumo de memoria.
Es decir, la salida es una suma de espectros de la se~nal original desplazados uniforme-
mente, \estirados" y escalados por un factor 1=M . Ya que los espectros son \estirados"
un factor M , la condicion para que no se produzca aliasing es que:
X(e
jw
)  0 (6.51)
para jwj  =M .
Filtros en los procesos de diezmado e interpolacion:
El teorema de muestreo nos indica que la frecuencia de muestreo de una se~nal no puede
reducirse mas alla de la tasa de Nyquist (doble de la frecuencia maxima contenida en las
se~nal), ya que se producira \aliasing", luego el ancho de banda de una se~nal debe limitarse
(jwj  =M) como paso previo a la modicacion de la frecuencia de muestreo para que
este efecto no se produzca. Este ltro previo se denomina ltro diezmador, que tendra las
siguientes caractersticas:
jH(e
jw
)j =
(
1; jwj  w
c
=M
0; =M  jwj  
(6.52)
Por otra parte, el proceso de interpolacion produce repeticiones de espectro que deben ser
eliminadas mediante la utilizacion de un ltro posterior al proceso de interpolacion. Las
caractersticas del ltro seran:
jH(e
jw
)j =
(
L; jwj  w
c
=L
0; =L  jwj  
(6.53)
Modicacion de la frecuencia de muestreo por un factor racional
Si el cociente entre la frecuencia de muestreo deseada y la original no es un numero
entero, el procedimiento tambien puede llevarse a cabo intercalando etapas de diezmado e
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interpolacion. Una vez expresado el cociente entre las frecuencias de muestreo como una
fraccion irreducible realizaremos primero la interpolacion +ltrado+ diezmado. De esta
forma se preserva el mayor ancho de banda y los ltros anti-imagenes y \anti-aliasing" se
pueden fusionar en uno solo, que sera aquel con una frecuencia de corte mas baja.
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6.2. Problemas resueltos
F
1. Determine que orden debe tener un ltro de Butterworth para que la pendiente de
la zona de transicion entre la banda pasante y atenuada sea  
5
2
p
2
para 
=

c
= 1,


c
= 1.
Resolucion:
El ltro de Butterworth viene dado por la expresion
jH(
)j
2
=
1
1 + (
=

c
)
2N
=) jH(
)j =
1
p
1 + (
=

c
)
2N
: (6.54)
La pendiente viene dada por
m =
djH(
)j
d







=

c
=  
1
2

1 + (




c
)
2N

 
1
2
 1
2N


c
(




c
)
2N 1






=

c
(6.55)
Particularizando a 
 = 

c
, se obtiene
m =  
1
2
 
1 + (1)
2N

 
3
2
2N


c
(1)
2N 1
= : : : =  
N
2
p
2

c
(6.56)
Con lo que si 

c
= 1, m =  
N
2
p
2
.
El orden del ltro sera vendra dado por
m =  
N
2
p
2
=  
5
2
p
2
=) N = 5 (6.57)
F
2. Determine el orden de un ltro de Butterworth de manera que la atenuacion para
frecuencias normalizadas hasta 0'9 sea menor que 0'9.
Resolucion:
La expresion general de la respuesta de modulo para este ltro es
jH(
)j
2
=
1
1 + (
=

c
)
2N
: (6.58)
con lo que, sustituyendo en la expresion anterior los datos proporcionados, tenemos
0
0
9
2
=
1
1 + 

2N
; (6.59)
donde 
 es la frecuencia de corte normalizada. Por tanto
0
0
9
2
=
1
1 + 0
0
9
2N
; (6.60)
y en consecuencia, despejando N de la ecuacion anterior, llegamos a N = 6
0
8. Como
el orden ha de ser un numero entero elegimos el entero mas proximo por exceso, con
lo que el orden escogido en el dise~no es N = 7. F
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3. Dibujar aproximadamente la respuesta en frecuencia (modulo y fase) de un sistema
cuya funcion de transferencia es:
H(z) =
1 + z
 5
1 + 0
0
9
5
z
 5
Resolucion:
Los ceros de la funcion de transferencia aparecen cuando z
5
=  1, con lo que tendran
la expresion general siguiente
z
k
= e
j
+2k
5
; k = 0; 1; 2; 3; 4: (6.61)
Por tanto, seran los siguientes:
z
0
= e
j

5
; z
1
= e
j
3
5
; z
2
= e
j
5
5
; z
3
= e
j
7
5
; z
4
= e
j
9
5
(6.62)
Procediendo de forma analoga se obtiene la posicion de los polos del sistema:
p
k
= 0
0
9e
j
+2k
5
; k = 0; 1; 2; 3; 4: (6.63)
Se encuentra en el mismo angulo que los ceros pero a una distancia 0'9, tal y como
se aprecia en el diagrama de polos y ceros de la Fig. 6.7.
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Figura 6.7: Diagrama de polos y ceros del sistema del ejercicio 3.
Tenemos un ltro con ceros uniformemente distribuidos cuya respuesta en frecuencia
se muestra en la Fig. 6.8 (magnitud y fase). Este tipo de ltro, por la forma de su
respuesta se denomina ltro peine o \comb lter".
La respuesta en fase es la siguiente:
H(w) =
e
j5w
+ 1
e
j5w
+ 0
0
9
5
=
2e
j5w=2
cos(5w=2)
cos5w + 0
0
9
5
+ jsin(5w=2)
(6.64)
por lo que, obtenemos
(w) =
5
2
w   arctg

sin(5w=2)
0
0
9
5
+ cos(5w=2)

(6.65)
cuya representacion graca se muestra en la Fig. 6.8(b).
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Figura 6.8: \Comb lter" del ejercicio 3. (a) Magnitud y (b) Fase.
4. Compruebe que los ltros de Butterworth de orden impar pueden escribirse de la
forma factorizada siguiente:
H(s) =
1
1 + s
Y
k
1
s
2
+ 2cos(
k
2N
)s+ 1
; k = 2; 4; 6; : : : ; N   1 (N impar)
Resolucion:
Intuitivamente al tener un orden impar, habra (N 1)=2 pares de polos complejos y un
polo real. Los polos complejos se agrupan por parejas dando lugar a las expresiones de
segundo orden, y el polo real aparece como un factor adicional. La expresion general
de los polos de un ltro de Butterworth viene dada por
s
k
= e
j(

2
+
2k+1
2N
)
; k = 0; 1; : : : ; 2N   1 (6.66)
De estos polos, solo aquellos situados en el semiplano izquierdo se emplearan para
formar H(s); es decir, aquellos que tengan una fase comprendida entre =2 <  <
3=2. Por tanto tendremos dos condiciones:
a)

2
+
2k + 1
2N
 >

2
. De donde 2k + 1 > 0 que equivale a k >  1=2. Como k debe
ser positivo, la condicion ultima es mas restrictiva y por tanto k  0
b)

2
+
2k + 1
2N
 <
3
2
. De donde k < N  
1
2
con k = 0; :::; (2N   1)=2. Como k
debe ser un numero natural, k = 0; :::; N   1 (N impar).
El polo que no tiene conjugado es el correspondiente al elemento central k = (N 1)=2:
s
(N 1)=2
= e
j(

2
+
2((N 1)=2)+1
2N
)
= : : : = e
j
=  1 (6.67)
que da lugar al termino
1
s+ 1
: (6.68)
El complejo conjugado del termino s
k
sera s
N 1 k
como se comprueba a continuacion
s
N 1 k
= e
j(

2
+
2(N 1 k)+1
2N
)
= : : : = e
 j(

2
+
2k+1
2N
)
= s

k
(6.69)
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Luego,
H(s) =
1
1 + s
N 1
2
 1
Y
k=0
1
(s  s
k
)(s  s

k
)
=
1
1 + s
N 1
2
 1
Y
k=0
1
s
2
  2Refs
k
gs+ js
k
j
2
(6.70)
Sustituyendo js
k
j = 1,
Refs
k
g = Refe
j=2
e
j(2k+1)=(2N)
g =
= Refjcos((2k + 1)=(2N)) + j  jsen((2k + 1)=(2N))g =  sen((2k + 1)=(2N)):
(6.71)
Por tanto,
H(s) =
1
1 + s
N 1
2
 1
Y
k=0
1
s
2
+ 2sen((2k + 1)=(2N))s + 1
: (6.72)
Si hacemos un cambio de ndice k
0
= (N   1)=2   k, y posteriormente simplicamos
obtenemos:
H(s) =
1
1 + s
N 1
2
Y
k
0
=1
1
s
2
+ 2sen((N   2k
0
)=(2N))s + 1
: (6.73)
Como sen(

2
 
k
0

N
) = cos(
k
0

N
),
H(s) =
1
1 + s
N 1
2
Y
k
0
=1
1
s
2
+ 2cos(k
0
=N)s+ 1
: (6.74)
que coincide con la expresion propuesta.
5. Determine los valores A y 

0
para que el ltro pasa{baja H(s) se transforme en un
ltro pasa{banda H(p) haciendo corresponder 

c
a 

u
y  

c
a 

l
, con la transfor-
macion indicada:
H(s)
s=
p
2
+

2
0
pA
      ! H(p);
siendo 

l
y 

u
las frecuencias inferior y superior de la banda, respectivamente.
Resolucion:
Teniendo en cuenta s = j
,
j

c
=
(j

u
)
2
+

2
0
j

u
A
=)  

c


u
A =  

2
u
+

2
0
(6.75)
 j

c
=
(j

l
)
2
+

2
0
j

l
A
=) 

c


l
A =  

2
l
+

2
0
(6.76)
A =


2
u
  

2
0


c


u
(6.77)
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Sustituyendo las expresiones anteriores, llegamos a la expresion


0
=
p


l


u
; (6.78)
y
A =


2
u
  

l


u


c


u
=


u
 

l


c
(6.79)
F
6. Dise~ne un ltro FIR de fase lineal y mnimo orden que tenga un cero en z
1
=
1
4
+
p
3
4
j y ganancia a altas frecuencias igual a la unidad. Repita el procedimiento
considerando que el cero se encuentra en z
1
=
1
2
+
p
3
2
j.
Resolucion:
Para que el ltro FIR tenga coecientes reales debe haber un cero complejo conjugado
en z = z

1
. Para que se verique la condicion de linealidad de fase deben haber dos ceros
adicionales correspondientes a los recprocos de los anteriores, En total tendremos
z
1
=
1
4
+ j
p
3
4
; z

1
=
1
4
  j
p
3
4
; (6.80)
y los recprocos 1=z
1
y 1=z

1
,
1
z
1
= 1  j
p
3;
1
z

1
= 1 + j
p
3: (6.81)
y
H(z) = G(z   z
1
z
 1
)(z   z

1
z
 1
) = (z  
1
z
1
z
 1
)(z  
1
z

1
z
 1
) =
= G(1  2Refz
1
gz
 1
+ jz
1
j
2
z
 2
)(1  2Ref
1
z
1
gz
 1
+ j
1
z
1
j
2
z
 2
)
= : : : = G(1 
5
2
z
 1
+
21
4
z
 2
 
5
2
z
 3
+ z
 4
):
(6.82)
La ganancia para w =  (altas frecuencias) es 1. Cuando w !  es equivalente a
considerar z !  1:
H(z)





z= 1
= 1; (6.83)
con lo que
1 = G(1 
5
2
+
21
4
 
5
2
+ 1) =) G =
4
49
(6.84)
Si el cero se encuentra en z
1
=
1
2
+
p
3
2
j, el conjugado es z

1
=
1
2
 
p
3
2
j. Estos ceros se
encuentran sobre la circunferencia unidad por lo que sus conjugados seran
1
z
1
=
1
2
  j
p
3
2
= z

1
;
1
z

1
= z
1
: (6.85)
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Figura 6.9: Diagrama de polos y ceros del sistema del ejercicio 6a).
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Figura 6.10: Ejercicio 6a). Se tiene un cero en z =
1
4

p
3
4
j y la ganancia a altas frecuencias es igual a
la unidad. Representacion de (a) Magnitud y (b) fase.
Luego el ltro tiene unicamente dos ceros:
H(z) = G(z   z
1
z
 1
)(z   z

1
z
 1
) = G(1  2Refz
1
gz
 1
+ jz
1
j
2
z
 2
) = : : : = G(1  z
 1
+ z
 2
)(6.86)
Sustituyendo z = 1,
H(z)





z= 1
= 1 = G(1  ( 1)
 1
+ ( 1)
 2
) = G(1 + 1 + 1) = 3G =) G = 1=3(6.87)
y, por tanto,
H(z) =
1
3
(1  z
 1
+ z
 2
): (6.88)
7. Dise~ne un ltro FIR pasa{baja de fase lineal con frecuencia de corte en banda pasante
de 1500 Hz. y anchura de banda de transicion 500 Hz. El rizado en la banda pasante
es Æ
1
= 0
0
01 y en la banda atenuada Æ
2
= 0
0
1. La frecuencia de muestreo es de 8kHz.
Resolucion:
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Figura 6.11: Diagrama de polos y ceros del sistema del Ejercicio 6b).
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j y la ganancia a altas frecuencias es igual a
la unidad. (a) Magnitud y (b) Fase.
La unica ventana que proporciona ecuaciones de dise~no aproximadas es la de Kaiser,
por lo que sera esta la utilizada. En primer lugar estimamos la atenuacion que hemos
de emplear en el dise~no:
A =  20 log
10
Æ (6.89)
con Æ = min(Æ
1
; Æ
2
) = 0
0
01, por lo que
A =  20 log
10
0
0
01 = 40dB: (6.90)
Hemos de tener en cuenta que no es la atenuacion en la banda atenuada la que hemos
de emplear como valor de A, sino la condicion restrictiva calculada con la expresion
anterior. Utilizando las expresiones aproximadas de la ventana de Kaiser, obtenemos
D =
A  7
0
95
14
0
36
=
40  7
0
95
14
0
36
= 2
0
232 (6.91)
ya que 21 < A < 40 dB.
El orden viene dado por
N 
w
m
D
B
+ 1: (6.92)
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En nuestro caso tenemos
w
m
= 28000rad=s; D = 2
0
232; B = 2500rad=s (6.93)
con lo que N  35
0
71. Si consideramos que el ltro dise~nado es de Tipo I (simetra
par, numero de muestras impar), tenemos N = 37.
Nos falta por determinar el valor de . Para nuestra atenuacion,  = 0
0
1102(A  8
0
7)
con lo que obtenemos  = 3
0
3959.
Con estos datos obtenemos los coecientes de la ventana de Kaiser w
k
(N;) =
w
k
(37; 3
0
3959). Podemos utilizar la instruccion kaiser de MATLAB para realizar
esta tarea.
>> w = kaiser(N,alpha);
El siguiente paso es obtener los coecientes de la respuesta impulsional del ltro
pasa{baja ideal. Tomemos como frecuencia de corte el promedio de los vertices de las
bandas, es decir 1500 Hz y 2000 Hz. Por tanto,
F
c
=
1
2
(1500 + 2000) = 1750Hz =) w
c
=
2F
c
F
m
= 1
0
3744rad (6.94)
Para el ltro pasa{baja ideal, tenemos
h(n) =
8
>
>
>
<
>
>
>
:
w
c

sen(w
c
n)
w
c
n
; n 6= 0
w
c

; n = 0
(6.95)
Dando valores a n en el intervalo [ (N  1)=2; (N  1)=2], es decir con n 2 [ 18; 18] y
multiplicando estos coecientes por los obtenidos para la ventana de Kaiser obtenemos
el ltro deseado.
En las Figs. 6.13 y 6.14 mostramos las muestras de la respuesta impulsional del ltro
ideal y la ventana as como la respuesta en frecuencia en modulo. Hemos trazado lneas
horizontales que delimitan los rizados permitidos y lneas verticales que delimitan las
bandas pasante y atenuada o la banda de transicion. El ltro dise~nado esta dentro de
este \esqueleto", luego se cumplen entonces las especicaciones de dise~no.
8. Se debe dise~nar un ltro pasa{banda de fase lineal con las siguientes especicaciones:
Atenuacion mnima: 0 < F < 200 Hz de 45 dB.
Rizado mnimo de banda pasante: 250 < F < 450 Hz de 0'5 dB.
Atenuacion mnima en 550 < F < 1000 Hz de 60 dB.
Frecuencia de muestreo: 2000 Hz.
Resolucion:
Emplearemos un ltro FIR de Tipo I. Para ello se hara uso de la ventana de Kaiser
ya que nos proporciona ecuaciones de dise~no. Calculemos los rizados en cada banda:
A
p
= 20log
1 + Æ
1
1  Æ
1
=) Æ
1
=
10
A
p
=20
  1
10
A
p
=20
+ 1
= 0
0
0288 (6.96)
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Figura 6.13: Muestras de la ventana y del ltro ideal del ejercicio 7.
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Figura 6.14: Ejercicio 7. (a) Especicaciones de dise~no y respuesta del ltro obtenido. (b) Detalle de la
banda pasante.
donde hemos empleado A
p
= 0
0
5. Si hacemos lo mismo para Æ
2
y Æ
3
:
Æ
2
= 10
 A
s
=20
= 10
 45=20
= 0
0
0056; Æ
3
= 10
 60=20
= 10
 3
= 0
0
001 (6.97)
Ahora bien, como
Æ = min(Æ
1
; Æ
2
; Æ
3
) = 0
0
001 (6.98)
y, por tanto, la atenuacion del ltro sera A =  20logÆ = 60dB:
Sustituimos en las ecuaciones de dise~no de Kaiser y calculamos
 = 0
0
1102(A   8
0
7) = 0
0
1102(60   8
0
7) = 5
0
653 (6.99)
donde hemos aplicado la condicion de A > 50,
D =
A  7
0
95
14
0
36
= 3
0
624: (6.100)
Con lo que el orden del ltro sera:
N 
w
s
D
BT
+ 1 =
220003
0
624
2(250   200)
+ 1 = 145
0
96 (6.101)
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donde para la BT = min(250   200; 550   450) = 50Hz: ya que es la condicion mas
restrictiva. Elegimos para N el numero impar mas proximo por exceso: N = 147.
Para obtener las frecuencias w
c1
y w
c2
para el ltro ideal, tomamos las frecuencias
centrales de cada banda. Como la frecuencia de muestreo es F
m
= 2000, tendremos:
F
c1
=
1
2
(200 + 250) = 225 =) w
c1
= 9=40 (6.102)
F
c2
=
1
2
(450 + 550) = 500 =) w
c2
= =2 (6.103)
El ltro pasa{banda tiene por respuesta:
H
pb
(w) =
8
>
>
>
<
>
>
>
:
0; w  w
c1
1; w
c1
< w  w
c2
0; w
c2
< w  
(6.104)
Por tanto la respuesta impulsional sera (ver Captulo 2):
h(n) =
1
2
h
R
 w
c1
 w
c2
H
pb
(w)e
jwn
dw +
R
w
c2
w
c1
H
pb
(w)e
jwn
dw
i
=
=
1
2
h
R
 w
c1
 w
c2
e
jwn
dw +
R
w
c2
w
c1
e
jwn
dw
i
=
1
2
h
R
w
c2
w
c1
e
 jwn
dw +
R
w
c2
w
c1
e
jwn
dw
i
=
=
1
2
R
w
c2
w
c1
2cos(wn)dw =
2
2
sen(wn)
n





w
c2
w
c1
(6.105)
de donde se puede calcular
h(n) =
1
n
[sen(w
c2
n)  sen(w
c1
n)];8n 6= 0 (6.106)
Para el caso en que n = 0 se llega
h(n) =
w
c2
  w
c1

(6.107)
En la Fig. 6.15 mostramos los resultados. Comprobamos que se cumplen las especi-
caciones ya que en Fig. 6.15(a) hemos dibujado el \esqueleto" de las especicaciones.
Si la respuesta en frecuencia esta en su interior, las especicaciones se cumplen tal y
como observamos que ocurre.
Nota:
Cuando dise~namos con un ventana de Kaiser si no se especica nada, el rizado en
banda pasante es igual a la atenuacion. Por ejemplo, si la atenuacion en banda no
pasante es de 40 dB., tendremos Æ
2
= 0
0
01. Si no se especica Æ
1
sera tambien 0'01. Si
el rizado en banda pasante fuese menor, el ltro se habra dise~nado con esta restriccion
con lo que la atenuacion sera mayor de 40 dB. As, al dise~nar una ventana de Kaiser,
tendremos en cuenta:
Æ = min(Æ
1
; Æ
2
); A = 20 log
10
Æ (6.108)
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Figura 6.15: Ejercicio 8. Especicaciones de dise~no y respuesta del ltro obtenido en (a) escala lineal y
una (b) escala logartmica.
y el rizado en banda pasante sera
r
bp
(dB) = 20 log
10




1 + Æ
1  Æ




: (6.109)
9. Una aplicacion de electrocardiografa necesita un ltro que realice la derivada de la
se~nal de entrada para frecuencias comprendidas en el intervalo 0 a 25 Hz. Se desea
que la atenuacion para frecuencias por encima de 40 Hz. sea de 40 dB. Realice el
dise~no para una frecuencia de muestreo F
1
= 250Hz y F
2
= 1000Hz:
Resolucion:
Un diferenciador ideal tiene una respuesta en frecuencia dada por:
H(w) =
8
>
<
>
:
jw; jwj < w
c
0; jwj > w
c
y que se representa en la Fig. 6.16.
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Figura 6.16: Respuesta en frecuencia del diferenciador ideal del ejercicio 9.
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Vamos a utilizar el metodo de ventanas con ventana de Kaiser. El prototipo mas
adecuado para el ltro es el tipo III de acuerdo con la respuesta del diferenciador.
Podemos calcular:
A =  20logÆ
2
; Æ
2
= 10
 A=20
= 10
 40=20
= 0
0
01: (6.110)
Como unicamente especicamos la atenuacion en banda no pasante, esta sera la em-
pleada para determinar el parametro :
 = 0
0
5842(40   21)
0
0
4
+ 0
0
07886(40   21) = 3
0
3953 (6.111)
Calculamos D:
D =
40  7
0
95
14
0
36
= 2
0
2318: (6.112)
El orden del ltro depende de la frecuencia elegida:
N 
w
s
D
BT
+ 1 =
F
m
2
0
2318
40  25
= F
m
 0
0
1487 + 1 (6.113)
Por tanto, para F
m
= 250Hz tendremos un N
1
= 38
0
19 y para F
m
= 1000Hz se
obtiene N
2
= 149
0
7. Como estos valores deben ser enteros impares, se eligen N
1
= 39
y N
2
= 151.
La frecuencia de corte w
c
para el ltro ideal la elegiremos en la mitad de la banda
pasante:
w
c
=
1
2
(w
1
+ w
2
) =
1
2
2(25 + 40) = 65: (6.114)
La respuesta impulsional del diferenciador ideal sera:
h(n) =
1
2
Z
w
c
 w
c
H(w)e
jwn
dw =
1
2
Z
w
c
 w
c
jwe
jwn
dw = : : : =
w
c
n
cos(w
c
n) 
1
n
2
sen(w
c
n):(6.115)
Sabemos que para n = 0, la muestra debe ser nula y, en consecuencia:
h(n) =
8
>
<
>
:
0; n = 0:
w
c
n
cos(w
c
n) 
1
n
2
sen(w
c
n); n 6= 0
(6.116)
En los gracos 6.17 y 6.18 mostramos los resultados. Comprobamos que se cumplen
las especicaciones.
10. Se desea construir un diferenciador pasa{baja para amplicar los complejos QRS en
registros de electrocardiografa de supercie (ECG). Por requerimientos de memoria,
el numero de coecientes del ltro debe ser, como maximo, 15. Las frecuencias que
experimenten mas amplicacion debe estar en torno a los 18Hz. Para frecuencias
por encima de los 25 Hz. la atenuacion sera la maxima posible. La frecuencia de
muestreo es de 250Hz. La ganancia para F = 18Hz: debe ser la unidad.
Resolucion:
Utilizando la aproximacion de la ventana de Kaiser, podemos calcular la banda de
transicion:
BT = 2(25   18) = 14;w
c
=
1
2
2(18 + 25) = 33 rad=s (6.117)
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Figura 6.17: Ejercicio 9. Muestras de la ventana de Kaiser (superior) y del ltro ideal (inferior).
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Figura 6.18: Ejercicio 9. (a) Respuesta del ltro obtenido para F
m
= 250Hz. (b) Respuesta del ltro
obtenido para F
m
= 1000Hz.
La atenuacion y el parametro  a partir del orden del ltro vienen dadas por
N 
w
s
D
BT
+ 1 =) D =
(N   1)BT
w
s
= 0
0
392 (6.118)
A partir de aqu podemos calcular el valor de A,
A = 14
0
36 D + 7
0
95 = 13
0
57 (6.119)
Como A < 21 tomaremos  = 0 en cuyo caso sabemos que la ventana de Kaiser se
transforma en la ventana rectangular.
Sustituyendo en la respuesta ideal del diferenciador obtenida en el ejercicio anterior,
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obtenenemos los valores:
h(0) = 0
0
0158 =  h(14) (6.120)
h(1) = 0
0
0276 =  h(13) (6.121)
h(2) = 0
0
0365 =  h(12) (6.122)
h(3) = 0
0
0405 =  h(11) (6.123)
h(4) = 0
0
0382 =  h(10) (6.124)
h(5) = 0
0
0297 =  h(9) (6.125)
h(6) = 0
0
0163 =  h(8) (6.126)
h(7) = 0 (6.127)
Para ajustar la ganancia, sabemos que los ltros FIR tipo III tienen una respuesta en
modulo que viene dada por la expresion:
A(w) =
N 1
2
 1
X
k=0
2h(k)sin

w

N   1
2
  k

=
6
X
k=0
2h(k)sen(w(7   k)) (6.128)
Interesa la ganancia para w
g
= 218=250, por lo que, sustituyendo en la expresion
anterior, obtenemos:
A(w)





w=w
g
= 0
0
2927: (6.129)
Con lo que el factor de ganancia que multiplica a los coecientes sera
G =
1
0
0
2927
= 3
0
4164: (6.130)
Esta operacion, en MATLAB se resolvera as:
>> w = 2*pi*18/250;
>> G = 1./sum((2*h.*sin(w(7-(0:6))))');
Vemos que el pico maximo se produce en torno a los 13'5 Hz (Fig. 6.19). Hemos de
tener en cuenta que al jar N , D queda determinada pero a ser D < 0
0
9222 hemos
considerado para su valor mnimo por lo que la anchura de banda del ltro debera
ser:
BT =
w
s
D
N   1
=
2250  0
0
9222
15  1
= 2  16
0
46 rad=s (6.131)
por lo que w
2
= 234
0
46 rad=s y, por tanto, w
c
=
1
2
(234
0
46+218) = 26
0
23 rad=s.
Si determinamos los coecientes h(n) y el nuevo factor de ganancia, obtenemos una
respuesta en frecuencia que se ajusta mas a las especicaciones (Fig. 6.20).
En la Fig. 6.21 se muestra el resultado de aplicar este ltro sobre una se~nal de ECG
en la que se observa que la oscilacion de baja frecuencia es eliminada.
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Figura 6.19: Ejercicio 10. Se observa el maximo alrededor de 13'5 Hz.
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Figura 6.20: Ejercicio 10. Respuesta en frecuencia del ltro tras corregir la frecuencia de corte.
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Figura 6.21: Se~nal original de ECG y ltrada. Las componentes de baja frecuencia (oscilacion de la lnea
base) se eliminan ecientemente. Ejercicio 10.
11. Utilizando una ventana de Blackman de orden 18 dise~ne un ltro cuya respuesta en
frecuencia venga dada por:
H(w) =
8
>
<
>
:
0; jwj < =2:
 cosw;

2
< jwj < 
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Resolucion:
Esta respuesta en frecuencia no se corresponde con ninguna de los cuatro prototipos
de ltros FIR. Veamos que ocurre si intentamos realizar el dise~no. Para aplicar el
metodo de ventanas hemos de hallar h(n) del ltro ideal y la ventana. Aplicando la
denicion de la Transformada de Fourier Inversa en tiempo discreto, tenemos:
h(n) =
1
2

Z

 
H(w)e
jwn
dw

=
=
1
2
"
Z
 =2
 
H(w)e
jwn
dw +
Z

=2
H(w)e
jwn
dw
#
=
=
1
2
"
 
Z
=2

H( w)e
 jwn
dw +
Z

=2
H(w)e
jwn
dw
#
(6.132)
=  
1
2
Z

=2
cosw  cos(wn)dw = : : : =
cos(n=2)
(1  n
2
)
La funcion H(w) presenta simetra para w = 0 por lo que sera de tipo I o II, pero
ninguno de estos ltros vale 1 en w =  entonces no se puede dise~nar un ltro de fase
lineal con esa respuesta en frecuencia. Si utilizamos la h(n) calculada obtenemos la
respuesta en frecuencia y la respuesta impulsional mostrada en la Fig. 6.22 que no se
corresponde con las especicaciones.
Un ltro que s se correspondera con modelos FIR de fase lineal sera el denido por:
H(w) =
8
>
>
>
<
>
>
>
:
jcosw;    w   =2:
0;  =2 < w  =2
 jcosw; =2 < w < 
(6.133)
Para aplicar el metodo de ventanas es necesario hallar h(n) del ltro ideal y la ventana
correspondiente:
h(n) =
1
2
"
Z
 =2
 
jcoswe
jwn
dw  
Z

=2
jcoswe
jwn
dw
#
=
1
2
"
Z

=2
jcoswe
 jwn
dw  
Z

=2
jcoswe
jwn
dw
#
=
1

Z

=2
coswsen(wn)dw (6.134)
= : : : =
1

ncos(n) + sen(

2
n)
n
2
  1
En la Fig. 6.23 mostramos la respuesta en frecuencia y la impulsional para este ltro,
que se corresponde con las especicaciones de dise~no.
El ltro se corresponde con la respuesta especicada, ya que no se tiene ninguna de
las cuatro posibles respuestas para un ltro FIR de fase lineal.
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Figura 6.22: (a) Respuesta en frecuencia (modulo) y (b) respuesta impulsional del ltro del ejercicio 11.
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Figura 6.23: (a) Respuesta en frecuencia (modulo) y (b) respuesta impulsional del ltro del ejercicio 11
una vez aplicado el metodo de ventanas.
12. Para la implementacion de un detector de complejos cardacos en un ECG se va
a utilizar un ltro derivador pasa{baja sencillo construido mediante dos ltros en
cascada. El ltro pasa{baja es un \comb lter" denido como:
H
pb
(z) =
1  z
 N
1  z
 1
y el derivador:
H
deriv
(z) = 1  z
 M
Se desea que el ltro resultante tenga un maximo de amplitud en torno a los 18 Hz.,
y un cero en torno a los 30 Hz.
Determine los valores deM y N para que se veriquen las especicaciones en funcion
de la frecuencia de muestreo. Particularice para los casos F
m1
= 250Hz: y F
m2
=
1000Hz: >A que frecuencia se produce realmente el maximo?
Resolucion:
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Obtengamos en primer lugar la respuesta en frecuencia de este ltro:
H
pb
(w) =
1  e
 jwN
1  e
 jw
=
e
 jwN=2
e
 jw=2

e
jwN=2
  e
 jwN=2
e
jw=2
  e
 jw=2
: (6.135)
Aplicando la identidad de Euler sinw =
e
jw
  e
 jw
2j
,
H
pb
(w) = e
 j
w
2
(N 1)

sen(wN=2)
sen(w=2)
: (6.136)
La respuesta en modulo tiene ceros en wN=2 = k, w = 2k=N (Fig. 6.24(a)).
Para k = 0, hay una cancelacion de un cero y un polo que se observa claramente si
dibujamos el diagrama de polos y ceros del sistema (Fig. 6.24(b)). Por tanto el primer
cero de interes se encuentra en w
c
= 2=N . Esto se puede realizar de forma muy
sencilla en MATLAB as:
>> N = 4;
>> Hpb_num = [1 zeros(1,N-1) -1]
>> Hpb_den = [1 -1];
>> zplane(Hpb_num,Hpb_den);
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Figura 6.24: (a) Respuesta en frecuencia correspondiente al ltro. (b) Diagrama de polos y ceros de un
ltro \comb" de orden cinco (N = 5) del ejercicio 12.
Para el segundo ltro obtenemos
H
derivador
(w) = e
 jw
M
2
 sen(w
M
2
)  2j = e
 jw
M
2
 e
j

2
 2sen(w
M
2
)
| {z }
A(w)
: (6.137)
La respuesta en frecuencia de este ltro se muestra en la Fig. 6.25.
Los maximos se producen a frecuencias
dA(w)
dw
= 0 =) cos(w
M
2
) = 0 =)
wM
2
=

2
(2k + 1) =) w
max
=

M
(2k + 1); k = 0; 1; 2; : : :(6.138)
La combinacion de ambos ltros da como resultado la respuesta mostrada en la Fig.
6.26, con w
max
= =M y w
cero
= 2=N .
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Figura 6.25: Respuesta en frecuencia del ltro derivador del ejercicio 12 para M = 3.
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Figura 6.26: Respuesta en frecuencia del ltro derivador pasa{baja del ejercicio 12.
Podemos despejar M y N conocidas las frecuencias de corte y la frecuencia de mues-
treo:
w
max
=

M
= 2
F
1
F
m
=)M =
F
m
2F
1
(6.139)
w
cero
=
2
N
= 2
F
2
F
m
=)M =
F
m
F
2
: (6.140)
donde F
1
es la frecuencia del primer maximo del derivador y F
2
es la frecuencia del
primer cero del tro pasa{baja.
Si particularizamos para F
1
= 18Hz y F
2
= 30Hz, obtenemos M = 6
0
9444 y N =
8
0
3333 que aproximamos al entero mas proximo como se muestra en la Tabla 6.6. Con
estos valores, las frecuencias reales obtenidas son F
0
1
= 17
0
86Hz, F
0
2
= 31
0
25Hz para
F
m
= 250Hz:, F
0
1
= 17
0
86Hz, F
0
2
= 33
0
30Hz para F
m
= 1000Hz:
Realmente el maximo no se encuentra en 17
0
86 sino en el maximo de la respuesta en
modulo total:
A
t
(w) =
sen(wM=2)  sen(wN=2)
sen(w=2)
: (6.141)
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Tabla 6.6: Valores de los ordenes M y N para distintas F
m
.
M = 7 M=28
N=8 N = 33
F
m
= 250 F
m
=1000
Podemos calcular la posicion del maximo con MATLAB para M = 7 y N = 8 de la
siguiente forma:
% Calculo del maximo real
Fm=250;
Fmax=250; M=7; N=8;
f = inline('sen(x/2)/(sen(7*x/2)*sen(8*x/2))');
% Invertimos la expresion ya que MATLAB tiene una
% funcion para calcular el mnimo
max = fminbnd(f,0.00001,2*pi/8);
fmax=max*Fm/(2*pi)
con fmax = 12
0
37Hz:
La respuesta en frecuencia de los ltros dise~nados se muestran en la Fig. 6.27. Las
condiciones impuestas (localizacion del maximo y posicion del primer cero) son inde-
pendientes y no pueden vericarse simultaneamente.
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Figura 6.27: Respuesta en frecuencia (modulo) del ltro derivador pasa{baja de (a) F
m
= 250 Hz y (b)
F
m
= 1000 Hz del ejercicio 12.
13. Un ltro de Butterworth de orden dos tiene por funcion de transferencia
H(s) =
1
s
2
+
p
2s+ 1
:
Transforme este ltro en un ltro digital utilizando el metodo del impulso invarian-
te. Considere frecuencias de muestreo 

m1
= 8rad=s y 

m2
= 16rad=s. Realice un
ajuste para que las ganancias de ambos ltros a frecuencias bajas coincidan. Repre-
sente gracamente la respuesta en frecuencia del ltro analogico y los dos digitales
obtenidas.
6.2 Problemas resueltos 365
Resolucion:
Para aplicar la transformada del impulso invariante hemos de descomponer H(s) en
fracciones simples:
H(s) =
1
s
2
+
p
2s+ 1
=
A
s  p
+
A

s  p

: (6.142)
Como los polos se encuentran en p
1;2
=
 
p
2
p
2 4
2
=
 
p
2
p
2j
2
, podemos obtener:
A = H(s)(s  p)





s=p
=  
p
2
2
j; A

= +
p
2
2
j (6.143)
Como los polos son complejos conjugados, los residuos tambien lo seran.
Podemos calcular los residuos en los polos con la instruccion residuez de MATLAB
de la siguiente forma
[r,p,k] = residuez(1,[1 sqrt(2) 1]);
Haciendo el cambio A
k
=(s  p) por A
k
=(1   e
pT
z
 1
),
H(z) =
 
p
2
2
j
1  e
pT
z
 1
+
p
2
2
j
1  e
p

T
z
 1
: (6.144)
Si sustituimos valores con T
1
= 2=

m1
= 2=8,
H
1
(z) =
0
0
4279z
 1
1  0
0
9752z
 1
+ 0
0
3293z
 2
(6.145)
y con T
2
= 2=16
H
2
(z) =
0
0
2937z
 1
1  1
0
4570z
 1
+ 0
0
5739z
 2
(6.146)
Hemos de hacer un ajuste de ganancia para que los ltros dise~nados coincidan con el
analogico a frecuencias bajas:
H(s)





s=0
= 1; G H(z)





z=1
= 1: (6.147)
De donde obtenemos:
G
1
=
1  0
0
9752 + 0
0
3293
0
0
4279
= 0
0
8275 y G
2
=
1  1
0
4570 + 0
0
5739
0
0
2937
= 0
0
3980: (6.148)
Luego podemos escribir las Transformadas Z:
H
1
(z) =
0
0
3541z
 1
1  0
0
9752z
 1
+ 0
0
3293z
 2
(6.149)
y con T
2
= 2=16
H
2
(z) =
0
0
1169z
 1
1  1
0
4570z
 1
+ 0
0
5739z
 2
(6.150)
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Figura 6.28: (a) Respuesta en frecuencia (modulo) del ltro analogico y los correspondientes digitales
para distintas frecuencias de muestreo del ejercicio 13. En (b) se muestra una ampliacion de la zona de
la frecuencia de corte.
Los gracos obtenidos se muestran en la Fig. 6.28. Observamos como el ltro digital se
parece mas al analogico a medida que la frecuencia de muestreo se va incrementando.
El eje de abcisas de estas gracas se corresponde con frecuencias analogicas. Para los
ltros digitales la escala es identica pero las unidades son radianes. F
14. Se desea dise~nar un ltro digital pasa{baja de Butterworth de orden dos con fre-
cuencia de corte 1 rad/s y frecuencia de muestreo 10 rad/s. Utilice la transformacion
bilineal.
Resolucion:
Las posiciones de los polos para un ltro de Butterworth de orden par vienen dadas
por:
s
k
= e
j
(2k+1)
2N
; k = 0; 1; :::; 2N   1;N par (6.151)
y, por tanto, en nuestro caso (N = 2):
s
0
= e
j

4
=
p
2
2
+ j
p
2
2
(6.152)
s
1
= e
j
2
4
=  
p
2
2
+ j
p
2
2
(6.153)
s
2
= e
j
5
4
=  
p
2
2
  j
p
2
2
(6.154)
s
3
= e
j
7
4
=
p
2
2
  j
p
2
2
(6.155)
Asignando a H(s) los polos situados en el semiplano izquierdo obtenemos:
H(s) =
1
(s  s
1
)(s  s
2
)
=
1
s
2
  2Refs
1
gs+ js
1
j
2
=
1
s
2
+
p
2s+ 1
(6.156)
El ltro tiene frecuencia normalizada 

c
= 1. Para que la frecuencia digital sea 1 rad/s,
deberemos realizar un \pre-warping". Este nos permite corregir la no linealidad en
frecuencia introducida por la transformacion bilineal.

 =
2
T
tg(w=2); F
m
=


s
2
; T =
2


s
(6.157)
6.2 Problemas resueltos 367
De aqu obtenemos la frecuencia de corte que debe tener el ltro analogico:

 =


s

tg(
2
2

s
) =


s

tg(

10
) (6.158)
La funcion de transferencia del ltro analogico con frecuencia de corte 
 se obten-
dra haciendo la tranformacion pasa{baja a pasa{baja mediante el cambio s = s=

sobre la ecuacion (6.156) llegando a:
H(s) =


2
s
2
+
p
2
s+

2
: (6.159)
El ltro digital obtenido realizando la transformacion bilineal es:
H(z) = H(s)





s=
2
T
z 1
z+1
=


2
4
T
2
(
z 1
z+1
)
2
+
p
2

2
T
z 1
z+1
+

2
= : : : =
=
(z
2
+ 2z + 1)tg
2
(

10
)
(1 + tg(

10
)
p
2 + tg
2
(

10
))z
2
+ (2tg
2
(

10
)  2)z + (1 
p
2tg(

10
) + tg
2
(

10
))
(6.160)
Si tenemos en cuenta la expresion generica en terminos de z
 1
:
H(z) =
b
0
+ b
1
z
 1
+ b
2
z
 2
a
0
+ a
1
z
 1
+ a
2
z
 2
; (6.161)
y dividimos la expresion (6.160) por el coeciente a
0
, se pueden identicar los siguien-
tes coecientes:
b
0
= b
2
=
tg
2
(

10
)

(6.162)
b
1
= 2b
0
(6.163)
a
0
= 1 (6.164)
a
1
=
2tg
2
(

10
)  2

(6.165)
a
2
=
1 
p
2tg(

10
) + tg
2
(

10
)

(6.166)
 = (1 + tg(

10
)
p
2 + tg
2
(

10
) (6.167)
Haciendo calculos obtenemos:
H(z) =
0
0
0675 + 0
0
1349z
 1
+ 0
0
0675z
 2
1  1
0
1430z
 1
+ 0
0
4128z
 2
(6.168)
Este resultado lo podemos obtener directamente con MATLAB haciendo:
>> N = 2 % orden del filtro
>> w = 1
>> ws=10
>> wn=ws/2
>> [B,A]=butter(N,w/wn)
Otra posibilidad si queremos seguir paso a paso el procedimiento de dise~no es la
siguiente:
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% Obtener el prototipo de Butterworth analogico de orden 2 con frec. normalizada:
>> [z,p,k] = buttap(2)
% Determinar la frecuencia analogica que hemos de emplear
>> w0=1;
>> ws=10;
>> Fs=ws/(2*pi);
>> wa=2*Fs*tan(w0/(2*Fs));
% Obtenemos la funcion de transferencia del filtro analogico:
>> [N,D] = zp2tf(z,p,k);
% Cambiamos la frecuencia de corte del filtro analogico a wa:
>> [N,D] = lp2lp(N,D,wa);
% Realizamos la transformacion lineal:
>> [B,A] = bilinear(N,D,Fs);
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Figura 6.29: Respuesta en frecuencia (modulo) del ltro pasa{baja dise~nado en el ejercicio 14.
15. Un sistema de dos ceros y tres polos tiene por respuesta impulsional h(n) =
e
1=(n+1)
u(n). Determine la funcion de transferencia imponiendo que las respuestas
impulsionales coincidan en las primeras siete muestras.
Resolucion:
El sistema buscado es de la forma
H(z) =
b
0
+ b
1
z
 1
+ b
2
z
 2
1 + a
0
+ a
1
z
 1
+ a
2
z
 2
+ a
3
z
 3
(6.169)
con M = 2 y N = 3.
Como se impone que ambos sistemas tengan la misma respuesta impulsional en las
L primeras muestras, hay pues un total de L = N +M   1 variables a determinar.
Necesitaremos, por tanto, L muestras de la respuesta impulsional, en nuestro caso 6:
h(n) = fe
1
"
; e
1
2
; e
1
3
; e
1
4
; e
1
5
; e
1
6
g: (6.170)
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La ecuacion en diferencias del sistema es:
h(n) = b
0
Æ(n) + b
1
Æ(n  1) + b
2
Æ(n  2) + b
3
Æ(n  3) + b
4
Æ(n  4) + b
5
Æ(n  5) + b
6
Æ(n  6):(6.171)
Para n > 2,
h(n) =  a
1
h(n  1)  a
2
h(n  2)  a
3
h(n  3): (6.172)
Sustituyendo para n = 3; 4; 5, y escribiendo en forma matricial tenemos el sistema
siguiente:
 
0
B
@
e
1=4
e
1=5
e
1=6
1
C
A
=
0
B
@
e
1=3
e
1=2
e
1
e
1=4
e
1=3
e
1=2
e
1=5
e
1=4
e
1=3
1
C
A

0
B
@
a
1
a
2
a
3
1
C
A
de donde obtenemos a
1
=  1
0
5562, a
2
= 0
0
6024, a
3
=  0
0
0387. Considerando n =
0; 1; 2 en la expresion general de h(n) podemos determinar los coecientes b
n
:
b
n
= h(n) + a
1
h(n  1) + a
2
h(n  2) + a
3
h(n  3); n = 0; 1; 2; (6.173)
con
b
0
= h(0) = e
1
= 2
0
7182; b
1
= h(1) + a
1
h(0) =  2
0
5815; b
2
= h(2) + a
1
h(1) + a
2
h(0) = 0
0
4673:(6.174)
Por tanto:
H(z) =
2
0
7182   2
0
5815z
 1
+ 0
0
4673z
 2
1  1
0
5562z
 1
+ 0
0
6024z
 2
  0
0
0387z
 3
: (6.175)
En la Fig. 6.30 observamos las respuestas impulsionales del ltro ideal y del obtenido
por este metodo. El procedimiento asegura la coincidencia de ambas en las siete
primeras muestras pero no en el resto. Este procedimiento para calcular los coecientes
del ltro se denomina Metodo de Pade.
0 5 10 15
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
n
h(n
)
h(n) deseada
hr(n) obtenida
Figura 6.30: Respuesta impulsional del ltro ideal y del obtenido con el Metodo de Pade.
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16. Utilizando un prototipo analogico de Butterworth de orden dos, determine la res-
puesta en frecuencia en modulo y la funcion de transferencia de los siguientes ltros
analogicos:
Pasa{baja con frecuencia de corte 10 rad/s.
Pasa{alta con frecuencia de corte 10 rad/s.
Pasa{banda como 

l
= 0
0
618rad=s y 

u
= 1
0
618rad=s.
Elimina{banda como 

l
= 0
0
618rad=s y 

u
= 1
0
618rad=s.
Resolucion:
El prototipo analogico de partida es el mismo que el del ejercicio 14:
H(s) =
1
s
2
+
p
2s+ 1
: (6.176)
El ltro anterior tiene una frecuencia de corte normalizada igual a la unidad. Para
obtener los ltros solicitados solo hemos de obtener las transformaciones en frecuencia
analogicas siguientes:
a) Pasa{baja: s
lp
 !
s


c
. Por tanto,
H(s) =
1
s
2
+
p
2s+ 1





s=s=10
=
100
s
2
+ 10
p
2s+ 100
(6.177)
b) Pasa{alta: s
hp
 !


c
s
Por tanto,
H(s) =
1
s
2
+
p
2s+ 1





s=10=s
=
s
2
s
2
+ 10
p
2s+ 100
(6.178)
c) Pasa{banda: s
bp
 !
s
2
+

2
0
s(

u
 

l
)
donde 

0
=
p


u


l
=
p
1
0
618  0
0
618 ' 1 y 

u
 

l
=
1. Por tanto se obtiene:
H(s) =
1
s
2
+
p
2s+ 1





s=
s
2
+1
s
=
1
(
s
2
+1
s
)
2
+
p
2
s
2
+1
s
+ 1
=
1
s
4
+
p
2s
3
+ 3s
2
+
p
2s+ 1
(6.179)
d) Elimina{banda: s
bs
 !
s(

u
 

l
)
s
2
+

2
0
. Es decir, la transformacion inversa a la anterior.
Obtenemos:
H(s) =
1
s
2
+
p
2s+ 1





s=
s
s
2
+1
=
(s
2
+ 1)
2
s
4
+
p
2s
3
+ 3s
2
+
p
2s+ 1
(6.180)
Estos resultados se pueden obtener facilmente con MATLAB utilizando la funcion
buttap para dise~nar el ltro pasa{baja y las funciones lp2lp, lp2hp, lp2bp y lp2bs
para realizar las transformaciones en frecuencia de pasa{baja a pasa{baja, a pasa{
alta, a pasa{banda y a elimina{banda, respectivamente. El codigo correspondiente se
muestra a continuacion:
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% Programa para el dise~no de filtros y transformaciones en frecuencia.
clear
close all
B=[0 0 1]
A=[1 sqrt(2) 1]
[Bpb,Apb]=lp2lp(B,A,10)
[Bph,Aph]=lp2hp(B,A,10)
[Bbp,Abp]=lp2bp(B,A,1,1)
[Bbs,Abs]=lp2bs(B,A,1,1)
W=0:20/1000:20;
[h,w]=freqs(Bpb,Apb,W);
[h2,w2]=freqs(Bph,Aph,W);
[h3,w3]=freqs(Bbp,Abp);
[h4,w4]=freqs(Bbs,Abs);
Los gracos obtenidos con estas transformaciones se muestran en la Fig. 6.31.
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Figura 6.31: Respuesta en frecuencia (modulo) de los distintos ltros analogicos dise~nados en el problema
16.
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17. Utilizando un prototipo analogico de Butterworth de orden dos, determine la funcion
de transferencia y la respuesta en frecuencia en modulo (en dB.) de los siguientes
ltros digitales:
a) Pasa{baja con frecuencia de corte 10 rad/s.
b) Pasa{alta con frecuencia de corte 10 rad/s.
c) Pasa{banda como 

l
= 0
0
618rad=s y 

u
= 1
0
618rad=s.
d) Elimina{banda como 

l
= 0
0
618rad=s y 

u
= 1
0
618rad=s.
utilizando la transformacion bilineal. Realice las transformaciones en frecuencia en
el dominio analogico. La frecuencia de muestreo es de 80 rad/s.
Resolucion:
El procedimiento es el mismo en todos los casos:
Obtener las frecuencias analogicas adecuadas para el dise~no del ltro utilizando
la expresion 

a
=
2
T
tg(
w
T
) (\pre-warping").
Dise~nar el ltro analogico con esa frecuencia.
Aplicar la transformacion bilineal sobre el ltro analogico dise~nado.
H(s) =
1
s
2
+
p
2s+ 1
: (6.181)
a) En este caso se obtiene w =
2F
F
m
= 2

=2


m
=2
= =4. Como 

m
= 2=T y
T = 2=

m
, tenemos que


c
=
2
T
tg(w=2) =
2
T
(
p
2  1): (6.182)
Ahora dise~namos el ltro analogico para la frecuencia de corte, haciendo una
transformacion pasa{baja a pasa{baja (lp2lp), esto es, s! s=

c
:
H(s) =


2
c
s
2
+

2
c
p
2s+

2
c
(6.183)
Haciendo ahora la transformacion bilineal como en el ejercicio 14,
H(z) = H(s)





s=
2
T
z 1
z+1
=
0
0
0976 + 0
0
1953z
 1
+ 0
0
0976z
 2
1  0
0
9428z
 1
+ 0
0
3330z
 2
(6.184)
b) La frecuencia de corte 

c
= 10rad=s. Ya sabemos que el ltro analogico debe te-
ner frecuencia 

c
=
2
T
tg(=8). La transformacion pasa{baja a pasa{alta (lp2hp)
es s! 

c
=s, por lo que:
H(s) =
s
2
s
2
+

2
c
p
2s+

2
c
(6.185)
Si hacemos la transformacion bilineal, obtenemos:
H(z) = H(s)





s=
2
T
z 1
z+1
= : : : =
0
0
569  1
0
1381z
 1
+ 0
0
569z
 2
1  0
0
9428z
 1
+ 0
0
3330z
 2
(6.186)
donde observamos que el factor 2=T de la Transformacion Bilineal se cancela
con el termino presente en el \pre-warping" de las frecuencias. T unicamente se
emplea en el calculo de w.
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c) En el caso del pasa{banda tenemos que 

l
= 0
0
616 y 

u
= 1
0
618. Hacemos el
\pre-warping" para ambas frecuencias:
w
l
= 2


l


s
=
20
0
616
80
; w
2
= 2


u


s
=
21
0
618
80
; (6.187)
Las frecuencias analogicas que emplearemos para el dise~no seran:


l
=
2
T
tg(w
l
=2) =
2
T
tg(
20
0
616
160
) =
2
T
0
0
0242 (6.188)


u
=
2
T
tg(w
u
=2) =
2
T
tg(
21
0
616
160
) =
2
T
0
0
0635: (6.189)
La transformacion en frecuencia pasa{baja a pasa{banda es:
s  !
s
2
+

2
0
sB
(6.190)
donde 

0
=
p


u


l
y B = 

u
  

l
. Por tanto se obtiene:
H
pbanda
(s) =
1
s
2
+
p
2s+ 1





s=
s
2
+

2
0
sB
= : : : =
s
2
B
2
s
4
+
p
2Bs
3
+ s
2
(B
2
+ 2

2
0
) +
p
2B

2
0
s+

2
0
:(6.191)
Sustituyendo los valores 

0
=
2
T
0
0
0015 rad, B =
2
T
0
0
0394rad, y aplicando la
transformacion bilineal tenemos:
H(z) = H(s)





s=
2
T
z 1
z+1
=
0
0
0015   0
0
0029z
 2
+ 0
0
0015z
 4
1  3
0
8771z
 2
  3
0
6675z
 3
+ 0
0
8949z
 4
(6.192)
d) La diferencia con el caso anterior unicamente radica en el tipo de transformacion
en frecuencia analogica. En este caso
s  !
sB
s
2
+

2
0
: (6.193)
Haciendo esta transformacion obtenemos la funcion de transferencia del ltro
analogico:
H
elimina banda
(s) = H(s)





s!
sB
s
2
+

2
0
=
s
4
+ 2

2
0
s
2
+

4
0
s
4
+
p
2s
3
+ s
2
(B
2
+ 2

2
0
) +
p
2B

2
0
s+

2
0
(6.194)
Haciendo la Transformacion Bilineal y utilizando los mismos valores de B y 

0
que en el apartado (c), obtenemos:
H(z) =
0
0
9460   3
0
7723z
 1
+ 5
0
6527z
 2
  3
0
7723z
 3
+ 0
0
9460z
 4
1  3
0
8771z
 1
+ 5
0
6497z
 2
  3
0
6675z
 3
+ 0
0
8949z
 4
(6.195)
Podemos obtener estos resultados utilizando la instruccion butter de MATLAB
teniendo en cuenta que las frecuencias de corte (o lmite entre bandas) se debe
expresar en unidades normalizadas, con w = 1 para la frecuencia de Nyquist.
Las instrucciones seran:
>>N=2; % Orden del filtro.
>>[Bpb,Apb] = butter(N,10/40);
>>[Bpa,Apa] = butter(N,10/40,'high');
>>[Bpbanda,Apbanda] = butter(N,[0.618,1.618]/40,'bandpass');
>>[Beb,Aeb] = butter(N,[0.618,1.618]/40,'stop');
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Figura 6.32: Respuesta en frecuencia de los ltros implementados utilizando la transformacion bilineal
en el ejercicio 17.
En la Fig. 6.32 se muestran las respuestas en frecuencia (modulo) de los cuatro ltros. F
18. Dise~ne un ltro digital pasa{banda a partir de un prototipo de Tchebyshev I que
verique las siguientes especicaciones:
Frecuencia inferior de la banda pasante 700 Hz.
Frecuencia superior de la banda pasante 800 Hz.
Rizado en la banda pasante de 1dB.
Atenuacion mayor que 20 dB en la banda no pasante.
Anchura de las bandas de transicion 200 Hz.
Frecuencia de muestreo de 3 kHz.
Resolucion:
El ltro solicitado tiene el esqueleto de la Fig. 6.33.
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Figura 6.33: Forma esquematica del ltro solicitado en el ejercicio 18.
En primer lugar obtenemos las frecuencias analogicas aplicando \pre-warping" de la
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siguiente forma:

 =
2
T
tg(w=2) =
2
T
tg(
2F
2F
m
): (6.196)
Sustituyendo valores para T = 1=3000, F
m
= 3000 y las cuatro frecuencias analogicas,
obtenemos 

1
= 3464 rad/s, 

l
= 5402 rad/s 

u
= 6664 rad/s, 

2
= 10392 rad/s.
Para calcular el orden del ltro necesario para cumplir las especicaciones hemos de
determinar los parametros del ltro pasa{baja, por lo que haremos la transformacion
pasa{banda a pasa{baja:
s  !
s
2
+

2
0
sB
: (6.197)
Determinamos los valores de 

0
y B:


0
=
p


u


l
=
p
5402  6664 = 6000 rad=s: (6.198)
El ancho de banda es B = 

u
  

l
= 1
0
262 rad/s, y en consecuencia
j

c
=
 

2
u
+

2
0
j

u
B
 ! 

c
=


2
u
  

2
0


u
B
= 1; (6.199)
tal y como era de esperar para la frecuencia de corte del ltro pasa{baja.
Procediendo analogamente para 

2
, obtenemos 

a
= 5
0
4931. Es decir, el ltro analogi-
co pasa{baja tiene las caractersticas de la Fig. 6.34.
0
0.2
0.4
0.6
0.8
1
ω/π
|H(
ω
)|
Ω
a
 
Ω
c
 
δ1 
δ2 
Figura 6.34: Caracterstica del ltro analogico pasa{baja del ejercicio 18.
Ahora podemos estimar el orden del ltro sustituyendo en la expresion
N >
cosh
 1
(
1
Æ
2
"
)
cosh
 1
(


a


c
)
; (6.200)
aunque para ello necesitamos conocer Æ
2
y ". Sabemos que el rizado en banda pasante
es r
p
= 1dB, luego podemos calcular ":
20 log
10
(1)  20 log
10
(
1
p
1 + "
2
) = r
p
 ! " =
p
10
r
p
=10
  1 = 0
0
5088: (6.201)
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La atenuacion es r
s
= 20dB y por tanto:
log
10
(1)   20 log
10
(Æ
2
) = r
s
 ! Æ
2
= 10
 r
s
=20
= 0
0
1 (6.202)
con lo que el orden del ltro sera
N >
cosh
 1
(
1
0
0
10
0
5088
)
cosh
 1
(
1
5
0
4931
)
= 1
0
537; (6.203)
de donde se obtiene, nalmente, N = 2.
Cabe recordar que las funciones exponenciales inversas se calculan de la siguiente
forma
ch(x) =
e
x
+ e
 x
2
=   ! e
2x
  2e
x
+ 1 = 0: (6.204)
Haciendo y = e
x
tenemos y
2
  2y + 1 = 0 con lo que resolviendo esta ecuacion cua-
dratica y deshaciendo el cambio, obtenemos x = ln( 
p

2
  1) siendo la solucion,
la proporcionada por la raz positiva de la ecuacion de segundo grado.
La funcion de transferencia del ltro sera
H(s) H( s) =
1
1 + "
2
T
2
N
(s)
(6.205)
Sabemos que el polinomio de Tchebyshev de orden dos viene dado por T
2
(x) = 2x 1,
luego 1+"
2
(2s 1)
2
= 0 nos proporciona los polos del sistema "
2
4s
2
 4"
2
s+"
2
+1 = 0.
Hemos de incluir un factor de ganancia G
2
=
1
"
2
4
que distribuiremos entre H(s) y
H( s), teniendo pues un factor neto de G = 1=2". En general G =
1
2
N 1
"
siendo N
el orden del ltro. Esto nos asegura ganancia unidad a bajas frecuencias.
Los polos de este ltro estan denidos por
 =
1
N
sh
 1
(1=e); 
m
=
2n+ 1
2N
; n = 0; : : : ;
N
2
  1 (6.206)
s
m
=  sh()sen(
m
) jch()cos(
m
): (6.207)
En nuestro caso tenemos
s
0
=  0
0
5489 + 0
0
8951j; s
1
=  0
0
5489   0
0
8951j; (6.208)
con lo que
H(s) =
1
2"
(s  s
0
)(s  s
1
)
=
0
0
9826
s
2
+ 1
0
0978 + 1
0
1025
: (6.209)
Expresion que podramos haber obtenido directamente de una tabla de ltros de
Tchebyshev.
Una vez dise~nado el ltro pasa{baja, aplicamos la transformacion s =
s
2
+

2
0
sB
para
transformarlo en un pasa banda, con los parametros calculados anteriormente 

0
=
6000rad=s, B = 1262 rad/s.
H
pbanda
=
0
0
9826s
2
B
2
(s
2
+

2
0
)
2
+ 1
0
0977(s
2
+

2
0
)sB + 1
0
1025s
2
B
2
: (6.210)
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Ahora hacemos la transformacion bilineal y obtenemos la funcion de transferencia del
ltro buscado:
H(z) = H(s)





s=
2
T
z 1
z+1
=
0
0
0096   0
0
0193z
 2
+ 0
0
0096z
 4
1 + 1
0
7521z
 2
+ 0
0
7954z
 4
: (6.211)
Este ltro puede dise~narse con MATLAB con solo dos lneas de codigo:
[N,wn] = cheb1ord([700 800]/1500,[500 1000]/1500,1,20);
[Bm,Am] = cheb1(N,1,wn);
obtenemos el mismo resultado, tal y como se muestra en la Fig. 6.35, donde se observa
claramente que se cumplen las especicaciones del dise~no.
500 600 700 800 900 1000
−30
−25
−20
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−10
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|H(
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)|(d
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Figura 6.35: Respuesta en frecuencia (modulo) del ltro digital pasa{banda dise~nado en el ejercicio 18.
F
19. A partir de las transformaciones en frecuencia en el dominio analogico, verique las
expresiones de dichas transformaciones en el dominio digital utilizando la transfor-
macion bilineal.
Resolucion:
a) Transformacion pasa{baja a pasa{baja.
La transformacion analogica es s^=

1
= s=

2
, siendo 

1
la frecuencia de corte
del ltro pasa{baja original y 

2
la de deseado. Si aplicamos la transformacion
bilineal 

1
=
2
T
tg(w
1
=2), 

2
=
2
T
tg(w
2
=2). Por tanto
2
T
z^ 1
z^+1
2
T
tg(w
1
=2)
=
2
T
z 1
z+1
2
T
tg(w
2
=2)
(6.212)
que, simplicando e imponiendo  =
tg(w
1
=2)
tg(w
2
=2)
, se reduce a
z^ =
z +
1 
1+
1 
1+
z + 1
: (6.213)
Luego la transformacion requerida es z  !
z a
1 az
, donde a =
sen((w
2
 w
1
)=2)
sen((w
2
+w
1
)=2)
siendo
w
1
y w
2
la frecuencia de corte del ltro original y la nueva frecuencia de corte
respectivamente.
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b) Transformacion pasa{baja a pasa{alta.
La transformacion analogica que tenemos que aplicar en este caso es s^=

1
=


2
=s. Si aplicamos la transformacion bilineal con \pre-warping" 

1
=
2
T
tg(w
1
=2),


2
=
2
T
tg(w
2
=2), obtenemos
2
T
z^ 1
z^+1
2
T
tg(w
1
=2)
=
2
T
tg(w
2
=2)
2
T
z 1
z+1
(6.214)
Operando como en el ejercicio anterior y deniendo ahora a = tg(w
1
=2)tg(w
2
=2),
llegamos a
z^ =  
z   a
1  az
; a =
cos((w
1
+ w
2
)=2)
cos((w
1
  w
2
)=2)
: (6.215)
c) Transformacion pasa{baja a pasa{banda.
La transformacion analogica que tenemos que aplicar en este caso es s^=

c
=
s
2
+

2
0
sB
con 

0
=
p


l
  

u
y B = 

u


l
. Si aplicamos la transformacion bilineal
con \pre-warping", obtenemos
2
T
z^   1
z^ + 1
= 

c
(
2
T
z 1
z+1
)
2
+

2
0
2
T
z 1
z+1
B
; (6.216)
donde 

c
=
2
T
tg(w
c
=2), 

0
=
2
T
p
tg(w
u
=2)tg(w
l
=2), B =
2
T
(tg(w
u
=2) tg(w
l
=2)).
Sustituyendo valores, se puede llegar a la expresion
z^   1
z^ + 1
= tg(w
c
=2)
(
z 1
z+1
)
2
+ tg(w
u
=2)tg(w
l
=2)
z 1
z+1
[tg(w
u
=2)  tg(w
l
=2)]
: (6.217)
Si ahora denimos las constantes
a = tg(w
u
=2); b = tg(w
u
=2)tg(w
l
=2); c = tg(w
u
=2)   tg(w
l
=2); (6.218)
llegamos a la expresion nal:
z^ =
(z
2
  1)c+ a(1 + b)z
2
+ 2a( 1 + b)z + a(1 + b)
(z
2
  1)c  a(1 + b)z
2
  2a( 1 + b)z   a(1 + b)
=
[a(1 + b) + c]z
2
+ [2a( 1 + b)]z + a(1 + b)  c
[ a(1 + b) + c]z
2
  [2a( 1 + b)]z   [a(1 + b) + c]
:
(6.219)
Si dividimos ahora todos los coecientes por el coeciente de z
2
del numerador,
se obtiene
z^ =
z
2
+
2a( 1+b)
a(1+b)+c
z +
a(1+b) c
a(1+b)+c
1 +
2a( 1+b)
a(1+b)+c
z +
a(1+b) c
a(1+b)+c
z
2
: (6.220)
Si denimos

1
=
 2k
k + 1
; 
2
=
k   1
k + 1
;  =
1  b
1 + b
; k =
a
c
(1 + b); (6.221)
podemos calcular
 =
1  b
1 + b
=
1  tg(w
u
=2)tg(w
l
=2)
1 + tg(w
u
=2)tg(w
l
=2)
=
cos((w
u
+ w
l
)=2)
cos((w
u
  w
l
)=2)
: (6.222)
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Desarrollando la expresion de k, se obtiene:
k = tg(w
c
=2)cotg((w
u
  w
l
)=2): (6.223)
De este modo, podemos resumir las expresiones en:
z  !  
z
2
+ 
1
z + 
2
1 + 
1
z + 
2
z
2
(6.224)
donde 
1
=
 2k
k+1
y 
2
=
k 1
k+1
,  =
cos((w
u
+w
l
)=2)
cos((w
u
 w
l
)=2)
y k = tg(w
c
=2)cotg((w
u
 w
l
)=2).
d) Transformacion pasa{baja a elimina{banda.
Este apartado es muy similar al anterior por lo que se dejara como ejercicio
propuesto. La solucion nal es la siguiente:
z  !
z
2
+ 
1
z + 
2
1 + 
1
z + 
2
z
2
(6.225)
donde 
2
=
 2k
k+1
y 
1
=
1 k
1+k
,  =
cos((w
u
+w
l
)=2)
cos((w
u
 w
l
)=2)
y k = tg(w
c
=2)tg((w
u
 w
l
)=2).
Estas transformaciones nos permiten partir de un prototipo analogico pasa{baja,
obtener el ltro digital pasa{baja y, posteriormente, realizar la transformacion en el
dominio digital, o bien transformar un ltro digital arbitrario. F
20. Un sistema digital tiene los siguientes polos y ceros: p
1
= 0
0
8+0
0
2j, p
2
= 0
0
8  0
0
2j,
p
3
=
1
2
+
p
3
2
j, p
4
=
1
2
 
p
3
2
j, p
5
= 0
0
7, p
6
=  0
0
7, con un unico cero z
1
=  1 de
orden cinco. Se pide:
a) Dibuje el diagrama de polos y ceros y obtenga la funcion de transferencia
factorizando en etapas de segundo orden.
b) Obtenga una representacion en cascada del sistema que minimice el numero de
retardos necesarios. >Es esta representacion unica?
c) Ayudandose del MATLAB, represente la respuesta en frecuencia del sistema.
d) >Es estable?
Resolucion:
a) La funcion de transferencia resultante sera
H(z) =
(1  z
1
z
 1
)
5
(1  p
1
z
 1
)(1   p
2
z
 1
)(1   p
3
z
 1
)(1   p
4
z
 1
)(1   p
5
z
 1
)(1   p
6
z
 1
)
(6.226)
El graco de polos y ceros se muestra en la Fig. 6.36. El sistema tiene polos sobre
la circunferencia unidad luego se trata de un oscilador.
b) Sustituyendo valores y agrupando los polos complejos conjugados se obtiene
H(z) =
(1 + z
 1
)
5
(1  1
0
6z
 1
+ 0
0
68z
 2
)(1   z
 1
+ z
 2
)(1  0
0
7z
 1
)(1 + 0
0
7z
 1
)
:(6.227)
Una posible factorizacion sera
H(z) =
1 + 2z
 1
+ z
 2
1  1
0
6z
 1
+ 0
0
68z
 2
1 + 2z
 1
+ z
 2
1  z
 1
+ z
 2
1 + z
 1
1  0
0
49z
 2
(6.228)
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Figura 6.36: Diagrama de ceros y polos del sistema del ejercicio 20.


 

 


	

 

 


	



 

 


 <

Figura 6.37: Representacion del sistema del ejercicio 20 en la forma directa II.
Una representacion con el mnimo numero de retardos es la forma directa II,
mostrada en la Fig. 6.37.
La descomposicion no es unica; otra posible sera, por ejemplo, considerar:
H(z) =
1 + 2z
 1
+ z
 2
1  1
0
6z
 1
+ 0
0
68z
 2
1 + z
 1
1  z
 1
+ z
 2
1 + 2z
 1
+ z
 2
1  0
0
49z
 2
(6.229)
c) Para calcular la respuesta en frecuencia utilizamos el siguiente codigo de MAT-
LAB:
% Respuesta en frecuencia: definimos los ceros (z) y los polos (p)
>> z = [-1,-1,-1,-1,-1]';
>> p = [0.8+0.2*j, 0.8-0.2*j,0.5+sqrt(3)*j/2,0.5-sqrt(3)*j/2,0.7,-0.7]';
>> k = 1;
>> [B,A] = zp2tf(z,p,k);
>> [h,w]=freqz(B,A);
>> plot(w/pi,abs(h));
con lo que se obtiene la respuesta en frecuencia (modulo) de la Fig. 6.38(a). Se
observa claramente el efecto de tener polos sobre la circunferencia unidad sobre
la respuesta en frecuencia.
d) El sistema no es estable ya que los polos p
3
=
1
2
+
p
3
2
j y p
4
=
1
2
 
p
3
2
j se
encuentran sobre la circunferencia unidad. La Fig. 6.38(b) representa ese caracter
oscilatorio del sistema, donde hemos representado la respuesta impulsional del
mismo
La frecuencia de la oscilacion coincide con la fase del polo situado sobre jzj = 1
en nuestro caso =3, que se corresponde con seis muestras por periodo. Esto se
aprecia claramente en la respuesta impulsional.
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Figura 6.38: (a) Respuesta en frecuencia (modulo) y (b) respuesta impulsional del sistema.
Es importante destacar que en este caso no se puede determinar la salida del
sistema ante una entrada de frecuencia conocida a partir de la respuesta en
frecuencia ya que el sistema no es estable.
F F
21. Dise~ne un ltro pasa{banda digital como una combinacion en cascada de un ltro
pasa{baja y un pasa{alta de Butterworth utilizando la transformacion bilineal (ver
Fig. 6.39) con 

1
= 0
0
15

m
, 

2
= 0
0
35

m
. La ganancia debe ser aproximadamente
la unidad para 

m
=4. Se pide:
a) Determinar la funcion de transferencia del ltro.
b) Calcule su magnitud y fase para w = 0, w = w
1
, w = 

m
=4, w = w
2
y
w = 

m
=2.
c) Dibuje su respuesta en magnitud y fase en el intervalo 0  w  

m
=2.
Resolucion:
1 
2
1  
Ω1 Ωm/4 Ω2 Ωm/2 
)(wH
Figura 6.39: Dise~no de un ltro pasa{banda como combinacion de un pasa{baja y un pasa{alta de
Butterworth. Ejercicio 21.
a) Como vamos a utilizar la transformacion bilineal, necesitamos conocer las fre-
cuencias analogicas, que emplearemos para el dise~no del ltro aplicando \pre-
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warping". De esta forma, se tiene


1
=
2
T
tg(
w
2
) (6.230)
siendo las frecuencias digitales:
w
1
=
2



m
= 20
0
15; w
2
= 20
0
35: (6.231)
Al aplicar \pre-warping", se obtiene


0
1p
=
2
T
tg(0
0
15);

0
2p
=
2
T
tg(0
0
35): (6.232)
La funcion de transferencia de un ltro pasa{baja de Butterworth de orden uno
es
H(s)





PB
=
1
1 + s
(6.233)
y para el pasa{alta se tiene
H(s)





PA
=
s
1 + s
: (6.234)
Si desnormalizamos frecuencias, el ltro en cascada sera
H
PBANDA
(s) = H(s)





PBAJA
H(s)





PALTA
=


1
s+

1

s
s+

2
(6.235)
que, aplicando la Transformacion bilineal, se tiene
H(z) = H(s)





s=
2
T
z 1
z+1
=
tg(0
0
15)
z 1
z+1
+ tg(0
0
15)

z 1
z+1
z 1
z+1
+ tg(0
0
35)
(6.236)
H(z) =
0
0
5095(z
2
  1)
(z   1 + (z + 1)0
0
5095)(z   1 + 1
0
9626(z + 1))
= : : : =
0
0
1139(z
2
  1)
z
2
  0
0
3249
2
:(6.237)
Para hacer el ajuste de ganancia imponemos que para 
 = 

m
=4 rad/s se tenga
una ganancia unidad. Esto signica que para w = =2 el modulo sea 1. Por
tanto,
H(z)





z=e
j

2
= 1 =)




G
0
0
1139(j
2
  1)
j
2
  0
0
3249
2




= 1 =) G = 4
0
8534 (6.238)
Por tanto,
H(z) = 0
0
5528
(z
2
  1)
z
2
  0
0
1056
(6.239)
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b) Las frecuencias digitales a considerar son
w = 0; w = 0
0
15  2;w = 0
0
25  2;w = 0
0
35  2;w = : (6.240)
Como la respuesta en frecuencia la podemos obtener haciendo H(z)




z=e
jw
,
H(w) = 0
0
5528
e
2jw
  1
e
2jw
  0
0
1056
= 0
0
5
(e
jw
  1)(e
jw
+ 1)
(e
jw
  0
0
3949)(e
jw
+ 0
0
3949)
: (6.241)
Sustituyendo en esta expresion las frecuencias anteriores se obtiene
w = 0 H(0) = 0;  = =2
w = 0
0
30 H(w = 0
0
30) = 0
0
8621  e
j0
0
5314
w = 0
0
50 H(w = 0
0
50) = 1  e
j0
w = 0
0
70 H(w = 0
0
70) = 0
0
8621  e
 j0
0
5314
w =  H(w = ) = 0;  =  =2
(6.242)
La fase para w = 0 y w =  se puede obtener a partir de la interpretacion
geometrica de la respuesta en fase a partir del diagrama de polos y ceros. En
w ' 0 tenemos  = =2 y para w ' ,  =  =2.
c) A partir de los valores anteriores podemos dibujar aproximadamente la respuesta
en frecuencia (Fig. 6.40)
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Figura 6.40: Respuesta en frecuencia aproximada del sistema del ejercicio 21 en (a) magnitud y (b) fase.
F
22. Determine la funcion de transferencia del diagrama de bloques de la Fig. 6.41 e
indique de que tipo de ltro se trata.
Resolucion:
Este diagrama de bloques aprecio en el problema 20 del Captulo 1. Tomando las
variables intermedias indicadas podemos plantear las siguientes ecuaciones
y(n) = q(n) + r(n)
q(n) = p(n  1)
p(n) = x(n  1)  r(n  1)
r(n) = (x(n) + q(n)) + p(n)
(6.243)
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Figura 6.41: Diagrama de bloques del sistema del ejercicio 22.
Si tomamos Transformadas Z y aplicamos la propiedad del retardo temporal, se llega
a:
Y (z) = Q(z) +R(z)
Q(z) = P (z)z
 1
P (z) = X(z)z
 1
 R(z)z
 1
R(z) = (X(z) +Q(z)) + P (z)
(6.244)
Agrupando terminos obtenemos
H(z) =
 + z
 1
+ z
 2
1 + z
 1
+ z
 2
(6.245)
Esta funcion de transferencia en la que el los coecientes del numerador son los mismos
que en el denominador sin mas que invertir el orden, se corresponde con un ltro pasa{
todo, independientemente de los valores de  y .
Podemos ver facilmente este hecho. Sea
H(z) =
a

+ z
 1
1 + az
 1
=
a

(1 +
1
a

z
 1
)
1 + az
 1
(6.246)
El cero esta en z =  1=a

y el polo en z =  a. La respuesta en frecuencia sera
H(z) =
a

(1 +
1
a

e
 jw
)
1  ae
 
j
w
: (6.247)
Si calculamos el modulo
jH(w)j =
a
q
(1 
1
a
cosw)
2
+
1
a
2
sin
2
w
p
(1  acosw)
2
+ a
2
sin
2
w
= : : : = 1: (6.248)
El sistema de segundo orden
H(z) =
(a

+ z
 1
)
(1 + az
 1
)
(b

+ z
 1
)
(1 + bz
 1
)
=
a

b

+ (a

+ b

)z
 1
+ z
 2
1 + (a+ b) + abz
 1
: (6.249)
Si a y b son reales entonces a

= a y b

= b. Si a y b son complejos conjugados,
entonces b = a

con lo que a

b

= a

a = jaj
2
, a

+ b

= a

+a, y a+ b = a+a

. Luego
haciendo  = a + b y  = ab, tenemos la expresion (6.245). Hemos expresado H(z)
como producto de dos ltros pasa{todo luego el ltro resultante tambien lo sera.
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23. Un sistema se dice de fase mnima si el cambio neto de la fase en  y cero es nulo, es
decir, se debe cumplir que ()   (0) = 0. Determine si es posible tener un ltro
FIR de fase lineal con fase mnima.
Resolucion:
La linealidad de fase en un ltro FIR implica que haya simetra o antisimetra de los
coecientes de la respuesta impulsional, h(k) = h(M   k) siendo M el orden del
ltro. Este se traduce en la presencia de parejas de ceros y sus recprocos conjugados
fz
k
;
1
z

k
g y un polo doble en el origen (ver Fig. 6.42)
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Figura 6.42: Diagramas de polos y ceros para ltros FIR de fase lineal.
Si consideramos un sistema de este tipo y evaluamos la contribucion de la fase para
cada par de ceros, vemos que
w = 0 : (0) = (0)
1=z
k
+(0)
z
k
  2(0)
p
k
=  + 0  2  0 =  (6.250)
w =  : () = ()
1=z
k
+()
z
k
  2(0)
p
k
=  +    2   = 0 (6.251)
Si tenemos un cero fuera de jzj = 1 el recproco estara dentro de la circunferencia
de radio unidad y tendremos un cambio de fase neta de . Si los ceros se encuentran
sobre la circunferencia unidad tenemos dos posibilidades:
Un cero real: z
k
= 1 o z
k
=  1, es decir w = 0 u w = . De esta manera:
w = 0 : (0) = (0)
z
k
+(0)
p
k
= 0  0 = 0 (6.252)
w =  : () =     = 0 (6.253)
con lo que el cambio de fase neto es cero.
Dos ceros complejos: Apareceran por parejas de complejos conjugados.
w = 0 : (0) = (0)
z
k
+(0)
z

k
  2(0)
p
k
=  +   0 = 0 (6.254)
w =  : () = ()
z
k
+()
z

k
  2(0)
p
k
= (2   ) +    2 = 0 (6.255)
Es decir, un ltro FIR de fase lineal tendra fase mnima solamente si los ceros
de la funcion de transferencia estan sobre la circunferencia unidad.
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24. Un ltro FIR tiene por funcion de transferencia H(z) = 1 
p
2z
 1
  z
 2
. Dibuje el
diagrama de polos y ceros y determine si se verica que los ceros aparecen en parejas
fz
k
;
1
z

k
g. Se pide:
De acuerdo con el resultado anterior, >se tiene un ltro de fase lineal?
Obtenga la expresion de la respuesta en frecuencia, modulo y fase para este
ltro y determine el retardo de grupo. >Tiene el ltro fase lineal?
Este ltro cumple la condicion de antisimetra h(0) =  h(2). A la vista de los
resultados anteriores, >cree que hay alguna contradiccion?
Resolucion:
El ltro tiene los ceros en las siguientes posiciones:
z
k
=
p
2
p
2 + 4
2
=
p
2
p
2 + 4
2
(6.256)
con lo que 1=z
1
= 1=1
0
9319 = 0
0
5176 y 1=z
2
= 1=( 0
0
5176) =  1
0
9319. Observamos
que no se cumple la relacion ya que se diferencian en el signo luego no es un ltro de
fase lineal.
Obtengamos la respuesta en frecuencia:
H(w) = H(z)





z=e
jw
= 1 
p
2e
 jw
  e
 2jw
= e
 jw
[2jsen(w)  
p
2] (6.257)
de aqu obtenemos el modulo y fase:
(w) =  w   arctg(
2sinw
p
2
); jH(w)j =
p
2 + 4sin
2
w: (6.258)
El retardo de grupo r
g
(w) =  
d(w)
dw
luego operando se obtiene
r
g
(w) = 1 +
1
1 + 2sin
2
w
2
p
2
cosw: (6.259)
Obtenemos que la fase no es lineal. El ltro cumple la condicion de antisimetra
h(0) =  h(2), sin embargo se trata de un ltro con un numero de terminos impar.
Las condiciones de simetra que aseguran linealidad de fase imponen que los ltros
antisimetricos de orden impar deben tener la muestra central igual a 0 h(M=2) = 0.
Esta condicion no se cumple, por esta razon no hay linealidad de fase. Si se considera
h(1) = 0 tenemos H(z) = 1   z
 2
y H(w) = e
 jw
2jsinw. Luego (w) =  w +

2
(mas un posible factor  si sinw < 0) en cualquier caso la fase es lineal y el retardo
de grupo r
g
(w) = 1 es constante.
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25. Considere el ltro con coecientes complejos de funcion de transferencia:
H(z) = (1  0
0
5jz
 1
)(1  2jz
 1
)
Se pide:
a) Determine la funcion de transferencia analizando las condiciones de simetra.
>Piensa que se puede tratar de un ltro de fase lineal?
b) Dibuje el diagrama de polos y verique si los ceros aparecen como pares recpro-
cos conjugados.
c) Obtenga la respuesta en frecuencia en modulo y fase y calcule el retardo de
grupo.
d) Repita los puntos (b) y (c) considerando:
H(z) = 1  2
0
5jz
 1
+ z
 2
e) >Puede derivar alguna regla para saber si un ltro con numero de terminos
impar y coecientes complejos va a tener fase lineal?
Resolucion:
a) Realizando el producto de ceros obtenemos
H(z) = 1  2
0
5jz
 1
  z
 2
: (6.260)
Se trata de un ltro antisimetrico con numero de terminos impar, como el termi-
no central no es cero no debe tener fase lineal de acuerdo con lo comentado
anteriormente.
b) Los ceros son z
1
= 0
0
5j, z
2
= 2j. Se tiene un polo doble en el origen.
z
2
= (1=z
1
)

=) (1=0
0
5)

= 2j (6.261)
S se cumple la condicion.
c)
H(w) = 1  2
0
5je
 jw
  e
 2jw
= je
 jw
[2sinw   2
0
5] (6.262)
con lo que el modulo y la fase seran
(w) =  w +

2
; jH(w)j = j2sinw   2
0
5j: (6.263)
d) Si el ltro es
H(z) = 1  2
0
5jz
 1
+ z
 2
; (6.264)
los ceros son z
1
= 1
0
9319j, z
2
=  0
0
5176j y el polo doble se encuentra en p
k
= 0.
Los ceros no cumplen la condicion de reciprocidad debido a un cambio de signo.
Si calculamos la respuesta en frecuencia
H(w) = e
 jw
[e
jw
+ e
 jw
  2
0
5j] = e
 jw
[2cosw   2
0
5j] (6.265)
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con lo que
(w) =  w   arctg(
2
0
5
2cosw
); jH(w)j =
p
2
0
5
2
+ 4cos
2
w: (6.266)
La fase es no lineal aunque se cumple que es un ltro simetrico con un numero
de terminos impar (no hay restricciones sobre el termino central).
e) Algunas conclusiones de este ejemplo seran:
La linealidad de fase se verica si existe reciprocidad entre los ceros, sean
los coecientes reales o complejos.
Si el numero de terminos de un ltro es impar, ademas de cumplirse las
condiciones de simetra h(k) = h(M   k), el termino central debe cumplir
que:
 Filtro simetrico: El termino central debe ser real o nulo.
 Filtro antisimetrico: El termino central debe ser imaginario puro o nulo.
Es decir, la condicion es h(n) = h

(M   n).
Este lo podemos ver facilmente en las expresiones de H(w) si el ltro antisimetri-
co tendremos terminos jsinw, si el termino central es imaginario puro introdu-
cira una fase =2 si es antisimetrico tendremos terminos coseno y el termino
central debe ser real.
26. Considere un ltro FIR real con todos sus ceros sobre la circunferencia unidad.
Pruebe que este ltro se puede poner la forma
H(z) = h(0)(1 + z
 1
)
M
1
(1  z
 1
)
M
2
M
3
Y
k=1
(1  2cos
k
z
 1
+ z
 2
)
donde M
1
es el numero de ceros en z =  1, M
2
es el numero de ceros en z = 1 y
M
3
es el numero de pares de ceros complejos conjugados.
Determine cual es el orden de este ltro y justique que si un ltro FIR tiene sus
ceros sobre la circunferencia unidad es de fase lineal.
Resolucion:
Si un ltro FIR tiene sus ceros sobre la circunferencia unidad, existen varias posibili-
dades para su ubicacion:
Ceros reales: z
k
= +1, z
k
=  1
Ceros complejos: z
k
= e
j
k
, z

k
= e
 j
k
, apareceran como pares complejos conju-
gados ya que el ltro es real.
Sea
M
1
: el numero de ceros z =  1.
M
2
: el numero de ceros z = +1.
M
3
: el numero de pares de ceros complejos.
As pues, el orden de este ltro es M = M
1
+M
2
+M
3
. La funcion de transferencia
sera el producto de todos los ceros multiplicados por el coeciente h(0):
H(z) = h(0)(1 + z
 1
)
M
1
(1  z
 1
)
M
2
M
3
Y
k=1
(1 + e
 j
k
z
 1
)(1 + e
j
k
z
 1
) (6.267)
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Si agrupamos los ceros complejos obtenemos la expresion indicada:
H(z) = h(0)(1 + z
 1
)
M
1
(1  z
 1
)
M
2
M
3
Y
k=1
(1  2cos
k
z
 1
+ z
 2
) (6.268)
Se observa que un ltro FIR con ceros sobre la circunferencia unidad se puede poner
como una interconexion en cascada de tres sistemas. Ya que la respuesta en fase total
sera la suma de cada una de ellas, nos basta vericar que cada etapa tiene fase lineal.
(1 + z
 1
)
M
1
: cada termino (1 + z
 1
) es un ltro con numero de terminos par
simetrico (TIPO II), por tanto es de fase lineal.
(1   z
 1
)
M
2
: es un ltro con numero de terminos par antisimetrico (TIPO IV),
por tanto es de fase lineal.
(1 2cos
k
z
 1
+z
 2
): es un ltro con numero de terminos impar simetrico (TIPO
I), por tanto tiene fase lineal.
El analisis realizado es completamente general por lo que podemos concluir que, cual-
quier ltro FIR con ceros sobre la circunferencia unidad, es de fase lineal y ademas
por el resultado del problema 23 el ltro sera de fase mnima. F
27. Los cuatro tipos de ltros FIR de fase lineal se diferencian en la presencia de ceros
en z = 1.
a) Determinar una condicion que deben vericar los coecientes de la respuesta
impulsional h(n) de un ltro para que el ltro tenga ceros en z = 1 o z =  1.
b) A partir de la regla obtenida en (a) determine si los cuatro tipos de ltros FIR
tendran ceros en estas posiciones.
c) Las cuatro primeras muestras de un ltro FIR de fase lineal son h(0) = 2
0
1,
h(1) = 0
0
57, h(2) =  1, h(3) =
p
2. Dise~ne ltros FIR de fase lineal de mnimo
orden cuyos primeras muestras sean las que se indican y dibuje su respuesta en
frecuencia empleando MATLAB.
Resolucion:
a) Dado que la funcion de transferencia de un ltro FIR es
H(z) =
M
X
k=0
h(k)z
 k
(6.269)
podemos considerarH(z) un polinomio de potencias de z
 1
, la presencia de ceros
en z = 1 deben anular dicho polinomio luego:
Ceros en z = 1:
P
M
k=0
h(k) = 0
Ceros en z =  1:
P
M
k=0
( 1)
k
h(k) = 0
La segunda ecuacion la podemos interpretar como la suma de terminos pares
menos los impares.
b) Veamos que ocurre con cada tipo.
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TIPO I: numero de terminos impar simetrico.
M
X
k=0
h(k) 6= 0 (6.270)
Tenemos una suma de terminos del mismo signo por lo que la suma no se
anula y no hay ceros en z = 1.
M
X
k=0
( 1)
k
h(k) 6= 0 (6.271)
ya que el termino central siempre permanece y, en general, no es constante.
Por ello no hay cero en z =  1.
TIPO II: numero de terminos par simetrico.
M
X
k=0
h(k) 6= 0 (6.272)
Suma de terminos del mismo signo luego no se anula por lo que no hay ceros
en z = 1.
M
X
k=0
( 1)
k
h(k) = 0 (6.273)
cancelacion de terminos por parejas. Por ello hay cero en z =  1.
TIPO III: numero de terminos impar antisimetrico.
M
X
k=0
h(k) = 0 (6.274)
ya que el termino central es cero y el resto se anula por pares por lo que hay
ceros en z = 1.
M
X
k=0
( 1)
k
h(k) = 0 (6.275)
ya que el termino central siempre es cero (termino M=2), los terminos im-
pares cambian signo como h(k) =  h(M   k) no tiene ninguna efecto y las
sumas se van anulando por pares de terminos. Por ello hay ceros en z =  1.
TIPO IV: numero de terminos par antisimetrico.
M
X
k=0
h(k) = 0 (6.276)
los terminos se anulan por parejas por lo que hay ceros en z = +1.
M
X
k=0
( 1)
k
h(k) 6= 0 (6.277)
el orden del polinomio es impar luego M es impar, es decir ( 1)
0
h(0) = h(0)
y ( 1)
M
h(M) = ( 1)h(M) =  ( h(0)) = h(0) luego la suma no se anula
y por tanto no hay cero en z =  1.
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La posicion de los ceros en el origen determina que tipo de ltros se pueden
dise~nar con cada uno de los cuatro prototipos.
c) Sabemos que existen cuatro tipos de ltros FIR de fase lineal diferentes segun la
simetra y el numero de terminos. As pues, unos posibles ltros FIR seran:
TIPO I: terminos impar simetrico.
h(0) = 2
0
1; h(1) = 0
0
57; h(2) =  1; h(3) =
p
2; (6.278)
h(4) arbitraria; h(5) =
p
2; h(6) =  1; h(7) = 0
0
57; h(8) = 2
0
1: (6.279)
TIPO II: terminos par simetrico.
h(0) = 2
0
1; h(1) = 0
0
57; h(2) =  1; h(3) =
p
2; (6.280)
h(4) =
p
2; h(5) =  1; h(6) = 0
0
57; h(7) = 2
0
1 (6.281)
TIPO III: terminos impar antisimetrico.
h(0) = 2
0
1; h(1) = 0
0
57; h(2) =  1; h(3) =
p
2; (6.282)
h(4) = 0; h(5) =  
p
2; h(6) = 1; h(7) =  0
0
57; h(8) =  2
0
1 (6.283)
TIPO IV: terminos par antisimetrico.
h(0) = 2
0
1; h(1) = 0
0
57; h(2) =  1; h(3) =
p
2; (6.284)
h(4) =  
p
2; h(5) = 1; h(6) =  0
0
57; h(7) =  2
0
1 (6.285)
Es interesante observar los comportamientos en w = 0 y w =  para estos cuatro
ltros. En la Fig. 6.43 se muestran las respuestas en frecuencias (modulo) de cada
uno de los tipos de ltros analizados. Comparese con el resultado del ejercicio
27b).
F
28. Considere un ltro con una respuesta en modulo como la mostrada en la Fig. 6.44.
Justique que si se dise~na un ltro FIR de tipo I con estas caractersticas, el numero
de operaciones producto necesarias para su implementacion directa es
N
4
+1, siendo
N el orden del ltro.
Resolucion:
Las frecuencias que denen la respuesta en frecuencia son
w
p
=

4
; w
s
=
3
4
; w
c
=
1
2
(w
p
+w
s
) =

2
: (6.286)
Un ltro pasa{baja ideal tiene por respuesta impulsional:
h(n) =
8
>
>
<
>
:
sen(w
c
n)
n
; n 6= 0
w
c

; n = 0
(6.287)
Pero si w
c
=

2
, se tiene
h(n) =
8
>
<
>
:
sen(

2
n); n 6= 0
1
2
; n = 0
(6.288)
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Figura 6.43: Respuestas en frecuencia (modulo) del ejercicio 27c para los ltros de tipo (a) I, (b) II, (c)
III y (d) IV.
0 1/4 1/2 3/4 10
0.2
0.4
0.6
0.8
1
ω/π
|H(
ω
)|
ωp= 
ω
c
= ω
s
= 
Figura 6.44: Modulo de la respuesta en frecuencia del ltro del ejercicio 28.
En el caso de que sen(n=2) = 0, para n=2 = k, con k = 1;2; : : : es decir para n
par, exceptuando en n = 0 cuyo valor es 1=2. Este ltro tiene N=2 coecientes nulos.
Al tratarse de un ltro FIR de Tipo I, tendremos simetra de coecientes, por lo que
en total el numero de productos sera la mitad de los coecientes no nulos (
N
2

1
2
) mas
un producto correspondiente al termino central; es decir, N
producto
=
N
4
+ 1.
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29. Justique que los diagramas de bloques mostrados en la Fig. 6.45 son equivalentes.
Resolucion:
   

;
; ;
   

>>
 >
 	
	


Figura 6.45: Propiedades de la interconexion de intepoladores, diezmadores y ltros en cascada.
Para comprobar la equivalencia de los sistemas, vericaremos que las funciones de
transferencia coinciden. Sabemos que las relaciones entre la entrada y salida para un
diezmador y un interpolador vienen descritas por el esquema mostrado en la Fig. 6.46.

;
$&/2./


>
51&
./

Figura 6.46: Diagramas del bloques de un interpolador por un factor L y un diezmador por un factor M .
Si denotamos por w(n) la variable intermedia, tenemos:
Bloque 1a.
W (z) =
M 1
X
k=0
X

z
1=M
W
k
M

(6.289)
Y (z) = H(z)W (z) =
1
M
M 1
X
k=0
X

z
1=M
W
k
M

H(z) (6.290)
Bloque 2a.
W (z) = H(z
M
)X(z) (6.291)
Y (z) =
1
M
M 1
X
k=0
X

z
1=M
W
k
M

=
1
M
M 1
X
k=0
H

z
M 1=M
W
kM
M

X

z
1=M
W
k
M

(6.292)
como W
kM
k
= e
 j
2kM
M
= 1, tenemos
Y (z) = H(z)W (z) =
1
M
M 1
X
k=0
X

z
1=M
W
k
M

H(z); (6.293)
que coincide con la obtenida para el diagrama 1a.
Para probar la relacion b, procedemos analogamente.
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Bloque 1b.
W (z) = H(z)X(z) (6.294)
Y (z) =W (z
L
) = H(z
L
)X(z
L
) (6.295)
Bloque 2b.
W (z) = X(z
L
) (6.296)
Y (z) =W (z)H(z
L
) = X(z
L
)H(z
L
); (6.297)
donde se observa que las expresiones coinciden.
Estas propiedades se conocen en la literatura como \noble identities".
30. Justique que la conexion en cascada de dos ltros FIR de rizado constante en la
banda pasante Æ
p1
, Æ
p2
, y rizado en banda atenuada Æ
s1
, Æ
s2
tiene un rizado total
en banda pasante igual a la suma de los rizados y atenuacion, menor o igual al de
mayor atenuacion.
Resolucion:
La respuesta en frecuencia de dos ltros colocados en cascada es el producto de sus
respuestas individuales. Si consideramos la respuesta en modulo, al estar en cascada
tendremos el producto de las respuestas en frecuencia y para los rizados en banda
pasante tendremos:
(1 + Æ
p1
)(1 + Æ
p2
) = 1 + (Æ
p1
+ Æ
p2
) + Æ
p1
Æ
p2
; (6.298)
(1  Æ
p1
)(1  Æ
p2
) = 1  (Æ
p1
+ Æ
p2
) + Æ
p1
Æ
p2
: (6.299)
Si despreciamos los terminos producto Æ
p1
Æ
p2
, obtenemos que en la banda pasante el
rizado es la suma de los rizados de cada uno de los ltros.
En la banda atenuada, los rizados son Æ
p1
y Æ
p2
, luego el rizado resultante es Æ
p3
=
Æ
p1
Æ
p2
. Como Æ
p1
< 1 y Æ
p2
< 2, se cumple que
Æ
p3
 Æ
p1
; Æ
p3
 Æ
p2
: (6.300)
Es decir, al menos vamos a tener la atenuacion del ltro que menos atenuacion pre-
sente.
Este resultado debe tenerse en cuenta cuando se dise~nan ltros en sistemas de pro-
cesado de tasa multiple, cuando los procesos de diezmado e interpolacion se llevan a
cabo en varias fases, para asegurar que el ltro antialiasing o anti-imagenes cumpla
las especicaciones. En los siguientes problemas veremos algunos ejemplos.
31. Una se~nal de audio de un disco DAT muestreado a 48kHz. desea convertirse en otra
muestreada a 6kHz. para ser enviada a traves de una lnea comunicaciones. Proponga
un sistema para su realizacion y estudie su carga computacional.
Resolucion:
El sistema solicitado de modicar la frecuencia de muestreo por un factor
F
0
m
F
m
=
6kHz
48kHz
=
1
8
=
L
M
: (6.301)
Es decir, hemos de realizar una diezmado por un factor M = 8.
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CASO I: DIEZMADO EN UNA ETAPA.
El sistema se muestra en la Fig. 6.47. H(z) es el ltro \antialiasing" que debe
eliminar las frecuencias por encima de los 3kHz. Al tratarse de se~nales de audio,
vamos a utilizar un ltro FIR de fase lineal con las siguientes especicaciones:
 Rizado en la banda pasante: Æ
1
= 0;002.
 Rizado en banda atenuada: Æ
2
= 0;001.
 Frecuencia de corte: F
c
= 2700Hz:
 Frecuencia de atenuacion: F
s
= 3000Hz:
 Frecuencia de muestreo: f
m
= 48kHz:

 :

 


 :
 :

Figura 6.47: Esquema del diezmado en una sola etapa (factor de diezmado M = 8).
Hemos jado la frecuencia de corte a 0;9F
m
permitiendo una banda de transi-
cion de 300Hz: con estos parametros podemos estimar el orden del ltro con la
expresion de Kaiser:
N =
 20log
10
p
Æ
1
Æ
2
  13
14;6f
+ 1 (6.302)
donde f =
F
s
 F
c
F
m
. Sustituyendo, obtenemos N = 484.
El numero de productos de esta realizacion es
(N+1)F
m
M
=
48548000
8
= 2910000
productos/s. donde ya se ha tenido en cuenta que solo una de cada M muestras
es necesaria a la salia del ltro FIR, de ah la reduccion en un factor M .
CASO II: DIEZMADO EN DOS ETAPAS.
Consideremos ahora que, ya que M = 8, se puede factorizar. El sistema se
implementa en dos etapas; un diezmado por 4 y otro por 2. Consideremos
H(z) = G(z
4
)F (z); (6.303)
donde G(z
4
) se obtiene al interpolar un ltro de funcion de transferencia G(z)
por un factor 4 luego su respuesta en frecuencia sera la de G(z) comprimida por
este factor y repetida cada F
m
=4. Como G(z
4
) debe tener como especicaciones:
 Rizado en la banda pasante: Æ
1
= 0
0
001.
 Rizado en banda atenuada: Æ
2
= 0
0
001.
 Frecuencia de corte: F
c
= 2700Hz:
 Frecuencia de atenuacion: F
s
= 3000Hz:
 Frecuencia de muestreo: F
m
= 12000Hz:
donde hemos reducido el rizado en banda pasante a la mitad de acuerdo con los
resultados del ejercicio 30. Las especicaciones de G(z) deberan ser:
 Rizado en la banda pasante: Æ
1
= 0
0
001.
 Rizado en banda atenuada: Æ
2
= 0
0
001.
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 Frecuencia de corte: F
c
= 2700  4Hz:
 Frecuencia de atenuacion: F
s
= 3000  4Hz:
 Frecuencia de muestreo: F
m
= 12000  4Hz:
con lo que obtenemos N
G
= 130.
El sistema G(z
4
) tendra un espectro repetido cada 48000=4 = 12000Hz como se
muestra en la Fig. 6.48
0 2000 4000 6000 8000 10000 12000
0
0.2
0.4
0.6
0.8
1
Frecuencia(Hz)
Espectro G(z4)
Espectro F(z)
Figura 6.48: Respuesta en frecuencia del ltro \antialiasing" puesto como cascada de dos ltros
G(z
4
)F (z).
Dise~naremos F (z) para eliminar las imagenes del espectro con las siguientes
especicaciones:
 Rizado en la banda pasante: Æ
1
= 0
0
001.
 Rizado en banda atenuada: Æ
2
= 0
0
001.
 Frecuencia de corte: F
c
= 2700Hz:
 Frecuencia de atenuacion: F
s
= 9000Hz:
 Frecuencia de muestreo: F
m
= 48000Hz:
con lo que N
F
= 26.
La estructura resultante se muestra en la Fig. 6.49(a) que aplicando las propie-
dades de la conexion en cascada se transforma en la mostrada en la Fig. 6.49(b).

(
 	

 ?
 

(
 	

?

 :

 
	:
 :


Figura 6.49: (a) Estructura del bloque de diezmado en dos etapas. (b) Sistema resultante tras la aplicacion
de las propiedades de la interconexion de ltros interpoladores y decimadores en cascada.
La carga computacional sera:
 F (z) = 27
48000
4
= 324000 productos/s.
 G(z) = 131
12000
2
= 786000 productos/s.
6.2 Problemas resueltos 397
 Productos totales: 1110000 productos/s.
con lo que obtenemos una mejora respecto a la implementacion en una etapa de
un factor 2'62.
CASO III: DIEZMADO EN TRES ETAPAS.
Podemos repetir el proceso sobre el ltro F (z) y el diezmador. Este realizara el
diezmado en tres etapas. Sea F (z)  P (z)Q(z
2
). De este modo, las especica-
ciones de Q(z
2
) son
 Rizado en la banda pasante: Æ
1
= 0
0
0005.
 Rizado en banda atenuada: Æ
2
= 0
0
001.
 Frecuencia de corte: F
c
= 2700Hz:
 Frecuencia de atenuacion: F
s
= 9000Hz:
 Frecuencia de muestreo: F
m
= 24000Hz:
luego las de Q(z) seran
 Rizado en la banda pasante: Æ
1
= 0
0
0005.
 Rizado en banda atenuada: Æ
2
= 0
0
001.
 Frecuencia de corte: F
c
= 2700  2Hz:
 Frecuencia de atenuacion: F
s
= 9000  2Hz:
 Frecuencia de muestreo: F
m
= 2  24000Hz:
con lo que obtenemos N
Q
= 15.
Dise~namos P (z) para eliminar las imagenes del espectro repetidas cada 24kHz:
Las especicaciones seran
 Rizado en la banda pasante: Æ
1
= 0
0
0005.
 Rizado en banda atenuada Æ
2
= 0
0
001.
 Frecuencia de corte: F
c
= 2700Hz:
 Frecuencia de atenuacion: F
s
= 15000Hz:
 Frecuencia de muestreo: F
m
= 48000Hz:
con lo que obtenemos N
P
= 15.
El sistema resultante se muestra en la Fig. 6.50. La carga computacional asociada
en este caso viene dada por
16
48000
2
+ 16
24000
2
+ 131
12000
2
= 1362000 productos=s: (6.304)
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Figura 6.50: Esquema de diezmado en tres etapas.
En este caso la descomposicion en tres etapas supone una mejora de un factor
2'14, es decir, no mejora respecto la descomposicion en dos etapas. Existen es-
tructuras de implementacion en las que se pueden obtener mejoras adicionales
en el numero de operaciones denominadas descomposiciones polifasicas.
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F F F
32. Se desea implementar un ltro digital que permite extraer las oscilaciones de la
lnea base de un registro ECG muestreado a 1kHz. Estas oscilaciones son debidas
a la respiracion y tienen un ancho de banda que se extienden desde continua DC
hasta los 0'25 Hz. Considere que la se~nal de ECG util se extiene desde los 0'5 Hz.
hasta los 100 Hz. >Que procedimiento usaras para eliminar dichas oscilaciones de
la se~nal original al menos en un factor de 40 dB?
Resolucion:
Una posible estructura es la mostrada en el diagrama de bloques de la Fig. 6.51. El
bloque de retardo nos permitira que la resta de se~nales se realice en fase.
%&'
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Figura 6.51: Estructura del ltro para eliminar las oscilaciones de baja frecuencia en un electrocardiogra-
ma.
El principal problema es el dise~no del ltro pasa{baja. Es importante que el ltro no
distorsione la fase de la se~nal por lo que utilizaremos un ltro FIR. Las especicaciones
de dise~no seran:
Æ
2
= 0
0
01(40dB:); F
c
= 0
0
25Hz:; F
s
= 0
0
50Hz:; F
m
= 1000Hz: (6.305)
No se especica el rizado en la banda pasante por lo que podemos tomar Æ
1
= 0
0
02.
Podemos estimar el orden del ltro con la expresion de Kaiser:
N =
 20log
10
p
Æ
1
Æ
2
  13
14;6f
+ 1 (6.306)
donde f =
f
s
 f
c
F
m
. Sustituyendo, obtenemos N = 6574. La carga computacional de
este ltro es muy elevada
1
. Podemos utilizar las tecnicas de diezmado e interpolacion
para reducir la carga computacional. Como la se~nal de interes esta en el intervalo
0 < F < 0
0
25Hz, podemos diezmar por un factor L = 200 con lo que la nueva
frecuencia sera F
m2
=
1000
200
= 5Hz:
El ltro antialiasing debera eliminar frecuencias por encima de F
s
= F
m
=(2L) =
2
0
5Hz: Por tanto:
F
p
= 0
0
25; F
s
= 2
0
5Hz:; Æ
1
= 0
0
02=2; Æ
2
= 0
0
01Hz:; F
m
= 1000Hz:; (6.307)
con lo que obtenemos un orden N = 823. Por tanto, hemos reducido el rizado en la
banda pasante a la mitad ya que tenemos dos ltros en cascada.
El sistema se queda como en la Fig. 6.52. El segundo ltro es el que nos permitira ex-
traer las oscilaciones de la lnea base. Las especicaciones seran:
F
p
= 0
0
25; F
s
= 0
0
5Hz:; Æ
1
= 0
0
02=2; Æ
2
= 0
0
01Hz:; F
m
= 5Hz:; (6.308)
1
El calculo sera as: 6575  1000 = 6575000 productos/s.
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con lo que obtenemos un orden N = 38. La carga computacional sera
8241000
200
+395 =
4315 productos/s.
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Figura 6.52: Dise~no del ltro pasa{baja aplicando un diezmado previo a la se~nal.
La diferencia con el caso anterior es que la se~nal resultante es la muestreada a 5Hz.
luego no podemos restarla directamente de la original. Hemos de interpolar por el
mismo factor. Al colocar una nueva etapa de ltrado, el rizado total aumentara por
lo que deberamos redise~nar los tres ltros con un rizado Æ
1
=3.
Si repetimos los calculos para los ltros anteriores con este rizado, obtenemos N
1
=
876 y N
2
= 41. El ltro para eliminar imagenes tendra los siguientes parametros:
F
p
= 0
0
25; F
s
= 4
0
5Hz:; Æ
1
= 0
0
02=3; Æ
2
= 0
0
01Hz:; F
m
= 1000Hz:; (6.309)
con lo que obtenemos un orden N = 465. La carga computacional sera
8781000
200
+
42  5 + 466  1000 = 470600 productos/s, lo cual supone una reduccion de la carga
computacional de un factor 6575000=470600 ' 14.
Consideremos el mismo procedimiento pero realizando el diezmado e interpolacion en
dos etapas (200 = 20  10), tal y como se muestra en el diagrama de bloques de la
Fig. 6.53. Como tenemos cinco ltros, Æ
p
= 0;02=5. En la Tabla 6.7 se muestran las
caractersticas de cada uno de los bloques de este esquema, as como los ordenes y
retardos introducidos por cada ltro.
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Figura 6.53: Diagrama completo para el dise~no del ltro pasa{baja realizando los procesos de diezmado
e interpolacion en dos etapas.
La carga computacional del sistema global sera:
Productos :
88  1000
20
+
50  50
10
+ 45  5 + 27  50 + 45  1000 = 51225 productos=s:(6.310)
con lo que obtenemos una reduccion de la carga computacional en un factor aproxi-
mado de 6575000=51225 ' 129. El retardo total introducido por los ltros es:
Retardo(sec:) : (88=2)=1000 + (49=2)=50 + 22=5 + (26=2)=50 + (45=2)=1000 = 5
0
2165s:(6.311)

Este metodo de dise~no de ltros FIR se conoce como ltros FIR interpolados. Aunque
el numero de coecientes neto del ltro es elevado, solo un numero reducido de ellos
es distinto de cero.
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Tabla 6.7: tabla del fd43
Bloque 1 Bloque 2 Bloque 3 Bloque 4
y
Bloque 5
y
F
p
= 0
0
25 F
p
= 0
0
25 F
p
= 0
0
25 F
p
= 0
0
25 F
p
= 0
0
25
F
s
=
1000
220
F
s
=
50
210
F
s
= 0
0
5 F
s
= 5
0
5  0
0
5 F
s
= 50  0
0
5
Æ
1
= 0
0
02=5 Æ
1
= 0
0
02=5 Æ
1
= 0
0
02=5 Æ
1
= 0
0
02=5 Æ
1
= 0
0
02=5
Æ
2
= 0
0
01 Æ
2
= 0
0
01 Æ
2
= 0
0
01 Æ
2
= 0
0
01 Æ
2
= 0
0
01
F
m
= 1000 F
m
= 50 F
m
= 5 F
m
= 50 F
m
= 1000
N = 87 N = 49 N = (44=2)=5 N = 26 N = 45
Ret = (87=2)=1000 s. Ret = (49=2)=50 s. Ret = (43=2)=50 s. Ret = (26=2)=50 s. Ret = (45=2)=1000 s.
y
Los extendemos hasta las repeticiones del espectro siguiente en lugar de jar la frecuencia de corte a
F
m
=2L siendo el factor de interpolacion.
6.3. Problemas propuestos
1. Determine si es posible tener un ltro pasa{todo de fase mnima distinto del trivial
H(z) = 1.
2. Probar que cualquier ltro IIR puede expresarse como producto de un ltro pasa{
todo por un ltro de fase mnima.
3. Repita el ejercicio 28 para un ltro con respuesta en frecuencia mostrada en la Fig.
6.54. Verique que el numero de productos es
3
8
N + 1.
0 1/4 1/2 3/4 10
0.2
0.4
0.6
0.8
1
ω/π
|H(
ω
)|
ωp= ωs= ωc= 
Figura 6.54: Respuesta en frecuencia (modulo) del ltro del ejercicio 6.54.
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4. Se quiere dise~nar un ltro digital que presenta las siguientes caractersticas:
Frecuencia de muestreo del sistema es de 1 kHz.
Presenta un cero y un polo.
Elimina la componente de continua.
Su ganancia para la frecuencia de 250 Hz es de 1'2.
Determina su ecuacion en diferencias.
5. Determinar, mediante la transformacion impulso invariante, el sistema digital equi-
valente a un ltro paso{bajo, de Butterworth de 2
o
orden cuya expresion viene
denida por:
H(p) =
1
(
s
w
c
)
2
+
p
2(
s
w
c
) + 1
siendo w
c
la frecuencia angular de corte del ltro. Se toma f
c
= 1kHz y se muestrea
a 10 kHz.
6. Demuestre que los ltros FIR cuya respuesta impulsional es simetrica o antisimetrica
presentan un retardo de grupo constante:
h(n) = h(M   n) simetrico con h(n) = 0, para todo n < 0 o n > M .
h(n) =  h(M   n) antisimetrico.
7. Una se~nal esta contaminada con una fuente de ruido que contiene una frecuencia
fundamental de 50 Hz y sus armonicos. Sabiendo que la frecuencia de muestreo es de
1kHz, dise~ne un ltro digital que elimine dichas frecuencias distorsionando lo menos
posible el resto.
8. Repetir el ejercicio propuesto 7 eliminando ademas la componente de continua.
9. Justique si es posible dise~nar un ltro FIR pasa{alta de fase lineal aplicando las
transformaciones en frecuencia digitales descritas en el ejercicio 19.
10. Dise~ne un ltro pasa{alta ideal de orden 10 con ventana rectangular. A partir del
ejercicio anterior, dise~ne un segundo ltro cuya respuesta impulsional se obtenga
cambiando el signo de las muestras impares. Dibuje las respuestas en frecuencia de
ambos ltros y determine que relacion existe entre ellos.
11. Dise~ne un ltro de fase lineal pasa{baja de Kaiser con las siguientes especicaciones:
a) Lmite de la banda pasante: 4 kHz.
b) Anchura de la banda de transicion: 1 kHz.
c) Atenuacion: 80 dB.
d) Rizado en banda pasante: r
p
= 0
0
0058 dB.
e) Frecuencia de muestreo: 20 kHz.
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12. Dise~ne un ltro elimina banda por el metodo de las ventanas con las siguientes
especicaciones:
a) Banda de paso 1: [0, 1500] Hz.
b) Banda atenuada: [2000, 3000] Hz.
c) Banda de paso 2: [3300, 5000] Hz.
d) Frecuencia de muestreo: 10 kHz.
e) Atenuacion: 55 dB.
f ) Rizado en banda de paso: R
p
= 0
0
08 dB.
13. Se desea dise~nar un ltro por el metodo del muestreo en frecuencia que tenga una
respuesta en frecuencia H(e
jw
) = jsen(2
w
w
s
)j con un numero de terminos N = 21,
w
m
= 2 rad/s.
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6.4. Practicas con MATLAB
6.4.1. Estudio de las propiedades de los ltros FIR
1. Dadas las siguientes ecuaciones en diferencias,
y
1
(n) = x(n) + 2x(n  1) + x(n  2) + 2x(n  3) + x(n  4)
y
2
(n) = x(n)  x(n  5)
y
3
(n) = x(n) + 6x(n  1) + 11x(n  2) + 6x(n  4)
Comprobar
Que se trata de ltros FIR.
Analice la respuesta impulsional (impz).
Estudie el retardo de grupo (grpdelay).
>Los ltros FIR son de fase lineal?
Para poder analizar los sistemas determinados por las ecuaciones en diferencias ante-
riores deberemos obtener su funcion de transferencia. Para ello tomamos transforma-
das Z en ambos lados de cada una de las igualdades y determinamos H(z).
H
1
(z) = 1 + 2z
 1
+ z
 2
+ 2z
 3
+ z
 4
(6.312)
H
2
(z) = 1  z
 5
(6.313)
H
3
(z) = 1 + 6z
 1
+ 11z
 2
+ 6z
 4
(6.314)
Se puede obtener la respuesta impulsional de estos sistemas en MATLAB mediante
la instruccion impz, como sigue:
b1=[1 2 1 2 1];
b2=[1 0 0 0 0 -1];
b3=[1 6 11 6];
impz(b1,1);
grid
xlabel('n')
ylabel('h_1(n)')
disp('Pulse una tecla para continuar...');pause;
impz(b2,1);
grid
xlabel('n')
ylabel('h_2(n)')
disp('Pulse una tecla para continuar...');pause;
impz(b3,1);
grid
xlabel('n')
ylabel('h_3(n)')
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En la Fig. 6.55 mostramos las respuestas impulsionales.
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Figura 6.55: Respuestas impulsionales de los tres sistemas.
Si representamos gracamente el retardo de grupo con la instruccion grpdelay, ob-
tenemos que el retardo es constante en los sistemas de las (6.312) y (6.312) ya que
en ellos se verican las propiedades de simetra o antisimetra de los coecientes sin
embargo el sistema de la ecuacion (6.312) presenta fase no lineal ya que esta propiedad
no se cumple. Esto se observa claramente en la Fig. 6.56.
0 0.2 0.4 0.6 0.8 1
2
2
2
2
2
2
2
2
2
2
2
ω/π
rg
1(n
)
0 0.2 0.4 0.6 0.8 1
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
ω/π
rg
2(n
)
0 0.2 0.4 0.6 0.8 1
1.5
2
2.5
3
3.5
4
ω/π
rg
3(n
)
Figura 6.56: Retardo de grupo. Los sistemas (6.312) y (6.312) presentan fase lineal pero no el tercero
(ecuacion (6.312)).
En las gracas aparecen picos, que estan relacionados con errores numericos de MAT-
LAB que son de amplitud despreciable tal como se observa el eje Y de cada una
de ellas. Podemos comprobar tambien que en los sistemas de fase lineal el retardo
producido por el ltro es N=2 siendo N el orden del mismo.
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2. Dise~nar un ltro FIR por el metodo de ventanas (fir1) con estas caractersticas:
F
m
= 20kHz, f
c
= 5kHz, N = 20.
a) Emplee la ventana rectangular (boxcar), y Hamming (hamming). En cada caso,
muestre el rizado en la banda pasante, la atenuacion de la banda eliminada y
la anchura de la banda de transicion. Observe el efecto Gibbs.
b) Dise~ne ahora el ltro con los mismos parametros pero empleando la ventana de
Kaiser. Modique el valor de la atenuacion de la banda no pasante a intervalos
de 20dB (Atenuacion maxima menor de 90 dB).
c) Repita el dise~no del apartado anterior pero jando la atenuacion a 60 dB.
Analiza como se modica el orden del ltro en funcion de la anchura de la
banda de transicion. Utilice como valor maximo de la banda de transicion 2
kHz.
Los parametros que denen la ventana de Kaiser se pueden calcular aproximada-
mente con las siguientes expresiones. Utiliza la funcion kaiser(N,b) de MATLAB
para generar las muestras de dicha ventana
 =
8
>
>
>
<
>
>
>
:
0
0
1102(A   8
0
7); A  50 dB
0
0
5842(A   21)
0
0
4
+ 0
0
07886(A   21); 21 < A < 50
0; A < 21
donde A es la atenuacion en dB. La relacion entre el orden del ltro (N) y la anchura
de la banda de transicion (f) viene dada por
f = F
m
  F
p
=
DF
m
N   1
; D =
8
>
<
>
:
A  7
0
95
14
0
36
; A > 21
0
0
922; A < 21
La respuesta impulsional de un ltro ideal es no causal e innita y por tanto irrea-
lizable. En la practica lo que se hace es desplazar, para que sea causal y recortar
el numero de nuestras que se consideran de la respuesta impulsional. El producir un
truncamiento de la respuesta impulsional equivale a multiplicar la respuesta impulsio-
nal por una ventana rectangular. El hecho de truncar la respuesta impulsional produce
la aparicion de lobulos laterales debidos al efecto Gibbs. Para que dicha transicion sea
menos abrupta se plantean diversos tipos de ventanas que lo que haran sera suavizar
dicha transicion. Tenemos ventanas de Hanning, Hamming, Blackmann Kaiser. La
atenuacion del lobulo secundario respecto al principal, as como el rizado en la banda
pasante depende del tipo de ventana elegido pero no del orden del ltro.
a) La funcion fir1 permite dise~nar ltros digitales por el metodo de las ventanas.
El siguiente codigo dise~na los ltros y representa la respuesta en frecuencia ob-
tenida con la ventana rectangular y la de Hamming. Se observa claramente la
disminucion en el rizado en banda pasante y la mayor atenuacion presentada por
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la ventana de Hamming. Como contrapartida se tiene una banda de transicion
mucho mas ancha y un lobulo principal mas estrecho.
fm=20000;
fc=5000;
N=20;
pto=1000;
br=fir1(N,2*fc/fm,boxcar(N+1));
bh=fir1(N,2*fc/fm,hamming(N+1));
[h,w]=freqz(br,1,pto,fm);
[h2,w]=freqz(bh,1,pto,fm);
ideal=ones(size(1:pto));
nfc=pto*2*fc/fm;
ideal(nfc:pto)=zeros(size(nfc:pto));
plot(w,ideal,'k')
hold on
plot(w,abs(h),'k--')
plot(w,abs(h2),'k:')
legend('F. Ideal','V. Rectangular','V. Hanning')
xlabel('Frecuencia (Hz)')
ylabel('|H(\omega)|')
disp('Pulse una tecla para continuar...')
pause;
axis(1000*[0 5.1152 0.0009 0.0011])
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Figura 6.57: Respuesta en frecuencia del ltro dise~nado con ventana rectangular y con ventana de
Hamming.
Para observar la atenuacion proporcionada por ambos ltro hacemos una re-
presentacion en dB como se muestra en la gura 6.59 en ella observamos el
incremento de la atenuacion proporcionada por la ventana de Hamming.
En las gracas se observa claramente el Efecto Gibbs, mas patente en la ventana
rectangular, ya que esta presenta una transicion brusca mientras que en el resto
de ventanas la transicion es mas suave.
b) La ventana de Kaiser tiene la ventaja de permitir un control en el rizado. Utilizan-
do el siguiente codigo de Matlab hemos representado la respuesta en frecuencia
para el ltro que venimos utilizando pero variando la atenuacion del mismo a
intervalos de 20 dB, comenzando en 10 dB.
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Figura 6.58: Detalle de la banda pasante, en la que observamos la disminucion del rizado al emplear la
ventana de Hamming.
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Figura 6.59: Atenuacion en escala logartmica para ambas ventanas.
fm=20000;
fc=5000;
N=20;
pto=1000;
A=10:20:90; %Atenuacion en dB
for(i=1:length(A))
if(A(i)<=21)
beta=0;
elseif (A(i)>=50)
beta=0.1102*(A(i)-8.7);
else
beta=0.5842*(A(i)-21)^0.4+0.07886*(A(i)-21);
end
b=fir1(N,2*fc/fm,kaiser(N+1,beta));
[h(:,i),w]=freqz(b,1,pto,fm);
end
modulo=20*log10(abs(h));
plot(w,modulo(:,1),'k-',w,modulo(:,2),'k:', ...
w,modulo(:,3),'k.-',w,modulo(:,4),'k--',w,modulo(:,5),'k-')
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legend('A=10','A=30','N=50','A=70','A=90',3)
grid
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Figura 6.60: Control de la atenuacion mediante la ventana de Kaiser.
Aunque hemos empezado con una atenuacion de 10 dB, la atenuacion del ltro
es al menos 20dB, esto es debido a que para este valor obtenemos  = 0, con
lo que la ventana de Kaiser se transforma en la ventana rectangular, por lo que
obtenemos la atenuacion de una ventana rectangular. Al jar el orden, se va
modicando la anchura de la banda de transicion.
c) El programa utilizado en este caso es similar al anterior, pero el parametro
variable es la anchura de la banda de transicion
fm=20000;
fc=5000;
pto=1000;
A=60;
beta=0.1102*(A-8.7);
D=(A-7.95)/14.36;
BT=500:500:2000; %Anchura de la banda de transicion
N=1+D*fm./(BT); %Determinanos el orden para diversos valores de BR
N=ceil(N); %Redondeamos el orden por exceso
for(i=1:length(N))
b=fir1(N(i),2*fc/fm,kaiser(N(i)+1,beta));
[h(:,i),w]=freqz(b,1,pto,fm);
end
modulo=20*log10(abs(h));
plot(w,modulo(:,1),'k-',w,modulo(:,2),'k:',...
w,modulo(:,3),'k.-',w,modulo(:,4),'k--')
grid
En las gracas 6.61 mostramos la respuesta en frecuencia de los ltros y como
una banda de transicion mas estrecha requiere un incremento del orden del ltro
para cumplir las especicaciones.
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Figura 6.61: (a) Modicacion del orden al variar la anchura de la banda de transicion. (b) Ampliacion
de la banda de transicion para la gura anterior.
3. Utilizando la expresion obtenida para el dise~no de ltros FIR de fase lineal de tipo
I (simetricos, numero de terminos impar, siendo M +1 es el numero de muestras de
la respuesta en frecuencia y considerando que la primera muestra esta en w = 0)
h(n) =
1
N
"
A
0
+
M
X
k=1
2A
k
cos

2(n M)k
N

#
(6.315)
con M =
N 1
2
, dise~ne un ltro con las especicaciones siguientes:
Lmite de banda de paso: F
1
=200 Hz,
Frecuencia de muestreo: F
m
=1000 Hz,
Anchura de la Banda de Transicion: 50 Hz.
El programa debe permitir elegir el numero de muestras en la banda de transicion,
para ello considere que la transicion entre ambas bandas es lineal. Obtenga las
respuestas impulsionales y en frecuencia para 1, 2, y 5 muestras en la banda de
transicion.
Nota: Recuerde que siempre debe aproximar a un numero impar de terminos para
que la expresion anterior sea valida.
En el metodo del muestreo en frecuencia hay que tomar muestras en la respuesta en
frecuencia deseada del ltro (terminos A
k
de la expresion anterior) y posteriormente
calcular la Transformada Inversa de Fourier, para determinar los coecientes h(n).
Debido a las propiedades de simetra, unicamente hemos de tomar la mitad de las
muestras en la respuesta en frecuencia del ltro y sustituir en la expresion de h(n)
esto nos permitira obtener la mitad de los coecientes del ltro, el resto sabemos que
son identicos.
Dado que el parametro elegido es el numero de muestras en la banda de transicion,
indirectamente estamos jando la frecuencia de muestreo de la respuesta en frecuencia,
ya que la banda de transicion es de 50 Hz, asegurar un maximo de una muestra en
dicha banda implica muestrear, al menos, a 50 Hz. En general muestrearemos a una
frecuencia de BT=n, siendo BT la anchura de la banda de transicion y n el numero de
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muestras en la banda. Posteriormente sustituiremos en la expresion anterior de h(n),
que ha sido implementada usando la funcion impul.
%Muestreo en frecuencia para filtros FIR de tipo I (orden impar simetricos)
clear
fm=1000;
f1=200;
f2=250;
bt=f2-f1;
pto=1000;
nb=input('Numero de puntos en la banda de transicion ?');
delta=bt/nb; % Ademas delta=pi/N --> obtenemos N
N=fm/delta;
if (rem(N,2)==0) %Aseguramos que el numero de terminos es impar
N=N+1;
end
delta=fm/N;
M=(N-1)/2;
%Muestreamos la respuesta en frecuencia equiespaciadamente
mp=round(0:f1/delta); %Muestras en banda pasante
mt=round(f1/delta)+1:round(f2/delta); %Muestras en banda de transicion
ma=round(f2/delta)+1:M; %Muestras en banda no pasante
A=[ones(size(mp)) mt*delta*(-1/bt)+f2/bt zeros(size(ma))];
h=impul(A);
subplot(211)
stem(h);
grid
xlabel('n')
ylabel('h(n)')
subplot(212)
[h,w]=freqz(h,1,pto,fm);
plot(w,abs(h));
hold on
stem((0:M)*delta,A,'r')
xlabel('Frecuencia (Hz)')
ylabel('|H(\omega)|')
La siguiente funcion permite calcular los valores de la respuesta impulsional a partir
de las muestras de la respuesta en frecuencia
function h=impul(A)
%A: muestras de la respuesta en frecuencia del filtro
%h: respuesta impulsional del filtro obtenido por muestreo en frecuencia
M=max(size(A))-1
N=2*M+1;
for i=0:M
aux=A(1);
for k=2:M+1;
aux=aux+2*A(k)*cos(2*pi*(k-1)*(i-M)/N);
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end
h(i+1)=aux/N;
end
h=[h h(M:-1:1)]; %Aplicamos simetra para calcular el resto de h(n)
Si ejecutamos el programa eligiendo para el numero de muestras en la banda de
transicion (variable nb del programa) 1, 2 y 3 obtenemos los ltros cuyas gracas
mostramos a continuacion: Los ltros obtenidos se muestran en las Figs. 6.62{6.64.
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Figura 6.62: Respuesta impulsional y respuesta en modulo para 1 muestra en la banda de transicion.
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Figura 6.63: Respuesta en modulo en escala lineal y en dB para 2 muestras en la banda de transicion.
Para ver el efecto de colocar muestras en la banda de transicion hemos repetido
el ejercicio eliminando dicha banda. Es decir a partir de la frecuencia limite de la
banda pasante la magnitud sera cero. En la graca siguiente mostramos el ltro
resultante. Comparandolo con la misma graca con banda de transicion observamos
que la atenuacion es menor, si bien la banda de transicion es mas estrecha. Este metodo
asegura el comportamiento del ltro en las muestras en frecuencia consideradas, sin
embargo en el resto de frecuencias no se tiene control sobre el valor de la respuesta
en frecuencia.
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Figura 6.64: Respuesta en modulo en escala lineal y en dB para 5 muestras en la banda de transicion.
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Figura 6.65: Efecto de eliminar la banda de transicion en el muestreo en frecuencia.
4. Analice como se modica el orden de un ltro dise~nado con la funcion remez en
funcion de la anchura de la banda de transicion, rizado en la banda pasante y no
pasante. Para ello utilizaremos la funcion remezord. Las caractersticas del ltro
son: F
m
=1000Hz, F
c
=200Hz.
Variacion de N con el ancho de banda de transicion: Fc
2
=210:10:300 Hz.
Rp=3dB, Rs=60dB.
Variacion de N con la atenuacion de la banda pasante: BT=20Hz Rs=60dB,
Rp=1:1:5 dB.
Variacion de N con la atenuacion de la banda eliminada: BT=20Hz, Rp=3dB,
Rs=20:10:100 dB.
Mostrar en cada caso una graca de N en funcion del parametro variable.
El metodo mas habitual para dise~nar ltros FIR de mnimo orden, que cumplan
unas determinadas especicaciones es el de la aproximacion de Tchebyshev. Este
procedimiento permite disminuir el orden del ltro distribuyendo el error tanto en la
banda pasante como en la atenuada. Este procedimiento es muy versatil y nos permite
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dise~nar ltros FIR con una respuesta en frecuencia casi arbitraria. MATLAB dispone
de la funcion remez que implementa este metodo de dise~no. Para poder utilizar esta
funcion en primer lugar es necesario hacer una estimacion del orden del ltro. Para
ello se utiliza la funcion remezord.
En este apartado vamos a analizar la dependencia del orden del ltro con varios
parametros de que denen su comportamiento. Fijaremos tres de los cuatro parame-
tros y analizaremos cual es la dependencia del orden del ltro con dicho parametro.
Los parametros son la anchura de la banda de transicion, rizado en la banda pasante
y atenuacion del ltro.
El siguiente codigo muestra la dependencia de cada una de estas variables
% Variacion del orden con la anchura de la banda de transicion
fm=1000; %Frecuencia de muestreo
RP=3; %Rizado en la banda pasante en DB
RS=60 %Rizado en la banda atenuada en DB sin signo
F1=200; %Inicio de la banda de transicion
W=[1 0]; %Valores ideales del filtro
aa=10^(RP/20);
r1=(aa-1)/(aa+1);
r2=10^(-RS/20); %Rizado en la banda atenuada en escala lineal
rizado=[r1 r2];
F2=210:10:300; %Fin de la banda de transicion
for i=1:length(F2)
[n(i),fo,mo,w] = remezord( [F1 F2(i)], W, rizado, fm );
end
plot(F2-F1,n,'k*',F2-F1,n,'k')
grid
xlabel('Anchura de la banda de transicion (Hz)');
ylabel('Orden del filtro');
disp('Pulse una tecla para continuar ...')
pause
clear n;
La Fig. 6.66 muestra la dependencia del orden del ltro con la anchura de la banda
de transicion
% Variacion del orden del filtro al variar el rizado en la banda pasante
RP=1:0.5:5; %Rizado en la banda pasante en DB
RS=60 %Rizado en la banda atenuada en DB sin signo
F1=200; %Inicio de la banda de transicion
W=[1 0]; %Valores ideales del filtro
aa=10.^(RP/20);
r1=(aa-1)./(aa+1);%Rizado en la banda pasante en escala lineal
r2=10^(-RS/20); %Rizado en la banda atenuada en escala lineal
F2=220 ; %Fin de la banda de transicion
for i=1:length(RP)
[n(i),fo,mo,w] = remezord( [F1 F2], W, [r1(i) r2], fm );
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Figura 6.66: Efecto de la anchura de la banda de transicion en el orden de un ltro FIR de rizado
constante.
end
plot(RP,n,'k*',RP,n,'k')
grid
xlabel('Rizado de la banda pasante (dB)');
ylabel('Orden del filtro');
disp('Pulse una tecla para continuar ...')
pause
clear n;
La Fig. 6.67 muestra la dependencia del orden del ltro con el rizado en la banda
pasante.
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Figura 6.67: Efecto del rizado en la banda pasante en el orden de un ltro FIR de rizado constante.
% Variacion del orden del filtro al variar el rizado en la banda pasante
RP=3; %Rizado en la banda pasante en DB
RS=20:5:100 %Rizado en la banda atenuada en DB sin signo
F1=200; %Inicio de la banda de transicion
W=[1 0]; %Valores ideales del filtro
aa=10^(RP/20);
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r1=(aa-1)/(aa+1); %Rizado en la banda pasante en escala lineal
r2=10.^(-RS/20); %Rizado en la banda atenuada en escala lineal
F2=220 ; %Fin de la banda de transicion
for i=1:length(RS)
[n(i),fo,mo,w] = remezord( [F1 F2], W, [r1 r2(i)], fm );
end
plot(RS,n,'k*',RS,n,'k')
grid
xlabel('Rizado de la banda atenuada (dB)');
ylabel('Orden del filtro');
clear n;
La Fig. 6.68 muestra la dependencia del orden del ltro con el rizado en la banda
atenuada.
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Figura 6.68: Efecto del rizado en la banda atenuada en el orden de un ltro FIR de rizado constante.
Una vez obtenido el orden dise~nar el ltro es simplemente llamar a la funcion remez
con los parametros devueltos por remezord. As, a modo de ejemplo, el ultimo ltro
del que hemos estimado el orden (F
c
=200Hz, Rizado en banda pasante Rp=3dB,
anchura de la banda de transicion BT=20 Hz y Atenuacion en banda no pasante
Rs=100dB) se dise~nara como:
b = remez(n(i),fo,mo,w);
La respuesta en frecuencia del ltro dise~nado se muestra en la Fig. 6.69. En esta ultima
graca se observa claramente que se cumplen las especicaciones y como aparece un
rizado en ambas bandas, tal como se especica en el dise~no. Destacar tambien que la
respuesta en fase es lineal, como deseamos.
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Figura 6.69: Respuesta en frecuencia en modulo y fase de un ltro FIR dise~nado por el metodo de la
aproximacion de Tchebyshev (Metodo de Parks Mclellan).
6.4.2. Estudio de las propiedades de los ltros IIR
1. Considerese la siguiente ecuacion en diferencias correspondiente a un ltro digital.
y(n) = y(n  1) +
1
4
x(n  4) +
1
4
x(n)
Dibujar el diagrama de polos y ceros, y estudia su respuesta en frecuencia (modulo
y fase) as como la respuesta impulsional. >Se trata de un ltro FIR o IIR?
Es este primer apartado vamos a poner de maniesto que una ecuacion en diferen-
cias recursiva no necesariamente esta ligada con un sistema de respuesta impulsional
innita.
Si tomamos transformadas Z en ambos miembros de la ecuacion obtenemos que la
funcion de transferencia del sistema es:
H(z) =
1  z
 4
1  z
 1
(6.316)
b=[1/4 0 0 0 -1/4];
a=[1 -1];
%Para dibujar el diagrama de polos y ceros hemos
% de introducir los coeficientes en potencias de Z
NUM=[1/4 0 0 0 -1/4]
DEN=[1 -1 0 0 0];
zplane(NUM,DEN)
disp('Pulse una tecla para continuar ...')
xlabel('Parte Real')
ylabel('Parte Imaginaria')
pause
resfre_mo(b,a,'l')
pause
resfre_fa(b,a)
disp('Pulse una tecla para continuar ...')
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pause
impz(b,a)
xlabel('n')
ylabel('h(n)')
disp('Pulse una tecla para continuar ...')
pause
disp('Se trata de un filtro FIR implementado de forma recursiva')
En la Fig. 6.70 mostramos el diagrama de polos y ceros, la respuesta en frecuencia
en modulo y fase y la respuesta impulsional del sistema considerado. Observamos
que existe una cancelacion polo{cero en z = 1, por lo que el sistema no tiene polos
distintos de los triviales (en el origen). Se tratara, por tanto, de un sistema FIR. En
la respuesta impulsional se pone de maniesto claramente que es un sistema FIR ya
que esta unicamente tiene cuatro terminos.
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Figura 6.70: (a) Diagrama de polos y ceros del ltro. (b) Respuesta en frecuencia modulo y (c) fase del
ltro. (d) Respuesta impulsional del ltro.
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2. Dise~ne ltros digitales a partir de los prototipos analogicos utilizando el metodo
del impulso invariante (impinvar). Las caractersticas de los ltros seran: F
m
=1000
Hz, F
c
=200Hz, Rp=2 dB (valor maximo), Rs=40 dB (valor mnimo). Banda de
transicion=100 Hz.
Los prototipos analogicos utilizados seran butterworth (buttap), Tchebyshev tipo I
y II (cheb1ap, cheb2ap) y elpticos (ellipap). Para estimar el orden del ltro en
cada caso se emplearan las funciones buttord, cheb1ord, cheb2ord y ellipord.
Obtener la respuesta en frecuencia y el diagrama de polos y ceros de estos ltros
y comparar los resultados con los que se obtienen directamente con las funcio-
nes butter, cheby1, cheby2 y ellip que dise~nan a partir de los prototipos
analogicos pero empleando el metodo de la transformacion bilineal.
Determinar la anchura de las bandas de transicion en cada uno de estos ultimos
ltros dise~nados con la transformacion bilineal.
Ver como se modica el orden del ltro al variar valores de Rp y Rs.
El procedimiento a seguir es el mismo independientemente del tipo de ltro que se
trate. Como vamos a utilizar la transformacion del impulso invariante no es necesario
hacer un \prewarping" de las frecuencias, y el ltro analogico se dise~nara para la mis-
ma frecuencia de corte que el ltro digital. Para mostrar el procedimiento al completo,
vamos a dise~nar tambien los ltros digitales por medio de la transformacion bilineal,
de esta forma, posteriormente vericaremos que los resultado obtenidos coinciden con
los proporcionados directamente con las funciones butter, cheby1, cheby2, etc. que
realizan el dise~no a partir de prototipos analogicos utilizando la transformacion bi-
lineal. Los pasos seguidos se indican detalladamente entre las lneas de codigo del
siguiente programa:
%Vamos a realizar el estudio para un filtro de Butterworth, para el resto se
%procede de forma analoga
fm=1000; %Frecuencia de muestreo
fc1=200; %Frecuncia de corte 1
Rp=2; %Rizado en la banda pasante en dB
Rs=40 %Rizado en la banda atenuada en dB
fc2=300 %Fc+anchura de la banda de transicion
En primer lugar estimamos el orden del ltro analogico para que se cumplan las
especicaciones
Wp=2*pi*fc1;
Ws=2*pi*fc2;
Estas son las frecuencias analogicas que necesitamos si empleamos la transformacion
del impulso invariante. Si utilizamos transformacion bilineal hemos de aplicar \prewar-
ping". Ahora estimamos el orden del ltro analogico que verica las especicaciones
de dise~no
[n,Wn]=buttord(Wp,Ws,Rp,Rs,'s')
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Conocido el orden del ltro analogico lo dise~namos con buttap. Este ltro tiene una
frecuencia de corte normalizada igual a 1. Esta funcion nos devuelve los ceros, polos
y la ganancia del ltro.
[Z,P,K] = buttap(n);
Podemos obtener la funcion de transferencia del ltro a partir de los polos y ceros
mediante la funcion zp2tf. El siguiente paso es transformar el ltro pasa baja con
frecuencia de corte normalizada a un ltro con la frecuencia de corte deseada. Para
ello utiizamos una de las funciones de transformacion en frecuencia analogicas, en este
caso hacemos una transformacion pasa{baja pasa{baja con lp2lp.
[NUM,DEN]=zp2tf(Z,P,K);
[NUMT,DENT] = lp2lp(NUM,DEN,Wp);
%Ahora realizamos la transformacion a digital por el metodo del impulso invariante
[BZ,AZ] = impinvar(NUMT,DENT,fm);
Aunque el problema no lo solicita, veamos como se hubiese realizado este procedimien-
to con la transformacion bilineal. En primer lugar hubiesemos obtenido las frecuencia
analogicas correspondientes, para dise~nar el ltro mediante \prewarping". Posterior-
mente dise~namos el ltro de forma analoga a la anterior, realizamos la transformacion
en frecuencia pasa{baja pasa{baja, para que la frecuencia de corte sea la determina-
da por el \prewarping", y nalmente hacemos la transformacion a digital mediante la
transformacion bilineal. Las siguientes lneas de codigo realizan esta tarea
Wpa=tan(Wp/(2*fm))*2*fm;
Wsa=tan(Ws/(2*fm))*2*fm;
[n,Wn]=buttord(Wpa,Wsa,Rp,Rs,'s') %Las frecuencia analogicas en rad/s
[Z,P,K] = buttap(n)
[NUM,DEN]=zp2tf(Z,P,K);
[NUMT,DENT] = lp2lp(NUM,DEN,Wpa);
[NUMd,DENd] = bilinear(NUMT,DENT,fm);
La transformacion bilineal es el procedimiento habitual para el dise~no de un ltro di-
gital IIR a partir de prototipos analogicos, por esta razon Matlab dispone de funciones
que realizan esta tarea. Podramos haber dise~nado este ltro directamente mediante
las instrucciones siguientes. En la primera se determina el orden del ltro digital y en
la segunda se realiza el dise~no del ltro digital mediante la transformacion bilineal.
Es posible especicar ltros que no sean pasa-baja directamente, sin necesidad de
realizar ningun tipo de transformacion posterior.
Los resultados obtenidos para B y A coinciden con NUMd, DENd, que habamos calculado
anteriormente realizando todo el proceso.
[n,Wn]=buttord(2*fc1/fm,2*fc2/fm,Rp,Rs)
[B,A] = butter(n,Wn);
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Figura 6.71: Filtro digital de Butterworth dise~nado por el metodo del impulso invariante.
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Figura 6.72: Filtro digital de Butterworth dise~nado por el metodo de la transformacion bilineal.
En las Figs. 6.71 y 6.72 mostramos la respuesta en frecuencia modulo y fase del ltro
dise~nado por el metodo del impulso invariante y mediante la transformacion bilineal.
El diagrama de polos y ceros se muestra en la Fig. 6.73. Aunque hemos hecho un ajuste
de la escala para ver la localizacion de los polos, los ceros se encuentran distribuidos de
forma muy diferente en la transformacion bilineal que utilizando el impulso invariante.
El agrupamiento de ceros es mayor con la transformacion bilineal. Con el impulso
invariante la dispersion es mucho mayor.
Podemos repetir el mismo procedimiento cambiando las funciones relacionadas con los
ltros de Butterworth con las correspondientes a los ltros de Tchebyshev y elpticos.
Se deja como ejercicio al lector realizar esta tarea.
Para poner de maniesto la diferencia existente entre estos ltros vamos a mostrar
como se modican los ordenes de los mismos cuando se dise~nan ltros digitales por el
metodo de la tranformacion bilineal modicando alguno de los parametros de dise~no
como son el rizado en la banda pasante, y la atenuacion. El codigo utilizado es el
siguiente:
Rs=40; %Fijamos la atenuacion a 40 dB
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Figura 6.73: Diagrama de polos y ceros del ltro de Butterworth dise~nado mediante la transformacion
bilineal y el impulso invariante.
Rp=0.1:0.1:4; %Variamos el rizado en banda pasante
for(i=1:length(Rp))
[Nb(i),Wn]=buttord(2*fc1/fm,2*fc2/fm,Rp(i),Rs);
[Nc1(i),Wn]=cheb1ord(2*fc1/fm,2*fc2/fm,Rp(i),Rs);
[Nc2(i),Wn]=cheb2ord(2*fc1/fm,2*fc2/fm,Rp(i),Rs);
[Ne(i),Wn]=ellipord(2*fc1/fm,2*fc2/fm,Rp(i),Rs);
end
plot(Rp,Nb,'k-',Rp,Nc1,'k:',Rp,Nc2,'k.-',Rp,Ne,'k--')
legend('Butterworth','Chebyshev I','Chebyshev II','Elptico')
xlabel('Rizado en la banda pasante (dB)')
ylabel('Orden del filtro')
title('Variacion del orden del filtro al variar el rizado en la banda pasante Rs=40')
disp('Pulse una tecla para continuar ...')
pause
clf
clear Nb,Nc1,Nc2,Ne;
Rp=2;
Rs=10:1:100
for(i=1:length(Rs))
[Nb(i),Wn]=buttord(2*fc1/fm,2*fc2/fm,Rp,Rs(i));
[Nc1(i),Wn]=cheb1ord(2*fc1/fm,2*fc2/fm,Rp,Rs(i));
[Nc2(i),Wn]=cheb2ord(2*fc1/fm,2*fc2/fm,Rp,Rs(i));
[Ne(i),Wn]=ellipord(2*fc1/fm,2*fc2/fm,Rp,Rs(i));
end
plot(Rs,Nb,'k-',Rs,Nc1,'k:',Rs,Nc2,'k.-',Rs,Ne,'k--')
legend('Butterworth','Chebyshev I','Chebyshev II','Elptico')
xlabel('Rizado en la banda atenuada (dB)')
ylabel('Orden del filtro')
title('Variacion del orden del filtro al variar la atenuacion Rp=2dB')
Las gracas obtenidas se muestran en las Figs. 6.74 y 6.75. Observamos como a
partir de unas especicaciones dadas, son los ltros elpticos los que proporcionan un
orden menor, a costa de permitir rizados en ambas bandas. Los ltros de Butterworth
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proporcionan el mayor orden si bien la banda pasante es maximamente plana. Tambien
podemos obtener un comportamiento plano en la banda pasante con los ltros de
Tchebyshev de tipo II, si bien la cada en la banda no pasante no es monotona como
ocurre con los de Butterworth.
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Figura 6.74: Modicacion del orden de varios ltros IIR dise~nados mediante la transformacion bilineal al
variar la atenuacion.
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Figura 6.75: Modicacion del orden de varios ltros IIR dise~nados mediante la transformacion bilineal al
variar el rizado en la banda pasante.
3. Compare los ordenes obtenidos para ltros FIR e IIR de las mismas caractersticas
(frecuencia de corte, atenuacion, anchura de la banda de transicion, etc. Ej: Filtro
pasa Baja Fc=200Hz, BT=100Hz, Rp=1dB, Rs=60 dB Frecuencia de muestreo
1000Hz.)
El siguiente codigo permite obtener dise~nar los diversos ltros:
%Comparacion de ordenes IIR y FIR
fm=1000; %Frecuencia de muestreo
Rp=1; %Rizado en la banda pasante en DB
Rs=60 %Rizado en la banda atenuada en DB sin signo
F1=200; %Inicio de la banda de transicion
W=[1 0]; %Valores ideales del filtro
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a=10^(Rp/20); %Rizado en la banda pasante en escala lineal
r1=(a-1)/(a+1);
r2=10^(-Rs/20); %Rizado en la banda atenuada en escala lineal
rizado=[r1/2 r2];
F2=300; %Fin de la banda de transicion
[n,fo,mo,w] = remezord( [F1 F2], W, rizado, fm )
b = remez(n,fo,mo,w);
[h,w]=freqz(b,1);
[nb,w]=buttord(F1*2/fm,F2*2/fm,Rp,Rs);
[b1,a1]=butter(nb,w);
[h1,w]=freqz(b1,a1);
[nc1,w]=cheb1ord(F1*2/fm,F2*2/fm,Rp,Rs);
[b2,a2]=cheby1(nc1,Rp,w);
[h2,w]=freqz(b2,a2);
[nc2,w]=cheb2ord(F1*2/fm,F2*2/fm,Rp,Rs);
[b3,a3]=cheby2(nc2,Rs,w);
[h3,w]=freqz(b3,a3);
[ne,w]=ellipord(F1*2/fm,F2*2/fm,Rp,Rs);
[b4,a4]=ellip(ne,Rp,Rs,w);
[h4,w]=freqz(b4,a4);
figure
plot(w/pi,abs(h),'k-',w/pi,abs(h1),'k:',...
w/pi,abs(h2),'k.-',w/pi,abs(h3),'k--',w/pi,abs(h4),'k-')
legend('Equiripple','Butterworth','Chebyshev I','Chebyshev II','Elptico')
xlabel('\omega/\pi')
ylabel('|H(\omega)|')
figure
plot(w/pi,angle(h),'k-',w/pi,angle(h1),...
'k:',w/pi,angle(h2),'k.-',w/pi,angle(h3),'k--',w/pi,angle(h4),'k-')
legend('Equiripple','Butterworth','Chebyshev I','Chebyshev II','Elptico')
xlabel('\omega/\pi')
ylabel('\Phi(\omega)(rad)')
Los ordenes obtenidos para los ltros han sido:
FIR de rizado constante: 21
Butterworth: 12
Tchebyshev: 7
Elptico: 5
Las respuestas en frecuencia de estos ltros se muestra en las Figs. 6.76 y 6.77.
Para que las gracas sean comparables, hemos reducido a la mitad el rizado en la
banda de paso para el ltro de rizado constante, ya que el rizado en los ltros de
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Figura 6.76: Respuesta en frecuencia en modulo de los ltros dise~nados.
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Figura 6.77: Respuesta en frecuencia en fase de los ltros dise~nados.
Tchebyshev y elptico oscila entre 1 y 1  Æ
1
a diferencia de los anteriores en los que
la variacion es entre 1 + Æ
1
y 1   Æ
1
. En la respuesta en fase se observa que, ademas
del ltro FIR cuya fase es lineal, es el ltro de Butterworth el que presenta mayor
linealidad en la banda pasante.
En cuanto a la respuesta en modulo, son los ltros elpticos los que presentan una
transicion mas abrupta y el ltro FIR el de transicion mas suave.
Captulo 7
Sistemas Adaptativos
7.1. Introduccion teorica
Los sistemas o ltros adaptativos son sistemas variante{temporales de forma que se adap-
tan a cambios en su entorno, optimizando su funcionamiento de acuerdo a una serie de algo-
ritmos conocidos como algoritmos adaptativos. La forma de determinar el comportamiento
optimo del ltro adaptativo es minimizando una funcion monotona creciente de la se~nal o
secuencia de error. Esta secuencia se dene como la diferencia entre una se~nal que se toma
como referencia, o se~nal deseada, y la salida del ltro adaptativo.
El esquema general de un sistema adaptativo sera el representado en la Fig. 7.1, donde
x(n) es la secuencia de entrada al sistema adaptativo e y(n) es la secuencia de salida que
sera comparada con la se~nal deseada d(n) para producir una se~nal de error e(n).

Esta
se emplea para ajustar los coecientes del sistema adaptativo mediante un determinado
algoritmo adaptativo. De este modo, la nalidad del algoritmo adaptativo es modicar los
parametros que denen el funcionamiento del sistema adaptativo de forma que la se~nal de
error sea mnima.
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Figura 7.1: Esquema de un sistema adaptativo.
Por lo comentado hasta ahora, los sistemas adaptativos seran variante-temporales y, por
tanto, no se podran utilizar ninguna de las transformadas vistas en este libro. En ese sentido,
los metodos de analisis discretos no sirven en estos sistemas salvo en casos muy puntuales.
A este inconveniente se une que las relaciones entrada{salida de este tipo de sistemas
pueden ser no lineales. Esto conlleva que los sistemas adaptativos necesitan procedimientos
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matematicos avanzados para su analisis.
7.1.1. Aplicaciones de los sistemas adaptativos
Los sistemas adaptativos se pueden utilizar en una serie de estructuras que se detallaran
a continuacion. En cada una de ellas se proporcionara una serie de aplicaciones de dicha
estructura. Es importante recalcar que, hasta el momento, no se ha comentado nada sobre
la estructura ni funcionamiento de estos sistemas. As pues todo lo que se va a comentar a
continuacion es general para todo tipo de sistema adaptativo (FIR, IIR, red neuronal, etc).
Estructura directa
El esquema de esta estructura es el que se detalla en la Fig. 7.2. A la hora de analizar
cualquier sistema adaptativo, el punto clave a tener en cuenta es que se intenta minimizar
el valor del error cuadratico medio o cualquier otra funcion monotona creciente del error.
En este caso, este objetivo se conseguira cuando la se~nal de salida del ltro adaptativo sea
igual a la se~nal de salida del sistema desconocido. Como los dos sistemas tienen la misma
entrada y presentan la mima salida tenemos identicado el sistema desconocido; la funcion
de transferencia del sistema desconocido es la del sistema adaptativo para dichas entradas.
Evidentemente la aplicacion mas inmediata es su uso en la identicacion de sistemas. En la
seccion de problemas resueltos con MATLAB se vera como se puede utilizar esta estructura
para dise~nar cualquier respuesta en frecuencia.
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Figura 7.2: Estructura directa de un sistema adaptativo.
Estructura inversa
El esquema de esta estructura es el que se detalla en la Fig. 7.3. Al igual que ocurra en
el caso anterior hay que centrarse en lo que persigue el sistema adaptativo: la minimizacion
del error cometido por dicho sistema. Esto ocurrira cuando la se~nal de salida del ltro
adaptativo y(n) sea igual a la se~nal deseada que, en esta estructura, es igual a x(n). El
objetivo del sistema adaptativo es \deshacer" lo que hace el sistema desconocido. En teora
de sistemas esta accion equivale a decir que el sistema adaptativo tiene como funcion de
transferencia la inversa del sistema desconocido. Una aplicacion tpica de esta estructura se
encuentra en la ecualizacion de canales.
En cualquier comunicacion se tiene un emisor, canal, receptor y, por supuesto, un mensaje.
El mensaje se vera distorsionado por el canal de transmision, y por tanto, el receptor
tendra que eliminar la actuacion del canal sobre dicho mensaje para obtener el mensaje
original. Las fuentes de distorsion de un canal de comunicaciones son varias: distorsion
de la se~nal, introduccion de ruido, atenuacion, interferencia entre smbolos (Inter-Symbol
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Interference, ISI), decaimiento, etc. Por tanto, en problemas de ecualizacion de canales
se trata de identicar la funcion de transferencia del canal y determinar un sistema cuya
funcion de transferencia sea la inversa de dicho canal. Por las caractersticas de muchos
canales de transmision esa funcion de transferencia cambia con el tiempo y, por tanto, se
necesita un sistema que se adapte a dichos cambios. Un sistema adaptativo es ideal en este
tipo de situaciones.
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Figura 7.3: Estructura inversa de un sistema adaptativo.
Predictor
Esta estructura se utiliza en modelos de prediccion y su esquema se presenta en la Fig.
7.4.
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Figura 7.4: Esquema de un sistema adaptativo usado como predictor.
La salida del ltro adaptativo utiliza las muestras anteriores de la se~nal x(n) para deter-
minar la salida y(n). Esto es,
y(n) = f(x(n  p); x(n  p  1); : : :): (7.1)
El objetivo del sistema adaptativo es hacer que y(n) = x(n) por lo que se tendra entonces:
x(n) = f(x(n  p); x(n  p  1); : : :): (7.2)
Si se piensa el signicado de la ultima expresion queda claro el funcionamiento de este
sistema. Se trata de realizar una prediccion del valor futuro, n
0
, de la se~nal, x(n
0
), en
funcion de las muestras anteriores de dicha se~nal, x(n) con n < n
0
.
Esta estructura tiene un uso directo en el dise~no de sistemas de control ya que si somos
capaces de predecir la magnitud a controlar, podremos modicarla (controlarla) para que
muestre una serie de caractersticas deseadas. Su utilizacion en el campo del control ha
sido tan amplia que se tiene una rama de esta area del conocimiento conocida como control
adaptativo y neuronal.
Cancelador activo de ruido
Los pasos a seguir a la hora de ltrar una se~nal contaminada con ruido aditivo son
siempre los mismos. La se~nal que se tiene a nivel temporal, que es la suma de la se~nal que
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se quiere obtener y el ruido que la interere, se transforma de dominio. Se abandona el
terreno temporal y se traslada la informacion a otro dominio, por ejemplo el frecuencial.
En dicho dominio la se~nal y el ruido estan separados y se puede aplicar un ltro quedando
el ruido eliminado. Finalmente se vuelve al terreno temporal donde ahora solo se tiene la
se~nal de interes. Todo este proceso queda reejado en la Fig. 7.5. Este diagrama tiene un
problema facilmente reconocible: >que ocurre si el contenido espectral del ruido y de la
se~nal que se quiere obtener estan solapados? En este caso la aplicacion de ltros selectivos
en frecuencia para eliminar el ruido no son aplicables.
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Figura 7.5: Esquema de un ltrado selectivo en frecuencia.
Una de las alternativas para ser utilizadas en este caso es el cancelador activo de ruido
(ANC)
1
cuyo esquema se muestra en la Fig. 7.6. Aqu s(n) es la se~nal que se quiere obtener
(deseada), r
0
es el ruido que afecta a dicha se~nal y r
1
es un ruido correlacionado con el
anterior.
De esta forma, el error cuadratico en el instante n cometido por el sistema adaptativo
sera,
e
2
(n) = (d(n)   y(n))
2
= (s(n) + r
0
(n)  f(r
1
(n)))
2
; (7.3)
donde f(r
1
(n)) es la salida del ltro adaptativo. Dada la nula correlacion entre s(n) y
r
1
(n), se puede decir que el sistema modela la se~nal de ruido r
0
(n) una vez minimizado
este error cuadratico. En este caso, la se~nal de error es s(n) que es, justamente, la se~nal
que se quiere obtener. Resulta importante destacar que no se habla en ningun momento de
1
N. de AA. En funcion de campo de aplicacion de este tipo de estructuras, se denominan canceladores
activos de ruido o bien canceladores adaptativos de ruido. En el presente texto hemos preferido emplear la
primera forma.
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Figura 7.6: Esquema basico de un cancelador activo de ruido.
transformaciones en frecuencia y que el punto clave es la correlacion entre fuentes de ruido
as como la estimacion de que no existe relacion entre la se~nal de ruido y la se~nal que se
quiere obtener.
7.1.2. Algoritmos adaptativos. Algoritmo LMS
Entre los algoritmos adaptativos mas extendidos se encuentra la familia de mnimos cua-
drados, LMS (\Least Mean Square"). Estos algoritmos se obtienen usando la regla delta
para la minimizacion iterativa de funciones. El funcionamiento de esta regla es muy intui-
tivo; se parte de unos valores de los parametros de la funcion (en principio aleatorios) y, a
partir de dichos valores, los parametros del sistema se acercan a los optimos correspondien-
tes al mnimo de la funcion. El problema consiste, logicamente, en determinar la direccion
de dicho mnimo. Para ello se echa mano de calculo vectorial, donde la direccion del mnimo
coincide con la opuesta del gradiente de la funcion. La razon estriba en que la direccion del
gradiente apunta al maximo de la funcion. Segun todo lo dicho, la regla delta para el ajuste
de los parametros del ltro a vendra dada por la expresion
a
n+1
= a
n
  
@J
@a
n
; (7.4)
donde J es la funcion que dene el comportamiento del sistema adaptativo (normalmente
se considera el error cuadratico medio),  es un numero real positivo, conocido como cons-
tante de adaptacion, que controla el incremento de los parametros a
n
en cada iteracion del
ajuste n. Logicamente, si la constante  es alta, el incremento sera alto y la velocidad de
convergencia del sistema adaptativo hacia el sistema optimo aumentara. El problema radica
en que un aumento en el valor de la constante de adaptacion puede conllevar que el sistema
se vuelva inestable. Este descenso por gradiente queda reejado de forma esquematica en
la Fig. 7.7.
En el caso de la familia de algoritmos adaptativos LMS la funcion a minimizar es el error
instantaneo al cuadrado, es decir:
J = e
2
(n); (7.5)
donde e(n) es el error cometido en el instante n y se dene como la diferencia entre la se~nal
deseada, d(n), y la salida del ltro adaptativo en el instante n, y(n), es decir:
J = (d(n)   y(n))
2
: (7.6)
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Figura 7.7: Esquema del descenso por gradiente sobre la supercie de la funcion de error o coste en
funcion de los parametros.
A continuacion se obtendran las ecuaciones de actualizacion de un ltro adaptativo de
tipo FIR (\Finite Impulse Response"). Las razones se deben a su sencillez y a que otros
tipos de ltro (IIR, Volterra, etc.) quedan fuera del planteamiento del presente texto. La
salida del ltro adaptativo se determina convolucionando la respuesta impulsional del ltro
adaptativo con la entrada:
y(n) =
L 1
X
k=0
w
n
(k)x(n  k) (7.7)
Siendo w
n
(k) el coeciente k de la respuesta impulsional en el instante n y x(n) la entrada
en dicho instante. Para mayor sencillez en las ecuaciones que se van a determinar se denen
los vectores de pesos y entradas de la siguiente forma:
w
n
= [w
n
(0); w
n
(1); : : : ; w
n
(L  1)]
T
;x
n
= [x(0); x(1); : : : ; x(L  1)]
T
: (7.8)
donde el superndice T indica trasposicion. De esta forma la salida del ltro queda denida
como
y(n) = w
T
n
 x
n
: (7.9)
La funcion de coste desarrollada sera
J = Efe
2
(n)g = E
(
(d(n) w
T
n
 x
n
)
2
g = Ef(d(n)  
L 1
X
k=0
w
n
(k)x(n  k))
2
)
(7.10)
Para la actualizacion de los parametros hay que aplicar la regla delta denida en este caso
particular como
w
n+1
= w
n
  
@J
@w
n
: (7.11)
Tenemos que determinar en primer lugar el termino de gradiente que aparece en la ultima
expresion
@J
@w
n
(k)
=
@Efe
2
(n)g
@w
n
= 2e(n)
@e(n)
@w
n
(7.12)
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Teniendo en cuenta que
@e(n)
@w
n
=
@Efd(n)  
P
L 1
s=0
w
n
(s)x(n  s)g
@w
n
(k)
=  x(n  k) (7.13)
se llega a
@J
@w
n
=
@Efe
2
(n)g
@w
n
(k)
=  2e(n)x(n  k): (7.14)
Sustituyendo ahora en la expresion que dene la regla delta, se tiene la regla de actualizacion
de los coecientes del ltro adaptativo regido por el LMS:
w
n+1
(k) = w
n
(k) + 2e(n)x(n  k); 0  k  L  1: (7.15)
Utilizando notacion vectorial se llega a:
w
n+1
= w
n
+ 2e(n)x
n
(7.16)
As pues, un ltro adaptativo de tipo FIR basado en el LMS tendra la siguientes etapas en
su funcionamiento:
1. Inicializacion de los coecientes del ltro adaptativo.
2. Determinacion de la salida del ltro:
y(n) = w
T
n
 x
n
3. Determinacion del error del sistema:
e(n) = d(n)  y(n)
4. Actualizacion de los coecientes del ltro
w
n+1
= w
n
+ e(n)x
n
Donde se ha englobado el parametro 2 en el parametro . Destacar que el procedimiento
desarrollado, regla delta, es totalmente general de forma que se puede utilizar en cualquier
estructura donde se dena un ndice de funcionamiento del sistema. De este modo, la
ecuacion de actualizacion de los parametros de dicha estructura se convierte en un ejercicio
de derivadas parciales.
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7.2. Problemas resueltos
1. Demuestre, usando el desarrollo en serie de Taylor de e
2
(n+1) que el algorimo LMS
normalizado denido como
w
n+1
= w
n
+ 
e(n)
jjx
n
jj
2
es el optimo para minimizar la funcion de error J = e
2
(n).
Resolucion:
Se sabe que en el algoritmo LMS se tienen las siguientes ecuaciones
y(n) =
L 1
X
k=0
w
n
(k)x(n  k) (7.17)
e(n) = d(n)  y(n) (7.18)
w
n+1
(k) = w
n
(k) + e(n)x(n  k) (7.19)
donde y(n) es la salida del ltro adaptativo, d(n) es la se~nal deseada, w
n
(k) son los
coecientes del ltro adaptativo en el instante n y x(n) es la se~nal de entrada al ltro.
Para mayor facilidad en la demostracion, se trabajara con vectores; as se denen los
vectores de pesos y la entrada como, respectivamente
w
n
= [w
n
(0); w
n
(1); : : : ; w
n
(L  1)]
T
(7.20)
x
n
= [x(n); : : : ; x(n  L+ 1)]
T
: (7.21)
donde el superndice T indica trasposicion. De acuerdo con esto, se tendra:
y(n) = w
T
n
 x
n
(7.22)
e(n) = d(n)  y(n) (7.23)
w
n+1
= w
n
+ e(n)  x
n
(7.24)
donde () indica el producto escalar entre vectores.
Desarrollando e(n+ 1) en series de Taylor, llegamos a:
e(n+ 1) ' e(n) +
@e(n)
@w
n
w
n
+
@e
2
(n)
@w
2
n
(w
n
)
2
+ : : : (7.25)
A partir de las ecuaciones (7.22) y (7.23) se puede inferir
@e(n)
@w
n
=  x
T
n
; (7.26)
y a partir de la ecuacion (7.24) llegamos a
w
n
= e(n)x
n
: (7.27)
Si  es muy peque~na, se puede hacer la aproximacion de considerar solo el termino
de la primera derivada en el desarrollo en serie de Taylor, llegando entonces a
e(n+ 1) ' e(n)  x
T
n
e(n)x
n
= e(n)(1   jjx
n
jj
2
): (7.28)
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Elevando al cuadrado para su inclusion en la formula de la regla delta, se obtiene
e
2
(n+ 1) = e
2
(n)[1  jjx
n
jj
2
]
2
: (7.29)
Derivando parcialmente esta expresion respecto de , e igualando a 0, se llega al 
optimo (
0
) que minimiza e
2
(n+ 1):
@e
2
(n+ 1)
@
=  2e
2
(n)[1  jjx
n
jj
2
]  jjx
n
jj
2
= 0 =) 
0
=
1
jjx
n
jj
2
: (7.30)
Esta conclusion la podramos haber derivado de la ecuacion (7.28) ya que e
2
(n+1)  0
y vale cero cuando  =
1
jjx
n
jj
2
. F F
2. Una Funcion de Base Radial, Radial Basis Function (RBF), es una red neuronal que
tiene la estructura mostrada en la Fig. 7.8, donde cada una de las neuronas de la
capa oculta realiza la operacion
y
k
= e
 
jjx
n
 c
k
jj
2
2
2
k
;
siendo x
n
el vector de entrada en el instante n, c
k
el vector de centros y 
2
k
la varianza
asignada a cada centro. La salida de la RBF se calcula como una combinacion lineal
de las salidas de la capa oculta, es decir
o(n) =
N
X
k=1
w
n
(k)y
k
;
siendo w
n
(k) el peso k de la red en el instante n. Se pide determinar, usando la regla
delta, las expresiones de actualizacion de los pesos, centros y varianzas de esta red
neuronal.
Resolucion:
La regla delta tiene como mision la obtencion del mnimo de una funcion aplicando
un procedimiento iterativo. La funcion a minimizar en nuestro caso sera
J = e
2
(n) = (d(n)  o(n))
2
(7.31)
donde e(n) es el error cometido por la red en el instante n. La regla delta plantea la
siguiente actualizacion de un parametro :

n+1
= 
n
  
@J
@
n
(7.32)
siendo  un coeciente real conocido como constante de adaptacion. Esta regla se
usara para determinar la actualizacion de los parametros de la red, en este caso
pesos, centros y varianzas.
Ajuste de los pesos w
n
. En la RBF se tienen las siguientes ecuaciones
y
s
= e
 
jjx
n
 c
s
jj
2
2
2
s
(7.33)
o(n) =
N
X
s=1
w
n
(s)y
s
(7.34)
J = e
2
(n) = (d(n)  o(n))
2
(7.35)
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Figura 7.8: Esquema de una Funcion de Base Radial (RBF) compuesta por una capa de entrada que
recibe las se~nales que propaga a traves de una capa oculta formada por un conjunto de nodos o neuronas
con funcion de activacion Gaussiana y cuyo procesado propaga al nodo de salida.
Aplicando la regla delta para los pesos, se tendra:
w
n+1
(s) = w
n
(s)  
@J
@w
n
(s)
=  2e(n)y
s
(7.36)
con lo que
w
n+1
(s) = w
n
(s) + 2e(n)y
s
(7.37)
Esta ecuacion es equivalente al algoritmo LMS de actualizacion de pesos en un
ltro adaptativo.
Ajuste de los centros c
n
. Si se plantea la actualizacion para los centros, se
tiene:
c
n+1
k
= c
n
k
  
@J
@c
n
k
: (7.38)
Si ahora se aplica la regla de la cadena para derivar
@J
@c
n
k
,
@J
@c
n
k
=
@J
@o(n)
@o(n)
@y
k
@y
k
@c
n
k
; (7.39)
y deniendo
u
s
=
jjx
n
  c
s
jj
2
2
2
s
; (7.40)
se tendra
y
k
= e
 u
k
: (7.41)
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Ahora se puede volver a aplicar la regla de la cadena sobre la derivada parcial
siguiente:
@y
k
@c
n
k
=
@y
k
@ u
k
@u
k
@c
n
k
; (7.42)
donde a partir de las Ecs. (7.35), (7.34), (7.41) y (7.40) se obtiene, respectiva-
mente:
@J
@o(n)
=  2e(n) (7.43)
@o(n)
@y
k
= w
n
(k) (7.44)
@y
k
@u
k
= e
 u
k
 1 =  y
k
(7.45)
@u
k
@c
k
=
x  c
k

2
k
 ( 1) (7.46)
Utilizando todas estas derivadas, se puede escribir:
c
n+1
k
= c
n
k
+   e(n)  w
n
(k)  y
k


x  c
k

2
k

; (7.47)
donde se han englobado todos los factores constantes en el parametro .
Actualizacion de las varianzas (
2
k
)
n
. Aplicando la regla delta de nuevo para
obtener la actualizacion de las varianzas se tiene:
(
2
k
)
n+1
= (
2
k
)
n
  
@J
@(
2
k
)
n
: (7.48)
Para la obtencion de la derivada que aparece en la ultima ecuacion habra que
hacer las mismas derivadas que aparecen en las ecuaciones (7.39) y (7.42), cam-
biando la ultima por
@u
k
@(
2
k
)
n
. Se tendra entonces que
(
2
k
)
n
=
@J
@o(n)
@o(n)
@y
k
@y
k
@u
k
@u
k
@(
2
k
)
n
: (7.49)
Calculando la ultima derivada a partir de (7.40), se tiene que
@u
k
@(
2
k
)
n
=  
jjx
n
  c
k
jj
2
2((
2
k
)
n
)
2
: (7.50)
Se llega entonces a la siguiente actualizacion de las varianzas de los centros:
(
2
k
)
n+1
= (
2
k
)
n
+ ^e(n)  w
n
(k)  y
k

x  c
k
((
2
k
)
n
)
2
; (7.51)
donde en ^ se han englobado, de nuevo, todas las constantes.
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3. Dado el sistema adaptativo de la Fig. 7.9, con un solo peso y regido por el algoritmo
LMS, se pide:
a) La funcion de transferenciaH(z) =
E(z)
Y (z)
, >que respuesta en frecuencia presenta?
b) Realizar lo mismo para H(z) =
E(z)
D(z)
.
c) Si d(n) es una constante de valor k, >que estimacion hace el sistema adaptativo
de la se~nal deseada?
d) Si la constante de adaptacion vara en cada instante segun la siguiente expresion
 =
1
n+1
, determine el signicado del peso del sistema adaptativo.
Resolucion:
# 
$%  !
	&" 
	
	
	
Figura 7.9: Esquema del sistema planteado en el ejercicio 3. La se~nal de error e(n) se emplea para ajustar
los pesos del sistema adaptativo.
a) El sistema adaptativo planteado es uno de los pocos donde se pueden aplicar
Transformadas Z. Ademas, la interpretacion del sistema adaptativo es sencilla
pudiendo intuir el comportamiento de dicho sistema. En efecto, del esquema
mostrado en la Fig. 7.9 se observa que la salida del sistema adaptativo, como
mucho, modelizara (o intentara modelizar) el valor medio de la se~nal deseada. Si
se piensa en terminos de descomposicion de Fourier esta conclusion es inmediata.
Seguidamente se determinara la funcion de transferencia H(z) =
E(z)
Y (z)
. Se tienen
las siguientes ecuaciones para nuestro caso particular (un solo peso y entrada
constante de valor 1):
y(n) = w(n) (7.52)
e(n) = d(n)  y(n) = d(n)  w(n) (7.53)
Si se aplica la ecuacion (7.53) sobre la actualizacion de los pesos,
w(n+ 1) = w(n) + e(n)x(n) (7.54)
se obtiene
w(n+ 1) = w(n) + (d(n)   w(n)) = w(n)(1   ) + d(n) (7.55)
ya que x(n) = 1. La ecuacion de actualizacion de pesos es lineal e invariante
temporal, por lo que se pueden aplicar Transformadas Z, mas concretamente, la
propiedad del retardo temporal de estas, llegando a
W (z) = (1  )W (z)z
 1
+ z
 1
D(z); (7.56)
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que conduce a
W (z) =
z
 1
1  (1  )z
 1
D(z) (7.57)
A partir de la ecuacion (7.52) se tiene que Y (z) =W (z), mientras que a partir de
la ecuacion (7.53) se puede obtener E(z) = D(z) W (z). Por tanto H(z) =
E(z)
Y (z)
se calculara como,
H(z) =
D(z) W (z)
W (z)
=
D(z)
W (z)
  1 (7.58)
Usando la ecuacion (7.57), se obtiene
H(z) =
D(z)
W (z)
  1 =
1  (1  )z
 1
z
 1
  1 =
z   1

(7.59)
La funcion de transferencia presenta un cero en z = 1 por lo que elimina la
componente de continua; es decir, la se~nal de error e(n) = d(n)   y(n) no tiene
componente de continua. Por tanto, concluimos que el sistema adaptativo estima
la componente de continua de d(n) de tal forma que la se~nal de error no tiene
dicha componente.
b) Para determinar la funcion de transferencia H(z) =
E(z)
D(z)
se utiliza,
H(z) =
D(z) W (z)
D(z)
= 1 
W (z)
D(z)
=
= 1 
z
 1
1  (1  )z
 1
=
1  z
 1
1  (1  )z
 1
=
z   1
z   (1  )
(7.60)
Esta funcion de transferencia presenta un polo en 1    y un cero en z = 1. Si
 ' 0, entonces se tiene la disposicion de polos/ceros que se muestra en la Fig.
7.10. La respuesta en frecuencia de este sistema se muestra en la Fig. 7.11. La
frecuencia de corte f
c
del ltro depende del valor de la constante ; cuanto mas
cercano a 1 este su valor, menor sera f
c
.
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Figura 7.10: Disposicion del polo/cero del sistema adaptativo del ejercicio 3.
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Figura 7.11: Respuesta en frecuencia del sistema adaptativo del ejercicio 3.
Este sistema elimina la componente de continua de la se~nal dejando el resto
de componentes (en magnitud) inalteradas. Una aplicacion tpica de este siste-
ma se presenta en la parte practica con MATLAB de este captulo y se trata
de eliminar en un electrocardiograma las variaciones de la lnea basal. Este ti-
po de interferencia es debida a la respiracion del paciente que modula la se~nal
electrocardiograca.
c) Considerando d(n) = k se puede escribir, a partir de la Ec. (7.53),
e(n+ 1) = d(n+ 1)  y(n+ 1) = d(n+ 1)  w(n+ 1) (7.61)
Como d(n+1) = d(n) = k y a partir de las Ecs (7.53) y (7.55), se puede escribir:
e(n+ 1) = d(n)  [w(n) + (d(n)  w(n)
| {z }
e(n)
)] = [d(n)  w(n)][1   ] = e(n)[1  ](7.62)
y, por tanto,
e(n+ 1)
e(n)
= 1  : (7.63)
Iterando esta expresion se llega a e(k) = (1  )
k
e(0), que es una relacion inte-
resante pues proporciona informacion acerca de:
Estabilidad. El sistema sera estable si j1 j < 1 por lo que se debera cumplir
0 <  < 2.
Velocidad de convergencia. Conforme  este mas cerca a 1, mas rapidamente
tendera el error a 0.
d) Si se toma una dependencia temporal de la constante de adaptacion  de forma
que (n) = 1=(n+ 1), se tiene la siguiente ecuacion de actualizacion
w(n+ 1) = w(n) +
1
n+ 1
 (d(n)  w(n)); (7.64)
por lo que
(n+ 1)w(n+ 1) = nw(n) + d(n): (7.65)
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Si se aplica de forma iterativa esta expresion, se obtiene, inicializando el peso a
0,
(n+ 1)w(n+ 1) = nw(n) + d(n)
nw(n) = (n  1)w(n  1) + d(n  1)
(n  1)w(n   1) = (n  2)w(n  2) + d(n  2) (7.66)
.
.
.
2w(2) = w(1) + d(1)
w(1) = d(0):
Sumando todas las expresiones anteriores,
(n+ 1)w(n + 1) =
n
X
k=0
d(k) =) w(n+ 1) =
1
n+ 1
n
X
k=0
d(k) (7.67)
El peso w(n+ 1) es el valor medio de la se~nal d(n), por lo que de nuevo aparece
la estimacion de la componente de continua.
F
4. Un algoritmo muy extendido es el conocido como leaky-LMS, donde el objetivo es
minimizar la funcion de coste J = e
2
(n) +

2
jjw
n
jj
2
, siendo w
n
el vector de pesos en
el instante n. Determinar
a) La ecuacion de adaptacion de los pesos del ltro adaptativo. >Que papel juega
el parametro ?
b) Si se considera el mismo caso que en el problema anterior, esto es, un ltro con
un unico peso y entrada constante de valor 1, se pide determinar la funcion de
transferencia G(z) =
E(z)
D(z)
, donde E(z) es la TZ de la secuencia de error y D(z)
es la TZ de la secuencia deseada. >Que conclusiones se pueden sacar sobre su
comportamiento frecuencial?
Resolucion:
a) En un sistema adaptativo se tienen las siguientes ecuaciones
y(n) = w
T
n
 x
n
=
L 1
X
k=0
w
n
(k)  x(n  k); (7.68)
con w
T
n
= [w
n
(0); : : : ; w
n
(L  1)] y x
T
n
= [x(n); : : : ; x(n L+1)] donde T indica
la operacion de trasposicion. Las secuencias de error y de actualizacion de los
pesos vienen regidas por:
e(n) = d(n)  y(n) (7.69)
w
n
=  r
w
n
J: (7.70)
Ademas, en el enunciado del problema se proporciona la expresion de la funcion
de coste:
J = je
n
j
2
+

2
jjw
n
jj
2
= je
n
j
2
+

2
L 1
X
k=0
(w
n
(k))
2
: (7.71)
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Aplicando la regla delta a una determinada componente del vector w
n
se tiene,
w
n
(s) =  
@J
@w
n
(s)
=  

@e
2
(n)
@w
n
(s)
+

2
@
@w
n
(s)

P
L 1
k=0
(w
n
(k))
2


=  

2e(n)( 1)
@y(n)
@w
n
(s)
+

2
2w
n
(s)

(7.72)
Aplicando ahora la ecuacion (7.68) para determinar la derivada parcial que apa-
rece en la ultima ecuacion se llega a
w
n
(s) = 2e(n)x(n   s)  w
n
(s); (7.73)
que, expresandola en forma vectorial tiene la forma
w
n
= 2e(n)x
n
  w
n
: (7.74)
El parametro  controla el \decaimiento" de los pesos ya que en la expresion
anterior tenemos una realimentacion negativa que conduce a los pesos a anu-
larse. Otra forma de verlo consiste en jarse en la expresion de la funcion de
coste donde hay que minimizar la suma de e
2
(n)+

2
jjw
n
jj
2
. Aqu el parametro 
determinara la relacion entre los dos terminos de tal forma que, si  es peque~no,
se \intentara" minimizar mayoritariamente el error cuadratico y si es grande, se
\intentara" minimizar jjw
n
jj
2
, haciendo tender los coecientes del ltro adapta-
tivo a 0. Por tanto, este parametro establece un compromiso entre los errores
permitidos y el tam~nao de los coecientes.
b) En el problema anterior, se tena el esquema de la Fig. 7.9. Ahora se pide deter-
minar la funcion de transferencia G(z) =
E(z)
D(z)
cuando se usa la funcion de coste
denida en este problema. Para ello se consideran las ecuaciones siguientes del
sistema adaptativo:
y(n) = w(n)  x(n) = w(n) (7.75)
donde hemos tenido en cuenta que se tiene un solo peso y la entrada es constante
tomando un valor de 1.
e(n) = d(n)  y(n) = d(n)  w(n) (7.76)
w(n+ 1) = w(n) + e(n)x(n)  w(n) (7.77)
Reagrupando las expresiones anteriores se llega a
w(n+ 1) = w(n) + (d(n)   w(n))  w(n); (7.78)
con lo que
w(n+ 1) = d(n) + w(n)[1     ]: (7.79)
Si ahora se toma  = + = (1+), la ecuacion anterior se puede reescribir
como
w(n+ 1) = d(n) + w(n)(1  ): (7.80)
7.2 Problemas resueltos 441
La expresion de actualizacion de los pesos es muy parecida a la obtenida ante-
riormente ya que, tomando Transformadas Z, se obtiene
W (z) = D(z)z
 1
+W (z)z
 1
(1  ); (7.81)
de donde
W (z) =
D(z)z
 1
1  (1  )z
 1
=
D(z)z
 1
1  [1  (1 + )]z
 1
: (7.82)
Ahora estamos en disposicion de calcular G(z) de la siguiente forma:
G(z) =
E(z)
D(z)
=
D(z) W (z)
D(z)
= 1 
W (z)
D(z)
=
= 1 
z
 1
1  [1  (1 + )]z
 1
=
1 + (  1)z
 1
1  [1  (1 + )]z
 1
(7.83)
Ahora los polos y ceros se situan en
Ceros: z = 1  
Polos: z = 1  (1 + ) = 1    
tal como se muestra en la Fig. 7.12. La distancia relativa entre polo y cero no
cambia jz
polo
  z
cero
j = . Sin embargo, aparecen cambios en el funcionamiento;
como el cero ya no esta en la circunferencia de radio unidad ya no se elimi-
na la componente de continua como en el caso anterior. En cambio, se siguen
atenuando las bajas frecuencias.
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Figura 7.12: Diagrama de polos y ceros del ejercicio 4b).
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5. La regla de actualizacion de un ltro adaptativo usando la regla de Hebb (regla no
supervisada de aprendizaje) es
w
n
= x
n
 y(n);
siendo x
n
y w
n
los vectores de entradas y pesos respectivamente, e y(n) la salida
del ltro. Demuestre que la regla de Oja, la cual viene dada por
w
n
= x
n
 y(n)  w
n
 y
2
(n);
se puede obtener a partir de la anterior si, despues de la actualizacion, se divide por
la norma del vector.
Resolucion:
La regla de Hebb de actualizacion de los pesos queda como
w
n+1
= w
n
+   x
n
 y(n) (7.84)
Esta formula de actualizacion de pesos hace tender los pesos a innito ya que se
aprecia una realimentacion positiva para w
n
al aparecer de forma implcita w
n
e
en el termino y(n). Otra forma de ver esta inestabilidad es aplicando la regla delta.
La ecuacion (7.84) corresponde a la minimizacion de  
1
2
y
2
(n) aplicando dicha regla.
Evidentemente esta funcion no tiene mnimo o, mas bien, lo alcanza cuando w
n
tiende
a innito, de ah esa inestabilidad.
La Regla de Oja se planteo para resolver la inestabilidad de la regla de Hebb, de forma
que, si se divide cada vector por su norma, dicho vector tendra norma unidad y no
crecera en cada iteracion. Esto se puede expresar de la forma:
w
n+1
=
w
n
+   x
n
 y(n)
jjw
n
+   x
n
 y(n)jj
= (w
n
+   x
n
 y(n))  (jjw
n
+   x
n
 y(n)jj
2
)
 1=2
(7.85)
Hay que determinar cuanto vale el termino (jjw
n
+   x
n
 y(n)jj
2
)
 1=2
. Para ello
calculamos primero:
jjw
n
+   x
n
 y(n)jj
2
= (w
n
+   x
n
 y(n))
T
 (w
n
+   x
n
 y(n)) =
= jjw
n
jj
2
+ 2y(n)w
T
n
 x
n
+ 
2
y
2
(n)x
T
n
x
n
(7.86)
El primer valor vale 1 (norma del vector anterior). Ademas, como la constante de
adaptacion tomara un valor peque~no se puede despreciar el termino 
2
. Se tiene
entonces
jjw
n
+   x
n
 y(n)jj
2
' 1 + 2y(n)(w
T
n
x
n
); (7.87)
donde el termino entre parentesis es la salida del sistema y(n), por lo que se llega
nalmente a
jjw
n
+   x
n
 y(n)jj
2
' 1 + 2y
2
(n): (7.88)
Utilizando la aproximacion (1 + x)
N
' 1 +Nx con un valor de x muy peque~no,
(1 + 2y
2
(n))
 1=2
' 1 + 2y
2
(n)( 1=2) = 1  y
2
(n): (7.89)
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Utilizando las ecuaciones (7.85) y (7.89) la actualizacion de pesos sera:
w
n+1
= (w
n
+ x
n
y(n))(1  y
2
(n)) = w
n
+ x
n
y(n)  w
n
y
2
(n)  
2
x
n
y
2
(n)(7.90)
actualizacion que, despreciando el termino en 
2
conduce a la regla de Oja:
w
n
= x
n
 y(n)  w
n
 y
2
(n): (7.91)
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6. La variante normalizada del LMS obtenida anteriormente se puede obtener de otra
forma. Dado un cierto valor de entrada x
n
= [x(n); : : : ; x(n   L + 1)]
T
, donde el
superndice T indica trasposicion, y una se~nal deseada d(n), hay que determinar el
vector de pesos w
n
= [w
n
(0); : : : ; w
n
(l   1)]
T
, tal que se minimiza jjw
n+1
  w
n
jj
2
sujeto a las ligaduras x
T
n
w
n+1
= d(n). Demuestre que tal procedimiento es ecaz.
Resolucion:
Este es un problema de minimizacion de una funcion sujeta a una serie de ligadu-
ras o restricciones. Aparecen entonces los multiplicadores de Lagrange que tienen en
cuenta dichas ligaduras. La tecnica de los multiplicadores de Lagrange se emplea para
encontrar puntos estacionarios de una funcion de varias variables sujeta a una o varias
restricciones. Su uso deriva del calculo variacional y de la mecanica clasica. La funcion
a mimimizar sera entonces
J = jjw
n+1
 w
n
jj
2
+ (d(n)  w
T
n+1
x
n
); (7.92)
donde  es un multiplicador de Lagrange. La ecuacion anterior se deriva parcialmente
con respecto a w
n+1
y se iguala a 0:
@J
@w
n+1
= 0: (7.93)
De aqu se obtiene la condicion siguiente:
2(w
n+1
 w
n
)  x
n
= 0; (7.94)
con lo que
w
n+1
=

2
x
n
+w
n
; (7.95)
que equivale a
w
n+1
 w
n
=

2
x
n
: (7.96)
Sustituyendo las ecuaciones (7.95) y (7.96) en la expresion de la funcion a minimizar
se obtiene
J = jjx
n
jj
2

2
4
+ 
"
d(n) 


2
x
n
+w
n

T
x
n
#
; (7.97)
de donde
J =

2
4
jjx
n
jj
2
+ 
2
6
4
d(n)  (w
n
)
T
x
n
| {z }
e(n)
 

2
jjx
n
jj
2
3
7
5
; (7.98)
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con lo que agrupando terminos se obtiene:
J =  

2
4
jjx
n
jj
2
+ e(n): (7.99)
Derivando parcialmente J con respecto a  e igualando a 0, se tiene
@J
@
=  

2
jjx
n
jj
2
+ e(n) = 0; (7.100)
con lo que
 =
2e(n)
jjx
n
jj
2
: (7.101)
Finalmente, sustituyendo esta expresion en la ecuacion (7.96), se llega a,
w
n+1
= w
n
+
2e(n)x
n
2jjx
n
jj
2
= w
n
+
e(n)x
n
jjx
n
jj
2
(7.102)
con lo que queda demostrado el procedimiento alternativo a la Regla de Oja propuesto.
7. Determine el algoritmo LMS en el caso que los coecientes del ltro adaptativo y las
se~nales de entrada sean numeros complejos. En este caso, la salida del ltro queda
denida por la siguiente expresion y(n) =
P
L 1
k=0
w

n
(k)x(n  k), indicando w

n
(k) el
conjugado de w
n
(k).
Resolucion:
Ya que w
n
(k) es un numero complejo se puede denir w
n
(k) = a
k
+ jb
k
. Por lo
comentado anteriormente el error vendra dado por
e(n) = d(n)  y(n) = d(n) 
L 1
X
k=0
w

n
(k)x(n  k); (7.103)
con J = e(n)
2
= e(n)e

(n). Derivando parcialmente J con respecto a los coecientes
del ltro se llega a:
@J
@w
n
(k)
=
@e(n)
@w
n
(k)
e

(n) +
@e

(n)
@w
n
(k)
e(n): (7.104)
donde, para su resolucion hay que recordar que
@
@w
n
(k)
=
@
@a
k
+ j
@
@b
k
: (7.105)
Ademas, la ecuacion (7.103) conduce a
e

(n) = d

(n)  y

(n) = d(n) 
L 1
X
k=0
w
n
x

(n  k): (7.106)
Sustituyendo los valores de w
k
= a
k
+ jb
k
en las expresiones del error y su conjugado
se llega a
e(n) = d(n)  y(n) = d(n) 
L 1
X
k=0
(a
k
  jb
k
)x(n  k); (7.107)
e

(n) = d

(n)  y(n) = d(n) 
L 1
X
k=0
(a
k
+ jb
k
)x

(n  k): (7.108)
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De las ecuaciones anteriores son inmediatas las siguientes derivadas
@e(n)
@a
k
=  x(n  k); (7.109)
@e(n)
@b
k
= jx(n  k); (7.110)
@e

(n)
@a
k
=  x

(n  k); (7.111)
@e

(n)
@b
k
=  jx

(n  k): (7.112)
Por tanto, las derivadas parciales que aparecen en la ecuacion (7.104) seran igual a
[ x(n  k) + jx(n  k)j]e

(n) + [ x

(n  k) + j( jx

(n  k))]e(n) (7.113)
que, reagrupando terminos, conduce a
@J
@w
n
(k)
=  2e

(n)x(n  k): (7.114)
Se tiene entonces que, aplicando la regla delta,
w
n+1
(k) = w
n
(k)  r
w
n
(k)
J: (7.115)
Finalmente se llega entonces a
w
n+1
(k) = w
n
(k) + 2e

(n)x(n  k): (7.116)
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7.3. Problemas propuestos
1. Determinar la expresion que rige la actualizacion de los coecientes de un ltro
adaptativo cuando se usa la funcion de coste J = je(n)j, siendo e(n) el error cometido
por el sistema adaptativo. Este algoritmo es conocido como la variante signo en el
error.
2. Una de las variantes del LMS mas extendidas es el conocido como momentum LMS
cuya ecuacion de actualizacion de los coecientes viene dada por w
n+1
= w
n
+
e(n)x
n
+ (w
n
 w
n 1
). Usando el mismo esquema de la Fig. 7.9, determine:
a) La funcion de transferenciaH(z) =
E(z)
Y (z)
, >que respuesta en frecuencia presenta?
b) Realizar lo mismo para H(z) =
E(z)
D(z)
.
3. El algoritmo LMS se basa en la minimizacion de la funcion de coste J = e
2
(n).
Sin embargo, la unica condicion para que una determinada funcion se pueda usar
como elemento de gua de un sistema adaptativo es que dicha funcion sea monotona
creciente con el error. De forma general se podra plantear la siguiente funcion de
coste J = je(n)j
r
, siendo r un numero real positivo. Se pide determinar:
a) La funcion que dene la actualizacion de los coecientes del ltro adaptativo
si el factor r se considera constante durante la adaptacion.
b) Las ecuaciones de actualizacion de los coecientes del ltro y del factor r si
dicho factor se adapta durante el funcionamiento del sistema adaptativo.
4. Existe una variante del sistema planteado en la Fig. 7.9 que consiste en usar como
entrada la siguiente secuencia
x(n) =
8
>
<
>
:
1; n = kL
0; en otro caso
donde L es la longitud del ltro adaptativo y k = 0; 1; 2; : : :. Determine la ecuacion
que rige el error del sistema en funcion de la se~nal deseada.
5. Dada la funcion de coste denida por J = w
2
1
+ w
2
2
+ 2w
1
+ 3w
2
se usa la regla
delta para minimizarla. Determine las condiciones que debe cumplir la constante de
adaptacion para que el sistema no diverga.
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6. Una determinada se~nal x(n) denida como
x(n) =
8
>
<
>
:
6= 0; 0  n  N   1
0; en otro caso
se puede desarrollar en forma de exponenciales complejas de la siguiente forma
x(n) =
N 1
X
k=0
c
k
e
 j
2kn
N
;
donde los coecientes c
k
son los terminos de dicho desarrollo. Se puede denir una
funcion de coste como
J =
N 1
X
n=0
(x(n)  x^(n))
2
;
siendo x^(n):
x^(n) =
N 1
X
k=0
c
k
e
 j
2kn
N
:
Usando el algoritmo LMS para el caso de pesos y entradas complejas determine
un procedimiento iterativo para determinar los coecientes c
k
. Implemente dicho
procedimiento en MATLAB y compruebe los resultados obtenidos con los coecientes
de la DFT.
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7.4. Practicas con MATLAB
7.4.1. Dise~no de un sistema con una determinada respuesta en frecuencia
En este ejemplo se va a utilizar un sistema adaptativo para modelizar una determinada
respuesta en frecuencia. Para ello se utilizara la estructura directa estudiada en la intro-
duccion teorica de este captulo. El primer paso es muestrear la respuesta en frecuencia
que se quiere tener, esto es, hay que seleccionar una serie de frecuencias, w
k
, y determinar
cual es la ganancia que se quiere obtener, g
k
, para dichas frecuencias. Una vez que se han
denido dichas ganancias, y recordando el signicado que tiene la respuesta en frecuencia
de un sistema, ya se tienen las se~nales de entrada al ltro adaptativo y la se~nal deseada que
seran:
x(n) =
M 1
X
k=0
cos(w
k
n) (7.117)
d(n) =
M 1
X
k=0
g
k
cos(w
k
n) (7.118)
El siguiente \script" en Matlab implementa esta aplicacion. Los parametros del pro-
grama son la constante de adaptacion, el numero de iteraciones del algoritmo adaptativo,
la longitud del ltro adaptativo, las frecuencias a utilizar (deben estar entre 0 y 0'5 ya
que trabajamos con frecuencias digitales normalizadas) as como las ganancias de dichas
frecuencias (las ganancias y frecuencias se introducen en forma de vector).
% Dise~no de respuesta en frecuencia mediante filtrado adaptativo
close all
clear
clc
% Introduccion de las variables de interes
alpha=input('Constante de adaptacion ');
l=input('Longitud del sistema adaptativo ');
n=input('Numero de iteraciones ');
% Introduccion de las ganancias del filtro
w=input('Vector de frecuencias normalizadas a 0.5 ');
gan=input('Vector de ganancias correspondientes a dichas frecuencias ');
% Generacion de las se~nales deseadas y entrada al filtro
wd=2*pi*w;
temp=(0:n-1)';
mat=temp*wd;
% Se~nal de entrada al filtro
ent=sum(cos(mat)');
% Se~nal deseada al filtro
% Matriz de ganancias
long=length(gan);
matgan=ones(n,1)*gan;
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sal=matgan.*cos(mat);
des=sum(sal');
% Inicializacion de los coeficientes del filtro
fa=randn(1,l);
% Bucle que implementa el algoritmo LMS
ent=[zeros(1,l-1) ent];
for k=1:n,
% Determinacion de la salida del filtro
y(k)=fa*(ent(k+l-1:-1:k))';
% Calculo del error del sistema
e(k)=des(k)-y(k);
% Adaptacion de los coeficientes del filtro
fa=fa+alpha*e(k)*ent(k+l-1:-1:k);
end
% Representacion de los resultados
subplot(3,1,1)
t1=linspace(0,0.5,fix(n/2));
especent=fft(ent);
plot(t1,abs(especent(1:fix(n/2))))
title('Espectro de la se~nal de entrada ')
subplot(3,1,2)
especdes=fft(des);
plot(t1,abs(especdes(1:fix(n/2))))
title('Espectro de la se~nal deseada ')
subplot(3,1,3)
y=abs(fft(y(n-999:n)));
t1=linspace(0,0.5,500);
plot(t1,y(1:500))
title('Espectro de la se~nal de salida del filtro ');
% Determinamos la respuesta en frecuencia del sistema adaptativo
figure
freqz(fa)
En la siguiente simulacion se han considerado los siguientes parametros:
Constante de adaptacion: 0.001.
Longitud del ltro adaptativo: 40.
Numero de iteraciones 5000
Frecuencias escogidas: [0 0.1 0.2 0.3 0.4 0.5].
Ganancias: [0 0 1 1 0 0].
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Segun los parametros escogidos tendramos un sistema que actuara como un ltro pasa{
banda ya que solo las frecuencias normalizadas 0'2 y 0'3 tienen ganancias no nulas. Los
resultados obtenidos quedan representados por las guras 7.13 y 7.14. En la primera de
ellas se muestran las componentes espectrales de la se~nal de entrada, se~nal deseada y se~nal
de salida del ltro adaptativo respectivamente. Sobre esta ultima representacion comentar
que se realiza la DFT de las ultimas muestras de dicha salida para evitar la representacion
espectral de la salida cuando el sistema se esta adaptando que, evidentemente, sera diferente
a la se~nal deseada (0'5 se corresponde con la frecuencia de Nyquist en esta graca).
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Figura 7.13: Espectros de las diferentes se~nales del sistema adaptativo.
La Fig. 7.14 representa la respuesta en frecuencia del ltro; se puede comprobar que esta
respuesta no se acerca, ni mucho menos, a la que se supone ideal en un ltro pasa-banda.
Si se quiere una mejor respuesta, la tasa de muestreo en frecuencia debe ser mayor ya que
el ltro adaptativo se adapta a lo que se le pide en las frecuencias que se le indican pero,
en el resto de frecuencias, en principio, tiene cualquier ganancia.
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Figura 7.14: Respuesta en frecuencia del sistema obtenido al nal de las iteraciones.
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7.4.2. Modelizacion de sistemas
En este ejemplo se va a utilizar la estructura directa para comprobar la capacidad de
modelizacion de un sistema adaptativo. Hay que recordar que la estructura directa tiene
el diagrama de bloques mostrado en la Fig. 7.2. En el siguiente programa de MATLAB se
implementa dicha estructura a~nadiendo a la salida del sistema desconocido un cierto ruido
blanco. Los parametros a controlar en el programa son los siguientes:
Longitud del sistema adaptativo.
Funcion de transferencia del sistema desconocido (se supone un sistema de tipo FIR).
Constante de adaptacion.
Numero de iteraciones.
Varianza del ruido que se le a~nade a la salida del sistema desconocido.
El programa es el siguiente:
% Programa que implementa la estructura directa usando el LMS
% como algoritmo de aprendizaje
clear
close all
clc
% Numero de iteraciones del algoritmo
n=input('Numero de iteraciones ');
% Se~nal de entrada (ruido blanco)
x=randn(1,n);
% Introduccion del sistema desconocido
sd=input('Sistema desconocido (entre corchetes) ');
lsd=length(sd);
xsd=[zeros(1,lsd-1) x];
% Introduccion de la constante de adaptacion
alpha=input('Constante de adaptacion ');
% Introduccion del valor inicial del filtro adaptativo
lsa=input('Longitud del sistema adaptativo ');
sa=randn(1,lsa);
xsa=[zeros(1,lsa-1) x];
% Posibilidad de introducir ruido
vr=input('Varianza del ruido ');
% Bucle que implementa el algoritmo LMS
for t=1:n,
% Salida del sistema desconocido
sa=xsa(t+lsa-1:-1:t)*sa';
% Salida del sistema adaptativo
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ysd=(xsd(t+lsd-1:-1:t)*sd')+vr*randn(1,1);
% Determinacion del error%
error(t)=ysd-ysa;
sa=sa+alpha*error(t)*(xsa(t+lsa-1:-1:t));
end
plot(error.^2)
xlabel('Numero de iteraciones')
ylabel('Error cuadratico')
% Al final se muestran los resultados
sa
sd
En la Fig. 7.15 se muestran los resultados obtenidos para la siguiente simulacion:
Longitud del sistema adaptativo: 5
Funcion de transferencia del sistema desconocido: [0.2 0.3 0.75 0.78 -0.95]
Constante de adaptacion: 0'01
Numero de iteraciones: 1000
Varianza del ruido que se le a~nade a la salida del sistema desconocido: 0'1
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Figura 7.15: Representacion del error cometido por el sistema en funcion de las iteraciones.
Este programa permite comprobar el funcionamiento del algoritmo en multiples situacio-
nes:
1. >Que ocurre cuando el sistema adaptativo tiene menor o mayor longitud que el sistema
desconocido?
2. >Que desajuste nal se obtiene entre el sistema adaptativo y el desconocido de acuerdo
a los valores de constante de adaptacion y nivel de ruido que se a~nade a la salida del
sistema desconocido?
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3. >Como vara la convergencia de acuerdo a la constante de adaptacion?
Finalmente se anima al lector que intente sustituir el algoritmo LMS por algunas de las
variantes comentadas en la seccion de problemas.
7.4.3. Aplicaciones en el procesado digital de electrocardiogramas
Eliminacion del ruido de red de 50 Hz
Un electrocardiograma es un registro de la actividad electrica del corazon. Tras su ad-
quisicion, uno de los problemas que se tienen en su procesado es la eliminacion del ruido
de red (interferencia de 50 Hz). El problema radica en que la frecuencia de este ruido no
es ja sino que se produce una peque~na variacion en dicha frecuencia con el tiempo. Esta
variacion hace que se necesite un ltro elimina{banda que tiene una cierta anchura. Para
esta eliminacion se planteo el esquema de la Fig. 7.16.
78
6
		

	
		


	

	  6
7
,
,
Figura 7.16: Esquema del sistema adaptativo empleado para cancelar la interferencia de la red electrica
(50 Hz).
El principio de funcionamiento de este esquema es relativamente sencillo; se intenta mo-
delizar el ruido de red para, una vez modelizado, restarselo al electrocardiograma de tal
forma que, al nal, la se~nal de error debe ser el electrocardiograma limpio de ruido. Aqu los
parametros a adaptar son los coecientes F (1) y F (2). Se tienen dos coecientes porque
existen dos parametros a modelizar, amplitud y fase del ruido de 50 Hz. El retardo que se
le introduce al ruido de red es para obtener dos se~nales no correlacionadas (un seno y un
coseno sera la situacion ideal).
Para simular el comportamiento del algoritmo LMS en este problema se plantea usar
una se~nal \sintetica" para generar el ruido de red de los 50 Hz. De esta forma se puede
comprobar como el algoritmo se adapta a los cambios de amplitud y de fase del ruido de
50 Hz. A continuacion se da el codigo en MATLAB que implementa dicha aplicacion:
% Programa que elimina los 50 Hz en un ECG
close all
clc
clear
% Carga del fichero de ECG contaminado con ruido de red
load ecgcur;
% Introduccion de la constante de adaptacion
alpha=input('Constante de adaptacion ');
% Inicializacion de los pesos
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v=randn(1,2);
% Frecuencia de muestreo=1090
w=2*pi*50/1090;
% Bucle para la eliminacion de ruido
for k=1:2500,
% Salida del filtro adaptativo
sal=v*[cos(w*k) sin(w*k)]';
% Determinacion del error
error(k)=ecgred(k)-sal;
% Actualizacion de los coeficientes
v=v+alpha*error(k)*[cos(w*k) sin(w*k)];
end
% Visualizacion de los resultados
subplot(2,1,1)
plot(ecgred(1:2500))
title('ECG con 50 Hz')
subplot(2,1,2)
plot(error(1:2500))
title('Salida del filtro adaptativo')
axis([1 2500 -1 1])
Los resultados obtenidos usando 0'25 como constante de adaptacion son los mostrados en
la Fig. 7.17. Se aprecia como el algoritmo no tiene problemas para adaptarse a los cambios
en el ruido de 50 Hz (la amplitud es lo mas evidente) que aparecen en la se~nal superior
eliminando completamente dicha interferencia.
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Figura 7.17: Resultados obtenidos en la cancelacion de ruido de red.
Determinacion del electrocardiograma fetal
En este caso se trata de determinar el electrocardiograma fetal teniendo como principal
interferencia el electrocardiograma materno. El problema es que estas dos se~nales tienen
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un contenido espectral similar por lo que intentar un ltrado selectivo en frecuencia supone
distorsionar la se~nal de interes; en este caso el electrocardiograma fetal. Como solucion se
plantea un cancelador activo de ruido (ver Fig. 7.6) donde la se~nal deseada es la se~nal que
se obtiene del abdomen de la madre (tiene componentes maternos y fetales) y la se~nal de
entrada al ltro adaptativo es la se~nal que se obtiene del sensor que se le coloca en el torax
a la madre. Este sensor tomara, en principio, solo componente materna y se considera
correlacionada con la componente materna y no correlacionada con la fetal de la se~nal
abdominal. El sistema adaptativo modelizara la componente materna que se encuentra
en el sensor que se coloca en el abdomen de la madre de tal forma que la se~nal de error
resultante solo tendra componente fetal. El siguiente programa implementa en MATLAB
esta aplicacion:
% Programa para determinar el ECG fetal
clear
clc
close all
load fetcur
% Inicializacion del filtro adaptativo
n=input('Numero de iteraciones, maximo 10000 ')
long=input('Longitud del filtro adaptativo ');
fadap=randn(1,long);
ent=[zeros(1,long-1) torac];
% Constante de adaptacion
alpha=input('Constante de adaptacion ');
% Bucle principal del algoritmo
for s=1:n,
sal=(ent(s+long-1:-1:s))*fadap';
error(s)=abdom(s)-sal;
fadap=fadap+alpha*error(s)*(ent(s+long-1:-1:s));
end
% Visualizacion de resultados
subplot(3,1,1)
plot(torac(1:n));
title('Se~nal toracica')
subplot(3,1,2)
plot(abdom(1:n));
title('Se~nal abdominal')
subplot(3,1,3)
plot(error(1:n));
title('Se~nal fetal obtenida con el filtro adaptativo')
axis([1 n -1 1])
La simulacion mostrada en la Fig. 7.18 ilustra lo obtenido utilizando un ltro adaptativo
de 20 coecientes y una constante de adaptacion de valor 0'05. Destacar que la se~nal fetal,
que apenas se aprecia en la se~nal abdominal (Fig. 7.18b) aparece claramente en la se~nal de
error atenuandose los latidos maternos (Fig. 7.18c).
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Figura 7.18: Electrocardiograma fetal obtenido usando el sistema adaptativo planteado. (a) Se~nal toracica
recogida como referencia, (b) se~nal abdominal donde se encuentran los ECG materno y fetal superpuestos
y (c) se~nal fetal recuperada con el algoritmo adaptativo dise~nado.
Eliminacion de las variaciones de la lnea basal
En esta aplicacion se plantea eliminar las variaciones de la lnea basal en un electrocar-
diograma. La lnea basal se podra denir cono el nivel de referencia en dicho electrocardio-
grama. Esta se~nal biologica queda modulada por la respiracion de tal forma que se obtiene
un electrocardiograma como el mostrado en la Fig. 7.19.
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Figura 7.19: Electrocardiograma con variaciones en su lnea base. Se muestra la baja frecuencia de estas
oscilaciones al ser comparada con la se~nal de ECG.
Se puede apreciar que la se~nal que modula al ECG es una se~nal de muy baja frecuencia
comparada con la se~nal de interes (ECG). Se puede entonces razonar que lo que se intenta
eliminar es el valor medio local. Desde este punto de vista se podra plantear el esquema
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de la Fig. 7.20 para eliminar dicha interferencia.
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Figura 7.20: Esquema del ltro adaptativo planteado para eliminar las variaciones de la lnea basal.
El sistema adaptativo tiene un solo coeciente y la entrada vale siempre 1. En estas
condiciones, como mucho, el sistema adaptativo sera capaz de modelizar el valor medio del
electrocardiograma. En terminos de series de Fourier se comprueba que la salida del ltro, al
no tener dependencia con ninguna sinusoide, solo puede modelizar la componente continua
de dicho desarrollo. El siguiente programa en MATLAB implementa el sistema adaptativo
comentado:
% Filtro LMS utilizado para eliminar las variaciones de la lnea basal
close all
clear
clc
% Introduccion de variables
alpha=input('Constante de adaptacion ');
n=input('Numero de iteraciones ');
% Inicializacion de los parametros
w=randn(1,1);
% Carga del fichero
load vlbcur;
e=zeros(1,n);
% Bucle que implementa el LMS
for s=1:n,
y=w*1;
e(s)=des(s)-y;
w=w+alpha*e(s)*1;
end
% Representacion de las se~nales
subplot(2,1,1)
plot(des(1:n))
title('Se~nal Original ');
subplot(2,1,2)
plot(e(1:n))
title('Se~nal Filtrada ');
Los parametros del programa son el numero de iteraciones y el valor de la constante de
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adaptacion. En la Fig. 7.21 se muestra lo obtenido considerando un total de 5000 iteraciones
y un valor de constante de adaptacion de 0'07.
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Figura 7.21: Resultados obtenidos en el problema de las variaciones de la lnea base. En la graca superior
se representa un fragmento de la se~nal original con unas variaciones basales evidentes y en la graca
inferior como el esquema adaptativo las ha eliminado.
7.4.4. Aplicaciones en comunicaciones. Ecualizacion de canales
En toda comunicacion se plantean cuatro elementos clave:
Emisor.
Canal.
Mensaje.
Receptor.
En un caso ideal el canal no debera distorsionar el mensaje y su mision se debera limitar
a la transmision de dicho mensaje de un emisor a un receptor. Sin embargo, esto no ocurre
y el canal distorsiona dicho mensaje, llegando el mensaje original distorsionado al receptor.
El esquema comentado, al nivel de sistemas, sera el mostrado en la Fig. 7.22.
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Figura 7.22: Esquema basico de un canal de transmision.
El objetivo es determinar la inversa de la funcion de transferencia del canal H(z). El
problema que se plantea es que esta funcion de transferencia sera variante temporal; segun
el momento las condiciones del canal cambiaran y, por tanto, dicha funcion de transferencia.
Se plantea entonces un sistema adaptativo que \ecualice" o iguale el canal
2
. El esquema de
la Fig. 7.23 muestra el esquema que se desea implementar.
2
N. de A.A. Aunque el termino correcto en castellano es igualacion, resulta comun encontrarse con el
anglicismo \ecualizacion". En el presente texto emplearemos indistintamente los dos terminos.
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Figura 7.23: Esquema basico de un canal de comunicaciones junto con el esquema de recepcion y
ecualizacion de la se~nal mediante ltrado adaptativo.
El sistema adaptativo tiene como se~nal de entrada la se~nal que recibe el receptor donde,
ademas, se le a~nade un cierto ruido para que las condiciones sean mas parecidas a lo que
ocurre realmente en un canal de comunicaciones. Ademas la se~nal deseada es el mensaje
original retardado (tiempo de transmision de dicho mensaje). En la simulacion se plantea
usar como canal el denido por la siguiente respuesta impulsional:
h(n) =
8
>
<
>
:
1
2

1 + cos

2
W
(n  2)

; n = 1; 2; 3
0; en otro caso
(7.119)
El factor W que aparece en la expresion de la respuesta impulsional del canal controla la
dispersion que existe entre los autovalores de la matriz de autocorrelacion y los de la matriz
de la se~nal de entrada. Dicha dispersion tiene una incidencia directa en las caractersticas
de convergencia del algoritmo (velocidad y desajuste con el sistema optimo). Este canal es
uno de los mas usados para comprobar las caractersticas de convergencia de los algoritmos
adaptativos. En cualquier caso, existe una serie de canales considerados estandar para
comparar metodos de igualacion y que son mostrados en el Tabla 7.1. Se recomienda, en
cualquier caso, visitar la pagina web de la International Communication Union (ITU) en
http://www.itu.int/home/index.html si se desea mayor informacion sobre los estandares
de telecomunicaciones.
Tabla 7.1: Canales de comunicaciones digitales considerados estandar a la hora de comparar metodos y
tecnicas de ecualizacion.
Caractersticas Funcion de transferencia del canal
Canal de fase mnima H(z) = 1 + 0
0
7z
 1
Canal de fase no mnima H(z) = 0
0
35 + 0
0
87z
 1
+ 0
0
35z
 2
Canal no lineal H(z) = 0
0
35 + 0
0
87z
 1
+ 0
0
35z
 2
+ (0
0
35 + 0
0
87z
 1
+ 0
0
35z
 2
)
2
El siguiente programa en MATLAB implementa este problema.
% Ecualizacion de canales
clear
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clc
close all
% Introduccion de variables
n=input('Numero de iteraciones ');
W=input('Factor de distorsion ');
long=input('Longitud del sistema adaptativo ');
v=input('Varianza del ruido ');
d=input('Retardo de la se~nal deseada ');
alpha=input('Constante de adaptacion ')
% Generacion de los datos
x=sign(randn(1,n));
des=[zeros(1,d-1) x];
canal=0.5*(1+cos((2*pi/W)*(-1:1)));
y=filter(canal,1,x);
entrada=y+v*randn(1,length(y));
% Inicializacion de los pesos del filtro
w=randn(1,long);
% Bloque del algoritmo LMS
ent=[zeros(1,long-1) entrada];
for k=1:n,
% Determinacion de la salida del filtro
o(k)=w*(ent(k+long-1:-1:k))';
% Calculo del error del sistema
e(k)=des(k)-o(k);
% Adaptacion de los coeficientes del filtro
w=w+alpha*e(k)*ent(k+long-1:-1:k);
end
plot(e.^2)
% Representacion de las respuestas impulsionales
figure
subplot(3,1,1)
stem(canal)
title('Respuesta impulsional del canal ')
subplot(3,1,2)
stem(w)
title('Respuesta impulsional del sistema adaptativo ')
subplot(3,1,3)
stem(conv(canal,w))
title('Respuesta impulsional del canal+sistema adaptativo ')
% Representacion de las respuestas frecuenciales
figure, freqz(canal)
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figure, freqz(w)
figure, freqz(conv(canal,w))
La Fig. 7.24 muestra los resultados obtenidos usando los siguientes parametros de simu-
lacion:
Longitud del sistema adaptativo: 11
Factor de distorsion del canal: 3.
Retardo de la se~nal deseada: 7.
Varianza del ruido: 0'001.
En cuanto a los parametros de aprendizaje se han considerado 5000 iteraciones y una
constante de adaptacion de valor 0'05.
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Figura 7.24: Resultados obtenidos en la ecualizacion de canales. En el panel superior se muestra la
respuesta impulsional del canal, en el intermedio se representa la respuesta impulsional del sistema
adaptativo y en el inferior la respuesta impulsional del canal y el sistema adaptativo conjuntamente.
Se comprueba que la respuesta impulsional resultante de la combinacion entre el canal y
el sistema adaptativo da lugar a una delta en n = 7 que se corresponde con el retardo de
la se~nal deseada.
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