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algunos potenciales aleatorios
del tipo ornstein – uhlenbeck
para el operador de schro¨dinger
Santiago Cambronero V.1
Resumen
Se considera el operador de Schro¨dinger en el c´ırculo de per´ımetro 1, con ciertos
potenciales aleatorios del tipo Ornstein – Uhlenbeck, con deslizamiento dependiente
del tiempo. Se describe la distribucio´n del primer valor propio perio´dico para ese tipo
de potenciales, basa´ndose en la medida del movimiento browniano circular.
1. Introduccio´n
El operador de Schro¨dinger
− d
2
dx2
+Q (1)
ha sido usado enormemente en la modelacio´n del movimiento de part´ıculas, o en la de-
scripcio´n de cristales y otros sistemas desordenados. Vamos a considerar este operador en
el c´ırculo S1 : 0 ≤ x < 1. En otras palabras, consideramos un potencial Q de per´ıodo
1 en la recta real. Se describe la distribucio´n del primer valor propio perio´dico de (1),
cuando Q es cierto proceso estoca´stico del tipo Ornstein – Uhlenbeck, con deslizamiento
que depende del tiempo. En este sentido se generalizan algunos de los resultados de [5].
En esta primera seccio´n revisamos algunas nociones y resultados obtenidos en trabajos
previos del autor.
1.1. Browniano en el c´ırculo
Recordemos la definicio´n de la medida µ∗ del movimiento browniano circular. Esta es
una medida en C(S1),definida por
µ∗(A) =
∫ ∞
−∞
Paa(A)da,
1Investigacio´n realizada bajo el proyecto No. 114 – 96 – 331. Centro de Investigaciones
en Matemticas Puras y Aplicadas (CIMPA), Escuela de Matema´tica, Universidad de Costa
Rica, 2060 San Jos, Costa Rica.
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donde Paa es la medida de probabilidad en C[0, 1], bajo la cual el proceso de coordenadas
es un movimiento browniano “atado en a” (esto es, condicionado a B0 = B1 = a).
Esta medida tiene las distribuciones finito – dimensionales
µ∗[Xt0 ∈ dx0, . . . ,Xtn−1 ∈ dxn−1] =
√
2pi
n∏
i=1
p(ti − ti−1;xi−1, xi)dx0 . . . dxn−1,
donde xn = x0, 0 = t0 < . . . < tn = 1, y
p(t;x, y) =
1√
2pit
exp
[−(y − x)2/2t] .
Formalmente escribimos
dµ∗(p) =
√
2pi exp
(
−1
2
∫ 1
0
p′(t)dt
)
d∞p
(2pi0+)∞/2
.
Para φ integrable bajo µ∗ tenemos
E∗[φ] =
∫ ∞
−∞
∫
φ(·+ a)dP00da,
La medida µ∗ induce una medida de probabilidad P0 en el subespacio
H :=
{
p ∈ C(S1) :
∫ 1
0
p = 0
}
,
de la siguiente manera
P0(A) := µ∗
{
p ∈ Ω∗ : p−
∫ 1
0
p ∈ A, 0 ≤
∫ 1
0
p ≤ 1
}
.
y se verifica fa´cilmente que∫
φ(p)dµ∗ =
∫ ∞
−∞
∫
H
φ(·+ a)dP0da,
para φ integrable bajo µ∗. Para los detalles de esta construccio´n, ver [3] o [5].
1.2. Ruido blanco en el c´ırculo
Considere un movimiento browniano (bt)t≥0 , condicionado de tal forma que b1+t = bt.
Su derivada formal Q = b′ tiene entonces per´ıodo 1, as´ı que la podemos considerar como
una funcio´n definida en el c´ırculo S1. A esta derivada formal se le llama ruido blanco en
el c´ırculo. Es fa´cil ver que las densidades finito–dimensionales del “proceso” Q(t) esta´n
dadas por
exp
(
−1
2
n∑
i=1
(xi − xi−1)2 h
)
dx0 . . . dxn−1
(2pi/h)n/2
.
La medida de probabilidad correspondiente se escribe
dQ∗(q) = exp
(
−1
2
∫ 1
0
q(t)dt
)
d∞q
(2pi/0+)∞/2
.
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1.3. La versio´n discreta de la ecuacio´n de Hill
En [2] se considera la forma discreta
−∆2ui +Qiui = λui, para i = 0, 1, ... (2)
de la ecuacio´n de Hill
−y′′ +Qy = λy, (3)
donde u′i = n(ui+1 − ui), ∆2ui = n2(ui+1 − 2ui + ui−1), Qi = n
∫ (i+1)/n
i/n Q. Se demuestra
que (2) posee un primer valor propio perio´dico λ(n), el cual converge al primer valor propio
perio´dico λ0(Q) de (3), siempre que b =
∫ •
0 Q sea Ho¨lder–continua.
Dada una solucio´n (uj)j≥0 de (2), se construye el camino poligonal u
(n) determinado
por los valores uj en los puntos j/n, y similarmente el camino û(n) determinado por los
valores u′j. Se demuestra tambie´n que, si se imponen en (uj)j≥0 condiciones iniciales o
cuasi-perio´dicas, entonces u(n) y û(n) convergen uniformemente en [0, 1] a u y u′, donde
u es la solucio´n de (3), con las mismas condiciones. Adema´s, en el caso que (uj)j≥0 es la
solucio´n perio´dica positiva correspondiente a λ(n), u(n) y û(n) convergen uniformemente
en [0, 1] a u y u′, donde u es la solucio´n perio´dica de (3), correspondiente a λ0(Q). Si
λ < λ0(Q), y m > 0, existe una solucio´n positiva ϕ de (3), que satisface
ϕ(x+ 1) = mϕ(x), 0 ≤ x ≤ 1,
y para n grande, existe una solucio´n (ϕj) de (2) tal que ϕj+n = ϕj , j = 0, 1, . . . , n.
La sucesio´n (pj) definida por
pj = n log
ϕj+1
ϕj
,
(
esto es, ϕj = ϕ0 exp
(
j−1∑
i=0
pih
))
,
satisface
Qi = λ+ n2
(
ehpi+1 − 2 + e−hpi
)
, i = 0, 1, . . . , n− 1, (4)
y converge a la funcio´n p = ϕ
′
ϕ , en el sentido poligonal descrito arriba. Note que p satisface
formalmente
Q = λ+ p′ + p2. (5)
Todo esto es va´lido si Q es tal que
∫ •
0 Q es Ho¨lder – continua. Si el potencial Q mismo
es Ho¨lder – continuo, se tiene que (Qi)converge a Q, en el sentido poligonal, y concluimos
que
∆2ϕi = Qiϕi − λϕi → Q(x)ϕ(x) − λϕ(x) = ϕ′′(x),
en el sentido poligonal. De lo anterior concluimos que (pi) y (p′i) convergen a p y p
′
respectivamente, en el sentido poligonal.
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1.4. El potencial ruido blanco
En [5], se hace uso de la transformacio´n de Ricatti (5), para obtener una relacio´n entre
la medida de ruido blanco en el conjunto [λ0 ≥ λ], y la medida de dµ∗ en el conjunto
H+ =
[∫
p ≥ 0] . Formalmente se tiene
dQ∗ = exp
[
−1
2
∫ 1
0
Q2
]
d∞Q
(2pi/0+)∞/2
=
1√
2pi
exp
[
−1
2
∫ 1
0
(λ+ p2)2
]
|J |dµ∗,
donde el Jacobiano |J | se determina por medio de la transformacio´n discreta (4). En el
caso discreto se tiene
|Jn| = 2
hn
∣∣∣∣∣senh
(
n−1∑
i=0
pih
)∣∣∣∣∣ ,
lo que permite expresar exp
[−12∑Q2ih] dQ0...dQn−1(2pi/h)n/2 como√
2
pi
exp
[
−1
8
n−1∑
i=0
(p2i+1 + p
2
i )
2h+O(n−1)
]
senh
(
n−1∑
i=0
pih
)
dµn,
con
dµn =
√
2pi exp
[
− 1
2h
n−1∑
i=0
(pi+1 − pi)2
]
dp0 . . . dpn−1
(2pih)n/2
.
En el l´ımite se obtiene, por convergencia dominada, que∫
[λ0≥λ]
φdQ∗ =
√
2
pi
∫
H+
φ exp
[
−1
2
∫ 1
0
(λ+ p2)2
]
senh
(∫ 1
0
p
)
dµ∗,
para φ acotada y continua, con φˆ(p) = φ(λ+ p′ + p2) y H+ =
[∫ 1
0 p ≥ 0
]
. En particular,
la distribucio´n F (λ) = Q∗[λ0 ≥ λ] de λ0 esta´ dada por
F (λ) =
√
2
pi
∫
H+
exp
[
−1
2
∫ 1
0
(λ+ p2)2
]
senh
(∫ 1
0
p
)
dµ∗.
2. Potencial de Ornstein–Uhlenbeck
Consideremos el proceso de Ornstein–Uhlenbeck esta´ndar, esto es, la difusio´n Q que
satisface la ecuacio´n diferencial estoca´stica
dQ = dB −mQdt,
donde B es un movimiento browniano esta´ndar. Q esta´ dado expl´ıcitamente por
Q(t) = Q(0)e−mt + e−mt
∫ t
0
emτdBτ .
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El proceso
∫ t
0 e
mτdBτ se puede escribir como W
(
e2mt−1
2m
)
, para algu´n browniano W que
empieza en 02.
Tomando Q0 ≡ a, la distribucio´n
P [Q(t) ≤ b] = P
[
W
(
e2mt − 1
2m
)
≤ bemt − a
]
se puede expresar como[ pi
m
(e2mt − 1)
]− 1
2
∫ bemt−a
−∞
exp
[−my2(e2mt − 1)−1] dy.
Entonces la densidad de transicio´n de Q es
q(t; a, b) =
[ pi
m
(e2mt − 1)
]− 1
2 exp
[−m(bemt − a)2(e2mt − 1)−1] emt.
Note que
∫
q(t; a, a)da = (1− e−mt)−1, para t > 0. En particular,∫
q(1; a, a)da = (1− e−m)−1 <∞.
Esto no sucede para el movimiento browniano.
Queremos hallar una medida de probabilidad Qˆ, bajo la cualQ sea perio´dico. Consideremos
entonces las distribuciones finito – dimensionales
Qˆ[Q(t0) ∈ da0, ..., Q(tn−1) ∈ dan−1] = C
n∏
i=1
q(ti − ti−1; ai−1, ai)da0...dan−1,
donde t0 = 0, tn = 1, t0 < t1 < ... < tn, y an := a0.
En particular,
Qˆ[Q(0) ∈ R] = C
∫
q(1; a, a)da = (1− e−m)−1C,
y entonces la constante adecuada es C = 1− e−m.
2.1. Construccio´n v´ıa Cameron – Martin
Para mostrar que el proceso de Ornstein – Uhlenbeck perio´dico tiene una versio´n
continua, adoptaremos un enfoque diferente.
Sean P ou y Pmb las medidas de probabilidad en C[0, 1], bajo las cuales el proceso de
coordenadas Qt(ω) = ω(t) es un Ornstein–Uhlenbeck y un movimiento browniano, repec-
tivamente. La fo´rmula de Camerron – Martin nos dice que
dP oua (Q) = ZdP
mb
a (Q),
2Ver por ejemplo [9].
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donde
Z = Z(Q) = exp
[
−
∫ 1
0
mQdQ− 1
2
∫ 1
0
m2Q2dt
]
. (6)
Defina una medida de probabilidad Qˆ en C[0, 1] por
Eˆ[φ] = (1− e−m)
∫ {
∂
∂b
Eoua [φ(Q), Q(1) ≤ b]
}∣∣∣∣
b=a
da
= (1− e−m)
∫
Eoua [φ(Q) |Q(1) = a ] q(1; a, a)da,
para toda φ acotada y medible. La medida de probabilidad Qˆ tiene las distribuciones finito
– dimensionales dadas arriba. En efecto, tomando
φ(Q) = χ[Q(t0)∈A0,...,Q(tn−1)∈An−1 ],
con 0 = t0 < . . . < tn = 1, Qˆ[Q(t0) ∈ A0, . . . , Q(tn−1) ∈ An−1] se puede escribir como
C
∫
A0
∂
∂b
{∫ b
−∞
(∫
A1×...×An−1
n∏
i=1
q(ti − ti−1; ai−1, ai)da1 . . .
)
dan
}
da0,
donde la derivada se toma en b = a0, y C = 1− e−m. Claramente esto es lo mismo que
(1− e−m)
∫
A0×...×An−1
n∏
i=1
q(ti − ti−1; ai−1, ai)da0...dan−1,
con an = a0. Esto muestra que Qˆ es la medida de probabilidad deseada. Ahora apliquemos
la fo´rmula de Cameron – Martin para obtener una relacio´n entre Qˆ y la medida del
movimiento browniano circular µ∗. Tenemos
Eˆ[φ] = (1− e−m)
∫ {
∂
∂b
∫
[Q(1)≤b]
φ(Q)dP oua
}
da
= (1− e−m)
∫ {
∂
∂b
∫
[Q(1)≤b]
φ(Q)ZdPmba
}
da,
donde la derivada se toma en b = a, y Z esta´ dada por (6). Se sigue que
Eˆ[φ] = (1− e−m)
∫
Emba [φ(Q)Z |Q(1) = a ]
da√
2pi
=
1√
2pi
(1− e−m)em/2
∫
Emba
[
φ(Q)e−
1
2
m2
∫
Q2
∣∣∣Q(1) = a] da
=
√
2
pi
senh
(m
2
) ∫
E00
[
φ(a+Q)e−
1
2
m2
∫
(a+Qs)2
]
da
=
√
2
pi
senh
(m
2
) ∫
φ(Q)e−
1
2
m2
∫
Q2dµ∗.
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Nota: Tomando φ ≡ 1, se obtiene como corolario la identidad∫
e−
1
2
m2
∫ 1
0
Q2dµ∗ =
√
pi
2
[
senh
(m
2
)]−1
.
Equivalentemente, integrando primero en a,
E00
(
exp
{
−1
2
m2
[∫ 1
0
Q2 −
(∫ 1
0
Q
)2]})
=
m
2senh(m2 )
. (7)
Con respecto a la probabilidad P0 en H, obtenemos
E0
[
exp
(
−m
2
2
∫ 1
0
Q2
)]
=
m
2 senh
(
m
2
) . (8)
Este argumento se puede usar en procesos ma´s generales, como los provenientes de
ecuaciones como
dQ = −m(Q)dt+ db,
o como
dQ = −m(t)Qdt+ db.
El primer caso es tratado en [5]. El segundo es objeto de estudio en la seccio´n 3 de este
trabajo.
2.2. Distribucio´n de λ0(Q)
Considere la ecuacio´n de Hill (3), donde el potencial Q en el proceso de Ornstein–
Ulenbeck perio´dico definido arriba. Veamos a Q como un elemento de Ω = C(S1), donde
imponemos la medida de probabilidad Qˆ. Vamos a obtener la distribucio´n del primer valor
propio de (3), siguiendo el me´todo empleado en [5]. Dicha distribucio´n se puede obtener de
una manera ma´s simple, como lo explicaremos en la siguiente seccio´n, pero es importante
obtener el resultado de la manera directa que lo expondremos aqu´ı.
Como observamos en la introduccio´n, dado que Q es Ho¨lder–continua, la solucio´n (pi) de 3
Qi = λ+ n2(ehpi+1 − 2 + e−hpi), i = 0, 1, . . . , n− 1 (9)
construida en [2], converge a la solucio´n p de
Q = λ+ p′ + p2,
junto con su primera derivada. En lo que sigue, podemos asumir entonces que (p′i) y (pi)
son uniformemente acotadas.
Tome ti = ih, i = 0, 1, ..., n, y considere la expresio´n que define las distribuciones
finito–dimensionales inducidas por Qˆ en esos puntos
(1− e−m)
n∏
i=1
q(ti − ti−1;Qi−1, Qi).
3Aqu´ı h = 1/n.
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Esta se puede escribir como
(em − 1)
[ pi
m
(e2mh − 1)
]−n
2
n∏
i=1
exp
[
−1
2
(Qiemh −Qi−1)2
(
e2mh − 1
2m
)−1]
con an = a0. Ahora note que[ pi
m
(e2mh − 1)
]−n/2
= (2pih)−n/2e−m/2[1 +O(h)],
de donde
(em − 1)
[ pi
m
(e2mh − 1)
]−n/2
= 2senh
(m
2
)
(2pih)−n/2[1 +O(h)].
Por otro lado, (
e2mh − 1
2m
)−1
= n(1−mh+O(h2)).
Tomando λ = 0 por el momento,
Qi = p′i +
1
2
(p2i + p
2
i+1) +O(h
2),
luego
Qie
mh −Qi−1 = p′i − p′i−1 +
1
2
(p2i+1 − p2i−1) +mhp′i +
mh
2
(p2i + p
2
i+1) +O(h
2).
En particular, p′i−p′i−1 = O
(
h
1
2
−
)
, y consecuentemente (Qiemh−Qi−1)2 se puede escribir
como
(p′i − p′i−1)2 + (pi+1 + pi−1)(p′i2 − p′i−12)h+ 2mhp′i(p′i − p′i−1)
+ mh(p2i + p
2
i+1)(p
′
i − p′i−1) +
1
4
(pi+1 + pi−1)2(p′i + p
′
i−1)
2h2
+ m(pi+1 + pi−1)
[
(p′i + p
′
i−1)p
′
i +
1
2
(p′i + p
′
i−1)(p
2
i + p
2
i+1)
]
h2
+ m2p′i
2h2 +m2(p2i + p
2
i+1)p
′
ih
2 +
m2
4
(p2i + p
2
i+1)
2h2 +O(h
5
2
−).
Aqu´ı usamos que
p2i+1 − p2i−1 = (pi+1 + pi−1)(p′i + p′i−1)h.
Cuando tomamos el producto
(Qiemh −Qi−1)2(1−mh+O(h2)),
obtenemos el te´rmino extra
−mh(p′i − p′i−1)2.
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En la suma
n∑
i=1
(Qiemh −Qi−1)2(1−mh+O(h2)),
ocurren ciertas cancelaciones. Primero, al sumar por partes,∑
(p2i + p
2
i+1)(p
′
i − p′i−1) +
∑
(pi+1 + pi−1)(p′i + p
′
i−1)p
′
ih = O(h)
y tambie´n
2
∑
p′i(p
′
i − p′i−1)−
∑
(p′i − p′i−1)2 =
∑
(p′i
2 − p′i−12) = 0.
De lo anterior se sigue que
n∏
i=1
exp
[
−1
2
(Qiemh −Qi−1)2
(
e2mh − 1
2m
)−1]
es igual a
exp
[
− 1
2h
n∑
i=1
(p′i − p′i−1)2 +Θn
]
,
donde Θn esta´ dada por
−1
2
∑
(pi+1 + pi−1)(p′i
2 − p′i−12)−
h
8
∑
(pi+1 + pi−1)2(p′i + p
′
i−1)
2
−m
4
∑
(pi+1 + pi−1)(p′i + p
′
i−1)(p
2
i + p
2
i+1)h−
m2
2
∑
p′i
2h
−m
2
2
∑
(p2i + p
2
i+1)p
′
ih−
m2
8
∑
(p2i + p
2
i+1)
2h+O(h
1
2
−).
Ahora como
−1
2
n∑
i=1
(pi+1 + pi−1)(p′i
2 − p′i−12) =
1
2
n∑
i=1
(p′i−1
2 + p′i+1
2)p′ih→
∫ 1
0
p′3dt,
tenemos que Θn converge a
Θ =
∫ 1
0
(p′3 − 2p2p′2)dt− m
2
2
∫ 1
0
(p′ + p2)2dt.
Como mencionamos anteriormente, Θn se puede asumir acotada uniformemente.
En el caso λ 6= 0, se llega a
Θ =
∫ 1
0
(p′3 − 2p2p′2)dt− m
2
2
∫ 1
0
(λ+ p′ + p2)2dt.
Para calcular el jacobiano, recordamos que∣∣∣∣∂Q∂p
∣∣∣∣ = 2hn senh
(
n−1∑
i=0
pih
)
.
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Tome p0 = α, de modo que pi = α+ (p′0 + ...+ p
′
i−1)h. Entonces∣∣∣∣ ∂p∂α, p′
∣∣∣∣ = hn−1.
Aqu´ı, p′ = (p′0, ..., p′n−2) y p = (p0, ..., pn−1). Note que pn = p0 implica
n−1∑
i=0
p′ih = 0.
Concluimos que ∣∣∣∣ ∂Q∂α, p′
∣∣∣∣ = 2h senh
(
n−1∑
i=0
pih
)
.
Resumiendo,
(1− e−m)
n∏
i=1
q(h;Qi−1, Qi)dQ0...dQn−1
se transforma bajo (9) en
4√
2pi
senh
(m
2
)
senh
(
n−1∑
i=0
pih
)
exp [Θn] dαdµn
con
dµn = n
√
2pi(2pih)−
n
2 exp
[
− 1
2h
∑
(p′i − p′i−1)2
]
dαdp′0...dp
′
n−2, .
En el l´ımite obtenemos
dQˆ =
4√
2pi
senh
(m
2
)
senh
(∫ 1
0
p
)
exp [Θ] dαdP0(p′), (10)
donde P0 es la medida de probabilidad inducida por µ∗ en H. Esta fo´rmula es va´lida para
Q = λ+ p′ + p2 ∈ [λ0 ≥ λ],
con p(t) = α+
∫ t
0 p
′, y (α, p′) restringida a la regio´n[
α+
∫ 1
0
∫ t
0
p′ ≥ 0
]
⊂ R×H.
Hemos probado el siguiente resultado.
Teorema 1 Bajo la transformacio´n Q = λ + p′ + p2, la medida de probabilidad Qˆ, re-
stringida a [λ0 ≥ λ], se relaciona con la medida dP0dα, de acuerdo con (10).
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Ma´s precisamente, si φ es acotada y medible en Ω, entonces∫
[λ0≥λ]
φdQˆ = C
∫
H
∫ ∞
I(p′)
φ(λ+ p′ + p2)e−
1
2
m2
∫
(λ+p′+p2)2G(α, p′)dαdP0(p′),
con C = 4√
2pi
senh(m2 ), p = α+
∫ t
0 p
′, I(p′) = − ∫ 10 ∫ t0 p′ = ∫ 10 tp′(t)dt, y
G(α, p′) = exp
[∫ 1
0
(p′3 − 2p2p′2)dt
]
senh
(∫ 1
0
p
)
. (11)
Corolario 1 La distribucio´n de λ0 bajo Qˆ esta´ dada por
Qˆ[λ0 ≥ λ] = C
∫
H
∫ ∞
I(p′)
e−
m2
2
∫
(λ+p′+p2)2G(α, p′)dαdP0(p′).
3. Potenciales ma´s generales
Los resultados de la seccio´n anterior sera´n ahora generalizados a potenciales ma´s gen-
erales. Espec´ıficamente, consideramos el proceso de difusio´n Q que resuelve
dQ = −m(t)Qdt+ dB,
donde B es browniano bajo cierta medida de probabilidad P, ym es una funcio´n derivable,
con m(t) > 0. Para t ≥ s, Q(t) esta´ dado expl´ıcitamente por
Q(t) = e−
∫ t
s m
[
Q(s) +
∫ t
s
e
∫ τ
s mdBτ
]
.
El proceso
∫ t
s e
∫ τ
s mdBτ se puede escribir como W
(∫ t
s e
2
∫ τ
s mdτ
)
, para algu´n browniano
W que empieza en 0.
La identidad
P [Q(t) ≤ b |Q(s) = a ] = P
[
W
(∫ t
s
e2
∫ τ
s mdτ
)
≤ be
∫ t
s m − a
]
implica que la densidad de transicio´n q(s, t; a, b) de Q esta´ dada por[
2pi
∫ t
s
e2
∫ τ
s
mdτ
]−1/2
exp
[
−
(
be
∫ t
s
m − a
)2/(
2
∫ t
s
e2
∫ τ
s
mdτ
)]
e
∫ t
s
m .
Note que ∫
q(s, t; a, a)da =
e
∫ t
s
m
e
∫ t
s m − 1
=
(
1− e−
∫ t
s m
)−1
<∞ .
En particular, ∫
q(0, 1; a, a)da =
(
1− e−
∫ 1
0 m
)−1
<∞.
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Como en la seccio´n anterior, queremos hallar una medida de probabilidad Qˆ, bajo la cual
Q sea perio´dico. Consideremos entonces las distribuciones finito – dimensionales
Qˆ[Q(t0) ∈ da0, ..., Q(tn−1) ∈ dan−1] = C
n∏
i=1
q(ti−1, ti; ai−1, ai)da0...dan−1,
donde t0 = 0, tn = 1, t0 < t1 < ... < tn, y an := a0.
En particular,
Qˆ[Q(0) ∈ R] = C
∫
q(0, 1; a, a)da =
(
1− e−
∫ 1
0
m
)−1
C,
y entonces la constante adecuada es
C = 1− e−
∫ 1
0 m.
La medida de probabilidad Qˆ esta´ dada entonces por
Eˆ[φ] =
(
1− e−
∫ 1
0 m
)∫ { ∂
∂b
Eoua [φ(Q), Q(1) ≤ b]
}∣∣∣∣
b=a
da
=
(
1− e−
∫ 1
0
m
)∫
Eoua [φ(Q) |Q(1) = a ] q(1; a, a)da,
para toda φ acotada y medible. Esta medida de probabilidad tiene las distribuciones finito
– dimensionales dadas arriba. En efecto, tomando
φ(Q) = χ[Q(t0)∈A0,...,Q(tn−1)∈An−1 ],
con 0 = t0 < . . . < tn = 1, Qˆ[Q(t0) ∈ A0, . . . , Q(tn−1) ∈ An−1] se puede escribir como(
1− e−
∫ 1
0
m
) ∫
A0
∂
∂b
{∫ b
−∞
(∫
A1×...×An−1
n∏
i=1
q(ti−1, ti; ai−1, ai)da1 . . .
)
dan
}
da0,
donde la derivada se toma en b = a0. Claramente esto es lo mismo que(
1− e−
∫ 1
0
m
)∫
A0×...×An−1
n∏
i=1
q(ti−1, ti; ai−1, ai)da0...dan−1,
con an = a0. Esto muestra que Qˆ es la medida de probabilidad deseada. Ahora apliquemos
la fo´rmula de Cameron – Martin para obtener una relacio´n entre Qˆ y la medida del
movimiento browniano circular µ∗. Tenemos
Eˆ[φ] =
(
1− e−
∫ 1
0
m
)∫ { ∂
∂b
∫
[Q(1)≤b]
φ(Q)dP oua
}
da
=
(
1− e−
∫ 1
0
m
)∫ { ∂
∂b
∫
[Q(1)≤b]
φ(Q)ZdPmba
}
da,
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donde la derivada se toma en b = a, y
Z = exp
[
−
∫ 1
0
m(t)QdQ− 1
2
∫ 1
0
m2(t)Q2dt
]
.
Se sigue entonces que
Eˆ[φ] =
(
1− e−
∫ 1
0 m
)∫
Emba [φ(Q)Z |Q(1) = a ]
da√
2pi
=
1√
2pi
(
1− e−
∫ 1
0
m
) ∫
Embaa [φ(Q)Z ] da.
Ahora, aplicando la fo´rmula de Itoˆ a la funcio´n f(t, q) = 12m(t)q
2 tenemos
m(t)Q(t)|10 =
1
2
∫ 1
0
(
m′(t)q2 +m(t)
)
dt+
∫ 1
0
m(t)Q(t)dQ(t),
donde Q es browniano esta´ndar. Al condicionar a Q(1) = Q(0) = a, y asumiendo que
m(1) = m(0), tenemos
−
∫ 1
0
m(t)Q(t)dQ(t) =
1
2
∫ 1
0
(
m′(t)q2 +m(t)
)
dt.
Se sigue entonces que, bajo la medida de probabilidad Pmbaa ,
Z = exp
[
−1
2
∫ 1
0
F (s,Q(s))ds
]
e
∫ 1
0 m,
donde
F (s, q) =
[
m2(s)−m′(s)] q2.
Luego,
Eˆ[φ] =
1√
2pi
(
1− e−
∫ 1
0
m
)
e
∫ 1
0
m
∫
Embaa
[
φ(Q)e−
1
2
∫ 1
0
F (s,Q)ds
]
da
=
√
2
pi
senh
(
1
2
∫ 1
0
m
)∫
φ(Q)e−
1
2
∫ 1
0 F (s,Q)dsdµ∗.
Nota: Tomando φ ≡ 1, se obtiene como corolario la igualdad∫
e−
∫ 1
0 F (s,Q)dsdµ∗ =
√
pi
2
[
senh
(
1
2
∫ 1
0
m
)]−1
.
Equivalentemente, integrando primero en a, y recordando que
∫ 1
0 m
′(t)dt = 0, obtenemos
que el valor nume´rico de la integral
Emb00
(
exp
{
−1
2
∫ 1
0
(
m2 −m′)Q2 + 1
2
(∫ 1
0
m2
)−1(∫ 1
0
(
m2 −m′)Q)2})
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esta´ dado por
1
2
(∫ 1
0
m2
)1/2 [
senh
(
1
2
∫ 1
0
m
)]−1
.
De la misma forma tenemos que∫
H
exp
{
−1
2
∫ 1
0
(
m2 −m′)Q2 + 1
2
(∫ 1
0
m2
)−1(∫ 1
0
(
m2 −m′)Q)2} dP0(Q)
es igual a
1
2
(∫ 1
0
m2
)1/2 [
senh
(
1
2
∫ 1
0
m
)]−1
,
donde P0 es la medida de probabilidad inducida por dµ∗ en H =
[∫ 1
0 p = 0
]
.
Hemos demostrado en particular que
dQˆ =
√
2
pi
senh
(
1
2
∫ 1
0
m
)
exp
[
−1
2
∫ 1
0
F (s,Q)ds
]
dµ∗.
3.1. Distribucio´n de λ0(Q)
Considere la ecuacio´n de Hill 3, donde el potencial Q es el proceso de Ornstein–
Ulenbeck perio´dico generalizado, definido arriba. Veamos a Q como un elemento de Ω =
C(S1), donde imponemos la medida de probabilidad Qˆ.
La relacio´n entre dQˆ y dµ∗ obtenida arriba, nos permite reducir los ca´lculos al caso de
un movimiento browniano circular, y luego multiplicar por el factor√
2
pi
senh
(
1
2
∫ 1
0
m
)
exp
[
−1
2
∫ 1
0
F (s,Q)ds
]
.
Ahora, los ca´lculos para dµ∗ son ma´s fa´ciles que en el caso de un proceso de Ornstein –
Uhlenbeck, descrito en la seccio´n 2. Consideramos la versio´n discreta de la transformacio´n
de Ricatti
Qi = λ+ n2(ehpi+1 − 2 + e−hpi), i = 0, 1, . . . , n− 1,
construida en [5].
Tome ti = ih, i = 0, 1, ..., n, y considere la expresio´n que define las distribuciones
finito–dimensionales inducidas por dµ∗ en esos puntos
n∏
i=1
p(ti − ti−1;Qi−1, Qi).
Esta se puede escribir como
[2pih]−n/2
n∏
i=1
exp
[
− 1
2h
(Qi −Qi−1)2
]
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con an = a0. Ahora,
Qi = λ+ p′i +
1
2
(p2i + p
2
i+1) +O(h
2),
luego
Qi −Qi−1 = p′i − p′i−1 +
1
2
(p2i+1 − p2i−1) +O(h2).
En particular, p′i − p′i−1 = O
(
h
1
2
−
)
, y consecuentemente (Qi − Qi−1)2 se puede escribir
como
(p′i − p′i−1)2 + (pi+1 + pi−1)(p′i2 − p′i−12)h+
1
4
(pi+1 + pi−1)2(p′i + p
′
i−1)
2h2 +O(h
5
2
−).
Aqu´ı usamos que
p2i+1 − p2i−1 = (pi+1 + pi−1)(p′i + p′i−1)h.
De lo anterior se sigue que
n∏
i=1
exp
[
− 1
2h
(Qi −Qi−1)2
]
se puede escribir como
exp
[
− 1
2h
n∑
i=1
(p′i − p′i−1)2 +Θn
]
,
donde Θn esta´ dada por
−1
2
∑
(pi+1 + pi−1)(p′i
2 − p′i−12)−
h
8
∑
(pi+1 + pi−1)2(p′i + p
′
i−1)
2 +O(h
1
2
−)
Ahora como
−1
2
n∑
i=1
(pi+1 + pi−1)(p′i
2 − p′i−12) =
1
2
n∑
i=1
(p′i−1
2 + p′i+1
2)p′ih→
∫ 1
0
p′3dt,
tenemos que Θn converge a
Θ =
∫ 1
0
(p′3 − 2p2p′2)dt .
Como en la seccio´n anterior, Θn se puede asumir acotada uniformemente.
El jacobiano es el mismo que en el caso del Ornstein – Uhlenbeck,∣∣∣∣ ∂Q∂α, p′
∣∣∣∣ = 2hsenh
(
n−1∑
i=0
pih
)
.
En el l´ımite obtenemos
dµ∗(Q) = 2 senh
(∫ 1
0
p
)
exp
[∫ 1
0
(p′3 − 2p2p′2)dt
]
dαdP0(p′),
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para
Q = λ+ p′ + p2 ∈ [λ0 ≥ λ],
con p(t) = α+
∫ t
0 p
′, y (α, p′) restringida a la regio´n
[
α+
∫ 1
0
∫ t
0 p
′ ≥ 0
]
⊂ R×H.
Al combinar este resultado con la fo´rmula de Cameron – Martin obtenida arriba obten-
emos:
Teorema 2 Bajo la transformacio´n Q = λ + p′ + p2, la medida de probabilidad Qˆ, re-
stringida a [λ0 ≥ λ], se relaciona con la medida dP0dα, de la siguiente manera:
dQˆ = C exp
[
−1
2
∫ 1
0
F (s, λ+ p′ + p2)ds
]
G(α, p′)dαdP0(p′),
donde G(α, p′) esta´ dada por (11), y
C = 2
√
2
pi
senh
(
1
2
∫ 1
0
m
)
=
4√
2pi
senh
(
1
2
∫ 1
0
m
)
.
Ma´s precisamente, si φ es acotada y medible en Ω, entonces∫
[λ0≥λ]
φ(Q)dQˆ
es igual a
C
∫
H
∫ ∞
I(p′)
φ(λ+ p′ + p2) exp
[
−1
2
∫ 1
0
F (s, λ+ p′ + p2)ds
]
G(α, p′)dαdP0(p′),
con p = α+
∫ t
0 p
′, I(p′) = − ∫ 10 ∫ t0 p′ = ∫ 10 tp′(t)dt.
Corolario 2 La distribucio´n de λ0 bajo Qˆ esta´ dada por
Qˆ[λ0 ≥ λ] = C
∫
H
∫ ∞
I(p′)
exp
[
−1
2
∫ 1
0
F (s, λ+ p′ + p2)ds
]
G(α, p′)dαdP0(p′).
Note el caso particular m(t) ≡ m > 0, donce C = 4√
2pi
senh
(
m
2
)
, y se obtiene el
resultado de la seccio´n anterior.
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