Analysis of the influence of condensation and related moist convection upon developing barotropic instability of large-scale shielded cyclonic and anticyclonic vortices is undertaken within the moist-convective rotating shallow water. Numerical simulations of the saturation of the instability are performed with high-resolution well-balanced finite-volume model, with relaxation parameterization for condensation/precipitation. Evolutions of the instability in four different environments, with humidity (i) behaving as passive scalar, (ii) subject to precipitation beyond a saturation threshold, (iii) subject to precipitation and evaporation, with two different parameterizations of the latter, are intercompared. The simulations are initialized with the most unstable modes determined from the linear stability analysis. It is shown that the known scenario of "dipolar breakdown" is substantially modified by condensation and related moist convection, especially in the presence of evaporation. Inertia-gravity wave emission during the vortex evolution is enhanced by the moist effects.
Introduction
The purpose of the study is to understand how the effects of moist convection and precipitation affect the instabilities of large-scale atmospheric vortices. As our interest is in the impact of the moist convection upon dynamics, we do not need to have recourse to the full-scale thermodynamics of the moist air and are using a simplified modeling. Large-scale vortices which we are considering in the f -plane approximation, are well-described within the quasigeostrophic (QG) models, where the effects of moist convection may be included in a simple way, on the basis of conservation of the moist potential vorticity ( [1] . Yet, by construction, QG models miss an important dynamical ingredient, the inertia-gravity waves (IGW). Emission of IGW accompanies the development of vortex instabilities, and its quantification is important, e.g. in the general context of understanding the sources of IGW in the atmosphere. That is why we choose to work with the so-called moistconvective rotating shallow water model (mcRSW) which incorporates the most convection and condensation into the standard shallow water model in the simplest possible albeit self-consistent way. The model was proposed in [2] . As usual, the QG equations may be recovered in the model in the limit of small Rossby numbers, cf. [2] . However, as is well-known, this procedure filters out the IGW component of the flow, which is one of our points of interest.
Thus, we are studying the instabilities of barotropic vortices on the f -plane and their nonlinear saturation in the presence of humidity and condensation. To quantify the dynamical influence of moisture, we are comparing the behavior of vortices in "dry" and "moist-precipitating" configurations of the model, with the moisture being a passive tracer in the former (which is thus, in fact, moist (M), but not precipitating) and having a precipitation sink (MP) which creates a moist-convective vertical flux in the latter. (We should recall that, in the framework of mcRSW, precipitation and condensation are synonymous). Adding evaporation source gives a third, moistprecipitating-evaporating (MPE) configuration, which will be also studied. Our strategy is the same as that employed in [3] for studying dynamical influence of moisture on instabilities of barotropic jets: we first solve the linear stability problem, and then use the unstable modes of a given flow configuration for initialization of direct numerical simulations of the saturation of the instability. A notable difference with [3] , though, is that in the present paper we also study the effects of evaporation, which will be shown to be important. It should be stressed that condensation, and related moist convection, are essentially nonlinear phenomena, and hence the techniques of linear stability analysis are inapplicable in the moist-precipitating case. So, as in the case of jets [3] , we are performing linear stability analysis of "dry" vortices, and then use the obtained unstable modes to initialize numerical simulations of both "dry" and moist-precipitating (and evaporating) saturation of the instability. The well-balanced high-resolution finite-volume numerical scheme adapted for mcRSW in [2] is used for these simulations. The model resolves well the IGW, including shock formation, the precipitation fronts, and maintains balanced states.
2 The model and the linearized "dry" stability problem.
The momentum and mass conservation equations of the rotating shallow water (RSW) equations in polar coordinates read:
2)
Here u and v are radial and azimuthal velocities, and h is thickness. As is clear from these equations, and well-known, any axisymmetric flow (vortex) with azimuthal velocity v = V (r) and thickness h = H(r) in cyclo-geostrophic equilibrium
provide an exact solution. To analyse the linear stability of such solutions, the standard linearization procedure is applied. We are looking for the normal-mode solutions of the equations linearized about the background vortex profile, with harmonic dependence on time and polar angle 5) and arrive to the following eigenproblem:
where M is the 3 × 3 operator matrix
with D r * denoting the differentiation operator with respect to r * , and asterisks denote the nondimensional quantities. Complex eigenfrequencies ω = ω r + iω I with positive imaginary part (ω I > 0), correspond to instabilities with linear growth rate σ = ω I .
Below we give results of numerical linear stability analysis of the problem (2.6) by the pseudospectral collocation method [4] . The system will be discretized over N -point grid and D r * will become the Chebyshev differentiation operator. To avoid the the Runge phenomenon, Chebyshev collocation points are used, with a stretching in the radial direction allowing do densify the collocation points in the most dynamically interesting region near the center of the vortex, following [5] .
We are interested in isolated vortices, i.e. those satisfying (2.4) and having zero circulation at infinity. We choose to work with a class of so-called alpha-Gaussian [5] vortices with the following azimuthal velocity distribution:
Here the positive sign corresponds to the cyclones and the negative one to the anticyclones ( Fig. 1 and Fig. 2 , respectively). The α-Gaussian vortices have two parameters: α and , which control the steepness of the azimuthal velocity profile and the amplitude of the velocity, respectively. The radial distribution of the relative vorticity in the vortex is given by (1/r * )d(r * (V * (r * )))/dr * , therefore a cyclonic vortex has a core of positive relative vorticity inside a ring of negative relative vorticity, and vice verse for an anticyclonic vortex. So we deal with isolated shielded vortices that possess a sign reversal in the radial vorticity profile, which should produce a barotropic instability, according to well-known criteria. To be consistent with the properties of large-scale atmospheric vortices, we focus below on vortices with small Rossby numbers, which means with peak azimuthal velocities of small amplitude.
The most unstable modes of the α -Gaussian vortices
We present in Fig. 1 and Fig. 2 typical outputs of the numerical linear stability analyses. The radial and azimuthal structure of the most unstable modes, together with the background vortex profile, for, respectively, cyclonic and anticyclonic vortices are displayed. These modes will be used for initialization of numerical simulations below. qdz, where q is specific humidity and z 1,2 are positions of the lower and upper boundaries of the layer, respectively. In the absence of precipitation (which will be not distinguished from condensation) the moisture content of the column is conserved. Precipitation P introduces a sink in the moisture equation. At the same time, due to the latent heat release, it adds a convective correction to the vertical velocity, and thus modifies the mass conservation equation. The equations of the model are:
1)
where β is a parameter related to backgrund stratification. Conservation laws of the RSW model change in the presence of precipitation and related convection. Although mass and bulk humidity are not conserved, their combination m = h − βQ, which corresponds in the model to the moist enthalpy, is locally conserved, which shows the consistency of the model, in spite of its simplicity. The "dry" potential vorticity (PV) q = ζ+f h , where ζ is the relative vorticity, is not conserved in the system (4.1) -(4.3), its changes being produced by precipitation: Dq/Dt = βP q/h. Hence, in the precipitating regions positive (cyclonic) potential vorticity will increase, while negative (anticyclonic) one will decrease. At the same time, the moist potential vorticity q m = (ζ + f )/m is conserved, Dq m /Dt = 0. For convenience, in what follows we will be using for diagnostics the PV anomaly P V A = q − f /H 0 .
A relaxation parameterization of the type generally applied in general circulation models [6] is used for precipitation:
where τ is a relaxation time, Q s is a saturation value of humidity, and H is the Heaviside function. We should recall that the time of relaxation of humidity towards its equilibrium distribution is small in the atmosphere. It will be also taken to be small (a couple of time-steps) in the numerical simulations below. It is therefore useful to consider the limit τ → 0 of the system (4.1) -(4.3). As shown in [7, 2] , in this limit
and precipitation is directly proportional to the wind convergence. An evaporation source can be added in the moisture equation (the storage of the condensed water in the layer will be neglected):
We will be using below two different simple parameterizations for the evaporation, one proportional to the deviation of the local value of humidity from the saturation, and another proportional to the wind velocity:
The evaporation coefficients γ and δ are adjustable parameters. As we will see, small changes in γ or δ could result in considerable changes in the evolution of the vortex and total precipitation. Both kinds of parameterization were used in the literature, e.g. [8] and [9] . It should be noted that evaporation renders the system forced, and destroys the conservation of moist enthalpy and moist potential vorticity. Care should be taken in numerical simulations with evaporation, as moist enthalpy should remain everywhere positive to ensure thermodynamic stability.
Nonlinear saturation of the instability
We perform numerical simulations of the full nonlinear mcRSW model using a finite-volume wellbalanced RSW code with a relaxation scheme for precipitation. The simulations are initialized, for both cyclonic and anticyclonic vortices, by the α-Gaussian profiles of H(r) and V (r) with superimposed most unstable mode of section 3 of a small amplitude λ ≈ 0.01.
Evolution of pressure and velocity fields
The intercomparison of "dry", with moisture behaving as passive scalar, and which be denoted as (M ), moist-precipitating (MP ), and most precipitating and evaporating saturations of the barotropic instability (MPE I , MPE II ) with the two evaporation parameterizations discussed in section 4 are presented in Fig. 3 for the antyclonic, and in Fig. 4 for the cyclonic vortex, respectively. The colors and arrows represent pressure (thickness) and velocity in the figures. For both anticyclone and cyclone the "dry" saturation of the instability (first row in Figs. 3, 4) consists in appearance of satellite vortices of the sign opposite to the main vortex at the periphery of this latter. As time goes on, the core becomes elliptic and two satellite vortices intensify, while the maximum of the pressure anomaly of the core vortex decreases. The satellite vortices exert shear and strain on the core vortex and finally split it in two. The two vortices originating from the core pair with satellites and produce two vortex dipoles running in opposite directions. This is a barotropic dipolar breaking, cf. [10] .
Precipitation and evaporation modify the "dry" saturation scenario. The initial moisture in all subsequent simulations is distributed uniformly and unsaturated: Q 0 is chosen to be equal to 0.89, and Q s = 0.9. When Q > Q s , as follows from (4.4) the precipitation switches on. As follows from the PV balance, precipitation tends to enhance the cyclonic and to deplete the anticyclonic vorticity. This is exactly what is observed in the second rows of Figs. 3, 4 . As a consequence, the resulting dipoles are asymmetric, with a dominant cyclonic part. Correspondingly, their trajectories change and become meandering, as compared to the rectilinear ones in the dry case (not shown).
These phenomena are pronounced even more in the presence of evaporation. The cyclonic partner of each dipole pair is enhanced and occupies a larger area, while the anticyclonic partner is inhibited and shrinks. The vortices forming dipoles lose their elliptic shape. This deformation is substantially more pronounced for the cyclonic partners during the MPE I evolution, while in the MPE II case not only the cyclonic part stretches, but the anticyclonic part of the dipoles disappears altogether, and the end result of the saturation changes completely.
Evolution of the potential vorticity
The evolution of PVA of both cyclonic and anticyclonic vortices in three different environments, M, MP, MPE is presented in Figs. 5 and 6 . These figures correspond to the simulations of Figs. 3, 4, respectively It must be emphasized that the values of parameters γ and δ have significant influence on the PVA saturation. Figure 7 displays a strong enhancement of the cyclonic vortices during the saturation because of a large value of the evaporation coefficient (δ = 0.01). 
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Precipitation
Let us recall that in the immediate relaxation limit precipitation and wind divergence are directly related, cf. (4.5). Fig. 8 shows joint evolution of precipitation and divergence field during the saturation of the instability of the anticyclonic vortex, corresponding to Analysis of the total precipitation (not shown) displays a peak after appearance of the secondary dipoles. This is due to the fact that, as follows from the comparison of e.g. the panels at t = 150 in the second rows of Fig. 8 and of Fig. 5 , the maximum of convergence, and hence the precipitation, are associated with the anticyclonic partners of the secondary dipoles.
Inertia-gravity wave emission
We analysed the IGW emission in all of the four scenarios: M, MP, MPE I and MPE II. As a diagnostic of the IGW activity we calculated the modulus of the wind divergence integrated over an annulus of non-dimensional width 0.5 situated sufficiently far from the vortex core, at the non-dimensional distance 5.5 from the center. The IGW emission starts for both cyclone and anticyclone early, together with the elongation of the vortex core. A notable increase in the wave activity takes place when the core vortex, accompanied by its two satellite vortices, splits into two dipoles. Another remarkable increase in the wave activity happens at the onset of the precipitation. The IGW emission has substantially stronger peaks in moist MP, MPE I and MPE II environments, as compared to "dry" one M. It is worth noting that at the moment of splitting into two dipoles the total precipitation abruptly increases.
The wave field corresponding to the events of strongest IGW emissions: (1) at the onset of precipitation, (2) after formation and separation of two dipoles is represented in Fig. 9 . 
Conclusions
Our nonlinear simulations of the saturation showed that a known scenario of nonlinear evolution of unstable shielded vortices, consisting in vortex splitting in two dipoles, which we confirmed in the "dry" (M ) environment, is substantially modified by the moist effects. Both the structure and the direction of propagation of the resulting dipoles are changed by the moist convection, especially in the presence of evaporation. If evaporation is strong enough, the resulting dipoles can be completely reorganized. We discovered a strong cyclone-anticyclone asymmetry in the response to the condensation and related convection, with anticyclonic vortex evolution being affected much stronger than cyclonic one. At the same time, IGW emission, especially in moist-precipitating and evaporating environment, is substantially stronger for the cyclonic vortex. We also detected a destructive influence of precipitation and related convection upon the growth rate of the instability, in contradistinction in previous results reported in literature. This shows that the influence of the moist effects on the growth of instability is not universal and depends on fine details of the flow. A substantial increase of the IGW activity was detected at the onset of splitting of the initial vortex in two dipoles in both dry and moist environment. The condensation was shown to be at the origin of substantial increase of the IGW activity. In addition, condensation is enhanced at the dipole formation stage of vortex evolution, and these two effects together boost the IGW emission.
