We investigate the general multi-armed bandit problem with multiple servers. We determine a condition on the reward processes sufficient to guarantee the optimality of the strategy that operates at each instant of time the projects with the highest Gittins indices. We call this strategy the Gittins index rule for multi-armed bandits with multiple plays, or briefly the Gittins index rule. We show by examples that: (i) the aforementioned sufficient condition is not necessary for the optimality of the Gittins index rule; and (ii) when the sufficient condition is relaxed the Gittins index rule is not necessarily optimal. Finally, we present an application of the general results to the multiserver scheduling of parallel queues without arrivals.
Introduction
Models of dynamic allocation of scarce resources to competing projects have been widely used and are of great importance. The multi-armed bandit problem is concerned with the dynamic allocation of a single resource among several projects. The basic version of the stochastic multi-armed bandit problem, formulated in discrete time, is the following. There are n independent projects and one server. At each time t the server must work on exactly one project. Let z.i(t), i = 1 , 2 , . . ., n, be the state of project i at time t , and denote by k ( t ) the project operated at time t . If k ( t ) = i, an immediate reward I&(zi(t)) is obtained, and the state of project i changes to z;(t + 1) according to a stationary Markov rule. The states of the idle projects remain frozen. The objective is to find a scheduling strategy that maximizes an infinite horizon expected discounted reward R given by 00 t=O where p, 0 < / 3 < 1, is a fixed discount factor.
This problem was first solved by Gittins [5] , [6] . Using a forward induction argument, he showed that an index policy is optimal. Specifically, at each time t project i , i = 1 , 2 , . . . , n, is characterized by an index vi(zi(t)) that is a function only of its state. The optimal strategy, called the Gitlins indez rule, operates the project with the largest index. The Gittins index is given by where the maximization is taken over all stopping times 7 > 0 of Fi(.), where Fi(s) is the a-field representing the information about project i after it has been operated s times. The Gittins index rule result is very important because it decomposes the ndimensional problem into n one-dimensional problems. This is because the optimal policy is determined by n numbers, each depending only on the state of an individual project.
A different proof of the optimality of the Gittins index rule was provided by Whittle [17] . Gittins' original work has been extended in various directions such as superprocesses [6] , arm-acquiring bandits [18] , non-Markovian bandits [14] , and bandits with switching costs [3] . The Gittins index rule has also been shown to be optimal for several variations of the multiarmed bandit problem [4] , [7] , [9] , [lo], [ l 11 $31 , [16] .
It is known (see, for example, [SI) that the policy that operates the projects with the highest Gittins indices is not in general the optimal allocation rule for ~u~t~-~~~e~ b a d i t s with multiple servers (or, equivalently, multiple plays) and an infinite horizon exiscounted reward criterion. The optimal solution of the aforementioned class of problems is not generally known. Anantharam et al. [2] and Agrawal et al. [I] have determined optimal allocation schemes for multi-armed bandits with multiple plays and the "learning IOSS" or "regret" criterion. Asymptotic (in the number of projects and servers) results for restless bandits with multiple plays appear in Whittle El91 and Weber and Weiss [15] . In this paper we investigate, in discrete time, optimal strategies for the multi-armed bandit problem with multiple plays and an infinite horizon expected discounted reward criterion. For both the deterministic and stochastic multi-armed bandit problems with multiple plays we determine a condition on the reward processes sufficient to guarantee the optimality of the strategy that operates at each instant of time the projects with the highest Gittins indices. We call this strategy the GiZtins index rule for multi-armed bandits with multiple plays, or briefly the Gittins index rule. Furthermore, we show by examples that: (i) the aforementioned sufficient condition is not necessary for the optimality of the Gittins index rule; and (ii) when the sufficient condition is relaxed the Gittins index rule is not necessarily optimal.
The paper is organized as follows: In Section 2 the deterministic multi-armed bandit problem with multiple plays is formulated and analyzed. Its stochastic counterpart is presented in Section 3. An application of the general results to the multiserver scheduling of parallel queues without arrivals is also presented in Section 3.
The Deterministic Multi-armed Bandit
Problem with Multiple Plays
Problem Formulation
In this section we formulate, in discrete time, the deterministic version of the multi-armed bandit problem with multiple plays. The problem, denoted by P1, is the following.
Problem P1.
We have a collection of n projects (n > 2) and m processors (1 < m < n). Associated with each project i, i = 1 , 2 , . . ., n, is a deterministic re-
We assume that for each In what follows we determine a sufficient condition on the reward processes under which the Gittins index rule is optimal for problem P1. We proceed in two steps. First, we define an auxilliary problem, called P2, that has the following characteristics: (i) for any allocation policy T , the corresponding total discounted reward for problem P2 upper-bounds the total discounted reward for problem P1 under the same policy; and (ii) under the Gittins index rule the total discounted rewards for problems P1 and P2 are equal. Second, under a certain condition on the reward processes we show that the Gittins index rule is optimal for problem P2. Consequently, it is optimal for problem P1.
Preliminaries
In this section we formulate an auxiliary problem, called P2, and establish its relation to problem P1. We also formulate another auxiliary problem, called P3, for which we determine an optimal strategy. Problem P3 is directly related to problem P2; its solution allows us to determine a sufficient condition under which the Gittins index rule is optimal for problem P2.
We begin by defining the concave envelopes of the reward processes {Zi(e)}&,, i = 1 , 2 , . . ., n, as in
[ll] and [8] . The concave envelope {Zi(.t)}go of {Zj(.l)}&, is given by
we also have &(e) = 0 for e > ti, i = 1 , 2 , . . .,n.
Equivalently, the concave envelope is defined by Problem P2 is the same as problem P1 with the r e ward processes replaced with their concave envelopes. We denote by ~( Z I , 2 2 , . . . , Z n ; T ) and G(Z1, 2 2 , -. . , 2,; s) the total ,&discounted rewards for problems P1 and P2 respectively when strategy r is employed and the original reward processes are 2 1 , Z 2 , . . . 
, N',
The objective is to determine a scheduling strategy We now proceed to formulate problem P3.
Cik+l < Ci,, k = 1 , 2 , . . ., ki -1. Then at each time instant it is optimal to process the jobs that yield the highest rewards. Proof. Consider a policy r that satisfies precedence constraint (Sl), but does not always give priority to the jobs with the highest rewards. Let tl be the first time instant where one of the jobs with the M highest rewards that are available for processing is not processed under r. Assume that this is job k. This implies that there exists time t2 > t1 such that job k is processed at t 2 under s. We consider two cases. Case 1. Not all M processors are busy at time t l . We construct policy r1 to be identical to r except that it processes job k at time tl instead of t2. 
Therefore, in both caaes policy r1 satisfies precedence constraint (Sl) (by construction) and yields higher reward than T because of (10) and (14). We can now construct a modification 1r2 of u1 in the same way d modifies T, i.e., the first time T' does not process one of the jobs with the highest rewards, 1r2 processes that job and yields a higher reward than d.
Repeating the construction of such modified policies we conclude that under reward constraint (9) it is optimal to process the jobs with the highest rewards.
Optimality of the Gittins Index Rule
In this section we determine a condition sufficient to guarantee the optimality of the Gittins index rule for deterministic multi-armed bandits with multiple plays. We begin by noting that problem P2 can be formulated as a version of problem P3 as follows. We have n subcollections of jobs and m processors that 
Discussion
In this section we provide examples that illustrate the following points: (i) If condition (Rl) is not satis fied, the Gittins index rule is not necessarily optimal for multi-armed bandits with multiple plays, and (ii) condition (Rl) is sufficient but not necessary for the optimality of the Gittins index rule. Example 1. We have n = 3 projects, m = 2 processors, and rewards discounted by a factor p = 0.9.
The reward processes for each project are given by rule is optimal for problem P1. Consider now a policy T that is different from the Gittins index rule; it operates projects 2 and 3 at time 1, projects 1 and 3 at time 2, projects 3 and 2 at times 3 and 4, projects 3 and 1 at time 5, and project 1 at time 6. This policy yields a reward Vi(zi, z2,z3; r) = (5 + 4) + P(6 + 4) + (~2 + ~) ( 4 + 3) + p(3 + 1) + p51. (17) From (16) Condition (Rl) is not satisfied because 4 > 3 but 2 = 4(1 -p) < 3(1 -p5) SI 2.9. By computing the reward from all possible scheduling strategies it is straightforward to show that the Gittins index rule is optimal.
w F(t) is recursively defbed as follows:
where B(t) is the u-field generated by sets of the form {kl(t) = i l , k2(t) = iz,. . . , km(t) = i m } n { t i l ( t ) = A,=), with Ai, E @(si, + 1). A policy is any sequence of decisions (u(t), u(t) = (kl(t), kz(t), . . ., km(t)), t = 0,1,2,. . .}, where ~( t )
is based only on F(t), and F(t) evolves according to the mechanism described above.
The stochastic multi-armed bandit problem with multiple plays is to find a policy r that maximizes (l), i = 1 , 2 , . . ., n.
We make the following assumptions: 1 , 2 , . . ., n, are independent. every project i , i = 1 , 2 , . . ., n, along each sample path of positive probability the reward process becomes identically zero after a finite time. (A4) At each instant of time each processor must work exactly on one project; no more than one processors can work on the same project at any time. i = 1 , 2 , . . . , n, denote the number of times project i has been operated during 0,1,2, . . . , t- V F i ( t ' ( t ) ) , t = 0 , 1 , 2 , . . . . Proceeding as in the deterministic multi-armed bandit problem with multiple plays we determine a condition on the reward processes under which the Gittins index rule, i.e., the policy that at each instant of time operates the m projects with the highest Gittins indices, is optimal for problem Pl'.
(A3) For

Let t i ( t ) ,
F(t) =
Optimality of the Gittins Index Rule
In this section we establish a condition sufficient to guarantee the optimality of the Gittins index rule for stochastic multi-armed bandits with multiple plays. We begin by defining problem P2' to be the same as problem Pl' with the reward processes replaced with their concave envelopes defined by equations (4)- (6 -. , zn; T*) = h ( Z l , Z Z , . . . ,&; a*),
(21) where ?r* denotes the Gittins index rule.
We now consider problem P3 and by arguments that are the same as those used in the proof of Lemma 3 we can obtain the following result. As an application of the results of Section 3.2 we consider the dynamic multiserver scheduling problem of parallel queues without arrivals. We have, in discrete time, a system consisting of N parallel queues and m, m < N , identical servers. At each time each server must work on one queue, and no more than one servers can work on the same queue at any time.
Queue j, j = 1 , 2 , . . ., N , initially has q j customers (qj < CO). The service times uj of customers in queue j , j = 1,2, . . . , n, are independent identically distributed (i.i.d.) random variables taking values in the finite set {1,2,. . . , Mj}; furthermore, for all k, j, k # j, the random variables uk, uj are independent. Each customer present in queue j , j = 1,2,.. .,N, incurs an instantaneous holding cost hi. The objective is to determine a scheduling policy that minimizes the total expected Pdiscounted (0 < /3 < 1)
weighted flowtime of the customers initially present in the system.
We can formulate the scheduling problem described above as a multi-armed bandit with multiple plays as follows: Queue j, j = 1,2,. . . , N , is associated with bandit j where rewards are obtained only at customer completion epochs; time intervals between successive customer completion epochs in queue j, j = 1,2,. . ., N , are i.i.d. random variables oj taking values in the finite set { 1,2, . . . , M j } ; for all k , j , k # j , the random variables uj, ab are independent.
The reward obtained from bandit j, j = 1 , 2 , . . ., N , when the service of a customer is completed at time t -1 is equal to (/3*hj)/(l -p). Thus, we have N bandits with the reward structure described above, and m servers.
The Gittins index for bandit j is
and fj is the probability mass function of U j ; the index is achieved at the next job completion epoch. Suppose that the following condition holds.
(Ll) Whenever then
Under condition (Ll), Theorem 2 implies that the optimal policy for the scheduling problem formulated above is described by the following rule: Serve the queues exhaustively3 in decreasing order of their indices.
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3By an exhaustive policy we mean one that serves a queue UntiI there are no customers left in that queue.
