O͒. These variational calculations are based on a new semitheoretical potential energy surface obtained by morphing a high accuracy ab initio potential using experimental energy levels. This potential reproduces the energy levels with J = 0, 2, and 5 used in the fit with a standard deviation of 0.025 cm −1 . Linestrengths are obtained using an ab initio dipole moment surface. That these line lists make an excellent starting point for spectroscopic modeling and analysis of rotation-vibration spectra is demonstrated by comparison with recent measurements of Lisak and Hodges ͓J. Mol. Spectrosc. ͑unpublished͔͒: assignments are given for the seven unassigned transitions and the intensity of the strong lines are reproduced to with 3%. It is suggested that the present procedure may be a better route to reliable line intensities than laboratory measurements.
O isotopologues of the water molecule are calculated, which cover the frequency region of 0 -20 000 cm −1 and with rotational states up to J =20 ͑J = 30 for H 2 16 O͒. These variational calculations are based on a new semitheoretical potential energy surface obtained by morphing a high accuracy ab initio potential using experimental energy levels. This potential reproduces the energy levels with J = 0, 2, and 5 used in the fit with a standard deviation of 0.025 cm −1 . Linestrengths are obtained using an ab initio dipole moment surface. That these line lists make an excellent starting point for spectroscopic modeling and analysis of rotation-vibration spectra is demonstrated by comparison with recent measurements of Lisak and Hodges ͓J. Mol. Spectrosc. ͑unpublished͔͒: assignments are given for the seven unassigned transitions and the intensity of the strong lines are reproduced to with 3%. It is suggested that the present procedure may be a better route to reliable line intensities than laboratory measurements. © 2008 American Institute of Physics. ͓DOI: 10.1063/1.2927903͔
I. INTRODUCTION
Despite half a century of study, work on the spectrum of water vapor shows no sign of diminishing. Recent developments in laboratory spectroscopy 1 and its astrophysical applications 2 demonstrate the enduring importance and interest in this topic. For the past decade, the major tool for assigning of water spectra was variational calculations based on the use of accurate potential energy surfaces ͑PESs͒. 3, 4 As the best ab initio determination of the PES ͑Refs. 5 and 6͒ still only reproduces the spectrum of water within 1 cm −1 , most of this work has been performed using PESs which have first been tuned to reproduce known experimental data.
For a few triatomics, notably H 3 + , 7 ozone, 8 and H 2 S, 9 it has proved possible to develop variational procedures and associated PES, which predict their rotation-vibration transition frequencies with an accuracy close to experimental. Water is particularly challenging both because of the large amplitude of its motion and its relatively low barrier to linearity, 10 features shared in part by the other systems mentioned above, and also because of its uniquely extended vibration-rotation spectrum which is observable even at near ultraviolet wavelengths. 11 Indeed, recent experiments 1 have determined vibration-rotation energy levels of water up to 34 000 cm −1 above the ground state and have the capability of extending this range to dissociation. 12 This multiphoton work will not be pursued here.
Literally, hundreds of papers have been published devoted to the experimental observation of water rotationvibration spectra. These papers generally present data on experimental line centers and intensities together with the assignment of vibrational and rotational quantum numbers to the observed transitions. For some spectra, such as room temperature pure rotational spectra, the assignment of such quantum numbers is straightforward and does not require variational calculations. 13 However, for many water spectra, both at room and elevated temperatures, the use of variational calculations provided a major breakthrough in assigning these spectra. 3, 14 This has proved a major stimulus to the development of spectroscopically determined PESs for water of increasing range and accuracy. 4, [15] [16] [17] [18] [19] [20] [21] Even with variational line lists, assignment of water spectra remains far from straightforward with, to take an extreme example, over 80% of the sunspot absorption lines 22, 23 remaining unassigned, despite significant combined laboratory and theoretical work on this problem. 3, [24] [25] [26] To make progress on this spectrum, and indeed simpler ones, requires reliable line lists. However, the residual errors in the available calculations means that additional procedures are required to make assignments. A variety of such procedures are in current use including following errors along branches containing a particular class of transitions 24 and iterative use of fitted PESs. 16 Some of these methods were codified into expert systems. 27 The aim of the present work is to construct a PES, and hence line lists, accurate enough to avoid much of this work and, hence, to significantly simplify and improve the assignment process. To achieve this goal, it is necessary to achieve accuracy close to experimental for the calculated energy levels of the ground electronic state. A loose definition of experimental accuracy could be taken as 0.02 cm −1 since this is the value which approximately characterizes the limit of combination difference discrepancies for the same levels. Implicitly, such a definition considers that accuracies closer to 0.002 cm −1 , usually given by experimentalists as their accuracy, are a bit too optimistic. Such a high accuracy is certainly achievable for strong unblended lines, but most of the lines which are hard to assign do not fall in this category.
So far, the most accurate spectroscopically determined PES for water reproduced the rotation-vibration energy levels of H 2 16 O, H 2 17 O, and H 2 18 O up to 26 000 cm −1 with a standard deviation of 0.07 cm −1 . 21 However, by limiting ourselves to energy levels up to 18 000 cm −1 , the goal of achieving experimental accuracy becomes realistic. There are several reasons for this limit. First, use of a lower limit does not improve the fit; indeed, it becomes more and more unstable, as the lack of data makes correlation of the fitted constants a severe limitation on the fitting procedure. Second, 18 000 cm −1 is a natural threshold as it is sufficient to cover the stronger transitions of the 5 polyad; observations of H 2
17
O and H 2 18 O do not extend to higher polyads. Third, the available ab initio surfaces become less reliable above 18 000 cm −1 , leading to poorer fits. 1 In this work, we therefore present a PES which reproduces the energies of the three isotopologues of water below to 18 000 cm −1 with a standard deviation of 0.02 cm −1 ; we also present calculated line lists using this PES for H 2 16 O, H 2 17 O, and H 2 18 O. These are the first line lists of these molecules, which reproduce the spectra with the experimental accuracy. The intensities of the lines were calculated using the new ab initio CVR dipole moment surface ͑DMS͒.
28
The use of on an ab initio DMS is an important part of this work. Although it is possible to adjust a DMS to experimental data, 29 the accuracy with which line intensities can be measured means that this procedure is not really reliable. Indeed, a systematic study of available DMS ͑Ref. 30͒ concluded that the use of ab initio surfaces gave the most reliable result. To help quantify the accuracy of our calculated intensities, detailed comparisons are made with the recent low-uncertainty laboratory study of Lisak and Hodges.
31

II. FITTING PROCEDURE
Partridge and Schwenke 4 were the first to employ a fitting procedure based on the use of an accurate ab initio PES as a starting point; this procedure has been used for all subsequent spectroscopically determined PESs of water. Here, we start from the very accurate ab initio calculations used to construct the CVRQD PES. 5, 6 To construct this surface, multireference configuration interaction ͑MRCI͒ calculations using an aug-cc-pCV6Z basis set were performed at 1495 geometries. These points were extrapolated to the complete basis set ͑CBS͒ limit and several corrections added: a corevalence correction due to Partridge and Schwenke 4 as well as the adiabatic, relativistic, and quantum electrodynamics corrections. 5, 6 These corrections are all used here, which implies a slightly different PES for each isotopologue. We employ 1107 of the CBS MRCI points to produce the ab initio PES, which was used as a starting potential for fitting procedure. We call the resulting ab initio surface as PES367. This surface reproduces the selected ab initio points with a stan- 20 A FORTRAN version of PES367 is given, along with the spectroscopically determined PESs derived below, in EPAPS. 32 All nuclear motion calculations were performed using the program suite DVR3D, 33 in Radau coordinates. These calculations all used 29 radial grid points and 40 angular grid points. Vibrational Hamiltonian matrices with final dimension of 1500 were diagonalized; for the rotational problems, the final matrices had dimension of 400͑J +1− p͒, where J is the total angular momentum quantum number and p is the parity. This is sufficient to give well converged results for all energies of interest. Nuclear masses were used for all calculations. The observed energy levels for H 2
17
O and H 2
18
O were obtained using the MARVEL procedure, 34 which inverts the information contained in assigned experimental rotationvibration transitions to obtain measured energy levels. This work was performed as part of a comprehensive study of the energy levels of water isotopologues, and full results will be reported elsewhere. 35 The combined number of measured and assigned transitions for the H 2
17
O and H 2 18 O molecules is less than 30 000. This number for H 2 16 O molecule is at least an order of magnitude bigger. The task of gathering all H 2 16 O transitions and then obtaining the measured levels is quite formidable and will take some time; indeed, it is intended that the results presented here will be used as part of this work both to check the results and to aid further assignments. For the present fit, we therefore used energies from the previous H 2 16 O compilation 36 as adjusted by our previous study, 21 where considerable efforts were made to construct a reliable data set of energy levels without possible misassignments.
The final set of experimental energies used for the fit consists of 2287 levels with J =0, 2, and 5 up to 18 000 cm −1 for the three isotopologues. This set contains about 900 more energy levels below 18 000 cm −1 than there were used in our previous study 21 due to new experimental studies; 37 the experimental data used are summarized in Ref. 34 .
For the fitting procedure, we have used the same general functional form as in our previous works, 16, 17, 20, 21 that of a morphing function, which we fit, times an ab initio PES, as V fit ͑r 1 ,r 2 ,͒ = f morp ͑r 1 ,r 2 ,͒V ab initio ͑r 1 ,r 2 ,͒. ͑1͒
For our fits, the morphing function was expressed as a power series in the so-called Jensen coordinates,
We performed a series of calculations with different morphing functions to help choose the optimal set of parameters.
In particular, we tested all fourth-order ͑N =4͒ terms as well as the effect of including fifth-order ͑N =5͒ terms. We have tried to minimize the number of these parameters as extra parameters could lead to wrinkles in the surface and worsen the interpolation qualities of it. This means that the high accuracy of the fitted PES is due to the high quality ab initio surface but not because of the large number of fitted parameters. This strategy differs from that used in some other high accuracy fits. 9 The final set of terms is given in Table I . We note that the use of a polynomial for the morphing function may cause the potential to show unphysical behavior for large ͑or indeed very small͒ internuclear separations. The whole issue of how to define an accurate global potential for water is a difficult one, which we recently started to address. 38 For present purposes, it is sufficient to say that our new fitted potential is designed to characterize the region up to 18 000 cm −1 and should not be assumed to be reliable at energies significantly above this value.
Optimization of 24 parameters in the morphing function allowed us to reproduce the experimental data with a standard deviation of 0.025 cm −1 . The constants of the morphing function used to determine the fitted potential are given in Table I . Due to symmetry considerations, only even powers of k were included in the fit.
To allow for nonadiabatic effect on highly excited rotational levels, we, as before, 21 used the additional J xx , J yy , and J zz operators defined by Schwenke. 39 These operators were scaled based on an analysis of the errors in the predicted energy levels with J = 20 and J = 40 for the PES obtained by fitting only levels with J = 0, 2, and 5. This analysis gave scaling factors of 0.30 for J xx , 0.5 for J yy , and −0.24 for J zz . As noted previously, 21 the value of this scaling is very sensitive to the precise PES it is employed with. Use of these rotationally nonadiabatic terms leads to a standard deviation of 0.1 cm −1 for levels with J = 20 and 0.3 cm −1 for those with J = 40.
III. LABELING
It is a standard practice to use quantum numbers that serve to identify the energy levels and lines in a spectrum. To aid the use of our line lists, each transition has a full quantum number assignment. However, achieving this is not altogether straightforward. O can be described by a rigorous set of quantum numbers responsible for the symmetry of the wave function: these are J, p and whether the state is ortho or para. The addition of the level number within a symmetry block is enough to completely characterize each state. These quantum numbers are automatically assigned to energy levels by the DVR3D programs. 33 However, the conventional quantum numbers for water are J, K a , K c , v 1 , v 2 , and v 3 . These labels, which are based on the rigid rotor-harmonic oscillator model, are more informative from the viewpoint of the physics of transitions from one level to another. The quantum numbers K a , K c , v 1 , v 2 , and v 3 are approximate, and the assignment of these labels to energy levels by different methods may be ambiguous in some cases and depend on the method used. The assignment of approximate labels is a separate problem not addressed by the DVR3D program suite.
Since the structures of the energy levels of water with different oxygen isotopes are similar, we first label the levels of the H 2 16 O molecule. The primary method used is based on the analysis of the dependence of the energy levels on the labels 40 and is performed in two stages. The first stage is to label the vibrational ͑J =0͒ energy levels; for this, we used the quasiharmonicity of the molecule. For a harmonic oscillator with three degrees of freedom, the energy can be expressed as
where v 1 , v 2 , and v 3 are the vibrational quantum numbers and 1 , 2 , and 3 are the fundamental frequencies. The energy here is measured from the energy of the ground state. However, the real molecule is not a harmonic oscillator. Therefore, our labeling method dealt with the effective fundamental frequencies, The second stage involves labeling the vibrational-rotational energy levels with J Ͼ 0. The total energy of a level can roughly be represented as a sum of the vibrational and rotational energies. For the second stage, we used the empirical observation that the rotational energy depends weakly on the vibrational quantum numbers; for a given set of constant rotational quantum number and a smooth change of vibrational quantum numbers, the rotational part of the energy changes smoothly.
To eliminate ambiguities in the selection of the calculated level corresponding to the given set of labels, the following considerations were used. For a particular energy level, the properly assigned set of labels is that corresponding to the set obtained from the analysis of the experimental energy level ͑if available͒ or, otherwise, for which the absolute value of the difference between the predicted and calculated values is the smallest. The accurate labeling of the vibrational levels ͑first J = 0 stage͒ is more important than at the second stage since, as the second stage also depends on this, any error in the assignment of the vibrational labels spawns errors in the labels of levels with J Ͼ 0. Therefore, each vibrational level below 20 000 cm −1 was labeled manually. Other methods were used to eliminate any ambiguities and to check the ultimate label. One method used for checking is based on the analysis of wave functions. 41 The ͑small amplitude͒ vibrations of a molecule near equilibrium can be divided into independent vibrations along each normal coordinate. The Hamiltonian of a multidimensional harmonic oscillator in normal coordinates is a sum of one-dimensional Hamiltonians, and the multidimensional wave function is a product of one-dimensional wave functions. For normal coordinates, the diagonal element of the matrix of any square coordinate can be expressed through the degree of excitation along only this coordinate,
͑6͒
The diagonal matrix elements were calculated by the numerical integration of the corresponding wave functions. Since the wave functions in the vibrational states ͑000͒, ͑100͒, ͑010͒, and ͑001͒ can be easily identified, we determined from these states the normalization coefficients ͑ប / i ͒ for each normal coordinate. We then calculated the vibrational quantum numbers, which are rounded to the nearest integer, using the matrix elements ͗X v 2 ͘. Jensen coordinates ͓Eq. ͑2͔͒, which are close to the normal ones, were used. This method is not as accurate as the basic one but provides an important check. Assignment of vibrational labels to levels with large values of v 2 , corresponding to the bending vibrations, is the most doubtful. We therefore used one further method to analyze the value of this quantum number by adding a term to the potential that depends only on the angle. 42 The artificial addition of this term to the PES shifts the calculated energy levels, and the larger the value of v 2 , the larger this shift.
Comparison of calculations with and without the additional term allows us to estimate v 2 . This method is also not completely reliable, but the combination of the different methods provides a more accurate set of labels than can be obtained from only one method.
The labeling of energy levels of H 2
17
18
O by the method similar to that used for H 2 16 O appears to be less efficient. For these molecules, there are significantly less experimental data, which are needed for the refinement of the effective frequencies. Without this refinement, inaccuracies in the prediction process accumulate, which can significantly increase the number of mislabeled levels. In the structure of their energy levels, the H 2
17
O and H 2 18 O molecules are more similar to H 2
16
O than D 2 16 O. 20 Since the oxygen nucleus lies near the molecular center of mass, the relatively small changes of its mass only lead to small changes in the principal moments of inertia and, consequently, the rotational energies. The addition of neutrons to the oxygen nucleus affects the structure of the energy levels much more weakly than the addition of neutrons to the hydrogen nucleus. Therefore, for the H 2
17
O and H 2 18 O isotopologues, the labels were assigned on the basis of those labels already assigned to the energy levels of H 2 16 O. Since each set of energy levels is divided into blocks on the basis of their rigorous quantum numbers, and levels in each block are energy ordered, it is easy to make the correspondence between the levels of H 2 16 O and two other isotopologues H 2 17 O and H 2 18 O. In most cases, this correspondence means the coinciding labels. Unfortunately, labeling by direct correspondence is incorrect in some cases. Such errors were corrected by the above described methods and also using the fact that the difference in the energies of the levels E͑H 2 18 O͒ − E͑H 2 17 O͒ is almost equal to E͑H 2 17 O͒ − E͑H 2 16 O͒ for each set of quantum numbers.
It should be noted here that our labeling procedure, as with all methods of "determining" approximate quantum numbers, is not free from error. When the line list is used during the assignment of experimental spectra, other factors should also be taken into account, for example, the dependence of the transition intensities on the quantum numbers. Finally, we should note that a very few, less than 0.01%, of the levels remained unlabeled at the end of this process. These levels are characterized by negative quantum numbers in our final line lists. O with a temperature of 296 K. There are a number of high temperature ͑3000 K͒ spectra of water vapor, in particular, sun spot spectra and torch spectra. So, we have also calculated the line lists up to the same J values for the three isotopologues with the temperature of 3000 K, for which we used the partition function from Vidler and Tennyson. 43 For the intensity calculations, we used the CVR DMS of Lodi et al. 28 The line list and PES used in the calculations are given in the electronic archive EPAPS. 32 An intensity cutoff of 1.0 ϫ 10 −30 cm molecule −1 was used for temperatures of 296 and 3000 K; the resulting line lists have nearly 220 000 lines each at 296 K and over 18 000 000 lines each for H 2 17 O and O at 3000 K. The more extensive hot H 2
IV. LINE LIST CALCULATION
16
O line list contains 23 425 730 transitions. These line lists should be sufficient for analyzing room temperature and hot experimental spectra. Table III presents a sample of our calculated line list with an explanation of the output format. The line list is available for downloads from the URL address.
The calculated line lists for the three major isotopologues of water are the most accurate line list so far both in terms of line centers and line intensities. Figure 1 illustrates this point by comparing a portion of the visible wavelength spectrum of Fally et al. 44 with results from our line list. This high frequency region was chosen precisely because it was at such frequencies that previous line lists have struggled to give good results for both line positions and intensities. This figure demonstrates visually what an accuracy of about 0.02 cm −1 means. The calculated line centers coincide with the experimental ones within the observed linewidth. This means that a semiautomatic assignment procedure for such spectra, whose assignment recently constituted a major project in its own right, 45 should now be possible using the line lists of this paper. In other words, the lack of ambiguity between experimental and calculated lines should mean that no expert evaluation of the assignment is required and full line assignment is straightforward. This should both facilitate significantly the assignment procedure and will contribute to the accuracy of the models of water absorption for terrestrial or stellar atmospheres, which could be built upon our line lists.
To illustrate this point, we have analyzed the recent spectrum of Lisak and Hodges. 31 This work studied 74 transitions in the 930 nm ͑10 700 cm −1 ͒ region, 7 of which remain unassigned. Table IV gives our assignments for these lines.
The main focus of Lisak and Hodges' study 31 was on trying to reduce the uncertainty with which experimental line intensities could be measured. Their study should therefore provide a benchmark against which our results can be tested. and a set of weak lines for which their results are systematically stronger than previous studies. If one excludes the two weakest of the "strong" lines, our line list predicts the measured intensities to within about 3%. Indeed, the fact that our lines are systematically about 3% too strong is in line with the previous calculations using the CVR dipole, which made such comparisons at longer wavelengths. 28 We do not give comparison for all the 50 or so weaker transitions since this merely confirms Lisak and Hodges's comment that their measurements appear to overestimate the intensity of these lines by some 20%. Instead, we give a comparison for two classes of lines that are weak not because of their intrinsic band strength: high-J lines that are weak because of their Boltzmann factor and H 2 18 O lines that are weak due to its reduced natural abundance. In both these cases, our line list would be expected to give results of simi- 18.6 lar accuracy to those obtained for the strong lines since the actual linestrengths are not small and the factors reducing the intensity are multiplicative ones that are introduced post hoc when synthesizing the spectrum. It can be seen that for these weak lines, our predicted intensities are some 20% lower than the observed ones. This confirms that higher intensities measured by Lisak and Hodges for these weak lines do indeed appear to be an artifact of their experiment.
V. CONCLUSION
A high accuracy PES for the electronic ground state of water is obtained using a state-of-the-art ab initio PES as a starting point and a morphing function fitted, so that the PES reproduced the experimental energy levels. This PES is used to calculate line lists for H 2 16 O, H 2 17 O, and H 2 18 O, which can be used to model the water spectra for frequencies up to 18 000 cm −1 . The accuracy of the predicted line positions is determined by the accuracy of PES employed. The accuracy of intensity calculations is largely determined by the CVR DMSs ͑Ref. 28͒ used in the calculations and is virtually independent of the accuracy of the PES for the majority of lines. Our analysis combined with that given previously 28, 46 suggests that this ab initio DMS is capable in predicting the intensity of the majority of water transitions within about 3%. Given the difficulty of measuring water line intensities to high accuracy, and the clear improvements to the procedure for calculating an ab initio DMS already suggested, 28 it is by no means fanciful to suggest that improved ab initio calculations probably represent the best prospect of obtaining intensities for the bulk of water transitions of importance to an accuracy of 1%.
There are many important applications for an accurate water line list. Models of the absorption processes in both terrestrial and cool stellar atmospheres are examples, although the latter needs a more extended line list than the ones presented here. 47 However, the most obvious use of the line lists is for the assignment of the experimentally observed spectra of water which remains an active topic of study. 46, 48 Until now, the most accurate generally available spectroscopically determined PES for water is FIS3, 21 was achieved for the same energy limits. However, this fell to 0.04 cm −1 for levels up to 25 000 cm −1 when the higher energy levels were include into the fitting procedure. This suggests that attempts to obtain a PES accurate to better than 0.02 cm −1 for all available energy levels of water are not possible at the moment. Such a project would require the production of a globally correct ab initio PES for water as a precursor to any such fit. Work on such an ab initio surface is currently under way.
