A q-analog of the Gauss summation theorem for hypergeometric series in U(n)  by Milne, S.C
Advances IN MATHEMATICS 72, 59-131 (1988) 
A g-Analog of the Gauss Summation Theorem 
for Hypergeometric Series in U(n) 
S. C. MILNE* 
Department of Mathematics, University of Kentucky, 
Lexington, Kentucky 40506-0027 
In this paper we derive a q-analog of Holman’s U(n) generalization of the Gauss 
summation theorem. This result is obtained by iterating our mutivariable 
generalization of the Gauss reduction formula for basic hypergeometric series in 
U(n). Multiple series generalizations of both classical q-analogs of the Vander- 
monde summation theorem appear as special cases. We obtain the corresponding 
theorems for ordinary series by taking the limit as q + 1 of all these results. 0 1988 
Academic Press, Inc. 
1. INTRODUCTION AND STATEMENT OF RESULTS 
In this paper we derive a q-analog of Holman’s [20] U(n) generalization 
of the Gauss summation theorem [ 10,43,44,48]. This provides a multi- 
variable generalization of Heine’s [ 19,441 q-analog of the Gauss sum- 
mation theorem. We obtain our main result by iterating a generalization of 
the Gauss reduction formula [lo, 44,481 for the multiple basic 
hypergeometric series [:I](‘) in U(n) which were introduced in [38] and 
studied further in [38-42]. These [fl’“’ series (see Definition 1.20 below) 
are a natural multivariable generalization of classical basic hypergeometric 
series [l-3, 10, 17, 18,441. Our [F](“’ Gauss summation theorem contains 
multiple series generalizations of “both” classical q-analogs [44] of the 
Vandermonde summation theorem [ 10,43,44] as a special case. By taking 
the limit as q + 1 of all the major results in this paper we obtain the 
corresponding theorems for ordinary series. 
As background for our work we recall the definition of classical 
(ordinary) hypergeometric series of one variable given by 
DEFINITION 1.1 (Classical hypergeometric series). We let 
a, (a) mFn (8) x [ II
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denote the hypergeometric series 
where (A ), is the “rising factorial” 
(A),=A(A+l)...(A+I-1). (1.2b) 
We say that the hypergeometric series in (1.2a) is well-poised provided that 
m=n+l and a+1=c(,+/31= ...=a,+pn. (1.2c) 
The a and cli are numerator parameters and the pi are denominator 
parameters. The term hypergeometric functions is often used when referring 
to the series in (1.2). 
The applications of the ordinary hypergeometric functions in (1.2) are 
well known and widespread not only in mathematics, but also in physics 
and engineering. For an exposition of the general theory of ordinary 
hypergeometric functions, see the books by L. J. Slater [44], W. N. Bailey 
[lo], and E. D. Rainville [43]. These books also contain excellent 
references to the vast literature of these functions. 
One of the fundamental results of ordinary hypergeometric functions is 
THEOREM 1.3 (Gauss summation theorem). 
F a, b2 1 1 II 1 =r(c)Uc-a-b) C T(c - a) T(c - 6)’ (1.4) 
where T(z) is the classical gamma function and Re(c-a- b) > 0. Here, 
Re(z) denotes the real part of z. 
As observed in [ 10,44,48], Theorem 1.3 is a direct consequence of 
iterating 
THEOREM 1.5 (Gauss reduction formula). 
F a, b2 1 [ II 1 = (c-a>, (c-b), C Cc>, (c-a-b), .2F1[;;; ( 11. (1.6) 
where m is a nonnegative integer and Re(c - a - b) > 0. 
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Theorem 1.5 can be proven by using the differential operators and 
contiguous relations in Section 33 of [43]. Alternate proofs of Theorem 1.5 
can be found in [ 10,441. 
In order to state Heine’s [19] q-analog of Theorem 1.3 we first need 
DEFINITION 1.7 (Classical basic hypergeometric series). We let 
denote the basic hypergeometries series 
where 
(A),=(A;q),=(l-A)(l-Aq)...(l--Aq’-’), (1.8b) 
I4 < 1, 141 < 1, lLzq-‘9 (1.8c) 
for any nonnegative integer 1. The basic hypergeometric series in (1.8a) is 
well-poised provided that 
m=n+l and aq=a,/?, = ..- =a,bn. (1.8d) 
The a and ai are numerator parameters and the /Ii are denominator 
parameters. 
The basic hypergeometric functions in (1.8a) have many significant 
applications in several areas of pure and applied mathematics including the 
theory of partitions, combinatorial identities, number theory, finite vector 
spaces, Lie theory, mathematical physics, and statistics. Extensive 
references to and accounts of the general theory and applications of basic 
hypergeometric functions can be found in books by G. E. Andrews [3], 
L. J. Slater [44], W. N. Bailey [lo], and in the papers of G. E. Andrews 
Cl, 2,4] and W. Hahn [17,18]. 
Replacing a, ai, pi, x by q”, qai, q8’, and x( 1 - q)“+ I-“‘, respectively, in 
(1.8a) and then letting q + 1 yields (1.2a). For this reason the series in 
(1.8a) is known as the q-analog of (1.2a). 
Keeping in mind Definition 1.7 we now state 
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THEOREM 1.9 (Heine’s q-analog of the Gauss summation theorem). 
(1.10) 
where 
(A),=!-mmb4),= fj (l-&f), 
r=O 
ICI < bbl~ 141 < 1. 
(1.11) 
(1.12) 
In [3, see p. 201 the classical q-binomial theorem [3, 10,443 and Heine’s 
fundamental transformation [3, 10, 193 combine to yield Theorem 1.9. 
Alternatively, Bailey [lo] and Slater [44] obtain Theorem 1.9 as a 
limiting case of the q-analog of the balanced 3F2 summation theorem 
c3, 10,441. 
Both (1.2) and (1.8) have classical higher-dimensional generalizations 
known as (basic) Appell and Lauricella functions of several variables which 
have been extensively studied in the books by P. Appell and J. KampC de 
FCriet [6], G. E. Andrews [3], L. J. Slater [44], W. N. Bailey [lo], A. M. 
Mathai, and R. K. Saxena [34], and in the papers of G. E. Andrews 
[ 1, 2,4]. These multiple series are not the only useful higher-dimensional 
generalizations of (1.2) and (1.8). In particular, L. C. Biedenharn, W. J. 
Holman III, and L. D. Louck [21] have exploited the known relationship 
between the well-poised hypergeometric series in (1.2) and the com- 
binatorial aspects of the representation theory of SU(2) to define a 
generalization of the well-poised concept for multi-dimensional series 
adapted to SU(n) symmetry. These hypergeometric series in SU(n) are 
given by 
DEFINITION 1.13. We define 
a11 ... al/f b,, ... b,j z, . . . . 
bit, . .’ inj ;, 
(1.14a) 
n 
* JJl ,Ij, (b,)i,)pl’(iij, ‘r) 
( 
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to be well-poised in SU(n) if m is a nonnegative integer, n > 2, and 
j>n, (1.15a) 
Ai,-Ai,=As,, for s< r, (1.15b) 
a, - asr = Ais, for i<s, (1.15c) 
bir-bsr=Ais, for i<s, (1.15d) 
bii= 1, l<i<n. (1.15e) 
We shall call the a’s numerator parameters and the b’s denominator 
parameters. 
Classical, well-poised hypergeometric series in one variable are 
equivalent to the n = 2 case of Definition 1.13. 
Denoting the sum in (1.14) by W$$((A) 1 (a) 1 (b) 1 (z)), W. J. Holman 
III [20] established multivariable generalizations of several classical 
summation theorems for the related hypergeometric series in U(n) given by 
f”“‘(V) I (a) I (6) I @I)= c O” $ W!?(M) I (a) I @) I (z)), (1.16) 
m=O . 
where the arrays (A), (a), and (b) satisfy the conditions in (1.15). Note that 
the n = 1 case of (1.16) is just the definition of classical hypergeometric 
series in one variable given in (1.2a). In this paper Holman obtains an 
analog of the SF4( 1) summation theorem for W$)( (A) I (a) I (b) 1 (1 )), and 
derives a generalization of the summation theorems of Gauss and 
Saalschutz (balanced 3F2) for F’“)((A) 1 (a) I (b) 1 (1)). (The condition 
zi = 1 is denoted by (1 ).) 
In both [20] and [21], explicit expressions for the matrix elements of 
multiplicity-free Wigner and Racah coefficients in U(n) are used to 
establish multi-dimensional analogs of known hypergeometric summation 
theorems. Essentially, the same matrix element is computed in two different 
ways. The methods here rely upon the representation theory of U(n). In 
[ 143 R. A. Gustafson significantly extended this program by proving a 
generalized Biedenham-Elliott identity for multiplicity-free U(n) Racah 
coefficients. By means of an explicit evaluation of a special case of this 
identity, he then derived an elegant generalization of Whipple’s classical 
transformation [46,47] of a very well-poised ,F6( 1) into a balanced 
4F3( 1 ), to the multiple hypergeometric series in (1.14) and (1.16). 
After a linear change of variables and parameters, Holman’s multiple 
series generalization of the Gauss summation theorem can be written as 
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THEOREM 1.17 (Holman’s U(n) Gauss summation theorem). 
(1.18a) 
r(b n,n+l 
= -‘,.+~-(‘,,+a,,+ ... +a,,)). fi 
r(bin.1) 
r(b -a,..+,) fl,?l+1 i=l Ubi,n+l-aii)’ 
(1.18b) 
where n > 1, and 
a,i 
> 
> n, if l<I<n, (1.19) 
and none of the gamma functions are evaluated at nonpositive integers. 
It is immediate that the n = 1 case of Theorem 1.17 is Theorem 1.3. Note 
that because of (1.15), Theorem 1.17 can be expressed in terms of (2n + 2) 
parameters as in the q = 1 case of Theorem 3.9 at the end of Section 3. 
The primary motivation for this paper was to find a multiple series 
generalization of Theorem 1.9 which was also a q-analog of Theorem 1.17. 
Furthermore, we wanted to derive our result from a suitable multivariable 
generalization of the Gauss reduction formula in Theorem 1.5. 
It turns out that this program works. Our starting point is the q-analog 
of the F(“) multiple series in (1.16) provided by 
DEFINITION 1.20 (Basic hypergeometric series in U(n)). 
. . . b 
a;1 a;k 1’ 
... b, z1 
: : 
“I ‘.. ank b,, 
. . . inj i” 
(1.21a) 
= 1 (l-q)(j-k)(~l+...+~n). n (l-Ail.q~‘--yl)/(l-Ai,) 
Y,....rYnao l<i<lCn 
(1.21b) 
(1.21c) 
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where 141 < 1, (A), is given by (1.8b), (6&,#0, A,,# 1, n 3 1, and 
j2n, 
AirIAis = As,, 
ai,las, = Ais, 
birlbsr = Ais, 
bit = 4, 
We denote the series in (1.21) by 
for s<r, 
for i< s, 
for its, 
l<i<n. 
(1.22a) 
(1.22b) 
(1.22c) 
(1.22d) 
(1.22e) 
CW” ((A) I (a) I @I I (2)) (1.23a) 
We will call the a’s numerator parameters and the b’s denominator 
parameters. 
With z1 replaced by zl( l-q) (j-‘) the n = 1 of (1.21) is the definition of 
classical basic hypergeometric series in one variable given in (1.8a) 
The [FJ(“) series were first introduced in [38]. Recently, in [40] basic 
properties of [Fj (n) led to a U(n) multiple series refinement of the 
q-binomial theorem [3, 10,441 and a direct, elementary proof of the 
Macdonald identities [ 11,26,28, 31, 501 for AI’). In addition, M. Ismail’s 
proof from [23] was extended in [41] to derive a U(n) multiple series 
generalization of Ramanujan’s ,$i summation directly from the U(n) 
q-binomial theorem. As a consequence, a new generalization of the 
Macdonald identities for Al’), with extra free parameters, was obtained. 
Remark 1.24. It follows from (1.22d)-(1.22e) that 
b, = q .A,, if r < S, (1.25a) 
= q/A,,, if s < r, (1.25b) 
= 4, if I = s, (1.25~) 
provided that 1~ r, s < n. (1.25d) 
Remark 1.26. In Remark 7.26 of [38] it was shown that the series 
[a(“) ((A) I (a) I (b) I (z)) converges absolutely whenever 
0-c 141-c 1, (1.27a) 
Iz,J<IQI(‘-‘).~(~-~)~(~~~), if l<r<n, (1.27b) 
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bri + q -‘, if pa -1 and l<r#i<n, (1.27~) 
b,,+q-P, if p>,O, 1 <r<n, and n-t 1 <i<j, (1.27d) 
with p an integer. (1.27e) 
Furthermore, from (1.25) and (1.27~) we must have 
Air+qP, if 1 < i < r < n, and p is any integer. (1.28) 
If 
a, c = qPp’ (1.29) 
for 1 < r <n and 1~ i, < k, with the p, nonnegative integers, the series in 
(1.21) is a finite sum, i.e., terminates. 
We are now ready to state 
THEOREM 1.30 (q-analog of the U(n) Gauss summation theorem). 
@ /an,.+lL ?I,fZ+1 n (b,, + &d, 
= ((b ...+.)/(a,,a,,...a”,a~,.+l)),‘i~~ (bi,n+l)m ’ 
where na 1, O< 141 < 1, and 
zi = q (i-l).(b,,.+l)l(a,,a,,...a,,a,.+,), if l<i<n; 
lb n,n+ll < la,,a,,...a,,a,,+,I, 
bli Z q-‘, if pa -1, l<Z#i<n, 
b I,n+l+P~ if p 3 0, 1 < I < n, 
Ai/ZqP, if 1 <i-cl<n, 
with p any integer. 
(1.31a) 
(1.31b) 
(1.32) 
(1.33a) 
(1.33b) 
(1.33c) 
(1.33d) 
(1.33e) 
Because of the relations in (1.22), Theorem 1.30 can be rewritten to 
depend only on the (2n + 2) parameters {xi, . . . . x,}, {a,, . . . . a,}, 6, and c. 
This alternate form of Theorem 1.30 is given by Theorem 3.9 at the end of 
Section 3. 
It is not difficult to see that the n = 1 case of Theorem 1.30 is the same as 
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Theorem 1.9, and that Theorem 1.30 is also a q-analog of Theorem 1.17. 
This is discussed in more detail in Section 5. 
We prove Theorem 1.30 in Section 3 by iterating the multivariable 
q-analog of the Gauss reduction formula (Theorem 1.5) given by 
THEOREM 1.34 (Gauss reduction formula for [F]‘“’ series). 
(1.35a) 
(b k,n+dm n.n+l . fi (b,n+ ,/uii)m 
n,n+~)/(u~~u22...unnun,n+~))m i=l (bi,n+l)nn 
(1.35b) 
(1.35c) 
where n 2 1, 0 c 141 < 1, m is a nonnegative integer, Zi is given by (1.32), and 
(1.33) holds. 
Motivated by Sections 33 and 48 of [43] and Section I.7 of [44], we 
prove in Section 2 an identity involving general [F-J(“) series which implies 
Theorem 1.34. Our general result for [F]“‘) is a consequence of certain 
q-differential operators from [39] and two special cases of the fundamental 
identity given by 
THEOREM 1.36. Let {x,, . . . . x,} and {yl, . . . . y,} be indeterminunts with 
the yi distinct. We then have 
l-xix,*** x,= f (1-x,)*fi 
p=l 
i- 1 p-y’). (1.37) 
i#p 
Theorem 1.36 was first proven in Section 2 of [38]. Our proof relies 
upon elementary properties of symmetric functions and an important sum- 
mation theorem (see Theorem 1.20 of [38]) due to Louck and Biedenharn 
[29, 301 which appears frequently in dealing with the explicit matrix 
elements which arise in the unitary groups. Louck and Biedenharn [29,30] 
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gave a rather complicated analytic proof of their result. In [15] we utilize 
the determinatal definition of Schur functions [32] and the Laplace 
expansion formula [ 13 see p. 118, Problem 1 ] for the determinant of an 
n x n-matrix to give a simple direct proof of an elegant identity, involving 
Schur functions, which contains the result of Louck and Biedenharn as a 
special case. 
Several recent applications of Theorem 1.36 are of independent interest. 
Theorem 1.36 is responsible for the q-difference equations in [38] which 
support the analytical results in [39-42]. Theorem 1.36 is also central to 
the work in [16]. 
In Section 8 we present additional elementary proofs of Theorem 1.36 
that have been communicated to us by R. Askey, H. Flanders, K. Leeb, 
I. G. Macdonald, V. Strehl, and J. Wimp. We include these proofs here 
because their techniques should prove useful in future applications and 
generalizations of Theorem 1.36. 
In Section 7 we provide for future reference q-analogs of three standard 
partial fraction expansions. These q-analogs were a direct result of 
I. G. Macdonald’s proof of Theorem 1.36, and have applications to the 
summation theorems in [36, 393. 
Section 4 contains the primary application of Theorem 1.30 ([F]‘“) 
Gauss summation theorem) that we give in this paper. First, we write 
down a natural terminating special case of Theorem 1.30 and then 
transform it, by inverting the base q, into an elegant multiple series 
generalization of the usual [3,44] q-analog of the Vandermonde sum- 
mation theorem [ 10,43,44]. This process generalizes what happens in the 
classical (n = 1) case [8]. 
In Section 6 we utilize Theorem 1.17 to derive a U(n) generalization of 
the classical beta integral. 
Finally, in Section 5 we obtain the limiting case as q + 1 of the main 
results in this paper. This gives the first proof of the general (nonter- 
minating) case of Theorem 1.17. We also sketch a second direct proof. 
Holman conjectured Theorem 1.17 and pointed out that his proof was only 
valid in the terminating case. 
2. THE GAUSS REDUCTION FORMULA FOR [I;](") 
The purpose of this section is to prove Theorem 1.34. This requires 
certain q-differential operators and a number of results that are 
consequences of Theorem 1.36. These methods also lead to the general 
contiguous relations for [F]‘“) series given by Theorem 2.92 below. 
We begin with 
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DEFINITION 2.1. 
Qi(f(z1, ***p Zn))‘f(-z~, .a., Zi-1, Pi, Zi+ 13 ***, Zn), (2.2a) 
Qi(g(z,, ***y Zn)) =g(Zl, aa.3 Znh (2.2b) 
if g(z,, . . . . z,) is independent of zi. Here and after, we let I denote the 
identity operator 
Z(f(z,, .*a, .&I)) =f(z1, -‘*, 4 (2.3) 
and by Bf(z, , . . . . z,) we will mean 
B.Z(f(z,, . . . . z,))~Bf(z~ ,..., z,). 
In [39] we observed that if f and af/dz, are continuous, then 
(2.4) 
lim (IaqA “‘) (f(z,, . . . . 
q-1 (1-q) 
z n =(A+zp#-) (f(z,,...,z,)), (2.5a) )) 
and 
lim (z-Q1Q2”*Qn) (f(zl,...,z 
U-4) 
n )) 
9-l 
= z1 ( c+ --. +z, $ > (f(z,, ***9 z,)). 1 n 
Because of (2Sa), the operator 
V-Q,) 
(l-qb, (f )=pDp(f) 
(2Sb) 
(2.6) 
is known as the q-analog of the partial derivative operator a/az,. The 
operators (2Sa) and (2.6) have numerous applications in [S, 10, 24, 25, 35, 
43, 443. 
We next define [S](,,,,...,,,,, by means of 
DEFINITION 2.7. Let [F](") ((A) I (a) 1 (b) 1 (z)) be the series in . . 
Definition 1.20. We let [cS]~ ,,,,., ,,“) be the term corresponding to (yi, . . . . y,) 
in (1.21) so that 
Ccl’“’ ((A) I (a) I (b) I (z)) 
= c ca%....Y”P 
Y,, . . ..Yn 2 0 
(2.8a) 
(2.8b) 
70 
It is immediate that 
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(~-QIQ~.~.Q,,C~‘I’“‘= 1 (1 -PI+ “’ +yn~~c~l(,,,...,yn). (2.9) 
y, ,...,y. a 0 
Equation (2.9) provides the connection between Theorem 1.36 and our 
proof of Theorem 1.34. We first apply Theorem 1.36 to write 
(1 _ q(Yl + “’ +P”) I-%,,...,,.., 
as the sum given by 
LEMMA 2.11. 
(1 - q”“’ + ... ‘“‘w+, I...., U”) 
= c, {(~l)““-4uYl+ ..‘+Y~-l)-~-l,l.~~~ (A,) 
. fi (1 -bpiq(YP-‘) 
( i=l 
)) .[I( (1 -Aipq’-“‘pYy 
. fi (l-Apiq(YP-Y’) -1 
i=p+l ) II 
. lmh....,,.,~ 
Proof We first consider the case in which 
A,. q(Yr-.“J # 1, for l<r<s<n. 
Since 
A,, = (Wb,,), for 1 <r<s<n, (2.14) 
(2.10) 
(2.12a) 
(2.12b) 
(2.12c) 
(2.12d) 
(2.13) 
it is immediate from (2.13) that (bi,qyl / 1 < i<n) are distinct. As a result 
of this, consider the following special case of Theorem 1.36: 
xi = qy’, if l<i<n, (2.15a) 
and 
yi= (binP-‘, if 1 < i<n. (2.15b) 
Substituting (2.15) into (1.37) gives 
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(1 -q(Yl+ ... +Y") 
1 
=pcl (1 -qyp) fi ((bpnqYP)-l-(bin)-l) 
i=l 
i#P 
p--l 
iv1 ((bprzqyP)-l - (binqyi)-l)-l 
(2.16a) 
(2.16b) 
-Ifi+, ((b,,q”)-‘-(b,q”)l)-‘I. (2.16c) 
We next rewrite each term in (2.16b)-(2.16c) by factoring out the 
products 
ifJl (bpttqYP)-l ‘“fil (-binqY’)’ fi fbpn4”)}* 
i=l i=p+l 
i#p 
(2.17) 
We obtain 
pcl [w-‘j-q P-l c(YI+Y2+ ‘~‘+Yp-l)-@-l)Ypl * fl tbinlbpn) 1 (2.18a) i=l 
(1 -qYp) Ifi (1 - (b,/b,) cp) 1 i= 1 
i#p 
(2.18b) 
P--l 
. iFl (1 - (bin/b,“) qcy’-yP’)-l * i 
[ i=p+ 1 
(1 - (b,/b,) q’yP-y”)P1]. 
(2.18~) 
From (1.22) and (2.14) it is immediate that 
tbinlbpnJcAip3 if l<icp, (2.19a) 
tbpnlbin) = Cbpi/4h if l<i#pGn, (2.19b) 
tbpnlbin) = Api if pci<n, (2.19~) 
@,I = a if 1 <p<n. (2.19d) 
Applying (2.19) to (2.18) we have 
(1 -qtil+ ... +Yd ) (2.20a) 
=s, [w-“-q ccn+y2+ . ..+yp-I)-@--1)Ypl 
p-1 
tAip) 1 (2.20b) 
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. fi (l-bpiq(yP-‘) ( i=l 9 
[ 
P-1 
. n (1 -Aipqo”-YPy. fi (1 -Apiq(JP-YJ -1 (2.2Oc) 
i=l i=p+l ) I. 
Multiplying both sides of (2.20) by [6]o,,,,,,,,n, gives (2.12) 
We next treat the case in which 
A rs . qcYr-YJ = 1 9 for some 1 <r<s<n. (2.21) 
This means that we have 
b,,q’+ = b,,qys. (2.22) 
From (2.21) and Definition 2.7 it is clear that (2.12a) equals zero and that 
the pth term in (2.12b)-(2.12d) is also zero if p # r, S. The proof will be 
complete once we show that the sum of the rth and sth terms is zero. 
Making use of Definitions 1.20 and 2.7, the sum of these two terms 
becomes 
[(I? I? (aji)y,).(fI fi (h,i)y,)p’.( n (l-a,))‘) 
i=1 I=1 i=l /=I 1 <i<l<n 
. fl (1 -A,. q+-“I) 
I<iclSn 
i.l#rors 
.(l -q)(j-wYl+ .'. +yq (2.23) 
-i[( 
r-1 
(-l)(r-l)~qcbI+ ~~‘+Y,~l)b(r~I)Yrl~ 
iv1 tAir) 
> 
fi (1 -b,iq(,‘~-‘) 
i=l 
S-l 
. fl (l-A,.9 
i=l 
-))) .( fi (1 -&.q~Y~-Yt~))] 
i=s+ 1 
ifr 
[( 
s-1 
+ (~~)~~--l~.qc~Yl+“‘+Ys-I~-~s-lI)Y~l~ 
> 
fi (l-b,iq(Y~-l) 
i=l )> 
7-l 
. n (1 -A,.q(-“-J+) )) . ( fi (1 - A,i. q(yr-yl)))]~. (2.24) 
i= 1 i=r+l 
ifs 
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By (1.22d) we have 
Am = (brilbsi), if l<r<s<n and 1 <i<j. 
Combining (2.21) and (2.25) gives 
b,,qJ+ = bsiqYs, of lir<s<nand l<i<j. 
It is clear from (2.26) that 
fi (1 -briq(Yr-‘) 
i=l 
,)=( fi (l-b,iq(y~-“)). 
i=l 
Equation (2.27) reduces our proof to showing that 
[( 
r-1 
(_l)(l--l).qC(Yl+“~+Y,-l)-(T-l)Yrl. 
ivl tAir) 
> 
( 
s-l 
. n (1 -A,.q(Y,--y*) 
i= 1 
)>.( fi (1 -A,i.q’“-yi)))] 
i=s+l 
i#r 
[( 
s-l 
+ (~~)~s--l~.qc~Yl+‘~‘+Y,-l~-~~--l~Y~l~ 
ilJl tAis) 
> 
( 
r-l 
. n (1 -A, .q(Yi-Yf) 
i= 1 
)).( fi (l-A,j.q(yr-yi)))] 
i=r+ 1 
i#s 
= 0. 
To show (2.28) we note that 
Ais = (bin/bsn), if 1 <i<s<n, 
Asi = tbmlbjn), if l<s<i<n, 
Air = tbinlbrnh if l<i<r<n, 
Art = tbrnlbirz), if l<r<i<n. 
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(2.25) 
(2.26) 
(2.27) 
(2.28a) 
(2.28b) 
(2.28~) 
(2.29a) 
(2.29b) 
(2.29c) 
(2.29d) 
Referring to (2.22) and (2.29) it is not hard to see that (2.28a) can be 
written as 
I[ 
r-l 
(-l)(r-l).qc(Yl+ ‘:‘+Yr-1)-(r--l)Y*l. 
ivl (bin/b, ) 1 
[( 
r-l 
>( 
s-1 
* iyl (l- (binlbrn) .Fyr)) * n (1 - (binlbrn) *dyi-yr’))] 
i=r+l 
. fi (l-(b,Jbi,).qcyt-Yi) 
)>I 
. (2.30) 
i=s+l 
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Again, by (2.22) we have 
( 
S-l 
n (1 - (b,/b,J . q(-“I-J+)) 
> 
(2.31a) 
i=r+l 
i 
s-1 
= (-l)(S-r-‘).qC(Yr+ “. +.vs-I)-(~--T)Ysl~ 
n (binlbsn) 
i=r I 
( 
s-l 
. fl (l-(brnlbin).q 
i=r+l 
(yr-.v$ (2.31b) 
since (b,,/b,,) . q(-“rpys) = 1. 
Applying (2.31) to (2.30) immediately gives 
s-1 
(-l)‘“-” .qCh+ “‘+Y~~I)-(~-l)Ysl~ 
jF, (binlbm 1 (2.32a) 
r-1 
. n (1 - (bin/b,,). q(yZ--“r) 
i= 1 0 
K 
S-l 
. n (1 - (b,,,‘b,) .qcyrpyi) 
i=r+ 1 
i=$+l (l-(b,~lb,,).q’“~“‘))]} 
(2.32b) 
which, by (2.29) is (- 1) times the expression in (2.28b). 
Thus, we have established Eq. (2.28) and the proof of Lemma 2.11 is 
complete. Q.E.D. 
Substituting (2.12) into (2.9) and interchanging summation leads to 
LEMMA 2.33. 
(Z-Q,Q2...Q,,CFl’“‘((A) Ita) l(b) I(z)) (2.34a) 
= -f {(-l)~-“.qL’-~‘.z,(l-q)(~-~).~~~ (a,)) (2.34b) 
p=l 
(2.34d) 
(2.34~) 
eqE(Yl+ ... +Yp-l)-@-lkvpl. r~lry,.....y.,\. (2.34e) 
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Proof: By substituting (2.12) into (2.9) and interchanging summation, 
we have 
(Z-QlQz...Qn)CFl’“)((A) I (a) I@) I(z)) (2.35a) 
cpcl (-l)‘p-l).pfil (A,) 1 {@ (l-b,dy~-“)) 
i=l Y,,-.Y”20 
Yp31 
. 
K 
p--l 
n (l-Aip.q(yi--YP) 
i=l 
,)-‘.( fi (1 -Ap.q(YP-Yi)))-‘] 
i=p+ 1 
.qC(y1+ “’ +Yp-l)-(P-l)YpI . cay I..... A}. (2.35b) 
Recalling (1.21) and Definition 2.7 and then changing y, 2 1 to y, 2 0 
and replacing (y,) by (1 + y,) in the inner multiple sum in (2.35b) yields 
P-l 
(-l)~-~).q(~-~).zp.(l-q)(j-k~.i~I (As)} (2.36a) 
.qc(YI+ “‘+Yp-I)-@-1)Ypl (2.36b) 
(1 -q)(i-k)(yl+ . ..+Y.). 
K 
fl (l -Aj/*qY’-y’)/(l -A,) 
l<iclGn > 
i,l#P 
( 
P-l 
. fl (l-A,)-’ * fi 
i= 1 )( 
(l-A,,)-’ 
i=p+l 
)] *(I? ii (a/i),,) 
i=l I=1 
* ,IJl cl (b,i),i)pl *(fil zF)}- 
( 
(2.36~) 
By Definition 1.20 it is clear that (2.36bk(2.36c) is the same as 
(2.34c)-(2.34e) and the proof is completed. Q.E.D. 
See Lemma 2.82 for an elegant rewriting of Lemma 2.33. 
We next need an expansion formula for the pth term in (2.34). To this 
end we first prove 
LEMMA 2.37. Let k = j in Definition 2.7, and 1 < p <n. Also assume that 
{bp,n+l~-*-~ bp,jI are distinct. We then have 
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(l-(UllU,,“.U,,)(U,,+l “‘p,j)tbp,n+l “ebb,j)-“q(y’+ ‘..+“)I* Csl(y~,....yn) 
(2.38a) 
= .g, {(-l,o-‘+j’ (A,) 
i= 1 
K 
s-1 
. fl (1 - A,q(.“‘-“J 
i=l 
I)-’ ‘( i=c+l t1 -AsiV-y’)~)~l] 
. 
[( 
fi (l-aSiqY~) . fi (l-b&‘*) -l 
i= 1 >( i=n+ I > 1 
(2.38b) 
‘yl”+“‘+yn’)‘[( fi (l-(bislaii~))‘( 
i=l 
fi (I-(bp,lgi)))] 
i=n+l 
. 
[( 
(1-(b,,/fQ 
i= I 
),)‘I. 
i#s (2.38~) 
Proof We proceed as in the proof of Lemma 2.11. 
We first consider the case in which the sets 
and 
{(b,q-y 1 1 G&n) (2.39a) 
{(bpi/bp,) I n+ l Gi<j) (2.39b) 
have distinct elements. In fact, by assumption, the set in (2.39b) always has 
distinct elements. The two sets in (2.39) are always disjoint. If not, we 
would have 
tbrnqy’) -’ = (bpilbpn), (2.40) 
which implies 
(bpn/brr7) = Apr = Cbpilbri) = (bpiC?r’)- 
But then, 
b,i = q  --“r, 
which violates (1.27d). 
(2.41) 
(2.42) 
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Given the above, we write down the special case of Theorem 1.36 in 
which 
xj = (uiiqyi), if 1 <i< n, (2.43a) 
Xi = (apilbpi), if n+l<i<j, (2.43b) 
yi= (baqY’)--1, if 1 <i< n, (2.43~) 
and 
Yt = (bpilbpnh if n+l<i<j. (2.43d) 
Substituting (2.43) into (1.37), combined with some algebra, gives 
(1-(u~~u~~~~~a,,)(u,,,+,~~~u,,j)(bp,n+~~~~bp,~)-1q~y’+~~~+yn~) (2.44a) 
s-l 
= (-1)‘“~1’. n (bin/b,) .q[(Yl+ "'+Y~-l)-(~--l)Ys] 
i=l > 
fi Cl- (uiibsnlbin) 4”) 
i= 1 
i#s 
1 Cl- (upibsnlbpn) q”))] 
(1 - (bin/b,) q(yi-ys)) fi (1 - (b,“/bin) q(“-yi’))-l 
i=s+l 
(1- (bpibsnlbpn) 4’Jl)-‘]) (2.44b) 
(41~2*...4tn). fi (u,i/b,i). q(“l+ “’ +Yn) 
i=n+l > 
i#s 
fi Cl- (bpsbin)/(bpnuii)) 
i=l 
Making use of the relations in (1.22) and (1.25) it is not difficult to see 
that 
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if 1 < i, s < n, (2.45a) 
(apibsnlbpn) = asi, if lbp#s<n, (2.45b) 
(bpibsnlbpn) = bsiv if l<p#s<n, (2.4%) 
(bps binlbpn I= his 9 if l<i#p<n. (2.45d) 
Note that 
(1 - qd,,) = ( - 1 )(~,,lb,,N 1 - bps/Q. (2.46) 
Applying (2.46) to (2.44~) and then rewriting (2&b)-(2.44c) using 
(2.29a)-(2.29b) and (2.45), it follows that multiplying both sides of the 
resulting identity by [S] ( y,,,.,, Y,,) immediately gives Eq. (2.38). When the set 
in (2.39a) also has distinct elements we have shown that Eq. (2.38) still 
holds with both sides divided by [SIC,, ,,,.,,Yn ). This is just the second special 
case of Theorem 1.36 corresponding to (2.43). 
We finish the proof of Lemma 2.37 by verifying the case in which the set 
in (2.39a) does not have distinct elements. That is, we assume that 
(2.21k(2.22) holds. Just as in the proof of Lemma 2.11, it is clear that 
(2.38a) and (2.38~) are zero. Furthermore, using I instead of s as an index 
of summation in (2.38b), we find that the Zth term in (2.38b) is also zero if 
I # r, S. The proof of this case will be done once we show that the sum of 
these two terms is zero. Referring to Definitions 1.20 and 2.7, the sum of 
the rth and sth terms can be written as the product of (2.23) and 
iK 
,-I 
(-l)(r-I)~qc(Yl+ “. +y,-1)-(l.--I)Yrl, 
iv, tAir) 
>(’ 
f fi t1 -“ri4”)) 
i=l 
. “fi’ (1 -&.q(.“‘-‘*) 
i=l 
ifr 
. 
. f-i (l-&.q(Yr-Yl) 
( )>I> . i=r+l 
i#s 
(2.47) 
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Now, by (2.21) and the relations in (1.22), it is not hard to see that 
(“ri4y’) = tasiqY’h if l<i<j, (2.48a) 
and 
tbriqy’) = tbsi4”)9 if n+ 1 <i<j. (2.48b) 
It is immediate from (2.48) that 
(l-ariqYr) . fi 
>( i=n+l 
(1 -asiqy . fi (1 -b,,qYs) 
>( 
if l<r<s<n. 
i=n+l 
(2.49) 
Clearly, by (2.49), the proof that (2.47) equals zero is reduced to the 
relation in (2.28) which we have already verified. This finishes the proof of 
Lemma 2.37. Q.E.D. 
Remark 2.50. The relations in (1.22) imply that if b,, = b,, for a fixed p, 
r,andIsuchthatl~p~nandn+l~r<I~j,thenwealsohaveb,=b, 
for 1 < i < n and the same r and I. Therefore, if (b,,, + , , . . . . b, j} are distinct 
for any given p, this fact is also true for all the other p such that 1 <p <n. 
As a result, if Lemma 2.37 can be applied for a given p in 1 <p < n, then it 
works for all the other p as well. 
Multiplying both sides of (2.38) by 
(4” -p) f zp) (2.51) 
and then doing some algebra leads to the expansion formula for the pth 
term in (2.34bb(2.34e) given by 
LEMMA 2.52. Let k = j in Definition 2.7, and 1 <p < n. Also ussume that 
{bp,n + 13 *.*p bp,jI are distinct. We then have 
I 
P--l p-1 
(-q@-l).qcl-P).z 
pa n (A,)* n (l-Aip*q 
i= 1 [( i=l 
,-,,,)-’ 
. fi (l-Api.q(Yp-Yi) -’ . 
i=p+l 9 1 K 
. (1 -bpiqYP) -’ > 1 
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. 
i 
(1 -qcYl+ +Y.) 
)-(l-(bp,n+l”*bp,j) 
. (Qt1~** . ..unn)-’ (upn+, .“Up j)-l) 
+i 
[ 
q(Y’+ ‘.’ + . !+ j  . fi (1 - (b,/&)) . 
s=fl+l ( i=l >( 
i=l)+l (l- (bp~ia,iJ))] 
ifs 
. m%....Yn~ 
(2.53b) 
+ i 
s-l 
qc’-P).zp *(F1)“’ n tAix) 
s=l i=l 
s+P 
s- 1 
. 
K 
n (1 _ Aisq(Yz-Yy,) 
i=l 
,)’ ( 
. n (1 - Asiq(.w’)) --I 
n 
i=s+l > 1 
. 
[( 
I) (l-u,,qy . fi 
H 
(1-b,,q’s) -t 
i= 1 i=n+ t > 1 
.qC(Yl+ “. +Y,-l)-(~-lI)Ysl~ WY I,.... -1}. 
We next combine Lemmas 2.33 and 2.52 with an interchange of 
summation and obtain 
THEOREM 2.54. Let [F]“” be defined by Definition 1.20, [S]Cy,....,,,, by 
Definition 2.7, and Qi by Definition 2.1. In addition, iet k = j, 1 <p < n, and 
ussume that (bp,n+ 1, . . . . bp,j} are distinct. We then have 
Cl -(q’t-P’.Zp.(UttU,,..-U,“)(Up,,+t .*.ap,j)(bp,n+t *..bp,~)-‘)l 
4-QA4?,K~l’“’ (2.55a) 
= { Cq’l-P’.Zp.(UttU,z...U,,)(Up,.+t . ..ap.j)(bp.n+t ...bp,j)Y1l 
. t-(-1)(1 -(b,,+t ...bp,j)(u,,u2*...unn)-l 
-(up,“+ 1 . . . up,j)-‘)] ’ [F-J’“‘) (2.55b) 
+ Cq’1-P’.Zp.(UttU~~.~.U,,)(Up,,+t...~p,,)(b,,,+t...bp,j)-tl 
{ 
. f 1 
s=n+ t y,,...,yn,O 
[q”‘+ .‘. +‘,I . (fi, (l- (b,ia,))) 
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‘1 * caty,....,,,} 
(2.55~) 
+t 
= IL 
S-l 
(zp.q(~-p’-z,.q(l-~))(-l)~. n (A,) 
s=l y1,....y.30 i=l 1 
SZP 
. 
K 
s-l 
I-I (1 -Aisq(Yi-Yd) -l. fJ (1 -&q@J-y’)) -l 
i=l > ( i=s+l ) 1 
. 
[( 
fJ (l-U,iqY”) ’ fi (l-b,iqy’) -’ 
i=l H i=n+l ) 1 
*qc(Yl+ “‘+Ys-I)-(~-lI)Yd. CJle I,..., ,.,}. (2.55d) 
In order to prove the Gauss reduction formula for [r;l’“) series (see 
Theorem 1.34), we first need the special case of Theorem 2.54 given by 
COROLLARY 2.56. Let [F] (*) be defined by Definition 1.20, [S], ,,,,,, ynj 
by Definition 2.1, and Qi by Definition 2.1. In addition, let p=n and 
k= j=n+ 1. We then have 
W-QIQ,...Q~,CFI’“’ (2.57b) 
= {Eq(l-n)~~,~(~ll~,,~~~a,,)(~,,+l/b,,+l)l 
. CC-l)(l -(b,,,+l)(allazz...a,,)-l (an,,+I)-l)l~ CJ’l’“‘} (2.57~) 
Cq(l~n)~~,~(~~~a~~~~~a,,)(~,,+~/b,,,+l)l 
. 
I( 
fi (l-(bi,n+llaii)) *(I-(bn,n+~/a 
i=l > 
n,n+ I))] 
*y,..z”,o [@I’ (l-bl.+l~yi))-l *!P+ ...+yn)* csl,y*,...,y”,]} 
(2.57d) 
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n-l 
[ 
S-l 
+ 1 (z,.q(‘-n)- z,.q(‘-s))(-l)s. n (A,) 1 (2.57e) s=l i= 1 
.qc(Yl+ “. +.~s-l)-(s--I)Y,l . my fr.... A}. (2.57f) 
(See Lemma 2.85 for a useful rewriting of Corollary 2.56.) 
Now, Theorem 1.34 is a consequence of the two-term q-difference 
equation that arises naturally from Corollary 2.56 by setting both (2.57a) 
and (2.57~) equal to zero. That is, we consider the special case of (2.57) in 
which 
and 
(P”).(%%* ...unn)(un,n+l/b,,.+l))z,= 13 (2.58a) 
z, .4 (l-sLz,.q(l-“), if l<s<n-1. (2.58b) 
Note that (2.58) uniquely determines the li in (1.32). 
Questions of convergence are reasonable and we find that (2.58) applied 
to Corollary 2.56 yields 
LEMMA 2.59. Let [F]‘“’ be defined by Definition 1.20, with 0-c 141 < 1 
and n 3 1. Also, let Zi be given by (1.32), and assume that (1.33) holds. We 
then have 
(2.60a) 
(2.60b) 
. [F]‘“’ 
Proof: From the above discussion it is formally not hard to see that 
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(2.60) is equivalent to the special case of (2.57) in which zi is given by 
(1.32). We finish the proof by utilizing the ratio test for multiple power 
series [22,34] to show that each of the multiple series in (2.57) is 
absolutely convergent for zi given by (1.32), provided that (1.33) holds. 
We first consider the multiple series in (2.57f), and the identity given by 
( l-I (1 - (x,/x,) * qyr-y9) (2.61a) 
lGr<s<n-1 
n-1 n-1 
&, E(C) fl xy-‘(‘)-‘). fl q~“-l’r’-r’“}, (2.61b) 
n r-1 r=l 
where E(C) is the sign of the permutation 6. Equation (2.61) follows by the 
product formula for a Vandermonde determinant and some algebra. 
Recalling (2.29ak(2.29b), and applying (2.61) it is not difficult to derive 
the formula 
fl (1 -&qyf--y’)= fl (1 -(b,/b,) qyi-y’) 
l.GiclCn lCi-zl<n 
i,l#S i,/#s 
(2.62a) 
= 1 
acS.-, 
E(O) [ ‘fj* (bjn)(O-%)-i) 
i=l 
. fi (~in)(b-‘(i-l)-i+l) 
i=s+ 1 1 
[ 
s-1 
* p1 q 
(a-*(i)-i)yj. fJ q(u-f(i-l)-i+l)yi 
i=s+ 1 I* 
(2.62b) 
By substituting (2.62) into (2.57f) and interchanging summation, we 
obtain 
. n (l-A,)-’ (2.63a) 
lGi<ICrl 
(2.63b) 
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1 (2.63~) 
(2.63d) 
For convenience, let .H,(y, , . . . . y,) denote the term in (2.63b)-(2.63d) 
corresponding* to (yl, . . . . y,). We now show the absolute convergence of 
(2.63) by applying the multiple power series ratio test to the sum 
c ,Hs(Yl 9 a..> Y”). (2.64) 
Y,, I.., Y, > 0 
We first define f,(yl, . . . . y,,) by 
fr(Y 19 -a*, Yn)=I~HS(Yl,‘..,Yl~l, 1+Y,,Y,+l¶...,Y,)l,~,(Y,,...,Y”)l. (2.65) 
It follows that f,(y,, . . . . y,) equals 
n+l 
fl I l - ariqY’l 
i= 1 > 
n+l 
. n 11 -briqYrl -l. [?,I . IqJk-‘(+r+u 
( i= 1 > 
) if l<r<s-1, 
(2.66a) 
I( 
n+l 
n (1 -asiql+YsI 
i= 1 > 
. fi ll-b,,qYJl 
( > 
-‘.Il-h,,+,ql+y~~-~.~r,l.IqI(-‘+’) ) 
1 
if r = s, 
i= 1 
(2.66b) 
{( nfil I1 - w”I) 
i= 1 
n+l 
. n (1 -b,iqYrl -l. lF,l . ~qp-‘(~-‘)-‘+‘) 
> 
, ifs+ 1 <r<n, 
i=l 
(2.66~) 
where Zi is given by (1.32). 
Since O-C 141 < 1 and 
lim (1 - A(q”)Y) = 1, if y > 0, (2.67) 
e-m 
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it is immediate from (2.66) that 
lim f&y,, v2, . . . . v,) (2.68) e-rm 
equals 
IZ,I. ~q~w’w’+l), if l<r<s-1, (2.69a) 
lZ,l * 1qp+‘), if r =s, (2.69b) 
IF,1 . ~q~k-‘+l)-‘+l), if s+l<rGn, (2.69c) 
where Z, is given by (1.32) and y, > 0. 
Now, for the sum in (2.64) to be absolutely convergent, we need each 
expression in (2.69) strictly less than one. With 0 < 141 < 1 it is clear that 
I41 u-‘(u)< 141 < 1, for croS,-i and 1 <u<n- 1. 
Thus, an even stronger convergence condition is 
(2.70) 
lZ,l * lql(-‘+‘)< 1, if lGr<n, (2.71) 
which by (1.32) is simply 
lb n,“+ll(a,,a22...a,,a”,“+,)l < 1, if 1 <r<n. (2.72) 
But, (2.72) is just (1.33a), and so (2.64) is absolutely convergent. This 
finishes the proof of the absolute convergence of the multiple series in 
(2.57f) when ii is given by (1.32). 
The absolute convergence of the other multiple series in (2.57b)-(2.57d) 
follows similarly from (2.61) (with n - 1 replaced by n) and (1.33a). 
For (2.57b) just note that 
(1 _ q(q”)‘Y’ + “’ +Yd) 
)it (1 _ (qe)(Yl+ ... +Yd) = 4 (2.73) 
since b, + ... + y,) > 0, and 0 < lql< 1. Because of (2.73), the convergence 
arguments for (2.57b) and’ (2.57~) are identical. The series [F](") has 
already been treated in [38,41], and requires the convergence condition 
(1.33a). 
In the case of (2.57d) the same type of argument leads to the 
convergence condition 
14. Ibr,+~l(~~~~22...a,a,,,+~)l < 1, 
which is also a consequence of (1.33a) since O-C 141 < 1. 
This finishes the proof of Lemma 2.59. 
(2.74) 
Q.E.D. 
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The Gauss reduction formula for [FJ’“’ series in (1.35) is obtained by m 
iterations of Lemma 2.59. It is not hard to see that these iterations are well 
defined. First, the arrays of numerator and denominator parameters in 
(2.60~) still satisfy the requird conditions for [F]‘“’ series in Definition 
1.20, with the ((A,,))= (A) array unchanged. Second, since b,,,+l is 
replaced by (qb n,n+ ,), the (421,) in (2.60~) is consistent with (1.32). Finally, 
because b, n + 1 is replaced by (qb,, + 1 , ) for 1~ i < n, it is immediate that m 
iterations of (2.60b) and (2.60~) give (1.35b) and (1.35c), respectively. 
We next present an alternate discussion of the convergence arguments in 
the proof of Lemma 2.59 that does not use the ratio test for multiple power 
series. Instead, we rewrite Lemma 2.33 and Corollary 2.56 with the aid of 
the identity 
LEMMA 2.75. Let [F-J”‘) be defined by Definition 1.20, k@ji-, by 
. . 
Definltzon 1.7, and [61,, ,,..., ,,.) by Definition 2.7. Assume that 1 <p<n. We 
then have 
(1 - Aipq”‘-Y ) P ))-'.( fi (1 -A,iq("r"~)))-l] 
i=p+ 1 
(2.76a) 
. fj (1-apiqyp) . fi 
>( 
(1-b,& -’ > 1 (2.76b) i=l i=n+l 
eqc(Yl+ “’ +Yp-L)-(p-l~yp] . W.” I...., -I} (2.76~) 
K 
P--l 
= n (1-Ai,)-‘. fi (l-A,,)-’ 
i=l i=p+ 1 > 
.(fil (l-apt)).(i$+l (l-bpi))-l] 
(2.77a) 
@ ‘k j-l 
qap19 . . . . qapk 
b PI 3 ...y bp.p - I 3 b,p + I 3 **.y bp,n, qbp,, + 1) ...y qbp,j 
q; (1 -q)“-k)-Zp 
4 W-1) 1 
Gi) 
l<i<n-1 
(2.77b) 
, (2.77~) 
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where the arrays ((&S)) 3 (A), ((6,)) z ((r), and ((6,)) = (6) are determined 
by means of 
&s = A,, 
=A r,s+ls 
=A r+l,s+ls 
4s = am 9 
=a r+ l,SY 
6, = L 
=b r,s+ 19 
=b r+ l,s9 
=b r+l,s+l9 
= b,, 
=b r+ l.pv 
and the .T,, . . . . 5,-, are given by 
zi = qzi, 
=zi+19 
if l<r<s<p, (2.78a) 
if lGr<pGs<n, (2.78b) 
if pGr<s<n; (2.78~) 
if l<r<pandI<s,<k, (2.79a) 
if p<rcn and 1 <s<k; (2.79b) 
if l<r, s<p, (2.80a) 
if 1 <r<p andp<s< j, (2.80b) 
if p,<r<n and 1 <s<p, (2.8oC) 
if p<rcn andp<s< j, (2.8Od) 
if 1 <r<p ands= j, (2.8Oe) 
if p<rcn ands=j; (2.8Of) 
if 1 <i<p, 
if p<i<n. 
(2.81a) 
(2.81b) 
Furthermore, A,, Z,, and 6,s satisfy the well-poised conditions in (1.22). 
Lemma 2.75 follows immediately from the definitions of the series [FJ(“) 
and QTD~~,. Substituting (2.76)--(2.77) into (2.34) gives 
LEMMA 2.82. 
(I-QlQ2...Qn)CFl'"'((A) lb) I @I I(z)) 
= pcl {(-l)@-‘).q”-“.zp.(l-q)“-*‘.pfil (A,)) 
i= 1 
(2.83a) 
(2.83b) 
- 
[( 
P--l 
n (l-A,)-‘. fi (l-A,,)-’ 
i=l i=p+ 1 > 
ir (l-up,) . ri 
>( 
(l-b,,) -’ > 1 (2.83~) i=l i=n+l 
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@ gap,? . . . . qapk ‘k j-1 b PI > ***y bp,p - I 3 bp,p + 13 ...p bp,n, qbp,n + 1) ...p 4bp.j 
(2.83d) 
. [F]‘“- l) 
~l;~~rl (l<i(:l’), (2.83e) 
where t&J~ (&L (&A and (Zi) are given by (2.78), (2.79), (2.80) and 
(2.8 1 ), respectively. 
Remark 2.84. The n = 1 case of Lemma 2.82 is equivalent to one of the 
differential-difference relations for classical basic hypergeometric series. 
Next, substituting the k = j = n + 1 case of Lemma 2.75 into (2.57f), and 
using Definition 1.20 to rewrite (2.57d), yields 
LEMMA 2.85. Let the same assumptions as in Corollary 2.56 hold. We 
then have 
C~-~~~l~n~~~,~t~ll~~~~~~~,,~~~~,,+l/~~,,+l~~l (2.86a) 
~(~-QlQz~~~Qn)CFl’“’ (2.86b) 
= ~C~(l~n)~~,~(a~~a~;~~~~,,)(a,,.+~/b,.+l)l 
~C(-l)(l-(b,,+l)ta~la~~~~~a,,)-l (a,,,+l)~l)l~CFl(“‘} (2.86~) 
Cq~l~“~~~,~~~ll~~~~~~~,,~~~~,,+l/~~,,+,~l 
. 
K 
fI (l- tb,n+l/a,i)Ytl -b. 
i=l 
I,n+l)).tl-tbn,n+l/an.n+~))] 
.[F]‘“’ (l<yli<n ~l~~~;l 1 
(b:s)v tqbi,n+ 1) (qz,) 
l<r,s<n l<i<n l<i<n 
I Ii 
(2.86d) 
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PI-1 P--l 
+c (Zn.q(l-n)-zp.q”-P’)(-l)P. n (A,) 
p-1 i=l 1 
P-1 
* K fl (l-Aip)-‘. fi (1 -A,,)-’ i=l i=p+ 1 > 
( 
n+l 
. l-I u-api) ~(l-b,,+, 
> 
1 
i=l )- 11 
@PI 
4apl p -.9 4ap,n + l 
‘n+l b pls ---y b,,- I 3 bp,,, 1, .-.v bp,n, qb,, + 1 
q; zp. q(l-p) 1 (2.86f) 
(2.86e) 
where (~A GCJ @A and (Zi) are given by (2.78), (2.79), (2.80), and 
(2.8 1 ), respectively. 
We now obtain Lemma 2.59 from Lemma 2.85 instead of Corollary 2.56. 
Just as before formal algebraic manipulation transforms (2.60) into the 
special case of (2.86) in which zi is given by (1.32). The proof is completed 
by showing that each of the series in (2.86) is absolutely convergent for zi 
given by (1.32) provided that (1.33) holds. But, this follows easily from 
Lemma 2.82 and known convergence properties of ,,+,Qn and [fl(“). 
If we replace (2.86b) by the k = j= n + 1 case of (2.83b)-(2.83e) and 
recall Remark 1.26 it is not difficult to see that the resulting ,,+,en, 
[f-y-“, and [F-J’“’ series are absolutely convergent if 
Izp. q(l-P)l < 1, if lGp<n; (2.87) 
Iqz.1 < Iql(‘-1) I 9 if l<i<p, (2.88a) 
lz;+,l < Iq((i-1) , if p<i<n; (2.88b) 
lqz.1 < Iz.) < lql’i- l) I I , if ldi<n, (2.89) 
respectively. Since O< lq( < 1, the conditions in (2.87)-(2.89) will hold if 
(Zil < 141 ti- l) , if l<i<n, (29Oa) 
90 S. C. MILNE 
and 
IZi+ II < M(‘-‘) 9 if 1 <i< n. 
With zi given by (1.32) it is immediate that (2.90) becomes 
(2.90b) 
I(b n,“+1)/(~11~2*..~~n”~n,n+I)I < 1 (2.91a) 
and 
I(@ n,“+1)/(~11~22...~n”~n,n+1)I < 1. (2.91b) 
Clearly, (1.33a) implies (2.91a), which gives (2.91b). This finishes our 
second proof of Lemma 2.59. Q.E.D. 
Motivated by our proof of Lemma 2.59 from Lemmas 2.82 and 2.85 we 
conclude this section with a discussion of the generalized contiguous 
relations for [F]‘“’ series given by 
THEOREM 2.92. Let [F]“” ((A) I (a) I (b) I (z)) be defined by Definition 
1.20, and j@ji- 1 by Definition 1.7. Also assume that k = j> n, 1 < v < n, and 
{b “,” + , , . . . . b, j} are distinct. We then have 
Cl -(bu,n+l ...b,j)(ull ***unn)-’ (uv,n+~ . ..a.j)-‘I (2.93a) 
.[F](“) (l$~~~<n 1 i!z; 1 i!i; / l:kn) (2.93b) 
= [(q”-P’.Zp)-(bo,n+l ...bu,j)(ull ‘..unn)V1 (uv,n+~ . ..K.j)-‘I 
(2.93~) 
.j@j-, Ppl , ...9 q”pj 
b pl, a**) bp,p - 1, bp,p + 13 ...T bp,n, qbp,n + 19 ...T qbp,j 
1 zp.q’l-q 
(2.93d) 
. [F]‘“-” 
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+i p n+l {@II (‘-(b,/o,))/(l-~i~)) 
(Pi3 
I 1 l<iGn , wm 
where @A @A @A fd (-.) z, are g’ wen by the k=j cases of (2.78), (2.79), 
(2.80), and (2.81), respectively. 
Proof: Applying the k = j case of Lemma 2.33 to (2SSa), simplifying, 
and then using Lemma 2.75 with k = j transforms the identity (2.55) into 
(2.93). Q.E.D. 
Formally, Lemma 2.59 is an immediate consequence of the 
k = j= (n + 1) case of Theorem 2.92. 
The n = 1 case of Theorem 2.92 specializes to the classical contiguous 
relations in 
COROLLARY 2.94. Let i@j-l be defined by Defmition 1.7. Also assume 
that j 2 1, and { bl,z, . . . . b,, j} are distinct. We then have 
El - (b,,z “‘b,,j)(~~,~~,,,...~,,~)-‘I (2.95a) 
* (l-u,,,)) a( fi (l-bl,i))-‘]} 
i=2 
*j@j-1 
Vl.13 *a*9 W1.j 
qb 1.29 ***p qb,,j I 1 Zl 
(2.95b) 
(2.95~) 
(2.95d) 
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+pg* 
i 
ct1 - t~,,p/%,Ml -hJJl 
’ fI2 t1 -(bl,p/ul,iJ))( fi t1 - (bl,pibl.i)~)~l} 
(. i=2 
ifp 
‘j@j-1 b 
[ 
al.13 ...9 a,,, 
1.21 -3 bl,p-13 qbl.pt bl,p+ Ir “3 b*,j qzl I 1 . 
Even the j = 2 case of (2.95) is worth writing down. We have 
(2.95e) 
(2.95f) 
(2.96a) 
(2.96b) 
(2.96~) 
(2.96d) 
(2.96e) 
As shown by our general calculations, iterating the .zi = ((b1,2)/(u,,,u1,z)) 
case of (2.96) leads directly to Theorem 1.9. This is not surprising since 
(2.96) is the q-analog of Eq. (1.7.1) on page 27 of [44]. 
The q = 1 cases of (2.93), (2.95), and (2.96) are included at the end of 
Section 5. 
3. THE GAUSS SUMMATION THEOREM FOR [F]‘“’ 
In this section we take m + co in Theorem 1.34 and obtain the q-analog 
of the U(n) Gauss summation theorem in Theorem 1.30. We also rewrite 
Theorem 1.30 in terms of only (2n + 2) parameters. 
Since 0 -C 141 c 1 it is immediate that the limit (as m + co) of (1.35b) is 
(1.31b). The proof will be complete once we show that the corresponding 
limit of (1.35~) is 1. 
We begin by noting that (2.29) and the n + (n + 1) case of (2.61) imply 
that 
( n (l-Ai,.q”-q) 
l<iclin 
(3.la) 
= 
(3.lb) 
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Substituting (3.1) into (1.3&z), interchanging summation, and simplifying 
gives 
b Il... b1.m (qm-b,,n+,) qm-z, 
: I:) idi,,, Wi,,,,) q”%, 
(3.2a) 
= 05s [E(U) lcl (b,n)(“-‘(f)--l). n (1 -&I-‘] (3.2b) 
n lCi-zl<n 
. (q”. qk-‘(w 1) -(b n,n+llblla22 -~~annan,n+l Y’ ))I > . 
The general case of (3.2) for [FJ’“‘((A) 1 (a) 1 (b) 1 (2)) is provided by 
Lemma 2.25 of [41]. 
The conditions in (1.33) and the fact that (m+o-‘(I)- 1)bO and 
0 < 141 < 1 imply that each sum appearing in the product (3.2~) is 
absolutely and uniformly convergent in z = q” in a disk of positive radius 
about the origin z = 0. Thus, each of these sums is continuous at z = 0 and 
has limit 1 as rn + cc since q” + 0 as m + co. Therefore, the limit as 
m + 00 of (3.2a) is given by 
n (1 -Ail)-’ 
> 
.,Fs E(U) fi (b,,,)(“-I”)-‘I, (3.3) 
Idi-zlCn n I=1 
which equals 1, since the {yi = 0 I 1~ i < n} case of (3.1) is 
n (l-A,,)= c ~(0) fi (bJ”-I(‘)-‘). (3.4) 
l<iclCn , ass. I=1 
This finishes the proof of Theorem 1.30. Q.E.D. 
Remark 3.5. It is useful to compare the general and classical (n = 1) 
cases of our proof of Theorem 1.30. The n = 1 case of Lemma 2.11 reduces 
to 
(1 - 9Y’)c~l(yr) = (1 - 4y’K~l(y,)’ (3.6) 
while much more work is needed for even n = 2. When n = 1, Lemma 2.33 
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just shifts the index of summation y, in (2.9). However, because of (2.43) 
and Theorem 1.36, Lemmas 2.37 and 2.52 are nontrivial for even n = 1. On 
the other hand, the n 2 2 case of Corollary 2.56 is much deeper than when 
n = 1. This is because the sums in (2.57ek(2.57f) only appear when n 2 2. 
Yet, as written in (2.86), Corollary 2.56 is a very natural generalization of 
the classical (n = 1) case. The general convergence arguments necessary to 
pass from Corollary 2.56 to Lemma 2.59 require more algebraic 
manipulation than for n = 1, but the analytical arguments are similar. The 
identity (3.2) enables us to use classical (n = 1) arguments to show that 
(3.2a) goes to 1 as m + co. As a result, the iteration of Lemma 2.59 to 
obtain Theorem 1.34, and consequently Theorem 1.30, is just as elegant as 
the n = 1 case. 
Remark 3.7. A second method of showing that (3.2a) + 1 as m -+ co 
uses Theorem 7.1 of [38] rather than the identity (3.2). Here, [F]‘“’ is 
expressed as a different, and more complicated, finite sum of finite products 
of classical basic hypergeometric series. It turns out that each basic 
hypergeometric series in these finite products has limit 1 as m + co, and all 
but one coefficient of these products has limit 0. The coefficient of the 
remaining product has limit 1. Thus, the limit of the entire expression is 1. 
The q = 1 case of this method, which uses Corollary 7.20 of [38], is well 
defined and needed in Section 5. We cannot use (3.1) in this case since it 
becomes 0 = 0 when q + 1. 
We complete this section by rewriting Theorem 1.30 to depend only on 
the (2n + 2) parameters {xi, . . . . x,), {a,, . . . . a,}, b, and c. 
First, if we define A, by 
A, = WXA if l<r<sdn, (3.8a) 
then the relations in (1.22) and (1.25) imply that 
b,s = d-W,), if 1 d r, s < n, (3.8b) 
bi,, + I= (bn,, + 1 h’x,), if 1 <i< n, (3.8~) 
ars = (aAx,/xJ if 1 < r, s Gn, (3.8d) 
ai,n+ I = (a n,n + I )(xi/xn)7 if 1 <i<n. (3.8e) 
It is now not hard to see that if we replace ass, a,,++ 1, and b,,, , by a,, 
b, and c, respectively, on the right-hand side of (3.8), that Theorem 1.30 
can be written in the form given by 
THEOREM 3.9 (Alternate form of the q-analog of the U(n) Gauss sum- 
mation theorem ). 
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WI’“’ ( (x,/x,) (~,)WX,), wh,) l<r<s<n l<r,s<n l<i<n 
dxr/xs), 4Qw zi 
i > l<r,s<n l<i<n l<i<n 
(3.10a) 
= - c ( l-I (3.10b) 
Yl.....Yn30 l<r<*<fl 
(3.1Oc) 
(c/b), . fi ((cxiY(xnai))a3 
= (C/(UIUZ ***Urzb))m i= 1 ((cxi)/xn)m ’ 
(3.10d) 
where n 2 1, 0 < 141 < 1, and 
Zj = q”- ‘I. ~/(a, u2 . . . u,b), if 1 Sign, 
I4 < b,~z---d4, 
(cxi)/Xn Z 4-‘9 if p>Oand 1 <i<n, 
Wx,) z qp, if l<r<s<n, 
with p any integer. 
(3.11a) 
(3.11b) 
(3.11c) 
(3.1 Id) 
Theorems 4.1 and 4.5 can also be formulated as in Theorem 3.9. 
4. THE VANDERMONDE SUMMATION THEOREM FOR [FJ(") 
Keeping in mind the last part of Remark 1.26 we start this section by 
writing down the special case of Theorem 1.30 given by 
THEOREM 4.1 (Terminating Gauss summation theorem for [F-J(“) series). 
[fl(“) (l<YJi<n I:i~::::~~~: I~/:::::~~~~ 1 jJ (4.2a) 
= (bn,n+,/u ) n,n+l (NI+ . ..+N.)’ jfIl (b,n+ ,)Ns)-‘, (4.2b) 
where n 2 1, q is arbitrary, and 
a,=qp, for 1 < i < n with N,. nonnegative integers, (4.3a) 
607/72/l-7 
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Zi=q(i~1).q(NI+...+N.).(6,,,+l/a,,,+l), for l<i<n, (4.3b) 
b,i Z q-‘, if p> -1,1<1#i<n, (4.3c) 
b l,n+l ZKP, if p>o, ldI<n, (4.3d) 
Ail Z 4’7 if l<i<l<n, (4.3e) 
with p any integer. (4.3f) 
Proof: From (1.8b) and (1.11) it follows that 
(A),= 64,/(4’),. (4.4) 
It is clear from (4.4) that if aii is given by (4.3a) then (1.31b) becomes 
(4.2b). Furthermore, since (4.2a) is a finite sum (terminates) and (4.2b) are 
finite products, (4.2) is equivalent to a polynomial identity in q. Thus, (4.2) 
is valid whenever each term is defined and the restrictions 0 -C 141 < 1 and 
(1.33a) can be eliminated. Q.E.D. 
The n = 1 case of Theorem 4.1 is the same identity as Eq. (3.3.2.6) on 
page 97 of [44], and is known as one of the two q-analogs of Vander- 
monde’s summation theorem [lo, 43,441. 
Motivated by the classical (n = 1) case [S] we next invert the base q in 
Theorem 4.1 to obtain 
THEOREM 4.5 (Second q-analog of the Vandermonde summation 
theorem for [F]‘“’ series). Let n > 1, and q be arbitrary. Also assume that 
a, is gioen by (4.3a), and that (4.3c)-(4.3f) hold. We then have 
= (bn,n+l/a i n,n+l (N,+ ... +N,)’ 1 iIJl (bi.+,),)-‘} 
. { ( fi 
i= 1 
(a,,, ,)N~) .q-“2(NlT--.“r)}, 
(4.6b) 
(4.6~) 
where a,(N,, . . . . N,) is the second elementary symmetric function of 
(4, . . . . Nn >- 
Proof. Recalling (1.8b) we first note that 
(4.7) 
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(A-‘;q-‘),=(A;q),.((-1)‘/‘q-“‘-1’”). (4.8) 
Consider the term in (4.6a) corresponding to yl, . . . . yn 2 0 given by 
K > 
(4.9a) 
(4.9b) 
We transform (4.9) so that we can use Theorem 4.1 to sum (4.6a). 
Clearly, we have 
(1 - &q(Yi-Y’))/( 1 - A,) 
=q(JQ-Y’). ((1 -(A,)-’ . (q-I)@--y’))/(l- (Ai,)-i)). (4.10) 
From (4.7) we see that 
WY,. wyll 
~(((a~i)~l~q~l)y~~((b~i)~l~q~‘)~l)~(~~~/~~~)Y’~ 
It is immediate that 
qNt= (q-L)-N~e 
(4.11) 
(4.12) 
Given (4.9~(4.12), in order to apply Theorem 4.1, we need to show 
=ifil (q(-i+l).q-(N1+...+N.).(un,n+l/b,,,+l))Yi (4.13b) 
From the relations in (1.22) it is not hard to see that 
(a,,,+,/b,,,+~)=(a,,+~/b,,+,), if 1 <~<Pz, (4.14) 
and 
falilbli) = taii/qh if 161, i<n. 
The relations (4.14~(4.15) clearly imply that 
(4.15) 
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(4.16a) 
(4.16b) 
Comparing (4.13) with (4.16)Jhe proof of (4.13) is done once we verify 
(4.17) 
and then note that (n-2i+l)+(i-n)=(-i+l). To see (4.17) just 
observe that 
( c l<i-clCn yi-,<.Q)=( i (tl-i)yi- i (i-l)yi i= I i=l > 
=,c, (n-2i+ l)yi* (4.18) 
By combining (4.9~(4.13) it is immediate that (4.9) can be written as 
Jclcn t1 - (Ail)-1 ’ (4-1)‘“‘-y”)l(1 - (AiI)-‘) 
> . . 
(4.19a) 
(4.19b) 
Since the arrays (A), (a), and (b) satisfy the relations in (1.22) it is not 
hard to see that 
for s c r, (4.20a) 
for i < s, (4.20b) 
for i-es, (4.20~) 
1 <i<?L (4.20d) 
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Recalling that 
(a,,)-1 = qN’= (q-y’, (4.21) 
it is now immediate from (4.9), (4.19), and (4.20) that (4.6a) is (4.2a) with 
&, ars, b,s, and q replaced by (A,)-‘, (a,))‘, (6,=)-l, and q-l, respec- 
tively. Applying this case of Theorem 4.1 to the sum in (4.6a) yields 
((b n,n+l)-l/(un,n+l)-l;q-l)(N,+ +N.) 
. i$l ((bi,n+l)-‘; q-l)Ni)-l}- 
( 
Equation (4.8) allows us to transform (4.22) into 
tb ?l,Pl+1 /%,~+l)(N,+ +N,). igl (bi,.+,),)-lj 
. (b 
1 n,n+l 
/un,n+l)-(Nl+ ... +N.). 
ifil (bi,n+llNi} 
* 4 
1 
-(NI+ +N.)(Nl+ +N.-I)/2 
$, q  
Nj(N, - 1)/2 
From (4.14) it follows that 
(b /u,“+,)-(N~+...+N.)= 
n,n+l iol (b~,n+l/ui,n+l)-Ni, 
which implies that (4.23b) equals’ 
(fi (“i,n+l)Ni)* 
i-1 
By the definition of a2(N1,..., IV,,) it is clear that (4.23~) equals 
q - u2(N1, . . . Nd 
(4.22a) 
(4.22b) 
(4.23a) 
(4.23b) 
(4.23~) 
(4.24) 
(4.25) 
(4.26) 
Finally, combining (4.23t(4.26) gives (4.6bb(4.6c), and the proof of 
Theorem 4.5 is complete. Q.E.D. 
The n = 1 case of Theorem 4.5 is the same identity as Eq. (3.3.2.7) on 
page 97 of [44]. Slater views (3.3.2.7) as the “usual” q-analog of the 
Vandermonde summation and, despite the discussion on page 88 of [44], 
regards (3.3.2.6) and (3.3.2.7) as distinct identities. However, as pointed out 
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in [8], and generalized above, (3.3.2.6) and (3.3.2.7) are in fact equivalent. 
Nonetheless, both Theorems 4.1 and 4.5 are very useful. 
As one application of Theorem 4.5 we state 
COROLLARY 4.27. Let n 2 1, and q be arbitrary. Also assume that a, is 
given by (4.3a), and that (4.3c)-(4.3f) hold. Let 6,, be 1, if r = s, and 0, 
otherwise. We then have 
[F](“) 1 <r<s<n ( (Ars) ( lifiyl / li!:i;l 1 lGyG.) (4.28a) 
(a,), (ainCl)3 tab+ 1) 
l<rbn 
l<s<n-1 l<i<n l<i<n 
1 $;;yl 1 l<;<n) (4.28b) 
+((-l)(qa,,)(l-(a,,...a,-,,.-,)(a,,+,))l(l-b,.+,)} (4.28~) 
(b,, .q6rn-6Sn), (bi,,+ 1 . q6,“) qi 
l<r<n 
! ) 
. (4.28d) 
l<s<n 1 <iGn l<i<n 
The classical (n = 1) case of Corollary 4.27 is very easy to verify directly 
using either side of (4.6). The general case of the identity (4.28) follows 
almost as easily once each of the [F]‘“’ series are replaced by the 
corresponding products in (4.6b)--(4.6c). On the other hand, a direct proof 
of (4.28) for n > 2 using the sum (1.21) in Definition 1.20 is virtually intrac- 
table. 
If we were given Corollary 4.27, then the “inclusion lemma” in Corollary 
7.48 of [38] and an induction on N,, . . . . N, would give us Theorem 4.5 
back. Thus, from the above remark, an inductive proof of Theorem 4.5 
which first requires proof of Corollary 4.27 is easy if n = 1 and quite hard if 
n > 2. A similar situation holds for other proofs of Theorem 4.5. The n = 1 
case is almost trivial while the n > 2 case is very difficult. Our proof of 
Theorem 4.5 via Theorem 4.1 is the simplest known proof. 
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5. LIMITING CASE As q+ 1 OF MAIN RESULTS 
In this section we write down the limiting case as q + 1 of several main 
results in this paper, and give a direct poof of Theorem 1.17. 
To this end, observe that 
JirJl,(l -q”)/(l-q)=x. (5.1) 
That is, the q-analog of x is (1 - q”)/( 1 - q). As an application of (5.1) we 
have 
~yq),l(l -q)‘= 11, (5.2) 
and 
lim(qAh/(l--4)‘= (A),, 
4-l 
(5.3) 
where (A )! denotes the product 
(A),=A(A+l)...(A+1-1). 
We also have 
(5.4) 
lim (Ah/W, = <A ),/(B)P 
4-1 
(5.5) 
If x is an indeterminate and m is a nonnegutiue integer it is customary to 
write the q-analog of (x+m) in the form 
(1-4x+m)/(l-q)=(1-qX.4m)/(l-q) (5.6a) 
and then replace qx by x to obtain 
(1 --wY(l-4). (5.6b) 
All our formulas in Sections l-4 have been written as in (5.6b). Thus, 
before letting q + 1 in (5.6b) we replace x by qx. 
In view of (2.5) we define the operators Qi by 
*i=Zi $,, l<i<n, 
1 
so that we have 
(5.7) 
lirn (‘-qA .Q,) (s( 
q-1 (1-q) 
~1, . . . . z,)) = (A + e,)(f(z,, . . . . 41, (5.8a) 
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lim (I- ” Q2 ’ ’ ’ ‘,) (f(zi, . . . . 
(1-q) 
z n )) 
q-1 
=(Q,+ ... + Q,)(f(z,, . . . . z,)). (58b) 
We next define dcY, _,,, v.j by means of 
DEFINITION 5.9. Let I;(“)((A) 1 (a) 1 (b) 1 (z)) be the series in (1.16) and 
Definition 1.13. We let 6,, ,,..,, Y.j be the term corresponding to (y,, . . . . y,) in 
(1.16) so that 
J+Y(A) I (a) I(b) I (z))= c 4y,,....y,). (5.10) 
Y,. . . . Y, > 0 
It is immediate that 
We will also need the q-gamma function defined by 
(4)m -. T,(x) = (qx)m (l-4)‘-x. 
It can be shown [7] that 
lim r,(x) = r(x), 
q-1 
(5.11) 
(5.12) 
(5.13) 
where T(x) is the classical gamma function. 
We are now ready to obtain the q = 1 case of many of our results. 
We start by observing that (5.1)-(5.6), (5.1Ok(5.13), and some algebra 
imply that the nonterminating case of Holman’s U(n) Gauss summation 
theorem given by Theorem 1.17 is the limit as q + 1 of Theorem 1.30. This 
is the first proof of the nonterminating case of Theorem 1.17. The limit as 
q + 1 of most of our proof of Theorem 1.30 is well defined, and combined 
with convergence properties of Corollary 7.20 of [38], provides a second 
proof of Theorem 1.17. We discuss this alternate proof below. First, we 
point out that the terminating case of Theorem 1.17 may be recovered by 
letting q + 1 in either Theorem 4.1 or 4.5. The result is the same and we 
obtain 
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THEOREM 5.14 (Vandermonde’s summation theorem for F(“) series). 
Let n>,l and 
aii= -Ni, for 1 G i< n with Ni nonnegative integers. (5.15) 
Also assume that 
b/i Z -P, if p> -1, l<l#i<n, (5.16a) 
b I,n+l# -P, if ~20, l<l<n, (5.16b) 
Ail+P, if 1 <i<l<n, (5.16c) 
with p any integer. (5.16d) 
We then have 
(5.17a) 
(5.17b) 
Our second proof of Theorem 1.17 arises from taking the limit as q + 1 
of most of the identities in Sections 2 and 3, and then referring to Corollary 
7.20 of [38]. 
Just as we needed Theorem 1.36 in the proof of Theorem 1.30, our 
second proof of Theorem 1.17 requires 
THEOREM 5.18. Let (xl, . . . . x,} and {yl, . . . . y,,} be indeterminants with 
the yi distinct. We then have 
1 (x,+x,+ a-* +x,)= f 
p=l 
xp ifil (fxi +Y,)-Yp)i(Yi-Y,))* (5*19) 
( 
i#p 
Remark 1.35 of [38] explains how Theorem 1.36 is the q-analog of 
Theorem 5.18. 
Keeping in mind (5.1~(5.11), it is immediate that multiplying both sides 
of (2.12) by (1 -q)-l and then letting q+ 1 gives 
LEMMA 5.20. 
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(Yl + -‘. +Yn)L...,,“) 
=pg, {(-l)‘-“‘( fi (6,i+Y,-l)) 
i=l 
(5.21a) 
p--l 
. iFl (Aip+Yi-Yp)-‘. fi (Api+Yp-YiIPl]} (5.21b) 
[ i=p+l 
.6 (Vl.....Y”) 
(5.21~) 
Lemma 5.20 also follows from Theorem 5.18 by the substitution 
and 
xi+Yi, if 1 < i<n, (5.22a) 
Yi + -thin + Yih if 1 < i<n. (5.22b) 
in a similar way that Lemma 2.11 was a consequence of Theorem 1.36. The 
substitution (5.22) motivates (2.15). 
It is not hard to see that the q = 1 case of Lemma 2.33 is also an 
immediate consequence of Lemma 5.20. We obtain 
LEMMA 5.23. 
(0, + ..- + 0,) F’“‘(V) I (a) I G-J) I (z)) (5.24a) 
n 
= 
x{ 
(-l)@-“.z 
P 
p=l 
c pi’ (4,+Y,-Y,r’ 
Y, > . ..1 Y” 2 0 i= 1 
’ fi tApi+Yp-YiIP1 1 (5.24b) i=p+l 
’ 
[( 
$1 tapi+Yp))-( ir lb i_“‘+l pt+Yp~)-1]4y I...., y”)). (5.24c) 
(See Lemma 5.32 for a useful rewriting of (5.24).) 
We next let q + 1 in Lemma 2.37. The same result arises from Theorem 
5.18 upon making the substition 
xi + tali + Yi), 
xi + tapi - bpiL 
Yi + -(Yi + bin)7 
if 1 d i<n, (5.25a) 
if n+ 1 Gi<j, (5.25b) 
if l<i<n, (5.25~) 
and 
Yi + fbpi- bpn)9 if n+l<i<j, (5.25d) 
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The substitution (2.42) is the q-analog of (5.25). Starting with the (5.25) 
case of Theorem 5.18 a proof similar to that of Lemma 2.37 yields 
LEMMA 5.26. Let k = j in Definition 5.9, and 1 <p < n. Also assume that 
~~p,n+lY.Y b,J are distinct. We then have 
Ch + . . .  +%n)+(Yl+ *** +y,)+(u,,,+,+ . . .  +ap,j) 
-(‘p,Pt+l+ *** +bp,j)] (5.27a) 
-6 fvt...., Y”j  (5.27b) 
=C, {t-l)‘svl’.[sfi’ (Ais+Yi-YsJpl.i=~l (As,+y,-y,)l] 
i= 1 
(5.27~) 
. 
K 
ifi, Casi+Ys))*( i=$+l tbsi+Ys) )-‘I -4, ,....r yn,} t=W 
+ f {(-l)*[( fi (b~-uii~)~(i=~+l (b,-o,,))] 
s=n+l i=l 
* [( fi (bfs+yi) --I* i= I 1 ( ifi+l tbpsmbpi))-l] *6(y*,....yR,j. WW 
i#s 
Multiplying both sides of (5.27) by zP and then doing some algebra leads 
to the q = 1 case of Lemma 2.52 which provides an expansion formula for 
the pth term in (5.24bk(5.24c). Combining this formula with Lemma 5.23 
and an interchange of summation gives the limiting case as q + 1 of 
Theorem 2.54. That is, we have 
THEOREM 5.28. Let F’“’ be defined by (1.16) and Definition 1.13, 
6,, ,,..,, ym) by Defmition 5.9, and ei by (5.7). In addition, let k=j, 1 <p<n, 
and assume that (b,,, + , , . . . . b, j} are distinct. We then have 
(I- z,)(81+ . - * + 63,) F’“’ 
=tz,)Ch,+~22+ **- +a,)+(u,,,+,+ ... +ap,j) 
- (b,,, I+ - . - + bp,&] F’“’ 
(5.29a) 
(5.29b) 
+ (z&J f C 
s=n+l yl,...*y.>O 
{[( fi (bti-~ii))*(icfi+l tb,,-O,i))] 
i= 1 
(5.29~) 
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‘[( fi (h,+Yi))-l ‘(i=++, (b”-h,i))-l].~~~,,...,~“)) (5’29d) 
i= 1 
i#s 
+ f  (zp-zs)(--l)s 
s=l 
S#P 
ey,,,,zn,o { [ lc CAis+Yi-Ys)-’ ‘i=Q+, (asi+YsmYi)p’] (5*29e) 
’ 
K 
i$l lasi+Ys)) ‘( I$+, tbsi+Y3) )-‘I 4, ,,.... y”j}. (5*29f) 
Setting p = n and k = j = n + 1 in (5.29) gives the q = 1 case of Corollary 
2.56. We obtain 
COROLLARY 5.30. Let F’“) be defined by (1.16) and Definition 1.13, 
6 (VI..... Y.) by Definition 5.9, and Oi by (5.7). In addition, let p = n and 
k= j=n+ 1. We then have 
(1 -z,)(Q, + ... + 8,) F(“) (5.31a) 
= (z,)Ch + ... + ann) + (an,“+ 1 -b,,+ 1)1 F’“’ (5.31b) 
+ (GJ (b,,+ 1 - an,n+ I ).@I1 (h,.,l-a,))] 
’ .“,.., znzo 
(5.31c) 
(5.31d) 
-[(“ir’ (alr+Y~~)~(bi,ltl+y~~-~]~~~y,....,y~~}. 
i= 1 
We next need the q= 1 case of both Lemmas 2.82 and 2.85 given by 
LEMMA 5.32. 
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(@1+ *** + 8”) F’“‘((4 I (a) I (b) I (z)) (5.33a) 
= i {(-l)+l).zp.(;g (~,Y~ ir (A,,)-‘) 
p=l i=p+l 
*(fil (%J)‘(,j+, fbpiJm’)) (5.33b) 
F ‘k j-l 
(1 +a,A --*7 (1 +a,d 
1 ‘k&l ( l<i%l), (5.33d) 
where (AJ (4J, (6,) are determined by (2.78), (2.79), (2.80), respectively, 
and Zl, . . . . 2, _ 1 are given by 
zi = zi, if lGi<p, (5.34a) 
=zi+19 if p<i<n. (5.34b) 
Furthermore, A,,, ii,, and 6,S satisfy the well-poised conditions in (1.15). 
LEMMA 5.35. Let the same assumptions us in Corollary 5.30 hold. We 
then have 
(1 -z&8, + .a. + 69,) F’“’ (5.36a) 
= (zn)C(~ll+ -e. +unn) + &+I -b,,+,)l F’“’ (5.36b) 
(brs) (1 +bi,n+l) tzi) 
l<r, s<n l<iGn I )t l<iCn (5.36c) 
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n-1 
+ 1 
p=l 1 
P--l 
(z,-zp)(-f)p. 
K 
,vl (Aip)F’ ’ ii tApi)-‘) 
i=p+l 
(5.36d) 
(5.36e) 
I (6,s) 1 Czi) \ 
l<r<n-1 l<i<n-1 , (5.36f) 
l<s<n+l I 
where (A,), (&A (&A, and (-.) z, are determined by (2.78), (2.79), (2.80), and 
(5.34), respectively. Furthermore, A,, a,,, and 6, satisfy the well-poised 
conditions in (1.15). 
Lemmas 5.32 and 5.35 can also be deduced directly from Lemma 5.23 
and Corollary 5.30, respectively, by applying an identity analogous to the 
one in Lemma 2.75. 
In order to finish this proof of Theorem 1.17 we now need to explain 
how Lemmas 5.32 and 5.35 lead to the limiting case as q + 1 of Lemma 
2.59 which is given by 
LEMMA 5.37. Let F’“’ be defined by (1.16) and Definition 1.13. Let na 1 
and assume that (1.19) holds. We then have 
F”” (l<?)gn 1 l~~;l / l$ii;l ( 1::“n) (5.18a) 
(b fl,n+l -%,?I+1 1 
-(%+a,,+ ... +unn+un,n+l)) 
fi (bi,,, 1 - 4 
i=l (bi,,+l) 
.F(“) (l<yTi<n 1 lEi;li 
(5.38b) 
(ii (1 +b,n+ 1) (1) 
l<r,sGn l<i<n l<i<n , (5.38~) 
1 
where (1) 1 <i<n means that zi= 1 if 1 <i<n. 
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We prove Lemma 5.37 from Lemmas 5.32 and 5.35 in the same way that 
Lemma 2.59 was deduced from Lemmas 2.82 and 2.85. Since (5.36a) and 
(5.36d) are zero when 
zi = 1, if l<i<n, (5.39) 
it is clear that Lemma 5.37 follows from (5.36), provided that the 
corresponding 
(@,+ ... +@,) F’“‘, F’“‘, F(“-I), n+lF, (5.40) 
are convergent. By Lemma 5.32, we only have to show the convergence of 
F’“‘, F(“-‘), ,,+,F”. (5.41) 
To this end we state Corollary 7.20 of [38]: 
LEMMA 5.42. Let F’“‘((A) 1 (a) 1 (b) 1 (2)) be determined by (1.16) and 
Definition 1.13. Let 0, be the set of ordered pairs 
8,= {(r,s) 1 1 <r<s<n}. (5.43) 
Given any subset T of 52,, define TI by 
T,= Il{(r,s)ETI r=f or s=I}Il, (5.44) 
and denote the numbers II { 1~ I < n I T, > 0} 1) by 
N(T)= Il(l<l<n I Ti>O}ll, (5.45) 
where I(S(I is the cardinality of the set S. We then have the identity 
F(~)(~~““~nl:~~;i:~~~l’~“n) (5.46) 
T/z0 T/>O 
ii (b/i) 
‘fi (5.47a) 
i=l.i+l i=l,i#I 
(l,i)eTor(i,l)eT 
Tl>O 
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-1 
(b,i)y, 
(I,i)~Tand(i,/)~T 
.( 
ii (1 +bli)y, 
i=l,i#/ 
(l,i)eTor(i,l)sT 
T ,  = 0 
(5.47b) 
. , (5.47c) 
where (A ), is given by (5.4). 
Remark 5.48. A direct proof of Lemma 5.42 starts with the identity 
(-Ail)(Ail+Yi-Yl)= I_ YiY/ 
(Ail+Yi)(FAil+Y/) (Ail+Yi)(-Ai/+YI)’ 
(5.49) 
which is used to transform F’“‘((A) 1 (a) 1 (b) 1 (z)) into the finite sum of 
finite products of 
F T,+k-1 Tl+j+Z and F k j-l (5.50) 
classical hypergeometric series in (5.47). 
The convergence condition (1.19) is a consequence of the classical case 
[43,44] for ,F, series and Lemma 5.42. In Remark 7.31 of [38] exactly 
the same argument shows that the series F(“) in (1.16) and Definition 1.13 
converges absolutely for Izi I = 1, . . . . Iz,I = 1 provided that k =j and 
a/i > 4 if 1 < l<n. (5.51) 
Note that when n = 1, the relation 5.51 reduces to the classical condition 
C43,Ml 
> 
>O. (5.52) 
Now, it follows from (5.51) and (5.52) that the .+,F,, F(“-‘), and F’“’ 
series in Lemmas 5.32 and 5.35 are absolutely convergent for 
z1 = 1, . . . . z, = 1 if 
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Re ( ni’ bPi - ‘iI aPi) > n, if l<p<n; (5.53) 
is 1, i#p i= 1 
a,, > (PI- l), if 1 <r<p, (554a) 
n+l n+l 
1 br+l,i- C ar+l,i 
> 
>(n-l), if p< i-c n; (5.54b) 
i=l i=l 
and 
if l<r<n, (5.55) 
respectively. Since 6, = 1, for 1 <p < n, it is clear that the conditions in 
(5.53~(5.55) will hold if 
?l+1 n+l 
Re 
( 
c bpi- c api 
i=l i=l ) 
>(n+ l), if l<,p<n. (5.56) 
Thus, (5.38) is true whenever (5.56) is satisfied. However, since the 
classical hypergeometric series in (5.50) are analytic functions of their 
parameters, it is immediate from Lemma 5.42 that the F’“) series in (5.38) 
are also analytic functions of their parameters ((a,)) and ((b,)), provided 
(5.55) holds. Therefore, it follows from analytic continuation that (5.38) is 
also true when (5.56) is replaced by (5.55). This completes our second 
(direct) proof of Lemma 5.37. Q.E.D. 
It is clear that the numerator and &nominator parameters in (5.38~) 
satisfy the required conditions for F(“) series in (1.15), with the ((A,)) 
array unchanged. Since b,, + 1 is replaced by (1 + b,, + ,), for 1< i < n, it is 
then immediate that m iterations of (5.38) lead to the q = 1 case of 
Theorem 1.34 given by 
THEOREM 5.57 (Gauss reduction formula for F(“’ series). 
--- +%n+~“,n+l))m 
(5.58a) 
(5.58b) 
607/72/l-S 
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. F’“’ 
where n 2 1, m is a nonnegative integer, (1.19) holds, and (A >( is given by 
(1.2b). 
It is not hard to see that (5.58b) can be rewritten in the form 
(m-l)! (m)(b”,ntl-(ull+ ~“+a,+%,“+l)t 
<b n,n+l -(all + ..- +ann+an,n+l))m 1 
@ -an,.+A n,n+ 1 
(mm l)l (,)(~..“tl-~“,.+l) 
I 
(5.59a) 
(5.59b) 
Recalling Euler’s product formula for T(z) (see Eq. (3) on p. 11 of [43]) 
we have 
T(z) = lim 
(m - l)! (m)= 
m+ao z(z+l)(z+2)...(z+m-1)’ 
(5.60) 
From (5.59) and (5.60) it is immediate that the limit as m + co of (5.58b) 
is (1.18b). 
The last step in finishing the proof of Theorem 1.17 is to show that 
(5.58~) has limit 1 as m + czz. We need 
LEMMA 5.61. 
lim 
maoo 
2, . . . . 
,“,:‘i2, . . . . ;I:;, (m +b) ’ I I> = ” (5.62) 
where p + 1Fp is determined by Definition 1.1, and 
p--l P+l 
Re 
( 
b+ c pi- 1 cq 
i=l i=l > 
>O. (5.63) 
Proof Our argument is very similar to the ones given on page 282 of 
[48] and page 28 of [44], which treated the p = 1 case. 
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It is clear from elementary series manipulations that 
I [ 
al, a29 -a*, 
p+lFp j?,,p2 ,...) &-7(z+b) l -l II I 
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if m> (bl, we have 
(5.64) 
(5.65) 
1 
(5.66) 
(5.67a) 
The series in (5.67b) converges provided that 
p+lFp 
(1 +a,), . . . . (1 +ap+d 
(1 +/Ii), . . . . (1+/3,-i), (1 +m- 14) II l (5.68) 
converges absolutely. That is, (5.67b) converges if 
m>(l+Jbl)+Re (5.69a) 
and 
m > Ibl. (5.69b) 
Therefore, (5.67b) is a positive, decreasing function of m, with m satisfying 
(5.69). Thus, (5.67b) has a finite limit as m + 00. Since (5.67a) clearly has 
limit 0 as m -+ 00, we see that (5.67) has limit 0 as well, and (5.62) is 
established. Q.E.D. 
Lemmas 5.42 and 5.61 combine to imply that (5.58~) has limit 1 as 
m + co. First, Lemma 5.42 allows ‘us to write (5.58~) as in (5.47), with 
k=j=n+l,bi,,+,replacedby(m+b,,,+,),andzi=l,for l<i<n.Now, 
from (5.50), (5.51), and Lemma 5.61, it is not hard to see, for any TEQ,, 
that each of the resulting classical hypergeometric series in (5.47b) and 
(5.47~) has limit 1 as m -+ co. Next, if T# 0, then N(T) > 0 and the coef- 
ficient in (5.47a) has limit -0 as m 4 co because it contains at least one 
(m + bi.,+ ,)-l as a factor. Thus, if Tf 0, the corresponding term in (5.47) 
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has limit 0. On the other hand, if T= fa then /IT11 = N(T) = 0 and the 
products 
fi (5.70) 
I= 1, T,>O 
in (5.47a) are empty. That is, the coefficient in (5.47a) is 1 and the T= 0 
term in (5.47a) has limit 1 as m + co. Therefore, (5.58~) has limit 1 as 
m + co and our direct proof of Theorem 1.17 is complete. Q.E.D. 
Remark 5.71. We presented the direct proof of Theorem 1.17 because 
Lemmas 5.32 and 5.35 are of independent interest in a theory of contiguous 
relations for F(“) series. Also, since letting q + 1 in each of (2.61), (2.62), 
(3.1), and (3.2) leads to the equality 0 = 0, we wanted to explicitly write 
down the q = 1 case of our alternate proof of Theorem 1.30. Finally, 
including a justification of the analysis leading from Lemma 5.35 to 
Theorem 5.57, and then to Theorem 1.17 provides a clearer understanding 
of the original Gauss summation theorem in Theorem 1.3. 
We finish this section by writing down the q E 1 cases of (2.93), (2.95), 
and (2.96). 
First, multiplying both sides (2.93) by (1 - q)- ‘, replacing x by qx, and 
then letting q + 1 - yields 
THEOREM 5.72. Let F’“‘((A) I (a) I (b) 1 (2)) be defined by (1.16) and 
Definition 1.13, and jFjP , be determined by Definition 1.1. Also, assume that 
k = j> n, 1 < v <n, and {b,, + 1, . . . . b, j} are distinct. We then have 
[(b v,n+l + ... +b,j)- (alI + ... +ann)- (av,n+l + ... +u,,~)] (5.73a) 
.F(“)( lS~~~<n 1 $z; / ;:z; / I:‘;k.) (5.73b) 
= f {(~p-l)[(-l)~-“.(~~~ (A,))-’ 
p=l 
‘(ij+l (A~i))P’*(Ijl (api))a(ij+, (bpiJ)P’]} 
(5.73c) 
.jFj- 1 
(1 + apI 1, - . . ,  (1 + Upj) 
b pl’...,bp,p-ll,bp,p+l,...,bp,n, (l+bp,n+l ,..., ) (l+bpj) ” I 1 
(5.73d) 
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(5.73f) 
where L-L), @A @,J are given by the k=j cases of (2.78), (2.79), (2.80), 
respectively, and {i,, . . . . 2, _ I } appear in (5.34). 
Theorem 5.72 also follows from Theorem 5.28, and the k = j cases of 
Lemmas 5.23 and 2.75 (with q = 1). 
Setting n = 1 in Theorem 5.72 gives the classical contiguous relations in 
COROLLARY 5.74. Let IFj- 1 be defined by Definition 1.1. Also assume 
that j>, 1, and {blPz, . . . . b,,j} are distinct. We then have 
C(bl.2 + .*a +b,,i)-(a,,,+ . . . +al,j)].~j-, a1*1Sa1~2Y.V.Pal~j b 1.2, ***v b1.j I 1 z1 
(5.75a) 
(5.75b) 
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+ i f w,., - %,)/(b1,,)) p=2 
’ fi (bl,p -al,i) ’ fi (bl,p- bl,i) -’ 
(’ >(’ > I i=2 i=2 
ifp 
(5.75c) 
. ; 
a1.1, .-) a1.j 
I J--1 b b ’ 
(5.75d) 
1,2, . ..Y l.p-13 (1 +bl,p), b,,p+,, “‘9 b1.j ” I 1 
The j= 2 case of (5.75) is 
(b2 - (al,, + e2)) ,F1 [Qy ;I:: / z,] 
= ((z, - 1 )(a L,1 al,Jl(bl,J~ PI 
+ Wl,2-a~.~ )(h2 -a~,2Y(b~,2)124 
1 (5.76b) 
(5.76~) 
Note that (5.76) is immediately equivalent to Eq. (1.7.1) on page 27 of 
[44]. That is, our proof of Theorems 1.17 and 1.30 extends the classical 
proof of Theorem 1.3 given on pages 27-28 of [44]. 
6. A Q)GENERALIZATION OF THE BETA INTEGRAL 
It is well known that the beta integral 
s 
1 
,,-l(,_,),-l~~=r@)r(q) 
0 m+q) ’ 
if Ret$) > 0, Re(q) > 0, (6.1) 
is a consequence of the Gauss summation theorem (Theorem 1.3) and the 
integral representation of the hypergeometric function 
2F1 
a, b [ II T(c) lZ tb-l(l-t)c-b-l (1-~l)-~dz, c =T(b)T(c-b) o s (6.2a) 
with 
I4 < 1 and Re( c) > Re( b) > 0. (6.2b) 
Both (6.1) and (6.2) are due to Euler and can be found on pages 254 and 
293, respectively, of [48]. 
[~]'"'GAUSSSUMMATIONTHEOREM 117 
Noting from the binomial theorem that 
(l-z)^=,F,[a’ ;lz]=,Fo[: Iz], (6.3) 
we rewrite (6.2a) as 
t-(1 -t)c-b-l Jo a [II tz dr. (6.4) - 
In this section we obtain a higher-dimensional extension of (6.1) by 
applying Theorem 1.17 to the F(“) series generalization of (6.4) in 
THEOREM 6.5. 
provided that 
j>n+l, (6.7a) 
lzil < l9 iy 1 <i<n, (6.7b) 
Re(bti) > Re(aQ) > 0, if l<I<n. (6.7~) 
Proof We use the same argument as on page 47 of [43]. For y, a 
nonnegative integer, it is immediate that 
<O,,J-(b+y,VW= T(c) 
>( 
W+y,)r(c--b) -- 
(c>,, r(c+y,)Ub) Ub)r(c-b) . nc + Yr) 
(6g) 
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If Re(c) >Re(b)>O, then (6.1) implies that 
T(b+y,)T(c-b) ’ 
= 
UC + Yr) s 
$+Y/-I(1 -t,)c-b-’ dt,. 
0 
(6.9) 
By combining (6.8) and (6.9) it is clear that the multiple series in (6.6a) can 
be written in the form 
.(fi, (z,t,)Y’> dt, df,-.dt,,}. 
An interchange of integration and summation now yields (6.6b). 
Setting j = n + 1 in Theorem 6.5 gives 
COROLLARY 6.11. 
(6.10) 
Q.E.D. 
(6.12a) 
(6.12b) 
(6.12~) 
. F(“) 
) 1 $,r;gn) 1 on) dt, dt,.-.dt,, (6-12d) 
provided that 
lzil < l7 if l<i<n, (6.13a) 
Re(b,,,+,)>Re(a,.,+,)>O, if l<l<n. (6.13b) 
We are now able to generalize (6.1). Setting zi= 1 in (6.12) and then 
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using Theorem 1.17 to evaluate (6.12a) we find after making use of the 
relations in (1.15) that we have 
THEOREM 6.14 (U(n) generalization of the beta integral). 
(6.15a) 
. F’“’ 
(6.15~) 
provided that 
Re- i (bni- a,i) >n, 
> 
(6.16a) 
i=l 
Wb -an,n+L)>Op ?Z,n+l (6.16b) 
Ma,,, + 1 I> 0, ij- 1 <I<n. (6.16c) 
Proof. Just do a routine simplification and then observe that 
b!,i-at.i=b,i-a,o for l<l<n. (6.17) 
Q.E.D. 
Motivated by Theorem 3.9 it is useful to write (6.15) in terms of (2n + 2) 
parameters. Setting A, equal to 
A, = (x, - xs), if l,<r<s<n, (6.18a) 
the relations in (1.15) imply that 
b, = 1 + (x, - 4, if 1 < r, s < n, (6.18b) 
bi,,+l=b,,,+~+(xi-X,), if 1 <iGn, (6.18~) 
urs = ass + (x, - xs), if 1 < r, s G n, (6.18d) 
ai,"+ =Gn+l + (x; -x,)9 if 1 <i< n. (6.18e) 
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Replacing ass, qntlr and b,.,+, by a,, b, and c, respectively, on the 
right-hand side of (6.18), Theorem 6.14 can be written in the form given by 
THEOREM 6.19 (Alternate form of the I 
integral). 
I 
J J( . . . d ,cl tjb+x-.Y,)- 1 . (1 _ t,)“‘-f+ 1 0 > 
.Fcnj 
( 
(x,--J (a,+(xr-xX,)) 
l<r<s<n l<r,s<n 
I(l+k-XJI 
I 
(fi) 
1 1 <r, sGn 1 1 <i<n dtldt2..-dtn (6.20b) > 
;rz) generalization of the beta 
(6.20a) 
(6.21a) 
={[T(c-b-(a,+ ... +a,))~@Y~(c-a,)l) (6.22a) 
n-1 
. (r(c-b))(“-‘). ;v, (T(b+(xj-x,)))/(r(c-ai+ (xi-x,))) 
>> 
, 
(6.22b) 
provided that 
Re(a, + ‘.. +a,)<O, 
Re( c - 6) > 0, 
Re(b + (x, - x,)) > 0, if 1 <l<n. 
(6.23a) 
(6.23b) 
(6.23~) 
Remark 6.24. Keeping in mind (6.3) it is immediate that the n = 1 case 
of (6.21)-(6.22) is the classical beta integral in (6.1) with p= b and 
4 = c - a, - b. That is, Theorem 6.19 generalizes Eq. (6.1). It may be 
possible to sum the multiple series in (6.21). This would generalize the U(n) 
refinement of the binomial theorem which was proven in [40]. In [40] we 
were able to sum this multiple series when all the ti were equal. The general 
case is much harder but is still of significant interest. 
Corollary 6.11 and consequently Theorem 6.19 are natural 
generalizations of (6.2) and (6.1), respectively. By the reduction formula for 
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F’“‘((A) I (a) 1 (b) I (z)) (see Theorem 7.51 of [38]) and Corollary 6.11 it is 
not hard to see that 
F’“- 1) (4s) (47 (a,,+~) 
l<r<s<n-l l<r,s<n-1 lGi<n-1 
(bi,,+l) tzi) 
l~i<n-1 l<i<n-1 
> 
(6.25) 
(6.27a) 
(6.27b) 
.F(“-1) (A,,) brs) 
l<r<s<n--1 l<r,s<n-1 
(b,) tziti) 
l<r,s,<n-1 l<i<n-1 > 
dtl dtz . ..dr.- 1 . (6.27~) 
Now, by the p = un,n + 1, q = (b,, + 1 - u,,~ + 1) case of (6.1) it is immediate 
that (6.27a) equals 1. That is, if we replace a,,“+ 1 and b,,,, I by a,, and 
bLn, respectively, in (6.25) and (6.27b)-(6.27c) we find that setting unn = 0 
in (6.12) gives (6.12) back with n replaced by (n- 1). Therefore, 
successively setting a,,,,, a,- I,n-, , . . . . uz, equal to 0 leads to the n = 1 case 
of Corollary 6.11. But this is clearly equivalent to (6.4). In this way we pass 
easily from higher-dimensional to lower-dimensional cases of Corollary 
6.11. A similar situation holds for Theorems 6.5, 6.14, and 6.19. 
122 S. C. MILNE 
7. q-ANALOGS OF PARTIAL FRACTION EXPANSIONS 
We begin this section by recalling the well-known partial fraction expan- 
sion formulas from pages 81-83 of [43], which can be written as 
LEMMA 7.1. Let {a,, . . . . a,}, {b,, . . . . b,), and t be indeterminants with the 
b, distinct and (b,+ t) # 0. Define R,, U,, A, and B by 
R = (4 + t)(a, + t) . . . (4 + t) 
’ (b,+t)(b,+t)...(b,+t)’ 
fi (a,-bi). fi (bi-b,) 
i= 1 i=l,i+j 
A= i ai, 
i=l 
B= i bi. 
i=l 
We then have 
R,= i v,, 
j=l (bj+t) 
R,=l+ i u’, 
j-1 (bj+t) 
u. 
R,=(t+A-B)+ i 2 
j=l (bj+t)’ 
It turns out that Lemma 7.1 is equivalent 
(7.2) 
-1 1 7 f  or 1 <jQs, (7.3) 
(7.4) 
(7.5) 
lf r<s 
if r=s, 
if r=s+l. 
to 
(7.6) 
(7.7) 
(7.8) 
LEMMA 7.9. Let {x1, . . . . x,}, {y,, . . . . y”}, and t be indeterminants, where 
v = max{ r, s}. Assume that yi are distinct and tyi # 1, for 1 d i < s. Define S, 
and V, by 
s =(l-tx,Y,)(l-tx*Y,)..~(l--x,Y,) 
f  
(l-ty,)(l-ty,)...(l-ty,) ’ 
(7.10) 
vi= fj (l-xiyiy,:‘). fi 
[ 
(1-y,y,:‘)-’ ) 1 for l<j<s. i= I i= 1. if j  
(7.11) 
We then have 
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s,= f 2, 
j=* (1 -fYJ 
if r < s, (7.12) 
St= (x,x, 
V. 
-**x,)+ i A 
j=1 f1 -'Yj)' 
if r = s, (7.13) 
s, = (x1 . ..x~)(l-rx.,,Y~+,)+(X,...X,+l)(Yrtl).i~~~ (7.14a) 
* I 
+i 
V. 
izl (1- 
if r=s+l. (7.14b) 
Proof: We first verify (7.14). It is immediate from (7.10) that the 
r = s + 1 case of S, can be written as 
. (t-(x,Y,)-‘).~~(t-(x,+,Y,+, 
i (t-(Y1)-l)...(t-~,)-‘) )-1)}* 
Applying (7.8) to (7.15b) transforms (7.15) into 
C(-l)(x,..~x,+,)(Y,+,)l 
*{~+(-N(xlYJ1+ *** +(xs+lYs+J1l 
+ c(Yl)-‘+ ... + (YX’II 
+C(-1)(x,...x,+l)(Ys+l)l 
’ fi ((Yj)-’ -(Yi)-‘I-’ . 
i= l,i#j 11 
Some routine algebra applied to (7.16) now yields (7.14). 
(7.15a) 
(7.15b) 
(7.16a) 
(7.16b) 
(7.16~) 
(7.16d) 
Clearly (7.13) is the ys+i =0 case of (7.14) and (7.12) is the 
X r+1= ... =x, = 0 case of (7.13). 
Alternatively, (7.12) and (7.13) may be obtained from (7.6) and (7.7), 
respectively, in the same way that we derived (7.14) from (7.8). Q.E.D. 
Remark 7.17. Lemma 7.9 implies Lemma 7.1 because it is also a 
natural q-analog. To see this, multiply both sides of (7.12), (7.13), and 
(7.14) by (1 - q)(“-‘I, 1, and (1 -q)-‘, respectively; replace t, xi, and yj by 
q’, qx’, and qyi, respectively; and then let q + 1. Setting yi= bi and 
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xi= (ai - bi) in the resulting identities immediately yields (7X5)-(7.8). This 
situation is interesting since Lemma 7.1 is equivalent to its q-analog. 
Remark 7.18. In [33] I. G. Macdonald observed that (7.7) implied 
(7.13) and then he set t =0 in (7.13) to obtain a very elegant proof of 
Theorem 1.36. After seeing Macdonald’s proof we derived (7.12) and (7.14) 
from (7.6) and (7.8), respectively. 
Since the t = 0 case of (7.13) is a useful identity, we state this case of 
(7.12) and (7.14) as 
LEMMA 7.19. Let {x1, . . . . x,} and {yl, . . . . y,} be indeterminants, where 
v = max{r, s}. Assume that yi are distinct for 1 6 i< s. We then have 
fj (l-x&y,:‘). fi (l-yiy,-‘)-’ , 1 if r<s, (7.20) i= 1 i=l,i#j 
and 
(7.21a) (l-(X,.-.x~)I=(XI...X,+i)iYlil).i~~~ 
I I 
(1-y,y,+’ . 
i= 1, i#j 1 
(7.21b) 
Remark 7.22. Equation (7.20) is the x,, i = . . = x, = 0, s = n case of 
Theorem 1.36. On the other hand, applying Theorem 1.36 to (7.21b) leads 
to the identity 
i l1 -xj) 
-. fi ( 
YjvxiYi 
j=l (Yj) j=l Yj-Yi 
)=(x1 . ..x.) iI #. (7.23) 
I I 
i#j 
Note that both (1.37) and (7.23) are q-analogs of (5.19). 
Multiplying both sides of (7.20) by (1 - q)‘Sp I-‘), replacing xi and yi by 
qxC and q”‘, respectively, and then letting q + 1 yields 
“fi’ ((xi+Yi)-YJ)e f/ (Yi-Yj)V1 3 1 if r=s- 1, (7.24) r=l i=l,i#J 
and 
fi ((xi+Yi)-Yj)s fi (,V;-~Y,)~’ ,  1 if r<s- 1. (7.25) i=l i= 1, i+j 
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We conclude this section by describing how the identity in (7.12) sim- 
plifies our proofs of two summation theorems in [36,39]. Consider the 
r=n- 1, s=n case of (7.12): 
n-1 
iyl (lMtxiYi)’ fi (letYi)-’ 
i=l 
(7.26a) 
If in (7.26) we make the substitutions 
t=qm-1, (7.27a) 
y,=b. r.n+13 if 1 <i< n, (7.27b) 
and 
xi = (Uii) - l, if l<i<n-1, (7.27~) 
and then multiply both sides of the resulting identity by (al, . .. a,- I,n- i), 
we obtain an identity that is immediately equivalent to Eq. (2.6) of [39]. 
This replaces a contour integral argument and simplifies one of the main 
steps in the proof of Theorem 1.21 of [39]. 
Next, letting 4 -P 1 in (7.26), as in Remark 7.17, we obtain 
infil tt+ Cxi+Yi)). fi (t+Yi)p’} 
i=l i= 1 
n 1 
=jC, tt+Yj) i=l 
-.[yy ((xj+Y’)-YjbJ+j (YrYY]. 
1 
Making the substitution 
t=(q-l), 
Yi=bi,n+1, if 1 < i<n, 
and 
(7.29a) 
(7.29b) 
xi= - a,i, if l<iGn-1, (7.29~) 
(7.28a) 
(7.28b) 
in (7.28) gives an identity that is immediately equivalent to Eq. (6.7) of 
[36]. Just as above, this replaces a contour integral argument and one of 
the major steps in the proof of Theorem 6.1 of [36]. 
It is not hard to show that the contour integral arguments referred to 
above provide proofs of (7.26) and (7.28). Nonetheless, a direct use of 
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(7.26) and (7.28) makes the proofs of Theorem 1.21 of [39] and Theorem 
6.1 of [36] even more elementary. Furthermore, (7.26) and (7.28) are more 
convenient for applications than a contour integral argument. 
8. ADDITIONAL ELEMENTARY PROOFS OF THEOREM 1.36 
We first discuss the proofs given by I. G. Macdonald [33], J. Wimp 
[49], and H. Flanders [12]. 
Macdonald’s elegant proof using a partial fraction expansion has already 
been described in (7.13) and Remark 7.17. This completes the proof. 
A proof analogous to Macdonald’s was supplied by J. Wimp [49]. 
Wimp considers the polynomial of degree n - 1 determined by 
f(z)= ii (z-d- fi (z-yJ. (8.1) 
i=l i- 1 
The Lagrange interpolation formula applied to f(z) gives 
(8.2a) 
i#p 
(8.2b) 
Setting z = 0 in (8.2) and then dividing both sides by ( - 1 )cn+ I) . (y, . . .y,) 
yields 
l- fi tcri/Yi)= i (l-(ap/Yp))‘ifil ye)- 
i=l p=l P 1 
i=p 
(8.3) 
Now, letting ai= (xi yi) in (8.3) gives (1.37). This completes the proof. 
Using a slightly different form of Lagrange interpolation, H. Flanders 
[ 123 found the same proof as J. Wimp. Starting with the cli = (xi vi) case of 
(8.1), Flanders replaced (8.2a) by the equivalent 
f(z) = L(z) i A.2, f(Y ) 
p=l (z-Yp) L’(Y,) 
(8.4) 
where 
Uz)= fi (z-Yi)9 (8.5) 
i= 1 
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L'(Yp)= fi (Vp-Yih (8.6) 
i=l 
i#p 
and 
f(Yp)=(l-xp)Yp’ fi (ypMxiyj)* (8.7) 
i=l 
i#p 
Writing 
f(O) = -W)(l - (x1 . . . x,1), (8.8) 
setting z=O in (8.4), and then dividing both sides by -L(O) immediately 
produces (1.37). This completes the proof. 
It is clear that if j(z) is a polynomial of degree m, with m <n, then the 
sum in (8.4) is the partial fraction expansion of f(z)/L(z) determined by 
(7.6). That is, it is not surprising that both partial fractions and Lagrange 
interpolation have been used to prove Theorem 1.36. 
In a different direction, R. Askey [9] found a beautiful proof of Theorem 
1.36 based upon symmetry arguments, a recursion relation, and induction. 
He begins by denoting the right-hand side of (1.37) by 
fn(Y 19 *.., Y”)= i U-x,) ri 
p=l 
i=, (9;:;;‘). (8.9) 
i#p 
It is not hard to see that (8.9) is a rational function of y,, which is the 
quotient of polynomials of degree at most n - 1 in the numerator and of 
degree n - l-in the denominator. Also, we have 
lim (Y,-~-YJ~~(Y~, . . ..Y.) 
Y.-r.“.-, 
={(l-Gbii ~y;+;y) yti~&(Y.-rx.Y.)} 
i=l 
- (l-X,)y”~~_,(Yn--Xn-,Yn-l). n 
i 
1;; (y;.:;yi)j 
=i(l-x,-l)(l-x”)Y,_l.“~2 (yj;;;:;Q> 
i= 1 
-{(1-x.)(l-x.-,)y.-I.~2~~~~-“i”)} 
i=l 
= 0. 
(8.10a) 
(8.10b) 
(8.1Oc) 
(8.10d) 
128 S. C. MILNE 
Thus, the polynomial in the numerator of f,(y,, . . . . y,) has a factor 
(y,- , - y,) to cancel the corresponding factor in the denominator. By sym- 
metry, the same is true for each of the factors (yi - y,), 1 < i < n - 1. Since 
the denominator is of degree n - 1 and the numerator of degree at most 
n - 1, we have accounted for all the factors involving y, and so f,,(y,, . . . . y,) 
is independent of yn. Again, by symmetry, f,(y,, . . . . y,) is a constant. Then 
fn(Y, 3 ...Y Y,)= lim fib,, -,Y,) (8.11a) .V” + cc 
n-l 
=x, 1 (lpxp) “fil yp--iyi 
p=l j-1 ( Yp-Yi > 
+ (1 -x,) (8.11b) 
i#p 
=x,fn-l(Yl, --.3 Yn-1)+(1-x,). (8.1 lc) 
Induction and the recursion (8.11) now imply 
fn(Y 19 ...? yn)=X”(l-x~~~~x,-~)+(l-Xn) 
=(l-(x,...y,)). 
This completes the proof. 
(8.12) 
Given fn(yl, . . . . y,) in (8.9), Askey’s proof enables us to discover the 
answer (1 - x1, . . . . x,) by a direct iteration of (8.11). This is much better 
than a verification proof. The symmetry aspects of this proof make it clear 
why f,(yl, ---y y,) is independent of y, , . . . . y,. 
In [27] K. Leeb also evaluated fn(yl, . . . . y,) by means of (8.11b(8.12). 
Instead of Askey’s symmetry argument, he stated 
g (fn(Y,, ...? Y,)) = 0 
n 
(8.13) 
to prove that f,(y,, . . . . y,) is a constant. However, justifying (8.13) takes 
some additional work. 
We finish this section with some remarks about V. Strehl’s [45] proof. 
He starts by expanding the determinant of the n by n matrix ((yj- ‘)) along 
its first row and then applies Vandermonde’s determinantal formula 
(8.14) 
to derive Good’s identity in the form 
1 = c n (YMYi-Yp). (8.15) 
p=l i=l,i#p 
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Next, Strehl observes that f,(~~i, . . . . y,) in (8.9) can be written as 
PC1 (1 -Xp) ic, (1 + (l -xi)(YiY(Yp-Yi)) 
i#p 
(8.16a) 
=Ii c n (lsxi) n (Yi)l(Yp-Yi) * 
> 
(8.16b) 
p=l (p}EAG{l....,n) ieA iEA-{p} 
Interchanging summation in (8.16b) gives 
c 
@aZBr{l,...,n} 
(-l)i’B”-l (2 (lmxi)) ;B(jepfpI (YfY(Yi-Y,))* t8*17) 
Using (8.15) to sum the inner sum in (8.17) yields 
c 
la#B~{l,...,n) 
(-l)“Bi’-l (9 (l-Xi))> (8.18) 
where 11B1) is the cardinality of the set B. Now, by expanding the products 
in (8.18) into alternating sums of elementary symmetric functions it is not 
difficult to see that the coefficient of the monomial (xi,xh .. .xi,) in (8.18) is 
(8.19) 
Clearly, by the binomial theorem, the expression in (8.19) equals 
1, if l=O, (8.20a) 
0, if O<I<n, (8.20b) 
-1, if l=n. (8.2Oc) 
Therefore, it is immediate that (8.18), and hence f,(yi, . . . . y,), equals 
1 - (XIX2 -. .x,). 
This completes the proof. 
Strehl’s proof of (8.15) is a very special case of the Lie algebraic proof 
of Theorem 1.17 of [15]. The form of Good’s identity in (8.15) is the 
elementary symmetric function case of Theorem 1.7 of [15]. Explicit 
generalizations of (8.15) corresponding to the root systems of types B,, C,, 
and D, appear in Section 3 of [ 151. 
Starting with (8.15), Strehl’s proof is similar to the original proof of 
Theorem 1.36 in Section 2 of [38]. However, because of (8.16k(8.17) he is 
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able to use (8.19)-(8.20) instead of Theorem 1.20 of [38]. As a result, his 
proof is simpler. 
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