We study second-order consensus dynamics with random additive disturbances. We focus on three different performance measures: the steady-state variance of pairwise differences between vertex states, the steady-state variance of the deviation of each vertex state from the average, and the total steady-state variance of the system. We show that these performance measures are closely related to the biharmonic distance; the square of the biharmonic distance plays similar role in the system performance as resistance distance plays in the performance of first-order noisy consensus dynamics. We further define the new concepts of biharmonic distance index and vertex centrality based on the biharmonic distance. Finally, we derive analytical results for the performance measures and concepts for complete graphs, star graphs, cycles, and paths, and use this analysis to compare the asymptotic behavior of the steady-variance in first-and second-order systems.
I. INTRODUCTION
Consensus dynamics have been studied extensively in the context of distributed networked systems because these dynamics represent a fundamental way of sharing information between agents in the network. Consensus algorithms can be widely applied to many real-world applications such as clock synchronization [1] , [2] , load balancing [3] , sensor networks [4] , formation control [5] , and distributed optimization [6] .
In consensus dynamics, when nodes are subject to external disturbances, these disturbances prevent the system from reaching consensus, instead making node states fluctuate around the current average [7] . Many works have explored analytical methods to quantify the steady-state variance of the deviations from the average. The vast majority of these have considered first-order consensus algorithms [7] - [11] . It has been shown that, in such systems, the total steadystate variance can be described by resistance distances in an associated electrical network [8] , [9] . And, in turn, resistance distances are given by the covariance matrix of the vertex states in such a dynamical system [12] .
Many real world systems can be more accurately modeled using second-order dynamics. For example, secondorder consensus protocols are applied to formation control because they capture the kinematics of the vehicles [13] .
Clock synchronization algorithms using second-order consensus scheme have also been studied [1] . While secondorder dynamics have important applications, analysis of the effects of external perturbations on second-order systems remains limited when compared to recent work on firstorder systems. Previous works have shown that the total steady-state variance in first-order systems is determined by the eigenvalues of the Laplacian matrix, and asymptotic behaviors for macroscopic and microscopic behaviors of the variance have been studied in [7] . However, no unified metric for second-order systems that is similar to resistance distance for first-order systems has been previously proposed.
In this paper, we propose biharmonic distance as a tool to analyze second-order consensus dynamics with external perturbations. Biharmonic distance is defined based on the spectrum of the Laplacian matrix, and it has been used in computer graphics [14] as a metric that incorporates both local and global graph structure. We study three performance measures in second-order consensus systems: the variance of the difference between the states of any pair of vertices, the variance between an individual vertex state and the system average, and the total variance of the system. For each of these performance measures, we show how it can be analyzed in terms of biharmonic distances. In addition, we introduce a new notion of vertex centrality based on biharmonic distance. A vertex with higher biharmonic centrality has smaller steady-state variance. We then derive closed-form solutions for the biharmonic distances and related performance measures for complete graphs, star graphs, cycles, and paths. Finally, we use this analysis to compare the behavior of the steady-variance in first-and second-order systems.
Related work: Bamieh et al. introduced the concept of network coherence, a measure of the average steady-state variance of node states, for both first-and second-order consensus dynamics with stochastic external perturbations. This work showed a relationship between coherence and the spectrum of the Laplacian matrix and derived the asymptotic behavior of coherence in torus networks [7] . Several other works have analyzed the coherence of first-order consensus in different classes of networks. Young et al. [8] related network coherence to the Kirchhoff index of a graph and presented closed-form results for the coherence of cycle, path, and star graphs with first-order noisy consensus dynamics. Patterson and Bamieh analyzed coherence in several forms of fractal trees [9] and discussed the impact of fractal dimensions on network coherence, and Yi et al. investigated coherence in Farey graphs [11] and Koch graphs [15] as deterministically generated representatives of small-world networks and scale-free networks.
There have also been several recent works on analysis of coherence for second-order systems in different graph topologies. For example, the second-order coherence of torus [7] , fractals [9] , and Koch graphs [15] have all been analyzed. However, none of these works have developed a general mathematical connection between second-order coherence and a graph distance metric.
With respect to biharmonic distance, the recent work by Fitch and Leonard [10] uses a slightly different definition of biharmonic distance to describe the centrality of multiple leaders in first-order consensus systems with leader nodes. We show that, while related, this different definition cannot be extended to describe coherence in leader-free secondorder consensus networks. In contrast, we show that the definition of biharmonic distance that we use is a metric that can well describe coherence in leader-free second-order systems.
The remainder of this paper is organized as follows. In Section II, we introduce notation and the system dynamics studied in this paper. In Section III, we first describe the notion of biharmonic distance and its definition. We then introduce graph indices and vertex centrality based on biharmonic distance. In Section IV, we show that biharmonic distance plays a important role in perturbed second-order consensus dynamics, and we give relationships between coherence performance measures and the biharmonic distance and its derived indices. Section V gives closed-form solutions for the coherence performance measures for complete graphs, star graphs, cycles, and paths. In Section VI, we compare the relationships between first-order noisy consensus dynamics and resistance distance and second-order noisy consensus dynamics and biharmonic distance. Finally, we conclude the paper in Section VII.
We refer the reader to the technical report [16] for details of computations and proofs.
II. PRELIMINARIES A. Concepts and Notation
Let G be an undirected connected graph, and let V = {0, 1 . . . , N − 1} and E be the vertex (node) set and edge set that constitute G as G = {V, E}. Let N = |V| and M = |E|. Define A as the N × N (0-indexed) adjacency matrix of G, in which a ij = 1 if {i, j} ∈ E, and a ij = 0 otherwise. Let D be the diagonal matrix where d ii is equal to the degree of vertex i, i.e., d ii = N −1 i=0 a ij . Define L = D − A as the Laplacian matrix of graph G. Let λ i , i ∈ {0, 1, . . . , N − 1}, be the N eigenvalues of L satisfying 0 = λ 0 < λ 1 ≤ · · · ≤ λ N −1 , and let u i denote the corresponding mutually orthogonal unit eigenvectors. Let 1 N denote the N -dimensional vector with all entries being one. Therefore, u 0 = 1 √ N 1 N . Then, L can be decomposed as L = U ΛU , where Λ ∈ R N ×N is diagonal and Λ ii = λ i , U ∈ R N ×N , with its ith column being u i . In addition, we denote by L † the pseudo-inverse of L, and define L 2 † = (L † ) 2 . Let I N denote the N × N identity matrix, 0 N the N × N zero matrix, and 0 the zero matrix of appropriate dimensions.
B. System Dynamics
Each vertex in the network has a scalar-valued state. Let x 1 (t) be the N -dimensional state vector of all vertices, with x 1j (t) representing the state of vertex j, j ∈ {0, 1 . . . , N − 1}. Define x 2 (t) as the first derivative of x 1 (t) with respect to t, that is, x 2 (t) =ẋ 1 (t). A vertex j adjusts its state by settingẋ 2j (t) according to the differences of its state (x 1j (t) and x 2j (t)) and the states of its neighbors. The following equation gives the noisy second-order consensus algorithm:
(1) where w(t) is an N -dimensional vector of uncorrelated Gaussian white noise processes.
C. Performance Measures
Because the state of each vertex is disturbed by Gaussian noise, the networked system can never reach exact consensus. Therefore, we are interested in the expected deviations of the states of the vertices. In particular, we are interested in three performance measures related to these deviations, which we define below.
First, we want to know how far the states of two vertices are driven away by disturbances. We study the steady-state of the variance of this pairwise deviation.
Definition 2.1: For any two vertices j, k ∈ V, the pairwise variance H SO (j, k) is the steady-state variance of the difference between x 1j and x 1k , i.e.,
We note that in a d-dimensional torus Z d N , H SO (j, j − 1) is the second-order microscopic coherence, and H SO (j, j + N 2 ) is the second-order long-range coherence defined in [7] . Thus, our pairwise variance performance measure is a generalization of these two performance measures.
We are also interested in the variance of the difference between the state of a vertex and the (current) average value in the network. Letx 1 (t) be the average statex
(3) Finally, we investigate the total variance of the system. Definition 2.3: For a network G, the total variance H SO (G) is the total steady-state variance of the deviation of each vertex state from the current average, i.e.,
In a d-dimensional torus Z d N , H SO (G) is the variance of the deviation from average defined in [7] .
III. BIHARMONIC DISTANCE
Two slightly different definitions of biharmonic distance have been proposed in related literature [10] , [14] . In this paper we adopt the definition in [14] , defined as follows.
Definition 3.1: The biharmonic distance d B (j, k) between two vertices j and k in a undirected graph G is:
Note that this definition is equal to the square root of the one used by Fitch and Leonard in [10] . [14] , since it satisfies the following properties.
Based on the definition of biharmonic distance, we also define the following graph indices.
We can derive from the definition of d B (j, k) that
Finally, for a vertex j in graph G, we can define its centrality based on biharmonic distances.
Definition 3.4: The biharmonic centrality of vertex j in graph G is
IV. BIHARMONIC DISTANCE IN SECOND-ORDER CONSENSUS DYNAMICS WITH DISTURBANCES
The equation (1) gives the dynamics of the secondorder consensus algorithm with stochastic perturbations. The deviation of the state of vertex j from the average of all states is given by y j (t) = x 1j (t) −x 1 (t). Let y(t) be an N × 1 vector representing all vertices' deviations from average,
All of the performance measures studied in this paper can be expressed in terms of of y(t).
Specifically,
However, the system described by (1) is only marginally stable [8] . To obtain a stable system, we only consider the dynamics in the subspace that is orthogonal to the subspace spanned by 1 N . We define Q as a (N − 1) × N matrix whose rows are the eigenvectors of L, excluding 1 N . We recall that L can be decomposed as U ΛU , where U is a unitary matrix and Λ is a diagonal matrix. Then, Q is the submatrix of U formed by eliminating the first column. It is easy to confirm that Q1 N = 0 N −1 , QQ = I N −1 , Q Q = Π, and LQ Q = L. Then, we define
and note that y(t) = Q z 1 (t). It indicates that we can write expressions for our performance measures using z 1 (t). Let z 2 (t) =ż 1 (t). Then, (1) leads to
Therefore, we obtain a stable system:
We can always find the unitary (orthogonal) permutation
where K is the block diagonal matrix,
with each P i defined as:
We use the system dynamics in (10) to develop expressions for the performance measures defined in Section II-C.
A. Pairwise Variance
We first express the pairwise variance in terms of the eigenvalues and eigenvectors of L.
Theorem 4.1: The pairwise variance of the difference between states of vertices j and k with dynamics (1) can be expressed by the spectrum of the Laplacian matrix of graph G as
Proof: We start by expressing H SO (j, k) in terms of z 1 (t),
where e j is the jth canonical basis vector of R N . We define the output of the system as
Then we define Σ(t) = E[φ(t)φ(t) ]; therefore, HSO(j, k) = limt→∞[tr (Σ(t))] = tr (limt→∞ Σ(t)) =: tr (Σss).
For the state-space system given by (10) and (13), the square of the H 2 norm of the system is
in which
It follows that H SO (j, k) = H 2 2 = tr B ΣB . Σ is the solution of the following Lyapunov equation,
The equation is equivalent to
where V was defined in (10) as a (unitary) permutation matrix. We denote by K = V M V and Θ = V ΣV . Then equation (18) can be written as
for i, m ∈ {1, . . . , N − 1},
Substituting (11) into diagonal blocks of (19) yields P i Θ ii + Θ ii P i = Z ii . Since Z ii and P i are symmetric, Θ ii is also symmetric. We write Θ ii as
Then,
Then we derive that
This completes the proof. By applying (5), we obtain the following theorem. Theorem 4.2: For any vertex pair j and k in a network G with dynamics (1), the variance of the pairwise difference between vertex i and j is described by the biharmonic distance d B (i, j) as
(22) This theorem shows that the pairwise variance between vertices j and k is proportional to the square of their biharmonic distance.
B. Vertex Variance
We next give an expression for the vertex variance in terms of the eigenvalues and eigenvectors of L. The proof of this result follows a similar structure to the proof of Theorem 4.1 and is given in the technical report [16] .
Theorem 4.3: For any vertex j in a network G with dynamics (1), the variance of difference between the state of vertex j and the system average is determined by the spectrum of the Laplacian matrix of the graph as
We next use Theorem 4.3 to provide an expression for the vertex variance in terms of biharmonic distances. Theorem 4.4: For any vertex j in a network G with dynamics (1), the variance of the difference between state of vertex j and the system average is described by the biharmonic distance index and biharmonic vertex index as
Proof: The biharmonic distance from vertex j to all other vertices is
Substituting (8) and (23) into (25), we obtain (24).
C. Total Variance
Finally, we present an expression for the total variance in terms of the spectrum of the Laplacian matrix.
Theorem 4.5: The total steady-state variance H SO (G) of system (1) is determined by the spectrum of the Laplacian matrix of graph G, specifically,
(26)
The proof of the theorem is given in [16] . We use this theorem and (8) to obtain the following theorem about the relationship between the total variance and biharmonic distances.
Theorem 4.6: For a network G with dynamics (1), the total variance is given by the biharmonic distance index of the graph, specifically,
V. ANALYTICAL EXAMPLES
In this section, we analyze the biharmonic distance and its related indices for specific graphs, including the complete graph, star graph, cycle, and path, the eigenvalues and eigenvectors of which have been explicitly determined [17] . Closed-form expressions are derived for all cases. We also present expressions for all three considered performance measures in these networks.
A. Complete Graph
A complete graph is a network in which every vertex is connected to all other vertices.
Proposition 5.1: In the N -vertex complete graph K N , for two different vertices j and k, the biharmonic distance between j and k is
(28) Proof: For the N vertex complete graph K N , its eigenvalues are λ 0 = 0, λ 1 = λ 2 = . . . = λ N −1 = N , and the eigenvector corresponding to λ n , n = 0, 1, . . . , N − 1, is u n , with the mth component being u nm = 1 √ N e i2πnm/N , m = 0, 1, . . . , N − 1. These eigenvectors are given as complex vectors, although they can be given as real vectors by an unitary linear transform. Therefore, we calculate the biharmonic distances as
By substituting the eigenvalues and eigenvectors for K N into (29), we obtain
This completes the proof.
Once we obtain the biharmonic distance between any vertex pair {j, k}, we can derive the other related indices. From (28), we derive the biharmonic distance index for K N ,
We also derive the biharmonic vertex index and biharmonic centrality for a complete graph,
.
Finally, we use the biharmonic distance and Theorems 4.2, 4.4, and 4.6 to determine closed-form solutions for the three performance measures defined in Section II-C.
Theorem 5.2: For the N -vertex complete graph K N , where the system dynamics are as given in (1),
B. Star Graph
We now consider the N -vertex star graph S N , which consists of one hub and N − 1 leaves. Let vertex 0 be the hub vertex. The eigenvalues of the Laplacian matrix for S N are λ 0 = 0, λ n = 1 for n = 1, 2, . . . , N −2, and λ N −1 = N . And the corresponding orthonormal eigenvectors are 1, 1 , · · · , 1, 1, 1) , u n = 1 n(n + 1) (0, −1, · · · , −1 n , n, 0, 0, · · · , 0) , n = 1, 2, · · · , N − 2 , N, 1, · · · , 1, 1 ) .
Proposition 5.3:
In the N -vertex star graph S N , suppose vertex 0 is the hub with degree N − 1, and the remaining N − 1 vertices are leaves. Then the biharmonic distance between the hub and a leaf is given by
and the biharmonic distance between any two leaves is
The proof of this proposition follows a similar approach to the proof of Proposition 5.1 and is given in [16] .
With these biharmonic distances, we obtain the biharmonic distance index,
The expressions for the biharmonic vertex index and biharmonic centrality also follow from the proposition. For the central vertex in a star graph,
and any leaf vertex j,
Applying Proposition 5.3 and Theorems 4.2, 4.4, and 4.6, we obtain closed-form solutions for all three steady-state variance performance measures. Theorem 5.4: For the N -vertex star graph S N , where the system dynamics are as given in (1) , and where vertex 0 is the hub,
H SO (j, k) = 1 , j = k; j, k = 0 ;
Let C N be a cycle with N vertices. Let φ n = nπ N , n = 0, 1, 2, · · · , N − 1. Then the N eigenvalues of the Laplacian matrix for C N are λ n = 2(1 − cos 2φ n ), n = 0, 1, 2, · · · , N − 1, and the mth component for eigenvector u n associated with λ n is u nm = 1 √ N e i2mφn , m = 0, 1, . . . , N − 1.
We use these eigenvalues and eigenvectors to determine the biharmonic distance.
Proposition 5.5: Let C N be the N -vertex cycle. For any pair of vertices j and k in C N , suppose k ≤ j and j − k = l. Then the biharmonic distance between j and k is
The details of the proof of this proposition are given in [16] . Next, we calculate the derived indices using biharmonic distances. For the cycle graph C N with N vertices, the biharmonic distance index is
For any vertex j in the cycle C N , its biharmonic vertex index and biharmonic centrality are
By applying Theorems 4.2, 4.4, and 4.6, along with Proposition 5.5, we obtain closed-form solutions for the steady-state variance performance measures.
Theorem 5.6: For an N -vertex cycle graph C N where the dynamics are given by (1) ,
for j, k ∈ V, k ≤ j and j − k = l ;
To give some examples for H SO (j, k), in a cycle of N vertices, it holds that H SO (0, 1) = 1 24 (N − 1/N ). For an even N , H SO (0, N/2) = 1 384 N (N 2 + 8).
D. Path
We finally consider a path graph P N with N vertices, labeled {0, 1, 2, . . . , N − 1}, where vertex 0 is at one end of the path and the remaining vertices are labeled by their graph distances to vertex 0. The N eigenvalues λ n and eigenvectors u n , n = 0, 1, 2, . . . , N − 1, of the Laplacian matrix for P N are [18] λ n =2(1 − cos φ n ), n = 0, 1, 2, . . . , N − 1,
cos(m + 1/2φ n ), n = 1, 2, . . . , N − 1, m = 0, 1, · · · N − 1.
We use these eigenvalues and eigenvectors to determine the biharmonic distance between two vertices in a path. Proposition 5.7: In the N -vertex path graph P N , the biharmonic distance between two vertices j and k with k < j, is
The proof of Proposition 5.7 is given in [16] . Using Proposition 5.7 we obtain the biharmonic distance index for P N as
We also derive the biharmonic vertex index and biharmonic centrality for a node j,
Finally, we provide the steady-state variance performance measures for P N , which follow directly from Proposition 5.7 and Theorems 4.2, 4.4, and 4.6.
Theorem 5.8: Let P N be the N -vertex path graph with the dynamics (1). For any two vertices j and k (k < j), 
VI. COMPARISON WITH FIRST-ORDER CONSENSUS DYNAMICS WITH DISTURBANCES
The first-order consensus system is formulated aṡ
where x(t) ∈ R N represents the states of the vertices, and w(t) ∈ R N is a vector of uncorrelated Gaussian white noise processes. The total steady-state variance of the system is
wherex(t) = 1 N 1 N x(t). The total steady-state variance H FO can be expressed in terms of a distance metric defined over the graph, in this case the resistance distance. The formal definitions of resistance distance and the related Kirchhoff index are as follows. 
Graph
H
Definition 6.1: The resistance distance d R (j, k) between two vertices j and k in an undirected graph G is defined as It has been shown [7] , [8] that the Kirchhoff index is related to the total steady-state variance of system (33) as
Analytical expressions for H FO (G) have been derived for several classes of graphs, including complete graphs [8] , star graphs [8] , cycles [7] , and path graphs [8] . A comparison of the asymptotic scalings of the total steady-state variance of first-and second-order consensus algorithms in these graphs is given in Table I . It is interesting to note that in complete graphs, the asymptotic behavior of the total steady-state variance is larger in first-order systems than in second-order systems, while in cycles and path graphs, it is smaller in first-order systems than in second order systems, and in star graphs, the asymptotic behavior of the variance is the same for both dynamics. An intuition for this can be gained from considering embeddings of a graph using the biharmonic distance and the square root of the resistance distance. The biharmonic distance between well-connected nodes is smaller than the square root of the resistance distance, while for less-connected nodes, the biharmonic distance is larger.
VII. CONCLUSION
We have investigated the performance of second-order consensus dynamics with stochastic disturbances. We have established the connection between second-order network performance measures and the biharmonic distances in the communication graph. We introduced the notions of biharmonic distance index and vertex centrality to further help us describe the behavior of second-order consensus dynamics, and we derived closed-form expressions for the performance measures of complete graphs, star graphs, cycles, and paths. Future work should include the study of additional properties of biharmonic distances and the steady-state variance performance measures in more general networks.
