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MORPHISMS OF RATIONAL MOTIVIC HOMOTOPY TYPES
ISHAI DAN-COHEN AND TOMER SCHLANK
Abstract. We investigate several interrelated foundational questions per-
taining to the theory of motivic dga’s of Dan-Cohen–Schlank [8]. In
particular, we note that motivic dga’s give rise to a natural notion of
nonabelian motivic homology. Just as abelian motivic homology is a ho-
motopy group of a spectrum coming from K-theory, nonabelian motivic
homology is a homotopy group of a certain limit of such spectra; we
give an explicit formula for this limit — a necessary first step (we be-
lieve) towards any explicit computations or dimension bounds. We also
consider commutative comonoids in Chow motives, which we call “mo-
tivic Chow coalgebras”. We discuss the relationship between motivic
Chow coalgebras and motivic dga’s of smooth proper schemes.
As an application of our foundational results, we prove that among
schemes which are finite étale over a number field, morphisms of asso-
ciated motivic dga’s are no different than morphisms of schemes. This
may be regarded as a small consequence of a plausible generalization of
Kim’s relative unipotent section conjecture, hence as an ounce of evi-
dence for the latter.
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1. Introduction
1.1. Overview. Let X be a smooth scheme over a base Z. When k is a
number field and Z = Spec k is the associated “number scheme”, a section
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of the projection
X → Z
is often referred to as a rational point. When instead Z is an open subscheme
of SpecOk (an “open integer scheme”), such a section is often called an
integral point. Regardless of the particular setting, our theory of motivic
dga’s gives rise to a weaker notion of point which we call rational motivic
point. This theory is based on a certain functor
C∗ = C∗DMdga : Sm(Z)
op → DMdga(Z,Q)
from the category of smooth schemes over Z to a category of motivic dga’s,
which may be thought of as a motivic avatar of rational homotopy theory.
To construct it, we consider a model M(Z,Q) for the tensor triangulated
category DA(Z,Q) of motivic complexes over Z with Q coefficients. The
category Mdga(Z,Q) of commutative monoids in M(Z,Q) inherits a model
structure, and we let DMdga(Z,Q) be its homotopy category. The ensuing
theory of motivic dga’s first grew out of conversations with Marc Levine
and Gabriela Guzman and developed in Rational motivic path spaces... [8].
Closely related theories have been simultaneously under development in
works by Isamu Iwanari [13] and Gabriela Guzman [11].
In terms of the category DMdga(Z,Q), and the functor C∗, we define a
rational motivic point of X to be an augmentation
C∗X → 1
of C∗X in DMdga(Z,Q).1 Being a functor, C∗ gives rise to a map from
points (rational, integral,...) to rational motivic points.
Motivation for this terminology comes from the theory of the unipotent
fundamental group [10, 9] and from Minhyong Kim’s nonabelian refine-
ment of Chabauty’s method [14, 15]. Kim’s theory pertains to the case
that X is a hyperbolic curve, and shows (in a growing list of cases) that the
prounipotent groupoid of homotopy classes of motivic paths connecting the
integral points to a fixed base-point contains enough information to single
out the integral points inside the space X(Zp) of p-adic points. In turn, our
work Rational motivic path spaces [8] shows that rational motivic points
contain enough information to retrieve the groupoid of homotopy classes of
motivic paths.
If a morphismC∗X → 1 in DMdga(Z,Q) contains enough information to
merit the name rational motivic point, a morphism
C∗X → C∗Y
1 While the adjective rational in the term rational point refers to the base, its meaning
in the term rational motivic point is different— it refers to the coefficients, and to the effect
they have on rationalizing spaces.
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for Y another smooth scheme over Z may reasonably be called rational
motivic morphism from Y to X. Our goal in this work is to study the set
HomDMdga(Z,Q)(C
∗X,C∗Y)
of rational motivic morphisms. Our main result gives rise to a homotopy
spectral sequence which converges to this pointed set; its first pages consist
of certain groups constructed out of rational K-theory.
When Z = Spec k is a number scheme and X, Y are both proper over
Z, another notion of rational morphism with a motivic flavor presents itself.
Let MChC(Z,Q) be the category of commutative comonoids in the category
ChM(Z,Q) of Chow motives over Z with Q coefficients. The usual functor
from the category SmPr(Z) of smooth proper schemes over Z to ChM(Z,Q)
lifts to a functor
C∗ = C
MChC
∗ : SmPr(Z)→ MChC(Z,Q).
We refer to the objects of MChC(Z,Q) as motivic Chow coalgebras 2 3 and
to a morphism
C∗Y → C∗X
in MChC(Z,Q) as a rational Chow morphism from Y to X. The functor
CMChC∗ factors through C
∗
DMdga, so that rational Chow morphisms, of inter-
est in their own right, retain no more information than do rational motivic
morphisms. Since everything in the article is rational, we will allow our-
selves to drop this adjective from our terminology, and speak of motivic
morphisms and of Chow morphisms.
We begin our study of these concepts in dimension zero. The case of X,
Y finite étale over Z = Spec k a field of characteristic zero is accessible by a
simple yet satisfying computation. Our result concerning Chow morphisms
is as follows.
Theorem (4.5 below). Suppose Z = Spec k is a field of characteristic zero
and X, Y are finite étale over Z. Then
HomZ(Y, X) = HomMChC(C∗Y,C∗X).
Combining this with our main theorem (3.6), we obtain the analogous (stronger)
statement concerning motivic morphisms:
2 Drawing on the analogy between spectra and abelian groups, an object of a stable
monoidal infinity category equipped with a unit morphism and a single binary opera-
tion (associative up to coherent higher homotopies) is often called an algebra. Although
ChM(Z,Q) is not itself stable, it is a full subcategory of the homotopy category of a stable
monoidal infinity category.
3Actually, philosophically, a comonoid in Chowmotives should only be called a motivic
Chow coalgebra if it comes from geometry in some sense. In the present work, we will only
consider comonoids which come from geometry in an obvious sense.
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Theorem (4.15 below). Suppose Z = Spec k is a field and X, Y are finite
étale over Z. Then
HomZ(Y, X) = HomDMdga(C
∗X,C∗Y).
Although we are not ready to state a precise conjecture at this point, we do
not expect a similar result for positive dimensional schemes.
1.2. Relation to Chabauty–Kim theory. This work, whose significance,
we hope, extends outside of the specific context of “Chabauty–Kim theory”,
nevertheless doubles as the second installment in our ongoing investigation
of Kim’s conjecture. We refer the reader to Kim et al. [4] for the statement
of the conjecture (and to Rational motivic path spaces [8] for an overview
of our program) and restrict attention here to the conjecture’s relevant con-
sequences.
To fix ideas, let’s focus on the case Z ⊂ SpecZ open. If p is a prime of Z,
an analogous construction to the one outlined above gives rise to a category
DMdga(Zp,Q) of motivic dga’s over the complete local scheme Zp of Z at
p, and the associated functor C∗DMdga commutes with the global one. We
thus obtain a commuting square
(*) X(Z) //

X(Zp)
α

HomDMdga(Z,Q)(C∗X,1)
λ
// HomDMdga(Zp,Q)(C
∗Xp,1).
Here Xp denotes the base-change of X to Zp. Kim’s conjecture implies that
when X is a hyperbolic curve, the natural injection of sets
X(Z) ⊂ α−1(Im λ)
from integral points to “motivically integral points” is in fact bijective:
Conjecture 1.2.1. In the situation and the notation of segment 1.2 with X a
hyperbolic curve over Z, we have
X(Z) = α−1(Im λ).
1.2.2. In fact, in the setting of conjecture 1.2.1, there appears to be little
reason to restrict attention to sections of the structure morphism X → Z.
We could equally consider two smooth schemes X and Y over Z and the
associated square
(∗Y) HomZ(Y, X) //

HomZp(Yp, Xp)
α

HomDMdga(Z,Q)(C∗X,C∗Y)
λ
// HomDMdga(Zp,Q)(C
∗Xp,C∗Yp),
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and we may hope that a bijection
(∗∗Y) HomZ(Y, X) = α
−1(Im λ)
holds for many schemes X, Y . Ineed, Kim’s conjecture takes part of its in-
spiration from Grothendieck’s section conjecture. The latter, in turn, forms
a small part of Grothendieck’s anabelian geometry. In this setting, the func-
tor π1, suitably interpreted, is expected to be close to a fully faithful em-
bedding of a large part of the category of Z-schemes in the category of
profinite groups. To our knowledge, it is reasonable to expect a similar gen-
eralization of Kim’s conjecture, which would thus apply to morphisms of
anabelian schemes.
It is worth noting, however, that while an anabelian scheme is supposed
to represent the arithmetic analog of a K(π, 1), equation (∗∗Y) bears no par-
ticular relationship to π1. So we should expect the class of schemes for
which it holds to be, if anything, larger than the class of anabelian schemes.
1.3. Relation to K-theory, main theorem. The set
HomDMdga(Z,Q)(C
∗X,C∗Y)
presents itself naturally as the set of connected components π0 of a topolog-
ical space. The space in question is the space of morphisms
HomDMdga(Z,Q)(C
∗X,C∗Y)
in the infinity category
DMdga(Z,Q)
associated to the model category Mdga(Z,Q). Monadic resolution allows
us to relate this space to the spaces
HomDA(Z,Q)(C
∗Xn,C∗Y)
of morphisms in the infinity category DA(Z,Q) associated to the model cat-
egory M(Z,Q). In turn, by work of Morel-Voevodsky [19], Ayoub [1, 2],
Cisinski-Déglise [6], these latter spaces are the infinite loop spaces associ-
ated to Adams eigenspaces of rational K-theory spectra
K (i)(Xn × Y),
at least when X is proper. 4 5
The resulting formula is our main theorem:
4When X is not proper, one must take the cofiber of the complement inside a com-
pactification; see proposition 3.5 for the precise statement under stringent assumptions on
X.
5In segment 3.4 below, we define K (i) := Q(i)[2i] and discuss the relationship to K-
theory. See Riou [21] for a less tautological definition.
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Theorem 1.3.1 (Comparison with K-theory). Suppose X, Y are smooth
schemes over Z. Assume X is proper. Then we have
HomDMdga(C
∗X,C∗Y) = lim
k∈∆
Ω∞
∏
[S=(S 1→···→S k)]∈π0(Finkgr)
(
K (ds1)(XS 1 × Y)
)Aut S
.
Here the Finkgr denotes the (1-)category whose objects are sequences of mor-
phisms of finite sets and whose morphisms are isomorphisms of diagrams,
and s1 denotes the cardinality of the finite set S 1.
6
The full statement, in theorem 3.6 below, includes a more general case in
which X is not proper (including for instance P1 \ {0, 1,∞}), and gives a “K-
theoretic” construction of the cosimplicial space appearing under the outer
limit. As a corollary we obtain a spectral sequence whose first few pages
may be described in terms of the K-groups
K(dn)i (X
n × Y)
and which abutts to the homotopy groups of the space of morphisms of
motivic dga’s (§3.8.4).
1.4. Monadic resolution. The comparison theorem (1.3.1) follows via well
known (deep) theorems and tried and true techniques from a general state-
ment:
Theorem (Monadic resolution). Let C be a presentable closed symmetric
monoidal infinity category, let CAlgC denote the category of commutative
algebras in C. Let A, B be algebra objects with underlying objects A, B.
Then
HomCAlgC(A, B) = lim
k∈∆
lim
S 1→···→S k
HomC(A
⊗S 1 , B).
A direct approach to this general statement, however, leads to trouble. Let
M : C → C
denote the monad associated to the adjunction between the free algebra
functor and the forgetful functor and let W : CAlgC → CAlgC denote
the comonad. By (co)monadic resolution, there’s an equivalence in CAlgC
colimk∈∆W
k+1A
∼
−→ A,
hence an equivalence
HomCAlgC(A, B) = lim
k∈∆
HomC(M
kA, B)
6We place an Ω∞ between the two limits in order to emphasize the fact that while the
inner limit may be taken inside the category of spectra, the ∆-shaped diagram of the outer
limit contains morphisms which are not morphisms of spectra.
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in S. We must show that if E = A is an object of C and k ≥ 1 then
MkE = colim
S=(S 1→···→S k)∈Finkgr
E⊗S 1 = colimΩkE
where
ΩkE(S 1 → · · · → S k) = E
⊗S 1 .
Starting with the case k = 1, we have
ME =
∐
n∈N
E⊗n/Σn = colim
S ∈Fingr
E⊗S
because the groupoid of sets of size n is equivalent to BΣn. Turning to the
case k = 2, we begin by fixing a finite set S and computing:
(colim
T
E⊗T )⊗S =
⊗
s∈S
colim
Ts
E⊗Ts
which is just a change of notation,
= colim
(Ts)s∈S
⊗
s∈S
E⊗Ts
by compatibility of tensor products with colimits,
= colim
(Ts)s∈S
E⊗(
∐
s∈S Ts).
If we could make these equalities functorial in S , we could take colimits
over S to obtain
M2E = colim
T→S
E⊗T .
Unfortunately, we are unable to construct such a functor directly. Instead,
we write the induction step as follows:
Mk+1E = M(MkE)
= M
(
colimFinkgr Ω
k
E
)
!
= colimM(Finkgr)(MΩ
k
E)
= colimFink+1gr Ω
k+1
E .
The claimed equality is best stated in an abstract setting. Let C⊗ be a pre-
sentable closed symmetric monoidal infinity category, let D be an infinity
category, and let
f : D → C
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be a functor to the underlying category. Let
MD = UFD
denote the underlying category of the free symmetric monoidal infinity cat-
egory generated byD. Then there’s an induced functor
M f : MD → C
and an equivalence
M(colimD f ) = colimMD M f
in C. To prove this, we treat C⊗ as a variable, we use the adjunction
Pres⊗∞
Φ
++ Cat⊗∞
Sh
kk
between symmetric monoidal infinity categories and presentable symmet-
ric monoidal infinity categories and left-exact functors, and we reduce to a
certain commutativity
Sh(FD)
Sh(FUFD)
OO
Sh(F{∗}).oo
gg❖❖❖❖❖❖❖❖❖❖❖
As it turns out, the latter is essentially controlled by 1-categories.
1.5. Proper case, motivic Chow coalgebras. As mentioned above, when
X is proper and Z = Spec k is a field, we may replace the motivic com-
plex C∗DA(X) ∈ DA(Z,Q) associated to X, by the Chow motive C
∗
ChM(X) ∈
ChM(Z,Q), an object of the additive tensor category of Chow motives over
Z with Q-coefficients. There is again a natural monoid structure. Actually,
we prefer in this setting to work with the homological motive CChM∗ (X),
which then has a structure of comonoid. By considering morphisms of
Chow motives which preserve this extra structure, we obtain the category
MChC(Z,Q)
of motivic Chow coalgebras mentioned earlier, and a functor
C∗ = C
MChC
∗ : SmPr(Z) → MChC(Z,Q)
from smooth proper schemes to motivic Chow coalgebras. As mentioned
above, this functor factors through the functor C∗DMdga.
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In particular, if Y is also smooth and proper over Z, we obtain a commut-
ing diagram
(∗Y,Ch) HomZ(Y, X)

// HomZp(Yp, Xp)
α

αCh
xx
HomDMdga(Z,Q)(C∗X,C∗Y)
λ
//

HomDMdga(Zp,Q)(C
∗Xp,C∗Yp)

HomMChC(Z,Q)(C∗Y,C∗X)
λCh
// HomMChC(Zp,Q)(C∗Yp,C∗Xp)
and equation 1.2.2(∗∗Y) implies that
(∗∗Y,Ch) HomZ(Y, X) = α
−1
Ch(Im λCh).
So for instance, Kim’s conjecture implies this equality when Y = Z =
Spec k is a number scheme and X is a proper hyperbolic curve.
Our work on the case of dimension zero shows that in that case, (∗∗Y,Ch)
holds, and then uses this result to show that in the same case 1.2.2(∗∗Y)
holds. In fact, in terms of the development of our work, equation (∗∗Y,Ch)
came first, the idea to start with the case of finite étale k-schemes, and the
ensuing expectation that in that case we have an equivalence of rational
points and motivic points came next, and the work presented here followed.
So, at least on a small, personal, scale, we’ve seen Kim’s conjecture help to
predict a new phenomenon.
1.6. Relationship to motivic cohomology. Although there is a priori in-
terest in the vector spaces
ExtiMM
(
Q(0),H j(X)(k)
)
of extensions in the conjectural Tannakian category of mixed motives (for
instance, in connection with the Beilinson conjectures, and with Chabauty’s
method (never mind if the ‘ j’ should be upper or lower)), it is the associated
RHom’s
HomDA
(
C∗X,Q(n)[m]
)
that are usually referred to as motivic homology and form the bridge to K-
theory.
Let πR1 (Z) denote any of the Tannakian fundamental groups commonly
considered. (If the category MM were available, we would take R = MM;
Kim essentially considers a category of Galois representations obeying cer-
tain local conditions.) Let πun1 (X)
R denote the associated realization of the
unipotent fundamental group of X. Then the abelianization of πun1 (X)
R is the
associated first homology group HR1 (X), and
H1
(
πR1 (Z),H
R
1 (X)
)
= Ext1R
(
Q(0),HR1 (X)
)
.
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Moreover, there’s a commutative diagram
Nonabelian Abelian
X(Z)

X(Z)

HomDMdga(C∗X,1)

// HomDA
(
C∗X,Q(0)
)

H1
(
πR1 (Z), π
un
1 (X)
R) // Ext1R (Q(0),HR1 (X))
in which our factorization of Kim’s unipotent Kummer map throughmotivic
pointsmaps to an analogous factorization of the abelian Kummer map.7 So
it’s reasonable to say that the Ext groups of Chabauty’s method stand to
(abelian) motivic homology as the nonabelian cohomology groups
H1
(
πR1 (Z), π
un
1 (X)
R),
which form the basis for Chabauty-Kim theory, stand to the pointed sets
HomDMdga(C
∗X,1)
considered above.8 It is interesting to note, that data about tensor powers
of the first homology of X (which sometimes gives rise to the higher Tate
objects Q(n)) is enfolded into the latter, and appears in the graded quotients
of the unipotent fundamental group.
Aknowlegements. We heartily thank Shane Kelly for helpful conversa-
tions throughout the development of this work. We would also like to ac-
knowledge our intellectual debt to Marc Levine; in particular, our notion
of motivic Chow coalgebra and the question of its relationship to motivic
dga’s grew out of conversations with him.
2. Monadic resolution
2.1. Let Z be a separated Noetherian scheme. We let M(Z,Q) denote the
category of spectra of complexes of presheaves with étale-local, A1-local,
Q(1)-stable model structure, used for instance in Ayoub [3, §3] to construct
the triangulated category
DAét(Z,Q) = HoM(Z,Q)
7 Indeed, from this point of view, a morphismC∗X → Q(0) in DA(Z,Q) might be called
a “rational linear motivic point”.
8 A point which may cause confusion is that the pointed set H1
(
πR1 (Z), π
un
1 (X)
R) is a
cohomology set in the sense of group cohomology (that is, when considered as a functor
of πR1 (Z)), but is covariant as a functor of X.
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of étale Z-motives. Recall from section 1 of Rational motivic path spaces
[8] that the category Mdga(Z,Q) of commutativemonoid objects in M(Z,Q)
inherits a model structure; its homotopy category DMdga(Z,Q) is the cate-
gory of motivic dga’s.
In this article we depart from the model categorical language of [8], and
rely rather heavily on the language of infinity categories, as formulated by
Lurie [18, 17]. There exists a stable monoidal infinity category DA(Z,Q)
factorizing the morphism
M(Z,Q)→ DA(Z,Q)
such that π0DA(Z,Q) = DA(Z,Q), as well as a monoidal infinity category
DMdga(Z,Q) factorizing the morphism
Mdga(Z,Q)→ DMdga(Z,Q)
such that π0DMdga(Z,Q) = DMdga(Z,Q). Moreover, there is a canonical
equivalence
DMdga(Z,Q) = CAlg
(
DA(Z,Q)
)
.
2.2. We let ∆ denote the category of weakly totally ordered nonempty sets.
We denote the object
(
{0, . . . , n},≤
)
by [n] (n ≥ 0). We let
Finkgr = (Fin
∆k−1)gr
denote the category whose objects are sequences of maps of finite nonempty
sets
S 1 → · · · → S k.
If C is an infinity category, and E, F are objects, we denote by HomC(E, F)
the space of morphisms from E to F, an object of the infinity category S of
spaces of [18, Chapter I].
Proposition 2.3. Let X, Y be smooth schemes over Z. Then there is an
isomorphism of homotopy types
HomDMdga(C
∗X,C∗Y) = lim
k∈∆
lim
(S 1→···→S k)∈Finkgr
HomDA(C
∗X⊗S 1 ,C∗Y).
Proposition 2.3 may be taken to mean simply that there exists a diagram
with the given shape and the given vertices which computes the Hom space
on the left. The precise construction of the diagram will be given in the
proof.
Theorem 2.4 (Monadic resolution). More generally, Let C be a closed pre-
sentable symmetric monoidal infinity category, let CAlgC denote the cate-
gory of commutative algebras in C. Let A, B be algebra objects with under-
lying objects A, B. Then
HomCAlgC(A, B) = lim
k∈∆
lim
(S 1→···→S k)∈Fin
k
gr
HomC(A
⊗S 1 , B).
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Our goal for this section is to prove theorem 2.4.
2.5. Left Kan extensions. We establish notation and recall a few basic
facts concerning left Kan extensions. Consider functors p and F between
infinity-categories B,C,D as in the diagram below.
Cp/B //
Fp/B
%%
C
F
//
p

D
{∗}
B
// B
Lanp F
@@        
Assume D is cocomplete. Then there exists a functor Lanp F as in the
diagram with the following properties. Let B be an object of B and let Cp/B
denote the infinity category of objects under p over B. (We recall for the
reader’s convenience that its objects consist of pairs (C, f ) where C is an
object of C and
f : p(C) → B
is a morphism in B.) Let Fp/B denote the induced functor as in the diagram.
Then
(Lanp F)(B) = colimFp/B.
Moreover, we have
colim(Lanp F) = colim F.
2.6. In the setting of theorem 2.4, let
M = MC = UF : C → C
denote the monad associated to the free algebra functor and the forgetful
functor [17, §4.7]. If D is an infinity category (or an ordinary category),
we let Dgr denote the infinity groupoid (or ordinary groupoid) obtained by
removing all noninvertible morphisms. If E is an object of C, we let ΩE
denote the functor of tensor powers of E
Fingr → C;
on vertices it is given by
ΩE(S ) = E
⊗S .
A construction of ΩE may be extracted from the adjunction between the
free algebra functor and the forgetful functor of Lurie [17, §3.1] as follows.
Being symmetric monoidal means that C is given as the underlying cate-
gory U(C⊗) of a commutative algebra object C⊗ of the category of infinity
categories. The object E ∈ C corresponds to a functor
E : {∗} → U(C⊗).
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The adjunction then provides an associated functor
F({∗})→ C⊗
from the free symmetric monoidal infinity category generated by the one-
point infinity category {∗}. Taking underlying categories on both sides, we
obtain the desired functor as the composite:
Fingr = UF(∗) → U(C
⊗) = C.
For n ∈ N, let ΩnE denote the composite
Finngr
Pr1
−−→ Fingr
ΩE
−→ C.
Proposition 2.7. In the situation and the notation of segment 2.6, we have
(*) Mn(E) ∼ colimΩnE.
Proposition 2.7 constitutes the main technical step in our proof of theo-
rem 2.4; its proof spans segments 2.8 – 2.15.
2.8. If A⊗ → Fin∗ is a small symmetric monoidal infinity category, we
denote by
(*) Sh(A⊗)→ Fin∗
the symmetric monoidal presentable category of presheaves with values in
the infinity category of topological spaces [18, Corollary 4.8.1.12]. We
recall that the monoidal structure is given by Day convolution. The under-
lying category is given by
U Sh(A⊗) = Sh(UA)
where
UA = A⊗
〈1〉
denotes the underlying category ofA⊗.
If C⊗ → Fin∗ is a symmetric monoidal infinity category with underlying
category
C = UC⊗,
we denote by
C
FC
++ CAlgC
UC
jj
the free algebra and forgetful functors. When there is no danger of con-
fusion, we drop the subscripts. In particular, if D is an infinity category,
then FD → Fin∗ denotes the free symmetric monoidal infinity category
generated byD. We let
Fink
∐
gr → Fin∗
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denote the cocartesian symmetric monoidal infinity category associated to
Finkgr.
Lemma 2.9. Recall that F{∗} → Fin∗ denotes the free symmetric monoidal
category generated by the one-point category, and that
M{∗} = UF{∗} = Fingr
is its underlying category. Recall that
Sh(F{∗})⊗ → Fin∗
denotes the category of presheaves with symmetric monoidal structure given
by Day convolution and recall that its underlying category is given by
U Sh(F{∗}) = Sh(M{∗}).
Let δ1 ∈ Sh(M{∗}) denote the presheaf which sends singletons to the one-
point space and all other objects to the empty space. If C⊗ → Fin∗ is a
symmetric monoidal presentable category, then morphisms of symmetric
monoidal presentable categories (= left exact tensor functors)
Sh(F{∗})
f
//
$$❏
❏❏
❏❏
❏❏
❏❏
C⊗
}}④④
④④
④④
④④
Fin∗
are uniquely determined up to equivalence by the image of δ1 in UC. (Here,
as usual, UC = U(C⊗) = C⊗
〈1〉 denotes the underlying category of C
⊗.)
Proof. The functor B⊗ 7→ Sh(B⊗) from symmetric monoidal essentially
small categories to symmetric monoidal presentable categories and left-
exact monoidal functors is left adjoint to the forgetful functor [20]. (We
may here treat Sh as a functor between ordinary categories.) Hence, a left
exact monoidal functor f as in the lemma is uniquely determined by an
associated monoidal functor
f ′ : F{∗} → C⊗.
Moreover,
f (δ1) = f
′(∗).
In turn, f ′ is uniquely determined by the associated functor
f ′′ : {∗} → UC
and
f ′(∗) = f ′′(∗). 
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2.10. Let Fin
∐
→ Fin∗ denote the cocartesian symmetric monoidal struc-
ture on the category of finite sets. Recall that UFin
∐
= Fin. Hence, the
obvious functor
{∗} → Fin
gives rise by adjunction to a monoidal functor
F{∗}
""❋
❋❋
❋❋
❋❋
❋❋
i // Fin
∐
{{①①
①①
①①
①①
①
Fin∗.
We have M{∗} = Fingr (the groupoid of finite sets) and Mi is the inclusion
of ordinary categories
Fingr ⊂ Fin.
We thus have a left exact monoidal functor
i! : Sh(F{∗})→ Sh(Fin
∐
)
and by adjunction a lax-monoidal functor
i∗ : Sh(F{∗})← Sh(Fin
∐
).
A simple cofinality argument shows that i∗ is in fact symmetric monoidal.9
2.11. Fix an essentially small infinity categoryD. We will construct a dia-
gram of symmetric monoidal presentable categories and left exact monoidal
functors as follows.
(*) Sh
(
F(D)
)⊗ Sh(F{∗})⊗p∗oo Sh(Fin∐)⊗i∗oo
Sh
(
FUF(D)
)⊗
(ǫFD)!
OO
Sh(F{∗})⊗
q∗
oo
i!
OO
The functors i∗, i! are those defined in segment 2.10. The functor p∗ is the
pullback of sheaves along F(p) where p is the unique functor
D → {∗}.
Let ǫ : FU → F denote the counit of the adjunction. Then
ǫF(D) : FUF(D) → F(D)
induces a functor (ǫFD)! as shown. Finally, q∗ is the pullback of sheaves
along F(q) where q denotes the unique functor
UF(D)→ {∗}.
9We alert the reader to the fact that in topos theory, our i∗ is usually denoted i∗.
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(As with i∗, the functors p∗ and q∗ are a priori only lax-monoidal, but are in
fact monoidal by a simple cofinality argument which we omit.)
Proposition 2.11.1. Diagram 2.8(*) commutes.
The proof spans segments 2.11.2–2.11.7.
2.11.2. By lemma 2.9, it will suffice to compute the image of the presheaf
δ1 regarded as an object of (the fiber above 〈1〉) of the symmetric monoidal
category Sh(F{∗})⊗. In doing so, we may restrict the diagram to its fiber
above 〈1〉.
We begin by computing i!δ1.
Lemma 2.11.3. Let S be a finite set. Then (i!δ1)(S ) is contractible.
Proof. Let Ui denote the restriction of the functor i to the fibers above
〈1〉, and similarly for any functor between symmetric monoidal categories.
There is an equivalence (Ui)∗ = U(i∗). Moreover, U preserves adjunctions.
Hence we have an equivalence (Ui)! = U(i!). Let’s denote U(i) by j. Then
we have for any presheaf F as in the following diagram, j!F = Lan jop F :
Finopgr
F
//
⋂
jop
S
Finop
j!F=Lan jop F .
==
Then (Funopgr ) jop/S = (FinS/)
op
gr (an equality of 1-categories) and for any object
S → T of (FinS/)
op
gr , we have
(δ1) jop/S (S → T ) = δ1(T ).
In computing the colimit, we may ignore empty topological spaces, and we
are left with a colimit over {∗} taking the value {∗}. Hence
(i!δ1)(S ) = colim
(
(δ1) jop/S
)
= {∗}
as hoped. 
2.11.4. Let ∗ denote the terminal presheaf. Then by lemma 2.11.3, the
unique morphism
i!δ1 → ∗
is an equivalence. Pulling back along i and p (restricted to the fiber above
〈1〉), we conclude that
p∗i∗i!(δ1)  ∗
is equivalent to the terminal presheaf on M(D).
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2.11.5. Turning our attention to q∗, we find that q∗δ1 = δM(D) is the presheaf
on M2D which sends objects of M(D) to the singleton space and all other
objects to the empty space. To see this, let us denote M(D) by E and note
that the restriction of the map q∗ defined in segment 2.11 to the fiber above
〈1〉 is the pullback functor along M(q). The latter breaks up as a sequence
of functors
Mn : E
×n/Σn → BΣn
hence q∗δ1 = δE×1/Σ1 = δE as claimed.
Lemma 2.11.6. Let E → Fin∗ be a symmetric monoidal infinity category,
let ǫE denote the functor
FUE → E
induced by the counit of the adjunction, let ǫE! denote the covariant opera-
tion on presheavs of spaces restricted to a functor
Sh(UFUE) → Sh(UE),
let δUE ∈ Sh(UFUE) denote the characteristic presheaf of UE ⊂ UFUE,
and let X be an object of UE. Then ǫE!δUE(X) is contractible.
Proof. As in lemma 2.11.3, the lower-shriek operation is given by a left Kan
extension (we drop the superscripts “op”):
(UFUE)U(ǫE)/X //
(δUE)U(ǫE )/X
((UFUE
δUE
//
U(ǫE)

S
∗
X
// UE
ǫE!δUE
<<
in computing its value
ǫE!δUE(X) = colim(δUE)U(ǫE)/X
we may restrict attention to the full subcategory on which the functor ǫE!δUE
takes nonempty values. The decomposition of UFUE as a disjoint union
of symmetric powers of UE shows that U(ǫE) restricted to δ−1UE{∗} = UE is
simply the identity functor. Consequently,
(δUE)
−1
U(ǫE)/X
{∗}
is equal to the overcategory UE/X. The colimit of the constant functor ∗
is the geometric realization of the source. The geometric realization of a
category possessing a terminal object is contractible. 
2.11.7. Applying lemma 2.11.6 to E = FE, we find that
ǫFD!δM(D)  ∗,
which completes the proof of proposition 2.11.1.
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2.12. We now use the commutativity of diagram 2.11(*) to prove propo-
sition 2.7. We work in the cofibered category
Pres⊗∞ → Fin∗
of symmetric monoidal presentable infinity categories. Recall that a mor-
phism of such categories is required to be left-exact in addition to commut-
ing with the structure morphism. Recall also that Sh (which takes functors
to the corresponding lower-shriek operations) is left adjoint to the forgetful
functor:
Pres⊗∞
Φ
++ Cat⊗∞ .
Sh
kk
Taking categories of functors
FunPres⊗∞(?,C
⊗)
into our symmetric monoidal presentable infinity category C⊗ → Fin∗, we
obtain a commuting diagram like so.
(∗⊗
C
)
Fun
(
Sh
(
F(D)
)
,C⊗
)
Fun
(
Sh(F{∗}),C⊗
)
// Fun
(
Sh(Fin),C⊗
)
//
Fun
(
Sh
(
FUF(D)
)
,C⊗
)
Fun
(
Sh(F{∗}),C⊗
)
//

In turn, diagram (∗⊗
C
) is equivalent to the following diagram.
(∗C) FunCat∞(D,UC)
colim // UC
F // CAlgC⊗
U

FunCat⊗∞(FD,C
⊗)
U

FunCat∞(MD,UC) colim
// UC
We have abbreviated U(C⊗) by UC.
2.13. Hence, ifD is a small infinity category, C⊗ is a symmetric monoidal
presentable infinity category, and f : D → UC is a functor to the underlying
category
UC = C⊗
〈1〉
of C⊗, there’s an induced functor
M f : MD → UC
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and
(*) colimMD M f = M(colim f ).
2.14. We haveM{∗} = Fingr, the groupoid of finite sets and isomorphisms,
and more generally,
(*) M(Finkgr) = Fin
k+1
gr .
Moreover,
(**) M(ΩkE) = Ω
k+1
E .
2.14.1. To establish 2.14(*), recall that if X ∈ S is an object of the infinity
category S of spaces (i.e. a simplicial set in which every horn is fillable)
and f : X → S is a functor, then the Grothendieck construction on f is
equivalent to the colimit of f . We regard Finkgr as an object of S. The
Cartesian symmetric monoidal structure
S = US
∏
gives rise to a functor
ΩFinkgr : Fingr → S
T 7→ (Finkgr)
∏
T .
The Grothendieck construction on ΩFinkgr is equivalent to the last projection
Prk+1 : Fin
k+1
gr → Fingr
(S 1 → · · · → S k+1) 7→ S k+1.
Hence,
M(Finkgr) = colimΩFinkgr = Fin
k+1
gr .
2.14.2. To establish 2.14(**), note first that if
F⊗ : A⊗ → B⊗
is a symmetric monoidal functor between symmetric monoidal infinity cat-
egories with underlying functor
F : A → B
and if
E
G

H
❅
❅❅
❅❅
❅❅
❅
A
F
// B
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is a commuting triangle of infinity categories, then the functoriality of the
adjunction between the free and forgetful functors gives rise to a commuting
triangle
FE
G

H
""❉
❉❉
❉❉
❉❉
❉
A⊗
F⊗
// B⊗.
2.14.3. Disjoint union of sets induces a symmetric monoidal structure on
Fingr which may be obtained as a restriction of the cocartesian structure on
the full category of finite sets. The functor Ω∗ associated to the one-point
set is simply the identity functor on Fingr. Thus,
Ωk∗ = Pr1 : Fin
k
gr → Fingr
and the triangle
Finkgr
Ωk∗

ΩkE
  ❅
❅❅
❅❅
❅❅
❅
Fingr
ΩE
// C
commutes. The bottom arrow is by construction the underlying functor of
a symmetric monoidal functor
F{∗} → C⊗.
Taking adjoints as in segment 2.14.2 and then applying the functor U of
underlying categories and functors, we find that
M(ΩkE) = ΩE ◦ M(Ω
k
∗).
2.14.4. We are thus reduced to establishing a natural isomorphism of func-
tors of 1-categories
M(Ωk∗) = Ω
k+1
∗ ,
which is comparatively straightforward. We nevertheless work this out.
The following observation applies equally (if less precisely) to infinity cat-
egories: if
f : A→ B = UB⊗
is a functor to the underlying category of a symmetric monoidal category,
then
MA =
∐
n
A
∏
n/Σn
and the functor
M f : MA → B
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is induced by the functors
A
∏
n → B
(x1, . . . , xn) 7→ f (x1) ⊗ · · · ⊗ f (xn).
Applying this description of M f to f = Ωk∗, we find that the triangle∐
n(Fin
k
gr)
∏
n/Σn
MΩk∗
&&▲▲
▲▲▲
▲▲▲
▲▲▲
Fink+1gr
Ωk+1∗
// Fin∗
(S 1•, . . . , S
n
•)
✕
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯❴

(
∐
i S
i
1 → · · · →
∐
i S
i
k → {1, . . . , n})
✤ //
∐n
i=1 S
i
1
commutes indeed.
2.15. Hence, applying equation 2.13(*) repeatedly, we obtain equation
2.7(*), which completes the proof of proposition 2.7.
2.16. Proof of theorem 2.4. We switch to using underline to denote the
underlying object of an algebra-object. Let
W : CAlgC → CAlgC
denote the comonad associated to the adjunction between the free algebra
functor and the forgetful functor. By monadic resolution [17, 4.7.3.14],
there’s an equivalence in CAlgC
colimk∈∆W
k+1A
∼
−→ A.
Thus,
HomCAlgC(A, B) = lim
k∈∆
HomC(M
kA, B)
= lim
k∈∆
HomC(colimΩ
k
A, B)
= lim
k∈∆
lim
(S 1→···→S k)∈Finkgr
HomC(A
⊗S 1 , B),
which completes the proof of the monadic resolution theorem (2.4).
3. Main theorem
Having formed a bridge from our spaces of motivic morphisms to spaces
of morphisms in DA in our monadic resolution theorem, we now form a
bridge from the latter to K-theory. This is essentially a matter of assembling
several (deep) theorems from the literature on motives.
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3.1. Overview. We begin with a brief overview of the ingredients to be
assembled. The situation we have in mind is as follows. We consider a
separated Noetherian base scheme Z and a smooth scheme X over Z. We
assume X admits a compactification X which is smooth over Z, such that
the complement V is a relative snc divisor. If S is a finite set, we wish
to write the cohomological motive C∗(XS ) of XS in DA(Z,Q) as a limit of
homological motives of smooth schemes. Let VS denote the complement of
XS in X
S
. By poincaré duality,
C∗(XS ) = Cc∗(X
S ).
The symbol Cc∗ refers to homology with compact supports, and may be de-
fined as a (homotopy) cofiber
Cc∗(X
S ) 0oo
C∗(X
S
)
OO
C∗(VS ).oo
OO
In turn, the motive C∗(VS ) may be written as the (homotopy) colimit of the
hypercube of motives of intersections of components, as we now recall.
3.2. Combinatorics of hypercubes. We begin with a brief recap of the
combinatorics of hypercubes; this is not necessary for what follows. Recall
that ∆1 denotes the category with two objects and one non-identity mor-
phism
0
τ
−→ 1.
The notion of hypercube we have in mind is most naturally defined as the
Cartesian power (∆1)S of the category ∆1 by a finite set S . For example, if
S = {1, 2} has two elements, then the objects of (∆1)S are the ordered pairs
of elements of {0, 1}, and the category (∆1)S may be depicted as a square
(0, 0) //

(0, 1)

(1, 0) // (1, 1).
In general, the objects of (∆1)S are the maps
f : S → {0, 1}
and the morphisms are given by
Hom( f , f ′) =
∏
s∈S
Hom
(
f (s), f ′(s)
)
.
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There is a slightly different construction of the categories (∆1)S which we
now describe. Let PS denote the category whose objects are the subsets of
S and whose morphisms are the inclusions. Then there’s an isomorphism
of categories
Ψ : PS
∼
−→ (∆1)S
given on objects by
Ψ(S ′) = 1S ′
where
1S ′(s) =
{
1 if s ∈ S ′
0 if s < S ′
is the characteristic function of S ′, and given on morphisms as follows. If
ι : S ′′ ⊂ S ′ is a morphism in PS , then Ψ(ι) is the morphism
1S ′′ → 1S ′
given by
Ψ(ι) =

Id1 if s ∈ S ′′
τ if s ∈ S ′ \ S ′′
Id0 if s < S ′.
Under this equivalence, the full subcategory of (∆1)S given by removing the
final vertex 1S corresponds to the category P′S of proper subsets of S .
3.3. Hypercube resolution and hypercube compactification. Recall that
P′S denotes the category whose objects are the proper subsets of S and
whose morphisms are the inclusions. If W over Z is a union of smooth
schemesWs with simple normal crossings indexed by s in a finite set S
W =
⋃
s∈S
Ws,
we define an associated punctured hypercube of smooth Z-schemes
H : P′S → Sm(Z)
by the formula
H(S ′) =
⋂
s∈S ′
Ws.
By h-descent,
(*) C∗(W) = colimC∗H,
where the (homotopy) colimit is take in the infinity category DA(Z,Q). In-
deed, this may be taken as a definition, justified, for instance, by chapter 5
of Cinsinski-Déglise [7]. There, the authors construct a model category, as
well as a functor
C′∗ : {finite type Z-schemes} → DAh(Z,Q)
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to its homotopy category, with the following properties. On the one hand,
there’s a Quillen equivalence
(**) DA(Z,Q)  DAh(Z,Q)
compatible with the homological motives functors C∗, C′∗. On the other
hand, as a direct consequence of the construction, when S = {1, 2} has two
elements,
C′∗(W) = C
′
∗(W1)
(ho)∐
C′∗(W1,2)
C′∗(W2).
By repeated application of the Fubini theorem, and by translating the result
along the Quillen equivalence (**), we obtain equation (*).
Suppose now that X over Z admits an open immersion in a smooth proper
scheme X so that the complement W =
⋃
s∈S Ws is a simple normal cross-
ings divisor. Then Cc∗(X) is a colimit of colimits
Cc∗(X) 0oo
C∗(X)
OO
colimC∗H.oo
OO
We may use the Fubini theorem to assemble the colimits. This leads to a
category KS obtained from P′S by adding two objects l and u, and mor-
phisms
u
l S ′
OO
oo
for each object S ′ of P′S .
Recall thatM(Z,Q) denotes the model category of complexes of presheaves
of Q-vector spaces on SmZ with étale local, A1-local, model structure, sta-
bilized for Q(−1), and that there’s a natural functor of infinity categories
M(Z,Q)→ DA(Z,Q).
If ι : X ⊂ X denotes the inclusion, we define the (motivic) hypercube com-
pactification of X associated to ι to be the functor
κ(ι) : KS → M(Z,Q)→ DA(Z,Q)
given by
κ(ι)(l) = C∗
(
X
)
,
by
κ
(
ι(S ′)
)
= C∗

⋂
s∈S ′
Ws

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for S ′ ∈ P′S , and by
κ(ι)(u) = 0.
(We note that the value on u is the only part of the diagram which doesn’t
factor through Sm(Z). )
Combining these constructions with Poincaré duality, we obtain
Proposition 3.3.1. Let X be a smooth scheme over Z of relative dimension
d. Suppose X admits an open immersion ι : X ⊂ X in a smooth proper
scheme X so that the complement is a snc divisor over Z (i.e. whose ir-
reducible components are smooth over Z). Let κ(ι) denote the hypercube
compactification of X associated to ι. Then we have
C∗DA(X) ∼ colim κ(ι)(−d)[−2d].
where the (homotopy) colimit is taken in the infinity category DA(Z,Q),
and ∼ denotes homotopy equivalence, that is, isomorphism in the homotopy
category DA(Z,Q).
Proof. We have
C∗(X) ∼ Cc∗(X)(−d)[−2d]
by Poincaré duality [6, A.5.2(8), A.5.1(6) in the version of 2012]
∼ colim κ(ι)(−d)[−2d]
by segment 3.3.

3.4. Adams pieces of rational K-spectra. We now recall the link to K-
theory. We defineK (i) := Q(i)[2i]. Then we have on the one hand a decom-
position of the rational K-theory spectrum in DA(Z,Q)
KQ =
⊕
i∈Z
K (i),
and on the other hand, for X smooth over Z and j ∈ Z, we have canonical
isomorphisms of Q-vector spaces
π j(K
(i)(X)) = π jHomDA(Z,Q)(C∗X,Q(i)[2i])
= HomDA(Z,Q)(C∗X,Q(i)[2i − j])
= K(i)j (X),
the ith Adams piece of the rational K-group K j(X) ⊗ Q. These facts are
summarized in Cisinski-Déglise [6, §14,16] and go back to work of Ayoub,
Morel and Voevodsky.
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Proposition 3.5. Let X, Y be smooth schemes over Z. Suppose X admits an
open immersion
ι : X ⊂ X
into a smooth proper scheme over Z with snc divisor complement
W =
⋃
i∈I
Wi.
Let d denote the relative dimension of X over Z. Recall that
κ(ι) : KI → DA(Z,Q)
denotes the hypercube compactification of X associated to ι (3.3). Let κ(ι ×
Y) denote the composite functor
KI
κ(ι)
−−→ DA(Z,Q)
⊗C∗Y
−−−→ DA(Z,Q),
and let K (d)
(
κ(ι × Y)
)
denote the induced functor to spectra
KIop
κ(ι×Y)op
−−−−−→ DA(Z,Q)op
Hom(·,Q(d)[2d])
−−−−−−−−−−→ Spectra.
Then there is an isomorphism of (stable, rational) homotopy types
HomDA(Z,Q)(C
∗X,C∗Y) = limK (d)
(
κ(ι × Y)
)
.
In particular, if X itself is proper, then
HomDA(Z,Q)(C
∗X,C∗Y) = K (d)(X × Y).
Proof. It is a fundamental fact of infinity categories that homotopy equiva-
lent objects (i.e. which become equivalent in the homotopy category) give
rise to homotopy equivalent Hom-spaces. So the computation of
HomDA(C
∗X,C∗Y)
may be carried out with the help of the homotopy equivalences recorded
above.
In particular, we have isomorphisms of homotopy types
HomDA(C
∗X,C∗Y) = HomDA
(
C∗X ⊗ C∗Y,Q(0)
)
= HomDA
(
colim κ(ι) ⊗C∗Y,Q(d)[2d]
)
= HomDA
(
colim κ(ι × Y),Q(d)[2d]
)
= limHomDA
(
κ(ι × Y),Q(d)[2d]
)
= limK (d)
(
κ(ι × Y)
)
as claimed. 
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Theorem 3.6 (Comparison with K-theory). Let X, Y be smooth schemes
over Z. Suppose X admits an open immersion ι : X ⊂ X into a smooth
proper scheme over Z so that the complement is a relative snc divisor over
Z. Let d denote the relative dimension of X over Z. For any finite set T , we
let ιT denote the inclusion
XT ⊂ X
T
.
Recall that κ(ιT ) denotes the motivic hypercube compactification of XT as-
sociated to ιT (3.3), a diagram in the infinity category DA(Z,Q). Recall that
κ(ιT × Y) denotes the same diagram crossed with Y (3.5). Recall that for
e ∈ N,
K (e)
(
κ(ιT × Y)
)
denotes the associated diagram of Adams pieces of K-spectra (3.5). Then
we have an isomorphism of homotopy types
(*) HomDMdga(C
∗X,C∗Y) = lim
k∈∆
Ω∞ lim
S 1→···→S k
(
limK (ds1)
(
κ(ιS 1 × Y)
))
.
In particular, if X is proper, then
HomDMdga(C
∗X,C∗Y) = lim
k∈∆
Ω∞ lim
S 1→···→S k
(
K (ds1)(XS 1 × Y)
)
.
Proof. Formula (*) combines proposition 2.3 with proposition 3.5. 
3.7. Remark. The outermost limits above (in both cases) involve a ∆-
shaped diagram
µ˜ : N(∆) → S
in the infinity category of spaces. Here N(−) denotes the simplicial nerve
of a category. We describe the associated functor
N(∆) → S → H
to the homotopy category, which we denote by µ. We restrict attention to
the case of X proper, Y = Z.
On the level of objects, we then have
µ(k) = lim
S 1→···→S k
(
K (ds1)(XS 1)
)
.
For n a natural number, we write [n] := {0, . . . , n}. Now consider a fixed but
arbitrary natural number k and consider the map
s : [k]→ [k + 1]
given by
s(i) := i + 1.
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Then µ(s) is a map of homotopy types as shown in the top row of the fol-
lowing diagram.
colim
S=(S 1→···→S k)
(
K (ds1)(XS 1)
)
//
PrS ′=(S2→···→S k+1)

colim
S=(S 1→···→S k+1)
(
K (ds1)(XS 1 )
)
PrS=(S1→···→S k+1)

K (ds2)(XS 2 )
φ∗
// K (ds1)(XS 1)
In fact, the map µ(s) is compatible with the projection maps and is given,
for each S , by a morphism φ∗ of K-spectra as shown in the bottom row. We
now describe its motivic origin.
Let φ denote the map S 2 ← S 1 in S . Then φ induces a map of schemes
XS 2 → XS 1
hence a morphism in DA
C∗(XS 2 )← C∗(XS 1 ).
By Poincaré duality, we have a homotopy equivalence
C∗(XS 1) ∼ C∗(X
S 1)(−ds1)[−2ds1]
and similarly for C∗(XS 2). Composing and taking hom into Q(0) we obtain
a morphism
K (ds2)(XS 2) HomDA
(
C∗(X
S 2),Q(ds2)[2ds2]
)
→ HomDA
(
C∗(X
S 1),Q(ds1)[2ds1]
)
 K (ds1)(XS 1)
as desired.
All other maps are simply projections.
3.8. In the situation and the notation of our comparison theorem (3.6), let
b : Y → X
be a morphism of Z-schemes and denote also by b the associated point of
the topological space
HomDMdga(C
∗X,C∗Y).
We now indicate how the construction of Bousfield [5, §2] applies to give a
spectral sequence which computes the homotopy groups
πi
(
HomDMdga(C
∗X,C∗Y), b
)
,
the set of greatest interest
HomDMdga(C
∗X,C∗Y) = π0
(
HomDMdga(C
∗X,C∗Y)
)
among them.
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3.8.1. The functor µ˜ : N(∆) → S lifts to a functor
N(∆) → N(sSet)
to the nerve of the ordinary category of simplicial sets.The latter is equiva-
lent, in turn, to a functor
M• : ∆→ sSet
between ordinary categories.
3.8.2. Let T •∗ be a fibrant cosimplicial simplicial set with simplicial index
‘∗’ and cosimplicial index ‘•’. Let T • denote the associated functor
∆→ sSet
to the (ordinary) category of simplicial sets, which we may regard further
as a functor
N(T •) : N(∆) → N(sSet)→ S
to the infinity category of spaces. We set
Tot T • = limN(T •)
where the limit is taken in S. For each k ∈ N, we define
coskk T
• : ∆→ sSet
by
[n] 7→ coskk(T
n).
We again have an associated functor N(coskk T •) to the infinity category of
spaces, and we set
Totk T
• := limN(coskk T
•).
3.8.3. Fix a point b ∈ Tot T •. There’s a natural way to associate to b a
vertex bm ∈ Tm for each m so as to make
πi(T
•, b) := {πi(T
m, bm)}m∈N
into a “cosimplicial group”; see [5, §2.1] for details. In turn, given a cosim-
plicial group G•, Bousfield constructs cohomotopy groups π j(G•). There is
then a homotopy (or fringe) spectral sequence with 2nd page
E s,t2 (T
•, b) = πsπt(T
•, b)
and final page
Et−s∞ = πt−s(TotT
•, b)
[5, §2.4].
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3.8.4. We apply the above construction to the cosimplicial simplicial set
M• of segment 3.8.1 and to the base point b of segment 3.8. Recall that
Mk = Ω∞ lim
S=(S 1→···→S k)
(
limK (ds1)
(
κ(ιS 1 × Y)
))
,
and that in particular, when X is proper over Z we have
Mk = Ω∞ lim
S=(S 1→···→S k)
K (ds1)(XS 1 × Y).
We obtain a homotopy spectral sequence
E s,t2 = π
sπt(M
•, b)⇒ πt−s
(
HomDMdga(C
∗X,C∗Y), b
)
.
4. Motivic Chow coalgebras and the case of finite e´tale k-algebras
4.1. Let Z = Spec k, k a field. We consider the category CAlgDA(Z,Q) of
commutativemonoid objects in the homotopy category DA(Z,Q) ofDA(Z,Q).
There’s a natural functor
CAlgDA(Z,Q)→ CAlgDA(Z,Q).
4.2. Let DAc(Z,Q), DAc(Z,Q) denote subcategories of compact objects.
These categories admit strong-duals. We denote the duality functor by D.
The functor D induces an equivalence
D : CAlgDAc(Z,Q)→ CCoalgDAc(Z,Q)
from commutative monoid objects to commutative comonoid objects.
4.3. If X, Y are smooth proper over Z, then by [23, 4.2.6] we have
HomChM(Z,Q)(C∗X,C∗Y) = Chdim X(X × Y),
the Chow group of cycles of dimension equal to the dimension of X. More-
over, under these isomorphisms, composition of morphisms corresponds
to composition of correspondences [24]. We let ChM(Z,Q) denote the
Karoubian envelope of the full subcategory of DAc(Z,Q) consisting of Tate
twists of homological motives of smooth proper schemes. We let
MChC(Z) := CCoalg ChM(Z,Q)
denote the category of commutative comonoids.
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4.4. Let SmPr/Z denote the category of smooth proper schemes. The ho-
mological motives functor lifts naturally to a functor
C∗ = C
MChC
∗ (−,Q) : SmPr/Z → MChC(Z,Q).
If X is smooth and proper over Z, the counit
C∗(X) → C∗(Z) = Q(0)
is induced by the structure morphism X → Z, and the comultiplication
C∗(X) → C∗(X × X) = C∗(X) ⊗ C∗(X)
is induced by the diagonal of X and by the Künneth isomorphism.
Theorem 4.5 (Artin motivic Chow coalgebras). Let Z = Spec k, k a field.
If X, Y are finite étale over k then
HomMChC(Z,Q)(C∗X,C∗Y) = HomZ(X, Y).
The proof spans segments 4.6-4.14.
4.6. For any k-scheme T we let Zi(T ) denote the Q-vector space of di-
mension i cycles on T with Q-coefficients. We let ǫT denote the structure
morphism of T
T → Z,
and δT the diagonal
T → T ×k T,
In terms of the morphisms ǫ and δ we define
Zµ0 (X, Y)
to be the Q-vector subspace of Z0(X × Y) of 0-cycles C such that the two
diagrams in MChC(Z,Q)
(C∗X)⊗2
C⊗2 // C∗Y⊗2 C∗X
C //
ǫX
""❊
❊❊
❊❊
❊❊
❊❊
C∗Y
ǫY
||②②
②②
②②
②②
②
C∗X C
//
δX
OO
C∗Y
δY
OO
Q(0)
commute.
Since W := X ×k Y is zero dimensional, we have
Z0(W) = Ch0(W)
inducing an equality of subspaces
Zµ0 (X, Y) = HomMChC(C∗X,C∗Y).
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Lemma 4.7. Fix an algebraic closure k of k and let G denote the corre-
sponding Galois group. Then
Homk(X, Y) = Homk(Xk, Yk)
G.
Proof. This may be viewed as a direct application of Grothendieck’s main
theorem of Galois theory. It also follows from fpqc descent by a familiar
computation. 
Lemma 4.8. In the situation and the notation of segments 4.5–4.7, we have
Z0(W) = Z0(Wk)
G.
Proof. For any scheme T we let cl(T ) denote the set of closed points of T .
Then
Z0(W) = Q〈clW〉
and
Z0(Wk) = Q〈clWk〉.
So it’s enough to note that
clW = (clWk)
G.
Indeed, if k′ is a finite field extension of k, then
k′ ⊗ k = k
Homk(k′,k)
and G acts transitively on the latter. 
Lemma 4.9. Continuing with the situation and the notation of segments
4.5–4.7, the isomorphism of lemma 4.8 restricts to a bijection
Zµ0 (X, Y) = Z
µ
0 (Xk, Yk)
G.
Proof. Compatibility of a 0-cycle in Z0(W) with diagonals is an equation
inside Z0(X × Y2). Since
Z0(X × Y
2)→ Z0
(
(X × Y2)k
)
is injective, the compatibility may be checked after base-change to k.
Similarly, compatibility with counits is an equation in Z0(X) so may be
checked after base-change to k. 
4.10. We continue the proof of theorem 4.5. By lemmas 4.7–4.9, it’s
enough to establish a G-equivariant bijection
Homk(Xk, Yk) = Z
µ
0 (Xk, Yk).
For theG-equivariance, note simply that if Z′ → Z is a Z-scheme and X′, Y ′
denote the base-change of X, Y to Z′, then the map
HomZ′(X
′, Y ′)→ Z0(X
′ × Y ′)
is natural in Z′.
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4.11. Finally, we assume k = k and set out to establish a bijection
Homk(X, Y) = Z
µ
0 (X, Y).
For this, we note that the category of Chowmotives of finite étale k-schemes
is naturally isomorphic to the category Q〈fin. set〉 whose objects are finite
sets and whose morphisms are matrices with entries in Q. Explicitly, if S
and T are finite sets, then
Hom(S , T ) = HomSet(T × S ,Q).
We replace C∗X with its image in Q〈fin. set〉, namely, the set of connected
components of X, and similarly for C∗Y .
Fix a morphism
C = (cy,x)x∈X,y∈Y
from C∗X → C∗Y .
4.12. We consider first the compatibility with counits. The graph of the
structure morphism X → Z is X itself, so gives rise to the cycle
∑
x∈X x
where the sum runs over the set of closed points of X. Hence, the counit of
C∗X in Q〈fin. set〉 is given by the row-vector (1, . . . , 1), and the associated
compatibility condition on C is given by(
1 · · · 1
)
=
(
1 · · · 1
) (
cy,x
)
x∈X,y∈Y
.
Hence
(ǫ)
∑
y∈Y
cy,x = 1.
4.13. We turn to compatibility with comultiplication. We begin by trans-
porting the tensor structure of Chow motives to Q〈fin. set〉: the tensor prod-
uct of objects is given by Cartesian product of sets, and tensor product of
morphisms is the tensor product of matrices. Explicitly, given morphisms
a : S → S ′, b : T → T ′,
the morphism
a ⊗ b : S × T → S ′ ⊗ T
is given by the formula
(a ⊗ b)(s′,t′),(s,t) := as′,sbt′,t′ .
In particular,
C2 : C∗X
2 → C∗Y
is given by
(c⊗2)(y,y′),(x,x′) = cy,x · cy′,x′ .
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Meanwhile, the comultiplication morphisms are given by
δX : C∗X → C∗X
2 δ(x′ ,x′′),x =
{
1 if x′′ = x′ = x
0 otherwise,
and similarly for Y . Hence, the compatibility amounts to
cy,x · cy′,x = c
⊗2
(y,y′),(x,x)
=
∑
(x′,x′′)∈X2
c⊗2(y,y′),(x′ ,x′′) · δ(x′,x′′),x
= (c⊗2 · δX)(y′ ,y′′),x
= (δY · c)(y,y′),x
=
∑
y′′∈Y
δ(y,y′),y′′ · cy′′,x
=
{
cy,x if y = y′
0 if y , y′.
Thus, separating the two cases, we obtain two families of equations
(δ1) (cy,x)
2 = cy,x
and
(δ2) cy,x · cy′,x = 0 if y , y
′.
4.14. Together, equations (ǫ), (δ1), and (δ2) imply that for each closed
point x ∈ X there’s a unique closed point y ∈ Y such that
cy′,x =
{
1 if y′ = y
0 if y′ , y.
This means precisely that the matrix C corresponds to the graph of a mor-
phism X → Y , and completes the proof of theorem 4.5.
Theorem 4.15 (Artin motivic dga’s). Let Z = Spec k, k a field. If X, Y are
finite étale over k then
HomDMdga(Z,Q)(C
∗Y,C∗X) = HomZ(X, Y).
Proof. We have
HomDMdga(Z,Q)(C
∗Y,C∗X) = π0HomDMdga(Z,Q)(C
∗Y,C∗X)(∗)
= π0 lim
∆
lim
S=(S 1→···→S k)
HomDA(C
∗X⊗S 1 ,C∗Y).
By the smooth proper case of theorem 3.5,
HomDA(Z,Q)(C
∗X⊗S 1 ,C∗Y) = K (0)(XS 1 × Y),
hence
πiHomDA(C
∗X⊗S 1 ,C∗Y) = K(0)i (X
S 1 × Y)
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vanishes for i , 0. Indeed, this holds for any scheme and appears to be an
in-built feature of the original K-theoretic construction; see [22, §3] and the
references [16, 12] given there.10 Consequently,
(∗) = lim
k∈∆
∏
[S=(S 1→···→S k)]
HomDA(C
∗X⊗S 1 ,C∗Y)Aut S
where the solid “D” indicates that we’re in the homotopy category. Being
a limit of sets, the limit over ∆ is simply an equalizer, which by direct
computation is equal to
HomCAlgDA(C
∗Y,C∗X)
= HomMChC(C∗X,C∗Y)
= HomZ(X, Y)
as claimed. 
References
[1] Joseph Ayoub. Les six opérations de Grothendieck et le formalisme des cycles
évanescents dans le monde motivique. I. Astérisque, (314):x+466 pp. (2008), 2007.
[2] Joseph Ayoub. Les six opérations de Grothendieck et le formalisme des cycles
évanescents dans le monde motivique. II. Astérisque, (315):vi+364 pp. (2008), 2007.
[3] Joseph Ayoub. La réalisation étale et les opérations de Grothendieck. Ann. Sci. Éc.
Norm. Supér. (4), 47(1):1–145, 2014.
[4] Jennifer S. Balakrishnan, Ishai Dan-Cohen, Minhyong Kim, and Stefan Wewers. A
non-abelian conjecture of Tate–Shafarevich type for hyperbolic curves. Math. Ann.,
372(1-2):369–428, 2018.
[5] A. K. Bousfield. Homotopy spectral sequences and obstructions. Israel J. Math.,
66(1-3):54–104, 1989.
[6] Denis-Charles Cisinski and Frédéric Déglise. Triangulated categories of mixed mo-
tives. arxiv:0912.2110v3.
[7] Denis-Charles Cisinski and Frédéric Déglise. Étale motives. Compos. Math.,
152(3):556–666, 2016.
[8] Ishai Dan-Cohen and Tomer Schlank. Rational motivic path spaces and Kim’s relative
unipotent section conjecture. arXiv:1703.10776.
[9] P. Deligne and A. B. Goncharov. Groupes fondamentaux motiviques de Tate mixte.
Ann. Sci. École Norm. Sup. (4), 38(1):1–56, 2005.
[10] Pierre Deligne. Le groupe fondamental de la droite projective moins trois points. In
Galois groups overQ (Berkeley, CA, 1987), volume 16 ofMath. Sci. Res. Inst. Publ.,
pages 79–297. Springer, New York, 1989.
[11] Gabriela Guzman. Foundations for motivic rational homotopy theory. PhD thesis,
University of Duisburg-Essen, In preparation.
10There is also a purely motivic explanation. Motivic cohomology is also the coho-
mology of certain complexes of Zariski sheaves; Q(0) corresponds to the constant sheaf Q
concentrated in degree 0.
36 ISHAI DAN-COHEN AND TOMER SCHLANK
[12] Howard L. Hiller. λ-rings and algebraic K-theory. J. Pure Appl. Algebra, 20(3):241–
266, 1981.
[13] Isamu Iwanari. Motivic rational homotopy type. arXiv:1707.04070.
[14] Minhyong Kim. The motivic fundamental group of P1 \ {0, 1,∞} and the theorem of
Siegel. Invent. Math., 161(3):629–656, 2005.
[15] Minhyong Kim. The unipotent Albanese map and Selmer varieties for curves. Publ.
Res. Inst. Math. Sci., 45(1):89–133, 2009.
[16] Ch. Kratzer. λ-structure en K-théorie algébrique. Comment. Math. Helv., 55(2):233–
254, 1980.
[17] Jacob Lurie. Higher Algebra. http://www.math.harvard.edu/ lurie/.
[18] Jacob Lurie. Higher topos theory, volume 170 of Annals of Mathematics Studies.
Princeton University Press, Princeton, NJ, 2009.
[19] FabienMorel and Vladimir Voevodsky.A1-homotopy theory of schemes. Inst. Hautes
Études Sci. Publ. Math., (90):45–143 (2001), 1999.
[20] Thomas Nikolaus and Steffen Sagave. Presentably symmetric monoidal∞-categories
are represented by symmetric monoidal model categories. Algebr. Geom. Topol.,
17(5):3189–3212, 2017.
[21] Joël Riou. Opérations sur la K-théorie algébrique et régulateurs via la théorie ho-
motopique des schémas. PhD thesis, https://www.math.u-psud.fr/ riou/these/.
[22] Peter Schneider. Introduction to the Beı˘linson conjectures. In Beı˘linson’s conjectures
on special values of L-functions, volume 4 of Perspect. Math., pages 1–35. Academic
Press, Boston, MA, 1988.
[23] Vladimir Voevodsky. Triangulated categories of motives over a field. InCycles, trans-
fers, and motivic homology theories, volume 143 of Ann. of Math. Stud., pages 188–
238. Princeton Univ. Press, Princeton, NJ, 2000.
[24] Vladimir Voevodsky. Motivic cohomology groups are isomorphic to higher Chow
groups in any characteristic. Int. Math. Res. Not., (7):351–355, 2002.
ID: Department ofMathematics
Ben-Gurion University of the Negev
ishaidc@gmail.com
TS: Einstein Institute ofMathematics
Hebrew University of Jerusalem
tomer.schlank@mail.huji.ac.il
