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1Avant propos : un bref rappel de l’histoire de l’Automatique Les
mécanismes de régulation et d’adaptation, largement répandus dans la na-
ture, sont aussi à la base du fonctionnement des systèmes créés et utilisés
par l’homme. Depuis très longtemps, on les retrouve dans diverses machines
et inventions. Avec la révolution industrielle et le régulateur de Watt, on a
vu apparaître les premières formalisations modernes : modélisation (avec les
équations différentielles inventées par Newton) et stabilité. Le point de dé-
part de la théorie mathématique des systèmes remonte ainsi aux travaux du
mathématicien et astronome anglais G. Airy. Il fut le premier à tenter une
analyse du régulateur de Watt. Ce n’est qu’en 1868, que le physicien écos-
sais J. C. Maxwell publia une première analyse mathématique convaincante
et expliqua certains comportements erratiques observés parmi les nombreux
régulateurs en service à cet époque. Ses travaux furent le point de départ de
nombreux autres sur la stabilité, notion marquée par le travail de H. Poincaré
et A. M. Lyapounov, sa caractérisation ayant été obtenue indépendamment
par les mathématiciens A. Hurwitz et E. J. Routh. Durant les années 1930,
les recherches aux “Bell Telephone Laboratories” sur les amplificateurs ont
été à l’origine de notions encore enseignées aujourd’hui. Citons par exemple
les travaux de Nyquist et de Bode caractérisant à partir de la réponse fré-
quentielle en boucle ouverte celle de la boucle fermée.
Tous ces développements ont vu le jour dans le cadre des systèmes li-
néaires ayant une seule commande et une seule sortie. On disposait d’une
mesure sous la forme d’un signal électrique. Cette dernière était alors en-
trée dans un amplificateur qui restituait en sortie un autre signal électrique
qu’on utilisait comme signal de contrôle. Ce n’est qu’après les années 1950
que les développements théoriques et technologiques (avec l’invention des cal-
culateurs numériques) permirent le traitement des systèmes multi-variables
linéaires et non linéaires ayant plusieurs entrées et plusieurs sorties. Citons
comme contributions importantes dans les années 1960 celles de R. Bellmann
avec la programmation dynamique, celles de R. Kalman avec la commanda-
bilité, le filtrage et la commande linéaire quadratique ; celles de L. Pontryagin
avec la commande optimale. Ces contributions continuent encore aujourd’hui
à alimenter les recherches en théorie des systèmes. Le champ d’application
s’est considérablement étendu. Alors qu’aujourd’hui l’Automatique est omni-
présente dans les domaines industriels tels que l’aéronautique, l’aérospatiale,
l’automobile, ou le génie des procédés, certaines recherches actuelles s’ap-
puyant sur des notions clés présentées dans ce cours concernent la construc-
tion d’un premier calculateur quantique.
2Objectif de ce cours Le but est de présenter les notions et outils fon-
damentaux nécessaires à l’analyse et au contrôle des systèmes. Ce cours est
articulé autour des trois thèmes suivants :
– Systèmes dynamiques : stabilité, robustesse, théorie de perturbations.
– Commandabilité : stabilisation par bouclage, planification et suivi de
trajectoire.
– Observabilité : estimation, observateur asymptotique, filtrage et diag-
nostic.
Le cours part de quelques exemples issus du monde industriel ou acadé-
mique. Chaque exemple motive et justifie les définitions et résultats abstraits
sur lesquels reposent une classe d’algorithmes de contrôle et/ou d’estimation.
Dans bien des domaines scientifiques, une théorie a très souvent pour origine
une petite collection d’exemples représentatifs bien compris et analysés. Nous
nous inscrivons dans cette démarche. Une approche qui part du particulier
pour aller vers le général permet aussi de mieux comprendre les ressorts fon-
damentaux sur lesquels reposent certains résultats mais aussi de bien cerner
leur limitations. L’Automatique est un domaine actif de recherche scienti-
fique. Le cours abordera certaines questions qui n’admettent pas de réponse
claire aujourd’hui bien qu’elles aient de fortes motivations pratiques.
Note de cette édition Nous vous serions reconnaissants de nous faire part
de vos critiques et des erreurs que vous auriez découvertes par un message
explicatif à
nicolas.petit@mines-paristech.fr ou à
pierre.rouchon@mines-paristech.fr
en identifiant votre message par “Poly Mines corrections”.
Nicolas Petit et Pierre Rouchon
Février 2009
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Chapitre 1
Systèmes dynamiques et
régulateurs
1.1 Systèmes dynamiques non linéaires
Nous nous intéressons à des systèmes dynamiques représentés par un
nombre fini d’équations différentielles du premier ordre couplées entre elles
que nous écrivons
d
dt
x1 = v1(x1, ..., xn, u1, ..., um, t)
d
dt
x2 = v2(x1, ..., xn, u1, ..., um, t)
...
d
dt
xn = vn(x1, ..., xn, u1, ..., um, t)
où les grandeurs x1,...,xn sont appelées états, les grandeurs u1,...,um sont
les entrées (ou commandes), et n et m sont des entiers. Le temps t est ici
considéré de manière générale dans le second membre des équations. Les
fonctions (vi)i=1,...,n sont à valeur réelle. En toute généralité, leur régularité
peut être très faible, même si, comme on le verra par la suite, de nombreuses
propriétés fondamentales proviennent justement de leur régularité.
Il est commode d’écrire le système différentiel précédent sous la forme
vectorielle (appelée forme d’état)
d
dt
x = v(x, u, t) (1.1)
Pour calculer l’évolution future d’un tel système, il faut connaître les gran-
deurs t 7→ u(t) ainsi que la condition initiale de l’état. On dit que l’état x
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du système représente sa mémoire. Étant donnée l’évolution du système, on
s’intéresse souvent à un certain nombre de grandeurs (par exemple car elles
ont un intérêt pratique) qu’on nomme sorties ou mesures. Les équations de
sorties que nous considérons sont de la forme
y = h(x, u, t) ∈ Rq (1.2)
où q est un entier souvent inférieur à n 1.
Le formalisme (1.1) (1.2) que nous venons de présenter est très général.
On trouve un vaste choix d’exemples dans les domaines de la mécanique
(les équations d’Euler-Lagrange, voir [38] par exemple, exprimant le prin-
cipe de moindre action sont des équations d’ordre 2 dans les variables de
configurations (positions généralisées), l’état est alors constitué des positions
généralisées et leur vitesses), les machines électriques (voir [40]), l’aéronau-
tique (voir l’Exemple 1), la robotique (voir [50]), la chimie, la biochimie, les
sciences du vivant (voir [31]) 2.
Ce que nous cherchons à faire dans le domaine de l’Automatique ce n’est
pas simplement étudier les propriétés des systèmes d’équations différentielles,
mais les contrôler. Dans l’équation (1.1), on peut agir sur l’état x en choi-
sissant u. L’outil principal de l’Automaticien c’est la rétro-action u = k(t, x)
aussi appelée feedback. En spécifiant de la sorte la commande, on change
complètement le comportement du système dynamique (1.1) qui devient
d
dt
x = v(x, k(t, x), t)
En pratique, on sera souvent limité à l’utilisation de la mesure définie en (1.2).
Dans ce contexte, les rétro-actions envisageables sont de la forme u = k(t, y).
On parle alors de retour de sortie. C’est un problème difficile pour lequel
nous montrerons, au Chapitre 4 qu’il est en fait utile d’utiliser un système
dynamique supplémentaire (on parlera d’observateur) qui permettra de bien
plus intéressantes possibilités.
1. Bien souvent seules certaines composantes sont mesurées pour des raisons technolo-
giques, il existe des exceptions notables comme dans les applications de fusion de capteurs
(voir le Chapitre 4) où on dispose de mesures redondantes de certaines composantes de
l’état x.
2. Pourtant, on pourra remarquer que certains domaines échappent à ce formalisme.
On peut citer quelques exemples tels que l’étude de la turbulence dans les écoulements, les
phénomènes thermiques dans les chambres de combustion, ou les ondes de propagation.
L’étude des systèmes de dimension infinie est traitée dans de nombreux ouvrages sur les
équations différentielles partielles [16] aussi appelés systèmes à paramètres distribués. Ils
sont en grande partie absent de ce cours.
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Que ce soit parce qu’on a choisi une loi de rétroaction particulière ou parce
que le système considéré ne possède pas de commande, il est important de
comprendre comment étudier les systèmes libres de la forme
d
dt
x = v(x, t) (1.3)
On dira qu’un tel système est stationnaire (par opposition au cas (1.3) ins-
tationnaire) lorsque v ne dépend pas explicitement du temps. Dans ce cas
l’équation s’écrit
d
dt
x = v(x)
Un des concepts clés dans l’étude des systèmes dynamiques est la notion
de point d’équilibre (appelé également point stationnaire) x¯. On appelle point
d’équilibre, un point x¯ tel que, si le système différentiel (1.3) est initialisé en ce
point, c.-à-d. x(0) = x¯, alors le système reste en x¯ pour tous les temps futurs.
Dans le cas d’un système stationnaire, les points d’équilibre sont simplement 3
caractérisés par l’équation v(x¯) = 0.
Autour d’un point d’équilibre il est tentant de chercher une expression
approchée des équations dynamiques (1.3) qu’on souhaite étudier. En géné-
ral, lorsque le système est instationnaire, on obtiendra un système linéaire
instationnaire (appelé linéarisé tangent) de la forme
d
dt
x = A(t)x+B(t)u (1.4)
y = C(t)x+D(t)u (1.5)
Comme nous le verrons (notamment à la Section 1.3), cette approche est in-
téressante car elle fournit souvent une information locale sur le comportement
de (1.3) autour de x¯. Néanmoins, cette information est parfois insuffisante,
surtout lorsqu’on recherche des informations sur le comportement du système
loin de l’équilibre. En outre, les systèmes linéaires et les systèmes non linéaires
sont en fait très différents par nature. Soumis à une superposition d’excita-
tions (par une somme de termes dans la commande), les systèmes linéaires
répondent d’après le principe de superposition : leur sortie est la somme des
sorties correspondant à chacun des termes d’excitation. Ce principe, qui ne
s’applique pas aux systèmes non linéaires, est à la base de l’analyse de Fou-
rier des signaux. Il existe de nombreux phénomènes qu’on ne constate que
chez les systèmes régis par des équations non linéaires (on pourra se référer
3. On notera l’intérêt d’un formalisme du premier ordre. Si on considère l’équation
d2
dt2x = 2x, dont l’état est (x,
d
dtx)
T , les points d’équilibre sont donnés par (x¯, d¯dtx) = (0, 0)
et pas uniquement par l’équation 2x¯ = 0.
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à [34] pour une discussion plus détaillée). Les systèmes non linéaires peuvent
diverger en temps fini alors que c’est seulement en temps infini qu’un système
linéaire peut diverger (c.-à-d. que son état tend vers l’infini). Un système non
linéaire peut avoir de multiples points d’équilibre isolés. L’unicité des points
d’équilibre n’est pas non plus garantie dans le cas des systèmes linéaires, mais
elle apparaît sous la forme de sous espaces vectoriels de points d’équilibre.
Enfin, et c’est un des faits les plus marquants, un système non linéaire peut
posséder un ou plusieurs cycles limites. C’est une des particularité les plus
importantes et aussi l’une des plus fréquemment observées en pratique. Alors
que les systèmes linéaires peuvent avoir des trajectoires oscillantes, l’ampli-
tude de celles-ci dépendent de la condition initiale. Dans le cas non linéaire il
est possible d’observer des trajectoires oscillantes dont l’amplitude ne dé-
pend pas de la condition initiale. C’est en exploitant cette propriété qu’on
a construit les premiers circuits électriques oscillants qui sont à la base de
l’électronique (et de la synthèse sonore notamment). À titre d’illustration,
on pourra se reporter à l’onde de densité observée dans les puits de pétrole
présentés dans l’Exemple 10.
Exemple 1 (Missile dans le plan). En grande partie à cause des effets aéro-
dynamiques, les équations qui régissent le mouvement d’un missile ou d’une
fusée sont non linéaires. Après réduction à un plan, les équations de la dy-
namique d’un missile s’expriment au moyen de 6 états. Les variables xm et
ym correspondent aux coordonnées du centre de gravité de l’engin, Vm est sa
vitesse, χm, αm et βm correspondent à des angles, et on utilise deux variables
intermédiaires φA et αT pour exprimer les seconds membres de la dynamique
(voir la Figure 1.1).
x˙m = Vm cosχm
y˙m = Vm sinχm
V˙m =
1
m
(
T cosαT − 1
2
ρSV 2mCD(αT )
)
où sinαT =
√
1− 1
1 + tan2 αm + tan
2 βm
χ˙m = tanφA
g
Vm
où 1 + tan2 φA =
tan2 αT
tan2 αm
α˙m = 0.3(αc − αm)
β˙m = 0.3(βc − βm)

(1.6)
Les deux commandes sont αc, βc, tandis que m(t) et T (t) sont des fonctions
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données du temps (variation de la masse et de la poussée), ρ et S sont des
constantes et CD(.) est le coefficient de traînée. Ce modèle prend en compte
les effets aérodynamiques dus aux angles d’attaque du corps du missile, la
perte de masse au cours du vol (qui est loin d’être négligeable), et les dyna-
miques des actionneurs (à travers des vérins).
Figure 1.1 – Variables décrivant un missile.
1.1.1 Existence et unicité des solutions
L’outil de base de la modélisation mathématique d’un modèle physique
est le problème de Cauchy . Il consiste en une condition initiale et une équation
différentielle
x(0) = x0,
d
dt
x(t) = v(x(t), t) (1.7)
Face à ce problème, on est en droit d’espérer que les propriétés suivantes sont
satisfaites
1. qu’une solution avec ces conditions initiales existe
2. que cette solution soit unique
3. que les solutions dépendent continûment des conditions initiales
On trouvera une démonstration élémentaire du théorème de Cauchy-Lipschitz
(à partir du schéma d’Euler explicite et de la notion de solution approchante)
dans l’Annexe A. Ce théorème dont une version un peu plus générale est
donnée ci-dessous garantie l’existence et l’unicité pour des temps courts. En
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revanche l’existence pour des temps t arbitrairement grands est nettement
plus délicate. On peut la garantir sous des hypothèses fortes (voir Lemme 1).
Enfin, la continuité de la solution par rapport à sa condition initiale peut être
garantie, mais sous une hypothèse plus forte. C’est l’objet du Théorème 2.
Théorème 1 (Cauchy-Lipschitz. Existence et unicité). Soit Rn×R ∈
(x, t) 7→ v(x, t) ∈ Rn une fonction satisfaisant aux deux propriétés suivantes :
1. (localement lipchitzienne par rapport à x) pour tout (x, t) ∈ Rn × R,
il existe ηx,t > 0 et Kx,t > 0, tels que, pour tout y ∈ Rn vérifiant
‖x− y‖ ≤ ηx,t on a ‖v(x, t)− v(y, t)‖ ≤ Kx,t‖x− y‖
2. (localement intégrable par rapport à t) pour tout x ∈ Rn, l’application
t 7→ v(x, t) est localement intégrable 4.
On considère le problème de Cauchy,
x(0) = x0,
d
dt
x(t) = v(x(t), t),
Ce problème possède les propriétés suivantes
1. existence locale en temps : pour toute condition initiale x0 ∈ Rn, il
existe  > 0 et une fonction ] − , [3 t 7→ x(t) ∈ Rn dérivable par
rapport à t et solution du problème de Cauchy.
2. unicité globale en temps : pour toute condition initiale x0 ∈ Rn et pour
tout a, b > 0 il existe au plus une fonction ] − a, b[3 t 7→ x(t) ∈ Rn
dérivable par rapport à t et solution du problème de Cauchy.
Une démonstration de ce théorème, reposant sur le théorème du point fixe
de Picard dans un espace de Banach, figure dans [44, 29]. On peut vérifier
grâce aux exemples qui suivent que les hypothèses du Théorème 1 de Cauchy-
Lipchitz sont effectivement nécessaires :
– l’équation d
dt
x =
√|x| admet deux solutions partant de x0 = 0 : x(t) =
0 et x(t) = t2/4 ; on remarque que
√|x| n’est pas Lipchitz en x = 0
bien qu’elle y soit continue. En dehors du point 0, l’unique solution de
l’équation différentielle (voir [9, page 149])est x(0) = l, x(t) = 1
4
(t +
2
√
l)2.
– toute solution de d
dt
x = 1/t n’est pas définie en t = 0 car 1/t n’est pas
localement intégrable autour de 0 alors que d
dt
x = 1/
√|t| admet des
solutions parfaitement définies en 0.
4. + x fixé, chacune de ses composantes est une fonction mesurable du temps dont
l’intégrale de la valeur absolue sur tout intervalle borné est bornée, voir [45].
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Figure 1.2 – Dépendance de la solution d’une équation différentielle par
rapport à sa condition initiale. Trois solutions d’une équation scalaire au
cours du temps. Elles ne peuvent se croiser en vertu de la propriété d’unicité.
Théorème 2 (Dépendance en la condition initiale). Soit Rn ×R ∈ (x, t) 7→
v(x, t) ∈ Rn une fonction continue à dérivées partielles ∂v
∂xi
continues par
rapport à x. Soit x0 ∈ Rn une condition initiale, il existe une unique solution
t 7→ x(t) telle que x(0) = x0. Cette solution, considérée comme une fonc-
tion de la condition initiale x0, admet des différentielles partielles ∂xi(x
0,t)
∂x0j
continues par rapport à x0 et à t.
Ce théorème est démontré dans [30, page 29]. Il est illustré par la Fi-
gure 1.2 où on a représenté trois solutions de la même équation différentielle
scalaire (à second membre C1) obtenues en faisant varier la condition ini-
tiale. On remarque que les courbes ne se croisent pas (cela est interdit par la
propriété d’unicité). Elles semblent s’écarter lorsque t croit.
L’existence pour tout temps t > 0 n’est pas une conséquence du Théo-
rème 1 de Cauchy-Lipchitz. En effet, d
dt
x = x2 vérifie bien toutes ses hypo-
thèses, mais comme la solution qui part de x0 est x(t) = x0
1−tx0 , on voit que,
pour x0 > 0, la solution explose en t = 1/x0. La solution explose en temps
fini.
On peut donner une condition assez générale (mais relativement forte)
pour éviter l’explosion en temps fini. C’est l’objet du lemme suivant.
Lemme 1 (existence globale en temps). En plus des hypothèses du Théo-
rème 1, si on suppose qu’il existe M0(t),M1(t) > 0 fonctions localement in-
tégrables telles que pour tout x ∈ Rn, ‖v(x, t)‖ ≤M0(t) +M1(t)‖x‖, alors la
solution (unique) au problème de Cauchy est définie pour t ∈]−∞,+∞[.
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Noter que ce lemme ne dit pas que les trajectoires restent bornées. A
priori, elles ne le sont pas comme le montre l’exemple d
dt
x = x : elles peuvent
tendre vers l’infini mais en temps infini.
1.1.2 Sensibilité et première variation
Nous nous intéressons à la solution du système
d
dt
x(t) = f(x(t), u(t), p), x(0) = x0
où x ∈ Rn, u ∈ Rm, p ∈ Rr, f est une fonction C1 de x, u et p (n,m, r ∈ N).
On suppose ici que la fonction R 3 t 7→ u(t) ∈ Rm est continue par morceaux.
Ainsi, les hypothèses du théorème 1 sont satisfaites et donc la solution t 7→
x(t) existe pour t autour de 0 et est unique. On regarde sa dépendance à des
petites variations de l’entrée u, du paramètre p ou de sa condition initiale
x0. Nous ne présentons pas de façon rigoureuse les résultats de dérivabilité
de x par rapport à u, p et x0. Ils découlent du théorème 2 et du fait que
f est C1. Nous présentons simplement la façon de calculer directement les
dérivées partielles de x par rapport aux composantes de x0 et p, ainsi que la
différentielle de x par rapport à u.
La méthode est élémentaire : il suffit de différentier les équations. On
note δ l’opération de differentiation. Ainsi les petites variations de u, p et
x0, notées δu, δp et δx0, engendrent des petites variations de x, notées δx.
Il faut bien comprendre que δp et δx0 sont des petits vecteurs de Rr et Rn
alors que δu et δx sont des petites fonctions du temps à valeur dans Rm et
Rn, respectivement. Ainsi δx est solution de l’équation différentielle
d
dt
(δx)(t) =
(
∂f
∂x
)
t
δx+
(
∂f
∂u
)
t
δu(t) +
(
∂f
∂p
)
t
δp
avec comme condition initiale δx(0) = δx0. Les matrices Jacobiennes ∂f
∂x
,
∂f
∂u
et ∂f
∂p
sont évaluées le long de la trajectoire (x(t), u(t), p). C’est pourquoi
nous les notons
(
∂f
∂x
)
t
,
(
∂f
∂u
)
t
et
(
∂f
∂p
)
t
. Ainsi, δx est solution d’une équation
différentielle affine à coefficients dépendant a priori du temps :
d
dt
(δx)(t) = A(t)δx+ b(t), δx(0) = δx0,
où A(t) =
(
∂f
∂x
)
t
et b(t) =
(
∂f
∂u
)
t
δu(t) +
(
∂f
∂p
)
t
δp.
Supposons que l’on souhaite calculer la dérivée partielle de x par rapport
à pk, le k-ième paramètre scalaire (k ∈ {1, . . . , r}). On note W (t) ∈ Rn
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cette dérivée partielle à l’instant t. Le calcul ci-dessus nous dit que W est la
solution du système affine dépendant du temps suivant :
d
dt
W =
(
∂f
∂x
)
t
W +
(
∂f
∂pk
)
t
avec comme condition initiale W (0) = 0. De même, pour la dérivée par-
tielle par rapport à x0k notée V (t) ∈ Rn, on doit résoudre le système linéaire
dépendant du temps
d
dt
V =
(
∂f
∂x
)
t
V
avec comme condition initiale V (0) = (δj,k)1≤j≤n où ici δjk est le symbole de
Kronecker qui vaut 1 si j = k et 0 sinon.
Noter qu’il n’est pas possible de définir la dérivée partielle de x par rap-
port à uk avec un simple vecteur car uk est une fonction de t. On parle alors
de différentielle partielle qui est, à chaque instant, un opérateur linéaire sur
des fonctions, une fonctionnelle linéaire donc.
1.1.3 Stabilité locale autour d’un équilibre
La notion de stabilité s’attache à formaliser l’intuition suivante : un point
d’équilibre sera dit stable si un petit déséquilibre initial n’entraîne que de
petits écarts pour tout temps postérieur ; en bref de petites causes n’ont que
de petites conséquences.
Définition 1 (Stabilité (au sens de Lyapounov) et instabilité). On re-
prend les notations et hypothèses du Théorème 1 de Cauchy Lipchitz. On sup-
pose de plus qu’il existe un point d’équilibre x¯ ∈ Rn caractérisé par v(x¯, t) = 0
pour tout t ∈ R.
L’équilibre x¯ ∈ Rn est dit stable (au sens de Lyapounov) si et seulement
si pour tout  > 0, il existe η > 0 tel que pour toute condition initiale x0
vérifiant ‖x0 − x¯‖ ≤ η, la solution de d
dt
x = v(x, t) issue de x0 à t = 0, est
définie pour tout temps positif et vérifie ‖x(t)− x¯‖ ≤  pour tout temps t ≥ 0.
S’il n’est pas stable, il est dit instable.
Définition 2 (Stabilité asymptotique). Avec les notations de la Défini-
tion 1, l’équilibre x¯ est dit localement asymptotiquement stable si et seule-
ment s’il est stable et si, de plus, il existe η > 0 tel que toutes les solu-
tions x(t) de d
dt
x = v(x, t), partant en t = 0 de conditions initiales x0 telles
que ‖x0 − x¯‖ ≤ η, convergent vers x¯ lorsque t tend vers +∞.
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Figure 1.3 – Stabilité (gauche) et stabilité asymptotique (droite).
Ces notions de stabilité sont illustrées sur la Figure 1.3. Lorsque x¯ est
asymptotiquement stable, on dit souvent que le système oublie sa condition
initiale. En effet, localement, quelle que soit la condition initiale, la trajectoire
converge vers x¯. Lorsque, dans la Définition 2, la condition initiale peut être
librement choisie, on dit que x¯ est globalement asymptotiquement stable.
Exemple 2 (Oscillateur harmonique). Un exemple d’équilibre stable mais
non asymptotiquement stable est celui de l’oscillateur harmonique non amorti
(le paramètre Ω > 0 est la pulsation)
d
dt
x1 = x2,
d
dt
x2 = −Ω2x1 (1.8)
Le rajout d’un amortissement
d
dt
x1 = x2,
d
dt
x2 = −Ω2x1 − 2ξΩ x2 (1.9)
rend alors l’équilibre (0, 0) asymptotiquement stable. Le paramètre sans di-
mension ξ > 0 est le facteur d’amortissement : pour ξ ∈]0, 1[ le retour à
l’équilibre se fait sous la forme d’oscillations amorties ; pour ξ ≥ 1, le retour
à l’équilibre se fait quasiment sans oscillation, i.e., avec un très petit nombre
de changements de signe pour x1 et x2. Comme on le verra en détails dans
la Section 1.2 consacrée aux systèmes linéaires, cela vient du fait bien connu
que les racines s du polynôme caractéristique
s2 + 2ξΩ s+ Ω2 = 0
de l’équation du second ordre
d2
dt2
x1 + 2ξΩ
d
dt
x1 + Ω
2x1 = 0
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Figure 1.4 – Deux configurations possibles d’un avion de combat. Noter
la différence de position relative entre le centre de poussée (P) et le centre
de masse (M) entre les deux configurations. Le système est stable dans la
configuration de droite, et instable dans la configuration de gauche.
qui correspond au système (1.9), sont réelles négatives pour ξ > 1 et com-
plexes conjuguées avec une partie réelle négative si 0 < ξ < 1. Noter enfin
qu’aucun des équilibres du double intégrateur, (1.8) avec Ω = 0, n’est stable.
Exemple 3 (Stabilité des avions). La position relative du centre de masse
et du centre de pression aérodynamique conditionnent la stabilité en boucle
ouverte des avions. Si l’engin est trop stable, il est difficile à manoeuvrer. On
doit alors utiliser des surfaces de contrôle (volets) très étendues pour générer
les forces requises pour les manoeuvres. En régime supersonique, le centre
de pression se décale vers l’arrière de l’appareil. Lors de la conception d’un
appareil de combat, il est souvent préféré de prévoir un centre de poussée à
l’avant du centre de pression lors du régime subsonique, l’avion y est instable
en boucle ouverte (notamment pour le décollage et l’atterrissage), alors qu’en
régime supersonique il est stable car le centre de pression passe à l’arrière.
On se reportera à l’ouvrage [2] pour de très nombreuses explications et déve-
loppements sur ce thème.
Du fait du caractère local de la Définition 2, il est possible, sous certaines
conditions, de déduire la stabilité asymptotique des termes du développement
limité à l’ordre 1 des équations différentielles autour de l’équilibre (le système
linéarisé tangent) 5. Avant d’énoncer un résultat fondamental dans ce cadre
5. Ce calcul à l’ordre 1 est même à l’origine de la théorie des matrices et de l’analyse
spectrale
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(Théorème 10) nous devons d’abord étudier les systèmes linéaires.
1.2 Systèmes dynamiques linéaires
Cette section ne comporte que le strict minimum sur les systèmes li-
néaires. Pour un exposé complet, nous renvoyons à [29]. Considérons le sys-
tème linéaire
d
dt
x(t) = Ax(t) (1.10)
avec x(t) ∈ Rn et A une matrice n×n à coefficients constants. Une des prin-
cipales spécificités des systèmes linéaires est que, par homothétie, les proprié-
tés locales sont également globales. C’est en particulier vrai pour la stabilité
asymptotique qui peut s’établir, comme nous le verrons au Théorème 4, en
étudiant les valeurs propres de A.
1.2.1 L’exponentielle d’une matrice
La matrice dépendant du temps exp(tA) est définie par la série absolu-
ment convergente
exp(tA) =
[
I + tA+
t2
2!
A2 + . . .+
tk
k!
Ak + . . .
]
(1.11)
où I est la matrice identité. On appelle t 7→ exp(tA) l’exponentielle de la
matrice A. Quel que soit x0 ∈ Rn, l’unique solution x(t) du problème de
Cauchy d
dt
x(t) = Ax(t), x(0) = x0 s’exprime sous la forme
x(t) = exp(tA) x0
Proposition 1 (Propriétés de l’exponentielle de matrice). L’exponentielle
de matrice satisfait les propriétés suivantes
exp(tA) exp(τA) = exp((t+ τ)A)
d
dt
(exp(tA)) = exp(tA)A = A exp(tA)
exp(PAP−1) = P exp(A)P−1
exp(A) = limm→+∞
(
I + A
m
)m
det(exp(A)) = exp(tr(A))
où t et τ sont des réels, P est une matrice inversible, “det” désigne le déter-
minant et “tr” désigne la trace.
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1.2.2 Forme de Jordan et calcul de l’exponentielle
Le calcul de l’exponentielle de matrice exp(tA) peut être simplifié en
faisant intervenir une transformation P inversible qui diagonalise A, lorsque
c’est possible, ou qui transforme A en une matrice diagonale par blocs, dite
matrice de Jordan (voir par exemple [29]). Le résultat suivant précise les
notations.
Théorème 3 (Réduction de Jordan). Soit A une matrice n × n dont le
polynôme caractéristique scindé sur C s’écrit sous la forme
det(sI − A) =
q∏
i=1
(s− λi)αi , (λi 6= λj, si i 6= j)
Il existe une matrice inversible T (à coefficients complexes) telle que
A = T−1JT
où
J =

J1 0
J2
. . .
0 Jq
 ,
avec pour i = 1, ..., q,
Ji =

λi vi,1 0 . . . 0
0 λi vi,2
. . . ...
... . . . . . . . . . 0
... . . . λi vi,αi−1
0 . . . . . . 0 λi

où pour tout i, j, vi,j vaut 0 ou 1.
Théorème 4 (CNS de stabilité asymptotique d’un système linéaire sta-
tionnaire). Soit le problème de Cauchy pour le système linéaire stationnaire
d
dt
x = Ax, x(0) = x0 où A est une matrice n × n et x0 ∈ Rn. Ce système
possède la propriété que limt→∞ x(t) = 0 quel que soit x0 (c.-à-d. que le point
d’équilibre 0 est globalement asymptotiquement stable) si et seulement si
toutes les valeurs propres de A ont une partie réelle strictement négative.
Démonstration.
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La condition est nécessaire.
Considérons λ valeur propre de A et v un vecteur propre associé. Il vient,
pour tout i ∈ N, Aiv = λiv. On a alors, pour tout t > 0,
exp(tA)v =
∞∑
i=0
ti
i!
Aiv =
∞∑
i=0
(tλ)iv = exp(λt)v
Donc, pour avoir limt→∞ x(t) = 0 quelle que soit la condition initiale, il
faut que toutes les valeurs propres aient une partie réelle <(λi) strictement
négative.
La condition est suffisante.
Supposons la condition réalisée et notons µ = supi=1,...n<(λi). D’après le
Théorème 3, on peut décomposer A = T−1JT , avec J = D + N où D est
diagonale et N est nilpotente. D’après la Proposition 1, on a
exp(At) = T exp(tJ)T−1
Les matrice D et N commutent. Intéressons nous donc a
exp(tJ) = exp(tD) exp(tN)
Par construction, on a D = diag(λi) où les λi sont les valeurs propres de A.
On obtient directement
exp(tD) =

exp tλ1 0
exp tλ2
. . .
0 exp tλn

Notons ‖M‖ = ∑i=1,...,n,j=1,...,n |mi,j|, pour M = (mi,j) matrice n × n. On
peut clairement établir, pour tout t > 0,
‖exp(tD)‖ =
∑
i=1,...,n
|exp(tλi)| ≤ n exp(µt)
D’autre part, N étant nilpotente, on a, pour tout t > 0,
exp(tN) = I + tN +
t2
2
N2 + ...+
tn−1
(n− 1)!N
n−1
Donc, on peut majorer
exp(tN) ≤ p(t)
par le polynôme p(t) , 1+ t ‖N‖+ t2
2
‖N2‖+ ...+ tn−1
(n−1)! ‖Nn−1‖. Il vient alors
‖exp(tA)‖ = ‖exp(tD) exp(tN)‖ ≤ ‖exp(tD)‖ ‖exp(tN)‖ ≤ np(t) exp(µt)
On en déduit, que limt→∞ ‖exp(tA)‖ = 0, d’où la conclusion.
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Dans le cas où le système linéaire est effectivement (globalement) asymp-
totiquement stable, on a en fait convergence exponentielle vers zéro de toutes
les trajectoires. Le résultat suivant précise ce point, on peut utiliser n’im-
porte quel minorant strict (en valeur absolue) des parties réelles des valeurs
propres comme constante σ dans cet énoncé. On trouvera une démonstration
dans [11].
Proposition 2 (Estimation de la convergence d’un système linéaire). Soit le
problème de Cauchy pour le système linéaire stationnaire d
dt
x = Ax, x(0) =
x0 où A est une matrice n × n et x0 ∈ Rn. Si toutes les valeurs propres de
A sont à partie réelle strictement négative, alors il existe K > 0 et σ > 0 tel
que, pour tout t ≥ 0
‖exp(tA)‖ ≤ K exp (−σt)
et donc
‖x(t)‖ ≤ K ∥∥x0∥∥ exp (−σt)
Théorème 5 (CNS de stabilité d’un système linéaire stationnaire). Le point
d’équilibre x = 0 du système linéaire d
dt
x = Ax est stable si et seulement si
toutes les valeurs propres de A ont une partie réelle négative ou nulle et si
toute valeur propre ayant une partie réelle nulle et une multiplicité supérieure
ou égale à 2 correspond à un bloc de Jordan d’ordre 1.
L’idée de la démonstration du Théorème 5 repose sur le calcul de l’expo-
nentielle d’une matrice de Jordan d’ordre supérieur à 1. Considérons le cas
le plus simple où on a un bloc de Jordan de taille p et d’ordre p
Jp =

λ 1 0
. . . . . .
. . . 1
0 λ

Dans ce cas, l’exponentielle de matrice exp(tJp) vaut
exp(tJp) = exp(λt)

1 t . . . t
p−1
(p−1)!
0
. . . . . . ...
... . . . t
0 . . . 0 1

Les termes polynomiaux n’apparaissent que dans ce cas. Dans le cas d’une
valeur propre à partie réelle nulle, le terme exponentiel ne procure pas d’amor-
tissement et par conséquent, ne domine pas les termes polynomiaux. Ensuite,
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par les formules de changement de base, on en retrouvera des combinaisons
linéaires dans les coordonnées d’origine, prouvant ainsi que les composantes
de l’exponentielle de la matrice sont non bornées lorsque t croit. On en déduit
l’instabilité du système. Une démonstration détaillée se trouve dans [11]. Une
interprétation de ce résultat est que la forme de Jordan d’ordre supérieur à 1
met en évidence un couplage entre les états, qui résultent en une instabilité.
Exemple 4. Considérons une matrice A ayant toutes ses valeurs propres à
partie réelle ou nulle. Si les valeurs propres à partie réelle nulle sont toutes
simples, le système est stable. Le fait que λ valeur propre de A à partie réelle
nulle et de multiplicité m corresponde à un bloc de Jordan de taille 1 est
équivalent à la condition rang(λI−A) = n−m. On vérifiera ainsi simplement
que la matrice A1 correspond à un système stable alors que la matrice A2
correspond à un système instable, avec
A1 =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 , A2 =

0 1 0 0
−1 0 1 0
0 0 0 1
0 0 −1 0

1.2.3 Portraits de phases des systèmes linéaires
Nous allons considérer maintenant les cas les plus intéressants, principale-
ment les cas génériques (i.e. invariants par légères modifications des éléments
de la matrice A), qu’on peut rencontrer en dimensions n = 2 et n = 3.
Dimension n = 2
Les principaux cas sont illustrés sur les Figures 1.5, et 1.6. On a noté
λ1 et λ2 les valeurs propres de A (distinctes ou non, réelles ou complexes
conjuguées), ξ1 et ξ2 sont les vecteurs propres réels associés quand ils existent.
On appelle ici plan de phases l’espace Rn correspondant à l’état x. Pour
chaque cas, on a représenté l’emplacement des valeurs propres de A dans le
plan complexe, et l’allure générale des trajectoires (notée portrait de phases)
du système d
dt
x = Ax. Cette forme générale, comme on l’a vu, ne dépend par
de la condition initiale.
Dimension n = 3
La Figure 1.7, montre sur un exemple comment, à partir des portraits de
phases en dimension 2, on construit, dans les cas génériques, le portrait de
phases en dimension 3 : il suffit de décomposer R3 en somme d’espaces propres
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Figure 1.5 – Portraits de phases plans et linéaires lorsque les valeurs propres
de A, λ1 et λ2, ont une partie imaginaire non nulle.
Figure 1.6 – Portraits de phases plans et linéaires, d
dt
x = Ax, lorsque les
valeurs propres de A, λ1 et λ2, sont réelles (ξ1 et ξ2 vecteurs propres de A,
lorsqu’ils existent).
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valeurs propres trajectoire
Figure 1.7 – Exemple de portrait de phases d’un système linéaire de dimen-
sion 3 en fonction des valeurs propres de A.
invariants de dimension 1 ou 2. On a convergence suivant une direction et
enroulement avec convergence (typique d’un foyer stable) suivant deux autres
directions.
1.2.4 Polynôme caractéristique
Les valeurs propres de A (son spectre) correspondent aux racines de son
polynôme caractéristique 6 P (s)
P (s) = det(sI − A) = sn −
n−1∑
ν=0
σνs
ν = 0
À partir des coefficients de la matrice A les coefficients σν de ce poly-
nôme P (s) se calculent simplement.
Exemple 5 (Forme canonique d’un système linéaire). Soit t 7→ y(t) ∈ R
solution de
y(n) = σ0y + σ1y
(1) + . . .+ σn−1y(n−1)
où les σi sont des scalaires et où la ν-ième dérivée de y par rapport au temps
est notée y(ν).
En posant x = (y, y(1), . . . , y(n−1))T vecteur de Rn, cette équation scalaire
d’ordre n devient un système du premier ordre de dimension n, d
dt
x = Ax,
6. Ce dernier est obtenu en remplaçant dans ddtx = Ax, l’opérateur
d
dt par s la variable
de Laplace et en cherchant les conditions sur s ∈ C pour le système linéaire de n équations
à n inconnues sx = Ax admette des solutions x non triviales. Ce qui équivaut à dire que
la matrice sI −A n’est pas inversible, c’est à dire que son déterminant P (s), un polynôme
de degré n, est nul
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avec pour A la matrice suivante
A =

0 1 0 . . . . . . 0
0 0 1 0 . . . 0
... . . . . . . . . . . . .
...
0 . . .
. . . 0 1 0
0 . . . . . . . . . 0 1
σ0 . . . . . . . . . σn−2 σn−1

Puisque la matrice A a une forme compagne (aussi appelée forme canonique),
son polynôme caractéristique P (s) s’obtient très simplement en partant di-
rectement de la forme scalaire d’ordre n. Il suffit de remplacer d
dt
par s
sny = σ0y + σ1sy + . . .+ σn−1sn−1y
La condition pour que cette équation linéaire en y ait des solutions non nulles
donne P (s)
P (s) = sn − σ0 − σ1s− . . .− σn−1sn−1 = 0
On dit que la matrice A est Hurwitz (stable), lorsque toutes ses valeurs
propres sont à partie réelle strictement négative, i.e., les zéros du polynôme
P (s) sont dans le demi-plan <(s) < 0. D’après le Théorème 4, le point
d’équilibre 0 est asymptotiquement stable sous cette hypothèse. On dit alors
que P (s) est un polynôme Hurwitz (stable).
Définition 3 (Polynôme Hurwitz). Un polynôme à coefficients réels dont
toutes les racines résident dans le demi plan complexe ouvert gauche (i.e.
sont à partie réelle strictement négative) est un polynôme Hurwitz.
Les polynômes Hurwitz sont caractérisés par la condition nécessaire et
suffisante détaillée dans le théorème suivant.
Théorème 6 (Hermite-Biehler). Soit P (s) = a0+a1s+...+ansn un polynôme
de degré n à coefficients réels. On définit Pp(s2) et sPi(s2) les parties paires
et impaires de P (s), si bien que P (s) = Pp(s2) + sPi(s2). Ce polynôme est
Hurwitz si et seulement si
1. tous les zéros de w 7→ Pp(−w2) et de w 7→ Pi(−w2) sont réels et dis-
tincts
2. an et an−1 sont de même signe
3. les racines positives rangées en ordre croissant de w 7→ Pi(−w2) (no-
tées wi1,...) et les racines positives rangées en ordre croissant de s 7→
Pp(−w2) (notées wp1,...) satisfont la propriété d’entrelacement
0 < wp1 < we1 < wp2 < we2 < ...
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Exemple 6. Considérons le polynôme P (s) = 36 + 34s + 61s2 + 36s3 +
29s4 + 11s5 + 4s6 + s7. On a alors Pp(s2) = 36 + 61s2 + 29s4 + 4s6 et Pi(s2) =
34 + 36s2 + 11s4 + s6. Les racines positives rangées en ordre croissant des
polynômes
w 7→ Pp(−w2) = 36− 61w2 + 29w4 − 4w6
et
w 7→ Pi(−w2) = 34− 36w2 + 11w4 − w6
sont [1 3/2 2] et ≈ [1.2873 1.8786 2.4111]. Elles satisfont bien la pro-
priété d’entrelacement. Tous les zéros de w 7→ Pp(−w2) et de w 7→ Pi(−w2)
sont réels et distincts. Enfin, les coefficients an = 1 et an−1 = 4 sont de
même signe. Le polynôme P (s) est donc Hurwitz comme on peut aisément le
vérifier numériquement.
De manière générale, ce n’est pas en calculant les racines du polynôme
caractéristique qu’on peut vérifier que les parties réelles des valeurs propres
sont négatives, mais en analysant ses coefficients. C’est l’objet du critère de
Routh explicité dans le Théorème 7. On sait d’ailleurs depuis Galois, qu’il
n’existe pas de formule générale utilisant des radicaux donnant les racines
d’un polynôme à partir de ses coefficients pour un degré n ≥ 5.
Théorème 7 (Critère de Routh). Soit P (s) = a0 + a1s + ... + ansn un
polynôme de degré n à coefficients réels. On définit la table de Routh à partir
de ces deux premières lignes comme suit
sn an an−2 an−4 ...
sn−1 an−1 an−3 an−5
sn−2 bn−1 bn−3 bn−5
sn−3 cn−1 cn−3 cn−5
. . . .
. . . .
. . . .
s0 gn−1 . .
où
bn−1 = − 1
an−1
∣∣∣∣ an an−2an−1 an−3
∣∣∣∣ , bn−3 = − 1an−1
∣∣∣∣ an an−4an−1 an−5
∣∣∣∣ , ...
cn−1 = − 1
bn−1
∣∣∣∣ an−1 an−3bn−1 bn−3
∣∣∣∣ ...
Le nombre de racines de P (s) ayant une partie réelle positive est égal au
nombre de changements de signe dans la première colonne de la table de
Routh. Le polynôme P (s) est Hurwitz si et seulement si il n’y a pas de chan-
gement de signe dans la première colonne de la table de Routh.
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On trouvera dans [20, 21] la démonstration de ce résultat. Pour les sys-
tèmes d’ordres 2 et 3, d
dt
x = Ax de polynôme caractéristique P (s) = det(sI−
A), on en déduit les conditions suivantes de stabilité asymptotique :
– pour n = 2 et P (s) = s2 − σ1s− σ0,
σ0 = − det(A) < 0 et σ1 = tr(A) < 0. (1.12)
– pour n = 3 et P (s) = s3 − σ2s2 − σ1s− σ0,
σ0 < 0, σ1 < 0, σ2 < 0 et − σ0 < σ1σ2. (1.13)
1.2.5 Systèmes linéaires instationnaires
La solution générale du système linéaire stationnaire avec terme de for-
çage b(t)
d
dt
x = Ax+ b(t), x ∈ Rn, b(t) ∈ Rn
s’écrit
x(t) = exp(tA)x(0) +
∫ t
0
exp ((t− τ)A) b(τ) dτ
Si A dépend du temps t (cas instationnaire), on n’obtient pas, contrairement
à ce qu’on pourrait croire, une formule correcte en remplaçant tA et (t− τ)A
par les intégrales
∫ t
0
A et
∫ t
τ
A, respectivement. La raison fondamentale est que
le produit de deux matrices n’est pas commutatif en général et donc que l’on
n’a pas l’identité pourtant fort séduisante suivante : d
dt
[
exp
(∫ t
0
A(τ) dτ
)]
=
A(t) exp
(∫ t
0
A(τ) dτ
)
. C’est cependant vrai si A(t1) et A(t2) commutent,
c.-à-d. A(t1)A(t2) = A(t2)A(t1) pour tout couple (t1, t2).
Ainsi cette quadrature instationnaire, fausse en générale pour n > 1, n’est
valide qu’essentiellement en dimension 1 (où la commutation est trivialement
vraie) : la solution générale de l’équation scalaire affine à coefficients variables
d
dt
x = a(t)x+ b(t), x ∈ R
est
x(t) = exp
(∫ t
0
a(τ) dτ
)
x(0) +
∫ t
0
exp
(∫ t
τ
a(ζ) dζ
)
b(τ) dτ
À partir de la dimension 2, on ne dispose plus de formules explicites et
générales pour calculer la solution de d
dt
x = A(t)x + b(t), même si b(t) = 0.
Un exemple est l’équation d’Airy [1] : d2
dt2
x = (a + bt)x qui n’admet pas
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de quadrature simple avec des fonctions usuelles (exponentielle, logarithme,
...) et qui définit les fonctions d’Airy, une classe particulière de fonctions
spéciales 7.
Il est faux en général de dire que, si à chaque instant t, A(t) a ses valeurs
propres à partie réelle strictement négative, alors les solutions de d
dt
x = A(t)x
convergent vers 0. Un contre-exemple suffit à s’en convaincre. Considérons
A(t) =
( −1 + 1.5 cos2 t 1− 1.5 sin t cos t
−1− 1.5 sin t cos t −1 + 1.5 sin2 t
)
Pour tout t, les valeurs propres de A(t) sont −0.25±0.25√7i. Or, le système
d
dt
x(t) = A(t)x(t) a pour solution
x(t) =
(
e0.5t cos t e−t sin t
−e0.5t sin t e−t cos t
)
x0
qui, pour des conditions initiales x0 aussi proches de 0 qu’on le souhaite,
diverge lorsque t → +∞. Un autre exemple, encore plus simple est fourni
par la matrice
A(t) =
(
0 1
−(1 + k(t)) −0.2
)
correspondant à un système masse-ressort dont le ressort a une raideur va-
riable dans le temps. Si on choisit k(t) = cos(2t)/2, le système devient in-
stable, alors que pour tout temps t fixé, la matrice correspond à un système
exponentiellement stable. Une explication intuitive est que si le ressort est
raide à la contraction et mou à la dilatation, les déplacements de la masse
croissent au lieu de se réduire (voir [54]).
En conclusion, on ne dispose pas de méthode générale pour caractériser, à
partir des formules donnant A(t), la stabilité du système différentiel linéaire
à coefficients dépendant du temps d
dt
x = A(t)x, sauf lorsque dim(x) = 1, bien
sûr.
1.2.6 Compléments : matrices symétriques et équation
de Lyapounov
On donne ici deux résultats utiles qui permettent de caractériser les ma-
trices constantes ayant un polynôme caractéristique Hurwitz.
7. En fait l’immense majorité les fonctions spéciales (fonctions de Bessel, de Jacobi
voir [6]) sont solutions d’équations différentielles du second ordre à coefficients polynô-
miaux en t : elles correspondent donc à des matrices carrées A(t) de dimension 2 dont les
coefficients sont simplement des polynômes en t.
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Théorème 8 (Sylvester). Une matrice symétrique deMn(R) est définie po-
sitive si et seulement si tous ses mineurs principaux sont strictement positifs.
Le théorème suivant est souvent utilisé pour construire une fonction de
Lyapounov V (définition B) d’un système linéaire asymptotiquement stable
(P sert pour exhiber V (x) = xTPx)
Théorème 9 (Équation de Lyapounov). Soit A une matrice et Q une ma-
trice symétrique définie positive. Si A est Hurwitz (stable), alors il existe
une matrice symétrique définie positive P solution de l’équation suivante,
équation dite de Lyapounov
ATP + PA = −Q (1.14)
Réciproquement, s’il existe des matrices symétrique définies positives P et Q
telles que (1.14) est vérifiée, alors A est Hurwitz (stable).
1.3 Stabilité des systèmes non linéaires
1.3.1 Étude au premier ordre
Les notions de stabilité de la Section 1.1.3 sont, dans le cadre non li-
néaire, locales. Autour d’un point d’équilibre, les équations non linéaires de
la dynamique sont proches de leur développement limité. Il est naturel de
se demander quelle information peut être déduite d’un tel développement au
premier ordre.
Comme nous l’avons évoqué à la Section 1.1, un système non linéaire peut
avoir plusieurs points d’équilibre isolés. Autour de chacun de ces équilibres,
les équations peuvent admettre des systèmes linéarisés tangents très diffé-
rents et donc localement des propriétés différentes. On pourra se reporter à
l’exemple suivant.
Exemple 7. Le système suivant
d
dt
x1 = −a1x1 − x2x1 + a2
d
dt
x2 = −x2 + x21
possède, suivant les valeurs des paramètres a1, a2, un portrait de phase très
intéressant. Il est étudié en détail dans [47]. Il s’agit en fait d’un simple sys-
tème linéaire d
dt
x = −a1x+u+a2 où on choisit une commande proportionnelle
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Figure 1.8 – Portrait de phase d’un système avec deux foyers stables, un
point selle et un cycle limite instable.
u = −kx dont le gain k varie (de manière adaptative 8) selon l’équation dif-
férentielle d
dt
k = −k + x2. L’idée est que tant que le x n’a pas convergé vers
zéro, le gain k augmente de telle sorte que la commande entraîne effective-
ment le système vers zéro. La convergence espérée de x étant exponentielle,
la croissance de k devrait être limitée. On peut montrer que ce n’est pas le cas
si le paramètre a2 6= 0. On a représenté sur la Figure 1.8, le portrait de phase
du système pour a1 = −3 , a2 = 1.1. Comme cela est montré dans [47], pour
ces valeurs, le système possède deux foyers stables, un cycle limite instable et
un point selle. Lorsque le système converge, ce n’est pas vers zéro.
D’après le théorème suivant, il est possible de déduire la stabilité asympto-
tique locale d’un point d’équilibre hyperbolique d’après son linéarisé tangent.
Définition 4 (Point d’équilibre hyperbolique). Un point d’équilibre x¯ de
l’équation d
dt
x = v(x) est dit hyperbolique si les valeurs propres de la matrice
Jacobienne
∂v
∂x
(x¯) =
(
∂vi
∂xj
)
1≤i,j≤n
sont toutes à partie réelle non nulle.
Théorème 10 (Stabilité asymptotique locale d’un point d’équilibre hyper-
bolique (première méthode de Lyapounov)). Soit Rn 3 x 7→ v(x) ∈ Rn
8. La commande adaptative est un domaine scientifique riche de l’automatique. On
pourra se référer à [4].
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continûment dérivable par rapport à x et x¯ ∈ Rn tel que v(x¯) = 0. Le point
d’équilibre x¯ de
d
dt
x = v(x)
est localement asymptotiquement stable (c.f. Définition 1) si les valeurs
propres de la matrice Jacobienne
∂v
∂x
(x¯) =
(
∂vi
∂xj
)
1≤i,j≤n
sont toutes à partie réelle strictement négative. Le point d’équilibre x¯ est
instable au sens de Lyapounov si au moins l’une des valeurs propres de la
matrice Jacobienne ∂v
∂x
(x¯) est à partie réelle strictement positive.
Il est important de bien comprendre ce résultat. On commence par écrire
un développement limité autour de x¯
d
dt
x =
d
dt
(x− x¯) = v(x) = v(x¯) + ∂v
∂x
(x¯)(x− x¯) + (x− x¯)
où (x− x¯) rassemble les termes d’ordres supérieurs. On ne considère que les
termes d’ordre 1 en ξ = x− x¯ pour en déduire le système différentiel linéaire
à coefficients constants (A ne dépend pas du temps) suivant
d
dt
ξ = Aξ
avec ξ(t) ∈ Rn et A = ∂v
∂x
(x¯) la matrice Jacobienne de v en x¯. On sait,
d’après le Théorème 4, que toutes ses solutions convergent vers 0 lorsque
les valeurs propres de A sont toutes à partie réelle strictement négative. Le
Théorème 10 énonce que, si le système linéaire du premier ordre est asymp-
totiquement stable, alors les termes d’ordre supérieur ne peuvent pas être
déstabilisateurs pour des conditions initiales proches de l’équilibre. La preuve
de ce résultat est reproduite un peu plus loin. Elle utilise la seconde méthode
de Lyapounov, un autre outil pour montrer la stabilité d’un point d’équilibre
qui s’inspire la notion d’énergie et de dissipation. Nous développons cette
méthode maintenant.
1.3.2 Fonctions de Lyapounov
À titre d’introduction, reprenons l’exemple 2 de l’oscillateur harmonique
amorti et considérons la fonction
V (x1, x2) =
Ω2
2
(x1)
2 +
1
2
(x2)
2
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qui n’est autre que son énergie totale. Un calcul simple montre que pour
t 7→ (x1(t), x2(t)) solution de (1.9), on a
d
dt
(V (x1(t), x2(t))) =
∂V
∂x1
d
dt
x1 +
∂V
∂x2
d
dt
x2
Or d
dt
x1 = x2 et ddtx2 = −2ξΩx2 − Ω2x1. Donc
d
dt
V = −2ξΩ(x2)2 ≤ 0
Ainsi, t 7→ V (x1(t), x2(t)) est une fonction décroissante, comme elle est po-
sitive, elle converge vers une valeur positive. Il est intuitif de penser que
d
dt
V converge vers 0 et donc que x2 converge vers 0. Mais si x2 converge
vers 0, il est aussi intuitif de penser que sa dérivée converge aussi vers 0.
Or, d
dt
x2 = −2ξΩx2 − Ω2x1 et donc x1 tend vers 0 aussi. Le raisonnement
ci-dessus n’est pas très rigoureux mais il est correct car on a affaire à des
fonctions du temps V, x1, x2, .... uniformément continues, c.-à-d. dont le mo-
dule de continuité en t ne dépend pas de t 9 Cette continuité uniforme vient
du fait que, comme V est décroissante le long des trajectoires et que V est
infini quand x1 ou x2 tend vers l’infini, les trajectoires sont nécessairement
bornées et donc sont des fonctions uniformément continues du temps. En
effet, leurs dérivées en temps sont uniformément bornées. Or, un lemme clas-
sique d’analyse (lemme de Barbalat) dit que, si l’intégrale
∫ t
0
h(s)ds d’une
fonction uniformément continue h de [0,+∞[ dans R est convergente pour t
tendant vers l’infini, alors cette fonction h admet 0 comme limite en t = +∞.
Comme V (t) − V (0) = ∫ t
0
d
dt
V on sait que d
dt
V converge vers 0 et comme
d
dt
V (t) − d
dt
V (0) =
∫ t
0
d2
dt2
V , d2
dt2
V converge aussi vers 0. Ce qui nous donne
que x2 et x1 convergent vers 0. En fait, nous aurions pu faire le raisonne-
ment à l’identique pour un système général pour peu que nous disposions
d’une fonction V , infinie à l’infini (on dira non bornée radialement), bornée
inférieurement et décroissante le long de toute trajectoire.
Il est remarquable que dans ces calculs nous n’ayons jamais eu besoin
d’expliciter la loi horaire des trajectoires t 7→ x1(t) et t 7→ x2(t). C’est la
force des fonctions V dites de Lyapounov : elles fournissent des informa-
tions précieuses sur les solutions d’équations différentielles sans requérir la
connaissance précise des lois horaires.
Un lecteur ayant compris ce qui précède n’aura pas de difficulté à mon-
trer le résultat suivant. Des variantes de ce théorème sont données dans
l’Annexe B.
9. Une fonction R 3 t 7→ h(t) ∈ Rn est dite uniformément continue si pour tout  > 0,
il existe η > 0 indépendant de t, tel que ‖h(t+ )− h(t)‖ ≤ η pour tout t ∈ R.
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Théorème 11 (Invariance de LaSalle). Soit Ω ⊂ Rn un ouvert non vide.
Ω 3 x 7→ v(x) ∈ Rn une fonction continûment dérivable de x. Soit Ω 3 x 7→
V (x) ∈ R une fonction réelle continûment dérivable de x . On suppose
1. qu’il existe c ∈ R tel que le sous-ensemble Vc = {x ∈ Ω | V (x) ≤ c} de
Rn soit un compact (fermé borné dans Rn) non vide.
2. que V décroît le long des trajectoires de d
dt
x = v(x), c.-à-d. , pour tout
x ∈ Vc,
d
dt
V (x) = ∇V (x) · v(x) =
n∑
i=1
∂V
∂xi
(x) vi(x) ≤ 0
Alors, pour toute condition initiale x0 ∈ Vc, la solution de ddtx = v(x) reste
dans Vc, est définie pour tout temps t > 0 (pas d’explosion en temps fini) et
converge vers le plus grand sous-ensemble invariant inclus dans{
x ∈ Vc | d
dt
V (x) = 0
}
.
Une fonction V de l’espace d’état à valeur réelle qui décroît le longs de
toutes les trajectoires, i.e., telle que d
dt
V ≤ 0 est dite fonction de Lyapounov.
Un ensemble E ⊂ Rn est dit invariant si, et seulement si, les solutions de
d
dt
x = v(x) dont les conditions initiales appartiennent à E , restent dans E
pour les temps t où elles sont définies. Ainsi, l’ensemble invariant dont il est
question dans le théorème 11 est caractérisé par le système sur-déterminé de
n+ 1 équations
d
dt
ξ1 = v1(ξ)
...
d
dt
ξn = vn(ξ)
n∑
i=1
∂V
∂xi
(ξ) vi(ξ) = 0
et n inconnues (ξ1(t), . . . , ξn(t)) ∈ Vc qui sont des fonctions continûment déri-
vables de t. Pour résoudre ce système, i.e., obtenir les équations de l’ensemble
invariant de LaSalle, il suffit de dériver un certain nombre de fois la dernière
équation et de remplacer, à chaque nouvelle dérivation en temps, les d
dt
ξi par
vi(ξ). On obtient ainsi une famille d’équations portant uniquement sur ξ qui
caractérise cet ensemble limite qui attire les trajectoires initialisées dans Vc :
c’est un attracteur .
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Dans le cas où x¯ ∈ Vc est un point d’équilibre, v(x¯) = 0, il est clair
que ξ(t) = x¯ est une solution du système sur-déterminé précédent et donc x¯
appartient à cet ensemble limite. Si, maintenant, x¯ est l’unique solution de
ce système sur-déterminé, alors on est sûr que les trajectoires du système qui
démarrent dans Vc convergent toutes vers x¯.
Si maintenant, on suppose dans le théorème 11 que le paramètre c ∈ R
peut être choisi aussi grand que l’on veut, alors d’une part, V tend vers
+∞ quand ‖x‖ tend vers l’infini c.-à-d. que V est non bornée radialement
et, d’autre part, toute trajectoire x(t) est bornée pour les temps t > 0 car
contenue dans Vc avec c = V (x(0)). Enfin, si on suppose en plus que le
point d’équilibre x¯ est l’unique solution ξ = x¯ du système sur-déterminé ci-
dessus, alors toutes les trajectoires convergent vers l’équilibre x¯ qui est dit
globalement asymptotiquement stable.
Exemple 8. Considérons un système scalaire, dim(x) = 1, de la forme
d
dt
x = v(x(t))
où v (fonction Lipschitz) satisfait les deux propriétés suivantes :
1. pour tout x 6= 0 on a xv(x) < 0
2.
∫ +∞
0
v(x)dx = −∞, et ∫ 0−∞ v(x)dx = +∞
La forme générale de v est donnée sur la Figure 1.9. Une fonction candidate
à être de Lyapounov est
V (x) = −
∫ x
0
v(τ)dτ
Par construction, d’après le point 1, V est continue et possède une dérivée
continue. On a
d
dt
V (x) = −v(x)2
Donc, pour tout x, d
dt
V (x) ≤ 0. Enfin, d’après le point 2, V (x)→ +∞ lorsque
|x| → +∞. D’après le Théorème 11, on peut prendre pour c n’importe quelle
valeur positive. Comme d
dt
V = 0 implique x = 0, on en déduit que 0 est
globalement asymptotiquement stable. À titre d’exemple, on obtient, par ce
raisonnement, la stabilité asymptotique de l’origine pour le système
d
dt
x = x− sinhx
alors qu’en considérant le linéarisé tangent autour de 0, on ne peut pas
conclure (le point d’équilibre 0 n’étant pas hyperbolique).
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Figure 1.9 – Forme générale de la fonction v.
Montrons en quoi la preuve du Théorème 10 repose sur le Théorème 11
d’invariance de LaSalle. Avec les notations du Théorème 10, considérons un
point d’équilibre x¯. On suppose que les valeurs propres du linéaire tangent,
c.-à-d. les valeurs propres de la matrice Jacobienne A =
(
∂vi
∂xj
(x¯)
)
1≤i,j,≤n
sont
toutes à partie réelle strictement négative. Il nous faut construire une fonc-
tion de Lyapounov V autour de x¯. On sait que exp(tA) est une matrice qui
converge exponentiellement vers 0 quand t tend vers +∞ (voir Proposition 2).
On pose
P =
∫ +∞
0
exp(sAT ) exp(sA) ds
où AT est la transposée de A. Par cette construction, P est une matrice
symétrique définie positive. On pose
V (x) = (x− x¯)TP (x− x¯).
Ainsi on a
V (x) =
∫ +∞
0
[exp(sA)(x− x¯)]T exp(sA)(x− x¯) ds
On a en dérivant par rapport au temps sous le signe somme
d
dt
V (x) =∫ +∞
0
(
[exp(sA)(x− x¯)]T exp(sA)v(x) + [exp(sA)v(x)]T exp(sA)(x− x¯)
)
ds
car d
dt
x = v(x). Comme v(x) = A(x− x¯) + o(‖x− x¯‖), on a
d
dt
V (x) =
∫ +∞
0
[exp(sA)(x− x¯)]T exp(sA)A(x− x¯) ds
+
∫ +∞
0
[exp(sA)A(x− x¯)]T exp(sA)(x− x¯) ds+ o(‖x− x¯‖2)
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Ainsi,
d
dt
V (x) = (x− x¯)TQ(x− x¯) + o(‖x− x¯‖2)
avec la matrice symétrique Q, définie par l’intégrale
Q =
∫ +∞
0
(
[exp(sA)A]T exp(sA) + [exp(sA)]T exp(sA)A
)
ds
Comme d
ds
exp(sA) = exp(sA)A (voir Proposition 1), on a
d
ds
[
(exp(sA))T exp(sA)
]
= [exp(sA)A]T exp(sA) + [exp(sA)]T exp(sA)A
et donc l’intégrale définissant Q se calcule explicitement, pour donner sim-
plement
Q =
[
(exp(sA))T exp(sA)
]s=+∞
s=0
= −I
où I est la matrice identité de taille n. Ainsi, on a
d
dt
V (x) = −‖x− x¯‖2 + o(‖x− x¯‖2)
Donc d
dt
V ≤ 0 pour x assez proche de x¯ et ne s’annule qu’en x = x¯. Le
Théorème 11 avec c > 0 assez petit permet alors de conclure : le point
d’équilibre x¯ est localement asymptotiquement stable.
Ainsi, lorsque les valeurs propres au point d’équilibre x¯ de d
dt
x = v(x)
sont toutes à partie réelle négative, des petits écarts à l’équilibre sont natu-
rellement amortis : le système oublie sa condition initiale et converge vers x¯.
Le système n’est que transitoirement affecté pas une petite perturbation de
conditions initiales.
1.3.3 Robustesse paramétrique
Imaginons que les équations dépendent en fait de paramètres notés p =
(p1, . . . , pr) ∈ Rr plus ou moins bien connus : ddtx = v(x, p), avec v fonction
continûment dérivable par rapport à x et p. On suppose que, pour une valeur
nominale du paramètre p¯, le système admet un point d’équilibre x¯, v(x¯, p¯) = 0
et que les valeurs propres du système linéarisé tangent en ce point x¯ sont
toutes à partie réelle strictement négative. Qu’en est-il des systèmes voisins
obtenus pour des valeurs de p proche de p¯ ? En fait, pour p proche de p¯, d
dt
x =
v(x, p) admet aussi un point d’équilibre φ(p) qui dépend continûment de p,
v(φ(p), p), φ(p¯) = x¯. De plus, les valeurs propres en φ(p) sont toutes à partie
réelle strictement négative. Ainsi, qualitativement, le système ne change pas
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de comportement lorsqu’on bouge un peu les paramètres : localement autour
de x¯, les trajectoires convergent vers un point d’équilibre unique qui reste
proche de x¯. La situation est dite robuste au sens où elle ne change que très
peu lorsque l’on bouge un peu la condition initiale et les paramètres.
L’existence de φ(p) résulte en fait du théorème des fonctions implicites.
Le point d’équilibre est défini implicitement par v(x, p) = 0 ; pour p = p¯ on
a une solution x¯ ; pour cette solution x¯, la matrice Jacobienne ∂vi
∂xj
(x¯, p¯) est
inversible (pas de valeur propre nulle puisqu’elles sont toutes par hypothèse
à partie réelle strictement négative) ; v dépend continûment de p. Le fait que
les valeurs propres en φ(p) restent à partie réelle strictement négative, vient
du fait que les valeurs propres d’une matrice dépendent de façon continue de
ses coefficients 10.
1.3.4 Compléments : caractère intrinsèque des valeurs
propres du système linéarisé tangent
Les valeurs propres du linéaire tangent associé à un équilibre sont des
nombres intrinsèques, i.e. ils ne dépendent pas des systèmes de coordonnées x.
Lorsque qu’on pose d
dt
x = v(x), on considère un jeu particulier de variables
pour écrire les équations du système. Ici, on a choisi, pour représenter notre
système les variables (x1, . . . , xn) ∈ Rn. Ce choix est clairement arbitraire :
on pourrait tout aussi bien prendre d’autres variables, par exemple les va-
riables z = (z1, . . . , zn) définies par une correspondance bi-univoque avec les
variables x : z = ψ(x) et x = χ(z) où les fonctions ψ et χ sont des appli-
cations inverses l’une de l’autre. Par exemple, pour repérer un point dans la
plan on doit définir un jeu de deux nombres. On peut prendre les coordon-
nées cartésiennes avec l’abscisse et l’ordonnée mais on peut aussi prendre les
coordonnées polaires avec un angle et la distance à l’origine. Il est évident
que les résultats de nature qualitative ne doivent pas dépendre du choix des
variables. C’est bien le cas de la propriété de stabilité.
Si dans les variables x, la dynamique s’écrit d
dt
x = v(x) et qu’elle admet
un point d’équilibre x¯ asymptotiquement stable, alors dans les variables z,
les équations vont bien-sûr changer, mais le point d’équilibre x¯ aura son
correspondant z¯ via les transformations inversibles ψ et χ, et z¯ sera bien-
sûr lui aussi asymptotiquement stable. Supposons les transformations ψ et
φ régulières (difféomorphismes continûment dérivables). Alors, les équations
dans les variables z se déduisent de celles dans les variables x par un simple
10. On n’a pas en général de dépendance plus régulière que C0 : prendre par exemple(
0 1
p 0
)
avec p proche de 0 ; les valeurs propres sont ±√p.
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calcul de fonctions composées
d
dt
x =
d
dt
χ(z) =
(
∂χ
∂z
)
d
dt
z = v(χ(z))
Ainsi,
d
dt
z = w(z) =
[
∂χ
∂z
]−1
v(χ(z))
Comme v(x¯) = 0, w(z¯) = 0. Un calcul montre alors que la matrice Jacobienne
de v en x¯ est semblable à celle de w en z¯
∂χ
∂z
(z¯)
∂w
∂z
(z¯) =
∂v
∂x
(x¯)
∂χ
∂z
(z¯)
car ∂χ
∂z
(z¯) est une matrice inversible. Il suffit de dériver par rapport à z la
relation
∂χ
∂z
(z) w(z) = v(χ(z))
et de remarquer, puisque w(z¯) = 0, qu’il n’est pas utile de calculer la dérivée
seconde ∂
2χ
∂z2
car elle est en facteur de w(z¯). Ainsi les valeurs propres obtenues
avec les variables x sont les mêmes que celles obtenues avec les variables z.
Le spectre de la matrice du linéaire tangent autour d’un point d’équilibre
est indépendant du choix des variables que l’on choisit pour faire les calculs.
Ces valeurs propres ont pour unité l’inverse d’un temps : ce sont des indica-
teurs intrinsèques caractérisant les échelles du système. On les appelle aussi
exposants caractéristiques.
1.3.5 Compléments : les systèmes dynamiques dans le
plan
Dans bien des cas pratiques, on se trouve confronté à des systèmes de
dimension 2. Il est notable que, dans ces cas, on peut établir un certain
nombre de résultats théoriques très informatifs. Nous les présentons dans ce
qui suit.
Théorème 12 (Poincaré). Le système autonome plan d
dt
x = v(x) avec x ∈
R2, ne peut admettre que quelques types de régimes asymptotiques possibles.
Étant donnée une condition initiale x0 ∈ R2, considérons t 7→ x(t) la solution
de d
dt
x = v(x) qui démarre en t = 0 en x0. Alors, pour des temps t ≥ 0, on ne
peut avoir que les cas de figure suivants (voir illustrations sur la Figure 1.10) :
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Figure 1.10 – Les quatre comportements asymptotiques possibles pour une
trajectoire d’un système dynamique autonome défini dans le plan.
1. Si x(t) ne reste pas borné, alors soit x(t) explose en temps fini, soit x(t)
n’explose pas en temps fini mais alors x(t) est défini pour tout t > 0 et
limt7→+∞ ‖x(t)‖ = +∞. En résumé : si la trajectoire n’est pas bornée
pour les temps positifs, elle converge vers l’infini en temps fini ou en
temps infini.
2. Si x(t) reste borné pour les temps positifs alors elle est définie pour tout
temps t > 0 et on distingue trois cas :
(a) soit x(t) converge vers un point d’équilibre (en temps infini si x0
n’est pas un point d’équilibre)
(b) soit x(t) converge vers une trajectoire périodique ( cycle limite)
(c) soit x(t) s’enroule autour d’une courbe fermée du plan formée de
trajectoires qui partent en t = −∞ d’un point d’équilibre et qui
arrive en t = +∞ vers, a priori, un autre point d’équilibre (orbite
hétérocline si les deux points d’équilibres sont différents et orbite
homocline si les deux points d’équilibres sont identiques).
En résumé, lorsque la trajectoire reste bornée elle converge soit vers un
point soit vers une courbe fermée du plan, courbe qui est tangente au champs
de vecteurs v(x). Ainsi en dimension 2, on ne peut pas avoir de comporte-
ments asymptotiques très compliqués : il est d’usage de dire qu’en dimension
deux, il ne peut pas y avoir de chaos. Il faut bien comprendre que cela n’est
vrai que pour le plan (sur le tore S1 × S1 ce n’est plus vrai, les trajectoires
peuvent être partout denses), et que pour les systèmes continus autonomes,
i.e., définis par deux équations différentielles scalaires ne dépendant pas du
temps. L’argument essentiel de démonstration est l’unicité des trajectoires.
Dans le plan deux trajectoires ne peuvent se couper sans être confondues.
Si l’on rajoute par exemple une dépendance périodique en temps v(x, t) ≡
v(x, t+ 2pi) alors ce n’est plus vrai. Le système autonome sous-jacent est de
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Figure 1.11 – Première bissectrice et graphes de la fonction logistique [0, 1] 3
x 7→ f(x) = 4x(1−x) ∈ [0, 1] et de ses deux premières itérées, f ◦f et f ◦f ◦f .
dimension 3 : (x1, x2, θ) ∈ R2 × S1 avec
d
dt
x1 = v1(x1, x2, θ),
d
dt
x2 = v2(x1, x2, θ),
d
dt
θ = 1.
Ce n’est plus vrai non plus avec les systèmes discrets même de dimension
un. Par exemple les solutions de l’équation logistique xk+1 = 4xk(1− xk) qui
démarrent en x0 ∈ [0, 1] restent toujours dans [0, 1] mais elles sont partout
denses dans [0, 1]. Pour comprendre ce phénomène il faut étudier des itérées
de la formule de récurrence. On a représenté les applications correspondantes
sur la Figure 1.11. Les régimes asymptotiques pour les indices k grands sont
complexes.
Sous une hypothèse supplémentaire, on peut spécifier la nature de la
limite.
Théorème 13 (Critère de Bendixon). Soit R2 3 x 7→ v(x) ∈ R2 une fonction
continue et dérivable. On suppose que div(v)(x) = ∂v1
∂x1
(x) + ∂v2
∂x2
(x) < 0 pour
presque tout x ∈ R2. Soit t 7→ x(t) une solution de d
dt
x = v(x) qui reste
bornée pour les temps t positifs. Alors, sa limite quand t tend vers +∞ est
un point d’équilibre, i.e., une solution x¯ ∈ R2 de v(x¯) = 0.
Ce résultat n’est plus du tout vrai en dimension supérieure à deux. Il suffit
de prendre le système chaotique de Lorenz (représenté sur la Figure 1.12) de
l’exemple suivant.
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Figure 1.12 – Système chaotique de Lorenz.
Exemple 9 (Système de Lorenz).
dx1
dt
= s(−x1 + x2)
dx2
dt
= rx1 − x2 − x1x3
dx3
dt
= −bx3 + x1x2,
avec s = 10, r = 28 et b = 8/3. Toutes les trajectoires sont bornées, la
divergence du champs de vecteurs, −s − 1 − b < 0, et les trajectoires ont
des comportements asymptotiques complexes et encore aujourd’hui assez mal
compris.
De la caractérisation des régimes asymptotiques illustrés sur la Figure 1.10,
on peut montrer directement le résultat suivant, résultat utile pour montrer
l’existence d’une orbite périodique (cycle limite) tel qu’illustrée sur la Fi-
gure 1.13.
Théorème 14 (Poincaré-Bendixon). Soit R2 3 x = v(x) ∈ R2 une fonction
de classe C1. On considère le système dynamique d
dt
x = v(x). On suppose
qu’il existe dans le plan un ensemble compact Ω tel que
– toute trajectoire ayant sa condition initiale dans Ω reste dans Ω pour
les temps t > 0 (Ω est positivement invariant).
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Figure 1.13 – Existence d’un cycle limite dans un compact positivement
invariant et qui ne comporte qu’un seul point d’équilibre type foyer instable
ou nœud instable.
– soit Ω ne contient aucun point d’équilibre, soit Ω contient un unique
point d’équilibre dont toutes les valeurs propres sont à partie réelle stric-
tement positive.
alors Ω contient une orbite périodique (cycle limite).
L’idée derrière cet énoncé est que les trajectoires bornées dans le plan
doivent approcher des orbites périodiques ou des points d’équilibre lorsque
le temps tend vers l’infini. Si Ω ne contient aucun point d’équilibre alors il
doit contenir une orbite périodique. Si Ω contient un unique point d’équilibre
hyperbolique instable dans toutes les directions, alors au voisinage de ce point,
les trajectoires sont repoussées par ce point. Il est alors possible de définir
une courbe fermée permettant d’exclure ce point et de se ramener au cas
précédent.
Exemple 10 (Exemple de cycle limite : l’onde de densité). Un exemple de
cycle limite observé en pratique sur site industriel est donné par l’onde de
densité. Ce phénomène apparaît sur les puits de pétrole activés par gas-lift.
La technique d’activation par gas-lift des puits de pétrole (reliant un réser-
voir situé en profondeur aux installations de surface) permet de produire des
hydrocarbures à partir de champs matures. Au début de la production d’un
puits la pression du réservoir suffit fréquemment à propulser les hydrocarbures
jusqu’à la surface où le pétrole est récupéré. C’est une phase de production
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Figure 1.14 – Schéma d’un puits de pétrole activé par gas-lift.
dite “naturelle” qui, suivant les caractéristiques du réservoir, peut durer de
quelques à de nombreuses années. Malheureusement en expulsant les eﬄuents
vers la surface, le réservoir tend à se dépressuriser jusqu’à n’être plus capable
de contrebalancer le poids de la colonne de liquide dans le puits. Il faut alors
recourir à des moyens d’activation. Le gaz est injecté au fond du puits, il
peut alors être utilisé pour pousser le liquide ou pour s’y mêler de façon à
diminuer la masse volumique moyenne. On peut se reporter à la Figure 1.14
pour voir les différents éléments permettant la production (tubing, partie cen-
trale) et l’injection de gaz (casing, partie annulaire). On a représenté sur la
Figure 1.15 le cycle limite observé sur site. Ces oscillations nonlinéaires font
sensiblement diminuer le débit de production et donc la rentabilité du champs
pétrolier (elles concourent également à endommager les installations par les
à-coups de pression –coups de bélier– dûs à l’inhomogénéité de l’écoulement).
Comme cela a été mentionné dans la Section 1.1, on constate en pratique une
parfaite répétabilité de l’établissement du cycle limite, et que sa forme (mais
pas sa phase) ne dépend pas des conditions initiales. Il s’agit effectivement
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Figure 1.15 – Onde de densité dans un puits activé en gas-lift. On peut clai-
rement observer un cycle limite suivi par la pression en tête de tubing (courbe
du haut) et une production par bouchons (courbe du bas) très dommageable
pour le débit d’huile produit (données normalisées TOTAL 2006).
d’un cycle limite. On pourra se référer à [57] pour plus de détails.
Exemple 11 (Les systèmes de Liénard et leurs cycles limites). On appelle
système de Liénard les systèmes de dimension 2 d’état (x, d
dt
x)T
d2
dt2
x+ f(x)
d
dt
x+ g(x) = 0
où f et g sont des fonctions C1 satisfaisant les conditions suivantes
1. f est paire et g est impaire et strictement positive sur R+∗
2. La primitive de f nulle en zéro F (x) =
∫ x
0
f(x)dx est négative sur un
intervalle 0 < x < a, nulle en a, jamais décroissante pour x > a et
tend vers +∞ lorsque |x| → ∞.
Ces systèmes possèdent une unique solution périodique. Ce résultat est connu
sous le nom de théorème de Liénard (on pourra se référer à [11]). Un exemple
de tel système est l’oscillateur de Van der Pol
d2
dt2
x+ (x2 − 1) d
dt
x+ x = 0
Ces équations représentent un circuit électrique oscillant à résistance néga-
tive (telle qu’on peut les reproduire avec des lampes de puissance). Ce circuit
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Figure 1.16 – Oscillations du système de Van der Pol et attraction du cycle
limite.
augmente naturellement l’amplitude des faibles oscillations tandis qu’elle at-
ténue celle des oscillations trop fortes. On a représenté sur la Figure 1.16
le portrait de phases d’un oscillateur de Van der Pol. Pour  > 0, le cycle
limite prévu par le théorème de Liénard est attractif, tandis que l’origine est
un point d’équilibre instable. Plus  est grand plus les trajectoires convergent
rapidement vers ce cycle limite. La période à laquelle est parcourue de ma-
nière asymptotique le cycle limite est approximativement égale pour  grand
à (3− 2 ln(2)).
1.4 Systèmes multi-échelles lents/rapides
Toutes les analyses mathématiques que nous proposons reposent sur un
modèle de la physique du système que nous avons à étudier. Dans ce contexte,
toute simplification préalable des équations peut sembler la bienvenue, mais
on peut légitimement se demander si ces simplifications ne risquent pas de
remettre en cause la validité des conclusions qu’elles ont permis d’établir.
Le système réel est en général nettement plus complexe que la modélisation
qu’on en fait. Une tendance naturelle est de proposer des modèles de plus
en plus compliqués et de fait inextricables, ce qui est, en y réfléchissant bien
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assez facile et ne mène pas très loin dans la compréhension des phénomènes.
Par exemple, on ne peut pas en général mener d’analyse théorique de stabi-
lité comme nous l’avons fait sur un système de grande dimension. Il est en
revanche nettement plus difficile de proposer un modèle de complexité mini-
male compte tenu des phénomènes que l’on souhaite comprendre et contrôler.
Le but de cette section est de donner quelques résultats généraux sur les sys-
tèmes multi-échelles et leur approximation, sous certaines hypothèses, par
des systèmes moins “complexes” et ne comportant essentiellement qu’une
seule échelle de temps. C’est une des voies possibles pour justifier la per-
tinence de modèles réduits sur lesquels on sait prouver mathématiquement
des résultats de stabilité et de robustesse. Les modèles plus compliqués, plus
“proches” en quelque sorte de la réalité au sens platonicien du terme et très
utile comme modèles de simulation, sont alors vu comme des perturbations,
prenant en compte des dynamiques rapides et donc des phénomènes à hautes
fréquences, de modèles plus simples, de petites dimensions et très souvent
utilisés en contrôle.
1.4.1 Perturbations singulières
Le premier outil que nous présentons est la théorie des perturbations sin-
gulières . Cette théorie a pour origine l’étude des phénomènes de couches
limites dans les écoulements près des parois d’un fluide avec une faible vis-
cosité. Certaines terminologies en sont directement inspirées.
La théorie des perturbations permet de relier les trajectoires de deux
systèmes ayant des espaces d’état de dimensions différentes. Dans ce cadre,
le système perturbé possède un nombre d’états plus grand que le système
réduit. Plus précisément, cette théorie vise à éliminer les effets à court terme
et à ne conserver que les effets à long terme. C’est un outil précieux pour
la construction de modèles réduits résumant l’essentiel des comportements
qualitatifs à long terme.
De manière générale, on distingue deux cas illustrés par la Figure 1.17 :
– premier cas : les effets rapides se stabilisent très vite et on parle alors
de perturbations singulières, d’approximation quasi-statique, ou encore
d’approximation adiabatique ;
– second cas : les effets rapides ne sont pas asymptotiquement stables
mais restent d’amplitude bornée ; ils sont donc oscillants et l’on parle
alors indifféremment de moyennisation ou d’approximation séculaire.
Seul le premier cas est abordé ici. Le second est traité dans l’Annexe C
lorsque la dynamique rapide est périodique. Les cas plus généraux où la
dynamique rapide n’est pas périodique sont nettement plus difficiles à for-
maliser : il faut passer par la théorie ergodique des systèmes dynamiques
1.4. SYSTÈMES MULTI-ÉCHELLES LENTS/RAPIDES 47
système lent-rapide −→ système lent
perturbations
singulières
-
6
0 ε 1
t
x
−→
-
6
0 ε 1
t
x
moyennisation
-
6
0 ε 1
t
x
−→
-
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0 ε 1
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Figure 1.17 – La théorie des perturbations consiste à éliminer les effets à
court terme, t ∼ ε, qu’ils soient asymptotiquement stables ou oscillants, afin
de ne conserver que les effets à long terme, t ∼ 1 (0 < ε 1).
pour obtenir la dynamique lente en prenant des moyennes faisant interve-
nir la mesure asymptotique du rapide : la dynamique rapide est alors vue
comme un bruit à haute fréquence dont il faut connaître la loi de probabilité
(la mesure asymptotique) qui dépend en général des variables lentes.
On ne considère ici que les systèmes continus (une analyse similaire peut
être conduite pour les systèmes discrets) du type
(Σε)

dx
dt
= f(x, z, ε)
εdz
dt
= g(x, z, ε)
avec x ∈ Rn, z ∈ Rp, où 0 < ε  1 est un petit paramètre, f et g sont
des fonctions régulières. L’état partiel x correspond aux variables dont l’évo-
lution est lente (variation significative sur une durée en t de l’ordre 1) et z
correspond aux variables dont l’évolution est rapide (variation significative
sur une durée en t de l’ordre de ε). On dit que t ≈ ε correspond à l’échelle
de temps rapide et t ≈ 1 à l’échelle de temps lente.
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Figure 1.18 – Le champs des vitesses est quasi-vertical pour la forme nor-
male de Tikhonov (Σε).
Considérons pour commencer l’exemple suivant 11
d
dt
x = z
ε
d
dt
z = x− z
avec 0 < ε 1. Intuitivement, on voit que x est une variable lente (sa vitesse
est petite et d’ordre 1), tandis que z est une variable rapide (sa vitesse est
d’ordre 1/ε). On a donc envie de dire que z atteint rapidement son point
d’équilibre z = x et que, par suite, x évolue selon d
dt
x = x. Cette idée est
fondamentalement correcte dès que les effets rapides sont asymptotiquement
stables.
La situation géométrique est donnée par la Figure 1.18 : pour ε > 0 assez
petit et localement autour de g(x, z, 0) = 0, les trajectoires du système sont
quasi-verticales et convergent toutes vers le sous-ensemble de l’espace d’état
(sous-variété) donné à l’ordre 0 en ε par l’équation g(x, z, 0) = 0.
Les résultats ci-dessous justifient alors, sous essentiellement l’hypothèse
de stabilité asymptotique à x constant de la dynamique rapide en z, ε d
dt
z =
g(x, z, 0), l’approximation des trajectoires du système perturbé (Σε) par celles
du système lent (Σ0) obtenu en faisant ε = 0 dans les équations
(Σ0)

dx
dt
= f(x, z, 0)
0 = g(x, z, 0)
11. Comme autre exemple caractéristique citons la cinétique chimique où les constantes
de vitesses de certaines réactions peuvent être nettement plus grandes que d’autres (ciné-
tiques lentes et cinétiques très rapides).
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On néglige ainsi les convergences rapides vers la sous-variété donnée approxi-
mativement par les équations statiques g(x, z, 0) = 0. Toute trajectoire du
système (Σε) démarrant en (x, z) est proche, après une durée en t de l’ordre
de ε, de la trajectoire du système lent (Σ0) démarrant avec le même x (pro-
jection selon la verticale, voir Figure 1.18).
Nous voyons que cette approximation s’accompagne d’une diminution de
la dimension de l’état. En fait, la réduction n’est qu’une restriction à une
sous-variété invariante attractive, les équations de cette sous-variété étant
approximativement données par g(x, z, 0) = 0. On a le premier résultat gé-
néral suivant (sa démonstration figure dans [61])
Théorème 15 (Tikhonov). Soit le système (Σε). Supposons que
H1 l’équation g(x, z, 0) = 0 admet une solution, z = ρ(x), avec ρ fonction
régulière de x telle que la matrice Jacobienne partielle
∂g
∂z
(x, ρ(x), 0)
est une matrice dont toutes les valeurs propres sont à partie réelle stric-
tement négative (Hurwitz) ; on dit alors que le système est sous forme
standard ;
H2 le système réduit {
dx
dt
= f(x, ρ(x), 0)
x(t=0) = x
0 (1.15)
admet une unique solution x0(t) pour t ∈ [0, T ], 0 < T < +∞.
Alors, pour ε suffisamment proche de 0, le système complet (Σ) admet une
unique solution (xε(t), zε(t)) sur [0, T ] dès que la condition initiale z0 appar-
tient au bassin d’attraction du point d’équilibre ρ(x0) du sous-système rapide
ε
dζ
dt
= g(x0, ζ, 0).
De plus on a
limε→0+xε(t) = x0(t) et limε→0+zε(t) = z0(t)
uniformément pour t dans tout intervalle fermé de la forme [a, T ] avec a > 0.
Par le Théorème 4, l’hypothèse H1 implique que, à x fixé, la dynamique
de ζ
ε
dζ
dt
= g(x, ζ, 0).
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est localement asymptotiquement stable autour du point d’équilibre ρ(x).
Remarquons aussi que (Σ0) s’écrit ainsi
d
dt
x = f(x, ρ(x), 0)
avec z = ρ(x), la fonction x 7→ ρ(x) étant définie implicitement par g(x, ρ, 0) =
0.
Sans hypothèses supplémentaires, l’approximation du Théorème 15 n’est
valable, en général, que sur des intervalles de temps t de longueur bornée T .
L’hypothèse supplémentaire, qu’il convient alors d’utiliser pour avoir une
bonne approximation pour tous les temps positifs, concerne le comportement
asymptotique du système réduit (1.15) : si ce dernier admet un point d’équi-
libre dont le linéaire tangent est asymptotiquement stable, l’approximation
est alors valable pour tous les temps positifs (pourvu que la condition initiale
x0 soit dans le bassin d’attraction de l’équilibre de la dynamique lente).
Théorème 16 (Préservation de la stabilité). Supposons en plus des hypo-
thèses du Théorème 15 que le système réduit (1.15) admet un point d’équilibre
x¯ : f(x¯, ρ(x¯), 0) = 0 et que les valeurs propres de la matrice[
∂f
∂x
+
∂f
∂z
· ∂ρ
∂x
]
(x¯,ρ(x¯),0)
sont à partie réelle strictement négative. Alors, pour tout ε ≥ 0 assez proche
de 0, le système perturbé (Σε) admet un point d’équilibre proche de (x¯, ρ(x¯))
et dont le linéaire tangent est asymptotiquement stable.
Preuve L’existence du point stationnaire pour le système perturbé est lais-
sée en exercice (il suffit d’utiliser le théorème des fonctions implicites pour
g = 0 et ensuite pour f = 0). Quitte à faire, pour chaque ε une translation,
nous supposons que (0, 0) est point stationnaire du système perturbé
f(0, 0, ε) = 0, g(0, 0, ε) = 0
Notons, pour x proche de 0, z = ρε(x), la solution proche de 0 de g(x, z, ε) =
0. Suite à la translation précédente, on a ρε(0) = 0. Considérons le chan-
gement de variables (x, z) 7→ (x,w = z − ρε(x)). Les équations du système
perturbé dans les coordonnées (x,w) ont alors la forme suivante
d
dt
x = f˜(x,w, ε), ε
d
dt
w = g˜(x,w, ε)
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avec f˜(0, 0, ε) = 0, g˜(x, 0, ε) ≡ 0. Le système réduit s’écrit alors, dans les
coordonnées (x,w)
d
dt
x = f˜(x, 0, ε)
Ce changement de variable triangularise la matrice Jacobienne du système
perturbé (
∂f˜
∂x
(0, 0, ε) ∂f˜
∂w
(0, 0, ε)
0 1
ε
∂g˜
∂w
(0, 0, ε)
)
car ∂g˜
∂x
(0, 0, ε) = 0 puisque g˜(x, 0, ) ≡ 0. Comme les valeurs propres de
∂f˜
∂x
(0, 0, 0) et de ∂g˜
∂z
(0, 0, 0) sont toutes à partie réelle strictement négative, les
valeurs propres de ∂f˜
∂x
(0, 0, ε) et ∂g˜
∂z
(0, 0, ε) le sont aussi pour ε assez petit. Ce
qui montre la stabilité asymptotique du système perturbé pour tout ε assez
petit.
Cette preuve peut être améliorée pour montrer que l’approximation du
Théorème 15 devient valide, localement autour de (x¯, ρ(x¯)) et pour tous
les temps t positifs, dès que ε est assez petit (le caractère local étant alors
indépendant de ε tendant vers zéro).
1.4.2 Feedback sur un système à deux échelles de temps
En théorie des systèmes, le Théorème 16 est utilisé constamment 12 de
la manière suivante. Rajoutons une commande u à (Σε) et supposons, à
commande u fixée, que les hypothèses du Théorème 15 de Tikhonov soient
valables. Ainsi 
dx
dt
= f(x, z, u, ε)
εdz
dt
= g(x, z, u, ε)
(1.16)
avec ρ(x, u) le point d’équilibre asymptotiquement stable de la partie rapide
dζ
dt
= g(x, ζ, u, 0). Le système lent est alors dx
dt
= f(x, ρ(x, u), u, 0).
Supposons que nous ayons un retour d’état lent u = k(x) tel que le
système lent bouclé soit asymptotiquement stable autour du point d’équilibre
(x¯, u¯ = k(x¯)). Alors pour tout ε > 0 assez petit, le système perturbé (1.16)
avec le bouclage lent u = k(x), admet un point d’équilibre hyperbolique proche
de (x¯, z¯ = ρ(x¯, u¯)). Cela veut simplement dire que l’on peut, pour la synthèse
d’un bouclage, ignorer des dynamiques asymptotiquement stables et assez
rapides. On parle alors de robustesse par rapport aux dynamiques négligées.
Noter que le retour d’état ne porte que sur la partie lente, x. Un bouclage
12. C’est un peu comme Monsieur Jourdain dans le Bourgeois Gentil-Homme de Molière
lorsqu’il réalise qu’il parle constamment en prose.
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du type u = k(x, z) où z apparaît directement est envisageable mais alors il
faut vérifier que la dépendance en z de u ne détruise pas la stabilité de la
dynamique rapide
ε
d
dt
ζ = g(x, ζ, k(x, ζ), 0)
C’est toujours le cas lorsque g ne dépend pas de u : ∂g
∂u
= 0.
1.4.3 Modèle de contrôle et modèle de simulation
Pour les besoins de simulation ou de conception d’un régulateur, on n’a
pas besoin d’utiliser le même modèle. Ainsi il n’y a pas de modèle universel.
Pour ε petit il suffit, pour concevoir le feedback u = k(x) de prendre par
exemple comme modèle, l’approximation lente de (1.16)
d
dt
x = f(x, ρ(x, u), u, 0).
Pour la simulation, il peut cependant être utile de vérifier que le feedback
u = k(x) injecté dans les équations (1.16) donne des résultats proches de
ceux que l’on aurait avec le modèle lent en boucle fermée
d
dt
x = f(x, ρ(x, k(x)), k(x), 0)
Cela permet de vérifier si ε est assez petit pour que le théorème soit ap-
plicable. En pratique, on remarque que ε n’a pas besoin d’être très petit :
on constate qu’un rapport de 2 entre les constantes de temps de la dyna-
mique rapide et celles de la dynamique lente donne bien souvent une bonne
approximation. Cela veut dire que ε = 1/2 est déjà petit.
Voyons en détail la conception d’un contrôleur. On part d’un modèle
de contrôle issu d’une modélisation même très grossière du système pour
décrire les corrélations entre les entrée (u,w) et les mesures y. Ce modèle est
le modèle d’état
d
dt
x = f(x, u, w, p), y = h(x)
dépendant des paramètres p. On élabore à partir de ce modèle de contrôle et
pour une valeur nominale des paramètres p¯, une loi de contrôle sous la forme
d’un retour dynamique de sortie (comme l’est un contrôleur PI )
d
dt
ξ = a¯(y, ξ, v), u = k¯(y, ξ, v)
où v est le nouveau contrôle (pour le PI c’est la consigne). On est alors sûr
du comportement du système bouclé nominal
d
dt
x = f(x, k¯(h(x), ξ, v), w, p¯),
d
dt
ξ = a¯(h(x), v)
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Par exemple, on sait que lorsque les perturbations w et le nouveau contrôle
v sont constant, le système est asymptotiquement stable.
On peut bien sûr résoudre numériquement le système différentiel ci-dessus
pour vérifier que nous ne nous sommes pas trompés dans les choix de k¯ et
a¯. On peut aussi, dans une seconde étape, simuler le système précédent mais
avec un paramètre p différent de p¯, pour vérifier que notre contrôleur n’est pas
trop sensible aux erreurs de paramètres et surtout pour quantifier les erreurs
paramétriques au delà desquelles le contrôleur conduit à des comportements
non acceptables. On quantifie en simulation la robustesse paramétrique du
contrôleur . On voit donc ici que nous avons encore deux modèles : le modèle
de contrôle de paramètre p¯ et le modèle de simulation de paramètre p. Les
méthodes usuelles de contrôle garantissent alors que pour p assez proche de
p¯, tout se passe bien : de petites erreurs de paramètres n’engendrent que
de petits écarts sur les trajectoires. En général, il n’existe pas de méthode
simple qui permet de quantifier analytiquement les valeurs critiques de p au
delà desquelles le système change de comportement. C’est l’objet de la théo-
rie des bifurcations et des catastrophes, théories mathématiquement assez
techniques (on pourra se reporter à [25]).
Il convient aussi de faire quelques simulations pour quantifier la robustesse
du contrôleur par rapport à des dynamiques négligées. Le but est en autre de
vérifier que les gains ne sont pas irréalistes (en général trop grands) : pour
simplifier, il ne faut pas que, dans les formules servant à calculer k¯ et a¯, il y
ait de trop grands coefficients et/ou de petits diviseurs.
Les dynamiques négligées sont de trois ordres qualitativement : celles
liées au processus de mesure et donc aux capteurs donnant y ; celles liées au
processus de contrôle et donc aux actionneurs assurant des valeurs arbitraires
pour u ; celles liées au système lui-même, indépendamment des actionneurs
et des capteurs.
Par exemple, on peut associer à y et à u des premiers ordres avec des
petites échelles de temps εy > 0 et εu > 0 pour prendre en compte le fait que
la réponse des capteurs n’est pas instantanée et que les actionneurs ne sont
pas parfaits. On simule alors le système étendu
d
dt
x = f(x, um, w, p)
d
dt
ξ = a¯(ym, v)
εy
d
dt
ym = h(x)− ym
εu
d
dt
um = k¯(ym, ξ, v)− um
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et on teste pour diverses valeurs εy et εu les performances en quantifiant les
seuils critiques au delà desquels les performances se dégradent notablement
pour conduire à des instabilités 13 .
Si, par exemple, on s’aperçoit que la constante de temps εy que l’on avait
négligée au départ, est en fait trop grande compte tenu des performances
demandées au contrôleur, alors il nous faut changer le modèle de contrôle et
l’enrichir avec une partie de la dynamique du capteur. Cela signifie qu’on a
pris comme modèle de contrôle de départ, un modèle trop grossier, compte
tenu des objectifs.
Il ne faudrait pas en conclure qu’il faille dès le départ prendre le modèle
le plus complet possible comme modèle de contrôle. Comme en physique,
il est en fait bien plus efficace de partir d’une vision trop synthétique qui
s’appuie sur des a priori très forts mais dont on est conscient 14. D’en déduire
un modèle simple et ultra-simplifié, dont on sait pertinemment qu’il est faux
mais dont, si nécessaire, on identifiera les faiblesses et que l’on corrigera au
bout de quelques itérations de la méthodologie résumée ci-dessus. On aura
alors obtenu un modèle de complexité réduite qui représentera l’essentiel de
la dynamique que l’on souhaite contrôler.
Moralité : les choses sont déjà assez compliquées naturellement, gardons
nous de les rendre encore plus obscures et utilisons des modèles de complexité
aussi réduite que possible compte tenu des objectifs à atteindre.
1.5 Cas d’étude : PI et thermostat
L’objet de cette section est l’étude d’un régulateur proportionnel-inté-
gral (régulateur PI ) sur un système non linéaire du premier ordre. On prend
en compte les contraintes sur le contrôle u par une gestion du terme inté-
gral grâce à un algorithme d’anti-emballement (“anti-windup” en anglais).
L’immense majorité des systèmes industriels de contrôle sont construits à
partir de tels régulateurs PI élémentaires. Il est donc naturel de les étudier
en détails.
13. Une autre façon de prendre en compte des dynamiques rapides négligées consiste à
introduire un petit retard de l’ordre de ε > 0 en posant, par exemple, ym(t) = y(t − ε).
Comme ym = e−ε
d
dt y on voit que l’on est aussi en face d’un phénomène de perturbation
singulière (petit paramètre positif multipliant ddt ) mais cette fois en dimension infinie
d’état. Avec l’approximation e−ε
d
dt ≈ 1
1+ε ddt
, ym = e−ε
d
dt y devient ym = 11+ε ddt
y et on
retrouve le filtre du premier ordre y = ym + ε ddtym.
14. Citons l’exemple des calculs perturbatifs de trajectoires spatiales pour lesquels on
remet en cause les hypothèses simplificatrices au fur et à mesure : trajectoire plane puis
dans l’espace, anomalie des potentiels de gravité, non-sphéricité des planètes, effets atmo-
sphériques en altitude basse,...
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Figure 1.19 – Régulation PI de la température θ à sa consigne θ¯ avec une
vanne trois voies de position u ∈ [0, 1].
Ce cas d’étude est aussi l’occasion d’utiliser un grand nombre des notions
importantes issues de la théorie des équations différentielles ordinaires que
nous avons présentée dans ce chapitre : stabilité asymptotique (voir Défini-
tion 2), relations entre la stabilité et les valeurs propres du système linéaire
tangent autour d’un point d’équilibre (voir Théorème 10), systèmes avec des
échelles de temps très différentes (voir la Section 1.4), liens avec les cascades
de régulateurs et robustesse par rapport aux dynamiques négligées. Nous
ferons aussi appel aux résultats fondamentaux de Poincaré et de Bendixon
(voir Théorèmes 12 et 13) sur les systèmes stationnaires dans le plan. Enfin,
nous montrerons l’intérêt de rajouter à la rétro-action PI (feedback) de la
pré-compensation (feedforward) pour anticiper et ainsi mieux gérer des tran-
sitoires importants en particulier ceux liés aux changements de consignes.
1.5.1 Présentation du système
Considérons un bâtiment équipé d’une chaudière. Notre objectif est d’ajus-
ter la marche de la chaudière en fonction d’une consigne de température θ¯
(librement choisie par un habitant) et d’une mesure en temps réel de la tem-
pérature ambiante θ à l’intérieur du bâtiment. Intuitivement, si l’écart θ− θ¯
est positif il convient de baisser la chaudière, dans le cas contraire il convient
de l’augmenter. Afin d’affranchir l’habitant des incessants ajustements néces-
saires pour que la température θ reste le plus proche possible de la consigne
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θ¯, une question intéressante est : comment faire cela de façon automatique
et fiable ?
1.5.2 Un régulateur PI
Comme l’illustre la Figure 1.19, l’algorithme usuellement utilisé avec une
vanne proportionnelle 3 voies est le suivant. La marche de la chaudière est di-
rectement reliée à la position de la vanne trois voies notée u : pour u = 0, l’eau
qui arrive des radiateurs ne passe pas par la chaudière et repart directement
avec la même température ; pour u = 1, toute l’eau arrivant des radiateurs
passe par la chaudière et ressort à la température de la chaudière θch (tem-
pérature constante), température bien sûr nettement plus haute que θ¯ ; pour
les valeurs intermédiaires de u ∈]0, 1[, l’eau qui arrive des radiateurs n’est
que partiellement réchauffée et repart avec une température intermédiaire.
Le régulateur (thermostat) électronique qui se trouve dans une pièce de vie,
comporte une sonde de température θ. L’habitant peut fixer une température
de consigne θ¯. Le régulateur pilote, via un signal électrique, la position de la
vanne u.
L’algorithme usuellement rencontré dans ce type de d’équipement est celui
d’un régulateur proportionnel/intégral, régulateur dit PI, qui s’écrit, entre
deux instants séparés par ∆t > 0,
uk+1 = Kp(θ¯ − θk) + Ik
où uk+1 est la nouvelle position de la vanne, à l’instant (k + 1)∆t, calculée
en fonction de la température θk, de la consigne θ¯ et de la valeur d’un terme
intégral Ik à l’instant k∆t. La période d’échantillonnage ∆t est de l’ordre
de la seconde. Le gain proportionnel Kp est un paramètre positif. Enfin, le
terme intégral Ik se calcule par une récurrence
Ik+1 = Ik + ∆t Ki(θ¯ − θk)
où Ki est le gain intégral . Contrairement à u, le terme I est donc gardé en
mémoire entre deux calculs successifs. C’est une valeur interne au contrôleur
(état).
En somme, la commande u est calculée récursivement par l’algorithme
uk+1 = Kp(θ¯ − θk) + Ik
Ik+1 = Ik + ∆t Ki(θ¯ − θk)
où, en même temps qu’on calcule uk+1, on met à jour le terme intégral Ik+1
pour le calcul suivant (celui de uk+2). Tel quel, cet algorithme ne marche pas.
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La raison est brutale mais imparable : u doit rester entre 0 et 1. Or un tel
algorithme ne garantit nullement ces conditions. Pour prendre en compte ces
limitations, on sature u et on obtient l’algorithme modifié suivant
uk+1 = S
at
(
Kp(θ¯ − θk) + Ik
)
Ik+1 = Ik + ∆t Ki(θ¯ − θk)
où Sat(x) = x si x ∈ [0, 1], Sat(x) = 0 pour x < 0 et Sat(x) = 1 pour x > 1.
Un tel algorithme ne marche pas non plus. La raison est en plus sophistiquée.
Imaginons que nous soyons l’été par temps de canicule. Dans ce cas θ sera
toujours nettement supérieur à θ¯ (une chaudière n’est pas un climatiseur) et
donc le terme intégral I deviendra au cours du temps de plus en plus négatif,
on parle d’emballement ou windup, u restera du fait de la fonction Sat à 0.
À la fin de l’été I aura une valeur négative très grande en valeur absolue.
Lorsque les premiers froids arrivent, I sera tellement négatif que, même si
θ descend largement en dessous de la consigne, u restera toujours à zéro.
Il faudra attendre que I remonte au dessus de Kp(θ¯ − θ) pour avoir enfin
un peu de chauffage. Cela peut prendre des semaines. On comprend donc
qu’il faut modifier aussi la façon dont on met à jour I. On va rajouter un
terme témoignant de la saturation de la commande. Si uk+1 ne sature pas,
ce terme sera nul, sinon ce terme cherchera à s’opposer à l’emballement dont
on vient de parler. C’est le mécanisme d’anti-emballement (ou anti-windup)
qui conduit à l’algorithme suivant
uk+1 = S
at
(
Kp(θ¯ − θk) + Ik
)
Ik+1 = Ik + ∆t
[
Ki(θ¯ − θk) +Ks(uk+1 −Kp(θ¯ − θk)− Ik)
] (1.17)
avec un gain Ks choisit assez grand de façon à avoir KsKp > Ki. Tout régu-
lateur industriel PI comporte un tel mécanisme d’anti-windup pour prendre
en compte les contraintes sur le contrôle u. Cette version est la bonne, nous
allons l’étudier en détails.
Dans un premier temps, demandons-nous à quoi sert le terme (intégral) I
et pourquoi n’avons nous pas tout simplement considéré le régulateur pro-
portionnel P
uk+1 = S
at(Kp(θ¯ − θk))
Comme on pourrait le voir par exemple avec des simulations (et conformé-
ment à l’intuition) un tel algorithme a tendance à limiter les variations de
température θ. Cependant, en régime stabilisé, il n’y a aucune raison pour
que θ soit égal à sa consigne θ¯. Cet algorithme est incapable d’assurer, en
régime stationnaire le fait que θ rejoigne sa consigne θ¯. En effet si θ = θ¯ alors
u = 0 et donc il ne faut pas chauffage : ce qui est certes très économique mais
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assez inconfortable et complètement idiot. Rapidement, on va s’éloigner de
ce point qui ne correspond pas à une situation d’équilibre. En revanche avec
le PI, en régime stabilisé où u reste constant et à l’intérieur (non strict) des
contraintes 0 et 1 (et où θ et θ¯ restent eux aussi constants) on voit très simple-
ment que I ne peut être que constant. En effet, la seconde équation de (1.17)
implique nécessairement θ = θ¯. Comme on le voit, le terme I garantit que,
si on atteint un équilibre, c’est θ = θ¯. Le terme I annule l’erreur statique.
1.5.3 Une modélisation simplifiée
Si on relève les signaux t 7→ u(t) et t 7→ θ(t) sur une période de temps
assez longue (par exemple une journée), on s’aperçoit qu’ils sont fortement
corrélés. La modélisation consiste à établir ces corrélations. On peut à par-
tir de telles mesures identifier un modèle. On peut aussi utiliser les lois de
conservation de la physique. Bien sûr, il n’est pas question ici d’écrire un mo-
dèle détaillé prenant en compte un maximum de phénomènes. Notre objectif
consiste à réguler une température moyenne, telle que mesurée par une seule
sonde, en utilisant un seul actionneur (la chaudière). Si, en revanche, on s’in-
téresse à la température en différents points, à son inhomogénéité spatiale,
on aura recours à des modèles plus sophistiqués tels que ceux utilisés pour
la simulation fine des transferts thermiques.
Dans notre situation, nous avons besoin d’un modèle minimal nous per-
mettant de comprendre pourquoi un régulateur PI fonctionne 15, et ce sans
avoir besoin de régler de façon très pointue les gains Kp et Ki. Ce modèle
sera bien-sûr grossier et donc faux. En d’autres termes, il ne représentera
qu’une vision en réduction de la réalité physique. Il ne prendra en compte
que des effets moyens en espace et en temps, moyennes relatives aux échelles
qui nous intéressent. Ici l’échelle spatiale est définie par la taille du bâtiment,
alors que l’intervalle temporel le plus court pris en considération est la demi-
heure. Un tel modèle simplifié a l’immense avantage d’éclaircir l’analyse :
de bien cerner les configurations pour lesquelles l’algorithme PI fonctionne ;
de bien cerner aussi les cas où des instabilités (oscillations, pompages, ...)
peuvent apparaître pour donner des pistes de solutions et ainsi traiter ces
difficultés.
15. Il faut savoir que pour l’immense majorité des installations domestiques, un algo-
rithme PI pilotant une vanne 3 voies donne entièrement satisfaction avec quelques réglages
standards pour Kp et Ki choisis selon la taille et l’inertie thermique de l’installation.
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Figure 1.20 – Modélisation simplifiée avec un seul compartiment de tempé-
rature uniforme θ qui échange de la chaleur avec l’extérieur de température
θext et avec les radiateurs de température θrad dont une fraction de l’eau
u ∈ [0, 1] passe par la chaudière et ressort à la température sortie chaudière
θch.
1.5.4 Passage en temps continu
Nous allons raisonner en temps continu pour suivre la formulation habi-
tuelle des lois de conservation de la physique.
Avec d
dt
I
∣∣
k
≈ Ik+1−Ik
∆t
, on obtient la version en temps continu de (1.17) u(t) = S
at(Kp(θ¯ − θ(t)) + I(t))
d
dt
I(t) = Ki(θ¯ − θ(t)) +Ks(u(t)−Kp(θ¯ − θ(t))− I(t)).
(1.18)
Pour construire un modèle reliant la position de la vanne u et la tempé-
rature θ, nous allons faire, en accord avec notre choix des échelles de temps
et d’espace, les hypothèses simplificatrices illustrées sur la Figure 1.20.
On suppose le bâtiment homogène en température θ. Il échange des ca-
lories avec les radiateurs de température uniforme θrad, et avec l’extérieur
dont la température est θext. En notant Λrad > 0 et Λext > 0, les coeffi-
cients d’échanges thermiques avec les radiateurs et l’extérieur, le bilan global
d’énergie donne le modèle suivant
MCp
d
dt
θ = Λrad(θrad − θ) + Λext(θext − θ)
oùM est la masse du bâtiment, Cp sa capacité calorifique spécifique (J/kg/K).
Nous pouvons faire un bilan thermique stationnaire autour des radiateurs en
supposant que le flux de chaleur perdue par les radiateurs Λrad(θrad − θ) est
instantanément compensé par la chaudière via la fraction du débit d’eau des
radiateurs qui passe par la chaudière et en ressort à la température θch. Cela
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donne la relation statique suivante
uΛ(θch − θrad) = Λrad(θrad − θ)
où Λ > 0 est un coefficient donné.
On peut alors calculer θrad comme barycentre de θch et θ, avec des coef-
ficients étant fonction de u
θrad =
uΛ
uΛ + Λrad
θch +
Λrad
uΛ + Λrad
θ
Ainsi, nous obtenons le modèle suivant
MCp
d
dt
θ =
uΛΛrad
uΛ + Λrad
(θch − θ) + Λext(θext − θ) (1.19)
1.5.5 Simulations en boucle ouverte et en boucle fermée
On va utiliser les notations qui suivent
– x est l’état du système, i.e. les grandeurs satisfaisant des équations
différentielles. Ici x = θ.
– y = h(x) est la partie de l’état qui est mesurée (sortie), ici y = x, on
mesure tout l’état.
– u représente les contrôles (commandes), i.e., les variables d’entrée qu’on
peut choisir comme on le souhaite.
– w désigne les perturbations , i.e., les variables d’entrée qu’on ne peut
pas choisir car elles sont imposées par l’environnement ; ici w = θext(t).
– p est un ensemble de paramètres constants apparaissant dans le modèle
(ce sont des entrées particulières qui sont des constantes) : ici p =
(Λ,Λrad,Λext,MCp).
Ces notations nous permettent d’écrire le modèle sous la forme d’état
d
dt
x = f(x, u, w, p), y = h(x)
où f et h sont des fonctions issues de la modélisation ; ici
f(x, u, w, p) =
uΛΛrad
(MCp)(uΛ + Λrad)
(θch − θ) + Λext
MCp
(θext − θ), h(x) = x
La simulation d’un tel système consiste à résoudre numériquement l’équa-
tion différentielle d
dt
x = f(x, u, w, p) à partir d’une condition initiale x(0) =
x0, d’un scénario de perturbations t 7→ w(t) donné à l’avance et de certaines
valeurs des paramètres p. Les valeurs du contrôle sont également requises.
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Lorsque le contrôle est une loi horaire donnée à l’avance t 7→ u(t), on parle
de simulation en boucle ouverte. Lorsque le contrôle u est au contraire calculé
en fonction de x ou de y (i.e. par bouclage d’état ou de sortie), on parle de
simulation en boucle fermée.
Le contrôle u donné par (1.18) fait apparaître une équation différentielle
avec un état I, c’est un bouclage dynamique. Pour calculer l’évolution de
la température, il faut aussi fixer la condition initiale I0 sur l’état supplé-
mentaire I. Enfin, pour simuler, il faut aussi se donner le scénario pour la
consigne de température t 7→ θ¯(t) et connaître les paramètres Kp, Ki et Ks
de réglage du régulateur.
Considérons une simulation en boucle fermée. Le modèle correspondant
est 
d
dt
θ(t) = u(t)ΛΛrad
(MCp)(u(t)Λ+Λrad)
(θch − θ(t)) + ΛextMCp (θext − θ(t))
d
dt
I(t) = Ki(θ¯ − θ(t)) +Ks(u(t)−Kp(θ¯ − θ(t))− I(t))
avec u(t) = Sat(Kp(θ¯ − θ¯(t) + I(t))
(1.20)
avec w = (θext, θch) constant. Si on choisit des gains Kp > 0, Ki > 0 et
Ks > 0 tels que KsKp > Ki, on constate que les trajectoires t 7→ (θ(t), I(t))
convergent toutes vers le même point, indépendamment de leur condition
initiale. Ce point est donc globalement asymptotiquement stable. Le contrôle
u(t) converge vers une valeur u¯ dans [0, 1]. De plus, si 0 < u¯ < 1 alors
nécessairement la limite de θ(t) est la consigne θ¯.
Avec ces réglages, on n’a pas besoin de connaître précisément les valeurs
des coefficients d’échanges thermiques ni celles de l’inertie thermique du bâ-
timent ni la valeur de la température extérieure. Par ces simulations, on se
rend donc compte qu’avec un algorithme de contrôle élémentaire de type
PI, il est possible de contrôler la température d’une très large gamme de
bâtiments dont les transitoires thermiques peuvent être décrits de façon ap-
proximative par une équation bilan du type de celle construite ci-dessus. En
fait, nous allons voir que cette constatation expérimentale correspond à un
résultat général.
Considérons un système avec un état de dimension 1. Il suffit que d
dt
x =
f(x, u, w, p) soit une fonction décroissante de x = θ et croissante de u pour
qu’un tel régulateur fonctionne.
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1.5.6 Un résultat général : régulateur PI sur un système
non linéaire du premier ordre
Résultat
On considère le système (mono-dimensionnel) du premier ordre
d
dt
x = f(x, u) (1.21)
d’état x(t) ∈ R avec le contrôle scalaire u(t) ∈ R soumis aux contraintes
u ∈ [umin, umax] (umin < umax). On suppose que R × [umin, umax] 3 (x, u) 7→
f(x, u) ∈ R est une fonction continue et dérivable par morceaux. Les seules
informations que nous avons sur notre modèle, i.e. sur f , sont de nature
qualitative : pour tout (x, u) ∈ R× [umin, umax],
∂f
∂x
(x, u) ≤ 0 et ∂f
∂u
(x, u) > 0
On suppose en outre qu’il existe un régime stationnaire respectant stricte-
ment les contraintes sur le contrôle : il existe (x¯, u¯) ∈ R×]umin, umax[ tel que
f(x¯, u¯) = 0.
Nous allons montrer que le régulateur PI avec anti-emballement
u = Sat [Kp(x¯− x) + I] , d
dt
I = Ki(x¯−x)+Ks (u−Kp(x¯− x)− I) (1.22)
où la fonction saturation Sat est définie par
R 3 u 7→ Sat(u) =

umin, si u ≤ umin ;
u, si umin ≤ u ≤ umax ;
umax, si umax ≤ u.
(1.23)
rend le point d’équilibre (x¯, u¯) globalement asymptotiquement stable pour le
système d’état étendu (x, I) dès que ses gains, Kp le gain proportionnel, Ki
le gain intégral et Ks le gain d’anti-emballement , vérifient
Kp > 0, Ki > 0, Ks > 0, et KsKp ≥ Ki
Dynamique à étudier
Nous cherchons à montrer la stabilité asymptotique globale du point
d’équilibre (x¯, u¯). Nous cherchons donc à établir que, pour toute condition
initiale (x0, I0), la solution t 7→ (x(t), I(t)) du système bouclé
d
dt
x = f (x, Sat [Kp(x¯− x) + I])
d
dt
I = Ki(x¯− x) +Ks (Sat [Kp(x¯− x) + I]−Kp(x¯− x)− I)
(1.24)
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Figure 1.21 – Le rectangle Rλ est positivement invariant car le champs de
vecteurs X 7→ F (X) pointe vers l’intérieur lorsque X = (x, I) parcourt le
bord de Rλ.
existe pour tout temps t ≥ 0 et que sa limite quand t tend vers +∞ est (x¯, u¯).
Dans tout ce qui suit, nous considérons l’état étendu X = (x, I) et ré-
écrivons (1.24) sous la forme d
dt
X = F (X). La fonction F : R2 → R2 est une
fonction continue et dérivable par morceaux de X. On note aussi X¯ = (x¯, u¯)
le point d’équilibre de F : F (X¯) = 0.
Les trajectoires sont bornées
Nous allons montrer que les trajectoires du système (1.24) restent bornées
pour t > 0. Elles seront donc automatiquement définies pour tout temps t >
0. Pour cela nous allons considérer le plan de phases X = (x, I) et construire
une famille de rectangles emboîtés les uns dans les autres. Chacun de ces
rectangles est positivement invariant par la dynamique (voir Définition 22) :
si la condition initiale appartient à l’intérieur d’un de ces rectangles alors il
est impossible à la trajectoire d’en sortir. Pour établir ce point, il suffit de
regarder la direction du vecteur vitesse F (X) quand X parcourt le bord du
rectangle : si F (X) pointe constamment vers l’intérieur, alors il est impossible
de sortir du rectangle en intégrant selon les temps positifs. L’existence de ces
ensembles repose sur les hypothèses déjà évoquées Kp > 0, Ki > 0, Ks > 0,
KsKp ≥ Ki, f croissante par rapport à u et décroissante par rapport à x.
La fonction Sat qui intervient dans (1.23) conduit à un découpage en trois
zones du plan de phases (x, I) (voir Figure 1.21) selon la position de Kp(x¯−
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x)+I par rapport à umin et umax : les deux zones saturées Kp(x¯−x)+I ≥ umax
et Kp(x¯−x)+I ≤ umin et la zone sans saturation umin ≤ Kp(x¯−x)+I ≤ umax.
Posons L = max(umax − u¯, u¯ − umin) > 0. Comme représenté sur la Fi-
gure 1.21, considérons, pour λ ≥ L, le rectangle Rλ de centre (x¯, u¯), de cotés
parallèles aux axes et coupant l’axe des x en x¯±λ/Kp et l’axe des I en u¯±λ.
Étudions maintenant, en détaillant ses composantes F x et F I , la direction,
pour (x, I) sur le bord de Rλ, du vecteur tangent à la trajectoire
F (x, I) =(
F x(x, I) = f (x, Sat [Kp(x¯− x) + I])
F I(x, I) = Ki(x¯− x) +Ks (Sat [Kp(x¯− x) + I]−Kp(x¯− x)− I)
)
– (coté horizontal supérieur) pour I = u¯+λ et x ∈ [x¯−λ/Kp, x¯+λ/Kp],
on voit que F I(x, u¯+ λ) ≤ 0 ; en effet si x ∈ [x¯− λ/Kp, x¯] on a
F I =
≤0︷ ︸︸ ︷
(Ki −KsKp)
≥0︷ ︸︸ ︷
(x¯− x) +Ks
≤0︷ ︸︸ ︷
(umax − u¯− λ)≤ 0;
si x ∈ [x¯, x¯+ (u¯+ λ− umax)/Kp] on a
F I = Ki
≤0︷ ︸︸ ︷
(x¯− x) +Ks
≤0︷ ︸︸ ︷
(umax − u¯− λ−Kp(x¯− x))≤ 0;
si x ∈ [x¯+ (u¯+ λ− umax)/Kp, x¯+ λ/Kp] on a
F I = Ki
≤0︷ ︸︸ ︷
(x¯− x)≤ 0
Ainsi, le vecteur F =
(
F x
F I
)
pointe vers le bas le long du coté hori-
zontal supérieur.
– (coté vertical droit) pour x = x¯+λ/Kp et I ∈ [u¯−λ, u¯+λ] on voit que
F x(x¯+ λ/Kp, I) ≤ 0;
en effet si I ∈ [u¯− λ, umin + λ] on a
F x = f(x¯+ λ/Kp, u
min) ≤ f(x¯, umin) ≤ f(x¯, u¯) = 0
car ∂f
∂x
≤ 0 et ∂f
∂u
> 0 ; si I ∈ [umin + λ, u¯+ λ] on a de même
F x = f(x¯+ λ/Kp, I − λ) ≤ f(x¯, I − λ) ≤ f(x¯, u¯) = 0
Ainsi, le vecteur F pointe vers la gauche le long du coté vertical droit.
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On démontre, de la même façon, que F pointe vers le haut le long du coté
horizontal inférieur et pointe vers la droite le long du coté vertical gauche.
En conclusion, pour tout λ ≥ L, le vecteur tangent à la trajectoire F (X)
pointe vers l’intérieur du rectangle Rλ. Cet ensemble est donc positivement
invariant.
Prenons maintenant une condition initiale X0 = (x0, I0) arbitraire. Il
existe toujours au moins un λ0 (il suffit de le prendre assez grand en fait)
pour que X0 soit à l’intérieur de Rλ0 . Ainsi, la solution de ddtX = F (X) avec
X(0) = X0 reste dans Rλ0 pour tout temps positif : elle est donc définie pour
tout temps t > 0 et reste bornée.
Stabilité asymptotique
Nous cherchons maintenant à étudier la convergence des trajectoires. On
suppose que l’équilibre (x¯, I¯) réside strictement à l’intérieur des contraintes,
c.-à-d.
umin < I¯ = u¯ < umax
Pour (x, I) autour de (x¯, I¯), le système s’écrit
d
dt
x = f (x,Kp(x¯− x) + I)
d
dt
I = Ki(x¯− x)
(1.25)
Le calcul du linéaire tangent fait apparaître la matrice Jacobienne suivante(
∂f
∂x
∣∣
(x¯,u¯)
−Kp ∂f∂u
∣∣
(x¯,u¯)
∂f
∂u
∣∣
(x¯,u¯)
−Ki 0
)
(1.26)
La trace de cette matrice 2× 2 est strictement négative car Kp > 0, Ki > 0,
∂f
∂x
≤ 0 et ∂f
∂u
> 0 par hypothèse. Son déterminant est strictement positif
pour les mêmes raisons. Donc ses deux valeurs propres sont à partie réelle
strictement négative. Ainsi, quels que soient les choix de Kp > 0 et Ki > 0, le
linéaire tangent est toujours localement asymptotiquement stable (voir par
exemple la Section 1.2.3).
C’est bien un système continu et stationnaire dans le plan. On peut donc
utiliser le Théorème 12 de Poincaré. Nous avons vu que les trajectoires restent
bornées. Donc, les trajectoires convergent soit vers un équilibre, soit vers une
courbe fermée du plan qui délimite un domaine borné.
Or, il n’existe pas d’autre équilibre que l’équilibre (x¯, I¯ = u¯) dont on
a supposé l’existence à l’intérieur strict des contraintes. En effet, (x¯, I¯) est
66 CHAPITRE 1. SYSTÈMES DYNAMIQUES ET RÉGULATEURS
l’unique solution de{
f (x, Sat [Kp(x¯− x) + I]) = 0
Ki(x¯− x) +Ks (Sat [Kp(x¯− x) + I]−Kp(x¯− x)− I) = 0
L’unicité résulte du raisonnement suivant
– Si umin ≤ Kp(x¯− x) + I ≤ umax, on a x = x¯ par la seconde équation, et
alors la première équation donne I comme solution de f(x¯, I) = 0. Or,
f est strictement croissante par rapport à son second argument, donc
I = I¯.
– Si Kp(x¯− x) + I > umax, la première équation f(x, umax) = 0 implique
que x > x¯, car f(x¯, umax) > 0 et f est décroissante par rapport à x. La
seconde équation donne alorsKi(x−x¯) = Ks(umax−(Kp(x¯−x)+I)) < 0,
car Ks > 0 par hypothèse. Ceci contredit le fait que x est plus grand
que x¯.
– Si Kp(x¯ − x) + I < umin, la première équation f(x, umin) = 0 implique
que x < x¯ et la seconde le contraire.
Pour montrer la convergence globale vers l’unique équilibre (x¯, I¯) de (1.24),
il suffit de montrer qu’il n’existe pas de courbe fermée du plan, formée à par-
tir de trajectoires du système. Il ne restera que la convergence vers l’unique
équilibre comme régime asymptotique possible.
Pour montrer qu’il n’existe pas de telles courbes fermées, nous procédons
par contradiction. Admettons qu’à partir des trajectoires de (1.24), on puisse
former par raccordement une courbe fermée du plan. On note Ω l’intérieur
de cette courbe fermée. Calculons l’intégrale de la divergence du champ F
sur le domaine borné Ω. Cette intégrale est égale à l’intégrale sur le bord ∂Ω
de son flux sortant 16. Avec < ., . > le produit scalaire usuel, il vient∫ ∫
Ω
divF =
∮
∂Ω
< F, n > ds
où n est la normale extérieure. Par construction, le champs de vecteur associé
à (1.24)
F =
(
f (x, Sat [Kp(x¯− x) + I])
Ki(x¯− x) +Ks (Sat [Kp(x¯− x) + I]−Kp(x¯− x)− I)
)
est tangent au bord ∂Ω de Ω : son flux sortant est donc nul. Pourtant, on
remarque que sa divergence (trace de la matrice Jacobienne) est toujours
strictement négative
∂f
∂x
−Kp∂f
∂u
(Sat)′ +Ks((Sat)′ − 1) < 0
16. Il s’agit du théorème de Gauss souvent utilisé en électrostatique.
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car (Sat)′ vaut soit 0 soit 1. On obtient la contradiction recherchée. En conclu-
sion, il n’existe pas de telle courbe fermée, et le point d’équilibre (x¯, I¯) est
globalement asymptotiquement stable.
En fait nous avons montré le point no 1 du résultat suivant :
Théorème 17 (PI avec anti-emballement sur un premier ordre non-linéaire
et stable). Soit le système du premier ordre non-linéaire d
dt
x = f(x, u) avec,
x ∈ R, u ∈ [umin, umax], f continue, dérivable par morceau vérifiant ∂f
∂x
(x, u) ≤
0, ∂f
∂u
(x, u) > 0 pour tout avec (x, u) ∈ R× [umin, umax].
Soit le régulateur PI avec anti-emballement de consigne x¯ ∈ R :
u = Sat [Kp(x¯− x) + I] , d
dt
I = Ki(x¯− x) +Ks (u−Kp(x¯− x)− I)
avec Kp, Ki > 0, KsKp > Ki et Sat(υ) ≡ max(umin,min(umax, υ)). Alors on a
les deux cas suivants :
1. soit il existe u¯ ∈]umin, umax[ tel que f(x¯, u¯) = 0 et alors l’équilibre
(x, I) = (x¯, u¯) du système bouclé est unique et globalement asympto-
tiquement stable au sens de Lyapounov
2. sinon :
– soit ∀υ ∈ [umin, umax], f(x¯, υ) < 0 (resp. > 0) alors limt7→+∞ u(t) =
umax (resp. umin) et limt7→+∞ x(t) existe, est éventuellement infinie
dans [−∞, x¯[ (resp. ]x¯,+∞])
– soit f(x¯, umax) = 0 (resp. f(x¯, umin) = 0) alors limt7→+∞ u(t) = umax
(resp. umin) et limt7→+∞ x(t) existe, est finie dans ] − ∞, x¯[ (resp.
]x¯,+∞[).
Le point no 2 signifie simplement que, compte tenu des contraintes, le
régulateur PI fait au mieux, i.e., tente de rapprocher au maximum x de sa
consigne x¯. La preuve de ce point est laissée en exercice.
1.5.7 Dynamiques négligées : rôle du contrôle dans l’ap-
proximation
Les simulations en boucle fermée du thermostat que nous pouvons dé-
duire du modèle (1.20) ne sont qu’une représentation approximative de la
réalité. Cela est dû, entre autres, à l’écriture par un modèle continu (1.18)
du régulateur PI qui est à l’origine régi par des équations discrètes (1.17).
Si la période d’échantillonnage ∆t est petite nous ne faisons qu’une petite
erreur. D’autres erreurs proviennent des nombreux phénomènes dynamiques
négligés comme par exemple l’hétérogénéité des températures θ et θrad, les
fluctuations de la chaudière dues à sa propre régulation de température, ...
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Bref, nous avons implicitement supposé, en accord avec les résultats de la
Section 1.4, que si d’autres phénomènes transitoires existent, ils sont rapides
et stables. En conséquence, notre modèle de simulation ne prend en compte
que les dynamiques les plus lentes (disons celles qui sont plus lentes que 30
minutes).
Est-ce gênant en pratique ? Bien qu’en théorie nous avons montré que
l’équilibre de (1.20) est globalement asymptotiquement stable pour tout gain
Kp, Ki et Ks positifs vérifiant KsKp > Ki, il apparaît, lorsqu’on passe aux
expérimentations, un phénomène qui semble contredire ce résultat. Le résumé
des différentes expériences qu’on peut réaliser est qu’il n’est pas possible de
choisir ces gains aussi grands que nous le souhaiterions. Lorsque les gains
sont petits on constate un bon accord entre la théorie proposée et la pratique.
Lorsque les gains sont grands, on constate des écarts importants, voire des
instabilités.
Ceci est en fait en accord avec la théorie, si on en revient aux hypo-
thèses que nous avons formulées plus ou moins explicitement. L’explication
est que des gains très grands rendent le système (1.20) très rapide. Pour s’en
convaincre il suffit de voir que les valeurs propres du système linéaire tangent
autour de l’équilibre (x¯, I¯) sont celles de la matrice Jacobienne (1.26). Au
moins une des valeurs propres de cette matrice tend vers l’infini (en module)
quand Kp et/ou Ki tendent vers +∞. S’il est possible, en théorie, de rendre
le système (1.20) aussi rapide qu’on le désire grâce à un régulateur PI avec
des grand gains, en pratique, les gains du régulateur sont limités par l’appari-
tion d’instabilités liées à toutes les dynamiques rapides négligées et qui sont
alors excitées par le contrôle. Les hypothèses d’application des théorèmes
d’approximation ne sont plus vérifiées. Par exemple, l’approximation du PI
discret par un PI continu n’est plus valable, si on prend Kp et Ki tels que
le temps intégral Ti = Kp/Ki est du même ordre de grandeur que la période
d’échantillonnage ∆t. On va se concentrer sur un des possibles problèmes
qui est caractéristique de ce phénomène : la dynamique négligée de la sonde
thermique.
Exemple : le rôle de la sonde Rajoutons au modèle de simulation en
boucle fermée (1.20), la dynamique de la sonde de température. Le modèle
le plus simple ayant une base physique évidente est une dynamique linéaire
stable du premier ordre (filtre passe-bas) avec une constante de temps très
petite car la sonde a très peu d’inertie thermique et donc répond très rapide-
ment (en quelques secondes pour fixer l’ordre de grandeur) aux changements
de la température de l’air ambiant. Ce modèle est vérifiable expérimenta-
lement, par analyse de la réponse transitoire de la sonde thermique à des
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signaux d’excitation type échelon. En notant ε > 0 cette petite constante
de temps, la température qu’on peut utiliser pour le calcul de u n’est plus θ
mais sa mesure notée θm reliée à θ via le filtre du premier ordre suivant
d
dt
θm =
θ − θm
ε
Cette dynamique supplémentaire complète le modèle en boucle fermée à étu-
dier. Celui-ci est alors
d
dt
θ(t) = u(t)ΛΛrad
(MCp)(u(t)Λ+Λrad)
(θch − θ(t)) + ΛextMCp (θext − θ(t))
d
dt
I(t) = Ki(θ¯ − θm(t)) +Ks(u(t)−Kp(θ¯ − θm(t))− I(t))
ε d
dt
θm(t) = θ(t)− θm(t)
avec u(t) = Sat(Kp(θ¯ − θm(t) + I(t))
(1.27)
En posant X = (θ, I) et Z = θm, ce modèle admet la structure suivante
d
dt
X = F (X,Z), ε
d
dt
Z = G(X,Z),
alors que le modèle initial (1.20) correspond en fait à ε = 0
d
dt
X = F (X,Z), 0 = G(X,Z).
En application du Théorème 15 de Tikhonov, si les valeurs propres de ∂G
∂Z
(X,Z)
pour (X,Z) vérifiant G(X,Z) = 0 sont toutes à partie réelle négative (ce qui
est trivialement le cas ici), alors, pour ε > 0 assez petit, les trajectoires
des deux modèles sont très proches. Autrement dit, si la dynamique de la
sonde thermique est stable et rapide devant les autres dynamiques, on peut
la négliger.
On comprend également pourquoi on ne peut pas choisir les gains Kp
et/ou Ki trop grands. Si tel est le cas, Kp et/ou Ki sont alors du même
ordre de grandeur que 1
ε
. Donc d
dt
X comportera des termes en 1
ε
. L’écriture
sous la forme d
dt
X = F (X,Z) avec ε d
dt
Z = G(X,Z) n’est plus valable et
l’approximation précédente peut être mise en défaut. On ne sait plus déduire
de la stabilité de (1.20) une information sur celle de (1.27). Dans ce cas, la
dynamique de la sonde, bien que stable isolément, n’est plus rapide devant
les autres dynamiques. L’approximation n’est pas valable.
1.5.8 Intérêt de la pré-compensation (feedforward)
Pour améliorer les performances de la régulation de température (et donc
le confort), on peut compléter le régulateur précédent en utilisant les tech-
niques de pré-compensation et de feedforward.
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Très souvent, on utilise aussi pour ajuster la position de la vanne trois
voies, u, la température extérieure, θext. Ainsi, u ne dépend pas seulement de
la température intérieure θ et de sa consigne θ¯, mais aussi de θext. Souvent,
on substitue alors aux équations (1.18) les équations suivantes u(t) = S
at(Kp(θ¯ − θ¯(t)) + I(t)−Kextθext)
d
dt
I(t) = Ki(θ¯ − θ(t)) +Ks(u(t)−Kp(θ¯ − θ(t))− I(t) +Kextθext)
avec Kext un coefficient positif. Ainsi, même si θ = θ¯, lorsque la tempéra-
ture extérieure baisse, u a tendance à augmenter pour anticiper la prochaine
baisse de θ. Le rajout de θext permet d’anticiper les variations de température
extérieure. C’est le terme de pré-compensation.
Une autre amélioration un peu plus subtile est celle qu’on utilise lors
de changement de la consigne θ¯. Il est assez fréquent de programmer une
consigne de température θ¯ un peu plus basse dans la journée, pendant les
heures où les habitants sont absents, et un peu plus haute en début et en
fin de journée. Ainsi θ¯ est une fonction constante par morceaux. Il est clair
que la température θ ne peut pas suivre θ¯ à chacune de ses discontinuités : la
réponse de notre système n’est pas instantanée ; notre modèle (1.19) implique
que θ est une fonction dérivable de t et dont la dérivée est bornée. Notons
θ˙max > 0 cette borne ∣∣∣∣ ddtθ(t)
∣∣∣∣ ≤ θ˙max
Il est naturel de modifier localement la fonction θ¯(t) pour la transformer en
une fonction continue dérivable par morceaux θr(t) : là où θ¯ est constante,
θr est aussi constante ; là où θ¯ admet un saut, alors θr est la fonction affine
par morceau de pente inférieure en module à αθ˙max (α ≤ 1) qui remplace le
saut par une rampe comme illustré sur la Figure (1.22). Ainsi, θr(t) est une
approximation continue de θ¯(t), dérivable par morceaux et dont la dérivée
reste toujours plus petite que θ˙max en valeur absolue. En quelque sorte, θr(t)
est une consigne de température variable dans le temps, proche de θ¯ tout en
étant réellement réalisable par le système. On parle de filtrage de consigne.
Il est facile de calculer en temps réel la fonction θr(t) qui lisse la consigne
brute θ¯(t).
Avec θr(t) au lieu de θ¯(t), on rajoute alors au PI (1.18) la dérivée θ˙r u(t) = S
at(Kp(θr(t)− θ(t)) + I(t) +Krθ˙r(t))
d
dt
I(t) = Ki(θr(t)− θ(t)) +Ks(u(t)−Kp(θr(t)− θ(t))− I(t)−Krθ˙r(t))
avec Kr un coefficient positif. L’effet de ce terme est le suivant. Supposons
que pour t < 0, θ = θr. À partir de t = 0, θr commence une rampe de pente
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Figure 1.22 – Approximation de la consigne brute t 7→ θ¯(t), fonction
constante par morceaux impossible à suivre à cause des discontinuités, par
la référence t 7→ θr(t), fonction continue et dérivable par morceaux corres-
pondant à une trajectoire réalisable par le système.
constante positive résultant d’une augmentation de la consigne brute θ¯ en
t = 0. Alors, le terme en θ˙r, dit de feedforward aura tendance à “booster” le
contrôle u avec un surplus de chauffage pour compenser l’inertie thermique
du bâtiment et ainsi avoir une température θ qui suivra mieux la référence
réalisable. Il s’agit d’une anticipation sur la rampe de montée. De même, à
la fin de la rampe de montée pour θr, θ˙r retourne à 0 et alors, le contrôle u
aura un saut vers le bas, une sorte de freinage pour éviter que θ ne dépasse
en fin de montée la valeur de θr (évite “l’over-shoot”). C’est le feedforward .
La combinaison de ses deux types d’anticipation, l’une sur la perturbation
mesurée θext, l’autre sur la consigne variable θ¯, conduit à l’algorithme PI avec
anticipation suivant
u(t) =Sat
[
Kp(θr(t)− θ(t)) + I(t) +Krθ˙r(t)−Kextθext
]
d
dt
I(t) =Ki(θr(t)− θ(t))
+Ks
[
u(t)−Kp(θr(t)− θ(t))− I(t)−Krθ˙r(t) +Kextθext
]
(1.28)
Des versions plus ou moins sophistiquées de cet algorithme sont utilisées dans
les thermostats vendus dans le commerce.
1.5.9 Pré-compensation et suivi de trajectoires sur un
système linéaire du premier ordre
Pour comprendre de façon plus formelle et plus précise le rôle de ces
deux types d’anticipation, prenons comme modèle de contrôle, le modèle
linéaire tangent autour d’un équilibre (θ¯, u¯, θ¯ext). On note δθ et δu les écarts à
l’équilibre. La première variation de (1.19) autour de l’équilibre θ¯ et u¯, donne
un système du premier ordre stable. On va la calculer. Le modèle (1.19) est
72 CHAPITRE 1. SYSTÈMES DYNAMIQUES ET RÉGULATEURS
de la forme d
dt
θ = f(θ, u, θext) avec f fonction régulière de ces arguments et
f(θ¯, u¯, θ¯ext) = 0. Il est d’usage de noter δθ par y, δu par u et δθext par w.
d
dt
y = −ay + bu+ dw (1.29)
avec
a = − ∂f
∂θ
∣∣∣∣
θ¯,u¯,θ¯ext
, b =
∂f
∂u
∣∣∣∣
θ¯,u¯,θ¯ext
, d =
∂f
∂θext
∣∣∣∣
θ¯,u¯,θ¯ext
On remarque que a > 0, b > 0 et d > 0. Ainsi, le système est asymptotique-
ment stable en boucle ouverte. On peut interpréter la température y comme
la sortie d’un filtre du premier ordre de constante de temps τ = 1/a, excité
par le signal τ(bu+ dw) en notant
d
dt
y =
1
τ
(τbu+ τdw − y)
Pour simplifier, nous considérons ici : umin = −∞ et umax = +∞.
Supposons qu’on souhaite suivre une référence t 7→ yr(t) continue et
dérivable par morceaux tout en connaissant à chaque instant la pertur-
bation w(t). On définit le contrôle de référence comme étant la fonction
t 7→ ur(t) continue par morceaux et telle que ddtyr = −ayr + bur + dw, c’est
à dire
ur(t) =
y˙r(t) + ayr(t)− dw(t)
b
Pour obtenir u, on rajoute alors à ur une correction de type PI sur l’erreur
de suivi, e = y − yr
u(t) = ur(t) +Kp(yr(t)− y(t)) + I(t), d
dt
I(t) = Ki(yr(t)− y(t))
La partie anticipation (feedforward) correspond à ur : elle compense, de
façon cohérente avec le modèle, les effets transitoires dus aux variations de
yr et w. On obtient ainsi en boucle fermée un système différentiel autonome
pour les variables e = y − yr et I
d
dt
e = − (bKp + a) e+ bI, d
dt
I = −Kie
Ce système s’écrit alors sous la forme d’un système du second ordre
d2
dt2
e = −2ξω0 d
dt
e− (ω0)2 e (1.30)
avec les notations usuelles
2ξω0 = (bKp + a) , (ω0)
2 = bKi
1.6. CAS D’ÉTUDE 73
où ω0 > 0 est la pulsation de coupure et ξ > 0, le facteur d’amortisse-
ment . Ainsi, même si w et yr varient au cours du temps, leurs variations sont
pré-compensées par ur qui est une combinaison linéaire de yr, y˙r et w. On
comprend mieux l’intérêt des termes Kry˙r et Kextw dans (1.28).
En pratique, les coefficients a, b et d ne sont connus qu’avec une certaine
approximation. Si l’on note ηa, ηb et ηd les écarts entre leurs vraies valeurs
(celles du modèle (1.29)) et celles utilisées pour le calcul de ur par y˙r =
−(a− ηa)yr + (b− ηb)ur + (d− ηd)w, alors la dynamique de l’erreur e devient
d2
dt2
e = −2ξω0 d
dt
e− (ω0)2 e+ ηbu˙r + ηdw˙ + ηay˙r
En absence de terme de feedforward, le simple contrôleur PI
u = Kp(yr − y) + I, d
dt
I = Ki(yr − y)
conduit à un système du second ordre similaire pour e = y − yr
d2
dt2
e = −2ξω0 d
dt
e− (ω0)2 e− d
2
dt2
yr + dw˙ + ay˙r (1.31)
mais avec un terme source − d2
dt2
yr + dw˙ − ay˙r a priori beaucoup plus grand
que ηbu˙r + ηdw˙ + ηay˙r dans (1.30), puisque les erreurs paramétriques sont
supposées peu importantes. Ainsi, même avec des erreurs de modélisation, le
rajout de ur conduit en général à une amélioration notable du suivi : e reste
plus près de 0.
En l’absence de feedforward, on voit que la partie rétro-action, le “feed-
back”, doit alors corriger après coup les variations de la référence yr et les
perturbations w. Il en résulte une moins bonne précision dans le suivi de la
référence yr et des performances dégradées car on demande au feedback de
compenser non seulement les erreurs de modèle, ce qui est son rôle premier,
mais aussi les variations de yr et w, ce qui est mieux réalisé par le contrôle
feedforward ur.
1.6 Cas d’étude : contrôle hiérarchisé et régu-
lateurs en cascade
La théorie des systèmes lents/rapides (en particulier le Théorème 15 de
Tikhonov) permet de justifier une pratique courante pour la synthèse de
boucle de régulation : le contrôle hiérarchisé qui consiste à imbriquer les ré-
gulateurs. Un exemple suffira pour comprendre ce dont il s’agit. Cet exemple
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est non trivial car il s’agit d’un système du second ordre avec dynamique
inconnue et des contraintes à la fois sur l’état et sur le contrôle. La synthèse
d’un contrôleur prenant explicitement les contraintes d’état est un problème
largement ouvert et pour lequel on ne dispose pas, à l’heure actuelle, de so-
lution systématique et simple. Des solutions plus numériques fondées sur les
techniques de commande prédictive peuvent être considérées mais elles sont
coûteuses en temps de calculs et peuvent poser problème en particulier en
ce qui concerne l’existence de solutions et la convergence numérique 17. Le
contrôleur que nous proposons ci-dessus s’appuie sur le paradigme des sys-
tèmes lents/rapides, sa structure est facile à comprendre. Le réglage des gains
est simple et s’effectue à partir des contraintes. Nous donnons des formules
explicites qui peuvent être utilisées.
Considérons un système du second ordre de la forme suivante
d2
dt2
x = f(x,
d
dt
x) + u
où x et u sont dans R. De tels modèles se rencontrent naturellement pour les
systèmes mécaniques (par formulation variationnelle) : il s’agit par exemple
de l’équation de Newton qui relie l’accélération aux forces extérieures parmi
lesquelles se trouve le contrôle u. On suppose qu’on ne connaît pas bien
f(x, d
dt
x).
Il est possible de se ramener, au moins approximativement, au cas de deux
systèmes du premier ordre. Le principe de la stratégie de contrôle hiérarchisé
comporte deux étapes : un premier régulateur proportionnel (régulateur P)
assure la convergence rapide de la vitesse v = d
dt
x vers une consigne v¯. Un
second régulateur PI cherche à stabiliser la position x à x¯ et, pour ce faire,
met lentement à jour la consigne du régulateur de vitesse v¯. Comme nous
allons le voir, il est assez aisé de prendre en compte des contraintes sur la
vitesse v et le contrôle u.
Écrivons l’équation du second ordre sous la forme d’un système de deux
17. La technique MPC (Model Predictive Control) propose une sélection optimale, au
sens d’un critère choisi par l’utilisateur, parmi des trajectoires satisfaisant des contraintes.
Elle suppose l’existence de telles trajectoires et l’unicité d’un optimum caractérisable nu-
mériquement. Ce sont ces hypothèses qui sont bien souvent difficiles à garantir sur des
exemples concrets généraux. Si ces hypothèses sont vérifiées, la technique MPC consiste
en la résolution itérée du problème d’optimisation avec mise à jour à chaque nouvelle
période d’échantillonnage de la condition initiale. La fonction coût optimal est alors une
fonction de Lyapounov, elle garantit la stabilité.
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équations du premier ordre 
d
dt
x = v
d
dt
v = f(x, v) + u
(1.32)
Les contraintes sont u ∈ [−umax, umax] et v ∈ [−vmax, vmax] (umax, vmax > 0). On
considère un régime stationnaire caractérisé par un état admissible (x¯, v¯ = 0)
et un contrôle admissible u¯ ; soit |u¯| < umax et f(x¯, 0)+ u¯ = 0. On cherche par
un bouclage u à stabiliser (x, v) en (x¯, u¯), en respectant les contraintes sur u
et aussi sur v. Précisément, si la vitesse initiale v0 appartient à [−vmax, vmax]
alors on souhaite que pour t > 0 la vitesse v(t) du système en boucle fermée
reste aussi dans [−vmax, vmax]. Cet objectif doit être atteint de manière robuste
aux incertitudes sur la fonction f(x, v).
Sans hypothèse supplémentaire sur f , il est difficile de donner une réponse
un peu générale à ce problème. Nous allons supposer qu’il existe 0 < α < 1
tel que pour tout (x, v),
|f(x, v)| ≤ αumax (1.33)
Cela veut dire que pour toute valeur de (x, v), on peut choisir un contrôle
u qui domine f(x, v) et ainsi imposer le signe de d2
dt2
x. Cette hypothèse est
essentielle.
La cascade de deux régulateurs, évoquée ci-dessus, donne l’algorithme de
contrôle suivant
d
dt
I = Ki(x¯− x) +Ks(v¯ −Kp(x¯− x)− I)
v¯ = Satv [Kp(x¯− x) + I]
u = Satu [Kp(v¯ − v)/]
(1.34)
avec Kp > 0, Ki > 0, Ks > 0, KsKp > Ki, et  un paramètre positif. Les
fonctions Satv et Satu sont les fonctions de saturation usuelles (telles que celle
utilisée en (1.23)) associée aux contraintes sur v et u (projections sur les
convexes [−vmax, vmax] et [−umax, umax]).
La dynamique en boucle fermée est le système de trois équations diffé-
rentielles non linéaires suivant
d
dt
x = v
d
dt
v = f(x, v) + Satu [Kp(S
at
v [Kp(x¯− x) + I]− v)/]
d
dt
I = Ki(x¯− x) +Ks(Satv [Kp(x¯− x) + I]−Kp(x¯− x)− I)
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Pour (x, v, I) proche de (x¯, 0, u¯), les contraintes ne sont pas actives et donc
les fonctions Satv et Satu sont les fonctions identités. Ainsi, le système bouclé
ci-dessus devient
d
dt
x = v

d
dt
v = f(x, v) +Kp(Kp(x¯− x) + I)− v)
d
dt
I = Ki(x¯− x)
Ce système est bien sous la forme standard du théorème 15 de Tikhonov :
l’état lent est (x, I), l’état rapide v, et la dynamique rapide est bien asymp-
totiquement stable. Le système lent
d
dt
x = v,
d
dt
I = Ki(x¯− x)
est bien asymptotiquement stable. On conclut à la stabilité via le théo-
rème 16. En l’absence de contraintes, la preuve de la stabilité repose uni-
quement sur le fait que  est suffisamment petit.
Pour garantir la stabilité avec la prise en compte des effets non linéaires
dus aux fonctions de saturation Satu et Satv , il convient de ne pas choisir Kp
et Ki n’importe comment. Intuitivement, si notre raisonnement par échelles
de temps est correct, il faut que le système rapide soit en mesure de suivre
sa consigne v¯ = Satv [Kp(x¯− x) + I] même si cette dernière varie au cours du
temps : cela entraîne qualitativement que d
dt
v¯ doit respecter les contraintes
sur u, tout au moins sur la partie de u qui reste disponible après avoir dominé
la dynamique f(x, v). Cela veut dire approximativement que le module de
d
dt
v¯ ne doit pas dépasser (1− α)umax. Il nous faut maintenant avoir une idée
de l’ordre de grandeur de d
dt
v¯ : pour cela on dérive dans le cas non saturé v¯
et on néglige la variation de I. Cela nous donne comme estimation de d
dt
v¯ :
−Kpv. Ainsi, il est naturel d’imposer Kp ≤ vmax(1−α)umax .
On constate, avec des simulations numériques qu’avec
Kp =
vmax
(1− α)umax , Ki =
K2p
5
, Ks =
2Kp
5
,  = 3,
le contrôleur (1.34) est bien stabilisant tout en respectant les contraintes sur
u et approximativement les contraintes sur v.
Ce qui précède n’est pas une preuve formelle mais plutôt une illustration
de la démarche fondée sur la théorie des perturbations pour concevoir un
régulateur simple pour un système du second ordre dont le modèle comporte
d’importantes incertitudes que l’on peut dominer par un contrôle borné. De
plus ce régulateur (1.34) prend en compte la contrainte d’état |v| ≤ vmax.
Chapitre 2
Fonctions de transfert
Les résultats du Chapitre 1 sont essentiellement de nature qualitative. La
stabilité d’un système est garantie sous l’hypothèse qu’un petit paramètre 
est effectivement suffisamment petit. Dans ces conditions, on peut alors rai-
sonner sur un système simplifié (nominal). La question de la robustesse a été
traitée de manière perturbative : si le système nominal en boucle fermée ou en
boucle ouverte admet un équilibre asymptotiquement stable, alors le système
perturbé (régulièrement et/ou singulièrement) admet un équilibre voisin de
celui du système nominal, équilibre qui est lui aussi asymptotiquement stable.
La question de savoir à partir de quelle valeur critique ¯ de  il y a perte
de stabilité est importante, notamment d’un point de vue pratique. Comme
nous allons le voir dans ce chapitre, une réponse est liée aux notions de
marges de robustesse que nous allons définir. On notera que, d’un point de
vue formel, l’étude des changements qualitatifs de comportement d’un sys-
tème dynamique en fonction de paramètres intervenant dans les équations
est l’objet de la théorie des bifurcations et des catastrophes [17]. Cette théorie
dépasse largement le cadre de ce cours.
Les marges de robustesse sont des notions difficiles à aborder de façon
générale pour un système non linéaire. Cependant, il est possible, une fois de
plus, d’obtenir des informations précieuses en considérant le système linéarisé
tangent autour de l’équilibre.
On utilise sur ce système linéaire le calcul symbolique 1, i.e. on remplace
l’opérateur d
dt
par la variable de Laplace s ∈ C (voir [46]). Grâce à ce for-
malisme 2, on peut faire des calculs algébriques pour aboutir à une équation
1. Le calcul symbolique est aussi dénommé calcul opérationnel [62, 18] en référence à
la théorie des opérateurs linéaires [37].
2. Nous laissons de côté les problèmes de convergence des transformées de Laplace qui
sont relativement hors-sujet ici. On pourra se reporter à [13] pour un exposé mettant en
lumière le rôle des bandes de convergence dans le plan complexe.
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reliant entrée et sortie. Le système est alors représenté par une fonction de la
variable complexe s. Cette fonction est appelée fonction de transfert . L’ana-
lyse complexe fournit une réponse directe (par le Théorème de Cauchy) à la
définition des marges de robustesse.
2.1 Passage à la fonction de transfert
Nous allons considérer l’exemple (1.29) de la fin du chapitre précédent
d
dt
y(t) = −ay(t) + bu(t) + dw(t) (2.1)
avec a, b et d positifs. Ce système est linéaire. Le contrôle est u, la pertur-
bation w et la mesure y. On a vu, toujours dans le chapitre précédent, qu’un
simple 3 régulateur PI
u = Kp(yr − y) + I, d
dt
I = Ki(yr − y) (2.2)
avec Kp, Ki > 0 assure la convergence asymptotique de y(t) vers la consigne
(référence) yr supposée constante, pour peu que la perturbation w soit cons-
tante. Rappelons qu’on n’a pas besoin de connaître cette constante pour
prouver que de manière asymptotique y = yr.
2.1.1 Questions de robustesse
Étant donné le système en boucle fermée (2.1)-(2.2), nous souhaitons
étudier les trois points suivants
1. Que se passe-t-il si la mesure de y n’est pas instantanée mais est effec-
tuée avec un certain temps de retard ∆ ? Dans une telle configuration,
à l’instant t, on connaît la valeur de y(t−∆). La valeur y(t) n’est dis-
ponible, pour calculer u, qu’à l’instant t+∆. Ce retard est par exemple
imputable à la dynamique du capteur, à la chaîne informatique temps-
réel, à des délais d’échantillonnage de certains capteurs, ou à des délais
de communication de l’information.
2. Que se passe-t-il si la perturbation non mesurée w n’est plus constante
mais sinusoïdale de la forme w(t) = cos(ωt) avec ω constant. Ne peut-il
pas y avoir propagation de ces oscillations ? Est-ce gênant ?
3. Que se passe-t-il si l’on superpose les deux points précédents, un retard
de mesure et une perturbation sinusoïdale ?
3. Nous ne prenons pas en compte les contraintes sur u ici.
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2.1.2 Principe des calculs
De manière préliminaire, nous montrons ici comment obtenir la fonction
de transfert d’un système. Le principe des calculs est très simple : il suffit de
remplacer l’opérateur d
dt
par s (par abus de notation et soucis de simplicité, on
note ici y(s) la transformée de Laplace de t 7→ y(t)). Dans ce cas, l’opérateur
retard devient e−∆s où ∆ est le retard 4.
Considérons le système bouclé avec yr et w variables et un retard ∆ sur
la mesure de y 
d
dt
y(t) = −ay(t) + bu(t) + dw(t)
u(t) = Kp(yr(t)− y(t−∆)) + I(t)
d
dt
I(t) = Ki(yr(t)− y(t−∆))
On obtient alors (dans le domaine des transformées de Laplace)
sy = −ay + bu+ dw
u = Kp(yr − e−∆sy) + I
sI = Ki(yr − e−∆sy)
On peut alors calculer algébriquement y, u, et I en fonction de yr et w¯. Il
suffit de résoudre ces équations par rapport aux variables recherchées. La
sortie y est une combinaison linéaire de yr et w, les coefficients étant des
fractions rationnelles en s et e−∆s. Tout calcul fait, on obtient
y =
b(Ki + sKp)
s(s+ a) + b(Ki + sKp)e−∆s
yr +
sd
s(s+ a) + b(Ki + sKp)e−∆s
w
4. En effet on a formellement (sans chercher à le justifier) le développement en série
y(t−∆) =
+∞∑
k=0
(−∆)k
k!
y(k)(t).
Comme y(k) = d
k
dtk
y = sky, on voit naturellement apparaître la série
+∞∑
k=0
(−∆)k
k!
sk
qui n’est autre que e−∆s. Ainsi, en calcul symbolique, l’opérateur qui à la fonction y associe
la fonction y retardée de ∆ n’est autre qu’une multiplication par e−∆s. On trouvera toutes
les formules nécessaires à des calculs opérationnels plus compliqués dans [18].
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La stabilité se déduit des zéros des dénominateurs (nommés pôles), i.e., les
valeurs s ∈ C pour lesquelles la formule ci-dessus donnant y n’est pas définie.
Nous reviendrons sur ce point dans la Définition 5 et la Proposition 3.
S’il existe α > 0, tel que les valeurs de s pour lesquelles la fonction de
la variable complexe (c’est une fonction dite entière car elle est définie pour
toute valeur de s ∈ C)
D(s) = s(s+ a) + b(Ki + sKp)e
−∆s (2.3)
s’annule, sont toutes dans le demi plan <(s) ≤ −α, alors le système est
asymptotiquement stable en boucle fermée. En revanche, si un des zéros est
à partie réelle strictement positive, le système est instable et la sortie y(t)
n’est pas bornée lorsque t→ +∞.
Cette caractérisation est une généralisation naturelle de celle que nous
avons déjà vue pour les systèmes linéaires (voir Théorème 4) sous forme
d’état d
dt
x = A(x¯ − x) : pour ce dernier système, le point d’équilibre x¯ est
asymptotiquement stable en boucle ouverte lorsque les zéros de det(sI −
A) sont tous à partie réelle strictement négative. La formule donnant la
transformée de Laplace de x explicitement à partir de celle de x¯ (à conditions
initiales nulles)
x = (sI − A)−1Ax¯
n’est pas définie pour les valeurs de s appartenant au spectre de A. Comme
det(sI − A) est un polynôme, il ne possède qu’un nombre fini de zéros d’où
l’existence de α > 0.
Pour des fonctions de s plus compliquées comme les polynômes en s et
e−∆s (appelés quasi-polynômes [26]), on a un nombre infini de zéros en gé-
néral. La localisation des zéros de la fonction entière D(s), définie par (2.3),
est un problème ardu et non complètement résolu à l’heure actuelle (voir [24]
pour un exposé complet et la Section 2.4.1 pour un exemple de résultats
qu’on peut obtenir).
Pour ∆ = 0, D(s) = s2 + (bKp + a)s+ bKi n’a que deux zéros et ils sont
à partie réelle strictement négative (sous l’hypothèse Kp, Ki > 0 et a ≥ 0).
Nous verrons comment il est possible de calculer le retard critique ∆∗ à partir
duquel D(s) admet nécessairement des zéros instables rendant le système en
boucle fermée instable.
2.1.3 Régime asymptotique forcé
Lorsqu’un système est asymptotiquement stable en boucle fermée, on peut
étudier comment il réagit à des perturbations (on dit aussi excitations) sinu-
soïdales w . Comme le précise la Proposition 4, un système asymptotiquement
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stable soumis à une telle excitation, converge, après un transitoire, vers un ré-
gime périodique de même période. Le système oublie sa condition initiale (de
manière asymptotique), comme discuté à la Section 1.1.3. On va la supposer
nulle pour simplifier les calculs, sans perte de généralité.
Pour une excitation périodique w = cos(ωt), on passe en complexes en
notant w = exp(ıωt) et on cherche la solution (y, u, I), pour yr = 0, des
équations 
d
dt
y(t) = −ay(t) + bu(t) + d exp(ıωt)
u(t) = Kp(yr(t)− y(t−∆)) + I(t)
d
dt
I(t) = Ki(yr(t)− y(t−∆))
sous la forme y(t) = Y exp(ıωt), u(t) = U exp(ıωt) et I(t) = I exp(ıωt). Cela
revient à faire exactement les mêmes manipulations que celles faites à la
Section 2.1.2 en remplaçant d
dt
par s et le retard par e−∆s, mais avec s = ıω.
On obtient
Y = sd
s(s+ a) + b(Ki + sKp)e−∆s
∣∣∣∣
s=ıω
Ce nombre complexe peut s’écrire sous la forme
sd
s(s+ a) + b(Ki + sKp)e−∆s
∣∣∣∣
s=ıω
= G(ω) exp(ıφ(ω))
où G(ω) ≥ 0 est le gain et φ(ω) ∈ [−pi, pi[, la phase. Il suffit alors de prendre
la partie réelle de la formule
y(t) = G(ω) exp(ı(ωt+ φ(ω)))
pour avoir le régime forcé y. La solution périodique du système en boucle
fermée, avec yr = 0 et w¯ = cos(ωt), est
y(t) = G(ω) cos(ωt+ φ(ω))
On représente sur deux graphiques, appelés diagrammes de Bode 5, le gain
G(ω) en fonction de ω et le déphasage φ(ω) en fonction de ω. Une grande
variation locale de G en fonction de ω est la signature de résonances , dont les
fréquences caractéristiques sont données approximativement par les maxima
locaux de G (les pics de résonance). Le diagramme de Bode peut s’obtenir
expérimentalement (jusqu’à une certaine fréquence au delà de laquelle les
instruments sont inutilisables) avec un analyseur de fréquence si le système
est effectivement asymptotiquement stable.
5. En général, on trace, sur le premier graphique 20 log10(G(ω)) (décibels comme échelle
des ordonnées) en fonction de log10(ω) (log10 comme échelle en abscisse), sur le second
φ(ω) en fonction de log10(ω).
82 CHAPITRE 2. FONCTIONS DE TRANSFERT
2.1.4 Simplifications pôles-zéros
Il y a une distinction entre la stabilité d’un système représenté sous forme
d’état d
dt
x = Ax + Bu, y = Cx, et celle de la relation entrée-sortie y(s) =
H(s)u(s).
Il peut y avoir des simplifications de pôles avec des zéros . En d’autres
termes, il se peut qu’on ait une racine commune entre le numérateur et le dé-
nominateur de H(s). Ainsi, H(s) peut ne posséder que des pôles stables alors
que A peut avoir des valeurs propres instables. On verra que la Définition 5
et la Proposition 3 tiennent compte de ce phénomène.
Prenons un exemple très simple qui fera bien comprendre le problème.
Supposons que nous ayons le système suivant
d2
dt2
y − y = d
dt
u− u (2.4)
Le calcul symbolique déjà utilisé précédemment donne (s2 − 1)y = (s+ 1)u,
soit
y =
s− 1
s2 − 1u =
1
s+ 1
u
On pourrait en conclure que le système est asymptotiquement stable car la
relation entrée-sortie ne fait apparaître qu’un seul pôle s = −1 à partie réelle
négative. Ceci est faux : le système est du second ordre, il admet une autre
valeur propre. Cette dernière est instable et vaut 1. Pour comprendre l’origine
du problème engendré par la simplification par le facteur commun s−1 entre
le numérateur et le dénominateur de la fonction de transfert, il faut reprendre
la transformation de Laplace (voir [45]) et bien noter que, si on ne néglige
plus la condition initiale, la transformation de Laplace de d
dt
y donne en fait
sy − y(0) au lieu de sy comme nous l’avons fait, pour simplifier les calculs.
Ainsi, tous nos calculs sont corrects si à t = 0 tout est à l’équilibre et tout
est nul, c.-à-d. y(0) = 0, y˙(0) = 0 et u(0) = 0. Si tel n’est pas le cas, alors on
a
s2y − sy˙(0)− y(0) = su− u− u(0)
où y(0), y˙(0) et u(0) sont les valeurs à t = 0 de y, d
dt
y et u. Dans ce cas, on
obtient le calcul complet
y(s) =
1
s+ 1
u+
sy˙0 + y0 − u0
s2 − 1
Cette équation révèle le transfert de u à y et celui des conditions initiales
à y. La simplification initialement envisagée n’est plus possible, sauf pour des
valeurs très particulière de y0, y˙0, et u0. Le second terme dans la fonction de
transfert correspond à une fonction qui diverge lorsque t → +∞. Il est nul
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si et seulement si on a y˙(0) = y(0) − u(0) = 0. En général, cette condition
n’est pas satisfaite, le système est instable à cause du pôle en s = 1 qui ne
disparaît plus.
Dans la suite du chapitre, nous supposerons qu’il n’y a pas de canular de ce
type. En pratique, ce genre de simplification se voit très vite en inspectant les
équations. Il suffit de modifier un tout petit peu les coefficients, par exemple
prendre u˙ − 0.999u pour casser cette simplification et revoir apparaître le
pôle instable qui avait disparu. Ce type de simplification est surtout gênant
quand des pôles instables sont en jeu. Pour des pôles stables, c’est moins
embêtant et ce d’autant plus s’ils ont des parties réelles fortement négatives.
Les termes correspondants convergent de toutes façons très rapidement vers
zéro lorsque t→ +∞.
2.1.5 Formalisme
Dans ce qui suit, on s’attache à donner des éléments précis (définitions et
propriétés) concernant les fonctions de transfert que nous avons introduites à
partir d’exemples simples dans les Sections 2.1.2, 2.1.3 et 2.1.4. On considère
un système avec entrée u et sortie y sous forme d’état
d
dt
x = Ax+Bu, y = Cx (2.5)
où A est une matrice n× n à coefficients constants, B est une matrice (dans
le cas où on a plusieurs entrées, sinon c’est un vecteur colonne) de taille n×m
à coefficients constants, et C est une matrice (dans le cas où on a plusieurs
sorties, sinon c’est un vecteur ligne) de taille p× n à coefficients constants.
La notion de stabilité dont nous avons parlé pour les fonctions de transfert
correspond en fait à la définition suivante.
Définition 5 (Stabilité Entrée-Bornée-Sortie-Bornée). Un système de
la forme (2.5) est stable Entrée-Bornée-Sortie-Bornée (on dit EBSB), si pour
toute entrée bornée t 7→ u(t) la sortie t 7→ y(t) reste bornée.
Comme on l’a vu, la stabilité asymptotique implique la stabilité EBSB
mais l’inverse est faux (à cause du problème des simplifications pôles-zéros
de la fonction de transfert).
Proposition 3. Si les valeurs propres de A sont toutes à partie réelle stric-
tement négative, alors le système (2.5) est stable EBSB.
Définition 6 (Fonction de transfert). On appelle fonction de transfert
du système (2.5) la fonction de la variable complexe
C 3 s 7→ H(s) = C(sI − A)−1B
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Les éléments de cette matrice (scalaire dans le cas d’un système à une entrée
et une sortie) sont des fractions rationnelles en s strictement propres.
Définition 7 (Pôles et zéros). On appelle zéro d’une fonction de transfert
(scalaire) H(s) les racines de son numérateur. On appelle pôles les racines
de son dénominateur.
On a, de manière générale, la propriété suivante qui permet de caractériser
la réponse asymptotique d’un système stable EBSB à une entrée sinusoïdale.
Proposition 4 (Réponse asymptotique d’un système stable EBSB à une
entrée sinusoïdale). Considérons le système (2.5) supposé stable EBSB, et
sa fonction de transfert H(s). Si on excite ce système par un signal d’entrée
u(t) = sin(ωt) de pulsation ω, alors, de manière asymptotique lorsque t →
+∞, la sortie y(t) converge vers le signal |H(iω)| sin(ωt+ argH(iω)).
On notera ainsi que les fréquences correspondant aux zéros de R 3 w 7→
H(iw) sont asymptotiquement rejetées. Si H(s) a un zéro en zéro (c’est sou-
vent le cas lorsqu’on recoure à un contrôleur PI ), alors les entrées constantes
sont rejetées. On a rejet de l’erreur statique.
2.1.6 Du transfert vers l’état : réalisation
La donnée d’un transfert rationnel H(s) est équivalente à la donnée d’une
forme d’état canonique minimale que nous allons définir. C’est ce qu’on ap-
pelle la réalisation sous forme d’état d’un transfert rationnel .
De manière préliminaire, nous allons traiter un cas particulier qui permet
de comprendre l’algorithme général de construction du système d’état.
Exemple 12 (Réalisation d’un système d’ordre 2). Supposons que nous dis-
posions du transfert suivant entre y et u
y(s) =
b1s+ b0
s2 + a1s+ a0
u(s)
où (a0, a1, b0, b1) sont des paramètres. Ce transfert correspond à l’équation
différentielle du second ordre suivante
d2
dt2
y + a1
d
dt
y + a0y = b1
d
dt
u+ b0u
On pose z = (z1, z2) = (y, ddty) pour obtenir
d
dt
z1 = z2,
d
dt
z2 = −a0z1 − a1z2 + b1 d
dt
u+ b0u
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On regroupe les dérivées dans la seconde équation en une seule variable x2 =
z2 − b1u au lieu de z2. Avec les variables (x1 = z1, x2) au lieu des variables
(z1, z2), on a la réalisation d’état souhaitée
d
dt
x1 = x2 + b1u,
d
dt
x2 = −a0x1 − a1x2 + (b0 − a1b1)u, y = x1
On notera les matrices
A =
(
0 1
−a0 −a1
)
, B =
(
b1
b0 − a1b1
)
, C = (1 0)
On voit que l’astuce est de faire disparaître par des changements astucieux
sur l’état, les dérivées de u.
Supposons maintenant que nous ayons eu un degré de plus au numérateur
y(s) =
b2s
2 + b1s+ b0
s2 + a1s+ a0
u(s)
Alors, en reprenant les calculs précédents, on a avec z = (y, d
dt
y)
d
dt
z1 = z2,
d
dt
z2 = −a0z1 − a1z2 + b2 d
2
dt2
u+ b1
d
dt
u+ b0u
On pose z˜2 = z2 − b2 ddtu. Avec les variables (z1, z˜2), la plus haute dérivée de
u, d
2
dt2
u, disparaît
d
dt
z1 = z˜2 + b2
d
dt
u,
d
dt
z˜2 = −a0z1 − a1z˜2 + (b1 − a1b2) d
dt
u+ b0u
On regroupe les dérivées dans les deux variables suivantes :
x1 = z1 − b2u, x2 = z˜2 − (b1 − a1b2)u
On obtient alors la forme d’état souhaitée (avec une loi de sortie qui dépend
directement de u)
d
dt
x1 = x2 +(b1−a1b2)u, d
dt
x2 = −a0x1−a1x2 +(b0−a0b2−a1(b1−a1b2))u
car y = x1 + b2u.
D’après l’exemple précédent, on comprend ainsi que, par éliminations
successives des plus hautes dérivées de u en rajoutant des dérivées de u
dans les composantes de l’état, il est toujours possible, lorsque la fraction
rationnelle y(s)/u(s) = G(s) est propre, c’est à dire lorsque le degré du
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numérateur est plus petit que (ou égal à) celui du dénominateur, d’obtenir
la forme d’état suivante
d
dt
x = Ax+Bu, y = Cx+Du
où dim(x) est égal au degré du dénominateur de G(s)
G(s) = (C(sI − A)−1B +D)u
Cette méthode de réalisation se généralise aux systèmes multi-variables avec
m > 1 entrées u et p > 1 sorties y, le transfert entre u et y étant donné
(en accord avec la Définition 6), par une matrice dont les éléments sont des
fractions rationnelles en s.
Un lecteur intéressé par un exposé plus formel de la théorie de la réalisa-
tion pourra consulter [32]. On notera aussi le schéma général de la Figure 2.1
de réalisation d’une fonction de transfert strictement propre
bn−1sn−1 + ...+ b0
sn + an−1sn−1 + ...+ a0
ainsi que les formes canoniques
x˙ = Ax+Bu, y = Cx
1. (A1, B1, C1) avec
A1 =

0 1 0 ... 0
0 0 1 ... ...
... ... ... ...
0 ... 0 0 1
−a0 −a1 ... ... −an−1
 , B1 =

0
0
...
1

C1 =
(
b0 ... bn−1
)
2. (A2, B2, C2) avec
A2 =

0 ... 0 −a0
1 0 ... ...
... ... ... ...
0 ... 1 −an−1
 , B2 =
 b0...
bn−1

C2 =
(
0 ... 0 1
)
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Figure 2.1 – Réalisation d’une fonction de transfert propre.
2.2 Schémas blocs et fonctions de transfert
Les schémas blocs sont un langage relativement universel. Ils permettent
d’exprimer l’action sur un système des commandes, des perturbations, et
d’expliciter des schémas de régulation. On présente ici, pour une structure
très générale de contrôle (voir Figure 2.5), les fonctions de transfert en boucle
fermée.
2.2.1 De la forme d’état vers le transfert
Figure 2.2 – Le schéma blocs de type fonctionnel pour le système en boucle
ouverte avec comme contrôle u, comme perturbation w et comme sortie (me-
sure) y.
Reprenons les notations d’un système non linéaire telles que nous les
avons vues à la Section 1.4.3. On considère un système tout à fait général
décrit par
d
dt
x = f(x, u, w, p), Rn 3 x 7→ y = h(x) ∈ Rm<n
où p représente des paramètres, u représente des commandes et w représente
des perturbations. On dispose de capteurs qui fournissent à chaque instant la
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Figure 2.3 – Le schéma blocs de type fonctionnel pour le système en boucle
fermée où le nouveau contrôle est v (typiquement la consigne que y doit
suivre).
valeur y (en général dim(y) < dim(x) c.-à-d. que l’état du système n’est pas
complètement mesuré). Les dimensions de x, u, w et y sont ici arbitraires.
Ce système est représenté par le schéma blocs de la Figure 2.2.
On élabore une loi de contrôle sous la forme d’un retour dynamique de
sortie, c.-à-d. un système dynamique (comme l’est un régulateur PI)
d
dt
ξ = a¯(y, ξ, v), u = k¯(y, ξ, v)
où v est le nouveau contrôle. On complète alors le schéma blocs en boucle
ouverte de la Figure 2.2 par une boucle de rétro-action en montrant bien que
les informations issues de la sortie y, sont utilisées de manière causale pour
ajuster le contrôle u de façon à atteindre un objectif précis. Typiquement, le
nouveau contrôle v sera la consigne que devra suivre y, lorsque u et y ont la
même dimension, et u sera calculé de façon à ce que y suive v. On obtient
ainsi le schéma en boucle fermée de la Figure 2.3.
Supposons que l’on soit proche d’un point d’équilibre (x¯, y¯, u¯, w¯, ξ¯, v¯). On
peut linéariser toutes les équations ci-dessus, celle du système et celle du
contrôleur, et ainsi étudier de façon plus formelle et approfondie la dynamique
du système en boucle ouverte et/ou en boucle fermée. On supposera ici pour
simplifier que dim(u) = 1, dim(y) = 1 et que v = yr est la consigne que
doit suivre y (problème de régulation mono-variable). On notera, par souci
de simplicité, (x, y, u, w, ξ, v) les écarts à l’équilibre (x¯, yr, u¯, w¯, ξ¯, v¯).
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Figure 2.4 – Le schéma blocs en boucle ouverte.
2.2.2 Transfert avec perturbation et bouclage
Les équations du système linéarisé tangent s’écrivent
d
dt
x = Ax+Bu+Dw
y = Cx
u = Ly +Mξ +Nv
d
dt
ξ = Fξ +Gy +Hv
où les matrices A, B, D, C, L, M , N , F , G, et H s’obtiennent à partir des
dérivées partielles de f , h, k¯ et a¯. Par le calcul symbolique, on remplace d
dt
par s pour obtenir le système d’équations algébriques suivant
sx = Ax+Bu+Dw
y = Cx
u = Ly +Mξ +Nv
sξ = Fξ +Gy +Hv
On résoud simplement x = (sI − A)−1(Bu+Dw) et on forme alors
y = G(s)u+Gw(s)w
avec G(s) et Gw(s) les fractions rationnelles suivantes
G(s) = C(sI − A)−1B, Gw = C(sI − A)−1D
Ceci nous donne le schéma blocs du transfert en boucle ouverte de la Fi-
gure 2.4. Comme ξ = (sI − F )−1(Gy +Hv), on a
u =
[
L+M(sI − F )−1G] y + [N +M(sI − F )−1H] v
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r
Figure 2.5 – Le schéma blocs en boucle fermée ; configuration normale d’une
boucle d’asservissement.
Pour un problème de régulation on note
v = yr
et on choisit L = −N et G = −H. On a donc
u = K(s)(yr − y) = K(s)e
avec K(s) la fraction rationnelle
K(s) = N +M(sI − F )−1H
On en déduit le schéma blocs de la boucle fermée de la Figure 2.5. On notera
les indications de signe ±. L’intérêt de ces schémas blocs réside surtout dans
leur coté fonctionnel et visuel. Ils permettent de mieux comprendre les liens
de cause à effet.
Pour résumer, on a obtenu de façon directe les relations entre les entrées
w et yr et certaines variables comme y et e = yr − y
y =
GK
1 +GK
yr +
Gw
1 +GK
w, (2.6)
e =
1
1 +GK
yr − Gw
1 +GK
w (2.7)
Il est alors usuel de fixer le cahier des charges d’un asservissement K(s) en
donnant les gabarits pour les diagrammes de Bode (surtout celui relatif au
gain en fonction de la pulsation ω) des transferts en boucle fermée entre y et
yr (performances du suivi de consigne) et entre e et w (performances en rejet
de perturbation). Nous renvoyons aux ouvrages classiques [60] et au cours de
SI des classes préparatoires.
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2.3 Marge de robustesse
2.3.1 Critère de Nyquist
Revenons au problème que nous avons évoqué en introduction dans la
Section 2.1.1. Étant donnés le système (2.1) et le régulateur PI (2.2), on
cherche à calculer le retard critique ∆∗ au delà duquel le système en boucle
fermée devient instable. Le schéma blocs en boucle fermée correspond à celui
de la Figure 2.5 avec ici les transferts suivants
G(s) =
b
s+ a
, Gw(s) =
d
s+ a
, K(s) =
(
Kp +
Ki
s
)
e−∆s
Comme précisé dans l’équation (2.6), on a
y =
GK
1 +GK
yr +
Gw
1 +GK
w
Ici, G(s) et K(s) sont les quotients de fonctions de s globalement définies sur
le plan complexe.
Les objets que nous allons devoir manipuler sont des fonctions méro-
morphes sur le plan complexe C : une fonction méromorphe F (s) de la va-
riable complexe est en fait (voir par exemple [13]) le quotient P (s)/Q(s) de
deux fonctions entières P (s) et Q(s), la fonction Q étant non identiquement
nulle. Une fonction entière est la fonction associée à une série dont le rayon
de convergence est infinie. Ainsi, F est méromorphe sur C si et seulement si
F (s) =
∑+∞
n=0 ans
n∑+∞
n=0 bns
n
avec an et bn deux suites de nombres complexes 6 telles que les séries associées
ont un rayon de convergence infini, c.-à-d. pour tout r > 0, limn7→+∞ anrn =
limn7→+∞ bnrn = 0. Ainsi es, cosh(
√
s), sin(s)/s sont des fonctions entières
et cos(s)
sin(s)
, 1/s, sin(s
2)
cos(s3)
sont des fonctions méromorphes sur C. En revanche,
exp(1/s) n’est ni une fonction entière, ni une fonction méromorphe sur C.
En effet, elle admet en 0 une singularité “de degré infini”. Pour une fonction
méromorphe 7 F = P
Q
, les zéros de P sont les zéros de F et les zéros de Q sont
les pôles de F . De manière informelle, les fonctions entières peuvent être vues
comme des polynômes de degré infini et les fonctions méromorphes comme
6. Il faut qu’au moins l’un de bn soit différent de 0.
7. On peut toujours choisir les fonctions entières P et Q pour qu’elles n’aient aucun
zéro en commun.
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l’analogue des fractions rationnelles en remplaçant les polynômes par des
fonctions entières. Autour d’un pôle z0, fonctions méromorphes et fractions
rationnelles ont des développements limités généralisés très similaires de la
forme
+∞∑
n=−n0
an(z − z0)n
avec n0 > 0 (an0 6= 0) étant la multiplicité du pôle.
Dans notre cas, on a les fonctions méromorphes G et K qui suivent
G(s) =
NG(s)
DG(s)
, K(s) =
NK(s)
DK(s)
avec 8
NG = b, DG = s+ a, NK = (sKp +Ki)e
−∆s, DK = s
et on doit considérer dans le transfert en boucle fermée, la fonction méro-
morphe T
T =
GK
1 +GK
=
N(s)
D(s)
=
NGNK
DGDK +NGNK
avec
N(s) = b(sKp +Ki)e
−∆s, D(s) = s(s+ a) + b(sKp +Ki)e−∆s
La valeur critique ∆∗ est la valeur de ∆ à partir de laquelle D(s) admet au
moins un zéro dans le demi plan <(s) ≥ 0, i.e., un zéro instable. Ce zéro sera
un pôle instable de T (il sera également un pôle instable du transfert depuis
la perturbation Gw
1+GK
).
Comme a ≥ 0, Kp, Ki > 0, il est clair que les zéros instables de D(s),
correspondent aux zéros instables de 1 +GK = 1 + b sKp+Ki
s(s+a)
e−∆s. La fonction
s 7→ 1 +GK(s) est ici définie pour s différent de 0 et −a < 0.
On va maintenant utiliser un résultat important d’analyse complexe qui
relie le nombre de zéros et de pôles d’une fonction méromorphe F (s) définie
sur un domaine du plan complexe, à la variation de son argument lorsque
l’on parcourt le bord du domaine dans le sens direct. On suppose, pour que
l’argument de F (s) soit défini sur le bord du domaine, que F est bien définie
sur le bord (pas de pôle sur le bord) et aussi qu’elle ne s’annule pas (pas de
zéro sur le bord). Comme on effectue une boucle, il est clair que la variation
totale de l’argument est nécessairement un multiple de 2pi, disons, 2piN où
N est alors le nombre de tours que fait la fonction F (s) autour de 0 lorsque s
8. On remarque que NG et DG ne s’annulent pas en même temps, ni NK et DK . C’est
important : il faut prendre ici les fractions irréductibles pour G et K.
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0
Figure 2.6 – Le théorème de Cauchy pour une fonction analytique F (s) de
s ∈ C et un domaine Ω ⊂ C délimité par la courbe fermée notée Cs ; F (s)
décrit une courbe fermée notée CF lorsque s parcourt Cs dans le sens direct.
Alors, le nombre de tours N que fait CF autour de 0 est relié aux nombres de
pôles P et de zéros Z de F (s) dans Ω par N = Z − P . Ici Z = 4 et P = 2,
donc F (s) fait deux fois le tour de 0 dans le sens direct, i.e., N = 2.
parcourt le bord dans le sens direct une seule fois. Le Théorème 18 de Cauchy
illustré sur la Figure 2.6, dit alors que N = Z − P , où Z est le nombre de
zéros et P le nombre de pôles à l’intérieur du domaine. Les zéros et les pôles
sont comptés avec leur multiplicité. On en donne ici un énoncé plus formel
Théorème 18 (Cauchy). Soient Cs une courbe fermée simple dans le plan
complexe C orientée dans le sens direct, et F (s) une fonction analytique
n’ayant ni pôles ni zéros sur Cs. Soit CF la courbe fermée du plan complexe
décrite par F (s) lorsque s parcourt Cs dans le sens direct. Notons N le nombre
de tours (comptés dans le sens direct) que fait CF autour de 0, et P et Z
respectivement le nombre de pôles et de zéros contenus à l’intérieur de Cs.
Alors on a l’égalité suivante
N = Z − P
Démonstration. Sur le domaine délimité par Cs on peut toujours écrire F (z) =
R(z)
Q(z)
avec
R(z) =
Z∏
k=1
(z − rk)R¯(z), Q(z) =
P∏
k=1
(z − qk)Q¯(z)
où les zk sont les Z zéros et les qk les P pôles (apparaissant plusieurs fois
s’ils sont multiples) et où les fonctions analytiques R¯ et Q¯ ne s’annulent ni
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Figure 2.7 – La boucle que doit faire s pour englober tout le demi plan
à partie réelle positive tout en évitant le pôle de GK(s) = b sKp+Ki
s(s+a)
e−∆s en
s = 0 ; R > 0 est grand et  > 0 est petit.
sur la courbe fermée Cs ni sur le domaine qu’elle entoure. L’argument de F
est la partie imaginaire de logF :
logF (z) =
Z∑
k=1
log(z − rk)−
P∑
k=1
log(z − qk) + log R¯(z)− log Q¯(z)
Ainsi la variation de l’argument de F lorsque z décrit Cs est la somme de trois
termes : les variations des arguments des log(z−rk), les opposés des variations
des arguments des log(z−qk) et la variation de l’argument de log(R¯(z)/Q¯(z)).
Or la variation de l’argument de log(z − rk) ou de log(z − qk) est 2pi car rk
et qk sont entourés par Cs. Comme R¯(z)/Q¯(z) ne s’annule pas, la variation
de son argument vaut 0 lorsque z parcours une fois Cs 9. Ainsi la variation de
l’argument de F est bien Z − P .
Dans notre cas, F = 1+GK = 1+b sKp+Ki
s(s+a)
e−∆s admet un pôle simple en 0.
Prenons Ω de la forme d’un demi-disque comme illustré sur la Figure 2.7 avec
R > 0 grand et  > 0 petit. On note CR, le bord de Ω. On voit que si 1+GK
admet un zéro dans le demi-plan <(s) ≥ 0, il doit faire partie nécessairement
d’un tel Ω pour un R assez grand et un  assez petit. Maintenant, il faut
9. Pour s’en convaincre, il suffit de déformer la courbe fermée Cs en la réduisant conti-
nûment en un point, intérieur au domaine initialement entouré par Cs. Au cours de cette
déformation (homotopie), R¯(z)/Q¯(z) ne s’annule jamais, son argument est donc bien défini
et sa variation sur un tour de la courbe déformée est un multiple de 2pi. À la fin de la
déformation, la courbe fermée suivie par z est réduite à un point et donc la variation de
l’argument de R¯(z)/Q¯(z) est nulle. Au cours de la déformation, la variation ne peut pas
sauter brusquement d’un multiple non nul de 2pi à 0 pour cause de continuité. Ainsi cette
variation doit être nulle dès le départ.
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compter le nombre de tour que fait F = 1 + GK autour de 0 lorsqu’on
parcoure CR, : c’est nécessairement dans le sens positif car ici 1 + GK, n’a
pas de pôle dans Ω, c.-à-d. P = 0.
Maintenant, pourquoi considérer F = 1 + GK au lieu de D = NGNK +
DGDK à la place de F . On éviterait le pôle en s = 0 qu’on est obligé de
contourner avec le petit demi-cercle de rayon . Cela vient du fait que sur la
partie de CR, loin de l’origine (bref sur le grand demi cercle de rayon R) GK
est très petit et reste donc très proche de 0. Sur cette partie, F ne tourne
quasiment plus en restant quasiment identique à −1. Le fait que GK soit
petit pour les s de CR, loin de l’origine vient du fait que les transferts G et
K sont des transferts causaux : GK(s) = b sKp+Ki
s(s+a)
e−∆s tend vers 0 lorsque s
tend vers l’infini tout en restant à partie réelle positive. On voit que ∆ > 0 est
capital ici pour avoir cette propriété et que ce n’est plus vrai pour s tendant
vers l’infini avec une partie réelle négative.
Compter le nombre de tours de 1 + GK autour de 0 revient à compter
le nombre de tours de GK autour de −1. Ainsi, si la courbe fermée du plan
complexe décrite par GK(s) avec s décrivant le contour de la Figure 2.7
n’entoure pas −1, alors, F = 1 +GK n’entoure pas 0. On a donc N = 0, or
P = 0 donc, d’après le Théorème de Cauchy 18, on déduit Z = 0, F n’admet
pas de zéro dans le demi plan <(s) > 0. On vient de retrouver ici le critère
du revers (connu en classes préparatoires).
r
Figure 2.8 – Exemple de système pour l’étude du Théorème de Cauchy.
Exemple 13 (Illustration du Théorème de Cauchy pour différents contours).
Soit le système de fonction de transfert 1
s+2
bouclé par un contrôleur PI de
fonction de transfert KP + KIs = 3 +
40
s
. Pour l’étude du système en boucle
fermée représenté sur la Figure 2.8, on doit étudier l’annulation de la fonction
de transfert
1 +
sKp +KI
s(s+ 2)
=
s2 + 5s+ 40
s(s+ 2)
Ce transfert possède deux pôles (0 et −2) et deux zéros complexes conjugués
−5±3i√15
2
. On peut, en utilisant différents contours comme on l’a fait sur la
Figure 2.9, vérifier la formule N = Z − P du Théorème 18 de Cauchy.
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Figure 2.9 – Illustrations du Théorème 18 de Cauchy. Gauche : courbe
fermée parcourue par s. Milieu : lieu de 1 + sKp+KI
s(s+2)
. Droite : agrandissement
du lieu autour de 0.
Des considérations ci-dessus on déduit sans peine le critère de Nyquist
pour les systèmes bouclés de la Figure 2.5.
Définition 8 (Lieu de Nyquist). Étant donnée une fonction de transfert
en boucle ouverte G(s) strictement causale et un transfert de contrôleur K(s)
également strictement causal 10. On suppose que, s’il y a des simplifications
par des facteurs du type (s − s0) dans le produit G(s)K(s), elles ne portent
pas sur des s0 à partie réelle strictement positive. On appelle lieu de Nyquist
la courbe décrite dans le plan complexe par G(ıω)K(ıω) lorsque ω parcourt
+∞ vers −∞.
Théorème 19 (Critère de Nyquist). Avec les notations de la Définition 8,
10. Par strictement causal, on signifie ici que G(s) et K(s) sont des fonctions méro-
morphes qui tendent vers zéro quand s tend vers l’infini dans le demi plan complexe à
partie réelle positive. C’est le cas pour des fractions rationnelles dont le degré du numéra-
teur est strictement inférieur à celui du dénominateur.
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le système en boucle fermée de transfert
GK
1 +GK
est asymptotiquement stable si et seulement si le lieu de Nyquist ne passe
pas par −1 et s’il entoure le point −1 dans le sens indirect autant de fois que
GK admet de pôles à partie réelle strictement positive (les pôles sont comptés
avec leur multiplicité).
Exemple 14 (Stabilisation avec retard). Considérons le système de fonction
de transfert avec retard
G(s) = exp
(
−s
2
) s2 + 4s+ 2
s2 − 1 (2.8)
On boucle ce système avec un contrôleur P proportionnel de gain k, pour
obtenir le schéma en boucle fermée représenté sur la Figure 2.10. On se
r
Figure 2.10 – Bouclage d’un système avec à retard.
demande sous quelle condition sur k, le paramètre de réglage du contrôleur, on
obtient la stabilité en boucle fermée. Pour répondre à cette question, il suffit de
tracer le lieu de Nyquist de kG(s), qu’on a représenté sur la Figure 2.10 (pour
k = 1). Le transfert G(s) comporte un unique pôle à partie réelle positive.
D’après le Théorème 19, pour que le système en boucle fermée représenté sur
la Figure 2.10 soit asymptotiquement stable, il faut et il suffit que le lieu de
Nyquist entoure une seule fois (dans le sens indirect) le point −1. Ce n’est
pas le cas avec k = 1, comme on peut le constater sur la Figure 2.11. Le
paramètre k agit comme une homothétie. Pour k ∈]1
2
, 1
1.1845
[, le système est
asymptotiquement stable, il est instable sinon.
Si, GK admet des pôles sur l’axe imaginaire, alors le lieu de Nyquist
admet des branches infinies. Il convient alors pour compter correctement le
nombre tours de modifier légèrement le contour le long de l’axe imaginaire
descendant comme on l’a fait auparavant pour le pôle en s = 0 (voir Fi-
gure 2.7) : on contourne chaque pôle imaginaire avec un petit demi-cercle,
centré sur ce pôle imaginaire et qui passe du coté de <(s) > 0.
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Figure 2.11 – Lieu de Nyquist de kG(s) donné par (2.8) avec k = 1.
Noter enfin que, en toute généralité, pour que le critère de Nyquist im-
plique la stabilité asymptotique, il faut qu’il existe η > 0 tel que,
lim
|s| 7→ +∞
<(s) ≥ −η
G(s)K(s) = 0
ce qui est le cas pour les fractions rationnelles et les fractions de quasi-
polynômes tels que ceux que nous avons considérés. En effet si GK vérifie
les conditions du critère de Nyquist, alors pour un parcours en s légèrement
décalé vers la gauche, s = −α + ıω, ω allant de +∞ vers −∞ et 0 < α ≤ η
très petit a priori, on aura un lieu de Nyquist, GK(−α + ıω) légèrement
déplacé et qui entourera le point −1 avec le même nombre de tours que
celui pour lequel α = 0. Ainsi, on est sûr que les zéros de 1 +GK et donc de
D = NGNK+DGDK sont tous à partie réelle inférieure à −α. Nous détaillons
ces conditions ici car nous souhaitons prendre en compte des retards. Donc
on ne peut pas se contenter de prendre G et K dans la classe des fractions
rationnelles en s uniquement. On souhaite aussi traiter des fractions en s
et e−∆s.
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2.3.2 Marge de phase
Revenons à l’exemple G(s)K(s) = b sKp+Ki
s(s+a)
e−∆s. Nous allons calculer ex-
plicitement le retard critique ∆∗ > 0 à partir duquel, le lieu de Nyquist
commence à entourer −1. Il est donné par ce que l’on appelle la marge de
phase.
On commence par une normalisation en posant
s˜ =
s
a
, k = abKp, η =
Ki
Kpa
, δ = a∆
Alors
G(s)K(s) = G(s˜)K(s˜) = ke−δs˜
s˜+ η
s˜(s˜+ 1)
Ainsi, quitte à changer l’échelle de temps, on peut toujours supposer a = 1,
on confond dans la suite s˜ et s et on écrit
G(s)K(s) = ke−δs
s+ η
s(s+ 1)
Sur la Figure 2.12, on a tracé le lieu de G(s)K(s) pour s suivant le
parcours de la Figure 2.7. Le point −1 est à l’extérieur du domaine entouré
par le lieu de Nyquist. En général, on ne représente pas le grand demi-cercle
du demi plan droit. On ne trace que la figure simplifiée qui est à droite. On
sait alors qu’il faut refermer cette courbe en partant de la branche infinie du
bas = = −∞ lorsque ω = 0+ vers celle du haut = = +∞ lorsque ω = 0− en
passant à l’infini par le demi plan droit < > 0.
On trouvera sur la Figure 2.13, les déformations successives qu’on observe
lorsque le paramètre η grandit, c.-à-d. lorsqu’on change les réglage du contrô-
leur. On se convaincra sans difficulté que lorsque δ = 0, le lieu de Nyquist de
G(s)K(s) n’entoure jamais −1 quels que soient k et η > 0. Noter que lorsque
δ = 0, la stabilité est donnée par les racines d’un polynôme de degré deux et
on a déjà vu, au premier chapitre, qu’un régulateur PI sur un premier ordre
est toujours asymptotiquement stable. Mais ce n’est pas pour retrouver ce
fait trivial que l’on a fait tout cela. C’est pour voir ce qui se passe lorsque le
retard δ est non nul.
Pour les mêmes k et η, quelle relation y-a-t-il entre le lieu de Nyquist
de G(s)K(s) lorsque δ = 0 et δ > 0 ? Pour s = ıω, G(ıω)K(ıω) subit une
rotation de −δω (multiplication par e−ıδω). Comme l’illustre la Figure 2.14,
la valeur critique ∆∗ à partir de laquelle −1 rentre à l’intérieur du domaine
entouré par le lieu de Nyquist, est directement liée aux points d’intersection
du lieu de Nyquist pour δ = 0 avec le cercle unité. Pour chaque k et η, on note
±ϑ les deux valeurs de pulsation qui correspondent aux points d’intersection
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Figure 2.12 – Le lieu de Nyquist de G(s)K(s) = ke−δs s+η
s(s+1)
avec k = 1,
δ = 0 et η = 0.5. ; la courbe fermée du plan complexe décrite par G(s)K(s)
lorsque s décrit la courbe CR, de la Figure 2.7 pour R 1 et 0 <  1.
Figure 2.13 – Le lieu de Nyquist de G(s)K(s) = ke−δs s+η
s(s+1)
avec k = 1,
δ = 0 et diverses valeurs de η.
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Figure 2.14 – La marge de phase ϕ pour G(s)K(s) = k s+η
s(s+1)
avec k = 1,
η = 0.5.
avec le cercle unité. Un simple calcul faisant intervenir une équation bi-carrée
traduisant le fait que le complexe k (ıϑ+η)
ıϑ(ıϑ+1)
est de module 1, donne
ϑ =
√
−(1− k2) +√(1− k2)2 + 4k2η2
2
On note ϕ ∈ [0, pi[ l’argument suivant (noter le signe − au second membre)
eıϕ = −k (ıϑ+ η)
ıϑ(ıϑ+ 1)
c’est la marge de phase. Alors,
δ∗ =
ϕ
ϑ
est le retard critique au delà duquel des instabilités apparaissent. La marge
de phase n’a pas vraiment de sens intrinsèque. Seul compte en fait le retard
critique δ∗ qui s’en déduit : si, par exemple, la pulsation critique ϑ est très
petit alors le retard critique δ∗ est grand dès que ϕ n’est pas proche de 0.
Pour k = 1 et η = 0.5, la Figure 2.15 montre la perte progressive de
stabilité lorsque δ grandit, la valeur critique étant autour de 2.7, d’après
les formules ci-dessus. De ce graphique on tire aussi l’information suivante :
lorsque δ franchit le seuil δ∗, deux pôles complexes 11 conjugués traversent en
11. Ce sont les pôles en boucle fermée, pas ceux de GK mais ceux de 1/(1 +GK).
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Figure 2.15 – Lieu de Nyquist pour G(s)K(s) = ke−δs s+η
s(s+1)
avec k = 1,
η = 0.5 et diverses valeurs du retard δ.
même temps l’axe imaginaire en venant de la partie stable. On sait cela car
juste après δ∗, −1 est entouré deux fois donc on a exactement deux racines à
partie réelle strictement positive : un peu avant δ∗, le système est très oscillant
mais les oscillations sont lentement amorties ; un peu après δ∗, le système est
toujours très oscillant mais les oscillations sont lentement amplifiées.
2.3.3 Marge de gain
La marge de gain permet de quantifier la préservation de la stabilité,
quand sur le modèle
d
dt
y = −ay + bu+ dw
on connaît mal le coefficient b devant u (on connaît son signe cependant),
c.-à-d. qu’on connaît mal le gain de la commande. Cette incertitude revient
à multiplier le bloc contrôle K(s) par un coefficient k > 0, en théorie proche
de 1. 1
1+G(s)K(s)
étant stable, on cherche à savoir à partir de quelle valeur
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de k (en partant de 1), le transfert 1
1+kG(s)K(s)
devient instable. Les valeurs
maximales et minimales admissibles de k sont appelées marges de gain.
Reprenons l’exemple G(s)K(s) = e−δs s+η
s(s+1)
. On considère tout d’abord
δ = 0. On voit d’après les divers lieux de Nyquist tracés sur la Figure 2.13 que,
quelle que soit l’homothétie de rapport k positif, ce dernier ne passe jamais
par −1. Ainsi, on a une marge de gain infinie dans ce cas. C’est une façon
indirecte de retrouver le résultat du Chapitre 1 qui dit qu’un régulateur PI
sur un 1er ordre stable est toujours asymptotiquement stable pourvu qu’on
connaisse le signe du gain sur le contrôle.
Cependant, supposons que nous ayons un petit retard, par exemple δ =
0.25 pour η = 0.5. Alors on voit sur la Figure 2.15 que ce petit retard ne
modifie sensiblement le lieu de Nyquist qu’autour de 0, là où les pulsations ω
sont grandes en valeurs absolues. Plus ω est grand, plus la multiplication par
exp(ıδω) aura tendance à enrouler le lieu de Nyquist autour de 0. Aussi, il
est évident que, quelle que soit la taille du retard δ > 0, même très petit, on
trouvera toujours une dilatation du lieu de Nyquist, qui l’amène à passer par
−1. Bien-sûr, plus le retard sera petit, plus la dilatation k devra être grande
pour introduire une instabilité.
On retrouve ainsi ce que nous avons vu déjà au chapitre précédent sur les
dynamiques négligées : les gains Kp et Ki ne peuvent pas être pris arbitrai-
rement grands. Ici, un petit retard δ =  > 0 correspond à une dynamique
rapide négligée. Il est intéressant de remarquer que le Théorème de Tikho-
nov 15 porte sur des systèmes singulièrement perturbés, c’est à dire avec un
petit paramètre  positif devant d/dt. C’est formellement et aussi fondamen-
talement la même chose pour un retard d’ordre  : dans l’opérateur e−s on
retrouve bien le même petit paramètre devant s = d/dt.
2.3.4 Lecture des marges sur le diagramme de Bode
Il suffit de prendre un exemple pour comprendre comment on fait. Sur la
figure 2.16 on a tracé le diagramme de Bode pour G(s)K(s) = e−s s+
1
2
s(s+1)
qui
n’admet aucun pôle à partie réelle strictement positive. Ainsi on voit que
– la marge de gain k∗ est égale à l’inverse du module de GK(ıω) pour
la pulsation ω = ωk∗ où l’argument de GK passe la première fois par
pi (sur le diagramme cela correspond au premier saut de −180 à +180
degrés).
– La marge de phase φ∗ correspond à l’écart entre la phase de GK(ıω)
et pi pour la pulsation ω = ωφ∗ correspondant au premier passage du
module de GK par 1 (sur le diagramme cela correspond dont à 0 en
décibel (20 log10)).
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Figure 2.16 – Visualisation sur le diagramme de Bode des marges de gains
k∗ et de phase φ∗ lorsque G(s)K(s) = e−s s+
1
2
s(s+1)
.
Alors la marge de retard, qui seule à une signification physique, est donnée
par ∆∗ = φ
∗
ωφ∗
. Dans cette formule l’unité d’angle pour φ∗ et ωφ∗ doit être la
même (il est conseillé prendre des radians pour ne pas se tromper).
2.3.5 Pôles dominants
Supposons, comme nous l’avons fait dans le chapitre précédent, que le
capteur qui fournit y n’est pas instantané mais a une petite dynamique que
l’on peut représenter comme un filtre rapide de transfert 1
1+s
. Ainsi G(s)
est remplacé par G = G(s)R(s). Supposons 1/(1 +G(s)K(s)) stable. Alors
pour  > 0, suffisamment petit, 1/(1 +G(s)K(s)) reste stable.
Pour  assez petit, l’effet sur le lieu de Nyquist de G(s)K(s) de la multipli-
cation par 1
1+s
, n’est notable que pour des s = ıω assez grands en module. Or,
pour de tels ω de l’ordre de 1/, G(ıω)K(ıω) est déjà très petit et donc seule
la partie du lieu qui est proche de l’origine est modifiée. Donc le nombre de
tour autour du point −1 ne change pas, et donc le transfert 1/(1+G(s)K(s))
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est lui aussi stable. Aussi, il est légitime de faire brutalement  = 0 dans le
transfert G pour ne garder que G. On dit alors que G(s) ne conserve que
les pôles dominants : il est ainsi légitime d’éliminer les pôles très rapides et
stables.
En résumé, ne conserver que les pôles dominants dans le transfert G
est identique au fait de prendre comme modèle de contrôle la partie lente
du système, la partie rapide étant stable : l’approximation, décrite dans la
Section 1.4.1 du système lent/rapide (Σ) par le système lent (Σ0) est de
même nature que celle de G par G = G0.
2.4 Compléments
2.4.1 Calcul de tous les contrôleurs PID stabilisant un
système du premier ordre à retard
Comme on l’a vu, le contrôleur PI et plus généralement le contrôleur
PID (D pour dérivée) est extrèmement efficace et utilisable dans un nombre
important de situations. On a vu que le transfert K d’un PI est K(s) =
kP +
kI
s
avec kP et kI les gains proportionnel et intégral. Le régulateur PID
a simplement le transfert
K(s) = kP +
kI
s
+ kDs
où kD est le gain dérivé. Ainsi, régler un PID revient à trouver les bons gains,
quand c’est possible, kP , kI et kD, pour avoir un transfert en boucle fermée
GK/(1 +GK) au minimum stable.
On a vu comment tester sa robustesse, notamment au retard. On propose
ici quelques résultats théoriques importants qui donnent des conditions né-
cessaires et suffisantes pour obtenir la stabilité en boucle fermée en utilisant
un tel contrôleur. Ces résultats se limitent aux systèmes du premier ordre (on
se référera à [56], pour différentes extensions aboutissant à des énoncés beau-
coup plus indirects), leur démonstration fait appel à des résultats d’analyse
complexe permettant de qualifier la négativité des racines d’un polynôme
sans les calculer. De tels critères (critère de Routh, ou de Hermite-Biehler
énoncés dans les Théorèmes 7 et 6) sont souvent utilisés car numériquement
très simples.
On considère un système du premier ordre à retard dont la fonction de
transfert est
G(s) =
k
1 + τs
e−∆s (2.9)
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où k ∈ R+∗, τ ∈ R∗, ∆ ∈ R+∗. Dans un premier temps, on considère qu’on
utilise seulement un contrôleur proportionnel
K(s) = kP (2.10)
et qu’on l’utilise tel que représenté sur la Figure 2.17.
Figure 2.17 – Bouclage d’un système du premier ordre à retard.
Deux cas sont alors à considérer. Soit le système est stable (cas du Théo-
rème 20) en boucle ouverte, et on cherche juste à améliorer ses performances
par un contrôleur en boucle fermée, soit le système est instable (cas du Théo-
rème 21) et c’est à la boucle fermée de le stabiliser.
Théorème 20 ([56]). On suppose τ > 0, alors l’ensemble des contrôleurs
proportionnels préservant la stabilité du système (2.9) est défini par les va-
leurs admissibles suivantes
−1
k
< kP <
−1
k cos z1
où z1 est l’unique racine sur ]pi/2, pi[ de l’équation
tan(z) = − τ
∆
z
On notera de plus que la borne supérieure sur kP dans cet énoncé est une
fonction décroissante du retard ∆. Dans le cas instable, on souhaite en général
que le contrôleur stabilise également le système en l’absence de retard. On
aboutit alors à l’énoncé suivant.
Théorème 21 ([56]). On suppose τ < 0. Une condition nécessaire pour
que le contrôleur proportionnel (2.10) stabilise à la fois le système (2.9) et
ce même système en l’absence de retard est que ∆ < |τ |. On suppose cette
condition vérifiée, alors l’ensemble des contrôleurs proportionnels assurant la
stabilité du système (2.9) est défini par les valeurs admissibles suivantes
τ
k∆
√
z21 +
(
∆
τ
)2
< kP < −1
k
où z1 est l’unique racine sur ]0, pi/2[ de l’équation
tan(z) = − τ
∆
z
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La preuve de ces théorèmes utilise l’extension du Théorème 6 de Hermite-
Biehler pour les quasi-polynômes (i.e. des polynômes en s avec coefficients en
e−∆s comme on en rencontre dans les fonctions de transferts des systèmes à
retard bouclés).
Le cas de la stabilisation par un PID
K(s) = kP +
kI
s
+ kDs (2.11)
est traité dans l’énoncé suivant (un peu compliqué à première vue mais simple
à mettre en œuvre). Seul le cas des systèmes stables en boucle ouverte est
traité ici. On se reportera à [56] pour un exposé concernant le cas des systèmes
instables en boucle ouverte.
Théorème 22 ([56]). On suppose τ > 0, alors l’ensemble des contrôleurs
PID (2.11) préservant la stabilité du système (2.9) est défini par les valeurs
admissibles suivantes
−1
k
< kP <
1
k
( τ
∆
α1 sin(α1)− cos(α1)
)
où α1 est l’unique racine sur ]0, pi[ de l’équation
tan(α) = − τ
τ + ∆
α
Pour kp en dehors de ces bornes, il n’existe pas de contrôleur PID (2.11)
stabilisant (2.9). Une fois choisi kp dans ces bornes, il faut et il suffit pour
stabiliser (2.9) de choisir (kI , kD) comme suit.
Soient z1, z2 les deux racines réelles (ordonnées) sur ]0, 2pi[ de l’équation
kkP + cos z − τ
∆
z sin z = 0
On note m(z) = ∆
2
z2
, b(z) = −∆
kz
(
sin z + τ
∆
z cos z
)
, et mi = m(zi), bi = b(zi),
i = 1, 2.
1. si kP ∈]− 1k , 1k [, alors (kI , kD) doit être choisi de telle sorte que − τk <
kd <
τ
k
, ki > 0 et kd > m1kI + b1
2. si kP = 1k , alors (kI , kD) doit être choisi de telle sorte que kd <
τ
k
,
ki > 0 et kd > m1kI + b1
3. si kP ∈] 1k , 1k
(
τ
∆
α1 sin(α1)− cos(α1)
)
[, alors (kI , kD) doit être choisi de
telle sorte que m1kI + b1 < kd < min(m2kI + b2, τk ), et ki > 0
On pourra remarquer la similitude apparente entre les énoncés des Théo-
rèmes 22 et 20. Les bornes supérieures sur le gain proportionnels sont diffé-
rentes. En effet, l’énoncé 22 nécessite bien souvent l’usage effectif du terme
intégral et du terme dérivé car le point (kI , kD) = (0, 0) peut être exclu de
l’adhérence des contraintes (dans le cas 3, on peut avoir b2 > b1 > 0).
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2.4.2 Méthodes de réglage de Ziegler-Nichols
Il existe plusieurs méthodes systématiques de réglage des régulateurs PID.
Ces méthodes sont souvent utilisées en pratique comme heuristiques, sans
justification. On propose de les re-situer dans le cadre d’analyse de stabi-
lité que nous avons présenté, notamment à la Section 2.4.1. Ces règles sont
très nombreuses et diffèrent par les performances qu’on peut en atteindre
en terme de temps de convergence, dépassement prévu, robustesse, etc. His-
toriquement, ce sont les règles de Ziegler-Nichols [63, 64] qui sont apparues
les premières, elles sont toujours parmi les plus utilisées. On trouve aussi
les règles de Cohen-Coon [15], Chien-Hrones-Reswick [14], ou Lee-Park-Lee-
Brosilow [39].
Première méthode de Ziegler-Nichols
Pour concevoir un régulateur PID pour un process donné G(s), on réalise
l’expérience boucle-ouverte suivante. On enregistre la réponse du système à
un échelon d’entrée et on relève les paramètres a et ∆ construits à partir de la
ligne de plus grande pente de la réponse. On note également τ et Kp tels que
représentés sur la Figure 2.18, construits à partir de la valeur asymptotique
estimée et du temps de réponse à 1− e−1 = 0.63 12.
Figure 2.18 – Détermination d’un modèle du premier ordre à retard à partir
de la réponse à un échelon du système.
Les réglages heuristiques de Ziegler-Nichols sont reportés dans le ta-
bleau 2.1. Ils permettent de régler au choix un contrôleur P , un PI ou un
12. Un modèle du premier ordre atteint environ 63% de sa valeur finale en un temps
égal à 1 fois sa constante de temps τ
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PID.
Contrôleur kP kI kD
P 1/a
PI 0.9/a 0.3/(a∆)
PID 1.2/a 0.6/(a∆) 0.6∆/a
Table 2.1 – Réglages de Ziegler-Nichols première méthode.
Seconde méthode de Ziegler-Nichols
La seconde méthode de Ziegler-Nichols nécessite une expérimentation en
boucle fermée avec un contrôleur déjà installé dont il suffit de modifier les
gains. On boucle le système avec un régulateur P (en mettant le gain intégral
et le gain dérivé à 0) dont on fait progressivement augmenter le gain jusqu’à
atteindre un régime oscillatoire entretenu. Autrement dit, on atteint la limite
de stabilité. Une fois ce régime obtenu, on note ku le gain proportionnel
“ultime” et la période des oscillations Tu lui correspondant et on règle alors
le contrôleur comme expliqué sur le tableau 2.2.
Contrôleur kP kI kD
P 0.5ku
PI 0.4ku 0.5ku/Tu
PID 0.6ku 1.2ku/Tu 0.075kuTu
Table 2.2 – Réglages de Ziegler-Nichols seconde méthode.
Bien que très simple à utiliser, ce mode opératoire de réglage de contrô-
leur a le désavantage de nécessiter la presque déstabilisation de l’installation
qu’on souhaite contrôler. Cet inconvénient peut être évité. On pourra se re-
porter à [60] pour une présentation d’une méthode de réglage aboutissant aux
coefficients de la seconde méthode de Ziegler-Nichols, sans risque de désta-
bilisation. Cette méthode, qui utilise un bloc relai en boucle fermée, consiste
à faire apparaître un cycle limite dont on analyse les caractéristiques pour
retrouver les paramètres du système à contrôler.
Liens avec les résultats de stabilisation
Il est assez simple de faire un lien entre la seconde méthode de Ziegler-
Nichols et le Théorème 20 si on suppose que le système qu’on cherche à
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contrôler est effectivement un système du premier ordre à retard stable de
la forme (2.9). Ce théorème montre qu’il existe une valeur déstabilisante du
gain proportionnel. C’est cette valeur ku que l’expérience en boucle fermée
permet d’estimer sans connaissance des paramètres du modèle. Ensuite, la
méthode de Ziegler-Nichols du tableau 2.2 propose de réduire ce gain et donc
de se retrouver avec un contrôleur proportionnel stabilisant.
Les coefficients proposés par la première méthode de Ziegler-Nichols sont
en pratique très proches de ceux de la deuxième méthode. Néanmoins, c’est
de ces derniers que nous allons prouver une propriété très intéressante. Dans
le cas où le système à contrôler est effectivement un système du premier ordre
à retard stable de la forme (2.9), un calcul direct montre que le paramètre a
tel que défini sur la Figure 2.18 vaut
a = k
∆
τ
Notons µ = ∆/τ . Avec cette valeur, les gains proposés dans le tableau 2.1
sont
kP =
1.2
kµ
, kI =
0.6
kµ2τ
, kD =
0.6τ
k
(2.12)
Considérons en premier lieu le gain proportionnel suggéré. Nous allons mon-
trer qu’il est toujours acceptable, en d’autres termes, qu’il satisfait toujours
les hypothèse du Théorème 22. Pour notre système stable, le gain proposé
satisfait kP > 0 > −1k . En ce qui concerne la borne supérieure indiquée dans
le Théorème 22, on peut la réécrire
kmax =
1
k
(
1
µ
α1 sinα1 − cosα1
)
où α1 est l’unique solution sur ]0, pi[ de tanα1 = −11+µα1. En éliminant µ en
fonction de α1 dans cette dernière équation, on peut établir que
kmax − kP = 1
kµ
(α1 sinα1 − µ cosα1 − 1.2)
=
1
kµ
(
cosα1 +
α1
sinα1
− 1.2
)
Par construction, α1 ∈]0, pi[. On vérifie alors kmax − kP > 0. Par conséquent,
le gain proportionnel suggéré par la première méthode de Ziegler-Nichols sa-
tisfait toujours les hypothèses du Théorème 22 de stabilisation par un PID
pour un système du premier ordre à retard. C’est une importante justifica-
tion de cette méthode heuristique. En outre, on peut montrer par une étude
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détaillée (on se reportera à [56]) que les gains kI et kD défini dans (2.12)
par cette même méthode satisfont également les hypothèses les concernant
de ce même théorème. Plus précisément, on peut établir qu’ils les satisfont
mais de manière possiblement non robuste lorsque τ devient grand (lorsque
le retard ∆ devient grand devant la constante de temps τ), i.e. ils sont près
des frontières des domaines décrits dans le Théorème 22. C’est également un
phénomène connu et observé en pratique qui engage souvent à modifier un
peu les gains au prix de performances moindres.
2.4.3 Prédicteur de Smith
Le prédicteur de Smith est un outil de régulation pour les systèmes
asymptotiquement stables en boucle ouverte retardés mono-variables (pro-
posé dans [58]). Des généralisations aux cas multi-variables et pour les sys-
tèmes instables sont possibles mais alors il n’est plus possible de réaliser le
bouclage avec un transfert rationnel. On utilise alors des bouclages à retards
répartis faisant apparaître des fractions rationnelles en s et e−∆s. Nous ne
présentons ici que la version historique publiée par Smith.
Dans ce contexte, un retard sur l’entrée ou la sortie est équivalent. En
effet les formes d’état suivantes possèdent la même fonction de transfert
x˙(t) = Ax(t) +Bu(t−∆), y(t) = Cx(t)
x˙(t) = Ax(t) +Bu(t), y(t) = Cx(t−∆)
où x ∈ Rn, u ∈ R et y ∈ R. Cette fonction de transfert est un produit d’une
fraction rationnelle propre et d’un opérateur à retard
G(s) , G0(s)e−∆s = C(sI − A)−1Be−∆s
L’intérêt du prédicteur de Smith est de permettre d’utiliser un contrôleur
Figure 2.19 – Le prédicteur de Smith (zone grisée).
K0 conçu pour le système sans retard G0(s) en l’insérant dans le schéma
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général de la Figure 2.19. Les blocs additionnels Gˆ0 et Gˆ(s) représentent la
connaissance du système. Idéalement, on a Gˆ0 = G0 et Gˆ = G. On suppose
donc le transfert G0 stable.
C’est sous cette hypothèse qu’on comprend le fonctionnement du prédic-
teur de Smith. Grâce à la boucle interne au prédicteur (dans la zone grisée
de la Figure 2.19), le signal entrant dans le contrôleur K0 est
e2 = yr −G(s)u− (G0(s)−G(s))u = yr −G0(s)u
Ce terme est la différence entre la référence et la prédiction de la valeur de
sortie du système à l’horizon ∆.
Figure 2.20 – Forme équivalente du système bouclé avec prédicteur de
Smith.
Le comportement entrée-sortie du système bouclé par le prédicteur de
Smith est équivalent à celui du système donné sur la Figure 2.20. Artificiel-
lement, on a réussi à intercepter le signal de mesure avant le bloc retard et
donc à nous ramener à un problème de régulation d’un système sans retard.
On notera toutefois que le retard est toujours présent sur la sortie. Il n’a pas
disparu du problème mais il n’interfère pas avec la régulation.
Figure 2.21 – Implémentation du prédicteur de Smith avec filtre additionnel
de robustesse.
En pratique, le prédicteur de Smith souffre d’un manque de robustesse par
rapport à une incertitude sur le retard, alors que la robustesse par rapport
aux paramètres est moins problématique. En ce cas, Gˆ et G sont différents,
de même que Gˆ0 et Gˆ. Il ne suffit pas toujours de calculer un contrôleur K0
procurant de bonnes marges de stabilité au système G0 bouclé (on pourra
se reporter à [41, Chap 10.8] pour de nombreux contre-exemples). Certaines
2.4. COMPLÉMENTS 113
conditions suffisantes de robustesse sont exposées dans [52] ; elles portent
sur le choix du contrôleur K0 mais sont difficiles à mettre en œuvre. Il est
indispensable de l’utiliser dans la configuration proposée sur la Figure 2.21.
On a rajouté dans la boucle externe un filtre “de robustesse” qu’on peut
ajuster pour dégrader les performances mais assurer une stabilité en boucle
fermée en dépit d’une incertitude sur le retard. Lorsque ce filtre F (s) vaut 1
on retrouve le prédicteur de Smith des Figures 2.19 et 2.20.
2.4.4 Systèmes à non minimum de phase
Le transfert rationnel G(s) = N(s)
D(s)
où N(s) et D(s) sont deux polynômes
premiers entre eux (i.e., pas de racine commune dans C) est dit à non mi-
nimum de phase si l’un de ses zéros (i.e. l’une des racines de N(s)) est à
partie réelle strictement positive. On parle alors de zéro instable. Ce type de
systèmes est réputé difficile à contrôler. Ces systèmes sont souvent associés
à une réponse inverse lors d’une variation en échelon de l’entrée 13.
Pour comprendre la difficulté, rien ne vaut un petit exemple. Considérons
le second ordre suivant
G(s) =
1− s
s2
.
Ce transfert correspond, sous forme d’état, à un double intégrateur, typique-
ment un système mécanique régi par la loi de Newton,
d
dt
x1 = x2,
d
dt
x2 = u
où la mesure y est une combinaison "contradictoire" de la position x1 et la
vitesse x2 :
y = x1 − x2.
En partant de l’équilibre x1 = x2 = y = u = 0 pour les t ≤ 0, considérons
la réponse à un échelon unitaire u = 1 pour t > 0. Un calcul simple donne
y(t) = t
2
2
− t pour t > 0. Ainsi au tout début y commence par être négatif
pour à terme devenir positif. Si au lieu de 1 − s on avait eu 1 + s, nous
n’aurions pas eu cette réponse inverse. Ainsi, pour réguler y, un contrôleur
proportionnel ne sait pas dans quelle direction partir. Le bouclage u = −Kpy
conduit toujours à une boucle fermée instable quelque soit le gain Kp choisi.
En effet le système bouclé,
d
dt
x1 = x2,
d
dt
x2 = −Kpx1 +Kpx2,
13. Cette réponse inverse n’est pas cependant une caractérisation mathématique du fait
qu’un zéro soit instable.
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est instable dès que Kp 6= 0 : la matrice
(
0 1
−Kp Kp
)
est toujours instable
avec une trace et un déterminant de même signe (voir le critère de Routh,
condition 1.12). En transfert, on retrouve ce résultat en regardant les zéros
de 1+GK avec K(s) = Kp, soit 1+Kp 1−ss2 = 0 qui donne s
2−Kps+Kp = 0.
Avec un correcteur PI de transfertK(s) = Kp+Kis (Kp gain proportionnel
et Ki gain intégral) la situation est identique : 1 + GK = 0 s’écrit 1 +
1−s
s2
(
Kp +
Ki
s
)
= 0 soit
s3 −Kps2 + (Kp −Ki)s+Ki = 0.
Le critère de Routh (conditions 1.13) donne ici les conditions de stabilité
−Kp > 0, Kp −Ki > 0, Ki > 0, −Kp(Kp −Ki) > Ki
qui sont impossibles à satisfaire quelques soient les valeurs de Kp et Ki.
Il est possible, pour stabiliser, de remplacer le terme "intégral" par un
terme "dérivé"
K(s) = Kp +Kds
de gain Kd. Maintenant, 1 +GK = 0 donne l’équation d’ordre 2 suivante :
(1−Kd)s2 + (Kd −Kp)s+Kp = 0
Ces racines sont stables si, et seulement si,
Kd −Kp
1−Kd > 0,
Kp
1−Kd > 0.
Un raisonnement simple montre que ces conditions de stabilité sont équiva-
lentes à
0 < Kd < 1, 0 < Kp < Kd,
Ces deux inégalités définissent un triangle. Le fait que ce domaine de stabilité
soit si peu étendu dans le plan (Kp, Kd) est une indication de petites marges
de robustesse. Pour s’en convaincre, il suffit de tracer le lieu de Nyquist avec
Kd = 1/2 et Kp = 1/4, par exemple. De plus un terme "dérivé" amplifie
notablement les bruits de mesure et donc il vaut mieux prendre Kd petit.
Pour les systèmes d’ordre plus élevé, une telle analyse avec Routh n’est
pas très commode. Il est alors utile de tracer le lieu de Nyquist de GK pour
certaines valeurs des paramètres du correcteur K et d’analyser les marges de
gain et de retard.
Chapitre 3
Commandabilité, stabilisation,
feedback
Un système commandé d
dt
x = f(x, u) est un système sous-déterminé.
La différence entre le nombre d’équations (indépendantes) et le nombre de
variables donne le nombre de commandes indépendantes m = dimu. Il faut
noter que le degré de sous-détermination est ici infini car on ne manipule
pas des scalaires mais des fonctions du temps. L’étude des systèmes sous-
déterminés d’équations différentielles ordinaires est d’une nature différente de
celle des systèmes déterminés qui ont été l’objet du Chapitre 1. Néanmoins,
toutes les notions que nous y avons vues vont nous être utiles.
La particularité de ces systèmes sous-déterminés est qu’on peut utiliser la
commande pour agir sur eux. En pratique, deux problèmes nous intéressent :
la planification et le suivi de trajectoires .
La notion clef de ces problèmes est la commandabilité. Dans ce chapitre,
après une rapide définition de cette propriété dans le cas non linéaire général
(voir Définition 10), nous étudions en détails les systèmes linéaires d
dt
x =
Ax + Bu. Leur commandabilité est caractérisée par le critère de Kalman
(voir Théorème 23). Nous présentons alors deux méthodes pour résoudre les
problèmes qui nous préoccupent.
La première méthode utilise la forme normale dite de Brunovsky . L’écri-
ture sous cette forme met en lumière un paramétrage explicite de toutes les
trajectoires en fonctions de m fonctions scalaires arbitraires t 7→ y(t) et d’un
nombre fini de leurs dérivées. Ces quantités y, dites sorties de Brunovsky ,
sont des combinaisons linéaires de x. Elles permettent de calculer très simple-
ment des commandes u faisant transiter le système d’un état vers un autre.
Le problème de planification de trajectoire est ainsi résolu. Ce point est dé-
taillé à la Section 3.3.4. Les sorties de Brunovsky permettent également de
construire le bouclage (“feedback”) qui assure le suivi asymptotique d’une tra-
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Figure 3.1 – Deux pendules accrochés au même chariot d’abscisse u, le
contrôle.
jectoire de référence arbitraire. La convergence est obtenue par la technique
de placement de pôles . On se reportera au Théorème 25.
La seconde méthode s’attache à optimiser les trajectoires. On caractérise
le contrôle en boucle ouverte permettant d’aller d’un état vers un autre tout
en minimisant un critère quadratique. On calcule également la commande
minimisant l’écart quadratique entre la trajectoire de référence et la trajec-
toire réelle. On montre que la solution optimale est donnée par un feedback
dont les gains sont calculés à partir d’une équation matricielle de Riccati.
C’est la commande linéaire quadratique. Cette technique est détaillée à la
Section 3.4.
3.1 Un exemple de planification et de suivi de
trajectoires
Nous considérons un système de deux oscillateurs de fréquences diffé-
rentes soumis en parallèle à un même contrôle. Comme nous le verrons dans
l’Exemple 15, ce modèle est d’une portée assez générale. Il correspond, à une
réécriture près, à la dynamique linéarisée d’un système quantique à trois ni-
veaux dont les transitions entre le niveau fondamental et les deux niveaux
excités (d’énergies différentes) sont contrôlées par la lumière d’un laser.
3.1.1 Modélisation de deux oscillateurs en parallèle
On considère deux pendules ponctuels accrochés à un même chariot de
position u (la commande), tels que représentés sur la Figure 3.1. On note θi
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et xi, l’inclinaison et l’abscisse 1 de la masse du pendule numéro i, i = 1, 2.
Autour de l’équilibre stable, les équations de Newton linéarisées sont
d2
dt2
x1 = −a1(x1 − u), d
2
dt2
x2 = −a2(x2 − u) (3.1)
où a1 = g/l1 et a2 = g/l2 sont deux paramètres positifs correspondant aux
carrés des pulsations (l1 et l2 correspondant aux longueurs supposées diffé-
rentes des pendules l1 6= l2).
3.1.2 Planification de trajectoires
Soit T > 0 et un déplacement désiré D. On souhaite trouver un contrôle
en boucle ouverte qui amène le système de l’équilibre en x1 = x2 = u = 0 à
t = 0 vers l’équilibre x1 = x2 = u = D en t = T .
Pour trouver de telles trajectoires, le plus simple est d’introduire la nou-
velle variable
z =
x1
a1
− x2
a2
Des calculs élémentaires donnent alors les relations suivantes
z =
x1
a1
− x2
a2
z(2) = x2 − x1
z(4) = (a1 − a2)u+ a1x1 − a2x2
(3.2)
où x1, x2 et u s’expriment explicitement en fonction de z, z(2) et z(4) dès que
a1 6= a2. Les deux équations (3.1), qui ne font intervenir que les trois variables
(x1, x2, u), s’obtiennent en éliminant z des trois équations précédentes. Ainsi,
elles sont bien contenues dans les trois équations ci-dessus. En fait (3.2) est
une description équivalente de la dynamique du système décrit initialement
par (3.1) mais avec une équation de plus et une variable de plus z.
L’intérêt de rajouter z vient du fait que si l’on calcule x1, x2 et u avec
les formules (3.2), alors les fonctions du temps x1(t), x2(t) et u(t) vérifient
automatiquement les équations différentielles (3.1). Réciproquement, si les
fonctions du temps x1(t), x2(t) et u(t) vérifient (3.1) alors en posant z =
a2x1 − a1x2, on obtient encore x1, x2 et u via (3.2). Ainsi, on paramétrise
via z qui est une fonction arbitraire du temps, dérivable au moins 4 fois,
toutes les solutions de (3.1). Le raisonnement précédent montre clairement
1. En fait les vraies abscisses sont x1 + c1 et x2 + c2, c1 et c2 constantes, au lieu de
x1 et x2. u + c1 et u + c2 sont les abscisses des points auxquels sont suspendus les deux
pendules. Cependant les constants ci disparaissent dans les équations de Newton.
118 CHAPITRE 3. COMMANDABILITÉ, STABILISATION
que nous n’en manquons aucune en les décrivant comme des combinaisons
linéaires de z, z(2) et z(4).
Les trois conditions d’équilibre en t = 0, x1 = x2 = u = 0, imposent la
valeur 0 à z et à ses dérivées jusqu’à l’ordre 3 (ordre 4 si on ne tolère pas de
discontinuités sur u) : z(i)(0) = 0 pour i = 0, 1, 2, 3, 4. De même en t = T ,
on a z(T ) =
(
1
a1
− 1
a2
)
D et z(i)(T ) = 0 pour i = 1, 2, 3, 4. Pour t 6= 0, T ,
z(t) est libre. Il faut cependant respecter la continuité pour z et ses dérivées
jusqu’à l’ordre 4 (ou 3 si tolère des saut sur le contrôle u). Une des fonctions
les plus simples z(t) qui respectent ces conditions est la suivante
z(t) =
(
1
a1
− 1
a2
)
Dφ
(
t
T
)
(3.3)
où φ est la fonction C4 croissante de R dans [0, 1] définie par
φ(σ) =

0, si σ ≤ 0 ;
σ5
σ5+(1−σ)5 , si 0 ≤ σ ≤ 1 ;
1, si 1 ≤ σ
Nous avons obtenu explicitement une trajectoire allant de l’équilibre d’abs-
cisse 0 à l’équilibre d’abscisse D en temps fini T arbitraire. Si on utilise le
contrôle en boucle ouverte (z(t) est donnée par (3.3))
u(t) =
z(t) +
(
1
a1
− 1
a2
)
z(2)(t) + 1
a1a2
z(4)(t)
1
a1
− 1
a2
alors la solution de (3.1) qui passe en t = 0 par l’équilibre x1 = x2 = 0,
d
dt
x1 =
d
dt
x2 = 0, passe en t = T par l’équilibre x1 = x2 = D, ddtx1 =
d
dt
x2 = 0.
On connaît même explicitement cette solution avec
x1(t) =
z(t) + 1
a2
z(2)(t)
1
a1
− 1
a2
x2(t) =
z(t) + 1
a1
z(2)(t)
1
a1
− 1
a2
Nous avons résolu le problème de planification de trajectoires .
3.1.3 Stabilisation et suivi de trajectoires
Supposons donnée une trajectoire de référence (par exemple issue de la
construction précédente) notée t 7→ (x1,r(t), x2,r(t), ur(t)) solution de (3.1).
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On cherche un feedback qui assure le suivi asymptotique de cette trajectoire.
En d’autres termes, nous cherchons des corrections sur le contrôle en boucle
ouverte ur(t) pour compenser les déviations entre la trajectoire réelle et la
trajectoire de référence. Ici, l’état du système est formé par les positions
(x1, x2) et les vitesses (v1, v2) (vi = ddtxi, i = 1, 2). On note ∆xi = xi − xi,r
et ∆vi = vi − vi,r les déviations en position et en vitesse par rapport à la
référence (i = 1, 2). On cherche ∆u en fonction des ∆xi et ∆vi. Le contrôle
en boucle fermée u qu’on appliquera sera ur + ∆u. Dans le cas particulier où
la trajectoire de référence correspond à un point d’équilibre, on parle alors
de stabilisation plutôt que de suivi.
Comme les équations du système sont linéaires, un calcul direct montre
que ∆xi et ∆u vérifient les mêmes équations que xi et u
d2
dt2
∆x1 = −a1(∆x1 −∆u), d
2
dt2
∆x2 = −a2(∆x2 −∆u)
Aussi, il suffit de résoudre le problème de la stabilisation pour obtenir une
solution au suivi . Supposons donc que la trajectoire de référence est nulle
x1,r = x2,r = ur = 0. La façon la plus simple de concevoir le feedback
stabilisant est alors d’utiliser une méthode de Lyapounov. Utilisons comme
fonction candidate à être de Lyapounov l’énergie du système. Pour u = 0,
l’énergie du système,
V =
1
2
(v1)
2 +
a1
2
(x1)
2 +
1
2
(v2)
2 +
a2
2
(x1)
2,
reste constante les longs des trajectoires. Donc, comme les équations sont
linéaires par rapport à u, la dérivée de V le long des trajectoires est le produit
de deux termes : le premier facteur est u et le second est une fonction des
positions et vitesses uniquement. Il suffit alors de prendre u du signe opposé
au second facteur (ce qui est facile comme nous allons le voir) pour faire
décroître cette énergie. On conclut alors par le Théorème 11 de LaSalle.
Faisons ici les calculs. On a
d
dt
V = (a1v1 + a2v2)u
Avec k paramètre strictement positif, on considère le feedback suivant
u = K(v1, v2) =

umin, si −k(a1v1 + a2v2) ≤ umin ;
−k(a1v1 + a2v2), si umin ≤ −k(a1v1 + a2v2) ≤ umax ;
umax, si umax ≤ −k(a1v1 + a2v2)
(3.4)
On suppose bien sûr que les contraintes sur u sont telles que umin < 0 < umax.
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Figure 3.2 – Un atome à trois niveaux en interaction avec une lumière laser
polarisée linéairement et associée au champ électrique E ∈ R, le contrôle.
Avec le feedback précédent, la fonction V est toujours positive, infinie
à l’infini et maintenant elle décroît le long des trajectoires. On peut donc
appliquer le Théorème 11 de LaSalle, qui caractérise l’ensemble vers lequel
tendent les trajectoires : les solutions du système en boucle fermée avec le
contrôle 3.4 qui vérifient en plus d
dt
V = 0 c.-à-d. a1v1 +a2v2 = 0. Dans ce cas
u = 0 et donc
a1
d
dt
v1 + a2
d
dt
v2 = −(a1)2x1 − (a2)2x2 = 0
En dérivant encore deux fois, on a
−(a1)4x1 − (a2)4x2 = 0
Comme a1 6= a2 et a1, a2 > 0, on déduit que, nécessairement, x1 = x2 = 0 et
donc tout est nul. Les trajectoires convergent toutes vers 0. Notre feedback
stabilise globalement asymptotiquement le système en 0.
D’après ce qui précède, le contrôle complet avec suivi de trajectoire s’écrit
très simplement. On peut gérer très simplement des contraintes sur u : il suffit
de prendre une trajectoire de référence donnant un contrôle ur qui ne passe
par trop près des bornes. Cette hypothèse est vérifiée s’il existe  > 0 tel que
pour tout temps t, ur(t) ∈ [umin + , umax− ]. Dans ces conditions, le contrôle
u = ur +

−, si −k(a1∆v1 + a2∆v2) ≤ − ;
−k(a1∆v1 + a2∆v2), si − ≤ −k(a1∆v1 + a2∆v2) ≤  ;
, si  ≤ −k(a1∆v1 + a2∆v2).
est à chaque instant dans [umin, umax] et de plus assure la convergence asymp-
totique vers la trajectoire de référence.
3.1.4 Autres exemples
Exemple 15 (Un atome à trois niveaux). La fonction d’onde ψ de l’atome
à trois niveaux schématisé sur la Figure 3.2 obéit, sous l’approximation di-
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polaire électrique et dans un champ électrique E(t) polarisé linéairement, à
l’équation de Schrödinger
ı~
d
dt
ψ = (H0 + E(t)H1)ψ
où ψ ∈ C3 est la fonction d’onde appartenant à l’espace de Hilbert C3 et où
H0 et H1 sont les opérateurs auto-adjoints décrits par les matrices
H0 =
 0 0 00 ~ω1 0
0 0 ~ω2
 , H1 =
 0 µ µµ 0 0
µ 0 0

où ω1, ω2 et µ sont des paramètres réels et strictement positifs. Avec les
notations usuelles en mécanique quantique
|0〉 =
 10
0
 , |1〉 =
 01
0
 , |2〉 =
 00
1

on voit que |0〉 est l’état d’énergie E0 = 0, |1〉 celui d’énergie E1 = ~ω1 et |2〉
celui d’énergie E2 = ~ω2, ~ = h/(2pi) étant la constante de Plank. Les pulsa-
tions de transitions (les raies atomiques donc) entre le niveau fondamental
|0〉 et les deux niveaux excités |1〉 et |2〉 ont pour pulsations ω1 et ω2.
On a donc ψ = ψ0 |0〉 + ψ1 |1〉 + ψ2 |2〉 avec ψ0, ψ1 et ψ2 trois nombres
complexes dont le carré du module représente la probabilité pour que l’atome
soit dans le niveau |0〉, |1〉 ou |2〉, respectivement. L’équation de Schrödinger
pour ce système s’écrit
ı
d
dt
ψ0 =
µ
~
E(ψ1 + ψ2)
ı
d
dt
ψ1 = ω1ψ1 +
µ
~
Eψ0
ı
d
dt
ψ2 = ω2ψ2 +
µ
~
Eψ0
On constate que ψ0 = 1, ψ1 = ψ2 = 0 et E = 0 est un régime d’équilibre (état
fondamental, laser éteint). Linéarisons les équations autour de cet équilibre.
En notant δψi, i = 0, 1, 2, et δE les petits écarts, on obtient les équations
linéarisées
ı
d
dt
δψ0 = 0, ı
d
dt
δψ1 = ω1δψ1 +
µ
~
δE , ı d
dt
δψ2 = ω2δψ2 +
µ
~
δE .
Il ne faut pas oublier que les δψi sont des complexes. Au premier ordre δψ0
est constant. C’est une partie de l’état qui n’est pas influencée par le contrôle
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(au moins au premier ordre). Cette partie est non commandable (au premier
ordre). Elle ne nous gène pas, elle correspond au fait que le module de ψ
vaut 1 (conservation de la probabilité). Nous allons l’oublier ici. On a donc
le système dans C2, c’est à dire dans R4 suivant
ı
d
dt
δψ1 = ω1δψ1 +
µ
~
δE , ı d
dt
δψ2 = ω2δψ2 +
µ
~
δE
En posant
δψ1 =
µ
(
ω1x1 + ı
d
dt
x1
)
~(ω1)2
, δψ2 =
µ
(
ω2x2 + ı
d
dt
x2
)
~(ω2)2
, δE = −u
on obtient exactement les équations des deux pendules (3.1) pour x1, x2 et u
avec a1 = (ω1)2 et a2 = (ω2)2. Il s’agit en fait du même système. Le carré
du module de δψi, |δψi|2 correspond alors, à une constante près, à l’énergie
mécanique du pendule numéro i : ai
2
(xi)
2 +
(
d
dt
xi
)2.
Il est possible de reprendre les calculs de transitoires faits pour les deux
pendules et de les adapter pour traiter le problème suivant. On part de l’état
fondamental |0〉 en t = 0. On cherche la forme de l’impulsion laser E(t) qui
assure le transfert en t = T d’une petite fraction 0 < p1  1 de la probabilité
sur l’état |1〉 en gardant, au final, nulle celle de l’état |2〉 2. Ce problème se
traduit de la façon suivante : en t = 0 on part de δψ1 = δψ2 = 0 avec E = 0.
En t = T , on souhaite arriver en δψ1 =
√
p1, δψ2 = 0 avec E = 0. Cela se
traduit dans les variables x1 et x2 par des conditions suivantes. En t = 0,
tout est nul. En t = T , on doit avoir
x1 = x¯1 =
√
p1
~ω1
µ
, v1 = x2 = v2 = u = 0
Sur la variable z cela donne comme condition en t = 0 (voir (3.3))
z = z(1) = z(2) = z(3) = z(4) = 0
et en t = T ,
z =
x¯1
a1
, z(1) = z(3) = 0, z(2) = −x¯1, z(4) = a1x¯1
Il suffit alors de prendre
z(t) = x¯1
(
1
a1
− (t− T )
2
2
+
a1(t− T )4
4!
)
φ
(
t
T
)
2. L’intérêt éventuel d’un transfert dans ces conditions vient du fait que nous ne sup-
posons pas le contrôle résonnant comme il est usuel de le faire. Nous n’utilisons pas ici
l’approximation du champ tournant et les oscillations de Rabi.
3.1. UN EXEMPLE DE PLANIFICATION ET DE SUIVI DE TRAJECTOIRES123
et de calculer le contrôle en boucle ouverte par la formule
E(t) = −
z(t) +
(
1
a1
− 1
a2
)
z(2)(t) + 1
a1a2
z(4)(t)
1
a1
− 1
a2
Comme p1 << 1, il est facile de garantir en prenant un temps T assez
grand que |δψ1(t)| et |δψ2(t)| restent petits devant 1 tout au long du transfert.
C’est important pour que notre modèle linéarisé reste valable et que le calcul
précédent ait un sens.
Nous ne traiterons pas le problème du suivi de trajectoire car la notion de
feedback pour un tel système est très obscure à l’heure actuelle, même si, en
théorie, elle serait très séduisante pour construire un calculateur quantique et
rendre les qubits insensibles à la décohérence due au couplage avec l’environ-
nement. À vrai dire, on se demande même si la notion de feedback a un sens
à de telles échelles. Pour un système quantique la notion de rétro-action et
de feedback se heurtent au problème de la mesure. On ne peut pas supposer
que l’on connaît à chaque instant δψ1 et δψ2. En effet, toute mesure perturbe
notablement le système et donc, pour ces systèmes à toutes petites échelles,
il n’est plus possible de dissocier l’appareil de mesure du système lui même
et de supposer que la perturbation due à la mesure est arbitrairement petite.
Nous renvoyons un lecteur intéressé au cours du physicien S. Haroche [27].
Exemple 16 (Le “hockey puck”). Étant donné un corps rigide (de masse
unitaire) dans le plan, dont le centre de gravité est repéré par les coordon-
nées (x, y), dont l’orientation est donnée par l’angle θ, et dont l’inertie est
notée J . Ce système est soumis exclusivement 3 à une force (commande) u
s’exerçant en un point bien déterminé (situé à une distance r du centre de
gravité) de ce corps. Il est représenté sur la Figure 3.3. Les équations de la
dynamique sont
d2
dt2
x = −u sin θ
d2
dt2
y = u cos θ
J
d2
dt2
θ = ru
Ce système mécanique est sous-actionné. Il possède 3 degrés de liberté et
une seule commande. On souhaite pourtant le déplacer d’une configuration
à une autre (c.-à-d. d’un point de départ et d’une orientation à un point
3. Il s’agit d’un “hockey-puck”, c.-à-d. un palet sur une table à coussin d’air
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A B
u
Figure 3.3 – Le “hockey puck” : un solide soumis à une force u (commande).
Pour effectuer des déplacements (entre A et B), il faut le faire tourner en
le faisant avancer puis le retourner brutalement avant de le faire avancer à
nouveau pour enfin le freiner en prenant en compte la rotation induite par
la décélération.
d’arrivée et à une orientation possiblement différente). On ne dispose que
d’une seule commande. Pour réaliser ces manoeuvres, on est obligé d’utiliser
des stratégies compliquées. Par exemple, on ne peut pas déplacer latéralement
le système sans engendrer de rotation. Pour arrêter le solide lorsqu’il a acquis
de la vitesse, il faut le faire tourner et adapter la force suivant l’angle de
rotation. On se reportera à [49] pour un exposé détaillé.
3.2 Commandabilité non linéaire
Figure 3.4 – Planification de trajectoire entre deux états p et q.
On considère le système (f étant une fonction régulière)
d
dt
x(t) = f(x(t), u(t)), x(t) ∈ Rn, u(t) ∈ Rm (3.5)
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Définition 9 (Trajectoire d’un système commandé). On appelle trajec-
toire du système (3.5) toute fonction régulière I 3 t 7→ (x(t), u(t)) ∈ Rn×Rm
qui satisfait identiquement sur un intervalle d’intérieur non vide I de R les
équations (3.5).
Définition 10 (Commandabilité). Le système (3.5) est dit commandable
en temps T > 0 si et seulement si pour tout p, q ∈ Rn, il existe une loi horaire
[0, T ] 3 t 7→ u(t) ∈ Rm, appelée commande en boucle ouverte, qui amène le
système de l’état x(0) = p à l’état x(T ) = q, c.-à-d. , telle que la solution du
problème de Cauchy
d
dt
x(t) = f(x(t), u(t)) pour t ∈ [0, T ]
x(0) = p
vérifie x(T ) = q. Le système est dit simplement commandable lorsqu’il est
commandable pour au moins un temps T > 0.
D’autres définitions sont possibles : elles correspondent toutes à des va-
riantes 4 plus ou moins subtiles de la Définition 10. Comme l’illustre la Fi-
gure 3.4, la commandabilité exprime une propriété topologique très natu-
relle. En général, la commande en boucle ouverte [0, T ] 3 t 7→ u(t) n’est pas
unique, il en existe une infinité. Cette étape s’appelle planification de trajec-
toire. Calculer t 7→ u(t) à partir de la connaissance de f , p et q constitue
l’une des questions majeures de l’Automatique. Cette question est loin d’être
complètement résolue actuellement.
Très souvent, l’absence de commandabilité est due à l’existence d’intégrales
premières non triviales. Ce sont des quantités qui restent constantes le long
de toute trajectoire. Nous allons les étudier.
3.2.1 Exemple de non commandabilité par la présence
d’intégrale première
Considérons le réacteur exothermique de la Figure 3.5. Les équations de
bilan matière et d’énergie donnent les équations différentielles suivantes
d
dt
x1 = D(x
in
1 − x1)− k0 exp(−E/RT )x1
d
dt
x2 = −Dx2 + k0 exp(−E/RT )x1
d
dt
T = D(T in − T ) + α∆H exp(−E/RT )x1 + u
(3.6)
4. À titre d’exemple, on pourra considérer la notion de commandabilité en temps petits,
qui demande que toutes les directions soient accessibles en temps court. Un contre exemple
est constitué par une voiture n’ayant pas de marche arrière, qui bien que pouvant, au prix
d’un certain nombre de manœuvres, atteindre tous les points de son espace d’état, ne peut
se déplacer latéralement.
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Figure 3.5 – Un réacteur chimique exothermique où u correspond aux
échanges thermiques avec l’extérieur.
On reconnaît l’effet non linéaire essentiel de la loi d’Arrhenius
k = k0 exp(−E/RT )
qui relie la constante de vitesse k à la température T . Comme nous l’avons
écrit, la cinétique est supposée du premier ordre. Les constantes physiques
usuelles (D, xin1 , k0, E, T in, α et ∆H) sont toutes positives. La commande u
est proportionnelle à la puissance thermique échangée avec l’extérieur. On
note xi la concentration de l’espèce chimique Xi, i = 1, 2. Il est assez facile
de voir que ce système n’est pas commandable. En effet, le bilan global sur
X1 +X2, élimine le terme non linéaire pour donner
d
dt
(x1 + x2) = D(x
in
1 − x1 − x2).
La quantité ξ = x1 + x2 vérifie une équation différentielle autonome ddtξ =
D(xin1 − ξ). Donc
ξ = xin1 + (ξ0 − xin1 ) exp(−Dt) (3.7)
où ξ0 est la valeur initiale de ξ. Si, dans la Définition 10, on prend l’état
initial p tel que ξ = x1 + x2 = xin1 et q tel que ξ = x1 + x2 = 0, il n’existe
pas de commande qui amène le système de p vers q. En effet, pour toute
trajectoire démarrant en un tel p, la quantité x1 +x2 reste constante et égale
à xin1 . Cette partie non commandable du système représentée par la variable
ξ admet ici un sens physique précis. Elle est bien connue des chimistes qui la
nomment invariant chimique.
L’exemple ci-dessus nous indique que l’absence de commandabilité peut-
être liée à l’existence d’invariants, i.e., à des combinaisons des variables du
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système et éventuellement du temps, qui sont conservées le long de toute tra-
jectoire. Pour (3.6), il s’agit de (x1 +x2−xin1 ) exp(Dt) comme le montre (3.7).
Nous définissons la notion d’intégrale première pour les systèmes commandés.
Définition 11 (Intégrale première). Une fonction régulière R × Rn 3
(t, x) 7→ h(t, x) ∈ R est appelée intégrale première du système (3.5), si elle
est constante le long de toute trajectoire du système. Une intégrale première
est dite triviale si c’est une fonction constante sur R× Rn.
Si h est une intégrale première, sa dérivée le long d’une trajectoire arbi-
traire est nulle pour toute trajectoire t 7→ (x(t), u(t)) du système, c.-à-d.
d
dt
h =
∂h
∂t
+
∂h
∂x
d
dt
x ≡ 0
Si (3.5) admet une intégrale première non triviale t 7→ h(t, x) alors (3.5)
n’est pas commandable. Sinon, il existe T > 0, tel que pour tout p, q ∈ Rn et
tout instant initial t, h(t, p) = h(t+T, q) (il existe une trajectoire reliant p à
q sur [t, t+T ]). Donc h est une fonction périodique du temps et indépendante
de x. Mais alors la dérivée de h le long des trajectoires du système correspond
à ∂
∂t
h. Comme elle est nulle, h est une constante, ce qui contredit l’hypothèse.
Nous avons montré la proposition suivante
Proposition 5. Si le système (3.5) est commandable, alors ses intégrales
premières sont triviales.
Il est possible de caractériser, à partir de f et d’un nombre fini de ses
dérivées partielles, l’existence d’intégrales premières non triviales. Nous allons
nous restreindre dans ce cours au cas linéaire. La démarche est transposable
au cas non linéaire mais elle conduit alors à des calculs plus lourds qui,
pour être présentés de façon compacte, nécessitent le langage de la géométrie
différentielle et des crochets de Lie (voir par exemple [34]).
3.3 Commandabilité linéaire
Nous considérons ici les systèmes linéaires stationnaires du type
d
dt
x = Ax+Bu (3.8)
où l’état x ∈ Rn, la commande u ∈ Rm et les matrices A et B sont constantes
et de tailles n× n et n×m, respectivement.
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3.3.1 Matrice de commandabilité et intégrales premières
Supposons que (3.8) admette une intégrale première h : R×Rn 3 (t, x) 7→
h(t, x) ∈ R. Soit le changement de variables sur x défini par x = exp(tA)z.
Avec les variables (z, u), (3.8) devient
d
dt
z = exp(−tA)Bu (3.9)
car d’après la Proposition 1, d
dt
(exp(tA)) = exp(tA)A = A exp(tA). Dans
l’équation (3.9), il est notable que le second membre ne dépend que de u
(et de t mais pas de z). L’intégrale première devient h(t, exp(tA)z) = l(t, z).
Comme la valeur de l est constante le long de toute trajectoire t 7→ (z(t), u(t)),
nous avons
d
dt
l =
∂l
∂t
+
∂l
∂z
d
dt
z = 0
Comme d
dt
z = exp(−tA)Bu, pour toute valeur de z et u, on a l’identité
suivante
∂l
∂t
(t, z) +
∂l
∂z
(t, z) exp(−tA)Bu ≡ 0
En prenant, u = 0, z et t arbitraires, on en déduit
∂l
∂t
(t, z) ≡ 0
Donc, nécessairement, l est uniquement fonction de z. Ainsi
∂l
∂z
(z) exp(−tA)B ≡ 0
En dérivant cette relation par rapport à t, on a,
∂l
∂z
(z) exp(−tA)AB ≡ 0
Plus généralement, une dérivation à n’importe quel ordre k ≥ 0 donne
∂l
∂z
(z) exp(−tA)AkB ≡ 0
En spécifiant t = 0, on obtient
∂l
∂z
(z)AkB = 0, ∀k ≥ 0.
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Ainsi le vecteur ∂l
∂z
(z) appartient à l’intersection des noyaux à gauche de la
famille infinie de matrice (AkB)k≥0. Le noyau à gauche de AkB n’est autre
que Im(AkB)⊥, l’orthogonal de l’image de AkB. Donc
∂l
∂z
(z) ∈
⋂
k≥0
Im(AkB)⊥
Mais ⋂
k≥0
Im(AkB)⊥ =
(
Im(B) + . . .+ Im(AkB) + . . .
)⊥
La suite d’espaces vectoriels Ek = Im(B) + . . . + Im(AkB) est une suite
croissante pour l’inclusion, Ek ⊂ Ek+1. Si pour un certain k, Ek = Ek+1,
cela signifie que Im(Ak+1B) ⊂ Ek, donc A(Ek) ⊂ Ek. Mais Im(Ak+2B) =
Im(AAk+1B) ⊂ A(Ek+1). Ainsi Im(Ak+2B) ⊂ Ek. On voit donc que pour
tout r > 0, Im(Ak+rB) ⊂ Ek, d’où Ek+r = Ek. La suite des Ek est une suite
de sous-espaces vectoriels de Rn emboîtés les uns dans les autres. Cette suite
stationne dès qu’elle n’est plus, pour un certain k, strictement croissante. Il
suffit donc de ne considérer que ses n premiers termes, c.-à-d. E0,. . . ,En−1,
car automatiquement En−1 = En+r pour tout r > 0.
En revenant à la suite des noyaux à gauche de AkB, nous voyons que
le fait que ∂l
∂z
(z) est dans le noyau à gauche de la suite infinie de matrices
(AkB)k≥0, est équivalent au fait que ∂l∂z (z) est dans le noyau à gauche de la
suite finie de matrices (AkB)0≤k≤n−1. 5
Ainsi, pour tout z, ∂l
∂z
(z) appartient au noyau à gauche de la matrice
n× (nm),
C = (B,AB,A2B, . . . , An−1B) (3.10)
dite matrice de commandabilité de Kalman. Si C est de rang n, son noyau à
gauche est nul, donc l ne dépend pas de z : l est alors une fonction constante
et h également.
Réciproquement, si la matrice de commandabilité C n’est pas de rang
maximal, alors il existe un vecteur w ∈ Rn/{0}, dans le noyau à gauche de
5. On pourrait aussi utiliser le théorème de Cayley-Hamilton qui donne un résultat plus
précis : toute matrice carrée est racine de son polynôme caractéristique. Cela veut dire, A
étant de taille n, que An est une combinaison linéaire des (Ak)0≤k≤n−1
An =
n−1∑
k=0
pkA
k
où les pk sont définis par det(λIn−A) = λn−
∑n−1
k=0 pkλ
k. Nous avons préféré un argument
plus simple avec la suite des Ek car il a l’avantage de s’appliquer au cas non linéaire. Il
correspond au calcul de l’algèbre de Lie de commandabilité.
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(3.10). En remontant les calculs avec l(z, t) = wT z, on voit que d
dt
l = 0 le
long des trajectoires. En passant aux variables (x, u), on obtient une intégrale
première non triviale h(t, x) = wT exp(−tA)x. Toute trajectoire du système
se situe dans un hyperplan orthogonal à w.
En résumé, nous avons démontré la proposition suivante.
Proposition 6. La matrice de commandabilité
C = (B,AB,A2B, . . . , An−1B)
est de rang n, si, et seulement si, les seules intégrales premières du sys-
tème (3.8) sont triviales.
Des Propositions 5 et 6, il vient que, si le système (3.8) est comman-
dable, sa matrice de commandabilité est de rang n. Nous allons voir que la
réciproque est vraie. Pour cela, nous avons besoin de certaines propriétés
d’invariance.
3.3.2 Invariance
Définition 12 (Changement d’état, bouclage statique régulier). Un
changement linéaire de coordonnées x 7→ x˜ est défini par une matrice M
inversible d’ordre n : x = Mx˜. Un bouclage statique régulier u 7→ u˜ est défini
par une matrice N inversible d’ordre m et une autre matrice K, m×n : u =
Kx˜ + Nu˜. C’est un changement de variables sur les commandes paramétré
par l’état.
L’ensemble des transformations(
x˜
u˜
)
7→
(
x
u
)
=
(
M 0
K N
)(
x˜
u˜
)
(3.11)
forment un groupe lorsque les matrices M , N et K varient (M et N restant
inversibles).
Si d
dt
x = Ax + Bu est commandable (resp. n’admet pas d’intégrale pre-
mière) alors ˙˜x = A˜x˜+B˜u˜ obtenu avec (3.11) est commandable (resp. n’admet
pas d’intégrale première). Les notions de commandabilité et d’intégrale pre-
mière sont intrinsèques, c.-à-d. indépendantes des coordonnées avec lesquelles
les équations du système sont établies. Si la matrice de commandabilité dans
les coordonnées (x, u) est de rang n, la matrice de commandabilité dans les
coordonnées (x˜, u˜) sera aussi de rang n. Cette simple remarque conduit au
résultat non évident suivant
rang(B,AB, . . . An−1B) = n équivaut à rang(B˜, A˜B˜, . . . , A˜n−1B˜) = n
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où A˜ et B˜ s’obtiennent en écrivant d
dt
x = Ax + Bu dans les coordonnées
(x˜, u˜)
˙˜x = M−1(AM +BK)x˜+M−1BNu˜.
soit
A˜ = M−1(AM +BK), B˜ = M−1BN
En fait, il est possible d’aller beaucoup plus loin et de montrer que les indices
de commandabilité définis ci-dessous sont aussi invariants.
Définition 13 (Indices de commandabilité). Pour tout entier k, on note
σk le rang de la matrice (B,AB,A2B, . . . , AkB). Les (σk) sont appelés indices
de commandabilité du système linéaire (3.8),
La suite σk est croissance, majorée par n. L’absence d’intégrale première
est équivalente à σn−1 = n.
Proposition 7 (invariance). Les indices de commandabilité de d
dt
x = Ax +
Bu sont invariants par changement de variable sur x et bouclage statique
régulier sur u.
Nous laissons la preuve de ce résultat par récurrence sur n en exercice.
Il est important de comprendre l’idée géométrique de cette invariance. Les
transformations (x, u) 7→ (x˜, u˜) du type (3.11) forment un groupe. Ce groupe
définit une relation d’équivalence entre deux systèmes ayant même nombre
d’états et même nombre de commandes. La proposition précédente signifie
simplement que les indices de commandabilité sont les mêmes pour deux
systèmes appartenant à la même classe d’équivalence, i.e le même objet géo-
métrique vu dans deux repères différents. En fait, on peut montrer que les
indices de commandabilité sont les seuls invariants : il y a autant de classes
d’équivalence que d’indices de commandabilité possibles. Nous ne montre-
rons pas en détail ce résultat. Tous les éléments nécessaires à cette preuve
se trouvent dans la construction de la forme de Brunovsky ci-dessous (voir
aussi [32, 59]).
Nous allons voir, avec la forme normale de Brunovsky, qu’une telle corres-
pondance entre y et les trajectoires du système est générale. Il suffit que (3.8)
soit commandable. Tout revient donc à trouver la sortie de Brunovsky y de
même dimension que la commande u.
3.3.3 Critère de Kalman et forme de Brunovsky
Théorème 23 (Critère de Kalman). Le système d
dt
x = Ax + Bu est com-
mandable si et seulement si la matrice de commandabilité
C = (B,AB, . . . An−1B)
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est de rang n = dim(x).
Pour abréger, on dit souvent que la paire (A,B) est commandable pour
dire que le rang de la matrice de commandabilité C est maximum.
La preuve que nous allons donner de ce résultat n’est pas la plus courte
possible. Cependant, elle permet de décrire explicitement, pour toute du-
rée T > 0 et pour p, q ∈ Rn, les trajectoires du système qui partent de p et
arrivent en q. Cette preuve utilise la forme dite de Brunovsky , objet du théo-
rème suivant. La forme de Brunovsky se construit en suivant une méthode
d’élimination proche du pivot de Gauss.
Théorème 24 (Forme de Brunovsky). Si (B,AB, . . . An−1B), la matrice de
commandabilité de d
dt
x = Ax + Bu, est de rang n = dim(x) et si B est de
rang m = dim(u), alors il existe un changement d’état z = Mx (M matrice
inversible n× n) et un bouclage statique régulier u = Kz +Nv (N matrice
inversible m×m), tels que les équations du système dans les variables (z, v)
admettent la forme normale suivante (écriture sous la forme de m équations
différentielles d’ordre ≥ 1)
y
(α1)
1 = v1, . . . , y
(αm)
m = vm (3.12)
avec comme état z = (y1, y
(1)
1 , . . . , y
(α1−1)
1 , . . . , ym, y
(1)
m , . . . , y
(αm−1)
m ), les
αi étant des entiers positifs.
Les m quantités yi, qui sont des combinaisons linéaires de l’état x, sont
appelées sorties de Brunovsky.
Les indices de commandabilité σk et les m entiers αi de la forme de Bru-
novsky sont intimement liés (pour plus de détail voir [32]) : la connaissance
des uns est équivalente à celle des autres.
Démonstration. La preuve de ce résultat repose sur
– une mise sous forme triangulaire des équations d’état et l’élimination
de u ;
– l’invariance du rang de (B,AB, . . . An−1B) par rapport aux transfor-
mations (3.11) ;
– une récurrence sur la dimension de l’état.
Mise sous forme triangulaire
On suppose que B est de rang m = dim(u) (sinon, on peut faire un
regroupement des commandes en un nombre plus petit que m de façon à se
ramener à ce cas). Alors, il existe une partition de l’état x = (xr, xu) avec
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dim(xr) = n−m et dim(xu) = m telle que les équations (3.8) admettent la
structure bloc suivante
d
dt
xr = Arrxr + Aruxu +Bru
d
dt
xu = Aurxr + Auuxu +Buu
où Bu est une matrice carrée inversible. Cette partition n’est pas unique, bien
sûr. En résolvant la seconde équation par rapport à u et en reportant cette
expression dans la première équation, on obtient
d
dt
xr = Arrxr + Aruxu +BrB
−1
u (
d
dt
xu − Aurxr − Auuxu)
d
dt
xu = Aurxr + Auuxu +Buu
En regroupant les dérivées dans la première équation, on a
d
dt
xr −BrB−1u ddtxu = (Arr −BrB−1u Aur)xr + (Aru −BrB−1u Auu)xu
d
dt
xu = Aurxr + Auuxu +Buu.
Avec la transformation du type (3.11) définie par
x˜r = xr −BrB−1u xu, x˜u = xu, u˜ = Aurxr + Auuxu +Buu,
les équations d
dt
x = Ax+Bu deviennent
d
dt
x˜r = A˜rx˜r + A˜ux˜u
d
dt
x˜u = u˜
où A˜r = (Arr − BrB−1u Aur) et A˜u = (Arr − BrB−1u Aur)BrB−1u + (Aru −
BrB
−1
u Auu). Dans cette structure triangulaire, où la commande u˜ n’intervient
pas dans la seconde équation, on voit apparaître un système plus petit d’état
x˜r et de commande x˜u. Cela nous permet de réduire la dimension de x et de
raisonner par récurrence.
Invariance de rang
Un simple calcul par blocs nous montre que si (B,AB, . . . An−1B) est de
rang n alors (Au, ArAu, . . . An−m−1r Au) est de rang n − m. Du système de
taille n on passe ainsi au système de taille réduite n−m, d
dt
x˜r = A˜rx˜r+ A˜ux˜u
(x˜r l’état, x˜u la commande).
Récurrence sur le nombre d’états
Étant donné n, supposons le résultat vrai pour toutes les dimensions
d’état inférieures ou égales à n− 1. Considérons un système d
dt
x = Ax+Bu
avec n = dim(x), sa matrice de commandabilité de rang n, et B de rang
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m = dim(u) > 0. L’élimination de u donne, après une transformation du
type (3.11),
d
dt
xr = Arxr + Auxu
d
dt
xu = u
où dim(u) = dim(xu) = m et dim(xr) = n−m avec (Au, ArAu, . . . An−m−1r Au)
de rang n−m < n (les ˜ ont été enlevés pour alléger les notations). Notons m¯
le rang de Au. Comme m¯ ≤ m, un changement de variable sur xu, (x¯u, x˜u) =
Pxu avec P inversible, permet d’écrire le système sous la forme
d
dt
xr = Arxr + A¯ux¯u
d
dt
x¯u = u¯
d
dt
x˜u = u˜
(3.13)
avec (u¯, u˜) = Pu, dim(x¯u) = m¯ et A¯u de rang m¯. Le rang de la matrice de
commandabilité de d
dt
xr = Arxr + A¯ux¯u (xr est l’état et x¯u la commande)
est égal à n − m = dim(xr), l’hypothèse de récurrence assure l’existence
d’un changement de variable xr = Mz et d’un bouclage statique régulier
x¯u = Kz + Nv¯ (v¯ est la nouvelle commande ici) mettant ce sous-système
sous forme de Brunovsky. Le changement d’état (xr, x¯u, x˜u) défini par xrx¯u
x˜u
 =
 M 0 0K N 0
0 0 1
 zv¯
x˜u

et le bouclage statique régulier sur (u¯, u˜)
u¯ = KM−1(Arxr + A¯ux¯u) +Nv¯, u˜ = v˜
transforment le système (3.13) sous forme de Brunovsky avec v = (v¯, v˜)
comme nouvelle commande.
Preuve du Théorème 23 La commandabilité est indépendante du choix
des variables sur x et d’un bouclage statique régulier sur u. On peut donc
supposer le système sous sa forme de Brunovsky. Dans ces coordonnées, aller
d’un état à un autre est élémentaire. Ce problème se ramène à étudier la
commandabilité du système scalaire y(α) = v. L’état initial (y0, . . . , yα−10 ),
l’état final (yT , . . . , yα−1T ) ainsi que la durée T étant donnés, les lois horaires
t 7→ v(t) assurant le passage entre ces deux états pendant la durée T corres-
pondent alors à la dérivée α-ième de fonctions [0, T ] 3 t 7→ ϕ(t) ∈ R, dont
les dérivées jusqu’à l’ordre α− 1 en 0 et T sont imposées par
ϕ(r)(0) = yr0, ϕ
(r)(T ) = yrT , r = 0, . . . , α− 1
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Figure 3.6 – Deux masses couplées par un ressort. L’ensemble est soumis à
une seule force u.
Il existe bien sûr une infinité de telles fonctions ϕ (on peut prendre pour ϕ
un polynôme de degré 2α− 1, par exemple).
Exemple 17 (Un exemple d’utilisation de la forme de Brunovsky). Soit le
système mécanique à deux degrés de liberté et une seule commande représenté
sur la Figure 3.6. En négligeant les frottements et en supposant le ressort
linéaire de raideur k, on obtient le modèle suivant
{
m1x¨1 = k(x2 − x1) + u
m2x¨2 = k(x1 − x2)
(3.14)
Montrons que ce système est commandable. Il suffit pour cela de remar-
quer que la quantité x2, l’abscisse de la masse qui n’est pas directement sou-
mise à la force u, joue un rôle très particulier ( sortie de Brunovsky). Si au
lieu de donner t 7→ u(t) et d’intégrer (3.14) à partir de positions et vitesses
initiales, on fixe t 7→ x2(t) = y(t), alors, on peut calculer x1 = m2k y¨ + y et
donc, u = m1x¨1 + m2x¨2 = m1m2k y
(4) + (m1 + m2)y¨. Ainsi, on peut écrire le
système en faisant jouer à x2 un rôle privilégié
x1 = (m2/k) y¨ + y
x2 = y
u = (m1m2/k) y
(4) + (m1 +m2)y¨
On obtient une paramétrisation explicite de toutes les trajectoires du sys-
tème. Les relations précédentes établissent une correspondance bi-univoque et
régulière entre les trajectoires de (3.14) et les fonctions régulières t 7→ y(t).
Cette correspondance permet de calculer de façon élémentaire une commande
[0, T ] 3 t 7→ u(t) qui fait passer le système de l’état p = (xp1, vp1, xp2, vp2) à l’état
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q = (xq1, v
q
1, x
q
2, v
q
2) (vi correspond à
d
dt
xi). Étant données les équations
x1 = (m2/k) y¨ + y
v1 = (m2/k) y
(3) +
d
dt
y
x2 = y
v2 =
d
dt
y
(3.15)
il apparaît qu’imposer p en t = 0 revient à imposer y et ses dérivées jus-
qu’à l’ordre 3 en 0 : (y0, y
(1)
0 , y
(2)
0 , y
(3)
0 ). Il en est de même en t = T avec
(yT , y
(1)
T , y
(2)
T , y
(3)
T ). Il suffit donc de trouver une fonction régulière [0, T ] 3
t 7→ y(t) dont les dérivées jusqu’à l’ordre 3 sont données a priori en 0 et
en T . Un polynôme de degré 7 en temps répond à la question mais il existe
bien d’autres possibilités. Nous en détaillons une ci-dessous qui est complè-
tement explicite.
Soit la fonction C4 φ : [0, 1] 7→ [0, 1] définie par
φ(σ) =
σ4
σ4 + (1− σ)4 .
Il est facile de voir que φ est croissante avec φ(0) = 0, φ(1) = 1 et d
kφ
dσk
(0) =
dkφ
dσk
(1) = 0 pour k = 1, 2, 3. La fonction
y(t) =
(
1− φ
(
t
T
))(
y0 + ty
(1)
0 +
t2
2
y
(2)
0 +
t3
6
y
(3)
0
)
+ φ
(
t
T
)(
yT + (t− T )y(1)T +
(t− T )2
2
y
(2)
T +
(t− T )3
6
y
(3)
T
)
vérifie y(0) = y0, y(T ) = yT avec d
ky
dtk
(0, T ) = y
(k)
0,T , k = 1, 2, 3. On obtient
ainsi une trajectoire en x correspondant à une telle transition en utilisant les
formules (3.15) et le contrôle correspondant avec
u = (m1m2/k) y
(4) + (m1 +m2)y¨
En particulier, le transfert de la configuration stationnaire x1 = x2 = 0 à la
configuration stationnaire x1 = x2 = D > 0 durant le temps T s’obtient avec
le contrôle en boucle ouverte suivant ( feedforward)
u(t) =
Dm1m2
kT 4
d4φ
dσ4
∣∣∣∣
t
T
+
D(m1 +m2)
T 2
d2φ
dσ2
∣∣∣∣
t
T
car alors y(t) = Dφ
(
t
T
)
.
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3.3.4 Planification et suivi de trajectoires
Des preuves des Théorèmes 23 et 24, il est important de retenir deux
choses.
1. Dire que le système d
dt
x = Ax+Bu est commandable, est équivalent à
l’existence d’un bouclage statique régulier u = Kz +Nv et d’un chan-
gement d’état x = Mz permettant de ramener le système à la forme
de Brunovsky y(α) = v et z = (y, . . . , y(α−1)) (par abus de notation
y = (y1, . . . , ym) et y(α) = (y
(α1)
1 , . . . , y
(αm)
m )). Ces changements donnent
x = M(y, . . . , y(α−1)), u = L(y, . . . , y(α))
où la matrice L est construite avecK, N etM . Lorsqu’on considère une
fonction régulière arbitraire du temps t 7→ ϕ(t) ∈ Rm et qu’on calcule
x(t) et u(t) par les relations
x(t) = M(ϕ(t), . . . , ϕ(α−1)(t)), u(t) = L(ϕ(t), . . . , ϕ(α)(t))
alors t 7→ (x(t), u(t)) est une trajectoire du système. L’équation d
dt
x(t)−
Ax(t)−Bu(t) = 0 est identiquement satisfaite. Réciproquement, toutes
les trajectoires régulières du système se paramétrisent de cette façon,
grâce à m fonctions scalaires arbitraires ϕ1(t), . . ., ϕm(t) et un nombre
fini de leurs dérivées par les formules ci-dessus.
2. La commandabilité de d
dt
x = Ax+Bu implique la possibilité de stabi-
lisation par retour d’état. La forme de Brunovsky fait apparaître cette
possibilité. Sous cette forme normale, chacun des m sous-systèmes in-
dépendants s’écrit y(αi)i = vi. Soient αi valeurs propres, λ1, . . . , λαi ,
correspondant au spectre d’une matrice réelle de dimension αi. Notons
sk les fonctions symétriques des λi (des quantités réelles donc) homo-
gènes de degré k, obtenues par le développement suivant
αi∏
k=1
(X − λk) = Xαi − s1Xαi−1 + s2Xαi−2 + . . .+ (−1)αisαi
Alors, dès que les λk sont à partie réelle strictement négative (c.-à-d.
qu’ils correspondent à une matrice Hurwitz ), le bouclage
vi = s1y
(αi−1)
i − s2y(αi−2)i + . . .+ (−1)αi−1sαiyi
assure la stabilité de y(αi)i = vi. En effet, les exposants caractéristiques
(on dit aussi les pôles) du système bouclé sont les λk.
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Figure 3.7 – Suivi de trajectoire.
Comme nous venons de le voir, de la forme de Brunovsky, on déduit directe-
ment le résultat suivant
Théorème 25 (Placement de pôles). Si la paire (A,B) est commandable
(voir le Théorème 23) alors, pour toute matrice réelle F de taille n × n, il
existe une matrice m×n, K (non nécessairement unique si m > 1), telle que
le spectre de A−BK coïncide avec celui de F .
De retour dans les coordonnées de modélisation, d
dt
x = Ax + Bu, la pla-
nification de trajectoire nous donne une trajectoire en boucle ouverte du sys-
tème (par exemple la trajectoire que doit suivre une fusée au décollage, la
manoeuvre d’atterrissage d’un avion, . . .). Nous la notons t 7→ (xr(t), ur(t))
avec l’indice r pour référence. En pratique, il convient, comme l’illustre la
Figure 3.7, de corriger en boucle fermée en fonction de l’écart ∆x, la com-
mande de référence ur. Le problème est donc de calculer la correction ∆u
à partir de ∆x de façon à revenir sur la trajectoire de référence. C’est un
problème de suivi de trajectoire. On peut également le résoudre en utilisant
un bouclage stabilisant par placement de pôles sous la forme de Brunovsky.
Nous allons détailler ce point.
Comme d
dt
xr = Axr +Bur, on obtient, par différence avec ddtx = Ax+Bu
l’équation d’erreur suivante
d
dt
(∆x) = A ∆x+B ∆u
où ∆x = x−xr et ∆u = u−ur. Le système étant commandable, il existe K,
matrice m× n, telle que les valeurs propres de A+BK sont toutes à partie
réelle strictement négative (d’après le Théorème de placement de pôles 25).
La correction
∆u = −K ∆x
assure le suivi asymptotique de la trajectoire de référence t 7→ xr(t).
Nous terminerons par une constatation d’ordre expérimental : lorsque le
modèle dynamique d
dt
x = Ax+Bu est d’origine physique, il n’est pas rare que
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sa partie non commandable, i.e., ses intégrales premières, ait une signification
physique immédiate, tout comme les grandeurs y, fonction de x et intervenant
dans la forme de Brunovsky de sa partie commandable. Cet état de fait n’est
vraisemblablement pas dû entièrement au hasard : en physique, les grandeurs
qui admettent une signification intrinsèque, i.e., les grandeurs physiques, sont
celles qui ne dépendent pas du repère de l’observateur. En Automatique, le
passage d’un repère à un autre correspond, entre autres, à une transformation
de type (3.11). Il est alors clair que le “sous-espace” engendré par les sorties
de Brunovsky est un invariant. Il a donc toutes les chances d’avoir un sens
physique immédiat. Les sorties de Brunovsky admettent un équivalent non
linéaire pour de nombreux systèmes physiques (voir la Section 3.5.1).
3.4 Commande linéaire quadratique LQR
Nous avons étudié la propriété de commandabilité (objet de la Défini-
tion 10), qui requiert, pour être satisfaite par un système, l’existence pour
tout p, q d’une trajectoire reliant un état p à un état q. Sous l’hypothèse
de commandabilité, nous avons vu comment construire une telle trajectoire
par la forme de Brunovsky (voir Théorème 24). Cette trajectoire est loin
d’être unique. On va maintenant montrer comment choisir la trajectoire la
meilleure au sens d’un critère quadratique. C’est l’objet de la commande
linéaire quadratique.
Nous nous intéressons ici, en toute généralité, aux systèmes linéaires ins-
tationnaires du type
d
dt
x(t) = A(t)x(t) +B(t)u (3.16)
où l’état x(t) ∈ Rn, la commande u(t) ∈ Rm et, pour tout t ∈ [0,+∞[ les
matrices A(t) et B(t) sont de tailles n × n et n × m, respectivement. Ces
systèmes peuvent provenir de bilans exacts ou, plus souvent, de la linéarisa-
tion autour de trajectoires de manœuvre entre des points stationnaires. Ainsi
si t 7→ (xr(t), ur(t)) est une trajectoire de référence de ddtx = f(x, u), on a
d
dt
xr = f(xr, ur) et on note
A(t) =
∂f
∂x
∣∣∣∣
(xr(t),ur(t))
, B(t) =
∂f
∂u
∣∣∣∣
(xr(t),ur(t))
En fait, x et u dans (3.16), correspondent aux écarts x− xr(t) et u− ur(t).
Considérons un intervalle de temps donné [0, tf ] (sur lequel l’éventuelle
trajectoire de référence est définie). On cherche à minimiser le critère qua-
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Figure 3.8 – Trajectoire de réentrée d’un véhicule spatial (départ en orbite,
arrivée à 80.000 pieds) . Les rebonds atmosphériques permettent de maximiser
le déport latéral en utilisant les effets aérodynamiques.
dratique suivant
J =
∫ tf
0
(
xT (t)Rx+ uT (t)Qu(t)
)
dt (3.17)
où R est une matrice symétrique positive et Q une matrice symétrique définie
positive 6.
Implicitement, on cherche une commande [0, tf ] 3 t 7→ u(t) “faible” (car
pondérée par Q dans le calcul de l’intégrale) limitant les déviations de x
elles-mêmes pondérées par R sur l’horizon temporel [0, tf ]. La commande
minimisant (3.17) réalise le meilleur compromis (au sens précisé par les pon-
dérations R et Q) entre déviation de l’état et effort sur les actionneurs.
Exemple 18 (Réentrée atmosphérique). Un exemple de trajectoire définis-
sant un système linéarisé tangent instationnaire du type (3.16) est donné sur
la Figure 3.8. On y a représenté l’historique des valeurs de l’altitude pour
une trajectoire de vaisseau spatial (type navette) dans la manœuvre de ré-
entrée atmosphérique au cours de laquelle on cherche à maximiser le déport
6. L’hypothèse de symétrie n’enlève rien à la généralité. En effet pour tout x ∈ Rn, on
a xTGx = xT ((G+GT )/2)x. Autrement dit, seule la partie symétrique de G compte dans
le calcul de xTGx.
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latéral (i.e. en faisant pivoter l’appareil pour rejoindre une plus haute lati-
tude où est situé le point de chute désiré pour l’engin). Cet objectif et les
contraintes aérodynamiques (notamment la thermique et la variation de den-
sité de l’atmosphère) confèrent à l’optimum de nombreuses bosses (appelées
rebonds atmosphériques). Afin d’assurer le suivi de cette trajectoire, on doit
concevoir un contrôleur en boucle fermée. On linéarise alors les équations au-
tour de cette trajectoire à rebonds et on obtient naturellement un modèle de
la forme (3.16). On pourra se reporter à [10] pour une présentation détaillée
de ce problème.
Dans le cas multivariable en particulier, i.e. où on dispose de plusieurs
commandes, on a en général “trop” de degrés de liberté pour résoudre les
problèmes de planification et de suivi de trajectoire. En évoquant un critère
à minimiser comme nous venons de le faire en (3.17), on définit implicitement
l’utilisation des degrés de liberté supplémentaires : ils permettent d’optimiser
cet indice de performance.
Exemple 19 (Réacteur nucléaire à eau pressurisée). On présente ici un
exemple de système multivariable pour lequel on peut réaliser des transitoires
de très nombreuses façons. De manière générale, les réacteurs nucléaires de
production d’électricité présentent d’intéressants problèmes d’Automatique.
Leur schéma de principe est donné sur la Figure 3.9, on pourra se référer
à [42] pour une présentation générale. Dans le circuit primaire, la neutronique
est contrôlée par la contre-réactivité des barres et du bore dont on peut agir
sur la concentration par un circuit de borication/dilution. Les échanges avec
le circuit secondaire fournissent, à travers le générateur de vapeur, de la
puissance à la turbine qui est accouplée à une génératrice. On peut utiliser
une vanne de contournement pour fournir plus ou moins de puissance à la
turbine. En dehors des phases de régulation, c.-à-d. de la stabilisation autour
d’un point de fonctionnement (on parle de régulation de fréquence du réseau),
on est souvent amené à réaliser des transitoires lorsque la demande du réseau
électrique varie. Une manœuvre difficile est l’ilôtage, qui consiste à isoler le
réseau. Il faut alors utiliser les différentes commandes de manière coordonnée
pour réduire la puissance en minimisant la fatigue des installations. Une
formulation type commande linéaire quadratique permet de spécifier ce genre
de cahier des charges.
De manière encore plus générale, on peut considèrer le coût avec pondé-
ration finale
J =
1
2
xT (tf )Sfx(tf ) +
1
2
∫ tf
0
(
xT (t)Rx(t) + uT (t)Qu(t)
)
dt (3.18)
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Figure 3.9 – Schéma de principe d’un réacteur nucléaire à eau pressuri-
sée. Pour contrôler la production d’électricité, on peut utiliser 3 actionneurs
(commandes) : barres de contrôle, système de borication/dilution, vanne de
contournement de la turbine.
qui permet de rajouter de l’importance au point final atteint (Sf étant une
matrice symétrique positive).
L’intérêt des formulations quadratiques (3.18) (et (3.17)) est qu’elles sont
en général bien posées au sens mathématique, et qu’elles admettent une so-
lution unique, calculable numériquement 7
3.4.1 Multiplicateurs de Lagrange en dimension infinie
Le but de cette section est de présenter de façon simple la méthode
des multiplicateurs de Lagrange en dimension infinie. Cette méthode permet
de caractériser l’optimum du critère (3.18) (ou (3.17)). Un lecteur intéressé
pourra consulter [3, 12] ou les notes de l’ES d’optimisation [53].
Commençons par la dimension finie. On part du problème suivant où le
critère J : Rn 7→ R et les p contraintes scalaires hi : Rn 7→ R sont des
7. Calculable analytiquement pour un ou deux états mais pas plus en pratique. C’est
très différent de l’approche utilisant la forme normale de Brunovsky, approche que l’on
peut conduire analytiquement sans difficulté sur de nombreux exemples physiques à bien
plus que trois états.
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fonctions dérivables du temps
min
x ∈ Rn
h1(x) = 0
...
hp(x) = 0
J(x)
Pour résoudre ce problème on introduit
– pmultiplicateurs de Lagrange (les variables adjointes) λ = (λ1, ..., λp) ∈
Rp ;
– on calcule le Lagrangien
L(x, λ) = J(x) +
p∑
i=1
λihi(x) = J(x) + λ
Th(x);
– on calcule les conditions de stationnarité du Lagrangien au 1er ordre
en faisant comme si les variables x et λ pouvaient varier librement dans
toutes les directions. Ces conditions traduisent le fait que δL = 0 pour
toutes variations infinitésimales δx et δλ des variables x et λ.
La condition δL = 0 pour tout δx donne n équations
∂J
∂xk
+
p∑
i=1
λi
∂hi
∂xk
= 0, k = 1, . . . , n
La condition δL = 0 pour tout δλ redonne les p contraintes
hi(x) = 0, i = 1, . . . p
On a ainsi un système de n+p inconnues avec n+p équations à résoudre pour
trouver l’optimum. La partie la plus dure reste cependant à faire : résoudre
ce système d’équations non-linéaires et vérifier que la solution trouvée est
bien l’optimum 8.
Passons maintenant à la dimension infinie avec le problème suivant où
toutes les fonctions L : Rn × Rm 7→ R, f : Rn × Rm 7→ Rn, l : Rn 7→ R sont
dérivables et où le temps final tf et la condition initiale x0 sont des constantes
8. On pourra alors regarder les conditions au second ordre.
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données
min
[0, tf ] 3 t 7→ (x(t), u(t)) ∈ Rn × Rm
x(0) = x0
f1(x(t), u(t))− ddtx1(t) = 0, t ∈ [0, tf ]...
fn(x(t), u(t))− ddtxn(t) = 0, t ∈ [0, tf ]
(
l(x(tf )) +
∫ tf
0
L(x(t), u(t)) dt
)
(3.19)
On est en dimension infinie car on minimise une fonctionnelle pour toutes
les courbes t 7→ (x(t), u(t)) qui vérifient les contraintes, i.e. pour toutes les
trajectoires du système d
dt
x = f(x, u) qui démarrent en t = 0 de x0.
On voit que les contraintes fi(x(t), u(t)) − ddtxi(t) = 0 dépendent d’un
indice discret i et d’un indice continu t. Il est donc logique d’introduire les
multiplicateurs λi(t) avec ces deux types d’indice. On forme le Lagrangien
L avec une somme discrète sur i et une somme continue sur t (une intégrale
donc) des produits contrainte d’indice (i, t) fois multiplicateur d’indice (i, t)
L(x, u, λ) = l(x(tf )) +
∫ tf
0
L(x(t), u(t)) dt
+
n∑
i=1
∫ tf
0
λi(t)
(
fi(x(t), u(t))− d
dt
xi(t)
)
dt
Le Lagrangien L est une fonctionnelle qui aux fonctions x, u et λ sur [0, tf ]
associe un réel L(x, u, λ) calculé avec une intégrale sur t. On note de façon
plus compacte
L(x, u, λ) = l(x(tf ))+
∫ tf
0
[
L(x(t), u(t)) + λT (t)
(
f(x(t), u(t))− d
dt
x(t)
)]
dt
Les conditions de stationnarité du premier ordre s’obtiennent alors, comme
dans le cas de la dimension finie, en explicitant qu’au premier ordre la va-
riation δL de L est nulle pour toute variation infinitésimale δx, δu et δλ
des courbes paramétrées t 7→ x(t), t 7→ u(t) et t 7→ λ(t). Puisqu’on n’a pas
introduit de multiplicateur pour la contrainte x(0) = x0, nous imposons à la
variation δx de vérifier la contrainte δx(0) = 0.
Commençons par la variation de λ. On doit avoir, pour toute variation de
la courbe δλ, une variation de δL nulle au premier ordre. En d’autres termes,
pour toute fonction t 7→ δλ(t) ∈ Rn on doit avoir
δL =
∫ tf
0
δλT (t)
(
f(x(t), u(t))− d
dt
x(t)
)
dt = 0
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La seule possibilité 9 est qu’à chaque instant t ∈ [0, tf ], f(x(t), u(t))− ddtx(t) =
0. On retrouve bien les contraintes comme en dimension finie.
Poursuivons avec la variation de u. On doit avoir, pour toutes variations
du contrôle δu, une variation de δL nulle au premier ordre. Pour toute fonc-
tion t 7→ δu(t) ∈ Rm, on doit avoir
δL =
∫ tf
0
(
∂L
∂u
∣∣∣∣
(x(t),u(t))]
δu(t) + λT (t)
∂f
∂u
∣∣∣∣
(x(t),u(t))
δu(t)
)
dt = 0
En mettant δu en facteur on obtient
δL =
∫ tf
0
(
∂L
∂u
∣∣∣∣
(x(t),u(t))
+ λT (t)
∂f
∂u
∣∣∣∣
(x(t),u(t))
)
δu(t) dt = 0
Ceci donne la condition de stationnarité sur u
∂L
∂u
(x, u) + λT
∂f
∂u
(x, u) = 0, t ∈ [0, tf ] (3.20)
Terminons par la variation de x. On doit avoir, pour toutes variations δx
vérifiant δx(0) = 0, une variation de δL nulle au premier ordre. Pour toute
fonction t 7→ δx(t) ∈ Rn telle que δx(0) = 0, on doit avoir
δL = ∂l
∂x
(x(tf ))δx(tf )+∫ tf
0
[
∂L
∂x
∣∣∣∣
(x(t),u(t))]
δx(t) + λT (t)
(
∂f
∂x
∣∣∣∣
(x(t),u(t))
δx(t)− d
dt
δx(t)
)]
dt = 0
Pour mettre, comme avec δu, δx en facteur dans l’intégrale, il nous faut
éliminer d
dt
δx. La seule possibilité est de faire une intégration par partie.
Cela fait apparaître d
dt
λ. C’est ici que réside principalement la nouveauté par
rapport à la dimension finie. On a
−
∫ tf
0
λT (t)
d
dt
δx(t) dt = −[λT δx]tf0 +
∫ tf
0
d
dt
λT (t) δx(t) dt
= −λT (tf )δx(tf ) +
∫ tf
0
d
dt
λT (t) δx(t) dt
car δx(0) = 0. On a
δL =
[
∂l
∂x
(x(tf ))− λT (tf )
]
δx(tf )+∫ tf
0
[
∂L
∂x
∣∣∣∣
(x(t),u(t))]
+ λT (t)
∂f
∂x
∣∣∣∣
(x(t),u(t))
+
d
dt
λT (t)
]
δx(t) dt = 0
9. On se reportera au lemme de duBois-Reymond.
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Donc, pour toute fonction t 7→ δx(t) telle que δx(0) = δx(tf ) = 0, on a
∫ tf
0
[
∂L
∂x
∣∣∣∣
(x(t),u(t))]
+ λT (t)
∂f
∂x
∣∣∣∣
(x(t),u(t))
+
d
dt
λT (t)
]
δx(t) dt = 0
On en déduit
∂L
∂x
∣∣∣∣
(x(t),u(t))]
+ λT (t)
∂f
∂x
∣∣∣∣
(x(t),u(t))
+
d
dt
λT (t) = 0
c.-à-d. (
∂L
∂x
)T
(x,u)
+
(
∂f
∂x
)T
(x,u)
λ+
d
dt
λ = 0, t ∈ [0, tf ] (3.21)
Enfin, avec δx(tf ) 6= 0 on obtient de δL = 0 la condition finale
λ(tf ) =
∂l
∂x
(x(tf ))
En somme, les conditions d’optimalité du premier ordre pour le pro-
blème (3.19) sont pour t ∈ [0, tf ]
d
dt
x(t) = f(x(t), u(t))
d
dt
λ(t) = −
(
∂f
∂x
)T
(x(t),u(t))
λ(t)−
(
∂L
∂x
)T
(x(t),u(t))
0 =
(
∂L
∂u
)
(x(t),u(t))
+ λT
(
∂f
∂u
)
(x(t),u(t))
(3.22)
avec comme condition au bord
x(0) = x0, λ(tf ) =
∂l
∂x
(x(tf )) (3.23)
Il s’agit d’un problème aux deux bouts , ce n’est pas un problème de Cauchy ,
car la condition “initiale” est séparée entre les temps t = 0 et t = tf comme
le précise l’équation (3.23). On appelle souvent λ état adjoint . Nous allons
maintenant utiliser ces formules dans le cas où f est linéaire et où les fonc-
tions L et l sont quadratiques. C’est le cas dit linéaire quadratique. Sous ces
hypothèses, les conditions de stationnarité ci-dessus sont alors des conditions
nécessaires et suffisantes d’optimalité.
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3.4.2 Problème aux deux bouts dans le cas linéaire qua-
dratique
La caractérisation de la commande optimale pour le problème de mi-
nimisation du critère (3.18) pour une condition initiale x(0) = x0 donnée
passe par le calcul des conditions de stationnarité (3.22) avec f = Ax+Bu,
L = 1
2
(xTRx + uTQu) et l = 1
2
xTSfx. Le problème aux deux bouts corres-
pondant prend la forme
d
dt
x(t) = A(t)x(t)−BQ−1BTλ(t)
d
dt
λ(t) = −Rx(t)− AT (t)λ(t)
 (3.24)
avec les conditions limites bilatérales
x(0) = x0, λ(tf ) = Sfx(tf )
L’état adjoint λ est de la même dimension que x. La commande optimale est
alors donnée par la dernière équation de (3.22)
u(t) = −Q−1BT (t)λ(t)
La particularité des équations (3.24) est qu’elles admettent une solution
explicite sous forme linéaire
λ(t) = S(t)x(t)
avec S(tf ) = Sf . Nous allons détailler ce point.
En substituant dans (3.24), on obtient
d
dt
S(t)x(t) + S(t)A(t)x(t)− S(t)B(t)Q−1BT (t)S(t)x(t)
= −Rx(t)− AT (t)S(t)x(t)
Il suffit alors de choisir S solution de l’équation différentielle matricielle
de Riccati en temps rétrograde (quadratique en l’inconnue S)
d
dt
S(t) = −S(t)A(t) + S(t)B(t)Q−1BT (t)S(t)−R− AT (t)S(t)
S(tf ) = Sf
 (3.25)
pour obtenir finalement la commande optimale
u(t) = −Q−1BT (t)S(t)x(t) (3.26)
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Le fait majeur à retenir ici est que la commande optimale (3.26) s’exprime
précisément comme une loi de feedback instationnaire dont le gain peut-
être calculé hors-ligne 10 (i.e. avant de réaliser la moindre expérience) par la
résolution de l’équation de Riccati (3.25).
Exemple 20 ([12]). Soit la dynamique d
dt
x = v, d
dt
v = u et le critère à
minimiser
J =
1
2
(
c1v(tf )
2 + c2x(tf )
2
)
+
1
2
∫ tf
0
u2(t)dt
où c1, c2 et tf sont des constantes positives. La commande optimale est
u(t) = −λx(t)x(t)− λv(t)v(t)
où
λx =
1/c2 + 1/c1(tf − t)2 + 1/3(tf − t)3
D(tf − t)
λv =
1/c1(tf − t) + 1/2(tf − t)2
D(tf − t)
avec
D(tf − t) =
(
1
c2
+
1
3
(tf − t)3
)(
1
c1
+ tf − t
)
− 1
4
(tf − t)4
De manière intéressante, il est possible d’exprimer simplement la valeur
du coût J (3.18) associée à la commande optimale u (3.26). Considérons
l’égalité ∫ tf
0
d
dt
(
xT (t)S(t)x(t)
)
dt = xT (tf )Sfx(tf )− xT (0)S(0)x(0).
Il vient alors
J − 1
2
xT (0)S(0)x(0) =
1
2
∫ tf
0
d
dt
(
xT (t)S(t)x(t)
)
dt
+
1
2
∫ tf
0
(xT (t)Rx(t) + uT (t)Qu(t))dt
10. On peut montrer que le problème linéaire instationnaire avec coût quadratique consi-
déré ici donne la solution au deuxième ordre d’un problème non-linéaire plus précis dont il
est l’approximation. La loi de feedback que nous venons de calculer procure alors le calcul
des extrémales de voisinages (voir [12]).
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En développant et en explicitant (3.26), on a
J−1
2
xT (0)S(0)x(0) =
1
2
∫ tf
0
(xT (t)
(
R− SBQ−1BTS + SA+ ATS + S˙
)
x(t))dt
En utilisant (3.25), on obtient finalement
J − 1
2
xT (0)S(0)x(0) = 0.
On vient de calculer que le coût associé à la commande optimale (3.26) est
Jopt =
1
2
xT (0)S(0)x(0) (3.27)
Nous pouvons maintenant récapituler nos résultats dans la proposition sui-
vante
Proposition 8 (contrôleur LQR). Soit le système linéaire instationnaire (3.16)
d
dt
x(t) = A(t)x(t) +B(t)u avec x(0) comme condition initiale, et le critère à
minimiser (3.18)
J =
1
2
xT (tf )Sfx(tf ) +
1
2
∫ tf
0
(
xT (t)Rx(t) + uT (t)Qu(t)
)
dt
où A(t) est une matrice n×n, B(t) est une matrice n×m, Sf et R sont symé-
triques positives, Q est symétrique définie positive. La solution à ce problème
de minimisation est la loi de feedback optimal (3.26)
u(t) = −Q−1BT (t)S(t)x(t)
où S est définie par l’équation différentielle de Riccati rétrograde (3.25), et
la valeur du critère qui lui est associée est Jopt = 1
2
xT (0)S(0)x(0).
3.4.3 Planification de trajectoires
+ l’objectif de minimiser un critère quadratique du type (3.17), on peut
ajouter une contrainte finale, permettant d’exprimer le souhait de se rendre
exactement en un point donné. On se retrouve alors avec un problème de
planification de trajectoire optimale pour un système linéaire instationnaire.
La contrainte que nous considérons ici est
x(tf ) = ψ (3.28)
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où ψ ∈ Rn. Il est possible bien sûr de considérer des contraintes plus géné-
rales, et/ou ne portant que sur certaines composantes de l’état, on pourra se
référer à [12] pour un exposé des méthodes se rapportant à ces cas.
Les conditions de stationnarité sont modifiées par l’adjonction de la con-
trainte (3.28). Il suffit de remplacer la condition finale dans (3.23) par la
condition finale x(tf ) = ψ. On obtient la commande optimale par la résolu-
tion des équations suivantes
d
dt
S(t) = −S(t)A(t) + S(t)B(t)Q−1BT (t)S(t)−R− AT (t)S(t) (3.29)
S(tf ) = 0 (3.30)
d
dt
V (t) = − (AT (t)− S(t)B(t)Q−1BT (t))V (t) (3.31)
V (tf ) = I (3.32)
d
dt
H(t) = V T (t)B(t)Q−1BT (t)V (t) (3.33)
H(tf ) = 0 (3.34)
où I est la matrice identité de taille n. On notera que (3.29) est une équation
différentielle de Riccati qu’on devra résoudre en temps rétrograde depuis
sa condition terminale (3.30). Une fois cette équation résolue, on pourra
calculer V (t) en résolvant l’équation linéaire (3.31) à partir de la condition
terminale (3.32). Ensuite, on pourra calculer H(t) à travers (3.33) et (3.34)
par une simple intégration en temps rétrograde. La matrice H(t) est toujours
négative carH(tf ) = 0 et ddtH ≥ 0. Elle n’est pas singulière lorsque le système
est commandable (voir [12]). Finalement, la commande optimale est
u(t) = −Q−1BT (t) (S(t)− V (t)H−1(t)V T (t))x(t)−Q−1BT (t)V (t)H−1(t)ψ
C’est encore une fois une loi de feedback instationnaire, complété par un
terme de feedforward lui aussi instationnaire.
Exemple 21. Considérons le système dynamique
d
dt
x(t) = Ax(t) +Bu(t) ,
(
0 1
−1/2 0
)
x(t) +
(
0
1
)
u(t)
On souhaite calculer une commande [0 3] 3 t 7→ u(t) ∈ R transférant le
système de x0 = [−0.5 1]T à xf = [−1 0]T , ψ en minimisant le critère
quadratique
J =
1
2
∫ 3
0
u(t)2dt
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On forme le système
d
dt
S(t) = −S(t)A+ S(t)BQ−1BTS(t)− ATS(t) (3.35)
S(3) = 0 (3.36)
d
dt
V (t) = − (AT − S(t)BBT )V (t) (3.37)
V (3) = I (3.38)
d
dt
H(t) = V T (t)BBTV (t) (3.39)
H(3) = 0 (3.40)
qu’on résoud en cascade comme expliqué à la Section 3.4.3. Tout d’abord, on
remarque que S(t) = 0. L’équation (3.37) se réécrit alors d
dt
V (t) = −ATV (t),
qu’on peut résoudre explicitement avec la condition terminale (3.38). Il vient
V (t) = exp
(−(t− 3)AT )
Ensuite, on intègre numériquement (3.39) ce qui donne
H(t) = −
∫ tf
t
V T (τ)BBTV (τ)dτ
pour finalement calculer le contrôle optimal
u(t) = BTV (t)H−1(t)V T (t)x(t)−BT (t)V (t)H−1(t)ψ
La résolution effective de ces calculs donne les trajectoires de la Figure 3.10.
3.4.4 Régulateur LQR
On utilise souvent une version plus simple de la commande linéaire qua-
dratique que celle que nous venons de présenter en considérant tf → +∞.
Le coût à minimiser est alors
J =
∫ +∞
0
(
xT (t)Rx(t) + uT (t)Qu(t)
)
dt (3.41)
où R est une matrice symétrique positive, Q est une matrice symétrique
définie positive et la dynamique que nous considérons est linéaire stationnaire
d
dt
x(t) = Ax(t) +Bu (3.42)
152 CHAPITRE 3. COMMANDABILITÉ, STABILISATION
0 0.5 1 1.5 2 2.5 3
1. 5
1
0. 5
0
0.5
1
Figure 3.10 – Trajectographie sous contraintes finales (planification de tra-
jectoire) avec minimisation quadratique.
où l’état x ∈ Rn, la commande u ∈ Rm et les matrices A et B sont de tailles
n× n et n×m, respectivement.
La résolution de ce problème de commande optimale est plus simple. Elle
aboutit à un feedback stationnaire qui possède d’intéressantes propriétés.
Théorème 26 (Régulateur LQR). Considérons le problème de minimisa-
tion du coût quadratique (3.41) pour le système (3.42) sous les hypothèses
suivantes :
1. (A,B) est commandable
2. R est symétrique positive
3. Q est symétrique définie positive
4. Il existe une racine de R telle que (A,R1/2) est observable (voir Cha-
pitre 4) 11.
La solution à ce problème de minimisation est la loi de feedback optimal
u(t) = −Q−1BTS0x(t)
11. On entend par racine de R, notée R1/2 une matrice telle que R = (R1/2)TR1/2.
Toute matrice hermitienne positive admet une telle factorisation.
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où S0 est l’unique solution symétrique stabilisante (i.e. telle que d
dt
x = (A−
BQ−1BTS0)x(t) est asymptotiquement stable) de l’équation de Riccati algé-
brique
0 = SA+ ATS − SBQ−1BTS +R (3.43)
et la valeur du critère qui lui est associée est xT (0)S0x(0).
Démonstration. La preuve de ce résultat s’articule en plusieurs points. La
principale difficulté réside dans la preuve de l’existence et de l’unicité d’une
solution symétrique stabilisante à l’équation de Riccati algébrique (3.43).
i) Commençons par montrer l’existence d’une telle solution. Considérons
l’équation différentielle de Riccati obtenue à partir de (3.25) en inversant le
temps
dΣ
dt
= ΣA+ ATΣ− ΣBQ−1BTΣ +R (3.44)
et notons Σ0(t) la solution correspondant à la condition initiale Σ0(0) = 0.
Comme on l’a vu à la Proposition 8, on a alors, quel que soit x(0),
min
u
∫ t
0
(
xT (t)Rx(t) + uT (t)Qu(t)
)
dt = xT (0)Σ0(t)x(0)
Cette fonction est croissante en t, car
min
u
∫ t2≥t1
0
(
xT (t)Rx(t) + uT (t)Qu(t)
)
dt
≥ min
u
∫ t1
0
(
xT (t)Rx(t) + uT (t)Qu(t)
)
dt
D’autre part, cette fonction est majorée. En effet, la paire (A,B) étant com-
mandable, il existe, par le Théorème de placement de pôles 25 un feedback
linéaire stationnaire u(t) = −Kx(t) procurant la convergence exponentielle
au système bouclé d
dt
x = (A − BK)x. L’état, et donc la commande calcu-
lée par ce feedback, convergent tous deux exponentiellement vers zéro. On
en déduit que, pour un certain α > 0 correspondant à la valeur du critère
obtenue en utilisant ce feedback linéaire stationnaire, on a
min
u
∫ t
0
(
xT (t)Rx(t) + uT (t)Qu(t)
)
dt ≤ α
La fonction t 7→ xT (0)Σ0(t)x(0) est croissante et majorée donc elle converge
vers une limite, nécessairement quadratique, que nous notons xT (0)Σ∞x(0)
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avec Σ∞ symétrique. Quel que soit x(0), on a limt→∞ xT (0)Σ0(t)x(0) =
xT (0)Σ∞x(0). On en déduit limt→∞Σ0(t) = Σ∞. En utilisant l’équation diffé-
rentielle de Riccati (3.44), on en déduit que, lorsque t→∞, d
dt
Σ(t) converge
lui aussi, et que sa limite est nécessairement nulle. On en déduit finalement,
que Σ∞ satisfait l’équation de Riccati algébrique
0 = Σ∞A+ ATΣ∞ − Σ∞BQ−1BTΣ∞ +R (3.45)
Montrons que Σ∞ est définie positive (dans le but de l’utiliser ensuite
pour construire une fonction de Lyapounov). Supposons qu’il existe un x(0)
non nul tel que xT (0)Σ∞x(0) = 0, alors, quel que soit t ≥ 0, on a
min
u
∫ t
0
(
xT (t)Rx(t) + uT (t)Qu(t)
)
dt = 0
Or Q est symétrique définie positive, on en déduit u = 0 et, à l’optimum, on
a alors ∫ t
0
(R1/2x(t))TR1/2x(t)dt = 0
On a alors nécessairement, que pour tout t ≥ 0, R1/2x(τ) = 0 pour tout
τ ∈ [0, t]. L’équation différentielle satisfaite pour cet optimum est d
dt
x = Ax
car, comme nous venons de le voir, dans ce cas la commande est nulle. On
en déduit, par dérivations successives,
R1/2x(0) = 0 = R1/2Ax(0) = R1/2A2x(0) = ... = R1/2An−1x(0)
Or la paire (A,R1/2) est observable (voir le critère de Kalman pour l’observa-
bilité donné au Théorème 28). On en déduit x(0) = 0, d’où la contradiction.
Donc, Σ∞ est symétrique définie positive.
Posons Ac = A − BQ−1BTΣ∞ la matrice obtenue en fermant la boucle.
On peut déduire de l’équation de Riccati (3.45) l’égalité
Σ∞Ac + ATc Σ∞ = −R− Σ∞BQ−1BTΣ∞
Considérons la fonction (candidate à être de Lyapounov)
V (x) = xTΣ∞x
Cette fonction continûment différentiable est strictement positive, sauf en 0
où elle est nulle. En dérivant par rapport à t, on obtient
d
dt
V (x) = xT (Σ∞Ac + ATc Σ∞)x = −xT
(
R + Σ∞BQ−1BTΣ∞
)
x
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L’ensemble des points tels que d
dt
V (x) = 0 est donc défini par les équa-
tions BTΣ∞x = 0 et R1/2x = 0. L’ensemble invariant contenu dans ce sous-
ensemble est réduit à l’espace des x satisfaisant
R1/2x(0) = 0 = R1/2Acx(0) = R
1/2Ax(0) = ... = R1/2An−1x(0)
Puisque la paire (A,R1/2) est observable, ce sous-ensemble est réduit à zéro.
Par le Théorème de LaSalle 11, on en déduit la convergence asymptotique
du système vers zéro. La matrice Σ∞ est donc stabilisante.
ii) Pour prouver l’unicité nous allons utiliser le lemme suivant.
Lemme 2. L’équation matricielle d’inconnue X
XA+BX = −C
où A, B et C sont des matrices carrées de dimensions bien choisies, possède
une unique solution si et seulement si A et −B n’ont pas de valeur propre
commune.
On pourra se référer à [32] pour la démonstration de ce résultat.
Considérons donc deux solutions symétriques distinctes S1 et S2 de l’équa-
tion (3.43) telles que
A1 = A−BQ−1BTS1 et A2 = A−BQ−1BTS2
sont toutes deux stables. Calculons alors
(S1 − S2)A1 + AT2 (S1 − S2)
= S1A− S1BQ−1BTS1 − S2A+ S2BQ−1BTS1
+
(
A−BQ−1BTS2
)T
(S1 − S2) = −R +R = 0
en utilisant deux fois l’équation (3.43).
On en déduit l’équation matricielle
(S1 − S2)A1 + AT2 (S1 − S2) = 0
qui est justement de la forme évoquée dans le Lemme 2. Or, par hypothèse,
A1 et −A2 ne possèdent pas de valeur propre commune car A1 et A2 sont
stables. On en déduit
S1 = S2
d’où l’unicité.
iii) Calculons enfin la valeur obtenue pour la commande optimale. Consi-
dérons la commande optimale candidate u(t) = Q−1BTS0x(t) et calculons
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la valeur du critère J pour une autre commande v. Cette commande devant
être stabilisante, on a∫ ∞
0
d
dt
(xTS0x)dt = −xT (0)S0x(0)
Poursuivons,
J = xT (0)S0x(0) +
∫ ∞
0
(
xT (t)Rx(t) + vT (t)Qv(t) +
d
dt
(xTS0x)
)
dt
= xT (0)S0x(0)+∫ ∞
0
(
xT (R + ATS0 + S0A)x+ vTQv + vTBTS0x+ xTS0Bv
)
dt
en utilisant l’équation de Riccati algébrique (3.43)
= xT (0)S0x(0)+∫ ∞
0
(
xTS0BQ−1BTS0x+ vTQv + vTBTS0x+ xTS0Bv
)
dt
=
∫ ∞
0
(
Q−1BTS0x+ v
)T
Q
(
Q−1BTS0x+ v
)
dt
Or Q est par hypothèse symétrique définie positive. Donc, l’optimum est
atteint pour la commande optimale
−Q−1BTS0x
et la valeur de cet optimum est xT (0)S0x(0).
Utilisation pratique de la commande LQR
Si (A,B) est commandable, Q diagonale à termes strictement positifs
et R symétrique positive (par exemple diagonale à termes positifs), alors
le théorème est applicable. Les matrices Q et R permettent d’exprimer un
arbitrage entre l’importance des erreurs sur l’état et l’effort sur la commande.
Plus un terme est grand, plus l’erreur s’y rapportant prend d’importance dans
la fonction coût et plus elle a tendance à être réduite par la solution optimale.
En résolvant l’équation de Riccati, on obtient la loi de commande optimale.
Exemple 22. Considérons le système d
dt
x = −1
τ
x+u et le critère quadratique
J = 1
2
∫ +∞
0
(ax2 + bu2)dt où a ≥ 0, b > 0. L’équation de Riccati algébrique
associée est
0 =
2
τ
S − a+ S
2
b
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SystèmeLQR
Figure 3.11 – Utilisation du régulateur LQR en boucle fermée.
Elle possède deux solutions S± = −bτ ±
√
b2
τ2
+ ab. La commande associée est
u =
(
1
τ
∓
√
1
τ2
+ a
b
)
x. La commande optimale correspond à S+.
Résolution de l’équation de Riccati algébrique
Lorsqu’on cherche effectivement à résoudre l’équation Riccati algébrique
(3.43) on peut utiliser deux approches. La première consiste à résoudre l’équa-
tion de Riccati différentielle (3.25) en temps rétrograde (i.e. en rajoutant un
signe − devant le second membre) en partant de la condition initiale nulle.
La solution converge pour t→ +∞ vers la solution de l’équation Riccati al-
gébrique (3.43) recherchée. Cette méthode est dûe à Kalman. C’est d’ailleurs
l’idée utilisée dans la preuve du Théorème 26. Une autre méthode repose sur
la décomposition de Schur de la matrice recherchée (i.e. une décomposition
sous la forme d’une matrice unitaire et d’une matrice triangulaire supérieure).
C’est ce genre d’approche qui est utilisée dans les logiciels de calcul scienti-
fique. On pourra se référer à différents articles sur le sujet dont [7].
Marges de stabilité du régulateur LQR
On s’intéresse ici aux marges de stabilité, définies au Chapitre 2, procurées
par le régulateur LQR du Théorème 26.
Utilisé en boucle fermée tel que sur la Figure 3.11, on se retrouve à étudier
le lieu de Nyquist de la fonction de transfert
1 +Q−1BTS0(sI − A)−1B
. Ainsi dans les calculs ci-dessous, s = ıω est imaginaire pur et donc s∗ = −s.
Notons K = Q−1BTS0. D’après l’équation de Riccati algébrique (3.43), on a,
en faisant apparaître (sI − A),
0 = S0(sI − A)− (sI + AT )S0 −R +KTQK
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d’où
0 = −(sI + AT )−1S0 + S0(sI − A)−1 − (sI + AT )−1(KTQK −R)(sI − A)−1
(3.46)
car ((sI−A)−1)T = (s∗I−AT )−1 = −(sI+AT )−1 puisque T correspond alors
à la transposition hermitienne.
Calculons maintenant
(I +K(sI − A)−1B)TQ(I +K(sI − A)−1B)
= (I +BT (−sI − AT )−1KT )Q(I +K(sI − A)−1B)
qui donne après substitution partielle de K
= Q+BT
(−(sI + AT )−1S0 + S0(sI − A)−1)B
−BT (sI + AT )−1KTQK(sI − A)−1B
et, en utilisant (3.46), il vient
= Q+ (sI − A)−1BTR(sI − A)−1B
Nous venons d’établir dans un cadre général multivariable l’équation (dite
de retour et valable uniquement pour s = ıω imaginaire)
(I +K(sI − A)−1B)TQ(I +K(sI − A)−1B) = Q+ (sI − A)−1BTR(sI − A)−1B
(3.47)
Exprimons la dans le cas mono-entrée. Alors, Q est un scalaire strictement
positif, K est un vecteur ligne, B est un vecteur colonne. Il vient alors∥∥1 +K(sI − A)−1B∥∥2 = 1 +Q (3.48)
où Q est un réel positif ou nul (car R n’est que positive et non pas positive
définie).
Ceci implique que le lieu de Nyquist du système est à une distance plus
grande que 1 du point −1. Ceci procure donc toujours une marge de phase
supérieure à 60 degrés, une marge de gain (positive) infinie, et une marge de
gain (négative) d’au moins 1/2, voir Figure 3.12.
Exemple 23. Considérons le système d
dt
x = Ax+Bu où
A =
(
0 1
−1 0.3
)
, B =
(
0.25
1
)
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zone d'exclusion
-1
Lieu de Nyquist avec LQR
Figure 3.12 – Utilisation du LQR en boucle fermée.
Avec les matrices de pondération Q =
(
1 0
0 1
)
, R = 1, on obtient le
régulateur LQR de gains [0.8168 1.4823]. Le lieu de Nyquist du système
ainsi bouclé est représenté sur la Figure 3.12. Il entoure 2 fois le point −1
dans le sens indirect. C’est le nombre de pôles instables de la fonction de
transfert
K(sI − A)−1B = 1.687s+ 0.385
s2 − 0.3s+ 1
Le régultateur LQR assure la stabilité. Les marges de stabilité sont visibles
sur la Figure 3.12.
3.5 Compléments
3.5.1 Linéarisation par bouclage
Equivalence statique
La relation d’équivalence qui permet de mettre un système linéaire d
dt
x =
Ax+Bu commandable sous forme de Brunovsky peut être prolongée au cas
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des systèmes non linéaires de la manière suivante. Au lieu de considérer des
transformations du type [
x
u
]
7→
[
Mx
Kx+Nu
]
avecM et N matrices inversibles, considérons des transformations inversibles
plus générales et non linéaires suivantes[
x
u
]
7→
[
z = φ(x)
v = k(x, u)
]
où φ est un difféomorphisme et à x bloqué, u 7→ k(x, u) également. On va
considérer les systèmes non linéaires de la forme d
dt
x = f(x, u) et leur clas-
sification, comme nous l’avons fait pour les systèmes linéaires, modulo le
groupe de transformations ci-dessus. La relation d’équivalence qui en résulte
est appelée équivalence par bouclage statique régulier et changement de co-
ordonnées (d’une façon plus abrégée équivalence statique). Décider si deux
systèmes avec les mêmes nombres d’états et des commandes, d
dt
x = f(x, u)
et d
dt
z = g(z, v), (f , g régulières) sont équivalents, est un problème de géo-
métrie difficile et largement ouvert. En revanche, il existe une caractérisation
explicite des systèmes non linéaires équivalents aux systèmes linéaires com-
mandables.
Exemple 24. Soit le système de la Figure 3.6. On suppose ici que le ressort
est non linéaire. Dans (3.14) la raideur k est fonction de x1 − x2 : k =
k0 + a(x1 − x2)2 avec k0 et a > 0. On peut montrer que le système reste
commandable et calculer sa sortie non linéaire de Brunovsky (la sortie plate).
Exemple 25. Reprenons le système (3.6) en ne considérant que les deux
équations différentielles relatives à x1 et T (nous ne considérons que la partie
commandable). On peut montrer (formellement) que ce sous-système à deux
états et une commande est commandable (la quantité y = x1 joue le rôle de
sortie non linéaire de Brunovsky (la sortie plate)) et en déduire le bouclage
statique qui linéarise le système.
CNS de linéarisation statique
L’intérêt pratique est le suivant. Les équations issues de la physique d
dt
x =
f(x, u) sont en général non linéaires dans les coordonnées de modélisation x
et u. La question “ Existe-t-il des coordonnées, z = φ(x) et v = k(x, u), qui
rendent les équations linéaires, d
dt
z = Az +Bv avec (A,B) commandable ? ”
est alors d’importance. En effet, une réponse positive signifie que le système
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est non linéaire seulement en apparence : le système est alors dit linéarisable
par bouclage statique. Il suffit de changer de “repère” pour que tout devienne
linéaire.
À partir de maintenant, nous considérons le système
d
dt
x = f(x, u), x ∈ Rn, u ∈ Rm
avec f régulière et f(0, 0) = 0. Notre point de vue sera local autour de
l’équilibre (x, u) = (0, 0).
Lemme 3. Les deux propositions suivantes sont équivalentes
1. Le système étendu 
d
dt
x = f(x, u)
d
dt
u = u¯
(3.49)
est linéarisable par bouclage statique (u¯ est ici la commande)
2. Le système
d
dt
x = f(x, u) (3.50)
est linéarisable par bouclage statique.
Démonstration. Si x = φ(z) et u = k(z, v) transforment (3.50) en un système
linéaire commandable d
dt
z = Az + Bv, alors (x, u) = (φ(z), k(z, v)) et u¯ =
∂k
∂z
(Az +Bv) + ∂k
∂v
v¯ transforment (3.49) en
d
dt
z = Az +Bv,
d
dt
v = v¯ (3.51)
système linéaire commandable. Ainsi la seconde proposition implique la pre-
mière.
Supposons maintenant la première proposition vraie. Comme tout sys-
tème linéaire commandable peut s’écrire sous la forme (3.51) avec (A,B)
commandable, (forme de Brunovsky) il existe une transformation (x, u) =
(φ(z, v), ψ(z, v)) et u¯ = k(z, v, v¯) qui transforme (3.49) en (3.51) avec dim(z) =
dim(x). Cela veut dire que pour tout (z, v, v¯)
∂φ
∂z
(z, v)(Az +Bv) +
∂φ
∂v
v¯ = f(φ(z, v), ψ(z, v)).
Donc φ ne dépend pas de v et la transformation inversible x = φ(z), u =
ψ(z, v) transforme (3.50) en d
dt
z = Az +Bv.
162 CHAPITRE 3. COMMANDABILITÉ, STABILISATION
Quitte à étendre l’état en posant d
dt
u = u¯ et en prenant comme entrée u¯,
on peut toujours supposer que f est affine en u, i.e., que le système admet
les équations
d
dt
x = f(x) + u1g1(x) + . . .+ umgm(x) (3.52)
où f et les gi sont des champs de vecteurs réguliers. Il est alors facile de
voir que les transformations x = φ(z) et u = k(z, v) qui rendent le système
linéaire sont nécessairement affines en v, i.e., k(x, v) = α(x) + β(x)v avec β
inversible pour tout x.
Prenons maintenant un changement régulier de variables x = φ(z) d’in-
verse ψ = φ−1, z = ψ(x). Considérons le système défini par (3.52) dans le
repère x. Dans le repère z, on obtient
d
dt
z = (Dψ · f + u2Dψ · g1 + . . .+ umDψ · gm)x=φ(z) (3.53)
où Dψ est la matrice Jacobienne de ψ :
(
∂ψi
∂xj
)
i,j
. Ainsi, f (respectivement
gk) devient Dψ · f (respectivement Dψ · gk).
À partir de ces champs de vecteurs définissant (3.52), on construit, par la
récurrence suivante, une suite croissante d’espaces vectoriels indexés par x
E0 = {g1, . . . , gm}, Ei = {Ei−1, [f, Ei−1]} i ≥ 1
où [f, g] est le crochet de Lie de deux champs de vecteurs f et g et où { }
signifie espace vectoriel engendré par les vecteurs à l’intérieur des parenthèses.
On rappelle que le crochet de deux champs de vecteurs f et g, de composantes
(f1(x), ..., fn(x)) et (g1(x), ..., gn(x)) dans les coordonnées (x1, ..., xn), admet
comme composantes dans les mêmes coordonnées x
[f, g]i =
n∑
k=1
∂fi
∂xk
gk − ∂gi
∂xk
fk
Un simple calcul montre que si z = ψ(x) est un changement régulier de
variables on obtient les composantes du crochet [f, g] dans les coordonnées z
par les mêmes formules que dans les coordonnées x. En d’autres termes
Dψ.[f, g] = [Dψ.f,Dψ.g]
On sait faire du calcul différentiel intrinsèque sans passer par un choix par-
ticulier de repère. Les Ek deviennent, dans les coordonnées z, Dψ.Ek. On
appelle ce type d’objet des distributions (rien à voir avec les distributions de
L. Schwartz). Ce sont des objets intrinsèques car la méthode de construction
de Ek ne dépend pas du système de coordonnées choisi pour faire les calculs.
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Théorème 27. CNS linéarisation statique Autour de l’équilibre (x, u) =
(0, 0), le système (3.52) est linéarisable par bouclage statique régulier si et
seulement si les distributions Ei, i = 1, . . . , n − 1 définies ci-dessus sont
involutives (stables par le crochet de Lie), de rang constant autour de x = 0
et le rang de En−1 vaut n, la dimension de x.
Une distribution E est dite involutive si et seulement si pour tous champs
de vecteurs f et g dans E (pour tout x, f(x) et g(x) appartiennent à l’espace
vectoriel E(x)) le crochet [f, g] reste aussi dans E.
Démonstration. Il est évident que les distributions Ei restent inchangées par
bouclage statique u = α(x) + β(x)v avec β(x) inversible. Comme pour un
système linéaire commandable d
dt
x = Ax + Bu, Ei correspond à l’image de
(B,AB, . . . , AiB), les conditions sur les Ei sont donc nécessaires.
Leur coté suffisant repose essentiellement sur le théorème de Frobenius [23].
Ce résultat classique de géometrie différentielle dit que toute distribution in-
volutive E de rang constant m correspond, dans des coordonnées adaptées
w = (w1, ..., wn), à l’espace vectoriel engendré par les m premières compo-
santes. On a l’habitude de noter ∂/∂wk le champs de vecteurs de composantes
(δi,k)1≤i≤n dans les coordonnées w. Alors E = {∂/∂w1, ..., ∂/∂wm}.
Si les Ei vérifient les conditions du théorème, alors il existe un système
de coordonnées locales (x1, . . . , xn) autour de 0 tel que
Ei =
{
∂
∂x1
, . . . ,
∂
∂xσi
}
où σi est le rang de Ei. Dans ces coordonnées locales, ddtxi pour i > σ0 ne dé-
pend pas de la commande u. Ainsi, en remplaçant u par α(x)+β(x)u avec une
matrice inversible β bien choisie, la dynamique (3.52) s’écrit nécessairement
sous la forme
d
dt
xi = ui, i = 1, . . . , σ0
d
dt
xi = fi(x), i = σ0 + 1, . . . , n
Un raisonnement simple montre que, pour i > σ1, fi ne dépend pas de
(x1, . . . , xσ0) car E1 est involutive. Ainsi nous avons la structure suivante
d
dt
xi = ui, i = 1, . . . , σ0
d
dt
xi = fi(x1, . . . , xn), i = σ0 + 1, . . . , σ1
d
dt
xi = fi(xσ0+1, . . . , xn), i = σ1 + 1, . . . , n
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De plus, le rang de (fσ0+1, . . . , fσ1) par rapport à (x1, . . . , xσ0) vaut σ1 − σ0.
Donc σ0 ≤ σ1 − σ0. Quitte à faire des permutations sur les σ0 premières
composantes de x, on peut supposer que (x1, . . . , xσ1−σ0) 7→ (fσ0+1, . . . , fσ1)
est inversible. Cela permet de définir un nouveau système de coordonnées en
remplaçant les σ1−σ0 premières composantes de x par (fσ0+1, . . . , fσ1). Dans
ces nouvelles coordonnées, après bouclage statique régulier u 7→ β(x)u avec
β(x) inversible bien choisi, nous obtenons la structure suivante (les notations
avec u, x et f sont conservées)
d
dt
xi = ui, i = 1, . . . , σ0
d
dt
xi = xi−σ0 , i = σ0 + 1, . . . , σ1
d
dt
xi = fi(xσ0+1, . . . , xn), i = σ1 + 1, . . . , n
On sait que ce système est linéarisable si et seulement si le système réduit
d
dt
xi = xi−σ0 , i = σ0 + 1, . . . , σ1
d
dt
xi = fi(xσ0+1, . . . , xn), i = σ1 + 1, . . . , n
l’est avec (x1, . . . , xσ1−σ0) comme commande. Comme les distributions Ei
associées à ce système réduit se déduisent simplement de celles du système
étendu en éliminant les champs de vecteurs ∂
∂x1
, . . . ∂
∂xσ0
, on voit qu’elles
vérifient, elles aussi, les conditions du théorème. Il est donc possible de réduire
encore le système. À chaque étape, la linéarisation du système étendu est
équivalente à celle du système réduit. Au bout de cette élimination (en au plus
de n− 1 étapes), la linéarisation du système de départ est alors équivalente
à celle d’un système réduit de la forme
d
dt
x = f(x, u)
où le rang de f par rapport à u est égale à la dimension de x, linéarisation
qui est alors triviale.
Bouclage dynamique
Le Lemme 3 est trompeur. Il semble suggérer que le fait d’étendre un sys-
tème en rajoutant des dérivées de la commande dans l’état ne rajoute rien
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pour la linéarisation. Ceci est vrai si on rajoute le même nombre d’intégra-
teurs sur toutes les commandes (c.-à-d. si on effectue une “prolongation tota-
le”). Par contre, des nombres différents peuvent permettre de gagner quelque
chose. Par exemple le système
x¨ = −u1 sin θ, z¨ = u1 cos θ − 1, θ¨ = u2
n’est pas linéarisable par bouclage statique bien que le système étendu
x¨ = −u1 sin θ, z¨ = u1 cos θ − 1, u¨1 = u¯1, θ¨ = u2
de commande (u¯1, u2) le soit. Ce fait n’est nullement en contradiction avec le
Lemme 3 puisque seule l’entrée u1 a été prolongée par des intégrateurs deux
fois. Pour un système à une seule commande, on ne gagne évidement rien.
Cette remarque est à l’origine de la technique de linéarisation par bou-
clage dynamique. Un système d
dt
x = f(x, u) est dit linéarisable par bouclage
dynamique régulier si et seulement si il existe un compensateur dynamique
régulier
d
dt
ξ = a(x, ξ, v), u = k(x, ξ, v),
tel que le système bouclé
d
dt
x = f(x, k(x, ξ, v)),
d
dt
ξ = a(x, ξ, v)
soit linéarisable par bouclage statique régulier. Noter que la dimension de ξ est
libre. La dimension de l’espace dans lequel on doit travailler peut a priori être
arbitrairement grande. Noter également que les compensateurs dynamiques
qui consistent à ne prolonger que les entrées, sont des compensateurs parti-
culiers. Ils sont insuffisants car ils ne permettent pas de linéariser certains
systèmes comme celui ci
x¨ = εu2 cos θ − u1 sin θ
z¨ = εu2 sin θ + u1 cos θ − g
θ¨ = u2
On peut montrer que, quel que soit le compensateur dynamique de la forme
u
(α1)
1 = u¯1, u
(α2)
2 = u¯2 (α1 et α2 entiers arbitraires), le système étendu n’est
pas linéarisable par bouclage statique. En revanche, il est linéarisable par des
bouclages dynamiques plus généraux.
Cette question est à l’origine des systèmes plats , les systèmes linéarisables
par des bouclages dynamiques dits endogènes et auxquels est associée une re-
lation d’équivalence (i.e., une géométrie). Pour en savoir plus, on se reportera
à [48].
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3.5.2 Stabilisation par méthode de Lyapounov et backs-
tepping
On a déjà découvert cette méthode de stabilisation autour d’un point
d’équilibre lors de l’exemple représenté sur la Figure 3.1. On reprend ici
simplement l’idée de base pour un système non linéaire 12.
On part d’un système dynamique avec un seul contrôle u (pour simplifier),
d
dt
x = f(x) + ug(x)
et d’une fonction V (x) positive et qui tend à l’infini quand x ∈ Rn tend
vers l’infini en norme. On suppose ici que toutes les fonctions sont dérivables
autant de fois que nécessaire.
On suppose de plus que pour u = 0, la dérivée de V le long des trajectoires
d
dt
x = f(x) est négative ou nulle. Pour les systèmes mécaniques, V est souvent
l’énergie mécanique. Ainsi par hypothèse pour tout x on a
∂V
∂x
f(x) ≤ 0
Avec u 6= 0, on a
d
dt
V =
∂V
∂x
f(x) + u
∂V
∂x
g(x)
Le feedback est alors construit avec n’importe quelle fonction K : R 7→ R
assez régulière qui s’annule en 0 uniquement et telle que K(ξ) > 0 si ξ < 0
et K(ξ) < 0 si ξ > 0
u = K
(
∂V
∂x
g(x)
)
Le principe d’invariance de LaSalle s’applique alors (voir le Théorème 11).
L’ensemble vers lequel convergent les trajectoires du système en boucle fer-
mée est donné en résolvant le système sur-déterminé suivant
d
dt
x = f(x),
∂V
∂x
f(x) = 0,
∂V
∂x
g(x) = 0.
La méthode consiste à dériver un certain nombre de fois les deux équations
“algébriques” ∂V
∂x
f(x) = 0 et ∂V
∂x
g(x) = 0 par rapport au temps et à remplacer
à chaque fois d
dt
x par f(x). La fonction V est souvent appelée “controlled
Lyapounov function” ou CLF.
La méthode dite du “backstepping” résout le problème suivant. Les don-
nées sont
12. L’idée s’applique aussi aux systèmes de dimension infinie, i.e., gouvernés par des
équations aux dérivées partielles avec un contrôle sur la frontière.
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– un système affine en contrôle (on suppose toujours, pour simplifier l’ex-
posé, un seul contrôle scalaire)
d
dt
x = f(x) + ug(x)
– une fonction de Lyapounov V pour u = 0 (une CLF donc)
On peut donc utiliser la méthode ci-dessous pour construire le feedback,
noté u = k(x), qui stabilise le système. On souhaite en déduire un feedback
stabilisant pour le système étendu
d
dt
x = f(x) + νg(x),
d
dt
ν = u
où maintenant le contrôle n’est plus ν mais sa dérivée u. On considère la
fonction suivante
W (x, ν) = V (x) +
1
2
(ν − k(x))2
Ainsi W est bien infinie à l’infini et reste positive. Calculons sa dérivée par
rapport au temps
d
dt
W =
∂V
∂x
(f(x) + νg(x)) + p(ν − k(x))
(
u− ∂k
∂x
(f(x) + νg(x))
)
Utilisons le fait qu’avec ν = k(x) la dérivée d
dt
V = ∂V
∂x
(f(x) + k(x)g(x)) est
négative. Cela conduit au réarrangement suivant du second membre
d
dt
W =
∂V
∂x
(f(x)+k(x)g(x))+(ν−k(x))
(
u− ∂k
∂x
(f(x) + νg(x)) +
∂V
∂x
g(x)
)
Il suffit, avec p paramètre positif, de poser
u =
∂k
∂x
(f(x) + νg(x))− ∂V
∂x
g(x)− p(ν − k(x))
pour avoir
d
dt
W =
∂V
∂x
(f(x) + k(x)g(x))− p(ν − k(x))2 ≤ 0
On conclut l’analyse toujours par l’invariance de LaSalle. Pour un exposé
détaillé des possibilités de ces méthodes nous renvoyons le lecteur intéressé
à [55].

Chapitre 4
Observabilité, estimation et
adaptation
Dans le chapitre précédent, nous avons vu comment stabiliser un système
par retour d’état (feedback). La réalisation pratique de tels bouclages né-
cessite la connaissance à chaque instant de l’état x. Or, il est fréquent que
seule une partie de l’état soit directement mesurée. On est alors confronté
au problème suivant. Connaissant les équations du système (i.e., ayant un
modèle), d
dt
x = f(x, u), les relations entre les mesures y et l’état, y = h(x),
les entrées t 7→ u(t) et les mesures t 7→ y(t) , il nous faut estimer x. Cela
revient à résoudre le problème suivant
d
dt
x = f(x, u), y = h(x)
où x est l’inconnue (une fonction du temps) et où u et y sont des fonctions
connues du temps. Il est clair que ce problème est sur-déterminé. L’unicité de
la solution correspond à la propriété d’observabilité que nous allons définir.
L’existence d’une solution provient du fait que y et u ne peuvent pas être des
fonctions du temps indépendantes l’une de l’autre. Elles doivent vérifier des
relations de compatibilité qui prennent la forme d’équations différentielles (le
modèle).
Ce chapitre aborde ces questions. Tout d’abord nous donnons, dans un
cadre général, les définitions et les critères assurant l’existence et l’unicité
de la solution. Pour les systèmes linéaires nous présentons une méthode très
économe en calculs pour obtenir x avec un observateur asymptotique. Nous
montrons aussi comment paramétrer de “façon optimale” un tel observateur
asymptotique grâce au filtre de Kalman. Le couplage avec la loi de feed-
back est alors simple : il suffit de remplacer dans les formules donnant la loi
de rétro-action les valeurs de l’état par leur estimées. On montre alors que
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le contrôleur ainsi obtenu, celui qui part des sorties, estime l’état et utilise
cette estimation pour calculer le contrôle (observateur contrôleur, commande
modale, bouclage dynamique de sortie), permet de stabiliser asymptotique-
ment tout système linéaire à coefficients constants commandable et obser-
vable (c’est le principe de séparation). Enfin, nous proposons quelques ex-
tensions aux cas non linéaires avec la synthèse d’observateurs asymptotiques
via l’injection de sortie et la notion de contraction.
4.1 Un exemple
Cet exemple est représentatif de ce que, dans certains domaines indus-
triels, les ingénieurs appellent les capteurs logiciels . Il s’agit, pour un moteur
électrique, d’estimer la vitesse de rotation et son couple de charge via les
signaux de courants (mesure) et de tension (contrôle). Il est possible d’obte-
nir des estimations de ces deux variables mécaniques, coûteuses à mesurer,
en partant des variables électriques, qui sont simples et faciles à mesurer.
Pour simplifier, nous traitons ici le cas des moteurs à courant continu. Pour
les moteurs à induction, le même problème se pose mais il est nettement
plus complexe, non complètement résolu et fait encore l’objet de travaux de
recherches et de développement 1.
Les capteurs logiciels sont des outils de traitement en temps-réel de l’in-
formation. Ils fournissent (idéalement) des informations non bruitées sur des
grandeurs mesurées ou non. Sur l’exemple choisi ici, il s’agit, à partir de la
mesure des tensions et des courants qui traversent le moteur, d’estimer de
façon causale sa vitesse mécanique et son couple de charge. L’intérêt pra-
tique est évident : les informations électriques sont toujours disponibles car
les capteurs sont simples et fiables. Au contraire, les informations mécaniques
nécessitent une instrumentation complexe, chère et peu fiable. On cherche à
s’en passer. Pour des raisons de coût mais aussi de sécurité, déduire des cou-
rants et tensions, la vitesse de rotation est un enjeu technologique important
en électro-technique.
Dans d’autres domaines, on rencontre des problèmes très similaires. Pour
les procédés, les débits, températures et pressions sont faciles à avoir par des
capteurs simples et robustes alors que les compositions sont plus difficiles
à mesurer (temps de retard de l’analyse, ...). Un traitement de l’informa-
tion contenue dans les signaux de températures, pressions et débits permet
souvent d’obtenir des estimations précieuses sur les compositions. Un autre
exemple intéressant (également évoqué dans l’Exemple 28) est l’estimation
1. Le système est inobservable au premier ordre et très sensible aux paramètres à basse
vitesse.
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de l’orientation relative d’un mobile par rapport à un référentiel terrestre les
mesures sont de deux types : les gyromètres donnent de façon précise et ra-
pide les vitesses angulaires ; le GPS ou les images issues caméra embarquées
donnent des informations basse fréquence sur les positions et orientations.
On peut déduire grâce aux relations cinématiques, une estimation robuste de
l’orientation du mobile (ses trois angles d’Euler, i.e., une matrice de rotation),
de sa vitesse et de sa position. Ce problème est central dans les techniques
de guidage de missiles et de drones.
L’exemple du moteur à courant continu que nous présentons en détails
illustre la notion d’observabilité (voir la Définition 14), la technique des ob-
servateurs asymptotiques (voir la Section 4.3.2), et l’observateur-contrôleur
(voir la Section 4.4).
4.1.1 Un modèle simple de moteur à courant continu
Un premier modèle de moteur à courant continu est le suivant
J d
dt
ω = k ι− p
L d
dt
ı = −kω −R ı+ u
où ω est la vitesse de rotation du moteur, ı le courant, u la tension, L > 0 la
self, R > 0 la résistance, k la constante de couple, p le couple de charge et J
l’inertie de la partie tournante (moteur + charge).
Nous supposons les paramètres J > 0, k > 0, L > 0 et R > 0 connus et
constants. En revanche, seule l’intensité ı est mesurée. La charge p est une
constante inconnue. Il nous faut concevoir un algorithme qui ajuste en temps
réel la tension u de façon à suivre une vitesse de référence ωr(t) variable dans
le temps. Pour cela nous ne disposons que d’un capteur de courant.
4.1.2 Estimation de la vitesse et de la charge
Comme p est un paramètre constant, d
dt
p = 0 et on peut l’inclure dans
les variables d’état. On a alors le système
d
dt
p = 0
J d
dt
ω = k ı− p
L d
dt
ı = −k ω −R ı+ u
avec comme commande u et comme sortie y = ı. +tudier l’observabilité de ce
système revient à se poser la question suivante : connaissant t 7→ (ı(t), u(t))
et les équations du système, est-il possible de calculer ω et p ? La réponse est
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positive et immédiate car
ω = (u− L d
dt
ı−Rı)/k, p = kı− (J/k)
(
d
dt
u− L d
2
dt2
ı−R d
dt
ı
)
Le système est donc observable. On pourrait aussi reprendre le critère de
Kalman (Théorème 28). Dans l’esprit, il est issu du même calcul.
Cependant les mesures de courant sont bruitées. Il est donc hors de ques-
tion de dériver ce signal. Le fait d’être en théorie observable ne donne pas un
algorithme d’estimation réaliste. Il nous faut concevoir un algorithme qui soit
insensible au bruit, i.e., qui les filtre sans introduire de déphasage comme le
ferait un simple filtre passe-bas. Ici apparaît une idée centrale : l’observateur
asymptotique. Cette idée consiste à copier la dynamique du système en lui
rajoutant des termes correctifs liés à l’erreur entre la prédiction et la mesure.
Cela donne ici l’observateur suivant
d
dt
pˆ = −Lp(ˆı− ı)
J d
dt
ωˆ = k ıˆ− pˆ− Lω (ˆı− ı)
L d
dt
ıˆ = −kωˆ −R ıˆ+ u− Lı(ˆı− ı)
Il est d’usage de rajouter un “∧” sur les estimées. On parle souvent pour
le paramètre p d’identification, pˆ étant la valeur identifiée et pour ı et ω
d’estimation ou de filtrage, ıˆ et ωˆ étant les valeurs estimées et filtrées (c’est à
dire débarrassées des bruits hautes fréquences). En choisissant correctement
les gains Lp, Lω et Lı les écarts entre les estimées et les vraies valeurs tendent
vers zéro. En effet la dynamique des erreurs ep = pˆ−p, eω = ωˆ−ω et eı = ıˆ−ı
s’écrit
d
dt
ep = −Lpeı
J d
dt
eω = −ep − (k − Lω)eı
L d
dt
eı = −(Lı +R)eı − keω
Il s’agit d’un système linéaire stationnaire dont les valeurs propres sont les
racines du polynôme en s de degré 3 suivant
s3 +
Lı +R
L
s2 +
k(k − Lω)
LJ
s+
Lpk
LJ
+tant donné qu’en jouant sur les Lp, Lω et Lı, on peut donner n’importe
quelles valeurs aux fonctions symétriques des racines, il est possible de les
choisir comme l’on veut. Si Lp, Lω et Lı vérifient
−Lı +R
L
= r1 + r2 + r3
k(k − Lω)
LJ
= r1r2 + r1r3 + r2r3
−Lpk
LJ
= r1r2r3
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alors les racines seront r1, r2 et r3. On peut choisir pour les pôles d’obser-
vation (on le verra en détail dans le Théorème 29 de placement des pôles de
l’observateur) les valeurs suivantes
r1 = −R
L
(1 +
√−1), r2 = −R
L
(1−√−1), r3 = −
√
k2
LJ
Ce choix correspond aux échelles de temps caractéristiques du système en
boucle ouverte.
Les valeurs pˆ, ωˆ et ıˆ ainsi calculées convergent vers p, ω et ı, quelle que
soit la loi horaire t 7→ u(t).
4.1.3 Prise en compte des échelles de temps
Supposons, et c’est souvent le cas, que la dynamique électrique est nette-
ment plus rapide que la dynamique mécanique. Cela revient à dire que la self
L est très petite, positive mais mal connue. Ainsi, tout ce que l’on sait c’est
que L ≈ ε où ε est un petit paramètre positif. Il est alors facile de voir que les
résultats théoriques sur les perturbations singulières (voir Section 1.4.1) s’ap-
pliquent ici : le système reste stable en boucle ouverte avec une dynamique
du courant convergeant immédiatement vers son régime quasi-statique
ı = (u− kω)/R
La dynamique lente de la vitesse étant alors
J
d
dt
ω = −(k2/R)ω + (k/R)u− p.
Il suffit de remarquer que, puisque ω = (u−Rı)/k, la vitesse est indirectement
connue en combinant la tension et la mesure de courant.
L’observateur asymptotique aura alors la forme plus simple suivante
d
dt
pˆ = −Lp(ωˆ − z(t))
J d
dt
ωˆ = −(k2/R)ωˆ + (k/R)u− pˆ− Lω(ωˆ − z(t)) (4.1)
où la mesure z(t) = (u(t) − Rı(t))/k correspond à la vitesse ω, suite à l’ap-
proximation quasi-statique pour le courant. Les gains −Lp et Lω doivent
être choisis positifs pour garantir la stabilité et pas trop grands à cause de
l’approximation quasi-statique sur le courant.
Le suivi de la référence en vitesse t 7→ ωr(t) sera alors assuré par le
feedback u solution de
−(k2/R)ω + (k/R)u− p = J( d
dt
ωr − (ω − ωr)/τ)
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si on avait directement accès à ω et p. Ici τ > 0 est la constante de temps
de suivi. τ ne doit pas être trop petit toujours à cause de l’approximation
quasi-statique sur le courant. Il est alors naturel de remplacer ω et p par leur
estimées pour calculer u
−(k2/R)ωˆ + (k/R)u− pˆ = J( d
dt
ωr − (ωˆ − ωr)/τ)
Nous avons obtenu le bouclage dynamique de sortie y = ı avec yr = ωr(t)
une référence continûment dérivable en t (la partie dynamique étant alors
formée par l’observateur de ω et p)
d
dt
pˆ = −Lp(ωˆ − z(t))
J d
dt
ωˆ = −(k2/R)ωˆ + (k/R)u(t)− pˆ− Lω(ωˆ − z(t))
z(t) = (u(t)−Ry(t))/k
u(t) = kωˆ + R
k
pˆ+ J
(
d
dt
yr(t)− ωˆ−yr(t)τ
)
4.1.4 Contraintes sur les courants
Il est important pour des raisons de sécurité de garantir un courant ı
borné. Ainsi nous avons comme contrainte
|ı| ≤ ımax
où ımax > 0 est le courant maximum supporté par le variateur et le moteur.
Les algorithmes précédents ne garantissent pas le respect de cette contrainte
d’état. Néanmoins, il est possible de prendre en compte cette contrainte en
ne modifiant que le contrôleur de la section précédente sans toucher à l’ob-
servateur. On considère donc un premier bouclage grand gain en courant :
u = −Rı¯− kωˆ + 1
η
(¯ı− ı)
où ı¯ est une référence de courant et η tel que ηR 1. Un tel bouclage rend
la dynamique du courant stable et bien plus rapide que celle de la vitesse. On
pourra remarquer que, même si L est petit, ce bouclage ne fait que renforcer
la rapidité du courant sans le déstabiliser. En effet on a
L
d
dt
ı = keω − (R + 1/η)(ı− ı¯)
et donc ı ≈ ı¯ est une très bonne approximation. La dynamique de la vitesse
se réduit à
J
d
dt
ω = ki¯− p
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Une justification mathématique de cette réduction relève encore de la théorie
des perturbations singulières.
La référence de courant peut alors être calculée ainsi
ı¯ =
Jω˙r − J(ωˆ − ωr)/τ + pˆ
k
où τ > 0 est un temps nettement supérieur l’échelle de temps de la dynamique
du courant, i.e., τ  L/(R + 1/η) avec ωˆ et pˆ solution de (4.1).
Si la référence de courant ı¯ ainsi calculée ne vérifie pas la contrainte, alors
il suffit de la saturer en valeur absolue à ımax en préservant son signe. Il est
possible de voir qu’une telle saturation ne peut pas déstabiliser la vitesse.
Elle assure de fait le suivi au mieux de la référence ωr.
4.2 Observabilité non linéaire
Considérons les systèmes non linéaires de la forme
d
dt
x = f(x, u)
y = h(x)
(4.2)
avec x ∈ Rn, u ∈ Rm et y ∈ Rp, les fonctions f et h étant régulières.
4.2.1 Définition
Pour définir l’observabilité, il convient d’abord de définir la notion de
distinguabilité.
Définition 14 (Distinguabilité). Deux états initiaux x et x˜ sont dits in-
distinguables (notés xIx˜) si pour tout t ≥ 0, les sorties y(t) et y˜(t) sont
identiques pour toute entrée u(t) admissible 2. Ils sont dits distinguables si-
non.
L’indistinguabilité est une relation d’équivalence. Notons I(x) la classe
d’équivalence de x. L’observabilité est alors définie de la manière suivante
Définition 15 (Observabilité globale). Le système (4.2) est dit observable
en x si I(x) = {x} et il est observable si I(x) = {x} pour tout x.
2. y(t) (resp. y˜(t)) correspond à la sortie de (4.2) avec l’entrée u(t) et la condition
initiale x (resp. x˜).
176 CHAPITRE 4. OBSERVABILITÉ, ESTIMATION ET ADAPTATION
En fait, le système est observable si pour tous les états initiaux x et x˜,
il existe une entrée admissible u qui distingue x et x˜, c’est à dire telle que
y(t) 6= y˜(t) pour au moins un temps t ≥ 0.
Il peut exister des entrées qui ne distinguent pas certains points. Cepen-
dant, le système peut être malgré tout observable. Par exemple
d
dt
x1 = ux2
d
dt
x2 = 0
y = x1
est observable (pour u = 1 par exemple). Cependant l’entrée u = 0 ne dis-
tingue pas les points x et x˜ tels que x1 = x˜1 et x2 6= x˜2. Notons que l’observa-
bilité ne signifie pas que toute entrée distingue tous les états. L’observabilité
est un concept global. Il peut être nécessaire d’aller très loin dans le temps
et dans l’espace d’état pour distinguer deux états initiaux. Pour cela nous
introduisons le concept plus fort qui suit.
Définition 16 (Observabilité locale en temps et en espace). L’état x
de (4.2) est localement observable, si pour tout ε > 0 et pour tout voisinage
U de x, il existe η > 0 plus petit que ε et un voisinage V de x contenu dans
U , tel que pour tout x˜ ∈ V , il existe une entrée [0, η] 3 t 7→ u(t) qui distingue
x et x˜, i.e. telle que y(η) 6= y˜(η). Le système (4.2) est localement observable
s’il l’est pour tout x.
Intuitivement, le système (4.2) est localement observable si on peut ins-
tantanément distinguer chaque état de ses voisins en choisissant judicieuse-
ment l’entrée u.
4.2.2 Critère
La seule façon effective de tester l’observabilité d’un système est de consi-
dérer l’application qui à x associe y et ses dérivées en temps. Nous suppo-
serons dans cette section que y et u sont des fonctions régulières du temps.
Nous supposerons également que les rangs en x des fonctions de (x, u, d
dt
u, . . .)
qui apparaissent ci-dessous sont constants.
Considérons donc (4.2). On note h0(x) := h(x). En dérivant y par rapport
au temps on a
d
dt
y = Dxh(x)
d
dt
x = Dxh(x) · f(x, u) := h1(x, u)
Des dérivations successives conduisent donc à une suite de fonctions
hk(x, u, . . . , u
(k−1))
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définie par la récurrence
hk+1 =
d
dt
(hk), h0(x) = h(x)
Si pour un certain k, le rang en x du système
h0(x) = y
h1(x, u) =
d
dt
y
...
hk(x, u, . . . , u
(k−1)) = y(k)
vaut n = dim(x) alors le système est localement observable. Il suffit d’utiliser
le théorème d’inversion locale pour calculer x en fonction de (y, . . . , y(k))
et (u, . . . , u(k−1)). Si à partir d’un certain k, hk+1 ne fait plus apparaître de
nouvelle relation en x, i.e., si le rang en x de (h0, . . . , hk)′ est identique à celui
de (h0, . . . , hk, hk+1)′, alors il en est de même pour k + 2, k + 3, . . . Ainsi, il
n’est pas nécessaire de dériver plus de n− 1 fois y pour savoir si un système
est localement observable ou non. Ce raisonnement est valable autour d’un
état générique, nous ne traitons pas les singularités qui peuvent apparaître
en des états et entrées particulières. Nous renvoyons à [22] pour les cas plus
généraux avec singularités.
Ce calcul élémentaire montre aussi que y et u sont reliés par des équations
différentielles. Elles correspondent aux relations de compatibilité associées au
système sur-déterminé (4.2) où l’inconnue est x et les données sont u et y.
On obtient toutes les relations possibles en éliminant x du système
h0(x) = y
h1(x, u) =
d
dt
y
...
hn(x, u, . . . , u
(n−1)) = y(n)
On peut montrer que pour un système localement observable, u et y sont
reliés par p = dim(y) équations différentielles indépendantes. Ces équations
font intervenir y dérivé au plus n fois et u dérivé au plus n− 1 fois.
La mise en forme des idées précédentes est assez fastidieuse mais néan-
moins instructive. Nous nous contenterons de retenir qu’en général l’observa-
bilité signifie que l’état peut être exprimé en fonction des sorties, des entrées
et d’un nombre fini de leur dérivées en temps. Dans ce cas, y et u sont reliés
par p équations différentielles d’ordre au plus n en y et n− 1 en u.
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Exemple 26. Pour conclure, reprenons l’exemple du réacteur chimique (3.6)
afin d’illustrer l’analyse formelle précédente. Nous ne considérons que x1 et
T car l’invariant chimique x1 +x2 est supposé égal à xin1 . Nous supposons que
la température T est mesurée (thermo-couple) mais pas la concentration x1.
Nous avons donc à résoudre le système sur-déterminé (les quantités autres
que (x1, u, y, T ) sont des constantes connues)
d
dt
x1 = D(x
in
1 − x1)− k0 exp(−E/RT )x1
d
dt
T = D(T in − T ) + α∆H exp(−E/RT )x1 + u
y(t) = T
On a facilement x1 en fonction de (y, ddty) et u
x1 =
d
dt
y −D(T in − y)− u
α∆H exp(−E/Ry) (4.3)
Le système est donc observable. y et u sont reliés par une équation différen-
tielle du second ordre en y et du premier ordre en u. On l’obtient en utilisant
l’équation donnant d
dt
x1
d
dt
(
d
dty −D(T in − y)− u
α∆H exp(−E/Ry)
)
= Dxin1 − (D + k0 exp(−E/Ry))
d
dty −D(T in − y)− u
α∆H exp(−E/Ry)
(4.4)
Il s’agit d’une condition de compatibilité entre y et u. Si elle n’est pas sa-
tisfaite alors le système sur-déterminé de départ n’admet pas de solution. On
conçoit très bien que ces relations de compatibilité sont à la base du diagnostic
et de la détection de panne.
4.2.3 Observateur, estimation, moindres carrés
Savoir que le système est observable est bien. Calculer x à partir de y et u
est encore mieux. Cependant, la démarche formelle précédente ne répond en
pratique qu’à la première question. En effet, avoir x en fonction de dérivées
des mesures s’avère d’une utilité fort limitée dès que l’ordre de dérivation
dépasse 2 et/ou dès que les signaux sont bruités. Il convient en fait de calculer
x en fonction d’intégrales de y et u. Dans ce cas, le bruit sur les signaux
est beaucoup moins gênant. La synthèse d’observateur pose des problèmes
supplémentaires (et nettement plus difficiles en fait) que la caractérisation
des systèmes observables.
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Revenons à (4.2). Nous avons un nombre infini d’équations en trop. En
effet, puisque l’entrée u est connue, l’état x est entièrement donné par sa
condition initiale x0 grâce au flot φut de
d
dt
x = f(x, u(t)) : φut (x0) est la
solution de d
dt
x = f(x, u(t)) qui démarre en x0 à t = 0. Ainsi x0 vérifie à
chaque instant t, p équations, p étant donc le nombre de mesures
y(t) = h(φut (x
0))
Il est très tentant de résoudre ce système par les moindres carrés, même si,
pour un système non-linéaire cela n’a pas beaucoup de sens. Considérons
un intervalle d’observation [0, T ]. x0 peut être calculé comme l’argument du
minimum de
J(ξ) =
∫ T
0
(y(t)− h(φut (x0)))2 dt
x0 est ainsi obtenu comme on obtient un paramètre à partir de données
expérimentales et d’un modèle où ce paramètre intervient : en minimisant
l’erreur quadratique entre l’observation y(t) et la valeur prédite par le modèle
φut (x
0). Les problèmes d’observateurs sont fondamentalement proches des
problèmes d’estimation pour lesquels l’optimisation joue un rôle important.
Cependant, les difficultés ne sont pas pour autant aplanies : la résolution de
l’équation différentielle d
dt
x = f(x, u) ne peut se faire que numériquement en
général ; la fonction J n’a aucune raison d’avoir les propriétés de convexité qui
assurent la convergence des principaux algorithmes d’optimisation (voir par
exemple [53]). La synthèse d’observateurs reste donc une question difficile en
général bien que très importante en pratique. Noter enfin que l’identification
de paramètres θ sur un modèle d
dt
x = f(x, u, θ) en est un sous-problème :
l’identifiabilité correspond alors à l’observabilité du système étendu
d
dt
x = f(x, u, θ),
d
dt
θ = 0, y = x
d’état (x, θ) et de sortie y = x.
Dans le cas linéaire, f = Ax + Bu et h = Cx, φut (x0) est une fonction
affine en x0
φut (x
0) = exp(tA)x0 +
∫ t
0
exp((t− s)A)Bu(s) ds
À partir d’un intervalle d’observations [0, T ], x0 peut être calculé comme
l’argument du minimum de
J(ξ) =
∫ T
0
(z(t)− C exp(tA)x0)2 dt (4.5)
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où z(t) = y(t) − C ∫ t
0
exp((t − s)A)Bu(s) ds. Dans ces conditions J est
quadratique. On est en train de retrouver, dans un cadre déterministe pour
les moindres carrés, le filtre de Kalman traité dans la Section 4.5. Nous
allons maintenant aborder l’observabilité des systèmes linéaires avec un point
de vue moins classique qui met l’accent sur les observateurs asymptotiques.
Ces derniers fournissent, avec des calculs très économiques, directement x =
φut (x
0) en fonction de y, u et leurs intégrales.
4.3 Observabilité linéaire
On considère ici le système, d’entrée u, d’état x et de sortie y suivant
d
dt
x = Ax+Bu, y = Cx (4.6)
où A est une matrice n× n, B une matrice n×m et C une matrice p× n.
4.3.1 Le critère de Kalman
Théorème 28 (Critère de Kalman). Le système (4.6) d
dt
x = Ax + Bu,
y = Cx est observable au sens de la Définition 16 si et seulement si le rang
de la matrice d’observabilité
O =

C
CA
...
CAn−1

est égal à n = dim(x).
Pour abréger, on dit souvent que la paire (A,C) est observable lorsque le
rang de la matrice d’observabilité O est maximum. On notera la dualité avec
le critère de commandabilité du Théorème 23.
Démonstration. Dérivons y et d’utilisons l’équation d’état. Une première dé-
rivation donne
d
dt
y = C
d
dt
x = CAx+ CBu.
Donc x est nécessairement solution du système (les fonctions y et u sont
connues)
Cx = y
CAx = d
dt
y − CBu.
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À ce niveau, tout se passe comme si la quantité y¯1 = ddty − CBu était une
nouvelle sortie. En la dérivant de nouveau, nous avons CA2x = ˙¯y1 −CABu.
Maintenant, x est nécessairement solution du système étendu
Cx = y¯0 = y
CAx = y¯1 =
d
dt
y − CBu
CA2x = y¯2 = ˙¯y1 − CABu.
Il est alors facile de voir que, ainsi de suite, x est nécessairement solution des
équations
CAkx = y¯k (4.7)
où les quantités connues y¯k sont définies par la récurrence y¯k = ddt y¯k−1 −
CAk−1Bu pour k ≥ 1 et y¯0 = y.
Si le rang de la matrice d’observabilité est maximum et égal à n, elle
admet un inverse à gauche (non nécessairement unique), P matrice n × pn
vérifiant
P

C
CA
...
CAn−1
 = 1n
Ainsi,
x = P
 y¯0...
y¯n−1

La condition de rang est donc suffisante.
Supposons maintenant que la matrice d’observabilité, de taille pn × n,
soit de rang r < n. Nous allons montrer qu’il existe, au moins, deux trajec-
toires différentes avec les mêmes commandes, donnant la même sortie. Cela
montrera que la condition est aussi nécessaire.
Soit w ∈ Rn un élément non nul du noyau de la matrice d’observabi-
lité. Pour k = 0, . . . , n − 1, CAkw = 0. Par un raisonnement identique à
celui fait lors de la preuve de la Proposition 6 avec les noyaux à gauche
de AkB, on a nécessairement CAkw = 0, pour toute k ≥ n. Donc, w est
dans le noyau de toutes les matrices CAk. Prenons comme première tra-
jectoire [0, T ] 3 t 7→ (x, u) = 0. Il vient, y = 0. Prenons maintenant
comme seconde trajectoire, celle qui, à commande nulle, démarre en w :
[0, T ] 3 t 7→ (x, u) = (exp(tA)w, 0). Sa sortie vaut
C exp(tA)w =
+∞∑
i=0
ti
i!
CAiw = 0
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car chaque terme de la série est nul. Ceci conclut la preuve.
4.3.2 Observateurs asymptotiques
Comme on l’a déjà dit, il est classique de noter par xˆ(t) une estimation de
la quantité x(t). Nous cherchons ici à obtenir une estimation de l’état sans
utiliser les dérivées de y et u. La première idée qui vient à l’esprit est de
copier la dynamique du système. On intègre directement
d
dt
xˆ = Axˆ+Bu
à partir d’une condition initiale xˆ0 et des valeurs connues du contrôle u à
chaque instant. Si la matrice A est stable, alors xˆ peut être pris comme
estimation de x car l’erreur ex = xˆ − x tend naturellement vers 0 puisque
d
dt
ex = Aex.
Si A est instable cette méthode ne marchera pas. En effet, une petite er-
reur initiale ex(0) sera amplifiée exponentiellement. Intuitivement, si l’erreur
xˆ−x devient grande alors, le système étant observable, l’erreur sur les sorties
yˆ− y deviendra grande également 3. Comme y est connue, il est alors tentant
de modifier d
dt
xˆ = Axˆ+Bu par l’ajout d’un terme du type −L(yˆ − y) qu’on
connaît et qui correspond à l’erreur d’observation. Le problème suivant se
pose : peut-on choisir la matrice L de façon à ce que la solution xˆ du système
d
dt
xˆ = Axˆ+Bu(t)− L(yˆ − y(t)), yˆ = Cxˆ
converge vers x ? Puisque y = Cx, la question se pose ainsi : peut-on ajuster
la matrice L de façon à obtenir une équation différentielle d’erreur stable
d
dt
ex = (A− LC)ex ?
Soyons plus exigeants encore, par un choix judicieux de L, peut-on imposer à
A−LC d’avoir toutes ses valeurs propres à partie réelle strictement négative ?
Or, les valeurs propres restent inchangées par la transposition : A − LC
admet le même spectre que A′−C ′L′. De plus la paire (A,C) est observable si,
et seulement si, la paire (A′, C ′) est commandable (comme on l’a déjà évoqué,
on obtient le critère de Kalman de commandabilité en transposant celui de
l’observabilité). Ainsi le théorème 25 se transpose de la manière suivante.
Théorème 29 (Placement de pôles. Observateur asymptotique). Si (A,C)
est observable, il existe L, matrice n× p, telle que le spectre de A− LC soit
le même que celui de n’importe quelle matrice réelle n× n librement choisie.
3. On a noté yˆ = Cxˆ.
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4.3.3 Observateurs réduits de Luenberger
Supposons que C soit de rang maximum p = dim(y) et que la paire (A,C)
soit observable. On peut toujours supposer, quitte à faire un changement de
variable sur x, que y correspond aux p premières composantes de l’état x :
x = (y, xr). L’équation d’état ddtx = Ax+Bu s’écrit alors sous forme blocs
d
dt
y = Ayyy + Ayrxr +Byu
d
dt
xr = Aryy + Arrxr +Bru
Il est facile de montrer, en revenant, par exemple à la définition de l’observa-
bilité, que (A,C) est observable si, et seulement si, (Arr, Ayr) l’est : en effet
connaître y et u implique la connaissance de Ayrxr = ddty −Ayyy −Byu, qui
peut être vue comme une sortie du système d
dt
xr = Arrxr + (Bru+ Aryy).
En ajustant correctement la matrice des gains d’observation Lr, le spectre
de Arr − LrAyr coïncide avec celui de n’importe quelle matrice réelle carrée
d’ordre n− p = dim(xr). Considérons alors la variable ξ = xr − Lry au lieu
de xr. Un simple calcul montre que
d
dt
ξ = (Arr − LrAyr)ξ + (Ary − LrAyy − (Arr − LrAyr)Lr)y + (Br − LrBy)u
Ainsi en choisissant Lr, de façon à avoir Arr − LrAyr stable, nous obtenons
un observateur d’ordre réduit n − p pour ξ (donc pour xr = ξ + Lry) en
recopiant cette équation différentielle
d
dt
ξˆ = (Arr−LrAyr)ξˆ+(Ary−LrAyy−(Arr−LrAyr)Lr)y(t)+(Br−LrBy)u(t)
La dynamique de l’erreur sur ξ, eξ = ξˆ− ξ vérifie l’équation autonome stable
d
dt
eξ = (Arr − LrAyr)eξ.
Cet observateur réduit est intéressant lorsque n−p est petit, typiquement
n− p = 1, 2 : la stabilité d’un système de dimension 1 ou 2 est en outre très
simple à étudier.
4.4 Observateur-contrôleur
4.4.1 Version état multi-entrée multi-sortie (MIMO) 4
En regroupant les résultats sur la commandabilité et l’observabilité li-
néaires, nous savons comment résoudre de façon robuste par rapport à de
4. MIMO : pour Multi-Input Multi-Output
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petites erreurs de modèle et de mesures, le problème suivant : amener, à
l’aide de la commande u, l’état x du système de p à q pendant le temps
T en ne mesurant que y sachant que : d
dt
x = Ax + Bu, y = Cx, (A,B)
commandable et (A,C) observable.
En effet, comme (A,B) est commandable, nous savons avec la forme de
Brunovsky construire explicitement une trajectoire de référence [0, T ] 3 t 7→
(xr(t), ur(t)) pour aller de p à q. Le respect de certaines contraintes peut-
être important à ce niveau et être un guide dans le choix de cette trajectoire
de référence (et intervenir dans la définition du critère pour la commande
optimale).
Toujours à cause de la commandabilité, nous savons construire un bou-
clage statique sur x, −Kx, de façon à ce que la matrice A−BK soit stable
(placement de pôle). La matrice K est souvent appelée matrice des gains de
la commande.
Grâce à l’observabilité, nous savons construire un observateur asympto-
tique sur x en choisissant les gains d’observation L de façon à avoir A− LC
stable.
Alors le bouclage dynamique de sortie
u(t) = ur(t)−K(xˆ− xr(t)) contrôleur
d
dt
xˆ = Axˆ+Bu(t)− L(Cxˆ− y(t)) observateur
assure le suivi asymptotique de la trajectoire de référence [0, T ] 3 t 7→
(xr(t), ur(t)). Avec ce bouclage, appelé commande modale ou encore observa–
teur-contrôleur, les petites erreurs de conditions initiales sont amorties lorsque
t croît et les petites erreurs de modèle et de mesures ne sont pas amplifiées
au cours du temps.
En effet, comme d
dt
x = Ax + Bu et y = Cx, on a pour la dynamique du
système bouclé
d
dt
x = Ax+B(ur(t)−K(xˆ− xr(t)))
d
dt
xˆ = Axˆ+B(ur(t)−K(xˆ− xr(t)))− L(Cxˆ− Cx)
où l’état est maintenant (x, xˆ). Comme (xr, ur) est une trajectoire du système,
d
dt
xr = Axr + Bur, on a en prenant comme variables d’état (∆x = x −
xr(t), ex = xˆ− x) au lieu de (x, xˆ), la forme triangulaire suivante :
d
dt
(∆x) = (A−BK) ∆x−BK ex
d
dt
ex = (A− LC) ex
Ce qui montre que ex et ∆x tendent vers 0 exponentiellement en temps. Le
spectre du système d’état (∆x, ex) se compose du spectre de A − LC et de
celui de A−BK. C’est le principe de séparation.
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4.4.2 Version transfert mono-entrée mono-sortie (SISO) 5
Figure 4.1 – Le transfert en boucle fermée, e = yc − y = 11+GK yc.
Dans le cas mono-variable où y et u sont de dimension un, il est instructif
d’interpréter l’observateur contrôleur ci-dessus sous sa version état, en terme
de transfert. On part donc du transfert rationnel y = G(s)u, avec G(s) =
P (s)
Q(s)
strictement causal (d0P < d0Q), P et Q premiers entre eux (pas de
racines communes dans C). On cherche, comme illustré sur la figure 4.1, un
contrôleur K(s) aussi sous la forme d’un transfert rationnel causal, K(s) =
N(s)
D(s)
(d0N < d0D), de sorte que le système bouclé soit stable. Nous allons
voir que l’observateur-contrôleur répond à la question. Pour cela on passe à
la forme d’état. Pour éviter tout confusion avec les fonctions de transfert, les
matrices sont notées en caractères calligraphiques.
Il existe trois matrices (A,B, C) telles que d
dt
x = Ax + Bu, y = Cx avec
(A,B) commandable, (A, C) observable et G(s) = C(sI − A)−1B. L’observa-
teur contrôleur
u = −Kxˆ, d
dt
xˆ = Axˆ+ Bu− L(Cxˆ− (y − yc))
correspond au transfert u = K(s)(yc − y) donné par
K(s) = K(sI − A+ BK + LC)−1L.
L’identité matricielle suivante 6[I − CM−1N (M+N + LC)−1L]−1 = I + C(M+N )−1N (M+ LC)−1L.
conduit, avecM = sI − A, N = BK, à la formule explicite suivante :
1
1 +G(s)K(s)
= 1− C(sI − A+ BK)−1BK(sI − A+ LC)−1L
Ainsi le transfert en boucle fermée admet comme pôles ceux du contrôleur et
de l’observateur, pôles que l’on peut choisir où l’on veut puisque (A,B) est
commandable et (A, C) est observable.
5. SISO : pour Single-Input Single-Output
6. Cette identité est un excellent exercice de calcul dans un cadre non commutatif.
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Figure 4.2 – Boucle fermée avec générations de trajectoires par un filtre
passe bas sur la consigne yc et dont l’ordre est au moins égal à celui du
système (d0R ≥ d0Q, R stable).
Le gain statique en boucle fermée 1
1+G(0)K(0)
= 1−C(A−BK)−1BK(A−
LC)−1L entre e = yc − y et yc n’a aucune raison d’être nul. Pour avoir cela,
soit on rajoute un effet intégral lent (recalage), soit on rajoute à u, uc vérifiant
Q(0)yc = P (0)uc.
On peut aussi générer en temps réel et de façon causale des références yr
et ur qui vérifient identiquement Q(s)yr = P (s)ur et qui suivent asympto-
tiquement n’importe quelle consigne vérifiant Q(0)yc = P (0)uc. Il suffit de
poser
yr =
P (s)
R(s)
yc, ur =
Q(s)
R(s)
yc
avec R polynôme stable, d0R ≥ d0Q et R(0) = 1. Ainsi, 1/R(s) est un filtre
passe-bas de gain statique unitaire, et on considère le contrôleur
u = ur −K(s)(y − yr).
qui donne comme transfert en boucle fermée y = yr = Q(s)R(s)yc. On parle
alors de filtrage de la consigne yc. Ces petits calculs de génération et suivi
de trajectoires correspondent au schéma bloc fonctionnel de la figure 4.2. Si
Q(0) 6= 0, alors, avec le changement d’échelle yc 7→ yc/Q(0) on voit que yr
est bien une valeur filtrée de yc.
4.5 Filtre de Kalman
Nous proposons ici une présentation simplifiée de la technique du filtrage
de Kalman. On se restreint au cas des filtres à gains constants. Le filtre de
Kalman à gains constants, tel que nous le présentons ici, est un algorithme
utilisé pour reconstruire les variables d’état d’un système continu soumis à des
perturbations stochastiques en utilisant des mesures incomplètes entâchées
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de bruit. Cette technique (voir [33]) a été utilisée de manière intensive dans le
domaine de la navigation inertielle [19]. Il en existe de nombreuses variantes :
version instationnaire, version discrète, version étendue pour tenir compte de
la variation du point de fonctionnement, etc. On pourra se reporter à [51]
pour une présentation complète et à [8] pour des compléments au sujet de la
robustesse dans le cadre stationnaire.
Le lien avec les observateurs asymptotiques de la section précédente est
simple : ces derniers peuvent être interprétés comme des filtres de Kalman
où les matrices de covariance des bruits sur l’état et la sortie paramétrisent
la matrice des gains L du théorème 29. Au lieu de définir L à partir des pôles
de l’observateur, i.e., des valeurs propres de A−LC, L est défini à partir des
matrices de covariance. Comme pour la commande LQR, il difficile d’avoir
alors des formules analytiques pour L sauf pour les systèmes à un ou deux
états 7.
4.5.1 Formalisme
On considère un système sous forme d’état linéaire stationnaire
d
dt
x(t) = Ax(t) +Bu(t) +Dξ(t) (4.8)
où l’état est x(t) ∈ Rn, l’entrée est un signal (déterministe) connu u(t) ∈ Rm,
et ξ(t) ∈ Rq représente la valeur d’un signal stochastique qui agit comme
une perturbation sur le système. On suppose que ce dernier signal possède les
propriétés statistiques suivantes (qui en font un bruit blanc gaussien centré) :
pour tout t, ξ(t) est une variable gaussienne de moyenne E (ξ(t)) = 0,
cov (ξ(t), ξ(τ)) = Mξδ(t− τ)
où δ est la fonction Dirac (voir [36]), et Mξ est une matrice constante de
Mq(R) symétrique définie positive.
Sous ces hypothèses, x(t) solution de (4.8) est un processus stochastique
gaussien coloré.
En ce qui concerne la mesure, nous disposons de
y(t) = Cx(t) + %(t) (4.9)
où y(t) ∈ Rp, et %(t) ∈ Rp représente lui aussi un bruit blanc gaussien centré,
indépendant de ξ(t) tel que
E (%(t)) = 0, pour tout t
cov (%(t), %(τ)) = M%δ(t− τ)
7. Ce qui n’est pas le cas si L est défini en plaçant les valeurs propres de A− LC.
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où M% est une matrice constante deMp(R) symétrique définie positive.
On se place dans le cas où on connaît les entrées et les mesures jusqu’au
temps t. On note alors
U(t) = {u(τ), τ ∈]−∞, t]}
Y (t) = {y(τ), τ ∈]−∞, t]}
Étant donné U(t) et Y (t), on cherche une estimation xˆ(t) de l’état x(t) qui
soit optimale en un certain sens. Le critère à minimiser est la covariance
totale de l’erreur x˜(t) = x(t)− xˆ(t)
J = E
(
x˜Tx
)
= trace
[
E(x˜(t)x˜T (t)
]
sous la contrainte d’estimation non biaisée
E(x˜(t)) = 0
4.5.2 Hypothèses et définition du filtre
Hypothèses
Pour pouvoir construire le filtre de Kalman, on suppose que les deux
hypothèses (fortes) sont vérifiées
(H1) : la paire (A,D) est commandable
(H2) : la paire (A,C) est observable
(H1) signifie que le bruit ξ(t) excite tout l’état du système. (H2) implique
que la mesure non bruitée Cx contient des informations sur tout l’état. On
peut relâcher ces deux hypothèses en n’imposant seulement que
(H1′) : la paire (A,D) est stabilisable
(H2′) : la paire (A,C) est détectable
en imposant que les modes non excités par le bruit ξ(t) soient asymptotique-
ment stables et que les modes non observés soient asymptotiquement stables.
Minimisation de la covariance
Le filtre de Kalman que nous présentons est un filtre stationnaire de
dimension égale à celle de l’état du système à observer. Il admet comme entrée
le signal u(t) et la mesure bruitée y(t). Il s’écrit, comme pour l’observateur
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asymptotique de Luenberger, au moyen d’une matrice de gain L sous la forme
suivante
d
dt
xˆ(t) = Axˆ(t) +Bu(t)− L(Cxˆ(t)− y(t)) (4.10)
Le terme Cxˆ(t)− y(t) est nommé innovation. La stabilité de ce filtre dépend
de la stabilité de la matrice A−LC. D’après (H2), (ou (H2′)) il est possible
de stabiliser cette matrice par un choix approprié de L. La particularité du
filtre de Kalman réside dans le calcul de L à partir des matrices de covariance
sur les bruits ξ et %.
Par définition de l’équation (4.10), l’équation satisfaite par l’erreur est
d
dt
x˜(t) = (A− LC)x˜(t) +Dξ(t)− L%(t)
En utilisant la matrice de transition φ(t, t0) = exp((A − LC)(t − t0)) entre
un temps initial t0 et t, on peut écrire la solution de ce système comme-suit
x˜(t) = φ(t, t0)x(t0) +
∫ t
t0
φ(t, τ) (Dξ(τ)− L%(τ)) (τ)dτ
En passant aux espérances, il vient
E(x˜(t)) = φ(t, t0)E(x(t0))
car les signaux ξ(t) et %(t) sont d’espérance nulle par hypothèse. Si A− LC
est asymptotiquement stable, on en déduit que lorsque le filtre de Kalman
est initialisé au temps t0 = −∞, on a
E(x˜(t)) = 0
et on conclut que l’estimation est, quel que soit le choix de L (stabilisant),
non biaisée 8. Un calcul semblable permet de calculer la covariance de l’erreur,
notée Σ , E
(
x˜(t)x˜T (t)
)
comme l’unique solution symétrique positive de
l’équation matricielle de Lyapounov suivante
(A− LC)Σ + Σ(A− LC)T +DMξDT + LM%LT = 0 (4.11)
Ainsi, pour toute valeur de la matrice de gain L, on peut calculer la cova-
riance de l’erreur par l’équation précédente. Le critère que nous cherchons à
minimiser est justement J = trace(Σ). Pour le filtre de Kalman, L est choisi
comme l’argument du minimum de cette fonction.
8. Si on initialise le filtre de Kalman en t = 0 avec un état x(0) = x0 quelconque,
la stabilité permettra de conclure à l’absence de biais de manière asymptotique, lorsque
t→ +∞.
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Gain du filtre
Le gain du filtre de Kalman est
L = ΣCTM−1% (4.12)
où Σ est l’unique solution symétrique positive de l’équation de Riccati algé-
brique
0 = AΣ + ΣAT +DMξD
T − ΣCT (M%)−1CΣ
On peut montrer, par une démonstration très semblable au cas de la com-
mande quadratique, que le gain L est stabilisant, i.e. est tel que A − LC a
toutes ses valeurs propres à partie réelle strictement négative. Ceci justifie a
posteriori les hypothèses que nous avons formulées.
Exemple 27. Considérons un système autonome mono-dimensionnel très
simple
d
dt
x = −x+ u+ ξ
y = x+ %
où E (ξ(t)) = 0, pour tout t, cov (ξ(t), ξ(τ)) = δ(t − τ), E (%(t)) = 0, pour
tout t, cov (%(t), %(τ)) = k2δ(t− τ). Le filtre de Kalman est de la forme
d
dt
xˆ(t) = −xˆ+ u− L(xˆ− y(t))
où L est calculé par
L = Σ(k2)−1
où Σ est l’unique solution positive de
0 = −2Σ + 1− Σ2 (k2)−1
Il vient Σ =
√
k2 + k4 − k2 et l’équation du filtre de Kalman est alors
d
dt
xˆ(t) = −
√
1 +
1
k2
xˆ+ u+
(√
1 +
1
k2
− 1
)
y
À titre d’illustration, on a représenté sur la figure 4.3 des résultats de
simulation permettant de comprendre l’effet du filtre de Kalman. On peut
comparer sur la même figure ses résultats avec un autre réglage non optimal.
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Figure 4.3 – Utilisation d’un filtre de Kalman.
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Exemple 28 (Fusion de capteurs pour robot à roues). Considérons un ro-
bot mobile à roues indépendantes tel que le MobileRobotsTM Pioneer 3-AT
représenté sur la Figure 4.4. Pour contrôler ce véhicule, on peut librement
agir sur les quatres roues indépendantes. Pour le rendre autonome, c.-à-d.
capable de suivre une trajectoire prévue à l’avance par exemple, la principale
difficulté consiste à estimer (à bord) précisément la position et l’orientation
du véhicule. Pour résoudre ce problème, on peut équiper le véhicule d’un cer-
tain nombre de capteurs embarqués : odomètres, récepteur GPS, gyroscope
entre autres.
Chaque capteur présente des défauts bien spécifiques. Le GPS fournit un
signal actualisé à relativement basse fréquence, entâché d’un fort bruit de
mesure basse fréquence. Le gyroscope fournit des informations fréquemment
réactualisées mais dégradées par un fort bruit de mesure haute fréquence. En-
fin, les odomètres sont relativement fiables, mais ont une résolution limitée.
Les équations de la dynamique du véhicule sont
d
dt
x =
(v1 + v2)
2
cos θ,
d
dt
y =
(v1 + v2)
2
sin θ,
d
dt
θ =
(v2 − v1)
2l
(4.13)
où v1, v2 représentent la vitesse du train roulant gauche et droit respecti-
vement, x, y représentent la position du centre de masse du véhicule et θ
est l’orientation du chassis, l est la demi largeur de l’engin. En conditions
normales d’utilisation, le modèle (4.13) est fiable.
Dans ce modèle, on dispose de la connaissance de v1 et v2 par l’utilisa-
tion des odomètres (ici des capteurs incrémentaux situés dans les arbres des
roues). On mesure x et y par le récepteur GPS et enfin on mesure d
dt
θ grâce
à un gyroscope 9 à un axe.
Afin d’estimer l’état (x, y, θ)T du système, on peut utiliser un observateur,
ou un filtre de Kalman. Ces techniques de fusion de capteurs utilisent la re-
dondance de l’information et l’accord avec un modèle dynamique, pour fournir
une estimation meilleure que l’information fournie par chacun des capteurs
séparément. Par exemple, si on intègre (en boucle ouverte) les données du
gyroscope et des odomètres, ce qui théoriquement permet de calculer les posi-
tions, on observe très rapidement (après quelques dizaines de secondes) une
importante dérive de l’estimation. Si on n’utilise que le GPS, on obtient assez
rapidement des aberrations signalant par exemple des mouvements latéraux
de plusieurs mètres (alors que le véhicule en est totalement incapable).
On a représenté sur la Figure 4.5, des résultats de suivi en boucle fermée
d’une trajectoire de consigne. On donne aussi à titre informatif, l’enregis-
9. Ce gyroscope de technologie MEMS mesure une vitesse angulaire.
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Figure 4.4 – Véhicule autonome à roues indépendantes (remerciements au
Laboratoire de recherches balistiques et aérodynamiques de la Délégation
Générale pour l’Armement).
trement des valeurs données par le récepteur GPS qu’on pourra comparer à
l’estimation par fusion de capteurs (on dit aussi hybridation) de la position
du véhicule.
194 CHAPITRE 4. OBSERVABILITÉ, ESTIMATION ET ADAPTATION
10 5 0 5 10 15 20
25
20
15
10
5
0
Figure 4.5 – Suivi de trajectoire en boucle fermée pour un véhicule à roues
en utilisant une fusion de capteurs : GPS, gyroscope et odomètres.
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Utilisation dans un cadre déterministe
Lorsque le système n’est pas affecté par des bruits ou que ceux-ci sont mal
connus, on peut continuer à utiliser le filtre de Kalman pour régler l’observa-
teur asymptotique stationnaire qu’il définit. Les matrices M% et Mξ agissent
comme des pondérations (on remarquera l’analogie avec la commande qua-
dratique une fois de plus) avec les effets suivants :
1. lorsqu’on augmente M%, on a tendance à faire moins confiance aux
mesures (ou à certaines d’entre elles si on agit seulement sur certains
coefficients dominants de la matrice) et donc naturellement l’influence
de ces mesures sur la dynamique du filtre sera réduite à travers le calcul
de la matrice de gain (4.12) ;
2. lorsqu’on augmente Mξ, on a tendance à faire moins confiance au
modèle de la dynamique non bruitée, naturellement on va accélérer
la dynamique de l’observateur pour en tenir compte en privilégiant
dans (4.10) l’innovation aux dépens du modèle. Ceci est apparent dans
la contribution de Mξ au gain L à travers la covariance dans l’équa-
tion (4.11).
4.6 Compléments
4.6.1 Estimation de paramètres et commande adapta-
tive
Soit le système d’état x et de paramètre p
d
dt
x = f(x, t) + p g(x, t), x ∈ Rn, p ∈ R
On suppose que les trajectoires t 7→ x(t) sont bornées et donc définies pour
tout temps t positif. On mesure ici tout l’état x. On souhaite estimer p.
On considère l’estimateur suivant oùK et λ sont des paramètres constants
> 0 (sorte de moindres carrés récursifs)
d
dt
xˆ = f(x(t), t)+pˆ g(x(t), t)−K(xˆ−x(t)), d
dt
pˆ = −λ 〈g(x(t), t), (xˆ− x(t))〉
où 〈·, ·〉 est le produit scalaire dans Rn.
Cet estimateur donne en temps réel d’une part une valeur filtrée de x, xˆ
et d’autre part reconstruit asymptotiquement le paramètre p lorsqu’il existe
196 CHAPITRE 4. OBSERVABILITÉ, ESTIMATION ET ADAPTATION
α > 0 tel que ‖g(x, t)‖ ≥ α pour tout x ∈ Rn et tout temps t. En effet, il
suffit de considérer la fonction de Lyapounov suivante
V =
1
2
(xˆ− x)2 + 1
2λ
(pˆ− p)2
On voit que
d
dt
V = −K(xˆ− x)2 ≤ 0
Ainsi xˆ tend vers x quand t tend vers l’infini. Et donc, intuitivement d
dt
x− d
dt
xˆ
converge vers 0 soit donc (p−pˆ)g(x, t) converge zéro. Comme le vecteur g(x, t)
est toujours de norme plus grande que α > 0 on en déduit que pˆ converge
vers p.
Il est possible de généraliser cet estimateur pour un nombre arbitraire m
de paramètres. On part de
d
dt
x = f(x, t) +
m∑
i=1
pi gi(x, t)
On considère avec λi > 0 paramètre (i = 1, ...,m) l’estimateur
d
dt
xˆ = f(x(t), t) +
m∑
i=1
pˆi gi(x(t), t)−K(xˆ− x(t))
d
dt
pˆ1 = −λ1 〈g1(x(t), t), (xˆ− x(t))〉
...
d
dt
pˆm = −λm 〈gm(x(t), t), (xˆ− x(t))〉
Il est alors facile de voir que la fonction
V =
1
2
(xˆ− x)2 +
m∑
i=1
1
2λi
(pˆi − pi)2
est décroissante
d
dt
V = −K(xˆ− x)2 ≤ 0
Donc on a toujours xˆ qui converge vers x. En revanche, la convergence des
pˆi vers les pi n’est pas garantie : tout dépend des gi(x, t) : s’ils forment pour
chaque x et t un système libre de vecteurs de Rn, système “bien conditionné”,
alors la convergence des paramètres est encore assurée. Dans les autres cas,
cela dépend de la trajectoire suivie par x. En revanche, il est très intéressant
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de voir que x converge toujours vers xˆ. L’estimateur précédent est une sorte
de filtre non linéaire et adaptatif de x.
Cet estimateur est aussi à la base de la commande adaptative qui estime p
en même temps que l’on contrôle le système via u. Prenons un seul paramètre
p et un seul contrôle u (la généralisation est simple a partir de là)
d
dt
x = f0(x) + uf1(x) + pg(x)
Supposons que nous ayons un feedback u = k(x, p) qui stabilise le système
en x = 0 mais où le paramètre p inconnu intervient. Alors, il est naturel de
considère le feedback construit à partir des estimées u = k(x, pˆ) ou u = k(xˆ, pˆ)
avec
d
dt
xˆ = f0(x(t)) + u(t)f1(x(t)) + pˆ g(x(t), t)−K(xˆ− x(t))
d
dt
pˆ = −λ 〈g(x(t), t), (xˆ− x(t))〉
Sous des hypothèses raisonnables sur la dynamique en boucle ouverte pour x
(pas d’explosion en temps fini essentiellement) on montre que xˆ tend vers x
et ensuite que le feedback assure la convergence de x vers 0. Sans conditions
supplémentaires, tout ce que l’on peut dire c’est que pˆ reste borné. Ainsi, la
connaissance de p n’est pas nécessairement indispensable pour faire converger
x vers 0 avec le contrôle u. C’est le principal paradoxe du contrôle adaptatif.
Un lecteur intéressé pourra consulter [35]. On notera que l’une des hypothèses
très importante est la dépendance affine de la dynamique par rapport au
paramètre p. Dans le cas de dépendance non linéaire très peu de résultats
existent.
4.6.2 Linéarisation par injection de sortie
Il arrive parfois que, dans les bonnes coordonnées d’état, coordonnées
notées x ici, les équations du système s’écrivent ainsi :
d
dt
x = Ax+ f(Cx, t), y = Cx
avec la paire (A,C) observable et f(y, t) est une fonction a priori non linéaire.
Il est clair qu’il faut avoir un peu de flair pour choisir les bonnes variables x
pour que le système s’écrive ainsi. Ce n’est en général pas possible. Parfois
c’est possible et même évident comme pour le pendule commandé :
d2
dt2
θ = −g
l
sin θ + u(t), y = θ.
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En effet dans ce cas on a
x =
(
θ
d
dt
θ
)
, A =
(
0 1
0 0
)
, C =
(
1 0
)
,
f(Cx, t) =
(
0
−g
l
sin θ + u(t)
)
Il est alors facile de construire un observateur pour x. Il suffit de choisir L
telle que A+ LC soit une matrice réelle stable. Alors l’observateur
d
dt
xˆ = Axˆ+ L(Cxˆ− y(t)) + f(y(t), t)
est exponentiellement convergent car lorsque l’on regarde la dynamique de
l’erreur ex = xˆ− x, les termes non linéaires disparaissent et on a
d
dt
ex = (A+ LC)ex.
4.6.3 Contraction
La notion de contraction [43, 28] pour un système, avec une dynamique
x˙ = f(x, t), peut être interprétée comme la décroissance exponentielle, avec
le temps, de la longueur de tout segment de conditions initiales transporté
par le flot.
Définition 17 (Contraction stricte). Soit un système dynamique d
dt
x =
f(x, t) régulier (C1 par exemple) défini sur une variété M régulière. Soit g
une métrique sur M . Soit U ⊂M un sous ensemble de M . La dynamique f
est dite strictement contractante sur U au sens de la métrique g, si la partie
symétrique de sa matrice Jacobienne est une matrice définie négative, c’est
à dire, s’il existe λ > 0 tel que, dans des coordonnées locales x sur U , nous
avons pour tout t et pour tout x,
∂f
∂x
T
g(x) + g(x)
∂f
∂x
+
∂g
∂x
f(x, t) ≤ −λg(x)
Nous avons le résultat suivant qui justifie cette définition et cette termi-
nologie.
Théorème 30. Soit un système dynamique d
dt
x = f(x, t) régulier défini sur
une variété M régulière. Soit g(x) une métrique sur M . Soit X(x, t) le flot
associé à f
d
dt
X(x, t) = f(X(x, t), t) ∀t ∈ [0, T [ avec T ≤ +∞.
X(x, 0) = x
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Considérons deux points x0 and x1 dans M et une géodésique γ(s) qui joint
x0 = γ(0) et x1 = γ(1). Si
– f est une stricte contraction sur un sous ensemble U ⊂ M , avec λ la
constante présente dans la définition 17,
– et si X(γ(s), t) appartient à U pour tout s ∈ [0, 1] et pour tout t ∈ [0, T [.
alors
dg(X(x0, t), X(x1, t)) ≤ e−λ2 tdg(x0, x1) ∀t ∈ [0, T [
où dg est la distance géodésique associée à la métrique g.
Démonstration. La preuve est la suivante 10. Soit l(t) la longueur de la courbe
(X(γ(s), t), s ∈ [0, 1]) au sens de la métrique g
l(t) =
∫ 1
0
√
dX(γ(s), t)
ds
T
g(X(γ(s), t))
dX(γ(s), t)
ds
ds
Nous avons alors
d
dt
l(t) =
∫ 1
0
d
dt
{
dX(γ(s),t)
ds
T
g(X(γ(s), t))dX(γ(s),t)
ds
}
2
√
dX(γ(s),t)
ds
T
g(X(γ(s), t))dX(γ(s),t)
ds
ds
Comme
d
dt
dX(γ(s), t)
ds
=
d
ds
f(X(γ(s), t), t) =
∂
∂X
f(X(γ(s), t), t)
d
ds
X(γ(s), t)
nous obtenons
d
dt
{
dX(γ(s), t)
ds
T
g(X(γ(s), t))
dX(γ(s), t)
ds
}
=
dX(γ(s), t)
ds
T
P (s, t)
dX(γ(s), t)
ds
avec
P (s, t) =
∂f(X)
∂X
T
g(X) + g(X)
∂f(X)
∂X
+
∂g(X)
∂X
f(X, t)
et
X = X(γ(s), t)
Puisque f est une contraction sur U , il existe λ > 0 tel que
P (s, t) ≤ −λg(X(γ(s), t))
10. Cette preuve s’inspire de calculs faits par Laurent Praly
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On obtient alors l’inégalité suivante pour la dérivée d
dt
l(t)
d
dt
l(t) ≤ −λ
2
l(t)
qui conduit à
l(t) ≤ l(0)e−λ2 t ∀t ∈ [0, T [
Puisque dg(X(x0, t), X(x1, t)) ≤ l(t) et l(0) = dg(x0, x1) (en effet γ est la
géodésique qui joint les deux points x0 et x1), le théorème est démontré.
Lorsque la variété Riemannienne M est l’espace Euclidien Rn, la dyna-
mique d
dt
x = f(x, t) est une contraction lorsque la partie symétrique de la
matrice Jacobienne est négative
∂f
∂x
+
(
∂f
∂x
)T
≤ 0
Enfin, l’intérêt pour la construction d’observateurs non-linéaires asympto-
tiques vient du fait qu’avec une dynamique contractante, il suffit de simuler
le système pour avoir une estimation de x
d
dt
xˆ = f(xˆ, t)
la dépendance en temps étant alors due aux entrées et/ou aux termes d’erreur
entre la sortie estimée et la mesure.
L’exemple typique est le suivant. On considère un système mécanique à
un degré de liberté x1, de vitesse x2 obéissant à l’équation de Newton suivante
d
dt
x1 = x2,
d
dt
x2 = F (x1, x2, t)
avec comme seule mesure y = x1 et on suppose que ∂F∂x2 ≤ 0. On considérer
alors l’observateur
d
dt
xˆ1 = xˆ2 − λ(xˆ1 − y(t))
d
dt
xˆ2 = F (y(t), xˆ2)− µ(xˆ1 − y(t))
avec λ, µ > 0 deux paramètres de réglage. On écrit symboliquement cet
observateur d
dt
xˆ = f(xˆ, t) où la dépendance en t vient de la mesure y(t) =
x1(t). Cet observateur s’écrit formellement ddt xˆ = f(xˆ, t). Avec comme produit
scalaire celui qui est associé à la matrice constante symétrique définie positive
g =
(
1 0
0 1
µ
)
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on a (
∂f
∂xˆ
)T
g + g
∂f
∂xˆ
=
( −2λ 0
0
2 ∂F
∂x2
µ
)
≤ 0
Nous n’avons pas une contraction stricte comme dans la Définition 17 mais
au sens large. Il est cependant facile de voir que si ∂F
∂x2
≤ β < 0 uniformément
pour tout x avec β > 0, on a une contraction stricte et donc la convergence
exponentielle de xˆ vers x.

Annexe A
Sur le théorème de
Cauchy-Lipchitz
On considère donc le problème de Cauchy suivant :
x(0) = x0,
d
dt
x(t) = v(x(t), t). (A.1)
Pour établir des résultats sur ces propriétés (essentiellement, les Théorèmes 1
et 2) nous allons utiliser la notion de solution approchante qui s’appuie sim-
plement sur le schéma numérique d’Euler explicite
xk+1 = xk + δv(xk, kδ), x0 = x(0), k ∈ N
où δ est un petit temps > 0 et xk une approximation de x(kδ).
Considérons le problème de Cauchy (A.1). On suppose, de manière géné-
rale, que v est continue dans une région R = {‖x− x0‖ ≤ b, |t| ≤ a}. En
général on prend comme norme ‖ ‖, la norme euclidienne sur Rn, mais ce
n’est pas une obligation. Par la suite, sauf mention contraire ‖ ‖ désigne la
norme euclidienne. Il en découle que v est bornée sur R par une certaine
constante M > 0.
Définition 18 (Solution approchante). On appelle solution approchante
à  près du problème de Cauchy (A.1), une fonction t 7→ x(t) continue,
dérivable par morceaux, telle que pour tout (t, x(t)) ∈ R on a
x(0) = x0,
∥∥∥∥ ddtx(t)− v(x(t), t)
∥∥∥∥ ≤ 
en tout point où d
dt
x est défini.
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En d’autres termes, d
dt
x(t) peut ne pas être défini en un nombre fini de
points de |t| ≤ a.
De telles solutions approchantes existent comme le précise le résultat
suivant.
Théorème 31. Soit le problème de Cauchy (A.1) où v est continue sur
R = {‖x− x0‖ ≤ b, |t| ≤ a} et majorée par |v| ≤ M . Pour tout  > 0, on
peut construire une solution approchante à  près définie sur l’intervalle |t| ≤
min(a, b/M) , h.
Démonstration. L’application v est continue sur R, elle est donc uniformé-
ment continue. Pour tout  > 0, il existe δ > 0 tel que
|v(x1, t1)− v(x2, t2)| ≤ 
quels que soient (x1, t1) ∈ R et (x2, t2) ∈ R avec ‖x1 − x2‖ ≤ δ, |t1 − t2| ≤ δ.
Considérons maintenant, δ étant donné, un ensemble de temps intermé-
diaires entre 0 et h
t0 = 0 < t1 < t2... < tm = h
vérifiant
|ti − ti−1| ≤ min(δ, δ/M), i = 1, ...,m (A.2)
(par exemple, cette famille de temps intermédiaires peut être de plus en plus
nombreuse lorsque δ diminue). Nous allons montrer que la fonction définie
par la relation de récurrence (dite de Cauchy-Euler)
x(t) = xi−1 + (t− ti−1)v(xi−1, ti−1), ti−1 ≤ t ≤ ti, xi = x(ti)
est une solution approchante à  près. Cette fonction est continue, et elle pos-
sède une dérivée continue par morceaux (elle est en fait affine par morceaux
par construction). Sa dérivée est définie partout sauf aux points (ti)i=1,...,m−1.
En dehors de ces points, on a, pour ti−1 ≤ t ≤ ti,∥∥∥∥ ddtx(t)− v(x(t), t)
∥∥∥∥ = ‖v(xi−1, t)− v(x(t), t)‖
Par (A.2), et d’après la relation de récurrence, on a
‖x(t)− xi−1‖ = M(t− ti−1) < M δ
M
= δ (A.3)
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D’après la continuité uniforme de v déjà évoquée, on déduit de (A.2)-(A.3)
‖v(xi−1, ti−1)− v(x(t), t)‖ ≤ 
On a donc établi, que pour tout |t| < a en dehors des points t1, ..., tm on a∥∥∥∥ ddtx(t)− v(x(t), t)
∥∥∥∥ ≤ 
Enfin, par construction x(0) = x0, ce qui achève la démonstration.
Nous allons maintenant avoir besoin de la propriété Lipschitz permettant
de prouver une inégalité de croissance de la propagation des approximations.
Définition 19 (Fonction Lipschitz). Une fonction scalaire (x, t) ∈ R ⊂
Rn × R→ v(x, t) ∈ R est Lipschitz avec la constante k > 0 (ou k-Lipschitz)
en x si
‖v(x1, t)− v(x2, t)‖ ≤ k ‖x1 − x2‖
pour tout (x1, t), (x2, t) dans R.
Définition 20 (Fonction Lipschitz vectorielle). Une fonction (x, t) ∈
Rn × R → v(x, t) ∈ Rn est Lipschitz en x si et seulement si chacune de ses
composantes l’est (les constantes Lipschitz de chaque composante peuvent
différer).
On notera, grâce à la proposition suivante, que la propriété Lipschit-
zienne est très générale.
Proposition 9. Soit Rn × R ∈ (x, t) 7→ v(x, t) ∈ Rn. Supposons que chaque
dérivée partielle ∂v(x,t)
∂xi
pour i = 1, ..., n existe et soit de norme bornée par un
scalaire c, alors v(x, t) est Lipschitzienne en x avec comme constante c
√
n.
Démonstration. Quels que soient x = (x1, ..., xn) et y = (y1, ..., yn) deux
vecteurs de Rn, on peut écrire,
v(y, t) = v(x, t) +
∑
i=1,...,n
∫ 1
0
∂v
∂xi
∣∣∣∣
(y+λ(x−y),t)
(xi − yi) dλ
Il suffit alors d’utiliser l’inégalité de Cauchy-Schwartz, l’inégalité triangulaire
et l’hypothèse
∥∥∥∂v(x,t)∂xi ∥∥∥ ≤ n pour avoir
‖v(y, t)− v(x, t)‖ ≤ c√n ‖x− y‖
206 ANNEXE A. SUR LE THÉORÈME DE CAUCHY-LIPCHITZ
Nous allons maintenant pouvoir énoncer, sous une hypothèse de Lipschitz,
un résultat important sur la propagation des différentes entre les solutions
approchantes.
Théorème 32 (Propagation de la distance entre deux solutions appro-
chantes). Étant donnée v(x, t) continue sur une région R et k-Lipschitz en
x. Soient x1(t) et x2(t) deux solutions approchantes à 1 et 2 près du pro-
blème de Cauchy (A.1), définies sur |t| ≤ b. La différence d(t) = x1(t)−x2(t)
satisfait, pour tout |t| ≤ b
‖d(t)‖ ≤ exp(k |t|) ‖d(0)‖+ 1 + 2
k
(exp(k |t|)− 1) (A.4)
Démonstration. La dérivée d
dt
d(t) est définie partout sauf en un nombre fini
de points. Par définition des solutions approchantes, on a (en notant  ,
1 + 2)∥∥∥∥ ddtd(t)
∥∥∥∥ = ∥∥∥∥ ddtx1(t)− ddtx2(t)
∥∥∥∥ ≤ ‖v(x1(t), t)− v(x2(t), t)‖+ 
≤ k ‖x1 − x2‖+  ≤ k ‖d(t)‖+ 
où on a utilisé la propriété Lipschitzienne de v. Aux points tels que d
dt
d(t)
existe et d(t) 6= 0, on peut donc conclure d’après le Lemme 4 (donné un peu
plus loin),
d
dt
‖d(t)‖ ≤ k ‖d(t)‖+ 
On a alors trois cas :
1. si d(t) est identiquement nul, alors la conclusion est triviale
2. si d(t) ne s’annule jamais sur ]− b, b[, alors on peut écrire∫ t
0
exp(−kt)
(
d
dt
‖d(t)‖ − k ‖d(t)‖
)
dt ≤ 
∫ t
0
exp(−kt)dt
où le membre de gauche peut avoir un intégrand discontinu mais pos-
sède effectivement une primitive. Il vient
exp(−kt) ‖d(t)‖ − ‖d(0)‖ ≤ 
k
(1− exp(−kt))
d’où la conclusion
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3. s’il existe t¯ tel que d(t¯) 6= 0, |t¯| ≤ b alors que d s’annule quelque part
sur l’intervalle [−b, t¯], alors, par continuité de ‖d(t)‖, il existe t1, avec
−b ≤ t1 < t¯ ≤ b tel que d(t1) = 0 et d(t) 6= 0 sur t1 < t < t¯. Par une
intégration semblable au cas précédent mais effectuée sur l’intervalle
[t1, t¯], on a alors
‖d(t)‖ ≤ 
k
(exp (k(t− t1))− 1)
qui est une majoration plus forte que celle recherchée.
Lemme 4. Si x(t) est continûment différentiable sur un intervalle ouvert
]t1, t2[, alors, en tout point t tel que ‖x(t)‖ 6= 0, la dérivée d‖x(t)‖dt existe et
vérifie ∣∣∣∣d ‖x(t)‖dt
∣∣∣∣ ≤ ∥∥∥∥dx(t)dt
∥∥∥∥
Démonstration. Soit t ∈]t1, t2 tel que ‖x(t)‖ 6= 0, avec ‖x(t)‖ =
√∑n
i=1 x
2
i (t),
il vient d‖x(t)‖
dt
=
∑n
i=1 xi
dxi
dt
‖x(t)‖ qui est bien définie. D’autre part, par passage à la
limite dans l’inégalité suivante, on obtient le résultat désiré.
1
δt
|‖x(t+ δt)‖ − ‖x(t)‖| ≤ 1
δt
‖x(t+ δt)− x(t)‖
Nous pouvons maintenant nous intéresser aux théorèmes d’existence et
d’unicité des solutions du problème de Cauchy.
Théorème 33 (Unicité de la solution au problème de Cauchy). Soit le pro-
blème de Cauchy (A.1) où v(x, t) est continue et Lipschitz en x dans un
voisinage de (x0, 0). Ce problème possède au plus une solution.
Démonstration. Soient deux solutions (exactes) x1 et x2 du problème (A.1).
D’après le Théorème 32, on a
‖x1(t)− x2(t)‖ ≤ 0
d’où x1 ≡ x2.
Théorème 34 (Existence d’une solution au problème de Cauchy). Soit le
problème de Cauchy (A.1) où v(x, t) est continue et Lipschitz en x dans la
région R = {|x− x0| ≤ b, |t| ≤ a}. Soit M la borne supérieure de ‖f‖ sur R.
Il existe une solution x(t) de (A.1) définie sur l’intervalle |t| ≤ min(a, b
M
) ,
h.
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Démonstration. Considérons une suite décroissante positive (n)n∈N conver-
geant vers 0. D’après le Théorème 31, on peut construire une suite de fonc-
tions (xn)n∈N qui sont chacune solution approchante à n près de (A.1). On
a alors, pour |t| ≤ h,∥∥∥∥ ddtxn − v(xn(t), t)
∥∥∥∥ ≤ n, xn(0) = x0
La dérivée d
dt
xn est définie partout sauf en un nombre fini de points t
(n)
i ,
i = 1, ...,mn. On va prouver trois propriétés
1. la suite de fonctions (xn)n∈N converge uniformément sur |t| ≤ h vers
une fonction continue x(t)
2. la suite
(∫ t
0
f(t, xn(t))dt
)
n∈N
converge uniformément vers
∫ t
0
f(t, x(t))dt
3. la fonction x(t) est continûment différentiable et vérifie x(0) = x0 et
d
dt
x(t) = v(x(t), t). Autrement dit x(t) est solution du problème de Cau-
chy.
preuve du point 1
Considérons n < p et appliquons l’inégalité du Théorème 32 aux deux so-
lutions approchantes xn(t) et xp(t). Il vient, en notant k la constante Lip-
schitz de v(x, t)
‖xn(t)− xp(t)‖ ≤ n + p
k
(exp(|t|)− 1) ≤ 2n
k
(exp(|t|)− 1)
donc la suite de fonctions continues (xn(t)) est uniformément de Cauchy, elle
converge vers une fonction limite continue 1.
preuve du point 2
Considérons une région R′ = {|t| ≤ h, ‖x− x0‖ ≤Mh}. L’application v(x, t)
est continue dans R′. Donc, pout tout  > 0, il existe δ > 0 tel que, pour
tout (t, x1), (t, x2) dans R′, tels que ‖x1 − x2‖ ≤ δ, on a
‖v(x1, t)− v(x2, t)‖ ≤ 
Pour ce δ, il existe d’après le résultat de convergence établi au point 1, N ∈ N
tel que, pour tout n > N on a
‖xn(t)− x(t)‖ ≤ 
1. L’ensemble des fonctions continues bornées de |t| ≤ h dans Rn est un sous espace
clos des fonctions bornées et est donc complet.
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pour tout |t| ≤ h. Donc la suite (v(xn(t), t)) converge uniformément vers
v(x(t), t) et on a (uniformément en t)
lim
n→∞
∫ t
0
v(xn(t), t)dt =
∫ t
0
v(x(t), t)dt
preuve du point 3
Reprenons l’inégalité
∥∥ d
dt
xn(t)− v(xn(t), t)
∥∥ ≤ n pour tout |t| < h. En inté-
grant, on obtient∥∥∥∥∫ t1
0
(
d
dt
xn(t)− v(xn(t), t))dt
∥∥∥∥ ≤ n |t1| ≤ nh
or xn(t) est continue, donc l’intégration donne∥∥∥∥xn(t1)− x0 − ∫ t1
0
v(xn(t), t)dt
∥∥∥∥ ≤ nh
D’après le point 2, on a alors par passage à la limite
x(t) = x0 +
∫ t1
0
v(xn(t), t)dt
L’intégrand v(x(t), t) est continu, donc x(t) est continûment différentiable et
sa dérivée vaut d
dt
x(t) = v(x(t), t).

Annexe B
Autour des fonctions de
Lyapounov
D’une façon moins restrictive que dans la définition ci-dessous, définition
que nous n’utiliserons que dans cette annexe, on appelle en général fonction
de Lyapounov toute fonction globalement définie sur l’espace d’état, à valeurs
réelles et décroissante le long de toute trajectoire.
Définition 21. Soit x¯ un point d’équilibre d’un système d
dt
x = v(x) défini
dans un domaine Ω ⊂ Rn, où v est Lipschitz. On appelle fonction de Lya-
pounov (centrée en x¯) une fonction V : Ω→ R qui vérifie les trois propriétés
suivantes
1. V est continue et possède des dérivées partielles continues
2. V (x¯) = 0 et V (x) > 0 sur Ω \ {x¯}
3. d
dt
V (x) = ∇V (x)v(x) ≤ 0 pour tout x ∈ Ω (autrement dit V est dé-
croissante le long des trajectoires).
Théorème 35 (Stabilité et stabilité asymptotique locale par une fonction de
Lyapounov). Avec les notations de la Définition B, s’il existe une fonction de
Lyapounov V (x) dans un voisinage centré en x¯ alors x¯ est un point d’équilibre
stable. Si de plus, d
dt
V < 0 pour tout x ∈ Ω \ {x¯}, alors x¯ est un point
d’équilibre (localement) asymptotiquement stable.
Démonstration. Reprenons la Définition 1, et montrons tout d’abord la sta-
bilité de x¯. On souhaite montrer que, pour tout  > 0 tel que la boule centrée
en x¯ de rayon  soit contenue dans Ω, il existe η > 0 tel que, pour toute
condition initiale ‖x0 − x¯‖ ≤ η, on a
‖x(t)− x¯‖ ≤ , pour tout t ≥ 0
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Figure B.1 – Liens entre fonction de Lyapounov et la norme Euclidienne.
La fonction de Lyapounov va nous fournir ces inégalités qui portent sur la
norme Euclidienne. Notons α le minimum atteint par V (qui est continue) sur
la frontière (compacte) de la boule B centrée en x¯ de rayon . Par hypothèse,
α = min‖x−x¯‖= V (x) > 0. Considérons maintenant le sous-ensemble
Eα
2
, {x ∈ B/V (x) ≤ α
2
}
Ce sous-ensemble est strictement à l’intérieur deB et est donc égal à {x/V (x) ≤
α
2
}. En effet, si ce n’était pas le cas, il existerait un x∗ à la fois dans Eα
2
et à
la frontière de B. On aurait alors
V (x∗) ≤ α
2
et ‖x¯− x∗‖ =  donc V (x∗) ≥ α
d’où la contradiction.
D’autre part, on note que V est continue et vérifie V (x¯) = 0. On peut
donc finalement construire une boule Bη centrée en x¯ de rayon η dans laquelle
on a V (x) ≤ α
2
. Cette boule est donc incluse dans Eα
2
.
On vient d’établir (voir Figure B.1)
Bη ⊂ Eα
2
⊂ B
L’ensemble Eα
2
est positivement invariant : pour toute condition initiale
x(0) = x0 appartenant à Eα
2
, on a x(t) ∈ Eα
2
pour tout t ≥ 0. En effet, on
déduit de d
dt
V (x) ≤ 0 que V (x) ≤ V (x(0)) ≤ α
2
.
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On peut alors conclure que pour toute condition initiale x(0) ∈ Bη on a
x(0) ∈ Eα
2
, et donc par l’invariance que vous venons d’évoquer, x(t) ∈ Eα
2
pour tout t ≥ 0 et donc x(t) ∈ B pour tout t ≥ 0. D’où la conclusion
concernant la stabilité du point d’équilibre x¯.
Considérons maintenant l’hypothèse supplémentaire d
dt
V < 0 pour tout
x ∈ Ω\{x¯}. La fonction t 7→ V (x(t)) est décroissante et bornée inférieurement
par 0, donc elle converge. Notons
lim
t→+∞
V (x(t)) = l
Par hypothèse l ≥ 0, montrons par l’absurde que l = 0. Si ce n’était pas le cas,
alors x(t) resterait en dehors, lorsque t→ +∞, de E l
2
= {x ∈ /V (x) ≤ l
2
} et
donc, par la continuité de V et l’équation V (x¯) = 0 déjà évoquées, en dehors
d’une certaine boule Br de rayon r vérifiant  > r > 0 centrée en x¯. On peut
alors calculer k = −maxr≤‖x‖≤ ddtV (x) qui, par construction, vérifie k < 0.
Enfin,
V (x(t)) = V (x(0)) +
∫ t
0
d
dt
V (x(t))dt ≤ V (x(0))− kt
Le second membre de la dernière inégalité converge vers −∞ ce qui est in-
compatible avec la propriété V (x) ≥ 0.
Nous venons de montrer que limt→+∞ V (x(t)) = 0. Il nous faut mainte-
nant conclure sur x lui-même. Considérons  > 0, et, comme précédemment,
l’ensemble Eα
2
⊂ B. Puisque limt→+∞ V (x(t)) = 0, alors il existe un temps
T > 0 tel que x(t) ∈ Eα
2
pour tout t ≥ T . On en déduit que pour tout
 > 0, il existe un temps T > 0 tel que x(t) ∈ B. Le point x¯ est donc
asymptotiquement stable.
Au cours de la preuve du théorème précédent, nous avons été capables
de construire un sous-ensemble de conditions initiales (noté Eα
2
) fournissant
des trajectoires convergeant asymptotiquement vers le point d’équilibre x¯.
Ce sous-ensemble fait donc partie d’un ensemble appelé bassin d’attraction
du point x¯. Ce dernier est défini comme l’ensemble des conditions initiales
fournissant une trajectoire convergeant vers x¯. Caractériser précisément cet
ensemble est difficile, et nous en avons pour l’instant simplement trouvé une
partie. Une question intéressante est de savoir sous quelle hypothèse le bassin
d’attraction est l’espace Rn tout entier, c.-à-d. sous quelle hypothèse x¯ est
globalement asymptotiquement stable.
De manière préliminaire, considérons l’exemple d’un système de dimen-
sion 2, avec
V (x) =
x21
1 + x21
+ x22
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On peut vérifier que min‖x‖= V (x) ≤ 1, pour tout  > 0. Ainsi, la construc-
tion précédente est limitée à des ensembles Eα
2
⊂ {x/V (x) ≤ 1/2} qui ne
couvrent pas l’ensemble du plan. On peut, en fait, garantir la possibilité
d’une construction de Eα
2
aussi vaste que désiré si la fonction V est non
bornée radialement, c.-à-d. si
lim
‖x−x¯‖→∞
V (x) = +∞
On obtient alors le théorème suivant, qui sera très utile en pratique
Théorème 36 (Stabilité asymptotique globale par une fonction de Lyapou-
nov). S’il existe une fonction de Lyapounov V (x) définie sur Rn non bornée
radialement telle que d
dt
V < 0 pour tout x 6= x¯, alors x¯ est un point d’équi-
libre globalement asymptotiquement stable.
Démonstration. Définissons [0,+∞[3 a 7→ r(a) = sup{x / V (x)≤a} ‖x‖. Cette
fonction est bien définie car V est non bornée radialement. Le long d’une
trajectoire ayant x(0) pour condition initiale, on a par hypothèse d
dt
V ≤ 0,
et donc V (x(t)) ≤ V (x(0)) pour tout t ≥ 0. Donc, pour tout t ≥ 0, ‖x(t)‖ ≤
sup{x / V (x)≤V (x(0))} ‖x‖ = r(V (x(0)). De cette inégalité on déduit que pour
toute condition initiale x(0), on peut, en échantillonnant la trajectoire qui
en est issue, construire la suite (x(i))i∈N et que, pour tout t ≥ i on a
‖x(t)‖ ≤ r(V (x(i))) (B.1)
De la même manière que dans le Théorème 35, on a limt→+∞ V (x(t)) = 0.
D’autre part, on va montrer que lima→0 r(a) = 0. La fonction t 7→ r(1/t)
est décroissante et minorée donc elle converge lorsque t → +∞. Notons
la limite lima→0 r(a) = l ≥ 0. Supposons que cette limite est non nulle.
Alors, pour toute suite (an)n∈N convergeant vers zéro, il existe une suite
(xn)n∈N telle que ‖xn‖ ≥ l/2 et V (xn) ≤ an. On déduit que, pour cette suite,
limn→+∞ V (xn) = 0 avec ‖xn‖ ≥ l/2 ce qui est impossible car V est non nulle
en dehors de x¯. On a donc lima→0 r(a) = 0.
On déduit donc de la suite d’inégalités (B.1) que limt→+∞ x(t) = 0.
Bien souvent, on trouvera que la condition de stricte négativité de la
dérivée d
dt
V en dehors du point d’équilibre x¯ est trop contraignante. En effet,
on pourra souvent trouver une fonction de Lyapounov (ce qui est déjà difficile)
telle que l’ensemble des points x où sa dérivée est nulle n’est pas réduite à un
point. Notons Z = {x/ d
dt
V (x) = 0}. Dans ce cas, le théorème suivant permet
de déterminer l’ensemble vers lequel le système converge. Il utilise la notion
d’ensemble positivement invariant (déjà rencontrée plus haut dans la preuve
du Théorème 35 mais que nous formalisons ici).
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Définition 22 (Ensemble positivement invariant). On dit que I est un
sous-ensemble positivement invariant de d
dt
x = v(x), si quel que soit x0 ∈ I
condition initiale du problème de Cauchy d
dt
x = v(x), x(0) = x0, tous les
points de la trajectoire [0,+∞[3 t 7→ x(t) appartiennent à I.
Théorème 37 (Invariance de LaSalle (version locale)). Soit V fonction de
Lyapounov pour le système d
dt
x = v(x). Soient s > 0 et Es le sous-ensemble
{x / V (x) ≤ s}. On suppose que Es est bornée et que ddtV (x) ≤ 0 à l’intérieur
de Es. Notons Z l’ensemble des points de Es pour lesquels ddtV (x) = 0. Toute
trajectoire issue d’une condition initiale dans Es converge lorsque t → +∞
vers le plus grand sous-ensemble positivement invariant contenu dans Z.
Exemple 29. Considérons l’oscillateur non linéaire suivant
d2
dt2
x+ k
d
dt
x+ g(x) = 0
où k est un paramètre strictement positif et g est telle que xg(x) > 0 pour
x 6= 0. On peut réécrire ce système sous forme d’état
d
dt
x = y
d
dt
y = −ky − g(x)
Une fonction candidate à être de Lyapounov est
V (x, y) =
∫ x
0
g(τ)dτ +
y2
2
Cette fonction est continue et possède des dérivées partielles continues. V
possède un unique minimum en (x, y) = (0, 0). Calculons maintenant
d
dt
V (x, y) = g(x)
d
dt
x+ y
d
dt
y = −ky2 ≤ 0
On peut en déduire la stabilité de l’origine par le Théorème 35. Pour déduire
la stabilité asymptotique, il nous faut utiliser le Théorème 37.
Le cas particulier g(x) = g
R
sinx, correspond à un pendule de longueur R
soumis à la gravité, tel que représenté sur la Figure B.2.
216 ANNEXE B. AUTOUR DES FONCTIONS DE LYAPOUNOV
Figure B.2 – Pendule amorti.
Annexe C
Moyennisation
C.1 Introduction
On suppose ici que les effets rapides ont un caractère oscillant. La mé-
thode de moyennisation a été utilisée en mécanique céleste depuis longtemps
pour déterminer l’évolution des orbites planétaires sous l’influence des per-
turbations mutuelles entre les planètes et étudier la stabilité du système
solaire. Gauss en donne la définition suivante qui est des plus intuitives : il
convient de répartir la masse de chaque planète le long de son orbite propor-
tionnellement au temps passé dans chaque partie de l’orbite et de remplacer
l’attraction des planètes par celle des anneaux de matière ainsi définis.
Dans ce cadre, les équations non perturbées du mouvement de la terre
sont celles qui ne prennent en compte que la force d’attraction due au soleil.
L’orbite de la terre est alors une ellipse dont le soleil est l’un des foyers. Les
équations perturbées sont celles où l’on rajoute les forces d’attraction entre
la terre et les autres planètes en supposant que ces dernières décrivent toutes
des orbites elliptiques selon les lois de Kepler. Le paramètre ε correspond au
rapport de la masse du soleil à celles des planètes : ε ≈ 1/1000. L’échelle
de temps rapide est de l’ordre d’une période de révolution, quelques années.
L’échelle de temps lente est de l’ordre de quelques millénaires. La question
est alors de savoir si ces petites perturbations d’ordre ε peuvent entraîner à
terme, i.e. à l’échelle du millénaire, une dérive systématique des longueurs
du grand axe et du petit axe de la trajectoire de la terre, ce qui aurait des
conséquences catastrophiques pour le climat. En fait, les calculs (moyenni-
sation) montrent qu’il n’en est rien. En revanche, l’excentricité des orbites
oscille lentement. Ces oscillations influencent le climat.
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C.2 Le résultat de base
Considérons le système
dx
dt
= εf(x, z, ε)
dz
dt
= g(x, z, ε)
On passe de cette forme à la forme (Σε) choisie pour énoncer le théorème
de Tikhonov (Théorème 15) par un simple changement d’échelle de temps.
On remplace t par t/ε. L’échelle de temps rapide correspond maintenant à t
d’ordre 1 et l’échelle de temps lente à t de l’ordre de 1/ε.
Le régime oscillatoire le plus simple pour y est le régime périodique, de
période T :
y =
(
y1
y2
)
,

dy1
dt
= y2 = g1(x, y, ε)
dy2
dt
= − [2pi
T
]2
y1 = g2(x, y, ε),
Sans changer de notation, on pose f(x, y(t), ε) = f(x, t, ε) : f est régulière
en x et dépend de t de façon périodique (période T ). Le système perturbé
s’écrit alors
dx
dt
= εf(x, t, ε), 0 ≤ ε 1 (C.1)
Le système moyenné (ou système lent) est alors
dz
dt
= ε 1
T
∫ T
0
f(z, t, 0) dt
déf
= εf(z) (C.2)
Remplacer les trajectoires du système instationnaire (C.1) par celles du sys-
tème stationnaire (C.2), revient alors à lisser les trajectoires de (C.1). Comme
pour le théorème 16, si le système moyen admet un point d’équilibre hyper-
boliquement stable (les valeurs propres du tangent sont toutes à partie réelle
strictement négative) alors le système perturbé oscille légèrement autour de
cet équilibre moyen.
De façon plus rigoureuse, théorème suivant montre qu’à un point d’équi-
libre hyperbolique du système moyen correspond une petite orbite périodique
du système perturbé (C.1) (démonstration dans [25]).
Théorème 38 (Moyennisation à une fréquence). Considérons le système
perturbé (C.1) avec f régulière. Il existe un changement de variables, x =
z + εw(z, t) avec w de période T en t, tel que (C.1) devienne
dz
dt
= εf(z) + ε2f1(z, t, ε)
avec f définie par (C.2) et f1 régulière de période T en t. De plus,
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(i) si x(t) et z(t) sont respectivement solutions de (C.1) et (C.2) avec comme
conditions initiales x0 et z0 telles que ‖x0 − z0‖ = O(ε), alors ‖x(t)−
z(t)‖ = O(ε) sur un intervalle de temps de l’ordre de 1/ε.
(ii) Si z est un point fixe hyperbolique stable du système moyenné (C.2), alors
il existe ε > 0 tel que, pour tout ε ∈]0, ε], le système perturbé (C.1) ad-
met une unique orbite périodique γε(t), proche de z (γε(t) = z +O(ε))
et asymptotiquement stable (les trajectoires démarrant près de γε(t)
ont tendance à s’enrouler autour de cette dernière). L’approximation,
à O(ε) près, des trajectoires du système perturbé (C.1) par celles du
système moyenné (C.2) devient valable pour t ∈ [0,+∞[.
Il est instructif de voir comment est construit le changement de coordon-
nées x = z + εw(z, t) en enlevant à x des termes oscillants d’ordre ε (w de
période T en t). On a, d’une part,
dx
dt
=
dz
dt
+ ε
∂w
∂z
(z, t)
dz
dt
+ ε
∂w
∂t
(z, t)
et, d’autre part,
dx
dt
= εf(z + εw(z, t), t, ε)
Ainsi
dz
dt
= ε
(
I + ε∂w
∂z
(z, t)
)−1 [
f(z + εw(z, t), t, ε)− ∂w
∂t
(z, t)
]
= ε
[
f(z, t, 0)− ∂w
∂t
(z, t)
]
+O(ε2)
Comme la dépendance en t de w est T -périodique, il n’est pas possible d’an-
nuler complètement le terme d’ordre 1 en ε car il n’y a aucune raison pour
que la fonction définie par ∫ t
0
f(z, s, 0) ds
soit T -périodique en temps. En revanche, on peut éliminer la dépendance en
temps du terme d’ordre 1 en ε. Il suffit de poser
w(z, t) =
∫ t
0
(
f(z, s, 0)− f(z)) ds
(noter que w est bien de T -périodique) pour obtenir
dz
dt
= εf(z) +O(ε2)
Si cette approximation n’est pas suffisante, il faut prendre en compte les
termes d’ordre 2 et éliminer leur dépendance en temps par un changement
de variable du type x = z+εw1(z, t)+ε2w2(z, t) avec w1 et w2 T -périodique.
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C.3 Un exemple classique
Soit l’équation du second ordre suivante :
d2θ
dt2
= −θ + ε(1− θ2)dθ
dt
.
C’est l’équation d’un pendule pour lequel on a rajouté un petit frottement
positif pour les grandes amplitudes (θ > 1) et négatif pour les petites (θ < 1).
Mettons d’abord ce système sous la forme standard
dx
dt
= εf(x, t, ε)
Le terme oscillant vient du système non perturbé
d2θ
dt2
= −θ
dont les orbites sont des cercles. Les phénomènes lents (échelle de temps 1/ε)
sont clairement relatifs aux rayons de ces cercles (i.e. les amplitudes des
oscillations). C’est pourquoi il convient de passer en coordonnées polaires
en posant θ = r cos(ψ) et d
dt
θ = r sin(ψ). Dans ces coordonnées, le système
perturbé s’écrit
dr
dt
= ε[1− r2 cos2(ψ)] sin2(ψ)
dψ
dt
= −1 + ε sin(ψ) cos(ψ)[1− r2 cos2(ψ)]
ψ est quasiment égal, à une constante près, au temps −t. On peut écrire
dr
dψ
=
dr
dt
dt
dψ
.
Ainsi, on se ramène à la forme standard en prenant ψ comme variable de
temps
dr
dψ
= ε
[1− r2 cos2(ψ)] sin2(ψ)
−1 + ε sin(ψ) cos(ψ)[1− r2 cos2(ψ)] = εf(r, ψ, ε)
Le système moyenné est alors
du
dψ
= −ε
8
u(4− u2)
u = 2 est un point d’équilibre hyperbolique attracteur pour ψ → −∞, i.e. t→
+∞. Donc pour ε suffisamment petit, l’équation perturbée possède un cycle
C.4. RECHERCHE D’EXTREMUM (EXTREMUM SEEKING) 221
limite hyperbolique attracteur donc l’équation est approximativement θ2 +
d
dt
θ2 = 4 +O(ε).
L’inconvénient principal de la théorie des perturbations est qu’il faut, dès
le départ, avoir une idée assez précise de ce que l’on cherche : il convient de
trouver un petit paramètre ε et d’isoler la partie rapide du système. À ce
niveau l’intuition physique joue un rôle important.
C.4 Recherche d’extremum (extremum seeking)
Figure C.1 – Boucle "extremum seeking" ; pour le système statique y =
f(u) où f n’est pas connue mais uniquement supposée KC2, u converge vers
un minimum local de f lorsque la pulsation ω est choisie assez grande et
l’amplitude a assez petite ((k, h) sont deux autres paramètres > 0).
Pour conduire une optimisation en temps-réel, en ligne et sans modèle,
les ingénieurs ont souvent recours à une boucle de feedback décrite sur la
figure C.1. Ce type de boucle est aussi couramment utilisé en spectroscopie
pour ajuster, par exemple, la fréquence u d’un laser sur une fréquence ato-
mique en cherchant le maximum d’un signal de fluorescence y = f(u), la
fonction f ayant la forme d’une Lorentzienne dont on cherche le maximum :
f(u) = p1
(u−u¯)2+p2 + p3 avec p1, p2, p3 > 0 paramètres inconus et u¯, l’argument
du maximum de f , étant aussi inconnu.
Les équations associées au schéma bloc de la figure C.1 sont
d
dt
v = −k sin(ωt)(f(v + a sin(ωt))− ξ), d
dt
ξ = h(f(v + a sin(ωt))− ξ).
Supposons que f admette un minimum local en u = u¯, avec l’approximation
f(u) ≈ f¯ + f¯ ′′
2
(u − u¯)2 où f¯ = f(u¯) et f¯ ′′ = f ′′(u¯) > 0. Pour v autour de u¯
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on a le système approché (a assez petit) :
d
dt
v = −k sin(ωt)
(
f¯ +
f¯ ′′
2
(v + a sin(ωt)− u¯)2 − ξ
)
d
dt
ξ = h
(
f¯ +
f¯ ′′
2
(v + a sin(ωt)− u¯)2 − ξ
)
Alors si les gains (k, a, h, ω) sont tels que
akf¯ ′′  ω, h ω
on peut utiliser l’approximation séculaire et prendre la moyenne sur une
période en temps. Le système moyen est alors simplement
d
dt
v =
akf¯ ′′
2
(u¯− v), d
dt
ξ = h
(
f¯ +
f¯ ′′
2
(
(u¯− v)2 + a
2
)
− ξ
)
.
Ce système triangulaire converge alors vers l’équilibre hyperbolique v = u¯ et
ξ = af¯
′′
4
.. Comme u = v + a sin(ωt) on voit que u converge en moyenne vers
u¯.
C.5 Boucle à verrouillage de phase PLL
On dispose d’un signal d’entrée v(t) bruité dont on souhaite estimer en
temps réel la fréquence : cette dernière se situe autour d’une fréquence de
référence notée ω0 > 0. Ainsi on a v(t) = a(t) cos(θ(t)) + w(t) avec |θ˙ −
ω0|  ω0, a(t) > 0 avec |a˙|  ω0a et w(t) un bruit. L’écart type de w
peut être bien plus grand que l’amplitude a : le rapport signal sur bruit
peut être très défavorable. Pour ce faire, on dispose de circuits électroniques
analogiques ou de systèmes digitaux, dits de type PLL 1, qui donnent en
temps-réel une estimation non bruitée de la fréquence d’entrée d
dt
θ : ce type de
circuits spécialisés se retrouve dans quasiment tous les systèmes électroniques
de télé-communication (téléphone portable, carte WiFi, fibre optique, laser,
horloges atomiques, GPS,....). Les PLL sont aussi utilisés par les physiciens
pour mesurer très précisément les constantes fondamentales 2. Le principe
de fonctionnement des PLL s’analyse très bien avec la moyennisation à une
fréquence.
La figure C.2 donne un schéma bloc simplifié et de principe : chaque bloc
correspond soit à un circuit spécifique dans le cas d’une PLL analogique, soit
à une étape de l’algorithme pour une PLL digitale. La dynamique est régie
1. PLL pour Phase-Locked Loop.
2. A.L. Schawlow (physicien, prix Nobel 1981 pour ses travaux sur la spectroscopie
laser) disait que pour avoir une mesure très précise, il faut mesurer une fréquence.
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Figure C.2 – Le schéma bloc d’une PLL : la quantité ω0(1 − kx) est une
estimation filtrée de la fréquence d
dt
θ du signal d’entrée v qui peut être très
fortement bruité et dont l’amplitude a n’est pas connue.
par
d
dt
x = kfω0(v(t) sinφ− x), d
dt
φ = ω0(1− kx)
où  est un petit paramètre positif, kf et k deux gains positifs. On pose
v(t) = a cos θ avec d
dt
θ = ω0(1 + p) où a > 0 et p sont des paramètres
inconnus mais constants. Comme 2 cos θ sinφ = sin(φ− θ) + sin(φ+ θ), avec
∆ = φ− θ et σ = φ+ θ, le système
d
dt
x = kfω0(a cos θ sinφ− x), d
dt
φ = ω0(1− kx), d
dt
θ = ω0(1 + p)
devient dans l’échelle de temps σ ( d
dt
σ = ω0(2 + (p− kx)))
d
dσ
x = kf
a
2
sin ∆ + a
2
sinσ − x
2 + (p− kx) ,
d
dσ
∆ = − p+ kx
2 + (p− kx) .
Ainsi, on est sous la forme standard du théorème 38 avec σ à la place de t.
Le système moyen est
d
dσ
x = kf
a
2
sin ∆− x
2 + (p− kx) ,
d
dσ
∆ = − p+ kx
2 + (p− kx) .
On néglige des termes d’ordre 2 en  et on prend comme système moyen :
d
dσ
x =
kf
2
(a
2
sin ∆− x
)
,
d
dσ
∆ = − 
2
(p+ kx).
Ce système s’écrit aussi sous la forme d’une seule équation du second ordre
avec σ/ς = 
√
kfka/8
d2
dς2
∆ = −
√
2kf
ka
d
dς
∆−
(
sin ∆− 2p
ak
)
.
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On choisit le gain k assez grand pour que
∣∣ 2p
ak
∣∣ < 1. Ainsi on pose sin ∆¯ = 2p
ak
avec ∆¯ ∈] − pi
2
, pi
2
[. Ce système admet donc deux points d’équilibre (angle
défini à 2pi près) :
– ∆ = pi − ∆¯ est un col (deux valeurs propres réelles de signes opposés)
– ∆ = ∆¯ est localement asymptotiquement stable (deux valeurs propres
à partie réelle strictement négative).
On reprend en partie les arguments utilisés pour le PI avec anti-emballement
(systèmes autonomes dans la plan, section 1.3.5). Ici, il faut faire un peu
attention car l’espace des phases est un cylindre et non un plan. Une étude
complète est faite au chapitre 7 de [5]. Nous en résumons ici les grandes
lignes :
– Le calcul de la divergence du champ de vecteur dans les coordonnées
(∆,Ω = d∆
dς
) donne −
√
2kf
ka
< 0. Les trajectoires sont bornées dans le
cylindre (la vitesse est bornée).
– Ainsi, il ne peut y avoir au plus qu’une seule orbite périodique et de
plus elle fait un tour autour du cylindre.
– Pour k et kf assez grands, on a deux points d’équilibre et on n’a pas
d’orbite périodique (bifurcation globale fondée sur l’espace rentrant du
col pi − ∆¯).
Pour k et kf assez grands ∆ = φ − θ converge donc vers une constante.
C’est le verrouillage de phase : la différence ∆ entre la phase φ de la PLL et
la phase θ du signal d’entrée à analyser converge vers une valeur constante
définie à 2pi près : φ = θ + cte.
Ainsi d
dt
φ converge vers d
dt
θ, comme d
dt
φ = ω0(1 − kx), on voit que l’on
a une estimation peu bruitée de la fréquence d’entrée d
dt
θ avec ω0(1 − kx).
Pour cela, nous n’avons pas eu besoin de connaître précisément l’amplitude a.
Noter que la même PLL donne, lorsque la fréquence reste fixe, les modulations
de phase.
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