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Abstract— When learning behavior, training data is often
generated by the learner itself; this can result in unstable
training dynamics, and this problem has particularly important
applications in safety-sensitive real-world control tasks such as
robotics. In this work, we propose a principled and model-
agnostic approach to mitigate the issue of unstable learn-
ing dynamics by maintaining a history of a reinforcement
learning agent over the course of training, and reverting to
the parameters of a previous agent whenever performance
significantly decreases. We develop techniques for evaluating
this performance through statistical hypothesis testing of con-
tinued improvement, and evaluate them on a standard suite
of challenging benchmark tasks involving continuous control
of simulated robots. We show improvements over state-of-
the-art reinforcement learning algorithms in performance and
robustness to hyperparameters, outperforming DDPG in 5 out
of 6 evaluation environments and showing no decrease in
performance with TD3, which is known to be relatively stable.
In this way, our approach takes an important step towards
increasing data efficiency and stability in training for real-world
robotic applications.
I. INTRODUCTION
Online behavior learning, typically in the form of deep
reinforcement learning (RL), has demonstrated significant
successes in recent years [1, 2, 3, 4]. In these algorithms,
a learning agent begins with minimal knowledge of the
domain, and discovers behavior through trial and error to
optimize a task-dependent reward function. An agent of this
form implements a recursive procedure in which it generates
a training dataset for itself to learn from, bootstrapping from
a blank slate to useful behavior effectively through self-
supervision.
A potential issue in these recursive learning systems is
the importance of monotonic improvement, and the conse-
quences of performance degradation during training. As long
as the system is improving, it continues to provide itself with
useful and relevant training data. However, if performance
decreases, due to errors in function approximation [5, 6, 7],
suboptimal hyperparameters [8, 9], or poor exploration [10,
11, 12], the data being generated may be insufficient for the
agent to swiftly recover. This can result in unstable learning
dynamics that dramatically reduce data efficiency, and has
implications for safety-sensitive domains in which sudden
performance decreases can be dangerous.
The issues of data efficiency and safety have particular
impact on the applicability of RL in robotics. Robot training
data can be expensive in terms of power costs, hardware fail-
ure and human supervision, and unstable learning dynamics
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Fig. 1: Our proposed method periodically evaluates the current policy of
a reinforcement learning agent against previous checkpoints, calculating
the probability of continued policy improvement based on the evaluation
rewards. If the probability is lower than an empirically estimated threshold,
the network parameters are reverted to the previously best performing policy,
avoiding further performance degradation.
exacerbate all of these expenses. Although the training time
can be reduced through parallelization and extensive data re-
use [13, 14], data efficiency is always an important metric
to improve, and recovering from performance degradation as
early as possible is a priority whenever real-world hardware
is involved.
In this work, we address the issue of recovering from
failures during training, by introducing a principled mech-
anism for rolling back parameter updates as soon as they
result in a significant decrease in performance (see Figure 1).
We develop and evaluate a family of related techniques that
dynamically test the hypothesis that the agent is continuing to
improve. Our approach is completely agnostic to choices of
model architecture, RL algorithm, task domain, and specific
details of the reward function such as density and magnitude.
We demonstrate performance improvements over state-of-
the-art deep RL algorithms on a standard benchmark suite
of simulated continuous robot control tasks, including ro-
bustness to variations in nominal values of hyperparameters
and excessively high learning rates that cause unaugmented
algorithms to fail. We also show that the threshold parameter
we introduce is not sensitive and has a wide range of
high-performing values. Our approach also has very low
computational overhead, making it an attractive candidate
to improve stability of a wide variety of online behavior
learning approaches with little cost.
II. RELATED WORK
When learning behavior online, tasks are typically for-
mulated as Markov Decision Processes (MDPs), with a
particular environment defined by a set of states, actions,
and a transition and reward function. The objective of the
behavior policy is to map states to actions in order to
maximize the sum of discounted rewards, and RL approaches
this optimization problem by learning from self-supervised
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data. Training using self-generated data relies heavily on the
quality of the data gathering policy, such that exploring a
poor direction in parameter space can result in low-quality
data insufficient for the learning agent to quickly recover.
In this section, we discuss literature related to the issues of
stability and safety in online learning.
Policy degradation has many potential causes. Some
sources of instability include value function overestimation,
which can be mitigated by using multiple value functions,
and the high variance of the REINFORCE gradient estimator,
which is often addressed by subtracting a learned baseline
[1, 2, 6, 7, 15, 16]. These techniques improve stability in the
optimization procedure itself, but do not attempt to explicitly
recover from training failures. Trust region algorithms such
as TRPO [17] and PPO [18] implement a constrained policy
update in order to ensure stability and monotonic policy
improvement. While constraining the magnitude of policy
changes can successfully prevent large negative performance
changes, it can also limit large positive improvements to the
policy. In contrast, because we do not attempt to constrain the
optimization procedure, our approach allows for arbitrarily
large improvements to the policy while enabling recovery
from catastrophic failures.
In the multi-task setting, learning different tasks sequen-
tially without replay can result in a form of instability
known as catastrophic forgetting. This phenomenon has been
mitigated to some degree with various forms of distillation
and network consolidation [19, 20, 21, 22, 23]. These ap-
proaches are intended to address the multi-task setting, in
which the statistics of the environment (in particular, the
reward function) change during the course of learning, and
often assume known task boundaries. In this work, we are
considering the single-task setting in which the goal is not
to incorporate multiple behaviors into one policy, but to
quickly recover when the single policy exhibits a significant
performance decrease.
Safety is an important topic in robotics due to the danger
and cost of real-world hardware, and safe learning has
been addressed in contexts such as collision avoidance [24,
25, 26]. These methods explicitly define the behavior to
be avoided and are useful in environments where safety
boundaries on behavior can be specified in advance, typically
from cues such as force sensing.
In the domain of visual navigation, intra-episode check-
points have been used to enable agents to recover to earlier
states mid-behavior [27], which is similar in spirit to our
proposal, but operating on the scale of behavior; in our work,
recovery is performed on the scale of the learning procedure,
spanning many episodes. Checkpoints and recovery have
also been studied in the context of fault-tolerant computing
systems and time warp protocols [28, 29], with RL used to
learn dynamic checkpointing and recovery schemes.
Our approach derives from motivations similar to early
stopping in supervised learning, in which overfitting can be
mitigated by monitoring validation error over the course of
training, and stopping when improvement ceases [30]. Al-
though effective in the non-recursive setting of static datasets
Algorithm 1: Ctrl-Z
1 Initialize actor network piφ , critic networks Qθ1 , Qθ2
with random parameters φ , θ1, θ2;
2 Initialize target networks φ ′← φ , θ ′1← θ1, θ ′2← θ2;
3 Initialize replay buffer B, episode number n = 0;
4 Randomly perturb hyperparameters;
5 for t = 1 to T do
6 Select action with exploration noise a∼ pi(s)+ ε
and observe reward r and new state s′;
7 Store transition tuple (s,a,r,s′) in B;
8 Update n = n+1 if episode done;
9 Sample mini-batch of N transitions (s,a,r,s′) from
B and update φ , φ ′, θ1, θ ′1, θ2, θ
′
2 according to
standard TD3/DDPG;
10 if n mod N then
11 Evaluate piφ by repeating steps 6-7 for M
episodes and observe episode rewards
R = [R1,R2, ...RM];
12 Calculate ρ = [ρ1,ρ2, ...] according to Eqn. 1
for current policy compared against each
previous policy;
13 if min(ρ)< ρthreshold then
14 Revert to previous policy corresponding to
min(ρ);
15 end
16 end
17 end
and supervised learning, the idea does not straightforwardly
apply here, as RL datasets are non-stationary (due to being
generated by agents that are constantly changing). In both
cases however, the goal is to make sure we are always
deploying the best version of our model.
To this end, we explicitly monitor policy improvement
and decide when to revert, by keeping a history of previous
parameters and their performance [31]. Population-Based
Training (PBT) [8] is a distributed version of this idea,
evaluating agents being trained with slightly varying hyper-
parameters and copying high-performing parameters to low-
performing individuals in the population. This makes PBT
highly effective in stochastic optimization of hyperparame-
ters, although as is common with evolutionary approaches,
it comes at significant computational cost.
We propose to mitigate stability issues during the training
of recursive learning methods, by introducing a principled
mechanism for rolling back parameter updates as soon as
they result in a significant decrease in performance. Our
approach is agnostic to choices of model architecture, RL
algorithm, task domain, and we provide metrics that are
robust to variations in reward function such as density and
magnitude, and has very low computational overhead.
III. METHOD
We propose a principled method for quickly detecting
significant decreases in policy performance, and propose to
Fig. 2: Examples of histograms, shown with their best corresponding Gaussian fit, over the course of training on the Hopper-v1 environment
avoid catastrophic failure by reverting to the best performing
policy. We frame the problem as a continual hypothesis
testing procedure in which we are always attempting to reject
the hypothesis stating that our agent is continuing to improve.
If at any point during the course of training we are able to
reject this hypothesis, then we restore the policy to the best
performing previous version.
Our approach works as follows: After every N episodes
of training, we freeze the weights of the neural networks
and evaluate the agent on that task for M episodes, saving
weights of the policy and the episodic rewards it achieved
during evaluation. We then test the hypothesis that the agent
is continuing to improve, by comparing the current policy
performance to the previous checkpoints, thereby determin-
ing whether to revert to the last best policy (summarized in
Algorithm 1).
The choice of metric for determining when the agent
should revert to a previous checkpoint is an important factor
in ensuring continual performance improvement. A variety
of metrics are possible, such as comparing the distribution of
the episodic rewards based on a naı¨ve summary statistic such
as the mean episode reward; fitting a standard distribution
for each set of evaluations and analytically calculating the
probability of each policy being superior; or calculating
the empirical probability of superiority directly by non-
parametric comparison of individual samples.
Analytical approaches based on fitting a standard distribu-
tion carry more information than simple scalar comparisons,
because they can take the variance of the data into account.
In general, the probability of any distribution being stochas-
tically greater than another can be formulated as:
P(Rcurr > Rprev) =
∫ ∞
−∞
pcurr(x)(1−CDFprev(x))dx
where pcurr(x) is the marginal probability under the cur-
rent distribution and CDFprev(x) is the cumulative distribu-
tion function of the previous distribution. Gaussian approx-
imations are common, and the analytical probability of the
current distribution of rewards being stochastically greater
than the previous distribution is given as:
P(Rcurr > Rprev) = 1−Φ
(
− µ
σ
)
µ = µRcurr −µRprev
σ2 = σ2Rcurr +σ
2
Rprev
where Rcurr and Rprev are the current and previous reward
distributions defined by (µRcurr ,σRcurr ) and (µRprev ,σRprev ) re-
spectively, the required distribution is a Gaussian defined by
(µ , σ ), and Φ is the error function that defines the cumulative
distribution function of that Gaussian. This approach is
effective if the reward distributions are known a priori to
be approximately Gaussian.
To evaluate whether our data is sufficiently Gaussian to use
this approach, we conducted preliminary experiments and ob-
served the distributions of total episode rewards over several
episodes for our test environments. As seen in Figure 2, we
noticed that a Gaussian is not always a good fit to the data.
In fact, fitting any typical standard distribution in cases like
this would result in an inaccurate representation of the data
due to heavy irregularity. Moreover, the distribution changes
significantly over the course of training, invalidating the use
of a single standard family of distributions. This emphasizes
the importance of understanding the empirical distribution of
the rewards before using an analytical comparison based on
distribution fitting.
In practice, prior knowledge of the reward distribution
over the course of training is not always available. In
these situations, a non-parametric hypothesis test may be
appropriate. We propose a metric based on the ρ statistic
of the Mann-Whitney U-test [32], a well-established non-
parametric hypothesis test in statistical analysis. The ρ
statistic is obtained by performing a pairwise comparison of
samples to calculate how many samples from one distribution
are greater than samples from the other, and dividing the
result by the maximum of that value, which is the total
number of comparisons:
ρ = P(Rcurr > Rprev) =
1
M2
M
∑
i=1
M
∑
j=1
1(R(i)curr > r
( j)
prev) (1)
where R(i)curr and R
( j)
prev are episodic rewards from the
evaluation set for the current and previous distributions
respectively, and 1(·) is the indicator function that returns
1 if and only if its argument is true. Intuitively, counting
the total number of samples from one distribution that
are greater than the other provides approximate distribution
comparison without explicit definition of the distribution. As
it is concerned only with ordinal rank, the Mann-Whitney U-
test is also independent of the magnitude of the rewards,
making it robust to outliers in the reward function. In
both the analytical and empirical case we compare whether
the test statistic is lower than a pre-defined significance
threshold, in which case we reject the hypothesis of continual
improvement. See Section IV for sensitivity analysis and
selection of this significance threshold.
The evaluation tests are conducted across all checkpoints
in history, and in case of a rejection of the hypothesis of
continual improvement, the policy reverts to the best previous
parameter set, defined as the checkpoint with the widest
comparison margin against the current policy. Note that
storing these checkpoints incurs only a minor cost: with some
rare exceptions, complete parameters for most contemporary
networks occupy only a few megabytes of memory. Where
storage is a concern however, storing only a small number
of the best previous networks instead of the entire history
should improve resource usage while having little impact on
the effectiveness of our method.
In summary, we propose an approach to reduce instability
in deep RL by periodically evaluating the probability of con-
tinued policy improvement using informative methods such
as distribution comparison and the Mann-Whitney U-test to
attempt to reject the hypothesis of continual improvement,
in which case we revert to the previous best policy. In this
way, the agent has the potential to avoid catastrophic failure
that would otherwise prevent the gathering of sufficiently
high-quality data to recover.
IV. EXPERIMENTAL RESULTS
We evaluate our approach on a standard benchmark suite
of six OpenAI Gym Mujoco environments for continuous
control of simulated robots [33, 34]: HalfCheetah-v1, Ant-
v1, Reacher-v1, Hopper-v1, Walker2d-v1 and Humanoid-v1
(see Figure 3). The desired behavior in these environments
is to maximize forward velocity, except for Reacher-v1
which is a target reaching task. Some of the environments
also have an inherent intermediate task of balancing to be
achieved before pursuing the real objective, increasing task
complexity. We use state-of-the-art off-policy algorithms for
continuous control, TD3 and the modified version of DDPG
described in [7], as the base learning algorithms, following
the architecture and training details reported.
We alternate between training the agent for 30 episodes
and evaluating for 20 episodes. The decision to revert to a
previous checkpoint is based on the episode rewards achieved
during the evaluation phase, as described in Section III.
For the algorithms augmented with our method, experience
obtained during the evaluation stage is added to the replay
buffer in order to not waste experience. To compensate for
Fig. 3: Examples of the standard OpenAI Gym MuJoCo environments (Left
to right: Ant-v1, Hopper-v1, HalfCheetah-v1)
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Fig. 4: Reward as a function of significance threshold. Note that there is a
wide range of high-performing choices, showing that our approach is not
sensitive and requires no precise tuning of this hyperparameter.
the batch of added experience, the networks are trained twice
as often for every timestep spent in evaluation, to maintain
the standard ratio of one training step per environment step.
In contrast to [7], in which the agent is evaluated for 10
episodes every 5000 timesteps with no exploration noise, we
report the training performance to demonstrate the effect of
our method on the actual learning. Additionally, we use the
RMSProp optimizer [35] to isolate the effectiveness of our
approach without the influence of momentum. The results
are reported over 1 million timesteps, including evaluation
steps, for each task, and shading represents one half standard
deviation.
A. Threshold Sensitivity Analysis
We first perform a sensitivity analysis of our proposed ap-
proach to the significance threshold for rejecting the hypoth-
esis of continual improvement. To evaluate the sensitivity
of our approach to this threshold specifically for recovering
from instability, we use a simple baseline-free REINFORCE
gradient estimator, known to have high variance [36], on the
standard formulation of the cartpole task with continuous
actions in the Mujoco simulator; the architecture used in
TD3 and DDPG but with only 32 hidden units per layer;
a standard discount factor of 0.95; and we train for the same
duration and use the same learning rate perturbations as the
experiments in Section IV-B.
We evaluate the Mann-Whitney variation of our technique
with a variety of thresholds between 0 and 0.5, and we record
performance over 50 seeds each. As shown in Figure 4, our
method shows insensitivity to the precise threshold value,
(a) Reacher-v1 (b) Ant-v1
Fig. 5: Sample performance of DDPG on tasks with a high learning rate of
0.002
with highest rewards achieved in the region between 0.05
and 0.2. We therefore use a value of 0.1 for the remainder
of the experiments.
B. High Learning Rate
A common cause of catastrophically large changes in a
policy is an excessively high learning rate. To evaluate our
approach against the instability caused by this particular
factor, we use DDPG to learn the tasks with a learning rate
of 0.002, which is 200% of the recommended value of 0.001
used in [7]. The experiment primarily evaluates the Mann-
Whitney variant of our approach, with the comparison of
mean episode rewards as an augmented baseline.
Figure 5 demonstrates that our method helps the agent
recover from degenerate policies. Compared to the unaug-
mented approaches which take a long time to recover from
performance degradation, our method detects such drops
and swiftly restores performance. A higher learning rate
generally results in quicker gradient descent, and so faster
policy learning. However, the resulting large gradient steps
may prevent the policy from settling into a minimum, and
may even cause catastrophically large updates that result in
policy failure. Our method is capable of recovering from
these events by reverting to the previous best policy.
C. Randomized Hyperparameters
One common source of instability is suboptimal hyperpa-
rameters, and precise hyperparameter values are often very
difficult to tune. DDPG is known to be sensitive to hyper-
parameter values while TD3 allows for slight deviations. In
these experiments, we augment TD3 and DDPG with our
method and evaluate their robustness to instability due to
variations in hyperparameters by randomly perturbing all
hyperparameters between 50% and 150% of their original
values as given in [7]. These variations are greater than the
range used (20% to 120%) in [8], with far more deviation
from the norm. The perturbed hyperparameters were kept
constant across the different methods for each seed and the
results reported across all the hyperparameter values.
As shown in Figures 6 and 7, unaugmented DDPG has
a greater tendency to be unstable during training and has
difficulty in recovering compared to TD3. Our approach
of dynamic monitoring of the policies and reverting to the
previously best policy therefore improves DDPG the most,
while not significantly affecting the performance of TD3.
The particular choice of which variant of our method to use
has a small impact, with the Mann-Whitney variant having
a greater performance in general (see Figure 8).
V. CONCLUSION
In this paper we address instability resulting from behavior
learning approaches that rely on self-collected experience,
This unreliable performance and data inefficiency is undesir-
able in safety-sensitive real-world domains such as robotics.
To this end, we develop a principled approach that periodi-
cally evaluates the performance improvement of a policy by
testing the hypothesis of continual improvement, and reverts
to the last checkpoint in the event of a drop in performance.
It is also independent of the model, algorithm and, in the case
of the Mann-Whitney variant, insensitive to the scale of the
reward function, as demonstrated by our experiments using
both on- and off-policy algorithms on a variety of simulated
robotic continuous control tasks.
We evaluated our method on a suite of six standard
benchmarks for simulated robotic continuous control and
compared performance against two state-of-the-art RL algo-
rithms in continuous control, DDPG and TD3. Our results
from experiments with high learning rates demonstrated that
our method is a viable option for maintaining stability of
learning, showing ability to recover from degenerate policies.
The experiments with randomly perturbed hyperparameters
demonstrated significant improvement over DDPG in 5 out
of the 6 evaluation environments and no decrease in per-
formance with TD3, which is known to be relatively stable
already. Our proposed approach shows little sensitivity to
the precise value of ρ threshold within a reasonable range
of values. Given the ability to revert to the best policy, our
method can be seen as a form of safe long-term exploration,
allowing the agent to explore a variety of directions in
parameter space while always being able to recover.
While our method limits performance degradation, in
its current state, the policy is not informed by the result
of the evaluations. A future version of our method could
incorporate the analysis of the evaluation experience, along
with the prior training experience, to determine the cause
of instability. Furthermore, our approach collects extra data
outside of training for evaluation, which may be costly in
real-world settings such as robotics. Although this experience
is used by the agent during training, reducing wastage, a
rolling, online evaluation scheme would eliminate compute
cost of our method. Alternately, off-policy evaluations, a de-
veloping field focusing on evaluating an agent using a buffer
instead of taking steps in the environment [37, 38, 39], are
another promising way to reduce evaluation overhead. While
this work considered the single-task setting, our approach
could be extended to the multi-task setting as an autonomous
detector of task transitions in the absence of explicit task
labels.
(a) Walker2d-v1 (b) Ant-v1 (c) Reacher-v1
Fig. 6: Sample performance curves of DDPG in the presence of hyperparameter randomization (see Fig. 8 for full results)
(a) Hopper-v1 (b) Walker2d-v1 (c) Reacher-v1
Fig. 7: Sample performance curves of TD3 on randomized hyperparameters (see Fig. 8 for full results). Note that TD3 handles hyperparameter perturbations
better than DDPG.
(a) Performance as measured by mean lifetime reward using DDPG as the
base algorithm. A variant of our recovery method outperforms the baseline
in almost all the environments.
(b) Performance as measured by mean lifetime reward using TD3 as the
base algorithm. TD3 is inherently much more stable than DDPG, but our
recovery method does not significantly reduce performance
Fig. 8: Performance comparison of all the methods
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