In many real-life situations, e.g., when making an environmental decision, it is important to be able to predict long-term consequences of di erent decisions. Very often, these predictions must be done in the situation where the only available information consists of expert rules, which are formulated by words from natural language. One possible way to transform these expert words into numerical simulation (leading to prediction) is to use the fuzzy control methodology. However, there is a problem with using this methodology: it invokes replacing each word by a membership function, and this replacement drastically increases the required computer space (and thus, increases the computation time), i.e., it \de-granulates" the original compact description. It is, therefore, desirable to get from the original words directly to numerical simulations, thus avoiding this de-granulation.
From Expert Words to Numerical
Simulations: Necessity For many complex systems, long-term predictions are necessary. In the 20 century, there have been many situations in which an environmentrelated decision, that seemed, at rst, to be very reasonable and successful, turned out, in the long run, to have been a mistake. Such decisions include the use of pesticides (e.g., DDT), the design of some river dams, etc.
To avoid such mistakes, we must be able to predict long-term consequences of each decision.
Numerical simulations are needed. The ideal situation is when we have an analytical formula that would enable us to exactly predict the consequences of each decision. However, in reality, such formulas are extremely rare. In most cases, we have to rely on numerical simulations instead.
Often, expert words are the only information we have. In some cases, we know the di erential or di erence equations that describe the system. However, in many other cases, especially for environmental systems, we do not know the exact equations. Instead, we have the informal expert knowledge.
This knowledge is usually formulated in terms of rules that use only words from natural language, such as: \if x increases, then y slightly decreases".
We must transform (fuzzy) expert words into (crisp) numerical simulations. Thus, to make meaningful decisions, we must somehow transform the (fuzzy) expert words that describe the system's dynamics, into crisp equations that would enable us to run numerical (computer) simulations of the consequences of di erent possible decisions.
Simulations: How It Is Done Now
For the desired translation, we can use the experience of fuzzy control
There is an area where the methodology of transforming expert rules (like the one described above) into numerical formulas has been already successfully developed: the area of intelligent control based on fuzzy expert rules. The corresponding fuzzy control methodology was rst developed by Mamdani in 21, 22] (for the latest overview, see, e.g., see, Klir and Yuan 11] , Nguyen and Walker 32] , and Nguyen and Sugeno 31] ). So, we can use this methodology to transform expert words into numerical simulations.
Fuzzy control methodology: in brief
Why explain. This paper has three main objectives:
to explain the fuzzy control methodology and how it can be used for simulations; to explain the problems with applying this methodology to simulations, and to propose a better methodology. Thus, fuzzy control methodology is crucial for us, and so, we will brie y describe this methodology for those readers who are not 100% familiar with it (readers familiar with fuzzy control can skip this explanation). In this explanation, we will only describe the simplest (basic) version of fuzzy control.
Rules. In the fuzzy control methodology, we start with expert rules of the type If x 1 is A r1 , : : :, and x n is A rn , then u is B r . Here: x 1 ; : : :; x n are inputs, i.e., parameters whose values we measure in order to decide what control to apply (e.g., the position and velocity of a spaceship); u is the desired control (e.g., the force applied to the spaceship); r = 1; : : :; R is the rule number, and A ri and B r are words from natural language that are used in r-th rule, like \small", \medium", \large", \approximately 1", etc. To transform these rules into a precise control strategy u = u(x 1 ; : : :; x n ), we do the following:
First stage. First, we describe the words A ri and B r in numerical terms.
In fuzzy control methodology, we usually describe each such word by a membership function ri (x i ) (or, correspondingly, r (u)), i.e., a function that describes, for each x i , to what extent the experts believe this very value x i to satisfy the corresponding property A ri (e.g., to what extent the experts believe that x i is small).
These degrees of belief run from complete disbelief (x i does not satisfy the property A ri ) to complete belief, i.e., from \false" to \true". In the computer, \false" is usually represented by 0, and \true" by 1. Therefore, in most implementations, the membership functions take values from 0 to 1.
Second stage. Next, for each input (x 1 ; : : :; x n ), and for each possible value, we describe to what extent i-th rule holds, i.e., to what extent it is true that x 1 satis es the property A r1 , and x 2 satis es the property A r2 , : : :, and x n satis es the property A rn , and u satis es the property B r .
We have n + 1 statements A r1 (x 1 ); : : :; A rn (x n ); B r (u), and for each of these statements, we know its \degree of belief" (\truth value"). We are interested in the degree of belief of their \and"-combination (disjunction) A r1 (x 1 )& : : :&A rn (x n )&B r (u).
If all the combined statements were known to be exactly true or exactly false, then we would be able to use the known \and" operation for Boolean truth values. Thus, what we need is to generalize the traditional Boolean \and" operation, that is well de ned for truth values from the set f0; 1g, to the entire interval 0; 1].
Many such generalizations have been proposed; they are usually called \and"-operations, or t-norms. Two most widely used examples of t-norms are a&b = min(a; b) and a&b = a b.
In terms of a t-norm &, the degree of belief that r-th rule is applicable is equal to b r = r1 (x 1 )& : :
Third stage. To compute, for given x 1 ; : : :; x n , and u, the degree of belief that this u is a reasonable control for the given x 1 ; : : :; x n , we must estimate the degree of belief that one of the rules is applicable, i.e., that either the rst rule is applicable, or the second rule is applicable, etc. We know the degree of belief b r that each rule is applicable, so, to combine them, we need an extension _ of the Boolean \or"-operation to the interval 0; 1]. This extended \or"-operation is usually called a t-conorm.
The most widely used t-conorms are a _ b = max(a; b) and a _ b = a + b ? a b. So, for each u, we can estimate the desired degree of belief as (u) = b 1 _ : : : _ b R . Fourth stage. After the previous step, for every possible value u, we get the degree of belief (u) that u is a reasonable control. We need to use the membership function (u) to choose a single value u that corresponds to the given x 1 ; : : :; x n . The transformation from the (fuzzy) membership function (u) to a single (crisp) value u is called a defuzzi cation. In fuzzy control, one of the most widely used defuzzi cation procedures is the following centroid defuzzi cation:
Conclusion. As a result of this methodology, we get, for each set of values x 1 ; : : :; x n , a certain control; in mathematical terms, we describe control as a function of the inputs: u = u(x 1 ; : : :; x n ). This function is called a control strategy.
Successes of fuzzy control methodology. The resulting fuzzy control is used in various areas ranging from appliances (camcorders, washing machines, etc.) to automatically controlled subway trains in Japan to cement kilns to regulating temperature within the Space Shuttle.
2.3 How we can apply fuzzy control methodology to transform expert words into numerical simulation Let x 1 ; : : :; x n be parameters that describe the current state of a system that we are trying to simulate. Expert formulate the rules that describe, for each of these variables (i.e., for each i from 1 to n), how the rate of change u = _ x i of this variable depends on the values of this and other parameters. For example, a rule can be: \if x 1 is small, and x 2 is large, then u should be small".
The above-described methodology will then allow us to transform these rules into a numerical formula u = f i (x 1 ; : : :; x n ). Since u = _ x i , we get a system of di erential equations _ x i = f i (x 1 ; : : :; x n ), whose simulation describes the long-term consequences of the given decision.
3 First Problem with the Existing Approach:
The Problem of Choice
Formulation of the problem, and why it is important
The problem. On each step of the described methodology, we have lots of choices: we can choose di erent membership functions to represent di erent words; we can use di erent t-norms to represent \and"; we can use di erent \or"-operations to combine degrees of belief in di erent rules; and nally, we can use di erent defuzzi cation procedures. In principle, we can make all these choices based on knowledge elicitation techniques, i.e., based on the detailed interviews with experts. However: this detailed elicitation takes too much time, and, in reality, although we can force experts to make their statements more precise (this is exactly what knowledge elicitation is about), the resulting numbers will represent not so much expert knowledge, but the (rather arbitrary) result of our forcing. All the knowledge that expert can describe is already contained in the (fuzzy) rules, and although we can extract additional numbers from the experts, these numbers will not represent any additional knowledge.
Of course, we must use some knowledge elicitation, e.g., we must describe at least the range of what the experts mean by \small". However, with this partial knowledge elicitation, there are still lots of possible choices that are consistent with experts' knowledge.
It is very important to make the right choice. Di erent choices can lead to a drastically di erent quality of the resulting control or simulation, so making the right choice is very important.
How this choice is currently done in fuzzy control: general idea
For control, the choice can made based on di erent criteria; e.g., we should make choices for which: either the smallest number of rules is needed, on average, to approximate the given control with a given accuracy; or, the resulting control is the best according to the chosen criterion (i.e., is the most stable, or the most smooth, etc.). Let us brie y describe the situations in which the best choice is known.
Best choice in the sense of best approximation
Choice of membership functions. The authors of 23, 24] compared the quality of the approximation achieved by using di erent shapes of membership functions. Their numerical experiments have shown that in almost all test situations, the best approximation if we use the \sinc" membership function sin(x)=x.
The paper 12] contains a partial explanation of this result: namely, it is proven that in linear approximation, the function sin(x)=x is indeed the best (in some reasonable sense). It is desirable to extend this explanation to the general (non-linear) case.
Choice of \and" and \or" operations. In 41] , is is shown that the choice of the product a b as an \and" operation leads to a better approximation than the choice of the minimum min(a; b).
Choice of defuzzi cation. In 41] , is is shown that the above choice of the centroid defuzzi cation leads to a better approximation than the Mean of Maximum defuzzi cation. Choice of defuzzi cation. In 18, 19, 17, 14] , we show that the optimal defuzzi cation is given by the centroid formula.
A general description of known choices
These optimization results are in good accordance with the general grouptheoretic approach that enables us to classify techniques that are optimal relative to arbitrary reasonable criteria 18, 19, 39, 4, 26] .
Namely, we are looking for the best (optimal) choices. Normally, the word \best" is understood in the sense of some numerical optimality criterion. However, in our case of fuzzy choice, it is often di cult to formulate the exact numerical criterion. Instead, we assume that there is an ordinal criterion, i.e., that we can compare arbitrary two choices, but that we cannot assign numerical values to these choices. It turns out that in many cases, there are reasonable symmetries, and it is natural to assume that the (ordinal) optimality criterion is invariant with respect to these symmetries. Then, we are able to describe all choices that are optimal with respect to some invariant ordinal optimality criteria.
Right now, we are simply describing the main idea; in the next section, we will return to this idea, and describe it in more detail.
Second Problem with the Existing
Approach: De-Granulation
What causes this problem. The second problem with the existing fuzzycontrol approach is caused by its very nature, namely, by the fact that in this approach, the originally compact representation { in terms of words { is then replaced by a representation in terms of membership functions. This replacement causes problems.
Too much computer space. The necessity to represent every term by a function drastically increases the computer space that is necessary to store the corresponding information.
Too much time. This increase in storage space, in turn, drastically increases the computation time.
The problem re-formulated. We can reformulate this problem as follows:
the fuzzy control methodology \de-granulates" the original compact description, and this de-granulation causes an unnecessary increase in computation time.
However, if we take into consideration that these equations are invariant with respect to Lorentz transformations (that form the basis of Special Relativity) then we can compress these equations into two: F ;b ab = j a , and F ab;c + F bc;a + F ca;b = 0. Moreover, the very di erential equations themselves can be uniquely deduced from the corresponding symmetry requirements 8, 9, 13, 16] (see also 5, 6, 7] ).
It is possible to use symmetry. As we have mentioned, in our previous papers, we have shown that the symmetry group approach can be used to nd optimal membership functions, optimal t-norms and t-conorms, and optimal defuzzi cation procedures.
It is therefore reasonable to expect that the same approach can also be used to combine these steps and produce an (optimal) direct transformation from words to numerical results. 6 From the General Idea to Precise Methodology: Motivations, De nitions, and Results
Motivations
We must choose a family of functions. For each situation, and for each i from 1 to n, we must nd a function f i (x 1 ; : : :; x n ) that describes the dependence of the rate change _ x i on the current values x 1 ; : : :; x n : _ x i = f i (x 1 ; : : :; x n ).
In di erent situations, we will need di erent functions. Thus, one of our objectives is to describe the functions f i that correspond to di erent expert knowledge. In other words, we must select a family of functions. Comment about notations. In the following text, we will denote families of functions by capital letters, such as F, F 0 , G, etc.
Reasonable conditions on the desired family of functions, and what these conditions lead to. For a complex system, we usually have many independent processes that lead to the change in x i . These processes can be present separately or at the same time.
For example, the increase in ozone pollution can be caused by industrial pollution, or by frequent thunderstorms. If the rst factor leads to the rate f(x 1 ; : : :; x n ), and the second factor leads to the rate f 0 (x 1 ; : : :; x n ), then both factors together lead to the rate f(x 1 ; : : :; x n ) + f 0 (x 1 ; : : :; x n ).
Thus, if two functions are reasonable (i.e., belong to the desired family F), their sum should also be reasonable (i.e., should also belong to the same family F). In mathematical terms, the family F should be closed under addition.
The second condition on the desired family F follows from the fact that the intensity of a process can change. Thus, if f(x 1 ; : : :; x n ) is a reasonable rate of change, then for every real number , the product f(x 1 ; : : :; x n ) is also a reasonable rate of change: It is known, from linear algebra, that linear spaces can be described as follows: every linear space has a subset fe 1 ; e 2 ; : : :g called a basis, such that every element e from the linear space can be represented as a linear combination of elements from this basis: e = c 1 e 1 + c 2 e 2 + : : : The smallest possible number of elements in this basis is called a dimension of the linear space.
In principle, some spaces are in nite-dimensional, but with an in nite basis, we can represent an arbitrary function of n variables; so, if we want our family to be meaningful, we must restrict ourselves only to nitedimensional linear spaces, i.e., to linear spaces F formed by functions of the type f(x 1 ; : : :; x n ) = c 1 e 1 (x ; : : :; x n ) + : : :+ e m e m (x 1 ; : : :; x m ), where e j (x 1 ; : : :; x n ) are xed functions, and c j are arbitrary real numbers.
For such families, choosing the family means choosing the corresponding m functions e 1 (x 1 ; : : :; x n ); : : :; e m (x 1 ; : : :; x n ).
We must choose the best family of functions. We want to select the best transformation from expert words to functions. This means, in particular, that we are interested in choosing the best family of functions.
What is a criterion for choosing a family of functions? What does it mean to choose a best family of functions? It means that we have some criterion that enables us to choose between the two families.
Traditionally, optimality criteria are numerical, i.e., to every family F, we assign some value J(F) expressing its quality, and choose a family for which this value is maximal (i.e., when J(F) J(G) for every other alternative G). However, it is not necessary to restrict ourselves to such numeric criteria only.
For example, if we have several di erent families F that have the same prediction ability P(F), we can choose between them the one that has the minimal computational complexity C(F). In this case, the actual criterion that we use to compare two families is not numeric, but more complicated:
A family F 1 is better than the family F 2 if and only if { either P(F 1 ) > P(F 2 ), { or P(F 1 ) = P(F 2 ) and C(F 1 ) < C(F 2 ).
A criterion can be even more complicated. The only thing that a criterion must do is to allow us, for every pair of families (F 1 ; F 2 ), to make one of the following conclusions: the rst family is better with respect to this criterion (we'll denote it by F 1 F 2 , or F 2 F 1 ); with respect to the given criterion, the second family is better (F 2 F 1 ); with respect to this criterion, these families have the same quality (we'll denote it by F 1 F 2 ); this criterion does not allow us to compare the two families. Of course, it is necessary to demand that these choices be consistent.
For example, if F 1 F 2 and F 2 F 3 then F 1 F 3 .
The criterion must be nal, i.e., it must pick the unique family as the best one. A natural demand is that this criterion must choose a unique optimal family (i.e., a family that is better with respect to this criterion than any other family). The reason for this demand is very simple: If a criterion does not choose any family at all, then it is of no use. If several di erent families are the best according to this criterion, then we still have a problem to choose among those best. Therefore we need some additional criterion for that choice, like in the above example: If several families F 1 ; F 2 ; : : : turn out to have the same prediction ability (P(F 1 ) = P(F 2 ) = : : :), we can choose among them a family with minimal computational complexity (C(F i ) ! min).
So what we actually do in this case is abandon that criterion for which there were several \best" families, and consider a new \composite" criterion instead: F 1 is better than F 2 according to this new criterion if:
{ either it was better according to the old criterion, { or they had the same quality according to the old criterion and F 1 is better than F 2 according to the additional criterion. In other words, if a criterion does not allow us to choose a unique best family, it means that this criterion is not nal, we'll have to modify it until we come to a nal criterion that will have that property.
The criterion must not change if we change the measuring units for one of the variables x i . The exact mathematical form of a function f i (x 1 ; : : :; x n ) depends on the exact choice of units for measuring x 1 ; : : :; x n . If, for some j, we replace a unit for measuring x j by a new unit that is j times larger, then the same physical value that was previously described by a numerical value x j will now be described, in the new units, by a new numerical valuex j = x j = j . For example, if we replace centimeters by inches, with j = 2:54, then x j = 5:08 cm becomesx j = x j = j = 2 in.
How will the dynamical equations _ x i = f i (x 1 ; : : :; x j?1 ; x j ; x j+1 ; : : :; x n ) change if we use the new unit? In terms ofx j , we have x j = j x j , and thus, we have _ x i = f i (x 1 ; : : :; x j?1 ; j x j ; x j+1 ; : : :; x n ). In other words, if we change the measuring unit for x j , the same dynamics that was originally represented by a function f i (x 1 ; : : :; x j?1 ; x j ; x j+1 ; : : :; x n ), will be described, in the new units, by a functioñ f(x 1 ; : : :; x n ) = f i (x 1 ; : : :; x j?1 ; j x j ; x j+1 ; : : :; x n ).
If we make a similar replacement of the measuring units for several quantities x j , so that x 1 is replaced by a unit that is 1 times larger, x 2 by a unit that is 2 times larger, etc., then each function f i (x 1 ; : : :; x n ) will be replaced by a new functionf i (x 1 ; : : :; x n ) = ?1 i f i ( 1 x 1 ; : : :; n x n ). It is reasonable to assume that the relative quality of di erent families should not change if we simply change the units, i.e., if the family F is better than a family G, then the transformed familyF should also be better than the familyG.
We are now ready for the formal de nitions.
De nitions
De nition 1. Let two positive integers n; m 1 be xed, and let i n.
By a family F, we mean a collection of m di erentiable function e 1 (x 1 ; : : :; x n ); : : :; e m (x 1 ; : : :; x n ). We say that a function e(x 1 ; : : :; x n ) belongs to the family F (and that F contains the function e(x 1 ; : : :; x n )) if this function can be represented as a linear combination of the functions e j , i.e., if there exist m real numbers c 1 ; : : :; c m for which, for all x k , e(x 1 ; : : :; x n ) = c 1 e 1 (x 1 ; : : :; x n ) + : : : + c m e m (x 1 ; : : :; x m ). Two families F and G are considered equal if they contain the same functions.
Denotation. Let's denote the set of all possible families by .
Comment. In order to formalize the notion of an optimality criterion, we must describe that for some pairs of families, F is better than G, and for some other pairs, F is not better than G. To describe this \relation" it better, we must, thus, describe the set of all possible pairs (F; G) for which F is better than G. In mathematics, if a set is given:
the set of all pairs (F 1 ; F 2 ) of elements F 1 2 , F 2 2 , is usually denoted by . An arbitrary subset R of a set of pairs is called a relation on the set . If (F 1 ; F 2 ) 2 R, it is said that F 1 and F 2 are in relation R; this fact is denoted by F 1 RF 2 .
De nition 2. A pair of relations ( ; ) on a set is called consistent if it satis es the following conditions, for every F; G; H 2 :
(1) if F G and G H then F H; (2) F F; (3) if F G then G F; (4) if F G and G H then F H; (5) if F G and G H then F H; (6) if F G and G < H then F < H; (7) if F G then it is not true that G F, and it is not true that F G. Comment. The intended meaning of these relations is as follows:
F G means that with respect to a given criterion, G is better than F; F G means that with respect to a given criterion, F and G are of the same quality. Under this interpretation, conditions (1){(7) have simple intuitive meaning:
(1) if G is better than F, and H is better than G, then H is better than F; (2) every alternative F is of the same quality as itself; (3) if G is of the same quality as F, then F is of the same quality as G; (4) if F is of the same quality as G, and G is of the same quality as H, then F is of the same quality as H; (5) if G is better than F, and H is of the same quality as G, then H is also better than F; (6) if H is better than G, and F is of the same quality as G, then H is better than F; (7) if G is better than F, then F cannot be better than G and F cannot be of the same quality as G.
De nition 3. Assume a set is given. Its elements will be called alternatives.
By an optimality criterion, we mean a consistent pair ( ; ) of relations on the set of all alternatives.
{ If F G we say that F is better than G; { if F G we say that the alternatives F and G are equivalent with respect to this criterion. We say that an alternative F is optimal (or best) with respect to a criterion ( ; ) if for every other alternative G either F G or F G. We say that a criterion is nal if there exists an optimal alternative, and this optimal alternative is unique. Comment. In this paper, we will consider optimality criteria on the set of all families.
De nition 4. Let~ = ( 1 ; : : :; n ) be a tuple of positive real numbers.
By a~ -rescaling of a function f(x 1 ; : : :; x n ) we mean a functioñ f(x 1 ; : : :; x n ) = ?1 i f i ( 1 x 1 ; : : :; n x n ). By a~ -rescaling of a familyof functions F we mean the familyconsisting of~ -rescalings of all functions from F.
Denotation.~ -rescaling of a family F will be denoted by R~ (F). De nition 5. We say that an optimality criterion on is unit-invariant if for every two families F and G and for every vector~ , the following two conditions are true: i) if F is better than G in the sense of this criterion (i.e., F G), then R~ (F) R~ (G); ii) if F is equivalent to G in the sense of this criterion (i.e., F G), then R~ (F) R~ (G). Comment. As we have already remarked, the demands that the optimality criterion is nal and unit-invariant are quite reasonable. At rst glance they may seem rather trivial and therefore weak, because these demands do not specify the exact optimality criterion. However, these demands are strong enough, as the following theorem shows:
Main result
Theorem. If a family F is optimal in the sense of some optimality criterion that is nal and unit-invariant, then every function f i (x 1 ; : : :; x n ) from this family F is a linear combination of the functions of the type x 1 1 : : : x n n ln k1 (x 1 ) : : : ln kn (x n ); where j are complex numbers, and k j are non-negative integers. Comment. The above expression can be re-formulated without complex numbers; in this case, the basic functions are of the type x 1 1 sin( 1 ln(x 1 )+' 1 ) : : : x n n sin( n ln(x n )+' n ) ln k1 (x 1 ) : : : ln kn (x n ); where j , j , and ' j are real numbers, and k j are non-negative integers.
In particular, for n = 1, we get the following result:
Corollary 1. For n = 1, if an m-dimensional family F is optimal in the sense of some optimality criterion that is nal and unit-invariant, then every function f(x) from the family F is equal to a linear combination of the functions of the type ln p (x) x sin( ln(x) + '); where p is a non-negative integer, , and ' are real numbers.
Corollary 2. Let a 2-dimensional family F be optimal in the sense of some optimality criterion that is nal and unit-invariant. Then, every function f(x) from the family F has one of the following forms: 1. f(x) = C 1 x 1 + C 2 x 2 ; 2. f(x) = C 1 x + C 2 x ln(x); 3. f(x) = C x sin( ln(x) + ').
Comment. The optimal families that we have just described are exactly the ones that were described, on a semi-heuristic basis, by Ludwig von Bertalan y in his General System Theory (see, e.g., his books 2, 3]). Bertalan y mainly considered equations of the rst type. These so-called Bertalan y equations turned out to be very adequate for describing growth in biology (namely, the growth of individual organisms and of their organs), so adequate that they are routinely used by sheries in England and Japan and by by the Food and Agriculture Organization (FAO) of the United Nations. The following particular cases of the Bertalan y equation describe the simplest growth processes:
For 1 = 1, C 1 > 0, and C 1 = 0, we get the equation _ x = C 1 x that describe an exponential growth x(t) = C exp(C 1 t). Equations of the second type were originally proposed by Gompertz (for = 1). These equations describe, e.g., such growth processes as population dynamics (see, e.g., 33]), Thus, our general approach provides a precise mathematical justi cation for the (highly successful) semi-heuristic formulas of von Bertalan y's general system theory.
6.4 How to use this result: examples Example 1. If an increase in x 1 leads to a slower increase rate of x 2 , this means that we have a term in _ x 2 = f 2 (x 1 ; : : :; x n ) that is decreasing with x 1 . Since this terms should be monotonic, it should not contain sines, and therefore, it should be of the form C x 2 ln k (x 2 ). The exact values of the coe cients must be determined in one of the following two ways:
either by showing the expert the results of di erent values and asking this expert to choose the most appropriate value; or by tuning the resulting simulation to the actual recorded behavior of the system that we are simulating. What did we gain? At rst glance, there still seems to be a lot of freedom of choice, and this is inevitable, because we are developing a general formalism that should cover many di erent systems. However, we did gain a lot:
initially, we had the choice of choosing several arbitrary functions (membership function, etc.); now, we only need to choose a few parameters. We have less choice, thus, more granularity, and less computation time. 7 Case study: sedimental system This idea was used in geology, for simulating a sedimentary system (for details, see 35]). We tried a simpli ed system in which the state is characterized by the following three parameters:
x 1 = h is the hinterland elevation, x 2 = s is the sealevel elevation, and x 3 = r is the sediment transport rate. Several reasonable rules can be formulated about the evolution of these three variables; e.g.:
on one hand, sediment transport erodes the hinterland and eventually reduces its elevation; on the other hand, it causes isostatic uplift and thus, after a longer period of time, increases the hinterland elevation.
These two rules lead to the terms ?k 1 r(t? 1 ) 1 +k 2 r(t? 2 ) 2 in _ x 1 (t), where i are the appropriate time delays.
After transforming all other rules into the corresponding terms, we got a system of di erential equations, for which the numerical simulation is in very good accordance with the geological data.
Proof of the Proposition. Since the optimality criterion is nal, there exists a unique family F opt that is optimal with respect to this criterion, i.e., for every other F: either F opt F or F opt F. To prove that F opt = R~ (F opt ), we will rst show that the re-scaled family R~ (F opt ) is also optimal, i.e., that for every family F:
either R~ (F opt ) F or R~ (F opt ) F. If we prove this optimality, then the desired equality will follow from the fact that our optimality criterion is nal and therefore, there is only one optimal family (so, since the families F opt and R~ (F opt ) are both optimal, they must be the same family).
Let us show that R~ (F opt ) is indeed optimal. How can we, e.g., prove that R~ (F opt ) F? Since the optimality criterion is unit-invariant, the desired relation is equivalent to F opt R~ ?1 (F), where by~ ?1 , we denoted a tuple ( ?1 1 ; : : :; ?1 n ). Similarly, the relation R~ (F opt ) F is equivalent to F opt R~ ?1 (F).
These two equivalences allow us to complete the proof of the proposition. Indeed, since F opt is optimal, we have one of the two possibilities:
either F opt R~ ?1 (F), or F opt R~ ?1 (F).
with constant coe cients. A general solution of such a system is well known (see, e.g., 1]): it has a form E j (X 1 ) = X C jp exp( p X 1 ) X kp 1 ;
where p are complex numbers (eigenvalues of the coe cient matrix), C p are complex numbers, and k p are non-negative integers.
If we take into consideration the dependence on X 2 , then all the coecients of the formula (4) should depend on X 2 , i.e., E j (X 1 ; X 2 ) = X C jp (X 2 ) exp( p (X 2 ) X 1 ) X kp(X2) 1 :
Since the dependence on X 2 is smooth (hence, continuous), and k p is an integer, we conclude that k p is a constant: k p (X 2 ) = k p . The dependence on all other coe cients on X 2 can be determined from the fact that, similarly to (4), for a xed X 1 , we must have a similar expression in terms of X 2 :
E j (X 2 ) = X C 0 jp exp( 0 p X 2 ) X k 0 p 2 :
Thus, the only possible dependence of C jp on X 2 is a dependence of the type exp( 0 p X 2 ) X k 0 p 2 , and the only possible dependence of p on X 2 is linear, i.e., we get E j (X 1 ; X 2 ) = X C jp exp( p1 X 1 + p2 X 2 + 0 p X 1 X 2 ) X kp1 1 X kp2 2 : (7) We started with the system (3). This system remains similar if we make a linear change of variables, e.g., if we replace X 1 and X 2 by X 0 1 = X 1 + X 2 and X 0 2 = X 1 ? X 2 . Therefore, we would like to get a similar formula (7) in the new variables. If 0 p 6 = 0, we get the undesired quadratic term in the exponential expression. Thus, 0 p = 0, and (7) take the form E j (X 1 ; X 2 ) = X C jp exp( p1 X 1 + p2 X 2 ) X kp1 1 X kp2 2 : (7) Similarly, if we take into consideration the dependence on all n variables X k , we conclude that E j (X 1 ; : : :; X n ) = X C jp exp( p1 X 1 +: : :+ pn X n ) X kp1 1 : : : X kpn n : (8) Substituting X k = ln(x k ) into this formula (8), we get the desired expression for e j (x 1 ; : : :; x n ): e j (x 1 ; : : :; x n ) = X C jp x p1 1 : : : x pn n ln kp1 (x 1 ) : : : ln kpn (x n ): The theorem is proven.
