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Abstract 
The aim of this paper is to present an algorithm for computing orthogonal polynomials. The fast Fourier transform 
completes the connection given by Draux between the three-term recurrence relationship and the Euclidian algorithm. 
Applications to Hankel systems and numerical examples illustrate our purpose. 
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1. Introduction 
Recurrence relations or bordering techniques appearing in the algorithms for solving Toeplitz 
and Hankel systems have, for most of them, a forward implementation. Rather than building steps 
over smaller subproblems, we can extract steps from overgrowing problems. In this paper we 
propose such a strategy for computing orthogonal polynomials or for solving Hankel systems. The 
procedure consists, after computing the solution of a bigger but simpler convolution system, of 
going down by using backward recurrences. 
In Section 2, we introduce our notations and recall well-known results about the discrete 
Fourier transform. In Section 3, after having recalled basic formulas for orthogonal polynomials, 
we present the three fundamental steps that lead us to the whole backward algorithm for 
computing orthogonal polynomials. In Section 4, we show how the strategy can be ex- 
tended to Hankel systems. By the way, we obtain a Euclidean division scheme for the backward 
process for any Hankel system and a four-term relation in the case of strong regularity. Section 5 
describes the application to the shifted Hankel problem. Numerical results are detailed in 
Section 7. 
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2. Notations and connections 
2.1. Cyclic convolution and Hankel matrices 
Let C and V be two vectors of @” with components 
convolution is a vector given by the matrix representation 
c*v= 
c,-1 co a** c,_3 G-2 
G-2 G-1 **. . . G-3 
. 
Cl . . *. c,-1 co 
co Cl ... c,-2 q-1 
ci and vi, respectively. Their cyclic 
(1) 
withCT=(cO,cl,..., c,_l) and VT = (vo, vI, . . . , v, _ l). We also have a polynomial representation 
of this operation. Let C(x) and V(x) be the polynomials C,(X) = cl:,’ ciXi and V,,(x) = cl:,’ viXi- If 
the variable x is constrained to satisfy x” = 1 we obtain 
(C* V)(x) = C(x) * V(x). (2) 
An n x n Hankel matrix is completely defined by the 2n - 1 complex numbers ci, i = 0, . . . ,2n - 2 as 
follows: 
H, = 
co C 1 . . . G-2 G-1 
Cl c2 ... c,-1 G 
c,_2 C”_l ... C2n-4 CZn-3 
c,-1 c, ... C2n-3 CZn-2 I 
2.2. Links between convolution and Hankel matrices 
If we multiply H, by the row permutation matrix P,, we obtain a Toeplitz matrix 
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P,,H, = 
0 0 a** 0 1 
0 0 ... 1 0 
. . . . . . . . . . . . 
0 1 .-. 0 0 
0 1 .** 0 0 I H, = 
c,-1 c, *** CZn- 3 CZn-2 
C,-2 G-1 *.. *. CZn-3 
Cl . . *. G-1 C, 
Co Cl ... c,-2 c,-1 
We can obviously identify P,,H, with a convolution matrix (1) if we set 
C,+i=Ci for i=O,...,n-2. 
In that case we obtain for any vector Y of @” the relation 
P,H,Y = C*Y. 
(3) 
(4) 
2.3. The discrete Fourier transform 
Let VT = (uo,vl,..., v,_ 1) be a vector of @“. The discrete Fourier transform of I/ (for instance, 
see [16]) is the vector U defined by 
n-1 
uk = 1 Use -2ixskln. 
s=o 
Let F,,, be the Fourier matrix associated to this operation: 
F, = 
1 1 1 
1 w w2 
1 w2 w4 
1 
Wn-l 
. W2(n- 1) 
1 Wn-l W2w1) . . . W(n-l)” 
(5) 
with w = exp(- 2irc/n). 
Using the notations introduced in Section 2.1 we see that ui = u(wi). Thus F, is the matrix of 
polynomial evaluation at the roots of unity w’, s = 0, . . . , II - 1. Since these numbers satisfy xn = 1, 
the evaluation (2) of the convolution (C * V)(x) reduces to the evaluation of the product C(x). V(x). 
This gives us the well-known formula 
FJC* v) = F,(C). FdV, (6) 
where the product must be understood term by term. F,,, is symmetric. Moreover, the rows of 
(l/&)F,,, form an orthonormal set; therefore, F $F, = nl,, where I, is the identity matrix of @” and 
(7) 
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F$ the adjoint of F,,,. More precisely, we have 
$‘,I = IF,-,. 
n 
3. A descent method for computing orthogonal polynomials 
3.1. Orthogonal polynomials 
Given a linear functional c on @[Xl with moments (ci)i E N, the family (Pi), E N of manic formal 
orthogonal polynomials with respect to c satisfies the Hankel system 
c,_2 c,-1 0.. c2n-4 C2n-3 
\&,-I c, *-* C2n-3 C2,,-2 
a0 
a1 
4-l 
G 
Cn+1 
Czn- I 
(8) 
where P,(x) = cl:,’ aiXi + x”. They also satisfy the three-term recurrence relationship 
P,+1(x) = (x + &l)K(x) + PnPn-lb) (9) 
as long as c(x”-’ P,,- r) # 0. This case is called regular. The coefficients a, and fin are given by 
and 
IY., = 
c(x”_ l P,_1) c(x”+lP,) 
c(x”P,-1) - c(x”P,) . 
For a complete exposition of the subject we refer the reader to [4]. 
3.2. Cyclic functional 
In the regular case, the linear functional c” with moments (co, cl, . . . , cZn_ 1, co, cl, . . . , c2,,_ 1) has 
the same first IZ formal orthogonal polynomials as the linear functional c with moments (ci), 
i E (0, . . . , 2n -l}. For a functional such as C, we can directly compute the last two formal 
orthogonal polynomials of degree 2n and 2n - 1, respectively, using the discrete convolution aspect 
of the problem. 
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Definition 1. A functional c with moments (co, cl, . . . , cZn_ 1) satisfying the cyclicity condition 
C n+i = Ci 
for i = 0, . . . , n - 1 will be called a cyclic functional. 
3.3. The last orthogonal polynomial of a regular cyclic functional 
Property 1. Let c with moments (ci), i E (0, . . . ,2n - l> be a regular cyclic functional on Czn_ 1 [Xl. 
The manic orthogonal polynomial of degree n with respect to c is 
P”(X) = x” - 1. 
Proof. Thanks to the regularity of c, P, exists and is unique if it is assumed to be manic. We set 
Pn(~)=C~~~aixi+~“, CT=(c,_l,c,_2 ,..., ~0) and XT=(ao,al ,..., a,_ 1). The coefficients satisfy the 
Hankel system (8) 
co Cl 
i. . 
*** c,.-2 c,-1 
Cl c2 *.. c,-1 co 
a0 
al 
=- 
co 
Cl 
cn-1 
(10) 
Using formula (3), we obtain 
P,H,X = - (c,-1,&-z, . ..) CIJT, 
which can be written, with the notation of convolution (4), 
c*x= -c. 
Applying the discrete Fourier transform, and the formula (6) 
c2= -e. 
where c and 8 are the discrete Fourier transforms of C and X, and where the product must be 
understood term by term. It is clear that X = - (1, 1, . . . , l)T is the solution of this system and the 
inversion formula (7) for the discrete Fourier transform gives X = - (1, 0, . . . , O)T. A shorter way of 
finding this solution is to remark that the right-hand side of the system is the first column of the 
matrix with a minus sign. 0 
3.4. The penultimate orthogonal polynomial 
Property 2. Let c with moments (ci), i E (0, . . . ,2n - l} be a regular cyclic functional on C2n_ 1 [Xl. 
The manic orthogonal polynomial of degree n - 1 with respect to c is P,,_ 1(x) = clr,’ aixi + xn-’ 
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where the vector XT = (ao, al, . . . , an_2) satisjies 
(:> = aF-l(&). 
F is the Fourier matrix (5) of order 2n, CT = (c,- 1, c,- 2, . . . , co) and II T = (1, 1, . . . , 1). 
Proof. We set UT = (c,_ 1, cO, cl, . . . , c, _ 3). The coefficients (ai) satisfy the Hankel system 
a0 
al 
4-2 
=- 
G-1 
co 
Cl 
h-3 
Using the bordering method, we rebuild a system of dimenson y1 to find 
co Cl .a. c,-3 c,-2 
Cl c2 .*a c,_2 C,_l 
co 
I \\ ’ 
I \ I \ 
(c,-2) / 
G-1 
co 
Cl 
c,-3 
G-1 G-1 
co co 
Cl Cl 
- +Y 
G-3 G-3 
\ 
X 
Y 
(11) 
\ U’X + yc.-2 I 
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The problem becomes a convolution system as in Eq. (10) and it holds that 
and then 
c* X O( UTX + cn-ly Y = (y-l)P,-1u . > 
y is arbitrary and we shall take y = 1. By applying the Fourier transform and formula (6), we get 
FC.F = cd, 
where 
a = UTX + c,-1 
is unknown. However, we have 
(:>=+&), 
the division being understood term by term. If we compute 
, 
we obtain 
1 
and then we can compute X. 0 
3.5. The Euclidean algorithm and the three-term recurrent relation 
Property 3. If they exist, the two polynomials P,, and P,- 1 previously obtained are relatively prime. 
Proof. Let V be the vector whose components are the coefficients of the polynomial P,_ 1. If P,, and 
P,- 1 have common zero, that is to say a zero which is a root of unity of order n, then the discrete 
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Fourier transform of V has a component that cancels and thus has no inverse. This contradicts the 
ability to compute P,- 1 from the functional c by (11). As they can not have any common zero, 
P, and P,,_ 1 are relatively prime. 0 
Draux proved in [4] that, given two coprime polynomials P,, and P,_ 1, there is only one 
sequence of moments (cJ, i E (0, . . . ,2n -l} (since the first moment is fixed) such that the 
polynomials P, and P, _ 1, and also the sequence of remainders deduced from P, and P,_ 1 by the 
Euclidean algorithm, are orthogonal to any linear functional starting with these moments. This 
remark and Property 3 allow us to compute the orthogonal polynomials relatively to (ci), 
i E (0, . . . ,2n - l> by reversing the three-term recurrence by the Euclidean algorithm, starting with 
the two polynomials Pz, and Pz,_ 1 orthogonal relatively to the cyclic functional. 
3.6. A breakdown-free algorithm 
Algorithm 1. Given the moments (ci), i E (0, . . . ,2m - l} of the linear functional c, this algorithm 
computes the orthogonal polynomials of degrees less than y1 with respect to c. 
1. 
2. 
3. 
4. 
5. 
6. 
Set Pz,(x) = xZn -1. 
Set CT=(~2n_1,~2n-2 ,..., co). 
Compute I/ = F-‘(ll/FC). 
Set P2,_ l(X) = If:,’ ViXi. 
From i = 2n -2, . . . ,l, repeat 
Compute the remainder Pi(X) of the Euclidean division of Pi+ z(x) by Pi+ 1(x) until Pi(X) = 0 
Each Pi of degree less than y1 is orthogonal with respect to c. 
3.7. Computational improvements 
1. How to avoid breakdowns due to the Euclidean step: The Euclidean step uses divisions, but 
unlike the forward three-term recurrence this can be twisted. We can organize the computation as 
in the “pseudo-division” of Knuth [14] in order that no division appears. The main idea is to 
multiply the dividende by the leading coefficient of the divisor each time it is necessary. Neverthe- 
less a problem of coefficient explosion occurs, therefore, we have to divide the polynomials by some 
appropriate power of 10 from time to time to keep constant the accuracy of the finite precision 
operations. One can also refer to [18] for implementing this part. 
2. How to jump over a breakdown due to the deconvolution step: We denote by F,, and F,+ 1 the 
Fourier matrices of order n and n + 1, respectively. In the algorithm P2, can not be computed when 
a component of F, C vanishes. In that case adding the moment c,+ 1 to the linear functional c with 
moments (Ci), i = 0, . . . , n, we obtain a linear functional d that gives the same orthogonal poly- 
nomials. If we apply the algorithm to the cyclic functional associated to d we have to compute 
F,,+,D) where DT = (c,+~,c,, . . . ,cO), but now F,,, D may have no vanishing components. More 
precisely, if we consider the polynomials 
i=n i=a+l 
Q~(x) = 1 c,-iXi and Q,,+I(x) = 1 cn+l-ixi, 
i=O i=O 
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we have the relation 
C,+I + xQn(x) = Qn+~(x). 
The vanishing components of F,,C and F,,, 1 D can be understood as zeros of Qn(x) and Qn+ i(x) 
located at the roots of unity of order n and n + 1, respectively. It is easy to evaluate the polynomial 
xQ,,(x) at the roots of unity of order n + 1 and from these values we are able to choose 
c, + 1 appropriately. 
3. There are many efficient variants of the FFT algorithm: for overviews we refer to [3,6,18]. 
One can also use one of the existing routine packages, such as Matlab or Mathematics for example. 
It is even possible to compute the polynomial PZ, with much more accuracy. The basic idea is to 
enhance the linear functional c with a coefficient c, + 1 that makes the new associated Hankel matrix 
diagonally dominant. Next, we can apply any iterative method that converges in this case, such as 
Gauss-Seidel’s for example. The numerical precision of PZn has an effect upon the whole algorithm, 
and this will be illustrated in Section 7. 
3.8. Stability and complexity 
In order to find the y1 first orthogonal polynomials with respect to a linear functional c with 2n 
moments, the backward algorithm computes two FFT of 2n-dimensional vectors using 
0(2nlog(2n)) arithmetic operations. With a divide and conquer implementation of Euclid’s 
algorithm we can achieve the second step using only O(2n log’(2n)) operations. An implementation 
on parallel computers lets us perform the two steps in only O(log(2n)) time and 0(log3(2n)) time, 
respectively (see [13]). The study of the stability is based upon the condition number of the Hankel 
submatrices. This subject is still under development (see [21]). However, there are forward methods 
that enable us to jump over ill-conditioned submatrices and most of them can be implemented via 
the backward scheme. 
4. Application to Hankel linear systems 
Our goal is to extend our results to the problems related to orthogonal polynomials. The first 
situation of interest is that of general linear Hankel systems. Such connections can be found in [S] 
or [ 1 l] where a so-called fundamental system for inverting a Hankel matrix is presented. Let us 
consider the linear Hankel system 
H,X = B, (12) 
where B is any vector of C” and H, is supposed to be a regular Hankel matrix of order II associated 
to a linear functional c. For a symmetric Toeplitz matrix, the first O(n2) algorithm presented by 
Levinson [15]. Since then, contributions have arisen in many directions as in Trench [20] for the 
inversion of a Toeplitz matrix, or Berlekamp [l] for nonstrongly regular systems. More recently, 
efforts have been focused on ill-conditioned subsystems of Hankel matrices as in [ 121, or [7]. These 
works mainly use a forward strategy. The reverse bordering method in [2] shows that backward 
steps may offer more accurate results. Our approach consists of making the backward strategy an 
option for all the algorithms based on the forward strategy. An example of this opposite strategy is 
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Miller’s algorithm (see [22] for a detailed analysis of such recurrence relations). But the backward 
algorithm is not only a reversed recurrence, it looks much more like a subtractive synthesis since all 
the information is contained in the actual penultimate orthogonal polynomial and then filtered by 
the Euclidean division. We now follow the steps of the algorithm obtained for the orthogonal 
polynomials. 
4.1. Cyclic Hankel linear systems 
Let us come back to the cyclic case as defined in Section 3.2. We recall that the matrix Hz, is 
associated to the linear functional c” with moments (co, cl, . . . , c2,,_ 1, co, cl, . . . , c2,,_ 1). We set 
CT = (C+1,CZn_2, . . . , cl, co) and we choose, for the system (12), a cyclic right-hand side 
BT=(bo,bl )...) b,_l,bO,bl)... , b,_ 1). According to the method of Section 3.3 
H2.X = B2n 
becomes 
C*X = PznBzn. 
It is then easily checked that 
. 
Similarly, the bordering method helps us to compute the solution of the principal subsystem of 
order 2n - 1: 
H2n-1Y2n-1 = B2n-1, 
whereBT,_l=(bo,b, ,..., b,-l,bo,bl ,... , b, _ 2). Bordering with UT = (cZn _ 1, co, . . . , c2,, _ 2) and 
any y E c=, we get 
In other words, 
c*(yy)=( UTY2n-1 + YC2n-2 
P2n-1W2n-1Y2n-1 + YV ) ’ 
Rather than the choice of Section 3.4, we now set y = 0 and obtain 
4 y2;-l) = F( P2n_~~::T;2”_,)~ 
Under the assumption that FC has no zero component, we have 
0 
F Y2n-1 
( ) 
UTY2n_1FeI + F 
P2n-1H2n-1Y2n-1 ) 
0 = FC 9 
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where eT = (LO, . . . ,O) is the first vector of the canonical basis of IF!?“. We can now implicitly 
compute Y,,- 1 by 
Yzn-1 ( > 0 = CM1 + v 
with 
cc = UTX2n-1 
eTFC 
and 
v =F(li.pB,.,) 
FC ’ 
First we compute V, then we find a by the explicit formula 
- UTV 
a = UTel - eTFC’ 
We still need to see how to obtain iteratively the solutions of the smaller subsystems. 
4.2. From the Euclidean algorithm to Hankel linear systems 
Let us consider a regular Hankel system of order k + 1, associated to the linear functional c with 
moments (co, cl, . . . , cZk) 
and its principal subsystem of order k, also supposed to be regular, 
HkZk = Dk. 
As we need a relation between Zk and Z;, from (13) we derive the relation 
HkZ; + zk+l Uk = Dk 
and we set 
Z;=Zk+Rk. 
Taking (15) and (14) into account, we get 
HkRk = -z~+~U~. 
(13) 
(14) 
(15) 
Except the coefficient zk + 1, we recognize here the linear system (8) that defines Pk, the manic 
orthogonal polynomial of degree k with respect to c. Due to this remark, if we denote by 4 the 
vector formed by the k first coefficients of Pk, we get 
Zk = Z; - zk+ 117. (16) 
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For a more convenient presentation we will use the convention that for any vector 
VT = (vo,v1,..., vk_ 1) of Ck different from pk, V(x) is the polynomial 
k-l 
V(x) = c &Xi. 
i=O 
The main idea is to understand relation (16) as the Euclidean division of the polynomial Zk+ 1 of 
degree k by the manic orthogonal polynomial Rk of degree k, that is to say 
zk+ l(x) - zk+lpk(x) = z,(x)* (17) 
We are in a position to present a more powerful result that draws the parallel with the theorem of 
Draux used in Section 3.5. 
Theorem 4.1. For a Hankel system and any two regular principal subsystems of order lk and lk+ 1, with 
no other regular principal subsystem in between, the polynomials Z,,(x) of degree lk - 1, with 
coeficients given by the components of the solution vector Z,, of the principal subsystem of order lk, is 
the remainder of the Euclidean division of Zg+,(x) of degree lk+ 1 - 1 by the manic orthogonal 
polynomial P,,(x) of degree lk with respect to the linear functional associated to the Hankel matrix. 
Proof. Given ZIk+,(x) and Pl, as defined in the theorem, we can compute the unique polynomials 
Q an R,, by the Euclidean division, such that 
ZI,+&) - QWW = R&d 
with deg(R[J < lk and necessarily deg(Q) = lk+ 1 - 1 - 1,‘. Multiplying the Hankel matrix HI,+, of 
order lk+ 1 of the Hankel system by the vector Z,,+, corresponds to evaluating the quantities 
c(xiZ[,,l(x)) for i = 0, . . . , &+ 1 - 1. 
Thanks to the linearity of the functional c associated to Hh+,, we have 
C(X’&,(X)) = C(Xizl,+,(X)) - C(X’Q(X)&,(X)) for i = 0, . . . ) lk+ I - 1. (18) 
Since all the subsystems of order between lk and lk+ I are singular and Pi,+, has degree lk+ 1, then, 
according to a property of the orthogonal polynomial 5, that can be found in [4], we have 
c(x’Rl,(x)) = 0 for j = 0, . . . , lk+ 1 -2. 
Thus we obtain 
c(xjQ(x)P&)) = 0 when i + lk+l -1 - lk < lk+l -2, (19) 
that is more precisely, for i = 0 , . . . , lk -1. Ultimately, (19) goes into (18), and consequently the 
vector R,, of dimension lk - 1 associated to the polynomial R,, gives, through the restriction HI, of 
the Hankel matrix to the dimension lk, a vector image that has the same lk first components as the 
image of ZIP+, by HI,+, . This allows us to conclude that R,, = Zc, because of the regularity of 
HI,. ??
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4.3. A breakdown-free algorithm for solving Hankel systems 
Algorithm 2. 
Given the moments (ci), i E (0, . . . ,2n - l} of the linear functional c and the vector BT = (b,, bl, 
. ..) b,_ 1), this algorithm computes the solutions of the systems HiXi = Bi for i = 0, . . . , n. 
1. Set P&) = x2n -1. 
2. Set CT = (c~~_~,c~~-~, . . . ,cO). 
3. Compute V = F - ‘(Q/FC). 
4. Set Pzn_l(X) = C~~,‘UiXi. 
5. SetDT=(b,_1,b,_2 ,..., b0,bn-l,bn-2 ,..., b,). 
6. Compute W = F-‘(FDjFC). 
7. Set Zzn_l(x) = CfJ!,’ wixi. 
8. From i = 2n - 2, . . . , 1, repeat, 
Compute the remainder Zi(X) of the Euclidean division of Zi + 1(x) by Pi+ 1(x). Compute the remainder 
Pi(X) of the Euclidean division of Pi+ z(X) by Pi+ I(X) until Pi(X) = 0. 
9. Since the Pi are not manic, we only obtain vectors Zi that are colinear to the solutions Xi. If it is 
required, the normalization may be done here. 
4.4. A four-term recurrence relation 
In the case of strong regularity, that is to say when each subsystem is regular, we can exhibit 
a four-term recurrence relation satisfied by the successive vector solutions of the subsystems. We 
have indeed the three relations 
Zk+Z(X) - zk+2pk+l(x) = zk+l(x), 
Zk+l(X) -zk+lpk(x) = z,(x), 
z,(x) - ZkPk- l(x) = zk- l(x), 
and, from the three-term recurrence relation satisfied by the manic orthogonal polynomials (9), we 
find 
--&x”(“) - z + 
( 
~)Z*“(X)+(~-~)zk(X)= -Ezk-l(x)’ 
The computation of ak and pk from Z k+ 2, &+ 1 and Zk does not need the help of the orthogonal 
polynomials, since they only have to be chosen such that the left-hand side of the previous 
recurrence represents a polynomial of degree k - 1 exactly. The main advantage in comparison to 
Algorithm 2 is that it saves some storage. 
5. Application to the shifted Hankel linear problem 
The second situation we consider is a linear Hankel problem that generalizes the case of 
orthogonal polynomials. We understand by the forward shifted Hankel problem the sequence of 
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linear Hankel systems 
HnXn = Bn, (20) 
where the Hn’s are the Hankel matrices of dimension II + 1 associated to the same linear functional 
c with moments (CO, cl, . . . , ci, . . . ) and the right-hand sides B;f = (b,+ I, b,+ 2, . . . , bzn+ I) are asso- 
ciated with the same linear functional b with moments (bo, bl, . . . , bi, . . . ). In the particular case 
where b = - c we find again the problem of orthogonal polynomials. Replacing iz by n + 1 in (20) 
will be called forward shifting. 
Thanks to the convolution and FFT, we are able to compute once again the solution of the cyclic 
case. As in Section 4.1. we solve 
HznXzn = B2n 
with BT, = (bO, bl, . . . , b2,). We obtain 
X2,,=F- 
with CT,, = (co, cl, . . . , ~24. 
Looking at the regular case, we use the process and notation of Section 4.2 to find a recurrence 
relation between successive subsystems. On the one hand, we have 
where BLT = (bk+2, h+3, . . . , b2k+ 2). On the other hand, we have 
Hkz, = &. 
From the polynomial point of view, we find that 
c(xizk+l(x)) = bk+z+i for i = 0, . . ..k + 1, 
and 
c(x’zk(x))=bk+l+i fOri=O,...,k 
This can be written as 
c(x’(xz,(x)) - &+ l(X))) = 0 for i = 0, . . . , k - 1, 
The polynomial Qk(x) = x&(x) - & + 1(x) belongs to the space of the polynomials of degree k + 1 
orthogonal to PO, PI, . . . , Pk- 1 with respect to c. This subspace is generated by Pk(x) and Pk+ l(x). 
Thus, the relation 
xzk(x) - zk+ l(x) = akpk+ l(x) + bkPk(X) (21) 
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holds for some unknown coefficients & and Pk. If we set x = 0 in (21), it comes out that 
& = - zk+ l(o) - PkPk(O) 
pk+l(o) ’ 
Taking this relation into account in formula (21), we obtain 
zk(x) = zk+l(X)~k+l(o) -zk+l@)~k+l(X) + pk(Pk(X)Pk+l(O) -pk(o)pk+l(x)) 
xpk + l(o) 
= xQl(x) + hxQzb>, 
where Ql(x) and Qz(x) can be easily computed from Z kfl, Pk+ 1 and pk. Let us now recall that 
@k(x)) = bk+l, 
and thus we obtain 
and it follows. 
Theorem 5.1. For a strongly regular forward shifted Hankel linear problem, and two successive 
principal subsystems of dimension k + 1 and k + 2, the polynomials zk of degree k, with coeficients 
given by the components of the solution of dimension k + 1, Pk and Pk+ 1 the manic orthogonal 
polynomials of degree k and k + 1 with respect to the linear functional associated with the Hankel 
matrix, satisfy the backward recurrence relation 
xzk(x) -zk+l(X) = akpk+l(X) + BkPk(X) 
with 
Pk = bk+lPk+l(O) - c(Ql(x)) 
c(Q2(x)) 
and 
ak = - zk+ l(o) - PkPk(0)) 
pk+l(o)) ’ 
where 
Ql(xj = Zk+l(X)Pk+l(O) -Zk+l(O)Pk+l(X) 
X 
and 
Q2(x) = pk(x)pk+l(o) -pk(o)pk+l(x) 
X 
The algorithm based on these results has the same shape Algorithm 2. This section intends to 
show that the moves in the table of orthogonal polynomials can be generalized to moves in Hankel 
subsystems. A more complete study on this topic can be found in [19]. 
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6. Future developments 
In the case of ill-conditioned subsystems the backward algorithm suffers from the limited 
precision of the computation. Several techniques may be investigated to deal with this problem. 
Preconditioning is one choice, which can be found in [17]. Another way is to compute the 
polynomial divisions in the Fourier domain since increasing moments means more regularity for 
the Fourier counterpart. We hope to stabilize some computations such as the ones occurring with 
the Hermite polynomials (see [19]). 
7. Numerical examples 
To illustrate the whole algorithm we have generated several cyclic functionals and computed 
their orthogonal polynomials with both backward and forward algorithms. The numerical tasks 
have been performed on a SUN workstation with the help of Mathematics for the formal 
computation and compared with the 16 decimal digits precision of the results obtained with 
Matlab. In all the tests we have plotted the norm of the corresponding errors. The norm e of the 
error we have measured is 
e = II s.f - sn II, 
where sr denotes the exact solution obtained with a formal computation and sn the numerical 
solution given by the backward algorithm, the norm being the Euclidean one. 
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Example 1 uses 32 moments of the Legendre classical functional. With the associated cyclic 
functional we obtained 32 orthogonal polynomials from which we can extract the 16 first Legendre 
polynomials. At a first glance, the forward recurrence gives better results. If we compute the FFT 
with more accuracy, the backward recurrence becomes better for some Legendre polynomials, 
see Fig. 1. 
Examples 2 and 3 consist of two random functionals with rational moments ranged in the 
interval [0, 11. Most of our graphics were lying between this two types of results, see Fig. 2. 
Remark. Some examples as the Hermite polynomials were not computed at all. Poor numerical 
accuracy at the beginning of the computation produced rapidly one orthogonal polynomial that 
divides the preceding one, interrupting the Euclidean division before it produces any Hermite 
polynomials. 
8. Concluding remarks 
In this paper, we have described a new approach of the orthogonal polynomials. We paid 
particular attention to the simplest generalizations with the Hankel systems and shifted Hankel 
problems. However, existing connections with Pad& approximants, Gaussian quadratures and 
extrapolation processes could be enlightened with the backward point of view. Numerical results 
are often close to those obtained by the forward algorithm and they let us expect better results 
when combined with recent advances in this domain. 
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