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vRE´SUME´
Dans le contexte ou` l’on veut obtenir des re´sultats fiables d’analyses CFD pour des
proble`mes d’e´coulements internes incompressibles a` haut nombre de Reynolds, on s’inte´resse
a` la mise en oeuvre rigoureuse et me´thodique d’un processus adaptatif qui controˆle l’erreur
d’interpolation pour un proble`me a` un seul scalaire. Deux contributions originales ont e´te´
faites lors de la mise en oeuvre de ce processus. La premie`re est une mesure universelle per-
mettant de mesurer la conformite´ d’un e´le´ment du maillage par rapport aux spe´cifications
du maillage donne´es sous forme d’espace me´trique. Cette mesure permet d’e´valuer la qualite´
d’un maillage en regard de l’estimateur d’erreur utilise´. La mesure peut donc servir pour opti-
miser le maillage ou pour comparer des algorithmes d’optimisation en mesurant la conformite´
des maillages produits par ces algorithmes. La mesure s’applique a` tous les types d’e´le´ments
et est insensible aux dimensions du domaine.
La seconde contribution est une me´thodologie de ve´rification du processus adaptatif
qui utilise des solutions manufacture´es afin de ve´rifier chaque e´tape du processus. Cette
me´thodologie mesure l’e´quire´partition de l’erreur d’approximation en calculant l’e´cart type
de l’erreur maximum sur chaque e´le´ment afin de ve´rifier que le processus controˆle bel et
bien l’erreur d’approximation. Un second article pre´sentant cette me´thodologie compare un
raffinement uniforme, un processus d’adaptation isotrope et un processus d’adaptation ani-
sotrope applique´s a` des solutions manufacture´es. On montre, pour une solution fortement
anisotrope, qu’un maillage de 7000 te´trae`dres e´tire´s est aussi pre´cis qu’un maillage de 4
millions de te´trae`dres uniformes.
De plus, on pre´sente deux autres contributions originales re´alise´es durant cette the`se,
mais qui n’ont pas fait l’objet de publication dans des revues scientifiques. Il s’agit, dans un
premier temps, d’un algorithme re´cursif de basculement par division biparie´tale permettant
de trouver la fac¸on optimale de basculer une areˆte lors de l’optimisation du maillage. Dans un
deuxie`me temps, on pre´sente une fac¸on de visualiser les actions principales que l’estimateur
d’erreur veut effectuer sur le maillage.
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ABSTRACT
A method is presented that measures the non-conformity of a mesh with respect to a size
specification map given in the form of a Riemannian metric. The measure evaluates the
difference between the metric tensor of a simplex of the mesh and the metric tensor specified
on the size specification map. This measure is universal because it is a unique, dimensionless
number which characterizes either a single simplex of a mesh or a whole mesh, both in size
and in shape, be it isotropic or anisotropic, coarse or fine, in a small or a big domain, in two
or three dimensions. This measure is important because it can compare any two meshes in
order to determine unequivocally which of them is better. Analytical and numerical examples
illustrate the behavior of this measure.
Also, a verification methodology that can assess the precision and convergence of an
anisotropic adaptive process as it applies to control the interpolation error of sample 2D
and 3D reaction-diffusion problems is presented. The technique of Manufactured Solution is
used to devise problems for which the analytical solution is known. The convergence rate
of the Hessian-based error estimator used in this unstructured mesh adaptation method is
first evaluated through mesh convergence studies. Two distinct mesh quality measures are
then used to illustrate mesh improvement in the course of adaptation. Finally, the overall
adaptive process is verified by measuring the convergence rate of the interpolation error as
well as measuring how evenly the interpolation error is distributed over all the elements of
the adapted meshes. This verification process first demonstrates that each component of
the adaptation process converges at a rate predicted by theory, and second how effective
anisotropic adaptation is to reduce the number of nodes needed to achieve a prescribed
error level. The proposed verification methodology constitutes a quantitative approach to
compare mesh adaptation algorithms among them, both in terms of efficiency and quality of
the resulting mesh.
Two other contributions are presented that complement the work done in this thesis. The
first contribution is a tridimentionnal edge swapping procedure that recursively subdivides
the edge swapping problem by finding two parietal pairs of tetraedra of optimal quality. The
second contribution is the visualisation of the principal actions that an error estimator wants
to perform on a mesh.
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1CHAPITRE 1
INTRODUCTION
Les travaux de cette the`se ont pour contexte ge´ne´ral l’installation d’outils adaptatifs afin
d’obtenir des re´sultats nume´riques fiables dans le contexte d’e´coulements dans les turbines
hydrauliques. Il s’agit d’e´coulements internes incompressibles a` haut nombre de Reynolds
duˆ au diame`tre important des machines hydrauliques. Par exemple, lors de la modification
de turbines existantes, on cherche a` optimiser la forme des pales de la turbine de fac¸on a`
maximiser le rendement de la turbine. Et pour optimiser la forme des pales, on doit de´terminer
les forces hydrauliques qui s’exercent sur les pales en calculant l’e´coulement dans la turbine.
Le calcul de l’e´coulement dans la turbine permet de fac¸on ge´ne´rale d’analyser les performances
de la turbine.
La CFD offre une me´thodologie permettant d’approximer nume´riquement la solution
des e´quations qui entrent en jeu pour de´crire l’e´coulement dans la turbine. La pre´cision des
simulations CFD de´pend de la qualite´ et de la densite´ du maillage. Les me´thodes d’adaptation
de maillage permettent d’assurer la fiabilite´ des analyses en controˆlant la pre´cision et la
robustesse de l’approximation nume´rique.
Le processus de simulation nume´rique traditionnel applique´ a` la me´canique des fluides
de´compose le proble`me en quatre disciplines. Le processus d’analyse nume´rique standard
va de gauche a` droite sur la figure 1.1. Le modeleur ge´ome´trique permet de construire
la ge´ome´trie du domaine de calcul. Le mailleur prend ce mode`le ge´ome´trique et produit
en sortie un maillage e´le´ments finis, qui est une discre´tisation du mode`le ge´ome´trique. Le
re´soluteur a en entre´e un maillage et approxime la solution d’E´DP a` l’aide d’une me´thode
nume´rique approprie´e et produit une solution nume´rique sur le maillage. L’analyseur agit
en post-traitement et permet de calculer les quantite´s d’inge´nierie approprie´es a` partir de
la solution nume´rique et aussi d’explorer cette solution afin de comprendre plus finement
certains phe´nome`nes selon les besoins de l’usager.
L’adaptation de maillage est un processus de re´troaction de la solution sur le maillage afin
d’ajuster la densite´ du maillage pour bien re´soudre les de´tails de la solution. Pour ce faire, on
introduit un nouveau module, l’adapteur qui construit un nouveau maillage a` partir d’un
maillage pre´ce´dent et d’une solution. Tel qu’illustre´ a` la figure 1.2, ce module se de´compose a`
son tour en deux composantes : l’estimateur d’erreur et le remailleur. L’estimateur d’erreur
analyse la solution et donne des recommandations pour la reconstruction du maillage adapte´.
Le remailleur prend ces recommandations et calcule un nouveau maillage adapte´.
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Figure 1.1 Me´thodologie de re´solution d’un proble`me de simulation a` l’aide de la CFD.
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Figure 1.2 Diagramme d’activite´ du processus adaptatif avec de´composition selon les roˆles.
3L’adaptativite´ fait intervenir toutes ces disciplines puisqu’on modifie le maillage base´ sur
une analyse de la solution nume´rique tout en continuant de respecter la ge´ome´trie, notamment
la frontie`re du domaine de calcul. Les sections suivantes pre´sentent donc avec plus de de´tails
les concepts e´nonce´s ci-haut.
1.1 De´finitions et concepts de base
On pre´sente ici les concepts qui sont utilise´s dans la the`se. On expose donc les bases
ne´cessaires pour la compre´hension de la ge´ome´trie, du maillage, de la solution nume´rique, de
l’erreur de cette solution ainsi que les concepts de qualite´ et d’espace me´trique.
1.1.1 Ge´ome´trie
Soit un domaine de calcul Ω qui est approxime´ par une repre´sentation frontie`re Ωh. On
de´finit la ge´ome´trie de ce domaine de calcul comme une varie´te´ de dimension 3 borne´e par des
varie´te´s de dimension 2 telle que de´crit dans le standard STEP et illustre´e par le diagramme
UML pre´sente´e a` la figure 1.3. Ce mode`le peut non seulement repre´senter une 3-varie´te´, mais
aussi un raffinement de cette varie´te´ qui aurait fait apparaˆıtre une face interne permettant de
scinder la 3-varie´te´ initiale en deux 3-varie´te´s ayant une face commune. Cette repre´sentation
facilite grandement la ge´ne´ration de maillage en permettant l’approximation de variables sur
l’ensemble de la 3-varie´te´ de de´part de fac¸on continue a` travers la face ayant servi a` couper le
mode`le en deux. Un exemple concret illustrant l’inte´reˆt d’un tel de´coupage nous est fourni par
le proble`me couple´ en thermofluide ou` la tempe´rature est de´finie a` la fois dans un domaine
solide et aussi dans un domaine liquide. Dans ce cas, la 3-varie´te´ de de´part est l’union des
domaines solide et liquide. Cette 3-varie´te´ est partitionne´e par la face entre le domaine solide
et le domaine liquide en deux 3-varie´te´s. Dans le cas ou` la meˆme face partitionne les deux
3-varie´te´s, on peut ge´ne´rer des maillages pour le domaine solide et le domaine liquide qui
sont continus au travers de l’interface, ce qui fait que le maillage utilise´ pour approximer la
tempe´rature sera le maillage de la 3-varie´te´ de de´part. Dans le diagramme de la figure 1.3, ce
qui rend cette repre´sentation possible est le fait que la face frontie`re utilise une face au lieu de
posse´der la face. Dans ce cas, cette meˆme face peut aussi borner un deuxie`me volume. Cette
notion de partage des entite´s topologiques est a` la base de la repre´sentation ge´ome´trique
utilise´e pour la repre´sentation des domaines de calcul. Un mailleur capable de discre´tiser
cette repre´sentation a e´te´ pre´sente´ par Labbe´ et al. (2001), Labbe´ et al. (2000) et Labbe´ et al.
(2002).
Dans un contexte industriel, les supports ge´ome´triques des frontie`res sont des NURBS
telles que de´crites dans Piegl et Tiller (1995). La projection sur les courbes et les surfaces
4se fait a` l’aide des algorithmes de´crits dans ce document. Il s’agit d’une me´thode ite´rative
qui minimise la distance entre le point a` projeter et le point projete´ sur la ge´ome´trie. Cette
me´thode a besoin des de´rive´es d’ordre 0, 1 et 2, ce qui exige une repre´sentation continue des
frontie`res.
1.1.2 Maillage
Tel que de´crit dans Frey et George (1999), on approxime le domaine Ωh par un maillage
Th compose´ d’un nombre fini d’e´le´ments K tel que l’union des e´le´ments recouvre le domaine
Ωh. Pour de´crire la topologie du maillage, on utilise les termes e´le´ment, face, areˆte et sommet.
Dans cette the`se, on s’inte´resse aux maillages conformes qui pre´servent la varie´te´ Ωh. Ainsi,
les faces internes du maillage partagent exactement deux e´le´ments de maillage, et les faces
du maillage qui bornent un seul e´le´ment de maillage reposent sur la frontie`re du domaine.
Dans le cas ou` le maillage est compose´ d’e´le´ments de type Lagrange, on peut interpoler
les coordonne´es d’espace sur un e´le´ment K de la fac¸on suivante :
~XK(~r) =
NK∑
i=0
~Xi,KL
i(~r) (1.1)
ou` NK est le nombre de noeuds dans l’e´le´ment K, ~Xi,K sont les coordonne´es du noeud i de
l’e´le´ment K et Li sont les fonctions de base de l’interpolant de Lagrange de l’e´le´ment K. On
utilise les interpolants de Dhatt et Touzot (1981) ainsi que les re`gles d’inte´grations qui s’y
trouvent.
Pour ce qui est du maillage du domaine, bien que l’utilisation de maillages d’hexae`dres est
pre´ponde´rante dans le domaine des turbines hydrauliques, il faut eˆtre capable de travailler
avec des maillages multiblocs, des maillages non structure´s et/ou des maillages hybrides. On
re´utilise les de´finitions suivantes tire´es de Frey et George (1999).
De´finition 1.1 La connectivite´ d’un maillage de´finit le type des connexions entre ses som-
mets.
De´finition 1.2 Un maillage est dit structure´ si sa connectivite´ est de type diffe´rence finie.
De´finition 1.3 Un maillage est dit non structure´ si sa connectivite´ est quelconque.
On ajoutera qu’un maillage est monobloc quand il contient un seul bloc structure´, i.e.
dans lequel les sommets du maillage peuvent eˆtre indexe´s par ~X(i, j, k) en trois dimensions.
Un maillage est multiblocs quand il est compose´ de plusieurs blocs structure´s. Un maillage
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Figure 1.3 Diagramme de classe du mode`le topologique de la ge´ome´trie.
multiblocs est conforme quand les sommets sur les frontie`res des blocs se superposent exac-
tement aux sommets frontie`res des autres blocs de fac¸on a` pre´server la varie´te´ du domaine
de calcul. Finalement, on aura une de´finition divergente de Frey et George (1999) en ce qui
a trait aux maillages hybrides. On utilisera plutoˆt la de´finition qui pre´vaut en CFD ou` un
maillage est hybride s’il contient a` la fois une couche d’e´le´ments extrude´s pre`s des parois
solides et un coeur compose´ d’un maillage non structure´. Ces maillages sont utilise´s pour
repre´senter les phe´nome`nes de couche limite, car ils aident a` mode´liser la turbulence pre`s des
parois solides.
1.1.3 Solution nume´rique
Soit u(~x) la solution exacte d’une e´quation aux de´rive´es partielles de´finie sur le domaine
Ωh. La me´thode des e´le´ments finis permet d’approximer la solution exacte uh ≈ u sur le
maillage Th. Pour ce faire, on de´finit un interpolant pour uh qui s’e´crit sur l’e´le´ment K :
~uK(~s) =
NUK∑
i=0
~Ui,KN
i(~s) (1.2)
ou` NUK est le nombre de noeuds de l’interpolant e´le´mentaire de uK sur K, ~Ui,K sont les
valeurs nodales i de uK et N
i sont les fonctions de base de l’interpolant e´le´mentaire de uK .
La me´thode des e´le´ments finis permet de calculer les valeurs Ui e´tant donne´ le maillage Th.
La me´thode des volumes finis, quant a` elle, calcule une valeur moyenne sur chaque e´le´ment
desquels on reconstruit les Ui. Ceci est souvent fait a` l’interne par les logiciels volumes finis
eux-meˆmes.
Dans ce qui suit, on s’inte´resse plus particulie`rement aux interpolants appele´s isopa-
6rame´triques par Dhatt et Touzot (1981). Dans ce cas, non seulement ~s = ~r, mais en plus,
N i = Li.
1.1.4 Erreur d’approximation
On de´finit l’erreur d’approximation en norme Lp comme e´tant
‖eA(~x)‖Lp = ‖u(~x)− uh(~x)‖Lp (1.3)
avec 1 ≤ p ≤ ∞. Afin de comprendre l’influence de p, on pre´sente l’analyse suivante tire´e
de Davis (1963) qui approxime la fonction f(x) = x4 sur l’intervalle [0, 1] a` l’aide de la ligne
droite a0 + a1x. La meilleure approximation en norme L
2 est note´ y2 et est de´finie comme
e´tant celle qui minimise
y2 = min
a0,a1
∫ 1
x=0
(x4 − a0 − a1x)2dx (1.4)
= −1/5 + 4x/5 (1.5)
ou` a0 et a1 sont les coefficients de la droite et l’ope´rateur min
x
f(x) pose ∂f/∂x = 0. Par
ailleurs, la meilleure approximation L∞ est note´e y∞ et elle est de´finie comme e´tant :
y∞ = min
a0,a1
max
0≤x≤1
|x4 − a0 − a1x| (1.6)
= − 3
16
3
√
2 + x (1.7)
On utilise les the´ories de Tschebyscheff pour trouver les approximations en norme L∞.
En effet, l’approximation de Tschebyscheff de degre´ n de f(x) ge´ne´ralise l’approximation
optimale en norme L∞ avec un polynoˆme de degre´ n. L’approximation de Tschebyscheff de
degre´ n de f(x) s’obtient en trouvant les ai de fac¸on a` avoir min
a0,...,an
max
a≤x≤b
|f(x)− (a0 + a1x+
· · ·+anxn)|. Par la suite, le the´ore`me d’e´quioscillation de Tschebyscheff s’exprime de la fac¸on
suivante.
The´ore`me 1.4 Soit f(x) ∈ C[a, b] et soit p(x) la meilleur approximation uniforme de f de
degre´e n. Soit En = max
a≤x≤b
|f(x) − p(x)| et e(x) = f(x) − p(x). Il y a au moins n + 2 points
a ≤ x1 < x2 < · · · < xn + 2 ≤ b ou` e(x) prend les valeurs ±En en alternant de signe.
A` la figure 1.4, on compare y2 et y∞. On voit en effet que ±En est atteint en x = 0, x = 1
et en x = 3
√
1/4. En ces points, En = ± 316 3
√
2.
On trace a` la figure 1.5 l’e´cart entre ces approximations et la fonction f(x). Sur cette
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Figure 1.4 Approximations de f(x) = x4 obtenues en minimisant la norme L2 et la norme
L∞.
figure, on voit que l’e´cart de l’approximation y2 est supe´rieur en x = 1 alors que l’approxi-
mation y∞ s’e´carte globalement plus de f(x) que l’approximation y2.
Cet exemple montre que le choix de la norme influence la solution optimale obtenue. Par
ailleurs, on voit qu’il n’y a pas qu’une seule solution optimale.
En ge´ne´ral, on ne sait pas calculer exactement l’erreur d’approximation, puisqu’on ne
dispose pas de u(~x), la solution exacte du proble`me. Diverses techniques sont possibles pour
estimer l’erreur. Une de ces techniques consiste a` utiliser le lemme de Ce´a qui permet de
borner l’erreur d’approximation par l’erreur d’interpolation. Le lemme de Ce´a indique en
effet qu’il n’y aura pas de solution dans l’espace de solutions qui sera plus pre`s de la solu-
tion exacte que la solution trouve´e par la me´thode e´le´ment fini. Ceci s’applique notamment
a` l’interpolation de u sur le maillage : l’erreur d’interpolation majore donc l’erreur d’ap-
proximation. On peut donc conclure que, si l’on controˆle l’erreur d’interpolation, on controˆle
l’erreur d’approximation.
Le lemme de Ce´a, tire´ de Frey et George (1999), s’exprime comme suit :
‖u− uh‖ ≤ C inf
vh∈Vh
‖u− vh‖ (1.8)
ou` Vh est l’espace vectoriel qui contient uh. Ce lemme montre que l’approximation uh sera
au moins plus pre`s de la solution exacte que n’importe quelle autre solution de l’espace des
solutions possibles. Notamment, on peut remplacer vh par l’interpolation Πhu. C’est donc
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Figure 1.5 Erreur des approximations de f(x) = x4 obtenues en minimisant la norme L2 et
la norme L∞.
dire que l’approximation uh sera plus pre`s de la solution que ne le sera l’interpolation Πhu.
On a donc :
‖u− uh‖ ≤ C‖u− Πhu‖ (1.9)
1.1.5 Erreur d’interpolation
L’interpolation de u sur le maillage Th est donne´e par
Πhu(~s) =
NUK∑
i=0
~u( ~Xi,K)N
i(~s) (1.10)
ou` u( ~Xi,K) est l’interpolation de u aux sommets du maillage. L’erreur d’interpolation est
alors donne´e par :
‖eΠu(~x)‖ = ‖u− Πhu(~x)‖ (1.11)
Cette erreur est a` son tour borne´e par le Hessien dans le cas d’e´le´ments line´aires. On a alors
que :
|u− Πhu(~x)|m,K ≤ Ch
k+1
K
ρmK
|u|k+1,K (1.12)
ou` m = 1 pour les laplaciens, k = 1 est le degre´ de l’interpolant, hK est le diame`tre de
l’e´le´ment K, ρK est le rayon du cercle inscrit dans K.
91.1.6 Carte de taille
La carte de taille, ou encore, fonction de maille, contient les spe´cifications en taille
et en orientation d’un maillage. La carte de taille est donne´e sous forme d’espace me´trique
interpole´ sur un maillage telle que de´finie dans Frey et George (1999). Il s’agit donc de
tenseurs syme´triques de´finis positifs qui sont me´morise´s aux sommets du maillage et qui sont
donne´s par :
MS =
(
m11 m12
m12 m22
)
en 2D, et MS =
 m11 m12 m13m12 m22 m23
m13 m23 m33
 en 3D. (1.13)
Ces tenseurs donnent la taille et l’orientation des e´le´ments a` construire.
Les tenseurs syme´triques de´finis positifs peuvent se de´composer en matrice de rotation et
en matrice d’e´tirement a` l’aide de la relation suivante :
M = R−1(θ) ΛR(θ) (1.14)
ou` la matrice Λ est la matrice diagonale des valeurs propres de M , c’est-a`-dire que Λ =
diag(λ1, λ2[, λ3]). On peut donc prendre les valeurs propres λi comme e´tant la longueur des
axes de l’ellipse. La matrice R(θ) de´finit ensuite la rotation a` appliquer a` l’ellipse afin de
l’orienter dans l’espace. Ainsi, si ~Xc est une matrice qui contient les coordonne´es des sommets
d’une sphe`re unitaire centre´e a` l’origine, alors R(θ)Λ ~Xc tracera une ellipse qui repre´sente com-
ment la me´triqueM contracte l’espace. Par ailleurs, il est parfois plus inte´ressant de visualiser
l’ensemble des points e´quidistants par rapport au lieu de de´finition de la me´trique. On cherche
alors a` visualiser ~Xe tel que ~Xe
t
M ~Xe = 1. Ces points sont en fait la de´formation de la sphe`re
de´finie pre´ce´demment. On remplace donc ~Xe = J ~Xc. On obtient ~Xc
t
J tR−1(θ) ΛR(θ)J ~Xc = 1.
Ceci montre que J tR−1(θ) ΛR(θ)J = I. En effet, ~Xc
t ~Xc = 1 puisque ~Xc est une sphe`re uni-
taire. On voit donc que J = Rt(1/
√
λi). En somme,
Rt(1/
√
λi) ~Xc (1.15)
trace l’ellipse dont tous les points sont e´quidistants de l’origine dans la me´trique M .
Formellement, un espace me´trique est un espace dans lequel la notion de distance entre les
e´le´ments de l’espace est de´finie. La mesure de cette distance est la me´trique de cet espace. Pour
bien comprendre cette notion, on pre´sente la notion de me´trique pour un espace carte´sien,
un espace euclidien et un espace riemannien.
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Espace carte´sien
Dans le cas de l’espace carte´sien posse´dant un syste`me de coordonne´es orthonormal, on
mesure la distance entre le point A et le point B par le produit scalaire
d( ~A, ~B) =
√
∆ ~X t∆ ~X (1.16)
ou` ∆ ~X = ~B − ~A.
Espace euclidien
On peut ge´ne´raliser la notion pre´ce´dente aux syste`mes de coordonne´es qui ne sont pas
orthonormaux en conside´rant les transformations line´aires de l’espace carte´sien. Si on dispose
d’une transformation ~X(~r), alors on peut prendre deux points de ~r et mesurer la distance,
dans l’espace ~X, entre ces deux points en notant que
∆ ~X(~r) = J~r 7→~x∆~r (1.17)
ou` J~r 7→~x est le Jacobien de la transformation qui transforme un point de ~r et un point de ~X.
La distance dans ~X est alors donne´e par :
d =
√
∆~rtJ t~r 7→~xJ~r 7→~x∆~r (1.18)
=
√
∆~rtM~r 7→~x∆~r (1.19)
ou`M~r 7→~x est un tenseur syme´trique de´fini positif dans le cas ou` la transformation est bijective.
On appelleM~r 7→~x la me´trique de la transformation de ~r vers ~X, puisqu’elle permet de changer
la notion de distance entre les points de ~r de fac¸on a` ce que cette distance corresponde a` la
distance dans un autre espace, l’espace ~X.
Me´trique riemannienne
Riemann a e´tendu la notion pre´ce´dente aux transformations qui varient en tous points
de l’espace. Dans ce cas, le jacobien de la transformation varie lui aussi en tout point de
l’espace. La me´trique qui sert au calcul des distances doit respecter certaines proprie´te´s, dont
l’ine´galite´ triangulaire. La conse´quence de ceci est que la distance entre deux points doit se
calculer le long du parcours le plus court entre ces deux points. Ce parcours est la ge´ode´sique
qui suit le chemin de moindre courbure entre les deux points. Ce chemin peut eˆtre tre`s difficile
a` de´terminer.
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1.1.7 Longueur me´trique des areˆtes
Dans le domaine de l’adaptivite´, on parle souvent de la longueur me´trique des areˆtes du
maillage. Quand la me´trique varie en tout point de l’espace, il faut utiliser l’inte´grale suivante
afin de calculer cette longueur :
`M(γ) =
∫ 1
0
√
γ′(t)T MS(γ(t)) γ′(t) dt (1.20)
ou` γ′(t) = P2 − P1 = (x2 − x1, y2 − y1, z2 − z1)T et M(γ(t)) est la me´trique au point γ(t) de
l’espace. Quand la me´trique est constante, le calcul de la longueur se re´duit a` :
lAB =
√−→
ABTMS
−→
AB. (1.21)
Notez que si MS est la matrice identite´, alors la longueur dans la me´trique, `M(γ), est
simplement la longueur euclidienne `E(γ).
Cette longueur n’est pas la distance formelle entre les sommets de l’areˆte dans l’espace
me´trique. En effet, cette distance ne suit pas la ge´ode´sique reliant les deux sommets. Dans le
cas de l’adaptivite´, la longueur me´trique correspond a` la longueur du segment droit reliant
les sommets de l’areˆte. Ce trajet n’est pas le chemin le plus court entre les deux sommets
dans le cas ge´ne´ral, mais correspond plutoˆt a` un parcours curviligne entre les deux sommets.
1.1.8 Aire me´trique des faces et volume me´trique des e´le´ments
On peut aussi calculer le volume me´trique des e´le´ments ainsi que la surface me´trique des
e´le´ments a` l’aide des e´quations
Vm =
∫
Ω
det(MS)dK (1.22)
Am =
∫
dΩ
det(MS)dK (1.23)
ou` Vm est le volume me´trique de K et Am est l’aire me´trique des faces frontie`res de K. Or,
les frontie`res de K sont des surfaces ge´ode´siques possiblement tordues, ce qui fait que K
est difforme. Les mesures Vm et Am sont errone´es si on ne tient pas compte de la nature
ge´ode´sique des frontie`res.
1.1.9 Qualite´ d’un maillage
Dompierre et al. (2005) donne une de´finition formelle des crite`res de formes.
12
De´finition 1.5 Un crite`re de forme simplicial est une fonction continue qui e´value la forme
d’un simplexe et qui est invariant par translation, rotation, re´flexion et homothe´tie du sim-
plexe. Il est dit valide s’il est maximal uniquement pour le simplexe re´gulier et s’il est minimal
pour tous les simplexes de´ge´ne´re´s. Pour faciliter les comparaisons, les crite`res de forme sim-
pliciaux valides sont normalise´s dans l’intervalle [0, 1].
Par ailleurs, il montre que les crite`res de formes usuels sont e´quivalents entre eux. Cela dit,
le crite`re de forme η est rapporte´ ici duˆ a` sa re´gularite´ :
η =
(
∏d
i=1 λi)
1/d
1
d
∑d
i=1 λi
(1.24)
ou` d est la dimension de l’espace et λi sont les valeurs propres de la me´trique de la trans-
formation qui transforme l’e´le´ment K dans un e´le´ment re´gulier, c’est-a`-dire e´quilate´ral et
unitaire.
Dans le cas des maillages adapte´s, il faut mesurer la forme des e´le´ments dans l’espace
me´trique. La fac¸on traditionnelle de tenir compte de l’espace me´trique est de mesurer le
volume et l’aire des faces frontie`res des e´le´ments a` l’aide de la formule de He´ron qui lie l’aire
d’un triangle a` son demipe´rimeˆtre. Ceci permet de re´utiliser le calcul de la longueur me´trique
des areˆtes. Malheureusement, la mesure de la longueur me´trique n’est pas la bonne me´trique
de l’espace de la carte de taille. En effet, la longueur me´trique telle que de´finie ne ve´rifie pas
l’ine´galite´ triangulaire puisqu’on inte`gre sur la droite reliant les sommets de l’areˆte au lieu
de suivre la ge´ode´sique entre ces deux points.
La litte´rature re´cente propose de ne pas utiliser la formule de He´ron, mais d’utiliser l’aire
me´trique et le volume me´trique. Ceci fait apparaˆıtre le meˆme proble`me que pour la formule
de He´ron. Les crite`res de forme applique´s directement dans l’espace me´trique en prenant des
frontie`res droites sont errone´s puisque les mesures Vm et Am sont fausses. En somme, les
crite`res de forme applique´s dans l’espace me´trique tentent de calculer la forme d’un objet
difforme.
Base´e sur ces constats, la notion de forme me´trique n’a pas de sens. En effet, les frontie`res
des e´le´ments dans l’espace me´trique sont des courbes tordues dans le cas ge´ne´ral. Le crite`re
de forme d’un objet difforme n’a pas de sens. Il faut se tourner vers une autre mesure afin
d’e´valuer la qualite´ me´trique des e´le´ments.
1.2 Objectifs de recherche
Les processus adaptatifs, tel que celui de´crit a` la figure 1.2, ont pour objectif d’e´quire´partir
l’erreur d’interpolation. La mise en oeuvre rigoureuse et me´thodique d’un processus adapta-
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tif doit donc mesurer de fac¸on objective cette e´quire´partition. De plus, une me´thodologie de
ve´rification doit eˆtre de´finie pour les processus adaptatifs afin de certifier que le processus
fonctionne. Cette me´thodologie doit ve´rifier chaque composante du processus adaptatif. No-
tamment, on doit eˆtre capable de mesurer jusqu’a` quel point un maillage adapte´ correspond
a` la carte de taille ayant servi lors de sa ge´ne´ration.
C’est vers ces deux objectifs que s’oriente le pre´sent travail de recherche. Nous proposons
donc d’une part de de´velopper une mesure de qualite´ capable d’e´valuer la qualite´ d’un maillage
en regard d’une carte de taille, et d’autre part d’appliquer cette mesure dans le cadre d’une
me´thodologie de ve´rification du processus d’adaptation de maillage.
1.3 Plan de la the`se
Le format choisi pour cette the`se est une the`se par articles ou` les articles sont en annexes.
Le chapitre courant a donne´ les objectifs de la the`se ainsi que les concepts de base ne´cessaires
a` la compre´hension du proble`me. Dans le chapitre suivant, on pre´sente une revue de la
litte´rature permettant de montrer l’e´tat de l’art en adaptation de maillage en soulignant les
domaines dans lesquels les contributions seront faites. Ainsi, on soulignera les crite`res de
qualite´ pre´sentement utilise´s en adaptation de maillage ainsi que les fac¸ons de ve´rifier les
strate´gies d’adaptation. Aussi, on regardera les fac¸ons de visualiser les quantite´s utilise´es en
adaptation ainsi que les strate´gies d’adaptation.
Le troisie`me chapitre fera la synthe`se des deux articles en annexe. On re´sumera donc
les points essentiels des articles en pre´sentant la me´thodologie utilise´e ainsi que les re´sultats
pertinents pour chaque article.
Le quatrie`me chapitre pre´sentera deux contributions additionnelles de´veloppe´es dans le
cadre des travaux de cette the`se. Il s’agit d’une fac¸on de visualiser les actions que l’estimateur
d’erreur sugge`re d’effectuer au maillage ainsi qu’une strate´gie de basculement d’areˆte adapte´e
au contexte de l’optimisation de maillage.
Le cinquie`me chapitre contient une discussion ge´ne´rale des contributions de la the`se. On
y montre quelques retombe´es en y listant d’autres travaux qui ont utilise´ les contributions
de cette the`se.
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CHAPITRE 2
REVUE CRITIQUE DE LA LITTE´RATURE
Les me´thodes adaptatives font intervenir plusieurs disciplines. Tout d’abord, on doit dis-
poser d’un estimateur d’erreur a posteriori capable d’analyser la solution. Ensuite, on doit
faire le lien entre cet estimateur d’erreur et le maillage courant afin de calculer une carte de
taille que le maillage doit satisfaire. Ensuite, on peut soit modifier le maillage existant ou en
rege´ne´rer un nouveau qui satisfait la carte de taille. Finalement, on doit mettre en oeuvre un
processus adaptatif qui couple le solveur et l’outil qui calcule le maillage adapte´. La revue de
la litte´rature qui suit se de´compose donc selon ces disciplines.
2.1 Estimateur d’erreur
Plusieurs estimateurs d’erreurs sont pre´sente´s dans la litte´rature. Les estimateurs de´-
pendent de l’E´DP et de l’espace dans lequel on cherche l’approximation de la solution. On
se concentre ici sur la formulation d’estimateurs pour un seul scalaire. On commence par les
estimateurs de type Zienckiewicz et Zhu parce qu’ils jettent les bases de la me´thodologie.
On pre´sente ensuite une revue des estimateurs d’erreur d’interpolation. La particularite´ de
ces estimateurs est qu’on assume que les valeurs nodales de l’interpolation sont exactes, ce
qui permet d’obtenir des bornes serre´es. Comme on l’a vu, le lemme de Ce´a justifie ce choix
d’estimateurs. On pre´sente ensuite des estimateurs d’approximation qui n’assument pas que
les valeurs nodales sont exactes. On pre´sente ensuite les estimateurs hie´rarchiques et les
estimateurs par e´quations re´siduelles afin de faire un survol le plus complet possible. On
s’attarde au lien entre l’estimateur d’erreur et la carte de taille engendre´e par l’estimateur.
2.1.1 Estimateur d’erreur de type Zienkiewicz et Zhu
Zienkiewicz et Zhu ont introduit une classe d’estimateur d’erreur isotrope assez bien
documente´ dans un des derniers articles de Zienkiewicz (2006). Ces estimateurs sont base´s
sur une reconstruction de la de´rive´e de la solution, sur l’utilisation de cette reconstruction
par un estimateur d’erreur, puis sur le calcul d’une taille optimale base´e sur cet estimateur.
Ces me´thodes ont e´te´ utilise´es avec succe`s entre autres par Labbe´ (1993) pour des proble`mes
de potentiel magne´tique. Il s’agit d’analyser la norme H1 de l’erreur d’approximation :
‖u− uh‖1 = ‖u− uh‖0 + ‖∇u−∇uh‖0. (2.1)
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Ensuite, on conside`re que l’erreur sur les gradients converge moins vite que l’erreur sur la
solution. Ceci me`ne a` l’expression suivante pour l’erreur d’approximation
‖eA‖ ≈ ‖∇u−∇uh‖0. (2.2)
Comme on ne dispose pas de ∇u, on reconstruit une nouvelle solution u˜ dont le gradient
∇u˜ converge plus vite vers ∇u que ∇uh converge vers ∇u. C’est donc dire que cette recons-
truction est de meilleure qualite´ que le gradient de la solution nume´rique et peut donc servir
a` estimer l’erreur. On aura alors
‖eA‖ ≈ ‖∇u˜−∇uh‖0. (2.3)
Ensuite, Zienkiewicz fait le lien entre cet estimateur et la taille courante du maillage
a` l’aide du taux de convergence a priori de la me´thode et du concept d’e´quire´partition de
l’erreur. Ainsi, le taux de convergence est donne´ par
‖eA‖1,K ≤ Chp−m+1K , (2.4)
ou` hK est le diame`tre de l’e´le´ment K. Par ailleurs, le principe d’e´quire´partition, tel qu’utilise´
par Zienkiewicz et Zhu (1992b), pre´voit que tous les e´le´ments auront la meˆme erreur optimale
‖eopt‖K a` la convergence. Dans ce cas, l’erreur total sur un maillage de m e´le´ments est
‖e‖1,Ω =
√∑
K
‖eopt‖2K , (2.5)
=
√
m‖eopt‖2K . (2.6)
L’erreur relative est donne´e par
η =
‖u− uh‖
‖u‖ , (2.7)
=
‖eopt‖
‖uh‖+ ‖eopt‖ . (2.8)
Ceci permet de de´terminer que l’erreur e´le´mentaire optimale est
‖eopt‖ = n
(n− 1)
‖uh‖√
m
. (2.9)
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On peut obtenir la taille optimale d’un e´le´ment a` partir de l’e´quation 2.4 et de l’e´quation 2.9.
hopt =
p−m+1
√
‖eopt‖
‖e‖K h
p−m+1
K . (2.10)
Les travaux pre´sente´s dans Labbe´ (1993) utilisent l’approche pre´sente´e ci-haut. On note que
la carte de taille obtenue est isotrope. Ceci est duˆ au choix de l’e´quation 2.4 pour faire le lien
entre l’erreur et la taille des e´le´ments.
2.1.2 Estimateur d’erreur d’interpolation
Cette famille d’estimateurs d’erreur majore l’erreur d’approximation par l’erreur d’inter-
polation, tel que propose´ dans Vallet (1992). On utilise le lemme de Ce´a pour justifier ce
choix.
Frey et Alauzet (2005) pre´sentent un estimateur d’erreur d’interpolation qui fait intervenir
le calcul du Hessien de la solution exacte :
‖u− Πhu‖H1 ≤ 9
32
max
y∈K
∣∣∣〈−→aa‘, Hu(y)−→aa‘〉∣∣∣ (2.11)
Cette relation lie l’erreur d’interpolation a` la longueur de la plus grande areˆte de l’e´le´ment
K telle que mesure´e dans la me´trique issue du Hessien Hu.
Loseille et Alauzet (2009) proposent des estimateurs en norme Lp. Ils montrent que le
choix de la norme utilise´e dans l’expression de l’erreur d’interpolation me`ne a` des densite´s
cibles diffe´rentes. Chen et al. (2007) proposent aussi un lien entre l’erreur d’interpolation et
la carte de taille en e´tendant l’approche de Huang et Sun (2003), eux aussi, aux normes Lp.
Ils obtiennent
‖u− Πhu‖Lp(Ω) ≤ CN−2/n‖ n
√
det(H)‖
L
pn
2p+n
(Ω) (2.12)
ou` N est le nombre d’e´le´ments dans la triangulation et la constante C ne de´pend ni de u, ni
de N . Le cas de p =∞ a e´te´ prouve´ par D’Azevedo et Simpson (1991) et le cas p = 2 a e´te´
prouve´ par Huang et Sun (2003).
Hetmaniuk et Knupp (2008) trouvent une borne supe´rieure a` l’erreur d’interpolation
encore plus serre´e que celles pre´sente´es pre´ce´demment en utilisant les de´rive´es directionnelles
le long des areˆtes des e´le´ments. Ils la comparent aux autres bornes et montrent que certaines
de ces autres bornes ne convergent pas, alors que les leurs restent convergentes.
Contrairement a` l’estimateur de la section pre´ce´dente, les estimateurs de l’erreur d’inter-
polation sont anisotropes. Comme on le verra plus loin, ces estimateurs pourront servir a`
fournir une carte de taille anisotrope au remailleur.
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2.1.3 Estimateur base´ sur le re´sidu
Picasso (2006) utilise un estimateur d’erreur a posteriori qui tient compte du re´sidu du
syste`me d’e´quations sur les e´le´ments, d’une mesure du saut de l’approximation aux frontie`res
des e´le´ments ponde´re´ par une mesure de la forme des frontie`res, le tout ponde´re´ par une
mesure de l’e´le´ment influence´e par le gradient de l’erreur d’approximation. Cet estimateur
est ensuite approxime´ en ne´gligeant le re´sidu e´le´mentaire et en approchant l’erreur d’approxi-
mation par une me´thode similaire a` celle de l’e´quation 2.3 employe´e par Zienkiewicz et Zhu
(1992a). Picasso (2006) convertit cet estimateur en carte de taille donne´e sous forme me´trique
qui tient compte d’une tole´rance. Cette tole´rance controˆle la densite´ du maillage re´sultant.
Bourgault et al. (2009) obtient des re´sultats spectaculaires avec cette approche dans le
cas d’e´coulements compressibles non visqueux mode´lise´s par les e´quations d’Euler.
Bernardi et al. (2001) font une analyse de ce type d’estimateurs et proposent des exten-
sions aux e´quations de Stokes. Formaggia et al. (2004) aussi proposent des estimateurs de
ce type pour les e´quations de Stokes et pre´sentent des exemples bidimensionnels. Selon For-
maggia et al. (2004), l’approche s’inspire de la me´thode des re´sidus ponde´re´s par le dual
de Rannacher (1998).
2.1.4 Estimateur hie´rarchique
Tel que de´crit dans Belhamadia et al. (2003), les estimateurs hie´rarchiques proposent
d’utiliser des interpolants hie´rarchiques afin d’estimer l’erreur. Les interpolants hie´rarchiques
sont ceux dont les fonctions de base a` l’ordre k + 1 sont orthogonales aux fonctions de
base a` l’ordre k. Cette orthogonalite´ est difficile a` obtenir pour k = 0 et k = 1 puisque
l’interpolant est contraint a` repre´senter la topologie de l’e´le´ment. Ne´anmoins, les fonctions de
base des ordres supe´rieurs peuvent ge´ne´ralement eˆtre orthogonales, par exemple en utilisant
les polynoˆmes de Legendre. Une comparaison des matrices e´le´mentaires d’un interpolant a`
l’ordre k et a` l’ordre k+1 montre que l’ajout des nouvelles fonctions de base ne change pas le
syste`me matriciel a` l’ordre k. Ainsi, pour obtenir la solution a` l’ordre k+1, il suffit de re´soudre
le syste`me matriciel engendre´ par les nouvelles fonctions, en transfe´rant la solution obtenue
a` l’ordre k dans le membre de droite. Belhamadia et al. (2003) proposent des ame´liorations
permettant de rendre le proble`me local afin d’e´viter d’avoir a` re´soudre le syste`me a` l’ordre
k+1 globalement. Ces estimateurs ne ge´ne`rent pas de carte de taille, ce qui fait qu’il est plus
difficile de de´coupler l’estimateur d’erreur du remailleur.
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2.1.5 Carte de taille
Le lien entre l’erreur d’interpolation et le maillage a e´te´ e´tabli par d’Azevedo et Simpson
(1989) pour la norme L∞. En minorant et majorant les valeurs propres de |H|, on obtient un
espace me´trique qui permet de mesurer l’erreur d’interpolation entre n’importe quel couple
de points de Ω. On peut ensuite modifier les algorithmes de ge´ne´ration et de modification
de maillage de fac¸on a` utiliser cette me´trique afin de changer la notion de distance entre les
points de Ω. Selon D’Azevedo et Simpson (1991), on a donc que :
‖u− Πhu‖∞,K ≤ C‖∆t~x|H(u)|∆~x‖ (2.13)
ou` |H| = Rt|Λ|R indiquant qu’on prend la valeur absolue des valeurs propres.
Selon Chen et al. (2007), en de´finissant une nouvelle me´trique donne´e par :
M = (det(H))−1/(2p+n)H, (2.14)
tous les simplexes issus de cette mesure sont isotropes et le volume des simplexes est e´qui-
distribue´ dans l’espace de la me´trique a` la convergence du processus adaptatif.
On voit que tous ces estimateurs de´pendent du Hessien et engendrent des cartes de taille
anisotropes. Par ailleurs, le choix de la norme a` un impact sur la carte de taille. Dans le cas
de la norme L∞, bien qu’il semble y avoir un de´bat sur la valeur exacte de C, la formule
de d’Azevedo et Simpson (1989) pre´sente´e a` l’e´quation 2.13 semble ge´ne´ralement accepte´e.
2.2 Reconstruction
Les estimateurs pre´sente´s pre´ce´demment de´pendent du gradient ou du Hessien de la solu-
tion exacte. Puisqu’on ne dispose pas de ces valeurs, on utilise des techniques de reconstruc-
tion a` la fois pour reconstruire les de´rive´es premie`res et les de´rive´es secondes. Ces techniques
permettent de reconstruire de meilleurs gradients ou de meilleurs Hessiens que l’information
initialement contenue dans la solution nume´rique. On conside`re alors que la reconstruction
converge plus vite vers les valeurs exactes que ne le fait l’approximation. En effet, si la solu-
tion initiale est de´finie sur des e´le´ments line´aires, alors le gradient de la solution nume´rique
de de´part est constant et le Hessien est nul.
C’est le domaine de la structure qui a principalement fait avancer les techniques de re-
construction, car le calcul des stress fait intervenir le gradient de la solution nume´rique.
L’approche initiale consistait a` formuler le proble`me globalement et a` assembler une ma-
trice globale permettant d’obtenir les gradients. Or, une formulation locale, dite par patches,
de´veloppe´e par Zienkiewicz et Zhu (1992a) a permis, entre autres, d’obtenir des gradients
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superconvergents dans le sens que ces gradients convergent plus vite que l’ordre de conver-
gence de la solution nume´rique the´orique. Ces me´thodes locales sont beaucoup plus faciles
et rapides a` calculer, car les syste`mes a` re´soudre sont tre`s petits. La re´e´criture du syste`me a`
re´soudre permet par la suite d’ame´liorer la stabilite´ de la me´thode Zienkiewicz et al. (1993).
Certains proble`mes de stabilite´ persistent malgre´ ces corrections, tels que note´s par Labbe´ et
Garon (1995). Des travaux de Yue et Robbins (2007) ont montre´ que, dans le cas de quadri-
late`res, une rotation du repe`re permet d’ame´liorer conside´rablement le conditionnement du
proble`me. Une simple preuve expe´rimentale rend cette solution difficile a` e´tendre aux autres
e´le´ments et aux autres dimensions. Certains travaux sugge`rent de modifier la formulation du
proble`me de fac¸on a` injecter de la physique dans la reconstruction visant a` se rapprocher des
e´quations aux de´rive´es partielles de de´part a` re´soudre.
La plus grande difficulte´ avec les me´thodes de reconstruction est que la qualite´ de la
reconstruction se de´te´riore de fac¸on notable pre`s des parois et des discontinuite´s. Dans le cas
des discontinuite´s, la reconstruction surestime les gradients, ce qui me`ne ultimement a` des
maillages induˆment fins. Mais la de´ge´ne´rescence de la convergence pre`s des parois est tre`s
proble´matique, duˆ aux phe´nome`nes importants qui peuvent s’y produire. Ilinca et Pelletier
(2006) proposent plusieurs modifications permettant d’ame´liorer la reconstruction sur les
parois.
L’e´tude faite par Vallet et al. (2007) est particulie`rement inte´ressante dans un contexte
anisotrope. En effet, une attention particulie`re est porte´e au comportement des reconstruc-
tions sur des maillages anisotropes. Ce type de maillage e´tant utilise´ pour mode´liser la couche
limite, il est important de disposer d’une reconstruction qui aura un bon comportement pour
ce genre de maillage.
Vallet et al. (2007) propose une reconstruction qui consiste a` construire localement une
surface quadratique par moindre carre´ en utilisant les valeurs de uh aux sommets voisins de
la reconstruction courante. Par ailleurs, Ilinca et Pelletier (2006) et Zienkiewicz et al. (1993)
recommandent de re´e´crire le proble`me de projection dans un repe`re local afin d’ame´liorer le
conditionnement du syste`me matriciel.
2.3 Optimisation de maillage
Vallet (1992) a montre´ comment les cartes de taille donne´es sous forme d’espace me´trique
permettent de combiner l’information sur l’e´tirement et l’orientation de´sire´s des e´le´ments.
Borouchaki (2001) introduit la notion de maillage unite´ afin de de´crire un maillage adapte´.
Il conside`re en effet que les areˆtes du maillage adapte´ doivent eˆtre de longueur unitaire dans
l’espace me´trique de la carte de taille.
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Loseille et Alauzet (2009) recensent 8 outils d’adaptation de maillage en 3D dont Tango
pre´sente´ dans Bottasso (2004), Mmg3d pre´sente´ dans Dobrzynski et Frey (2008), Forge3d
pre´sente´ dans Coupez (2000), MeshAdap pre´sente´ dans Li et al. (2005), Fun3d pre´sente´
dans Jones et al. (2006), Mom3d pre´sente´ dans Tam et al. (2000) et celui de Pain et al.
(2001). TetMesh-GHS3D1, MEF++ pre´sente´ dans Belhamadia et al. (2003, 2004), MAdlib
pre´sente´ dans Compe`re et al. (2010) et OORT pre´sente´ dans Dompierre et al. (2003) sont
d’autres outils adaptatifs disponibles. La plupart de ceux-ci fonctionnent par modification de
maillage, TetMesh-GHS3D e´tant l’exception.
Li et al. (2005) de´crit trois me´thodologies d’adaptation de maillage :
– les me´thodes de rege´ne´ration de maillage telles qu’utilise´es par George et Borouchaki
(1998), Frey et George (1999) et Frey et Alauzet (2005),
– les me´thodes par subdivision des e´le´ments telles que celles de Kallinderis et Kavouklis
(2005) et Rivara et Levin (1992).
– les me´thodes par modifications locales ordonne´es telles que celles utilise´es par Coupez
(2000), Dompierre et al. (2002), Coupez et Bigot (2000), Pain et al. (2001) et Acikgoz
et Bottasso (2007).
Les me´thodes de rege´ne´ration rediscre´tisent comple`tement le domaine a` chaque ite´ration.
Les me´thodes de subdivision des e´le´ments se limitent a` raffiner des e´le´ments existants ou a`
de´raffiner des e´le´ments qui auraient e´te´ raffine´s a` une e´tape pre´ce´dente. La dernie`re me´thode
modifie un maillage existant a` l’aide d’ope´rateurs qui sont applique´s dans un ordre fixe.
Toutes ces me´thodologies sont utilise´es dans un processus ite´ratif qui converge en appli-
quant des corrections au maillage de l’ite´ration pre´ce´dente afin d’e´quidistribuer l’estime´ de
l’erreur. Selon Alauzet et al. (2007), il s’agit de trouver le point fixe du couple mailleur-solveur.
Dans ce contexte, les me´thodologies de modifications de maillages devraient ne´cessiter de
moins en moins d’ope´rations lorsque le couple mailleur-solveur converge.
Les approches par modifications locales posent le proble`me d’adaptation comme un pro-
ble`me d’optimisation qui travaille sur le nombre et la position des sommets du maillage ainsi
que sur la connexion entre ces sommets. En appliquant des ope´rateurs continus et discrets,
le maillage est optimise´ de fac¸on a` satisfaire les spe´cifications de l’estimateur d’erreur sous
contrainte de respecter la ge´ome´trie. Pour bien caracte´riser le proble`me d’optimisation, on
doit identifier la fonction couˆt, les degre´s de liberte´, les contraintes et l’algorithme permettant
d’optimiser les degre´s de liberte´.
1disponible a` http ://www.distene.com/build/meshadapt.html en novembre 2010
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2.3.1 Fonction couˆt
Paralle`lement a` nos travaux, Bottasso (2004) de´finit une fonction couˆt unique pour l’en-
semble du processus adaptatif. On cherche une fonction couˆt capable d’e´valuer a` quel point
un maillage est conforme a` la carte de taille qu’il doit satisfaire telle que donne´e sous forme
d’un champ de tenseurs me´triques. Avant ces travaux, l’optimisation se basait sur des crite`res
de longueur et sur des crite`res de forme parfois difficiles a` e´valuer dans un espace me´trique.
2.3.2 Degre´s de liberte´
Un maillage est compose´ d’e´le´ments, eux-meˆmes compose´s de sommets, qui ont a` leur
tour des coordonne´es dans l’espace re´el. Les degre´s de liberte´ d’un maillage sont donc les co-
ordonne´es des sommets du maillage ainsi que la fac¸on de connecter ces sommets afin d’obtenir
les e´le´ments du maillage qui recouvriront le domaine de calcul. Comme vu pre´ce´demment,
ce ne sont pas toutes les me´thodes d’adaptation qui optimisent la position et la topologie.
En effet, certaines me´thodes ne font que du lissage ou que du raffinement. Cependant, une
me´thode qui peut travailler sur tous les degre´s de liberte´ devrait mieux e´quire´partir l’erreur
d’interpolation.
2.3.3 Contraintes
Les contraintes sont tout d’abord d’ordre topologique. L’union des e´le´ments du maillage
doit rester une discre´tisation du domaine. Il faut donc pre´server les sommets, les areˆtes, les
faces et les volumes de la topologie. Notamment, il ne faut pas changer le genre topolo-
gique du domaine. Beall et al. (2003) pre´sentent les difficulte´s lie´es a` la de´finition du mode`le
topologique que le maillage est cense´ discre´tiser.
Il faut ensuite que les coordonne´es des sommets sur les frontie`res restent sur les frontie`res
de la ge´ome´trie tel que de´crit par Shephard et al. (2005). Il faut donc connaˆıtre la repre´-
sentation ge´ome´trique de ces frontie`res afin d’en assurer l’inte´grite´. Dans leur repre´sentation
ge´ne´rale, les domaines sont de´finis a` l’aide de NURBS selon le mode`le pre´sente´ dans la
section 1.1.1. Il faut donc eˆtre capable de connaˆıtre la position des sommets du maillage sur
les surfaces NURBS afin de s’assurer que lesdits sommets restent sur le mode`le ge´ome´trique
en utilisant les strate´gies de projection et de localisation de la section 1.1.1. De plus, il faut
que les coordonne´es des sommets du maillage ne soient pas confondues. Ceci implique que la
distance entre deux sommets doit eˆtre supe´rieure a` une tole´rance.
Finalement, un ensemble de contraintes additionnelles qui repre´sentent des limitations
d’autres outils intervenant dans la chaˆıne d’analyse doivent conceptuellement eˆtre prises en
compte. Ainsi, on peut exiger un e´tirement maximum, un volume minimal ou maximal ou
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encore une longueur minimale ou maximale des areˆtes.
2.3.4 Algorithme
On constate qu’on fait face a` la fois a` un proble`me d’optimisation continue et a` un
proble`me d’optimisation discret. En effet, trouver la position optimale des coordonne´es du
maillage est un proble`me continu puisque les coordonne´es sont dans R3 et que la fonction
couˆt est diffe´rentiable. En revanche, trouver la fac¸on optimale de connecter les sommets du
maillage est un proble`me discret qui consiste a` comparer des connectivite´s diffe´rentes et a`
choisir celle qui optimise la fonction couˆt. Il en est de meˆme pour l’ajout et le retrait de
sommets.
On liste donc ici un ensemble d’ope´rateurs capable de modifier les degre´s de liberte´ pour le
proble`me discontinu et pour le proble`me continu, par de´placement de noeuds. On s’inte´resse
aux fac¸ons de raffiner le maillage en ajoutant des e´le´ments, aux fac¸ons de de´raffiner le maillage
en enlevant des e´le´ments du maillage ainsi qu’aux fac¸ons de reconnecter les e´le´ments sans
changer le nombre de sommets dans le maillage.
Ajout de noeuds
L’ajout de noeuds peut se faire par une insertion de type Delaunay a` l’aide des tech-
niques pre´sente´es dans George et Borouchaki (2002), ce qui permet d’obtenir un maillage de
qualite´ apre`s l’insertion. Coupez (2000) profite du basculement des areˆtes pour ajouter une
nouvelle configuration dans laquelle il scinde l’areˆte a` basculer. On peut aussi simplement
scinder une areˆte, une face ou un e´le´ment du maillage, ce qui permet d’obtenir un re´sultat
topologiquement valide, mais qui n’est pas ne´cessairement de qualite´. En effet, ce type de
raffinement ge´ne`re entre autres des nouveaux sommets qui sont sous connecte´s. Par exemple,
dans le cas bidimensionnel, on a une areˆte entre deux faces. Quand on raffine cette areˆte, le
nouveau sommet est connecte´ a` seulement quatre triangles alors qu’il y a six e´le´ments autour
des sommets des maillages re´guliers. Le cas tridimensionnel est similaire. Il faut donc lisser
la topologie afin de mieux connecter ces nouveaux sommets. La position de ces nouveaux
sommets est aussi proble´matique, car il est difficile de connaˆıtre a priori la position optimale
ou` placer le nouveau sommet tant qu’on ne sait pas exactement a` quels e´le´ments il sera
connecte´.
Retrait de noeuds
Tel que note´ dans George et Borouchaki (1997), le de´raffinement n’est pas toujours pos-
sible, par exemple pour le polye`dre de Scho¨nhart. Ne´anmoins, on peut utiliser une strate´gie de
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de´raffinement par suppression d’areˆte, telle que pre´sente´e dans George et Borouchaki (1997).
Cette strate´gie de´raffine le maillage en implosant les areˆtes du maillage qui sont trop courtes.
On choisit le sommet meurtrier de l’areˆte qui s’e´crase contre le sommet victime de l’areˆte.
Si les deux sommets ne sont pas contraints a` la frontie`re, ils se rencontrent au milieu de
l’areˆte. Si un des sommets est contraint a` la frontie`re, alors il devient le sommet victime et ne
bouge pas. Si les deux sommets sont contraints a` la frontie`re, alors le de´raffinement est impos-
sible. Cette strate´gie permet de traiter correctement les frontie`res. Certains cas pathologiques
sont facilement identifiables si on conside`re que tous les e´le´ments affecte´s par cette ope´ration
doivent rester conformes apre`s l’ope´ration. Il faut remarquer que les sommets meurtriers sont
surconnecte´s. Il faut donc marquer les areˆtes connecte´es a` ce sommet comme candidat pour
le basculement afin de re´duire le nombre d’areˆtes connecte´es au sommet meurtrier.
Il faut noter que les approches de rege´ne´ration de maillage adapte´ (par exemple TetMesh-
GHS3D) peuvent potentiellement se passer de cette ope´ration qui peut eˆtre couˆteuse. En effet,
on peut e´viter d’avoir a` enlever des sommets si on re´ussit a` les placer aux bons endroits a`
chaque ite´ration.
Retournement de faces
Le retournement de face consiste a` remplacer une face qui partage deux te´trae`dres par
trois te´trae`dres ayant la meˆme enveloppe externe, mais qui partagent une areˆte interne com-
mune tel que de´crit dans Lo (2001) ainsi que dans George et Borouchaki (1997). On voit donc
que cette ope´ration ajoute un te´trae`dre. Aussi, cette ope´ration fait apparaˆıtre une nouvelle
areˆte et ajoute donc une connexion supple´mentaire aux deux sommets de cette areˆte. Cette
ope´ration permet donc d’ajouter des connexions aux sommets sousconnecte´s. L’ope´ration
inverse consiste a` remplacer trois te´trae`dres partageant une areˆte par deux te´trae`dres par-
tageant une face. Tel que note´ dans George et Borouchaki (1997), cet ope´rateur peut eˆtre
applique´ dans le cas ou` le polye`dre forme´ par les deux e´le´ments de de´part est convexe.
Basculement d’areˆtes
Le basculement d’areˆte est tre`s bien documente´ dans Coupez (1991) et Frey et George
(1999). Il s’agit de reconnecter la boule forme´e par l’ensemble des te´trae`dres qui partagent
une areˆte de fac¸on a` faire disparaˆıtre l’areˆte tout en ame´liorant la qualite´ du maillage. Liu
et al. (2009) proposent un algorithme re´cursif pour re´soudre ce proble`me.
Chaque te´trae`dre partageant une areˆte a deux sommets qui n’appartiennent pas a` l’areˆte.
La suite ordonne´e de ces sommets est la boucle de l’areˆte. On voit que cette boucle est ou-
verte pour une areˆte frontie`re et est ferme´e pour une areˆte interne. On s’inte´resse au cas de
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la boucle ferme´e qui est le cas le plus usuel. Tous les maillages alternatifs du sous domaine
forme´ par les N te´trae`dres partageant une areˆte interne correspondent en une triangulation
de boucle de´crite pre´ce´demment. En effet, il suffit de connecter chaque triangle de la triangu-
lation de la boucle alternativement aux deux sommets de l’areˆte pour obtenir le maillage de
te´trae`dres final. On re´duit ainsi le proble`me de trouver un maillage alternatif en un proble`me
de triangulation d’une boucle. Les triangulations possibles d’un polygone de N sommets est
un proble`me e´tudie´ par Euler. Le nombre de Catalan donne le nombre de triangulations
possible d’un N -gone :
Cn =
1
n+ 1
(
2n
n
)
=
(2n!)
(n+ 1)!n!
(2.15)
Ce nombre croit tre`s rapidement avec le nombre d’e´le´ments qui partagent l’areˆte. Par exemple,
la boule forme´e autour d’une areˆte entoure´e de 10 te´trae`dres peut eˆtre reconnecte´e de 1430
fac¸ons diffe´rentes. Dans le cas de 14 te´trae`dres, ce nombre monte a` 208012.
De´placement
Le de´placement permet de lisser le maillage. Il s’agit d’un proble`me d’optimisation continu
qui agit seulement sur les coordonne´es des sommets tel que documente´ dans Dompierre et al.
(2002), Sirois et al. (2010), Freitag et Ollivier-Gooch (1997) et Knupp (2000). Le proble`me
local consiste a` conside´rer un sommet et la boule forme´e par tous les e´le´ments connecte´s a` ce
sommet. Le lissage consiste alors a` de´placer le sommet de fac¸on a` optimiser la fonction couˆt.
La litte´rature abonde en re´fe´rences sur l’utilisation de l’ope´rateur de de´placement notamment
pour les maillages structure´s. Cet ope´rateur est le seul utilise´ dans les me´thodes d’adapta-
tion appele´es la r−adaptation. Les me´thodes les plus simples font du barycentrage alors
que les plus complexes utilisent une analogie de ressorts raidis par la forme des e´le´ments,
le tout e´value´ dans l’espace me´trique. Les me´thodes d’optimisation a` gradient optimisent
ge´ne´ralement bien le proble`me. Cependant, tel que note´ dans Sirois et al. (2010), on doit
parfois avoir recours a` des algorithmes de force brute qui n’utilisent pas le gradient afin de
trouver le minimum.
2.4 Synthe`se
On voit donc que la mise en oeuvre du processus de´crit a` la figure 1.2 requiert la mise
en oeuvre d’un estimateur d’erreur, de la conversion de cet estimateur en espace me´trique
continu et du calcul d’un maillage adapte´. Bien que le contexte soit d’obtenir des solutions
fiables aux proble`mes de Navier-Stokes pour des e´coulements internes incompressibles a` haut
Reynolds, on se fixe comme premier objectif de mettre en oeuvre un processus adaptatif
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capable de controˆler l’erreur d’un proble`me a` un seul scalaire. On choisit un estimateur
d’erreur d’interpolation duˆ a` la simplicite´ de ce type d’estimateur et au succe`s de cette
approche dans la litte´rature. On utilise la norme L∞ et la me´thode propose´e par d’Azevedo
et Simpson (1989) pour obtenir l’espace me´trique. On utilise la reconstruction propose´e
par Vallet et al. (2007) pour son comportement sur des maillages e´tire´s. Finalement, on
choisit une me´thode par modification de maillage pour obtenir le maillage adapte´ puisque
cette approche requiert de moins en moins d’ope´rations quand le processus d’adaptation fait
converger le couple mailleur-solveur.
Pour faire une mise en oeuvre rigoureuse et me´thodique du processus adaptatif, on
doit se doter des mesures qui nous permettront d’e´valuer la qualite´ de notre travail. Bien
que la proce´dure de reconstruction de la solution propose des mesures approprie´es pour la
ve´rification, il n’en est pas de meˆme pour le calcul du maillage adapte´ et pour le processus
adaptatif lui-meˆme. En effet, on utilise les longueurs me´triques des areˆtes et la forme me´trique
des e´le´ments pour quantifier la qualite´ des maillages adapte´s. Il est pre´fe´rable d’avoir une
mesure unique et universelle capable de mesurer la qualite´ du maillage adapte´ en regard
de la carte de taille qui est cense´ controˆler le maillage. Dans le cas du processus adaptatif,
les re´fe´rences recense´es montrent les graphes de convergence de l’erreur d’approximation sur
l’ensemble du domaine. Or, ces graphes ne sont pas suffisants pour garantir le controˆle de
l’e´quire´partition de l’erreur d’approximation. Il manque donc une mesure de l’e´quire´partition
de l’erreur d’approximation afin de quantifier a` quel point le processus adaptatif a` atteint
son objectif.
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CHAPITRE 3
SYNTHE`SE DE L’ENSEMBLE DU TRAVAIL
Ce chapitre fait une synthe`se des deux articles pre´sente´s en annexe. On pre´sente donc
les re´sultats essentiels de ces articles ainsi que la me´thodologie utilise´e dans ces articles et
on commente les re´sultats obtenus. Ces deux articles concernent l’e´laboration de mesures
rigoureuses permettant de ve´rifier la mise en oeuvre d’un processus adaptatif.
3.1 Non-conformite´
Lors du calcul du maillage adapte´ a` la carte de taille, on doit disposer d’une mesure
objective qui e´value la qualite´ des e´le´ments en regard de la taille cible et de l’orientation
cible telles que spe´cifie´es par la carte de taille. Cette mesure pourra aussi servir a` guider
les ope´rateurs cense´s ame´liorer le maillage. La mesure pourra aussi servir a` comparer des
heuristiques diffe´rentes d’adaptation de maillage.
Dans la litte´rature, on disposait de deux mesures diffe´rentes capables de mesurer la qualite´
des maillages. La premie`re mesure est la longueur me´trique des areˆtes. Cette mesure, pre´sente´e
par Vallet (1992), met directement en valeur l’information contenue dans la carte de taille.
Cette mesure est peu couˆteuse et est souvent utilise´e pour de´terminer si le maillage a la
bonne densite´. Ainsi, la longueur me´trique des areˆtes est utilise´e par Frey et George (1999)
dans le calcul de l’indice d’efficacite´ de l’areˆte donne´e par :
eAB =
1− LMS(AB) if LMS(AB) ≤ 1,1− 1/LMS(AB) if LMS(AB) > 1, (3.1)
ou` LMS(AB) est la longueur me´trique de l’areˆte AB telle que donne´e a` l’e´quation 1.21.
Cette mesure permet d’obtenir un maillage qui aura des areˆtes de la bonne longueur.
Cependant, cette mesure n’indique pas comment connecter les areˆtes pour former des e´le´ments
ayant la bonne forme. L’approche traditionnelle consiste alors a` jumeler la longueur me´trique
des areˆtes a` un crite`re de forme. Les crite`res de formes qui satisfont la De´finition 1 e´tant tous
e´quivalents entre eux, on retiendra le crite`re de forme η donne´ a` l’e´quation 1.24. Ce crite`re
est maximum quand l’e´le´ment est re´gulier, et nul quand l’e´le´ment est de´ge´ne´re´ puisque η est
le rapport du volume sur l’aire des frontie`res. Cependant, dans le cas de maillages adapte´s ou`
les areˆtes sont unitaires dans la me´trique, il faut tenir compte de la me´trique lors du calcul
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de la forme, puisque les areˆtes sont tre`s e´tire´es dans l’espace euclidien.
Telle que de´crit dans l’introduction, le calcul de la forme d’un e´le´ment dans l’espace
me´trique est tre`s complexe puisque les frontie`res de l’e´le´ment sont des ge´ode´siques. On pro-
pose plutoˆt de comparer la me´trique de la transformation qui rend K e´quilate´ral unitaire
aux prescriptions de la carte de taille. On pose comme hypothe`se que cette mesure permet
d’e´valuer la non conformite´ du maillage par rapport a` la carte de taille.
Voici la me´thodologie employe´e pour de´montrer que la mesure de non-conformite´ permet
d’e´valuer correctement a` quel point un e´le´ment correspond aux spe´cifications contenues dans
la carte de taille. On commence par de´finir l’information contenue dans la carte de taille. Par
ailleurs, on peut obtenir une information de meˆme nature a` partir des e´le´ments du maillage.
On de´termine les prescriptions moyennes de la carte de taille sur le domaine de l’e´le´ment du
maillage, ce qui nous permet de pre´senter la mesure de non-conformite´ en comparant l’e´le´ment
aux prescriptions moyennes sur l’e´le´ment. On obtient la forme ge´ne´rale de la mesure de non-
conformite´ en e´tendant la mesure aux e´le´ments non-simpliciaux. Cette mesure ge´ne´ralise des
mesures de´ja` utilise´es dans la litte´rature. On propose ensuite la fac¸on de calculer la non-
conformite´ d’un maillage complet. On termine en pre´sentant quelques cas de validation.
3.1.1 Carte de taille
Tout d’abord, une carte de taille spe´cifie´e sous forme d’espace me´trique utilise les concepts
de base pre´sente´s a` la section 1.1.6. Il s’agit d’un champ de tenseurs syme´triques de´finis
positifs qui sont interpole´s a` l’aide d’un interpolant line´aire continu par morceau. Ces tenseurs
sont utilise´s comme une me´trique afin de modifier le calcul de la longueur des areˆtes.
A cet effet, on prend l’exemple d’une carte de taille dont les tenseurs seraient
(
4
0
0
1
)
partout
sur le domaine. Dans ce cas, le triangle ABC dont les sommets seraient positionne´s aux points
A = (1, 1)T , B = (3/2, 1)T et C = (5/4,
√
3/2 + 1)T serait parfait. En effet, la longueur des
trois areˆtes mesure´es dans la me´trique de la carte de taille serait de longueur unite´ telle que
donne´e par :
AB : (1/2 0)
(
4 0
0 1
) (
1/2
0
)
= 1
BC :
(−1/4 √3/2) ( 4 0
0 1
) (
−1/4√
3/2
)
= 1
CA :
(−1/4 −√3/2) ( 4 0
0 1
) (
−1/4
−√3/2
)
= 1
(3.2)
Cet exemple illustre l’utilisation de la carte de taille pour modifier le calcul de la longueur
28
des areˆtes.
3.1.2 Me´trique d’un simplexe
Soit MK , la me´trique de la transformation qui rend K e´quilate´ral et unitaire. Cette
me´trique est souvent utilise´e lors du calcul de la qualite´ des e´le´ments du maillage. En effet,
cette me´trique de´tecte les de´ge´ne´rescence de l’e´le´ment K.
On limite tout d’abord ce calcul aux simplexes. Dans ces cas, le nombre d’areˆtes corres-
pond au nombre de termes dans le tenseur. On montre ainsi une formulation du calcul de
MK qui est tre`s intuitive et facile a` comprendre. Il s’agit de trouver les termes du tenseurs
tels que la longueur des areˆtes soit unitaire. On obtient alors le syste`me :
∆ ~X tijMK∆ ~Xij = 1 (3.3)
ou` ∆ ~Xij est l’areˆte qui relie le sommet i au sommet j. Pour le triangle ABC, ceci donne le
syste`me
m11(xB − xA)2 + 2m12(xB − xA)(yB − yA) +m22(yB − yA)2 = 1,
m11(xC − xA)2 + 2m12(xC − xA)(yC − yA) +m22(yC − yA)2 = 1,
m11(xC − xB)2 + 2m12(xC − xB)(yC − yB) +m22(yC − yB)2 = 1,
(3.4)
ou` la de´finition de l’e´quation 1.13 est utilise´e pour les termes de la me´trique. On voit que
l’e´quation 3.4 est line´aire en terme des composantes du tenseur. On peut donc re´soudre
directement ce syste`me afin d’obtenir la me´trique MK . Cette solution sera unique pour les
triangles non de´ge´ne´re´s. On peut appliquer la meˆme proce´dure pour trouver la me´trique qui
rend un te´trae`dre e´quilate´ral unitaire.
Afin d’illustrer le calcul de la me´trique qui rend un triangle re´gulier, on calcule le tenseur
me´trique d’un triangle avec une areˆte fixe de longueur unitaire, et dont le troisie`me sommet
est libre de se de´placer. On choisit le triangle ABC tel que A = (0, 1/2)T , B = (0, −1/2)T
et on laisse le sommet C = (x, y)T se de´placer dans le demi espace x ≥ 0. Le syste`me
d’e´quations 3.4 se re´duit alors a` : 0 0 1x2 2x(y − 12) (y − 12)2
x2 2x(y + 1
2
) (y + 1
2
)2

m11m12
m22
 =
11
1
 ,
ce qui donne :
MK =

4y2 + 3
4x2
−y
x
−y
x
1
 . (3.5)
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Ce tenseur me´triqueMK devient la matrice identite´ quand le sommet C(x, y) = (
√
3/2, 0)T ,
ce qui correspond au triangle re´gulier.
On visualise les tenseurs me´triques MK a` l’aide de la de´composition propose´e a` l’e´qua-
tion 1.14. Les valeurs propres de MK e´tant proportionnelles a` des densite´s au carre´, on
visualise plutoˆt le tenseur me´trique MK en trac¸ant des ellipses dont l’orientation est donne´e
par R(θ) et dont les e´tirements sont donne´es par 1/
√
3λi ou` les λi sont les valeurs propres
de MK telle que pre´sente´e a` l’e´quation 1.15 afin que les ellipses passent par les sommets de
K. On illustre ce choix a` la figure 3.1 ou` les ellipses d’un nombre choisi de triangles sont
dessine´es. On voit que les ellipses passent bel et bien par les sommets des triangles.
Figure 3.1 Ellipses associe´es aux tenseurs me´triques de certains triangles.
Toute cette proce´dure s’applique directement au cas des te´trae`dres.
3.1.3 Tenseur me´trique cible moyen
Puisque le maillage courant peut diffe´rer du maillage de la carte de taille, un e´le´ment
du maillage courant peut recouvrir plusieurs e´le´ments du maillage de la carte de taille. On
introduit la notion de me´trique cible moyenne, a` laquelle on pourra comparer la me´trique
MK de l’e´le´ment K. On obtient cette me´trique moyenne en inte´grant chaque composante sur
l’e´le´ment K, puis en divisant par la norme de K.
MS(K) =
(∫
K
MS(X) dK
) / (∫
K
dK
)
. (3.6)
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3.1.4 Mesure de non-conformite´
La mesure de non-conformite´ EK est base´e sur le constat que le triangle parfait est celui
dont la me´trique MK est e´gale a` la me´trique cible moyenne MS(K) de´finie pre´ce´demment.
Dans ce cas, on a :
MK =MS(K). (3.7)
Or, en pratique, on n’obtient jamais cette e´galite´. Puisqu’il s’agit de matrices, on re´e´crit donc
l’e´quation 3.7 des deux fac¸ons suivantes :
M
−1
S MK = I et M
−1
K MS = I, (3.8)
ou` I est la matrice identite´. Quand il y a une diffe´rence entre la me´trique de l’e´le´ment et
la me´trique cible, on obtient plutoˆt une matrice re´siduelle pour chacune des deux e´quations
pre´ce´dentes :
Rs =M
−1
S MK − I et Rb =M−1K MS − I. (3.9)
ou` Rs est sensible aux de´ge´ne´rescence de l’e´le´ment K et Rb est sensible aux cas ou` K devient
tre`s grand par rapport a` la cible.
On utilise le triangle de la section pre´ce´dente afin d’illustrer le comportement de ces
re´sidus. Le tenseur me´trique de ce triangle est donne´ par l’e´quation 3.5. Si on de´sire obtenir
un e´le´ment re´gulier, la me´trique moyenne cible sera la matrice identite´, i.e MS = I. On peut
alors re´e´crire les e´quations 3.9 en tenant compte de l’e´quation 3.5 et du fait que MS = I afin
d’obtenir :
Rs(x, y) = I

4y2 + 3
4x2
−y
x
−y
x
1
− I =

4y2 + 3
4x2
− 1 −y
x
−y
x
0
 , (3.10)
Rb(x, y) =

4x2
3
4xy
3
4xy
3
4y2
3
+ 1
 I − I =

4x2
3
− 1 4xy
3
4xy
3
4y2
3
 . (3.11)
De plus, si on s’inte´resse aux cas ou` le troisie`me sommet se de´place sur l’axe y = 0. Dans
ce cas, tous les termes des matrices de l’e´quation 3.10 et de l’e´quation 3.11 s’annulent sauf
le terme (1, 1) de ces tenseurs. Reste alors Rs = 3/(4x
2) et Rb = 4x
2/3. La figure 3.2
pre´sente un graphe des deux termes restants dans ce cas. On voit que les deux courbes s’in-
tersectent en x =
√
3/2, la` ou` les deux re´sidus s’annulent. Ce point correspond exactement
au triangle demande´ par la me´trique cible. Les deux composantes ont un comportement
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syme´trique. Si on prend Rb, on voit que cette composante augmente quand l’aire de K aug-
mente. On voit aussi que Rb s’annule quand K correspond exactement a` ce qui est demande´.
On voit finalement que Rb tend asymptotiquement vers -1.0 quand K devient petit. De fac¸on
syme´trique, Rs augmente quand K devient petit. C’est cette composante qui sera sensible
aux de´ge´ne´rescences de K. Cet exemple illustre donc comment la non conformite´ est sensible
a` la fois aux de´ge´ne´rescence de K et aux configurations pour lesquelles K >> Ms.
0
5
10
15
20
1
R
es
id
ua
l
x2 30.5
Rs Rb
Figure 3.2 Premier terme des re´sidus Rs(x, 0) et Rb(x, 0) (Eqs. 3.10 et 3.11) en fonction du
log10(x).
On pre´sente le re´sidu total Rt qui entrera dans le calcul de la non-conformite´ :
Rt = Rs +Rb =M
−1
S MK +M
−1
K MS − 2I. (3.12)
La mesure de non-conformite´ EK d’un simplexeK par rapport a` la me´trique cible moyenne
est de´finie comme e´tant la norme Euclidienne du re´sidu total Rt de´finit a` l’e´quation 3.12.
EK = ‖Rt‖ =
√
tr (RTt Rt). (3.13)
La norme Euclidienne d’une matrice ‖ · ‖ est la somme des carre´s des termes de la matrice.
La mesure de non-conformite´ est sensible aux diffe´rences de tailles et d’orientation entre
l’e´le´ment K et la me´trique cible MS. Cette mesure est continue et diffe´rentiable, ce qui est
tre`s souhaitable en optimisation. Elle peut eˆtre ge´ne´ralise´e a` toute dimension d’espace d, et
s’e´value de fac¸on simple pour d = 2 et d = 3.
On reprend l’exemple du triangle pre´ce´dent, dont deux sommets e´taient fixe´s et le troisie`me
sommet e´tait libre de se de´placer. Dans le cas ou` la me´trique cible est la matrice identite´, le
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coefficient de non-conformite´ s’exprime a` l’aide des e´quations 3.10 et 3.11 comme e´tant :
EK =
[(
4y2 + 3
4x2
− 2 + 4x
2
3
)2
+ 2
(
4xy
3
− y
x
)2
+
16y4
9
]1/2
. (3.14)
La figure 3.3(a) repre´sente le logarithme base 10 de EK de´crit a` l’e´quation 3.14. La non-
conformite´ est minimum et nulle pour le triangle re´gulier et augmente tre`s rapidement quand
le troisie`me sommet se de´place. La non-conformite´ est infinie pour toutes les de´ge´ne´rescence
du triangle.
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Figure 3.3 Isolignes du log10(EK) avec quelques cartes de tailles varie´es.
Dans le cas de la figure 3.3(b), la me´trique cible a e´te´ fixe´e a` la moitie´ de la matrice
identite´. L’areˆte qui est fixe´e sur l’axe x = 0 est donc trop courte par un facteur de
√
2. E´tant
donne´ que cette areˆte est fixe´e, il est impossible d’obtenir le triangle qui satisfait parfaitement
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la me´trique cible simplement en bougeant le troisie`me sommet. La valeur minimum de EK
sera 0.5 et sera atteinte quand X = (
√
3/2, 0)T , ce qui est une position interme´diaire entre le
triangle e´quilate´rale quand le troisie`me sommet est a` (
√
3/2, 0)T et le triangle d’aire optimal
quand le troisie`me sommet se trouve a` (
√
3, 0)T . Dans ce cas, le meilleur triangle est donc
un compromis entre la taille et la forme selon le crite`re de non-conformite´.
Dans le cas des figures 3.3(c) et 3.3(d), la me´trique cible demande un triangle rectangle,
et la mesure de non-conformite´ est minimum pour le triangle dont le troisie`me sommet est a`
la bonne position.
3.1.5 Extension aux e´le´ments non-simpliciaux
Dans le cas des e´le´ments non-simpliciaux, la transformation qui rend l’e´le´ment K e´quila-
te´ral et unitaire est non-line´aire. Dans ce cas, le Jacobien de la transformation varie en tous
points de l’espace, et la me´trique de cette transformation n’est plus constante.
On en vient donc a` proposer que la non-conformite´ soit e´value´e en tous points de l’espace,
et donc a` laisser tomber le concept de me´trique cible moyenne. On compare alors la valeur
ponctuelle de MK avec la valeur ponctuelle de MS. On a alors
MK(X) =MS(X), ∀X ∈ K. (3.15)
On propose ensuite de prendre une valeur inte´grale pour Rt qui est donne´e par :
Rt =
∫
K
(
M−1S (X)MK(X) +M
−1
K (X)MS(X)− 2I
)
dK
/(∫
K
dK
)
. (3.16)
Cette formule ge´ne´ralise l’e´quation 3.12. Il faut noter qu’il aurait e´te´ plus approprie´ d’inte´grer
la norme Euclidienne de Rt, ce qui correspond a` inte´grer un scalaire sur le domaine de K.
L’inte´gration d’un tenseur sur un e´le´ment semble eˆtre une ope´ration peu usuelle. De plus,
Sirois et al. (2010) pre´sentent une version ame´liorer de la non-conformite´ pour les e´le´ments
non-simpliciaux en illustrant la me´thode avec des cas de validation.
3.1.6 Une mesure ge´ne´rale
La non conformite´ peut se re´e´crire pour correspondre a` d’autres mesures utilise´es pour
e´valuer la qualite´ des maillages. Elle devient donc une ge´ne´ralisation de ces autres mesures.
Voici donc quelques mesures usuelles et les de´monstrations montrant que la mesure de non-
conformite´ est une ge´ne´ralisation de celles-ci.
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Index de taille d’un simplex
Cuillie`re (1998) a de´fini l’index de taille d’un simplex. Cette index est base´ sur le fait que
l’aire d’un triangle parfait est
√
3/4 et que le volume d’un te´trae`dre parfait est
√
2/12. Cette
mesure reste vraie dans l’espace me´trique. On obtient
∫
K
√
det(MK) dK = CK =
{ √
3/4 en 2D,√
2/12 en 3D.
(3.17)
L’index de taille du simplex QK peut donc s’e´crire :
QK = CC−1K
∫
K
√
det(MS) dK (3.18)
ou` C est une constante globale qui permet de cibler un nombre d’e´le´ments pour le maillage
adapte´. Si un e´le´ment a` la bonne taille dans l’espace me´trique, son index de taille QK sera
unitaire.
L’index de taille d’un simplex est une forme inte´grale de la conformite´ entre la me-
trique MK du simplex et la me´trique cible MS(K) telle que donne´e a` l’e´quation 3.7 :
MK =MS(K) ⇒
∫
K
√
det(MK) dK =
∫
K
√
det(MS(K)) dK (3.19)
et QK est obtenu en divisant par CK . On conclut que EK et QK ont tous deux l’e´quation 3.7
comme point de de´part, mais que QK est une forme affaiblie de l’e´quation 3.7 puisqu’elle ne
tient pas compte de la nature matricielle de la relation en convertissant imme´diatement le
tenseur en scalaire.
Index d’efficacite´ d’une areˆte
L’indice d’efficacite´ d’une areˆte eAB est de´fini a` partir de la longueur de l’arete LMS(AB)
dans l’espace me´trique MS a` l’aide de l’e´quation 3.1. Si une areˆte a la bonne taille dans
l’espace me´trique cible, son index d’efficacite´ eAB sera nul.
Tout d’abord, cet index d’efficacite´ peut se re´e´crire de la fac¸on suivate :
e˜AB = LMS(AB) +
1
LMS(AB)
− 2, (3.20)
ce qui permet d’e´liminer le “si”. Cet index peut eˆtre obtenu a` partir de l’e´quation 3.15 de la
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fac¸on suivante :
MK(X) =MS(X) ⇒
∫
AB
√
ABT MK(X)AB =
∫
AB
√
ABT MS(X)AB. (3.21)
Le terme de gauche est toujours unitaire par de´finition de MK(X). Le terme de droite est
la longueur de l’arete AB dans l’espace me´trique cible MS. L’e´quation de conformite´ me`ne
donc a`
LMS(AB) = 1 (3.22)
ce qui peut se re´e´crire comme deux re´sidus :
R1 = 1− LMS(AB) or R2 = 1− 1/LMS(AB)
qui, lorsqu’on les somme, donne e˜AB. On voit donc que EK et e˜AB ont comme origine
l’e´quation 3.15, mais que e˜AB est une mesure qui se limite au areˆtes alors que EK peut
tenir compte d’un e´le´ment K au complet.
Crite`res de tailles
Freitag et Knupp (1999) propose le conditionnement κ de la me´trique MK du simplex K
comme mesure de qualite´ :
κ =
√
tr(MK)tr(M
−1
K ) =
√
tr(ΛK)tr(Λ
−1
K ) (3.23)
en utilisant la de´composition M = RΛR−1. On peut re´e´crire l’ope´rateur trace pour obtenir
κ =
√(∑
i
λK,i
)(∑
i
λ−1K,i
)
. (3.24)
Le crite`re de forme κ est unitaire pour le simplex e´quilate´rale, i.e. quand tous les λK,i sont
e´gaux, et tend vers l’infini quand le simplex de´ge´ne`re. Ce crite`re de forme ne tient pas
compte des spe´cifications de la carte de taille. Pour obtenir un e´quivalent a` partir de la
non-conformite´, on pose tout d’abord MS = I. Le re´sidu total Rt devient
Rt = MK − I +M−1K − I,
= RΛK R
−1 +RΛ−1K R
−1 − 2I,
= R(ΛK + Λ
−1
K − 2I)R−1,
= R
(
(ΛK − I)2Λ−1K
)
R−1.
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La non-conformite´ EK de l’e´quation 3.13) devient
EK =
√
tr (RTt Rt),=
√
tr
(
R
(
(ΛK − I)2Λ−1K
)2
R−1
)
(3.25)
puisque ΛT = Λ et que R−1 = RT . Ceci peut se simplifier en
EK =
√∑
i
((λK,i − 1)2/λK,i)2, (3.26)
ou` λK,i sont les termes de la diagonale de ΛK . On voit donc que dans le cas d’une cible
repre´sentant un triangle e´quilate´rale, la non-conformite´ donne´e a` l’e´quation 3.26 ressemble
au conditionnement κ donne´ a` l’e´quation 3.24. La diffe´rence est que la non-conformite´ est
sensible a` la carte de taille. On peut avoir un aperc¸u de ceci en posant MS = ΛS, i.e. en
posant R = I dans la de´compositionM = RΛR−1. De plus, on peut faire de meˆme pourMK ,
i.e. conside´rer les simplexes qui ont MK = ΛK . On a alors
Rt = M
−1
S MK − I +M−1K MS − I,
= Λ−1S ΛK − I + Λ−1K ΛS − I,
= (ΛS − ΛK)2Λ−1K Λ−1S .
La non-conformite´ EK de l’e´quation 3.13 devient alors
EK =
√√√√∑
i
(
(λK,i − λS,i)2
λK,iλS,i
)2
. (3.27)
Cette e´quation est clairement une ge´ne´ralisation de l’e´quation 3.26 qui tient compte de la
carte de taille.
3.1.7 Non-conformite´ du maillage
La mesure de non-conformite´ peut se ge´ne´raliser a` tout le maillage a` l’aide de la formule :
ET = 1
nK
nK∑
i=1
EKi , (3.28)
ce qui est la valeur moyenne de la non-conformite´. En tenant compte du nombre d’e´le´ments
dans la mesure, on re´ussit a` obtenir une mesure qui permet de comparer des maillages
inde´pendamment du nombre d’e´le´ments de ces maillages. Par exemple, soit un domaine tri-
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angulaire e´quilate´ral dont les areˆtes mesurent deux unite´s et soit une me´trique cible donne´e
par la matrice identite´(MS = I). Le maillage parfait pour ce proble`me existe et consiste
en quatre triangles e´quilate´raux unitaires, tel que pre´sente´ a` la figure 3.4(b). Ce maillage
est parfaitement conforme aux spe´cifications de la carte de taille. Par ailleurs, soit les deux
maillages suivants, l’un compose´ d’un seul triangle tel que repre´sente´ a` la figure 3.4(a), et
l’autre compose´ de seize triangles e´quilate´raux tel que repre´sente´ a` la figure 3.4(c). Dans le
cas du maillage compose´ d’un seul e´le´ment, le triangle est trop grand et le maillage n’est
pas conforme aux spe´cifications de la carte de taille. Le coefficient de non-conformtie´ de ce
maillage, tel que mesure´ par les e´quations 3.28 et 3.13, donne
EΩ1 = EK1 =
9
4
√
2, (3.29)
puisque MK = diag(1/4, 1/4) dans le cas d’un triangle dont les areˆtes mesurent deux unite´s.
Dans le cas du maillage compose´ de seize triangles, tous les triangles sont trop petits. Chaque
triangle a un coefficient de non-conformite´ donne´ par
EΩ16 =
1
16
16∑
i=1
EKi =
9
4
√
2, (3.30)
selon les e´quations 3.28 et 3.13 avec MK = diag(4, 4) dans le cas d’un triangle dont les areˆtes
mesurent 1/2 unite´.
On voit donc que EΩ1 = EΩ16 . C’est donc dire que ces deux maillages ont la meˆme valeur
moyenne du coefficient de non-conformite´. Ceci les rend e´quivalents dans le sens ou` ces deux
maillages sont aussi non-conforme l’un que l’autre.
Le coefficient de non-conformite´ d’un maillage est donc insensible a` une mise a` l’e´chelle
compatible du maillage et de la carte de taille. Aussi, le coefficient de non-conformite´ est
capable de comparer des maillages de deux domaines comple`tement diffe´rents, par exemple
(a) Maillage grossier (b) Maillage parfait (c) Maillage fin
Figure 3.4 Si le maillage cible est le maillage du milieu, le coefficient de non-conformite´ du
premier et du dernier maillage sont e´quivalents.
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le maillage d’un oce´an et le maillage d’un nano-circuit. Dans les deux cas, la mesure de
non-conformite´ du maillage donne un chiffre permettant de dire a` quel point le maillage
correspond a` la carte de taille.
La non-conformite´ du maillage est une mesure unique et adimensionnelle qui mesure a`
quel point un maillage respecte les spe´cifications de la carte de taille donne´e sous forme d’un
espace me´trique, qu’elle soit isotrope ou anisotrope. Cette mesure est valide pour les triangles,
les te´trae`dre et tous les autres e´le´ments non-simpliciaux.
3.1.8 Exemples nume´riques
Finalement, on valide que la non conformite´ peut e´valuer la qualite´ d’un maillage dont
la carte de taille est donne´e sous forme analytique. On utilise les cas tests de George et
Borouchaki (1997).
Le premier cas test est une me´trique Riemannienne isotrope donne´e par :
MS =
(
h−21 (x, y) 0
0 h−22 (x, y)
)
, (3.31)
ou` h1(x, y) = h2(x, y) = h(x, y) est donne´ par :
h(x, y) =

1− 19y/40 si y ∈ [0, 2],
20(2y−9)/5 si y ∈ ]2, 4.5],
5(9−2y)/5 si y ∈ ]4.5, 7],
1
5
+ 4
5
(
y−7
2
)4
si y ∈ ]7, 9].
(3.32)
Le maillage adapte´ est calcule´ par OORT (Object-Oriented Remeshing Toolkit), un
optimiseur de maillages de´veloppe´ par l’E´cole Polytechnique au CERCA. L’optimiseur raffine,
de´raffine, de´place et bascule des areˆtes. Le maillage adapte´ est pre´sente´ a` la figure 3.5(a). Le
tableau 3.1 pre´sente les valeurs statistiques de la longueur des areˆtes et du crite`re η donne´ a`
l’e´quation 1.24. Ces valeurs sont mesure´es dans la me´trique de la carte de taille. Le coefficient
de non-conformite´ (tel que donne´ a` l’e´quation 3.28) de ce maillage par rapport a` la carte de
taille dessine´e a` la figure 3.5(b) est ET = 0.1041. On pre´sente deux autres maillages afin
d’e´valuer le crite`re de non-conformite´. Le maillage de la figure 3.5(c) est obtenu en fixant
une cible ou` toutes les areˆtes mesureront 1.4 selon la carte de taille au lieu de cibler des
areˆtes de longueur 1.0. Tous les e´le´ments seront de`s lors trop grands, tel qu’illustre´ par le
fait que l’areˆte de la frontie`re du bas est discre´tise´e en 5 segments au lieu de 7 segments
pour le maillage de la figure 3.5(a). La non-conformite´ du maillage pre´sente´ a` la figure 3.5(c)
par rapport a` la carte de taille pre´sente´e a` la figure 3.5(b) est ET = 3.82. Le maillage de la
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figure 3.5(d) pre´sente un maillage structure´ concentre´ selon l’axe y de fac¸on a` respecter la
carte de taille. Le maillage structure´ est ensuite divise´ en triangles. La densite´ du maillage
re´sultant est trop faible quand la diagonale est a` un angle infe´rieur a` 45 degre´s, et la densite´
est trop e´leve´e quand l’angle de la diagonale est supe´rieur a` 45 degre´s. La non-conformite´
du maillage de la figure 3.5(d) par rapport a` la carte de taille illustre´e a` la figure 3.5(b)
est ET = 12.1.
3.1.9 Cas test anisotrope
Le deuxie`me cas test est anisotrope et le tenseur me´trique est spe´cifie´ par l’e´quation 3.31,
ou` h1(x, y) et h2(x, y) sont donne´s par :
h1 =

1− 19x/40 si x ∈ [0, 2],
20(2x−7)/3 si x ∈ ]2, 3.5],
5(7−2x)/3 si x ∈ ]3.5, 5],
1
5
+ 4
5
(
x−5
2
)4
si x ∈ ]5, 7],
h2 =

1− 19y/40 si y ∈ [0, 2],
20(2y−9)/5 si y ∈ ]2, 4.5],
5(9−2y)/5 si y ∈ ]4.5, 7],
1
5
+ 4
5
(
y−7
2
)4
si y ∈ ]7, 9].
(3.33)
On utilise OORT pour obtenir les maillages adapte´s pre´sente´s a` la figure 3.6. Le ta-
bleau 3.2 pre´sente les indicateurs de qualite´ e´value´s en tenant compte du tenseur me´trique de
la carte de taille. Le coefficient de non-conformite´ (Eq. 3.28) de ce maillage par rapport a` la
carte de taille pre´sente´ a` la figure 3.6(b) est ET = 0.146. Deux autres maillages sont pre´sente´s
afin d’illustrer le comportement de la mesure de non-conformite´ dans le cas de maillages ani-
sotropes. Le maillage pre´sente´ a` la figure 3.6(c) est obtenu en ciblant un maillage dont les
areˆtes mesurent 1.5 dans la carte de taille. Tous les e´le´ments de ce maillage sont donc trop
grands, ce qui se ve´rifie par le fait que l’areˆte au bas du domaine est divise´e en 17 segments au
lieu de 23 dans le cas du maillage de la figure 3.6(a). La non-conformite´ du maillage pre´sente´
dans la figure 3.6(c) par rapport a` la carte de taille pre´sente´e a` la figure 3.6(b) est ET = 1.93.
Le maillage a` la figure 3.6(d) pre´sente un maillage adapte´ en de´sactivant la relocalisation des
sommets. Le maillage adapte´ a la bonne taille, mais la forme des e´le´ments est perfectible. La
Tableau 3.1 Indicateurs de qualite´ e´value´s dans la me´trique spe´cifie´e par l’e´quation 3.32 pour
le maillage illustre´ a` la figure 3.5(a).
Indicateur Nb d’items Min Moyenne Max E´cart type
Longueur d’areˆte 6326 0.789 0.998 1.31 0.076
η 4189 0.880 0.982 1.00 0.018
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(a) Maillage optimise´. ET = 0.1041. (b) Carte de taille.
(c) Bonne forme, mauvaise taille. ET =
3.82.
(d) Maillage structure´ divise´ en triangles.
ET = 12.1.
Figure 3.5 Maillages obtenues avec la me´trique isotrope donne´e a` l’e´quation 3.32.
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mesure de non-conformite´ du maillage pre´sente´ a` la figure 3.6(d) par rapport a` la carte de
taille pre´sente´e a` la figure 3.6(b) est ET = 0.63.
Une des proprie´te´s inte´ressante de la mesure de non-conformite´ est son invariance par
rapport a` la mise a` l’e´chelle. Ainsi, le coefficient de non-conformite´ du maillage ne change
pas si le domaine est agrandi en un rectangle de [0, 70]× [0, 90], donc dix fois plus gros, du
moment que la carte de taille soit mise a` l’e´chelle par un facteur correspondant.
Une autre proprie´te´ inte´ressante est que la mesure de non conformite´ du maillage permet
de comparer diffe´rents maillages adapte´s qui satisfont des carte de tailles diffe´rentes. Ainsi, les
deux maillages a` la figure 3.5 et a` la figure 3.6 sont tre`s diffe´rents, puisque ces maillages ont des
cartes de tailles diffe´rentes. Mais comme ces maillages ont e´te´ adapte´s avec la meˆme librairie
qui utilise la meˆme heuristique, ces deux maillages ont des coefficients de non-conformite´
qui sont comparables. On peut donc conclure que l’heuristique utilise´e par OORT est peu
influence´e par la nature isotrope ou anisotrope de la carte de taille.
On voit donc que la mesure de non-confrmite´ pre´sente´e dans cette section est une contri-
bution originale qui permet de mesurer la conformite´ d’un simplexe par rapport aux spe´cifi-
cations en taille et en orientation contenues dans la carte de taille.
Tableau 3.2 Indicateurs de qualite´ e´value´s dans la me´trique spe´cifie´e par l’e´quation 3.33 pour
le maillage illustre´ a` la figure 3.6.
Indicateur Nb d’items Min Moyenne Max E´cart type
Longueur d’areˆte 3238 0.768 1.022 1.35 0.071
η 2119 0.806 0.985 1.00 0.020
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(a) Maillage optimise´. ET = 0.146. (b) Carte de taille.
(c) Bonne forme, mauvaise taille. ET =
1.93.
(d) Bonne taille, mauvaise forme. ET =
0.63.
Figure 3.6 Maillages obtenus avec la me´trique anisotrope donne´e a` l’e´quation 3.33.
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3.2 Ve´rification
Lors de la mise en oeuvre d’un processus adaptatif, l’approche scientifique recommande
d’appliquer une me´thodologie rigoureuse de ve´rification au processus. Roache (1998) propose
plusieurs techniques de ve´rification pour la CFD. L’application aux processus adaptatifs
ne´cessite d’identifier clairement les composantes a` ve´rifier et les mesures a` utiliser. Bien
qu’on ait recence´ plusieurs imple´mentations de processus adaptatif dans la litte´rature, on ne
retrouve pas d’endroit ou` l’emphase est mise sur des mesures rigoureuses de l’e´quire´partition
de l’erreur d’approximation et sur la ve´rification du processus d’adaptation. Cette section est
la synthe`se de l’article en annexe B qui propose de tels mesures et qui de´crit une me´thodologie
rigoureuse de ve´rification du processus adaptatif.
3.2.1 Equire´partition de l’erreur d’approximation
Les processus adaptatifs ont pour but d’e´quire´partir l’erreur d’approximation. Cette no-
tion d’e´quire´partition provient du the´ore`me minimax utilise´ en the´orie de l’approximation
telle que pre´sente´e a` la section 1.1.4 et qui stipule que la meilleure approximation par une
interpolation est atteinte quand on minimise la distance maximum entre l’interpolation et la
fonction exacte. Par extension, dans le cas d’un maillage e´le´ments finis, la meilleure approxi-
mation est atteinte quand tous les e´le´ments ont la meˆme norme e´le´mentaire L∞. Comme le
maillage parfait n’est jamais atteint en pratique, on propose d’utiliser des indicateurs statis-
tiques afin de caracte´riser la population des valeurs de la norme e´le´mentaire infinie de l’erreur
d’approximation. On sugge`re donc de calculer la moyenne et l’e´cart type de cette popula-
tion. La valeur moyenne de la norme infinie e´le´mentaire de l’erreur d’approximation devrait
the´oriquement converger de fac¸on quadratique. L’e´cart type devient alors un indicateur de
l’efficacite´ du processus a` e´quire´partir l’erreur d’approximation. Le coefficient de variation
permet de comparer deux processus ayant des moyennes diffe´rentes en adimensionnalisant
l’e´cart type par rapport a` la moyenne de la population, i.e. cv = σ/µ ou` cv est le coefficient
de variation, µ est la moyenne et σ est l’e´cart type.
3.2.2 Solutions manufacture´es
On s’inspire des techniques de solution manufacture´es telles que pre´sente´es dans Pelletier
et Roache (2002) ainsi que dans Roache (1998). On de´finit donc des expe´riences nume´riques
dont la solution analytique existe. Ceci permettra de mesurer exactement l’erreur d’approxi-
mation. De plus, cette approche permet de rendre l’analyse inde´pendante d’un solveur quel-
conque en travaillant directement avec l’erreur d’interpolation. En effet, si on inclut un solveur
de type e´le´ment finis dans le processus, il faudrait le ve´rifier lui aussi. Or, si le solveur fonc-
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tionne correctement, les valeurs nodales devraient converger rapidement dans le cas d’un
proble`me de type Laplacien.
Les solutions manufacture´es choisies sont repre´sentatives des proble`mes d’inge´nierie, par-
ticulie`rement oriente´ pour correspondre aux phe´nome`nes anisotropes qui apparaissent dans
les couches limites des e´coulements turbulents. En deux dimensions, on choisit le carre´ uni-
taire [0, 1]×[0, 1]. En trois dimensions, on choisit le cube unitaire [0, 1]×[0, 1]×[0, 1]. On choisit
le proble`me de´finit par Apel et al. (2004) afin de repre´senter des phe´nome`nes anisotropes.
On a donc : {
−∆u+ k2u = 0 dans Ω
u = g sur ∂Ω,
(3.34)
ou` les conditions frontie`res g sont de´finies de telle sorte que la solution analytique soit donne´e
par :
u =
{
e−kx + e−ky en 2D,
e−kx + e−ky + e−kz en 3D.
(3.35)
Telle qu’illustre´e a` la figure 3.7, cette solution est tre`s anisotrope pre`s des parois quand k est
e´leve´. On choisit les valeurs k = 10 et k = 100 pour e´tudier l’impact de l’anisotropie sur le
processus adaptatif.
3.2.3 Ve´rification de la reconstruction du Hessien
L’estimateur d’erreur est base´ sur une reconstruction du Hessien. On ve´rifie rigoureuse-
ment la reconstruction a` l’aide des normes de´finies dans Vallet et al. (2007) en faisant des
graphes de convergence pour les cartes de tailles choisies. On mesure la diffe´rence entre le
Hessien exacte H et la reconstruction Hh en utilisant la norme L
1− du maximum de la valeur
absolue de la somme des colonnes de H −Hh, telle que de´finit dans Vallet et al. (2007). On
trace donc les graphes de convergence de
‖H −Hh‖1 = 1
N
N∑
i=1
(
max
j=1,...,d
∑d
k=1
∣∣∣Hjk(Xi)−Hjkh (Xi)∣∣∣) (3.36)
ou` d est la dimension de l’espace, N est le nombre de noeuds et les Xi sont les positions des
sommets. On peut ainsi tracer les graphes de convergence de la figure 3.8, qui montrent le
comportement attendu dans le cas de la reconstruction du Hessien.
3.2.4 Cartes de tailles et strate´gies d’adaptations
On de´sire comparer des maillages uniformes, des maillages adapte´s de fac¸on isotrope et
des maillages adapte´s de fac¸on anisotrope. On utilise donc des cartes de taille donne´es sous
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(a) u = e−10x + e−10y (b) u = e−100x + e−100y (c) u = e−10x + e−10y + e−10z
Figure 3.7 Isocontours de la solution des cas tests de re´action-diffusion.
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Figure 3.8 Convergence du Hessien reconstruit pour le cas test du proble`me de re´action-
diffusion.
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formes de tenseurs me´triques. Ce type de carte de taille est utilise´ de fac¸on courante pour les
maillages anisotropes. Dans le cas des maillages isotropes, il faut changer les valeurs propres
des tenseurs, de fac¸on a` ce que les valeurs propres soient e´gales entre elles. Dans le cas des
maillages uniformes, il faut que les tenseurs soient constants a` travers tout le domaine.
On peut ainsi utiliser la librairie OORT pour ge´ne´rer tous les maillages, que ce soit pour
les cartes de taille uniformes, isotropes ou anisotropes.
3.2.5 Modification de maillage
Le maillage adapte´ est obtenu par OORT en modifiant un maillage initial existant de
fac¸on a` ce qu’il corresponde aux spe´cifications de la carte de taille. Dans OORT le raffine-
ment se fait en scindant les areˆtes du maillages qui sont trop longues dans l’espace me´trique.
Comme note´ a` la section 2.3.4, les maillages produits par cette ope´ration posse`dent des som-
mets sousconnecte´s. Cette e´tape est donc suivi de basculement afin d’ame´liorer le maillage.
Le de´raffinement, lui, se fait dans OORT en implosant les areˆtes du maillage qui sont
trop courtes dans l’espace me´trique par l’analogie du sommet meurtrier. Encore une fois,
le maillage est ensuite lisse´ topologiquement puisque le de´raffinement produit des maillages
surconnecte´s. Le de´placement des sommets dans OORT utilise une analogie de ressorts rai-
dies par la longueur me´trique des areˆtes. Finalement, le basculement des areˆtes est effectue´
dans OORT avec l’algorithme re´cursif par division biparie´tale pre´sente´ a` la section 4.2. Cet
algorithm trouve la connective´ qui maximise la qualite´ minimum des te´trae`dres de la boule
forme´e par les te´trae`dres qui partagent l’areˆte sous observation. Cet algorithme a la particu-
larite´ de terminer rapidement dans les cas ou` il n’y a pas de connectivite´ qui soit meilleure
que le maillage de de´part de la boule.
L’heuristique global de OORT est donc :
1. Boucle sur toutes les areˆtes et raffine les areˆtes trop grandes
(a) Bascule les areˆtes des faces oppose´es au nouveau sommet
(b) Lisse les coordonne´es des sommets affecte´s
2. Boucle sur toutes les areˆtes et de´raffine les areˆtes trop courtes
(a) Bascule les areˆtes connecte´es au sommet meurtrier
(b) Lisse les coordonne´es des sommets affecte´s
3. Bascule toutes les areˆtes
4. Lisse les coordonne´es de tous les sommets
On re´pe`te ces ope´rations un nombre fixe de fois.
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3.2.6 Ve´rification du calcul du maillage adapte´ a` la carte de taille
La figure 3.9 pre´sente l’historique de la non-conformite´ du maillage ET pendant l’adap-
tation du maillage pour le cas test dont la carte de taille est donne´e a` l’e´quation 3.35 pour
k = 10 en 2D alors que le remailleur transforme le maillage de la figure 3.10(a) afin d’obtenir
le maillage de la figure 3.10(b). On y pre´sente aussi le nombre d’e´le´ments durant les cycles
d’adaptation. Le coefficient de non-conformite´ est initialement 79.51. Il croˆıt de fac¸on signi-
ficative dans les premie`res e´tapes d’adaptation et de´croˆıt brusquement autour de la 10ie`me
ite´ration pour finalement converger autour de 0.25. Les oscillations dans les courbes montrent
que les ope´rations de raffinement et de de´raffinement produisent des maillages qui sont res-
pectivement sous connecte´s et sur connecte´s. Ces ope´rations doivent eˆtre suivi de basculement
des areˆtes afin de lisser topologiquement le maillage. De plus, on voit qu’apre`s l’ite´ration 15,
les ope´rations ne parviennent plus a` ame´liorer le maillage.
Le remailleur termine apre`s un nombre fixe d’ite´rations ou lorsque l’e´cart type adimen-
sionnelle de la longueur me´trique des areˆtes chute sous une certaine tole´rance. Cependant,
de´tecter la de´croissance rapide de la non-conformite´ et la stabilisation de la non-conformite´
serait aussi une fac¸on judicieuse de de´tecter la convergence du remailleur.
3.2.7 Ve´rification de l’e´quire´partition de l’erreur d’approximation
Finalement, une boucle adaptative appelle ite´rativement le solveur et le remailleur afin
de converger vers un couple maillage-solution qui e´quidistribue l’erreur d’interpolation. On
ve´rifie l’ensemble du processus adaptatif en mesurant la norme max de l’erreur d’approxima-
tion et en suivant l’e´volution de la moyenne et de l’e´cart type de la norme max de l’erreur
d’approximation. Quand la moyenne et l’e´cart type convergent mal, des histogrammes de la
norme max de l’erreur d’approximation permettent de de´terminer le biais dans la popula-
tion. On peut ensuite visualiser la norme max de l’erreur d’approximation afin de voir si des
re´gions cohe´rentes de´vient d’un comportement normal afin de trouver les sources d’ennuis. Il
est important de noter que les graphes et les statistiques de la norme L2 ne permettent pas
d’identifier les zones ou` se situent les proble`mes.
Dans le cas d’une interpolation line´aire, le taux de convergence de l’erreur d’inteprolation
est donne´e par
‖u− Πhu‖L2(Ω) ≤ Ch2|u|H2(Ω) (3.37)
ou` la semi norme H2 est la norme de Frobenius du Hessien. La longueur caracte´ristique h du
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Figure 3.9 Re´duction de ET et stabilisation du nombre d’e´le´ments durant le processus d’adap-
tation menant au maillage de la figure 3.10.
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Figure 3.10 Adaptation du maillage pour le proble`me donne´ a` l’e´quation 3.35 (colore´ par le
cefficient de non-conformite´).
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maillage est calcule´e a` l’aide de
h =
{
(AΩ/N)
1/2 en 2D,
(VΩ/N)
1/3 en 3D,
(3.38)
ou` AΩ est l’aire du domaine Ω, VΩ est le volume du domaine et N est le nombre d’e´le´ments.
La norme L2 de l’erreur d’interpolation sur le domaine Ω est de´finie a` partir de l’erreur
e´le´mentaire a` l’aide de l’e´quation suivante :
‖u− Πhu‖L2(Ω) =
(∑
K∈Th
∫
K
(u− Πhu)2 dK
)1/2
=
(∑
K∈Th
‖u− Πhu‖2L2(K)
)1/2
. (3.39)
ou`, ‖u−Πhu‖L2(K) est l’erreur d’interpolation en norme L2 sur l’e´le´ment K. Cette inte´grale
est approxime´e nume´riquement par une re`gle de quadrature de Gauss.
De fac¸on similaire, la norme L∞ de l’erreur d’interpolation sur le domaine Ω est donne´e
par
‖u− Πhu‖L∞(Ω) = max
x∈Ω
|u− Πhu| = max
K∈Th
(
max
x∈K
|u− Πhu|
)
= max
K∈Th
‖u− Πhu‖L∞(K). (3.40)
Ici aussi, on approxime le maximum de |u− Πhu| a` l’aide d’une re`gle de quadrature.
Finalement, on quantifie l’e´quire´partition en regardant l’e´cart type des normes e´le´mentaires
de l’erreur d’interpolation. Le coefficient de variation peut ensuite servir pour comparer des
e´carts types quand la valeur moyenne varie.
Cas test bidimensionnel avec k = 10
La figure 3.11 pre´sente les re´sultats des tests de convergence pour le cas 2D avec k = 10.
Les figures 3.11(a) a` 3.11(c) montrent des maillages dont les caracte´ristiques sont donne´es
dans le tableau 3.3.
Les figures 3.11(d) et 3.11(e) montrent que l’adaptation anisotrope re´duit de fac¸on signi-
Tableau 3.3 Caracte´ristiques des maillages de la figure 3.11.
Type Figure Nb de sommets Nb de triangles ‖u− Πhu‖L2(Ω)
Uniforme 3.11(a) 503 922 6.12e-03
Isotrope 3.11(b) 466 828 3.30e-03
Anisotrope 3.11(c) 508 930 1.11e-03
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Figure 3.11 Re´sultats pour le cas test de re´action-diffusion avec k = 10 dans un carre´.
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ficative l’erreur d’interpolation en norme L2 et en norme L∞. Dans ces figures, la courbe du
haut montre la convergence de l’erreur pour les maillages uniformes, la courbe du milieux
montre la convergence des maillages isotropes et la courbe du bas montre la convergence
des maillages anisotropes. Le taux de convergence de ces me´thodes est quadratique, mais les
maillages anisotropes sont beaucoup plus pre´cis pour une taille h fixe. On voit donc que le
processus adaptatif re´duit de fac¸on significative l’erreur d’interpolation en norme L2 et en
norme L∞.
La figure 3.12 montre des histogrammes de l’erreur d’interpolation e´le´mentaire en norme
L∞ pour les maillages les plus fins disponibles en uniforme, isotrope et anisotrope. Ces
maillages ont 46 336, 20 566 et 18 092 triangles respectivement. Les histogrammes pre´sentent
le pourcentage de triangles et l’abscisse est adimensionnalise´e par la moyenne. Cette fi-
gure montre que l’adaptation anisotrope e´quidistribue l’erreur d’interpolation e´le´mentaire
en norme L∞ puisque le processus controˆle l’e´cart type de ces valeurs.
La figure 3.13 montre la convergence de l’e´cart type de l’erreur d’interpolation e´le´mentaire
en norme L∞. L’e´cart type converge pour les maillages uniformes puisqu’il y a plus d’e´le´ments
avec une petite erreur que d’e´le´ments avec une grande erreur a` chaque niveau de raffinement.
Le taux de convergence pour les maillages isotropes est semblable, mais l’e´quire´partition
est meilleure puisque l’e´cart type est plus petit. La convergence des maillages anisotropes est
le´ge`rement plus accentue´e, et l’e´quire´partition est encore meilleure que pour les maillages iso-
tropes et uniformes. Cette figure permet de conclure que le processus adaptatif e´quidistribue
l’erreur d’interpolation e´le´mentaire en norme L∞.
Cas test tridimensionnel
La figure 3.14 montre les re´sultats pour le cas test tridimensionnel avec k = 100. La
figure 3.14(a) montre un maillage uniforme, la figure 3.14(b) montre un maillage isotrope et
la figure 3.14(c) montre un maillage anisotrope. Ces trois maillages sont presqu’e´quivalents en
terme d’erreur d’interpolation en norme L2 tel que pre´sente´ dans le tableau 3.4. Le maillage
uniforme a environ 700 000 sommets, le maillage isotrope a environ 100 000 sommets et le
maillage anisotrope a moins de 1 500 sommets.
Les maillages des figure 3.14(a), 3.14(b) et 3.14(c) ont environ la meˆme erreur d’interpola-
tion en norme L2. Cependant, on voit dans le tableau 3.4 que le maillage adapte´ a environ 600
fois moins d’e´le´ments. Sur la figure 3.14(f), on voit que le maillage anisotrope e´quidistribue
l’erreur d’interpolation. Cependant, l’histogramme de la figure 3.15(c) montre que la distribu-
tion des erreurs d’interpolation e´le´mentaires n’est pas re´gulie`re. Ceci indique que le processus
adaptatif n’est pas capable d’e´quire´partir parfaitement l’erreur d’interpolation dans ce cas
test tre`s se´ve`re. La me´thodologie de ve´rification propose´e permet donc de diagnostiquer ce
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Figure 3.12 Histogrammes de l’erreur d’interpolation e´le´mentaire adimentionnalise´ en norme
L∞ pour le cas test de re´action-diffusion avec k = 10.
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Figure 3.13 E´cart type du cas test de re´action-diffusion avec k = 10.
Tableau 3.4 Caracte´ristiques des maillages de la figure 3.14.
Type Figure Nb de sommets Nb de te´trae`dres. ‖u− Πhu‖L2(Ω)
Uniforme 3.14(a) 733 697 4 178 360 9.01e-3
Isotrope 3.14(b) 116 682 515 676 1.33e-2
Anisotrope 3.14(c) 1 440 6 696 1.39e-2
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Figure 3.14 Re´sultats pour le cas test de re´action-diffusion avec k = 100 dans un cube
unitaire.
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Figure 3.15 Histogrammes de l’erreur d’interpolation en norme L∞ adimensionnalise´e pour
le cas test de re´action-diffusion avec k = 100 dans un cube unitaire.
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proble`me alors que tous les autres indicateurs n’ont pas re´ussi a` identifier ce proble`me.
Ce dernier cas test de´montre que la me´thodologie de ve´rification propose´e permet d’iden-
tifier les limitations d’un processus d’adaptation et fournit les outils qui permettent de diag-
nostiquer les proble`mes.
On conclut que les processus adaptatifs anisotropes sont tre`s profitables quand les phe´-
nome`nes sont anisotropes. L’adaptation anisotrope permet de re´duire de fac¸on importante le
nombre d’e´le´ments ne´cessaires pour atteindre une pre´cision donne´e.
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CHAPITRE 4
RE´SULTATS COMPLE´MENTAIRES
D’autres re´sultats inte´ressants viennent comple´ter le travail accompli dans cette the`se.
Notamment, l’inte´gration des technologies utilise´es dans l’adaptation de maillage doit se faire
par e´tapes. A` l’IREQ, une de ces e´tapes est la mise en place d’un estimateur d’erreur capable
d’e´valuer objectivement la qualite´ des maillages en regard de la solution nume´rique calcule´e
sur ce maillage. Cependant, afin de s’approprier cet outil, il faut eˆtre capable de communiquer
l’information que l’estimateur calcule ainsi que l’e´valuation objective que l’estimateur fait du
maillage courant. Cette e´valuation est de´ja` faite par les outils de remaillage lors du calcul du
maillage adapte´. Mais le remailleur est une boite noire et les usagers ne voient que le maillage
re´sultant. Or, lors de la mise en place d’un estimateur d’erreur, l’usager de´sire pre´cise´ment
voir cette e´valuation objective du maillage avant que le maillage ne soit modifie´ afin de
comparer les estimateurs d’erreur entre eux.
De plus, le basculement d’areˆtes est une ope´ration importante lors du calcul du maillage
tridimensionnel adapte´ par modification locale. On propose un algorithme de basculement
re´cursif par division biparie´tale afin de basculer efficacement les areˆtes des maillages tridi-
mensionnels. Cet algorithme parcourt efficacement les fac¸ons de reconnecter la boule forme´e
par tous les te´trae`dres qui partagent une meˆme areˆte.
4.1 Visualisation des actions a` effectuer
Le besoin de visualiser l’e´valuation du maillage par l’estimateur d’erreur a mene´ a` la mise
en oeuvre d’outils de visualisation des directions principales des modifications a` apporter
au maillage. On pre´sente donc ici la me´thodologie et les re´sultats obtenus pour atteindre
l’objectif de visualiser l’e´valuation objective du maillage par un estimateur d’erreur anisotrope
base´ sur l’erreur d’interpolation d’un scalaire.
Tout d’abord, on pre´sente le contexte des simulations nume´riques e´tudie´es a` l’IREQ. Le
cas repre´sentatif du diffuseur conique de l’expe´rience de Clausen est utilise´, car il a e´te´ tre`s
e´tudie´ et des re´sultats expe´rimentaux sont disponibles. On pre´sente ensuite la mode´lisation
Navier-Stokes moyenne (RANS) choisie et le mode`le de turbulence par transport des con-
traintes de cisaillement (SST) utilise´ pour la simulation de la turbulence. On compare ensuite
les re´sultats avec les mesures expe´rimentales. On pre´sente ensuite l’estimateur d’erreur choisi
ainsi que la fac¸on de visualiser l’information contenue dans le tenseur a` l’aide d’ellipses. Ces
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tenseurs peuvent se comparer aux me´triques des transformations qui rendent les e´le´ments
re´guliers a` l’aide de la mesure de non-conformite´ pre´sente´e a` l’e´quation 3.13. Cependant,
on conside`re se´pare´ment les contributions de Rs et Rb pre´sente´es a` l’e´quation 3.9 afin de
diffe´rencier les e´le´ments trop grands des e´le´ments trop petits. On pre´sente une fac¸on originale
de visualiser les tenseurs Rs et Rb a` l’aide de la de´composition SVD de ces tenseurs. Cette
de´composition permet de visualiser les actions principales que l’estimateur d’erreur veut faire
sur le maillage afin de l’ame´liorer.
4.1.1 Diffuseur conique
L’ERCOFTAC posse`de une base de donne´es de cas tests en CFD. Le cas test 60 (Case
60 : Swirling Boundary Layer in Conical Diffuser) a e´te´ tre`s e´tudie´ a` l’IREQ par Page et al.
(1996, 1997) ainsi que par d’autres partenaires dont Nilsson et al. (2008) et Gyllenram et
Nilsson (2006). Il s’agit d’une expe´rience mene´e par Clausen et Wood (1987); Clausen et al.
(1993) afin de fournir des mesures expe´rimentales pour des e´coulements internes en rotation
avec une vitesse de rotation suffisante pour e´viter le de´collement.
Figure 4.1 Ge´ome´trie du diffuseur conique (de Clausen et al. (1993)).
La figure 4.1 illustre la ge´ome´trie du montage expe´rimental. Dans l’expe´rience, une grille
en aluminium en forme de nid d’abeilles a servi a` mettre l’e´coulement en rotation solide a`
l’entre´e du diffuseur. Le diffuseur lui-meˆme est un coˆne tronque´ avec un angle d’ouverture
de 20◦. Pour le mode`le nume´rique, on suit les recommandations de Gyllenram et Nilsson
(2006) qui ajoute une section en amont permettant a` l’e´coulement de se de´velopper de fac¸on
a` correspondre aux donne´es expe´rimentales a` l’entre´e. En effet, en ajoutant nume´riquement
une section cylindrique dont les parois sont en rotation sur une longueur de 500mm en amont
du diffuseur, on peut se permettre d’imposer des vitesses a` l’entre´e en rotation solide de 52.646
rad/s avec une vitesse axiale constante sur toute l’entre´e de 11.6 m/s. Pour ce qui est de
la condition de sortie, Bounos (2008) a e´tudie´ plusieurs configurations, et nous avons retenu
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l’extension simple droite. Toutes ces donne´es sont pre´sente´es sur le site wiki de OpenFOAM1.
4.1.2 Mode´lisation CFD
On utilise le logiciel CFX version 12.1 pour faire les e´tudes nume´riques. Il s’agit d’un sol-
veur volumes finis qui re´sout la formulation RANS des e´quations. En formulation stationnaire
isotherme, on a :
ρ (U · ∇U) = −∇p+ µ∇2U (4.1)
∇ · (ρU) = 0 (4.2)
On choisit le mode`le de turbulence SST avec loi de parois afin de fermer le syste`me
d’e´quations. La documentation de ANSYS Inc. (2009) indique que le mode`le k−ω est utilise´
pre`s des parois :
∇ · (ρUk) = ∇ ·
[(
µ+
µt
σk1
)
∇k
]
+ Pk − β′ρkω (4.3)
∇ · (ρUω) = ∇ ·
[(
µ+ µt
σω1
)
∇ω
]
(4.4)
+α1
ω
k
Pk − β1ρω2 (4.5)
ou` w est de´crit dans Wilcox (1993). Loin des parois, CFX utilise le mode`le k− ² donne´ par :
∇ · (ρUk) = ∇ ·
[(
µ+
µt
σk2
)
∇k
]
+ Pk − β′ρkω (4.6)
∇ · (ρUω) = ∇ ·
[(
µ+ µt
σω2
)
∇ω
]
(4.7)
+2ρ 1
σω2ω
∇k∇ω (4.8)
+α2
ω
k
Pk − β2ρω2 (4.9)
La transition entre ces deux mode`les, qui se produit dans la partie haute de la couche
limite, est e´value´e a` l’aide de l’expression :
Φ3 = FΦ1 + (1− F ) Φ2 (4.10)
ou` Φ1, Φ2 et Φ3 sont des coefficients qui correspondent respectivement au mode`le k−ω, k− ²
1http ://openfoamwiki.net/index.php/Sig Turbomachinery / ERCOFTAC conical diffuser
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et le mode`le SST. F est une fonction de ponde´ration donne´e par
F = tanh
max(2√k
βωy
,
500ν
y2ω
)2 (4.11)
ou` y est la distance a` la parois.
Selon le manuel de CFX(ANSYS Inc. (2009)), le mode`le SST utilise un limiteur de vis-
cosite´ turbulente donne´e par :
νt =
µt
ρ
=
a1k
max (a1ω, SF2)
(4.12)
Dans les e´quations pre´ce´dentes, β′, α1, α2, β1, β2, σω1, σω2, σk1, σk2 sont des constantes
pour CFX, et Pk est le terme de production d’e´nergie turbulente donne´ par
Pk = µt∇U ·
(∇U+∇UT )− 2
3
∇ ·U (3µt∇ ·U+ ρk) (4.13)
Les conditions frontie`res sur ces nouvelles e´quations sont une e´nergie cine´tique turbulente
de 2.0184 m2/s2 et une dissipation de la turbulence de 896.109 m2/s3. Le logiciel CFX
convertit ces donne´es en format approprie´ pour le mode`le de turbulence choisi.
Les expe´riences nume´riques ont e´te´ faites sur une se´quence de maillages hexae´driques de
plus en plus fins. Le maillage h1 est le plus grossier et comporte 125 000 noeuds. Le maillage
h2 est plus fin et comporte 450 000 noeuds. Les maillages h3 et h4 sont les plus fins et
comportent respectivement 2.5 millions de noeuds et 5 millions de noeuds.
Dans les figures 4.2, on compare les composantes longitudinale U et rotationnelle W de
l’e´coulement aux mesures expe´rimentales obtenues aux stations x = 25mm, x = 60mm et x =
100mm. Ces mesures semblent acceptables meˆme si les parame`tres des mode`les pourraient
eˆtre ajuste´s pour obtenir une meilleure correspondance avec les mesures expe´rimentales. En
effet, le but des me´thodes adaptatives n’est pas d’obtenir une meilleure correspondance avec
les mesures. L’adaptivite´ est un processus permettant d’obtenir une solution de meˆme qualite´
qu’une solution pre´cise calcule´e sur un maillage re´gulier fin, mais avec moins d’e´le´ments.
On conclut donc que les re´sultats pre´sente´s a` la figure 4.2 sont corrects pour notre e´tude.
On pre´sente la viscosite´ turbulente sur le maillage grossier a` la figure 4.3.
4.1.3 Estimation de l’erreur
Suivant les travaux de Frey et Alauzet (2005), Alauzet et al. (2006a), Dompierre et al.
(2002) et Castro-Dı´az et al. (1997), on utilise un estimateur d’erreur base´ sur l’erreur d’in-
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Figure 4.2 Composantes longitudinale et rotationnelle de la vitesse a` trois stations
terpolation afin de de´terminer la taille et l’orientation que devraient avoir les e´le´ments du
maillage. On lie l’erreur d’interpolation au Hessien de la solution a` l’aide de l’e´quation sui-
vante :
‖u− Πhu‖∞,K ≤ C|∆~xtH˜(u)∆~x| (4.14)
Le Hessien est approxime´ par la technique de reconstruction propose´e a` la section 2.2. Pour
un sommet donne´ du maillage, il s’agit de reconstruire une surface parabolique qui approxime
la valeur du scalaire aux sommets du voisinage entourant le sommet sous observation selon
la proce´dure de´crite dans Vallet et al. (2007).
On obtient les tenseurs me´triques de la carte de taille a` partir du Hessien en utilisant la
proce´dure de´crite a` la section 2.1.5. On peut visualiser ces me´triques en utilisant la technique
propose´e a` la section 1.1.6. On pre´sente donc 1/
√
λi afin de repre´senter des longueurs plutoˆt
que des densite´s. La figure 4.4 montre les ellipses de la me´trique de la pression sur le maillage
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Figure 4.3 Viscosite´ turbulente sur le maillage grossier
grossier h1 sur un plan de coupe dans le diffuseur.
4.1.4 Me´trique MK d’un e´le´ment du maillage
On e´tend tout d’abord la me´thode de calcul de la me´trique MK propose´e a` l’e´quation 3.4
utilise´e pour des simplexes au cas des e´le´ments non-simpliciaux. En effet, les maillages utilise´s
dans la pre´sente e´tude sont des hexae`dres. On cherche donc la me´trique MK telle que toutes
les areˆtes de K soient unitaires dans MK , c’est-a`-dire que
∆~xtMk∆~x = 1 (4.15)
ou` ∆~x est une areˆte de K. C’est donc dire qu’on cherche une transformation ~X(~r) telle que
l’e´le´ment K soit re´gulier dans l’espace ~r. Dans ce cas, on a que ∆~x = J(~r)∆~r et donc que
∆~utJ t(~r)MkJ(~r)∆~u = 1 (4.16)
En d’autres termes, on cherche un espace parame´trique ~r dans lequel les e´le´ments sont
re´guliers, c’est-a`-dire que ∆~rt∆~r = 1 pour toutes les areˆtes de K. Notons par exemple que
l’interpolant de Lagrange pour le quadrilate`re a` quatre noeuds de´fini dans Dhatt et Touzot
(1981) posse`de des areˆtes de longueur 2.0, puisque les sommets sont place´s a` (−1,−1), (1,−1),
(1, 1) et (−1, 1). On peut alors soit modifier les interpolants de Lagrange de fac¸on a` ce que
l’espace parame´trique soit re´gulier, soit appliquer une transformation supple´mentaire visant
a` transformer l’espace parame´trique en un espace re´gulier tel que propose´ par Knupp (2001).
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Figure 4.4 Ellipses de la me´trique de la pression sur le maillage grossier.
Dans ce dernier cas, on aura soin de prendre le jacobien de la transformation comple`te.
Peu importe l’approche, on peut conside´rer que J est le jacobien de la transformation qui
transforme un r d’un espace re´gulier vers X. On voit alors que si on substitue
Mk = (J
t(~r))−1(J(~r))−1 = (J(~r)J t(~r))−1 (4.17)
dans l’e´quation 4.16, on obtient alors l’identite´ de´sire´e. On remarque qu’il s’agit de l’inverse
de l’e´quation 1.19. La figure 4.5 montre les ellipses deMK sur une coupe du maillage grossier
compose´ d’hexae`dres.
4.1.5 Visualisation des actions
La mesure de non-conformite´ somme les re´sidus des deux tenseurs de´finis a` l’e´quation 3.9.
Ces tenseurs mesurent se´pare´ment a` quel point l’e´le´ment K est trop petit par rapport a` la
carte de taille et a` quel point l’e´le´ment K est trop grand par rapport a` la carte de taille. On
cherche alors une fac¸on de visualiser l’information contenue dans ces tenseurs. Comme ces
tenseurs sont ni syme´triques, ni de´finis positifs, on doit se tourner vers une de´composition de
type SVD afin d’obtenir les valeurs propres des tenseurs Rs et Rb. La de´composition SVD
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Figure 4.5 Ellipses repre´sentantMk sur un plan de coupe du maillage grossier
applique´e a` Rs donne :
svd(Rs) = UsΣsV
t
s (4.18)
ou` Us et Vs sont des matrices de rotations unitaires et Σs est une matrice diagonale, dans le cas
de Rs, qui contient les valeurs propres de Rs. Il faut noter que la de´composition SVD donne
toujours des valeurs propres positives et ordonne´es en ordre de´croissant. Quand l’e´le´ment K
est conforme a` la carte de taille dans une direction particulie`re, le rang de la matrice Rs
sera re´duit, et la de´composition SVD donnera une valeur propre nulle dans cette direction.
Autrement, puisque les valeurs propres sont ordonne´es, la premie`re valeur propre indiquera
l’action la plus importante a` poser en regard de Rs. La direction de cette ope´ration est donne´e
par le vecteur propre correspondant, contenu dans la matrice U ts.
On conclut qu’on peut visualiser les actions les plus importantes spe´cifie´es par l’estimateur
d’erreur en dessinant les vecteurs propres de U t mis a` l’e´chelle par les valeurs propres de Σ.
Les figures 4.6 et 4.7 montrent les directions des raffinements les plus importants a` effec-
tuer en vert. Les directions des de´raffinements principaux sont donne´es en rouge. La figure 4.7
montre les actions que l’estimateur d’erreur veut effectuer sur le maillage pour controˆler
l’erreur d’interpolation du scalaire de´crivant la pression. On voit que la concentration du
maillage pre`s des parois est inutile pour re´pre´senter la pression, et que l’estimateur d’erreur
veut agrandir les e´le´ments dans la couche limite perpendiculairement a` la paroi. Par ailleurs,
l’espacement enter les isocontours de la pression varie pre`s de l’expansion a` la paroi, et les
vecteurs verts indiquent que l’estimateur veut raffiner ces e´le´ments dans la direction axiale a`
cet endroit. De plus, dans cette zone, on voit clairement des e´le´ments qui sont a` la fois trop
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petits et trop grands. On note finalement que, de fac¸on ge´ne´rale, l’estimateur veut effectuer
des ope´rations aux frontie`res du domaine dans le cas de la figure 4.7.
La figure 4.6 montre les actions que l’estimateur d’erreur veut effectuer sur le maillage
pour controˆler un scalaire repre´sentant la norme du vecteur vitesse. Les isocontours de ce
scalaire varient fortement pre`s de l’expansion. Les vecteurs verts indiquent que le maillage
doit eˆtre raffine´ dans cette re´gion pour bien capturer ces variations. Par ailleurs, un peu plus
loin en aval, les vecteurs rouges pre`s de la paroi indiquent que l’estimateur conside`re que la
densite´ des e´le´ments est trop e´leve´e a` cet endroit. Comme pre´ce´demment, on note que, de
fac¸on ge´ne´rale, l’estimateur veut effectuer des ope´rations aux frontie`res du domaine dans le
cas de la figure 4.6.
Cette me´thodologie permet aux usagers de visualiser l’information relative a` l’estimateur
d’erreur. L’usager peut alors voir si l’estimateur se comporte intuitivement comme il l’espe`re.
L’usager peut ainsi rapidement tester divers estimateurs d’erreur et ajuster les parame`tres
des estimateurs d’erreur sans avoir a` calculer les maillages adapte´s.
4.2 Basculement des areˆtes
Le basculement d’areˆte est une ope´ration ne´cessaire et importante du remailleur qui per-
met de reconnecter localement le maillage afin d’optimiser la fonction couˆt du remailleur.
Ce proble`me est bien de´crit dans Joe (1995), George et Borouchaki (1997), Frey et George
(1999), Coupez (2000), Liu et al. (2009), Mlacnik et Durlofsky (2006) et Freitag et Ollivier-
Gooch (1997). Le basculement de l’areˆte n’agit que sur la connectivite´. Cette ope´ration
n’ajoute pas de nouveaux noeuds, ni n’enle`ve de noeuds dans le maillage. Comme on le verra
plus loin, il se peut que la strate´gie de retournement re´duise le nombre d’e´le´ments, ou ajoute
de nouveaux e´le´ments.
Dans les sections suivantes, on suit le de´veloppement pre´sente´ dans Coupez (1991) afin
de re´duire le proble`me de reconnexion de la boule au proble`me de trouver les triangulations
possibles d’un polygone dans le plan. Ensuite, on montre que l’objectif de maximiser la
qualite´ minimale permet de simplifier le proble`me. On fait ensuite une revue des algorithmes
pre´sente´s dans la litte´rature pour basculer les areˆtes. Finalement, on sugge`re un algorithme
re´cursif par division biparie´tale permettant de trouver rapidement les configurations qui
maximise la qualite´ minimum tout en minimisant le nombre d’appel a` la fonction couˆt.
4.2.1 Proble`me d’Euler et le nombre de Catalan
Pendant l’adaptation du maillage, les areˆtes du maillage sont retourne´es afin d’optimiser
une fonction couˆt qui tient compte de la qualite´ du maillage en regard de la carte de taille que
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Figure 4.8 Fac¸ons possibles de reconnecter un hexagone
le maillage doit satisfaire. Pour une areˆte donne´e, ceci correspond a` regarder le sous domaine
forme´ par tous les te´trae`dres qui sont connecte´s a` l’areˆte et a` trouver une fac¸on alternative
de reconnecter ce sous domaine de telle sorte que l’areˆte de de´part n’apparaisse plus dans le
maillage et que la fonction couˆt soit optimise´e.
Dans le cas de simplexes, on peut noter l’areˆte par le 2-tuple (A,B), le triangle par le
3-tuple (A,B,C) et le te´trae`dre par le 4-tuple (A,B,C,D). On a donc que l’e´le´ment K est le
4-tuple (A,B,C,D) et que ses frontie`res ∂K sont des 3-tuples. On comprendra que l’union du
3-tuple (A,B,C) avec un quatrie`me sommet D forme le 4-tuple (A,B,C,D). Les te´trae`dres
sont en repe`re main droite, i.e. (
−→
AB ×−→AC) · −−→AD ≥ 0.
Soit BAB la boule forme´e par l’union de tous les te´trae`dres qui ont (A,B) comme areˆte.
On a donc
BAB =
⋃
K∈Th
K | K ∩ (A,B) = (A,B) (4.19)
Soit Q(BAB), la qualite´ de la boule avant retournement. On cherche T jAB, une des j
te´trae`drisations possibles de la boule telle que
Q(T jAB) > Q(BAB) (4.20)
Ce proble`me initialement tridimensionnel peut se re´duire a` un proble`me bidimensionnel.
En effet, chaque te´trae`dre K de la boule BAB aura deux sommets diffe´rents de l’areˆte (A,B).
Si on appelle (C,D) l’areˆte du te´trae`dre K qui n’a pas de somment en commun avec (A,B),
alors l’union de ces areˆtes forme une boucle. Cette boucle est ferme´e dans le cas des areˆtes
internes et ouverte dans le cas des areˆtes frontie`res. On s’inte´resse seulement aux boucles
ferme´es. On a donc que LAB est la boucle forme´e par l’union ordonne´e des areˆtes et on note
LAB(i) le sommet i de cette boucle.
Topologiquement, les te´trae`drisations possibles de la boule BAB peuvent toutes eˆtre
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ge´ne´re´es en conside´rant les triangulations possibles du polygone forme´ par la boucle LAB. En
effet, il suffit de connecter chaque triangle avec A, puis avec B pour former deux te´trae`dres
de la te´trae`drisation T jAB. Et trouver les triangulations d’un polygone est par ailleurs un
proble`me e´tudie´ par Euler. Le nombre de triangulations possibles est donne´ par le nombre de
Catalan Cn de´crit a` l’e´quation 2.15. Par exemple, on donne a` la figure 4.8 les triangulations
possibles d’un hexagone. On note par ∂T lLAB une des triangulations de la figure 4.8. On voit
qu’on peut effectivement ge´ne´rer la te´trae`drisation T lAB a` partir de cette triangulation en
ge´ne´rant deux te´trae`dres pour chaque triangle ∂K de ∂T lLAB : le premier en connectant le
triangle ∂K avec le sommet A et le second en connectant le triangle ∂K avec B. On obtient
donc
T lAB =
⋃
∂K∈∂T lLAB
{
−∂K ∪ A, ∂K ∪B
}
(4.21)
ou` −∂K ∪A est le te´trae`dre obtenu en inversant le triangle ∂K que l’on combine ensuite au
sommet A et ∂K ∪B est le te´trae`dre forme´ par l’union du triangle ∂K et le sommet B.
4.2.2 Qualite´ des reconnexions
Dans le processus d’adaptation de maillage, le retournement est utilise´ pour ame´liorer la
qualite´ du maillage telle qu’e´value´e par la fonction couˆt Q. Dans le cas de la boule BAB, on
de´termine que la qualite´ de la boule Q(BAB) est donne´e par la qualite´ du moins bon e´le´ment
de la boule BAB, i.e.
Q(BAB) = min
K∈BAB
Q(K) (4.22)
Ainsi, on retournera l’areˆte (A,B) si on fait disparaˆıtre le moins bon e´le´ment autour de l’areˆte
tout en ne faisant pas apparaˆıtre de nouveaux e´le´ments qui sont de moins bonne qualite´ que
celui qu’on vient d’e´liminer.
Par ailleurs, la qualite´ de la te´trae`drisation T lAB peut se calculer a` partir de la triangulation
∂T lLAB . En effet, si on note le triangle ∂K = (i, j, k) comme e´tant le triangle de la triangulation
∂T lLAB dont les sommets sont (LAB(i),LAB(j),LAB(k)), alors on peut assigner au triangle
(i, j, k) une qualite´ donne´e par la qualite´ du moins bon te´trae`dre forme´ a` partir du triangle
(LAB(i),LAB(j),LAB(k)) et soit A, soit B. On a donc
Q(i, j, k) = min(Q(LAB(j),LAB(i),LAB(k), A),
Q(LAB(i),LAB(j),LAB(k), B)),
(4.23)
ou` le te´trae`dre (LAB(j),LAB(i),LAB(k), A) provient du triangle (LAB(i),LAB(j),LAB(k))
qu’on inverse et qu’on combine ensuite au sommet A.
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Ensuite, on voit que la qualite´ d’une triangulation ∂T lLAB est donne´e par la qualite´ du
moins bon triangle ∂K de ∂T lLAB . Soit.
Q(T jLAB) = min
∂K∈∂T lLAB
Q(i, j, k), (4.24)
ou` (i, j, k) est la connectivite´ du triangle ∂K.
4.2.3 E´tat de l’art
On voit que le proble`me du retournement d’une areˆte interne du maillage est un proble`me
qui posse`de Cn solution ou` Cn est le nombre de Catalan donne´e a` l’e´quation 2.15 et ou` n
est la valence de l’areˆte. Comme le nombre Cn croˆıt tre`s rapidement, toutes les libraires
d’adaptation doivent avoir une strate´gie pour controˆler l’effort mis dans le basculement.
Dans Coupez (1991), on de´finit deux approches pour limiter l’effort de calcul : 1-soit on
limite la taille topologique de la boule ou, 2-soit on explore seulement un sous ensemble des
reconnexions possibles de la boule. Dans le premier cas, cela consiste a` se fixer un seuil NMax
et a` ve´rifier les Cn combinaisons si la valence de l’areˆte est infe´rieur a` Nmax. Cette approche
est justifiable puisque Freitag et Ollivier-Gooch (1997) montre que le retournement de face
permet de diminuer la valence des areˆtes surconnecte´es. La deuxie`me approche consiste, par
exemple, a` ne conside´rer que les e´toile´s illustre´s sur la premie`re range´e de la figure 4.8. Bien
suˆr, on peut combiner ces deux approches en ne traitant que les e´toile´s a` partir d’un certain
seuil.
Par ailleurs, dans Freitag et Ollivier-Gooch (1997), on montre que la premie`re approche
donne des re´sultats satisfaisants quand on se limite a` basculer les areˆtes qui sont connecte´es
a` moins de 7 te´trae`dres. La qualite´ de ces re´sultats de´pend du retournement de face pour
re´duire la valence de l’areˆte. Cette approche semble eˆtre la plus utilise´e dans la litte´rature.
Finalement, la mise en oeuvre peut terminer de`s qu’une meilleure reconnexion est trouve´e
ou continuer de fac¸on a` trouver la meilleure reconnexion possible. Dans le premier cas, on peut
e´viter d’avoir a` calculer la qualite´ de certains triangles. Dans le deuxie`me cas, l’implantation
la plus directe consiste a` e´valuer la qualite´ de tous les triangles de la boucle et ensuite de
parcourrir toutes les triangulations afin de trouver la meilleure. On rappelle ici que le calcul
de la qualite´ d’un te´trae`dre par rapport a` une carte de taille anisotrope est tre`s dispendieux.
4.2.4 Algorithme
On cherche ici un algorithme qui sera capable de
1. rejeter rapidement les cas ou` il n’y a pas de meilleure reconnexion possible,
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2. trouver rapidement la meilleure reconnexion parmi toutes les possibilite´s sans limita-
tions et
3. limiter le nombre d’appel a` la fonction couˆt.
En effet, il y a de moins en moins de retournements qui ame´liorent la qualite´ du maillage
quand le maillage converge. Il faut donc rapidement reconnaˆıtre qu’il n’y a pas de meilleure
reconnexion de la boule.
L’algorithme propose´ repose sur l’identification de triangles frontie`res. Les triangles fron-
tie`res des triangulations
⋃
∂T lLAB sont les triangles dont les indices se suivent successivement,
i.e.
(i, j, k)Γ = (i, i+ 1, i+ 2) (4.25)
La figure 4.9 pre´sente les triangles frontie`res dans le cas des triangulations d’un hexagone.
Sur cette figure, les triangles frontie`res sont dessine´s en noir.
On remarque sur la figure 4.9 que toutes les triangulations de l’hexagone ont au moins
deux triangles frontie`res. Il en est de meˆme pour toutes les boucles ayant plus de trois
sommets. Cette proprie´te´ peut eˆtre exploite´e a` l’aide de la proposition suivante :
Proposition 4.1 Si on ne trouve pas deux triangles frontie`res (i, i+1, i+2) et (j, j+1, j+2)
avec j − i > 2 dans les triangulations ⋃ ∂T lLAB qui ont une meilleure qualite´ que Q(BAB),
alors il n’existe pas de meilleure te´trae`drisation de la boule BAB.
Ceci sugge`re de simplement boucler sur les n− 2 premiers sommets de la boucle LAB afin
de trouver un premier triangle frontie`re de meilleure qualite´ que Q(BAB). Si on en trouve un,
on saute deux sommets et on cherche jusqu’au sommet n s’il y a un autre triangle frontie`re.
Si on ne trouve pas un deuxie`me meilleur triangle frontie`re, alors on termine. On voit donc
que la recherche termine en n − 2 e´valuations dans le meilleur des cas. Ce cas arrive assez
fre´quemment, puisque les triangles frontie`res sont ge´ne´ralement de mauvaise qualite´.
Figure 4.9 Triangles frontie`res des reconnexions possibles d’un hexagone
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Dans le cas ou` on trouve deux triangles frontie`res de meilleure qualite´ que Q(BAB), alors
on peut retirer i+1 et j+1 de la boucle et mettre les triangles (i, i+1, i+2) et (j, j+1, j+2)
dans ∂TLAB . Ceci re´duit la taille de la boucle et re´duit donc conside´rablement le nombre de
configurations a` ve´rifier. Pour construire le restant de ∂TLAB , on utilise le meˆme algorithme
re´cursivement avec la boucle re´duite. La condition de sortie correspond au cas ou` il ne reste
que trois ou quatre sommets dans la boucle. Dans le premier cas, on termine favorablement
si le triangle restant est de meilleure qualite´ que Q(BAB). Dans le cas a` quatre sommets,
on termine favorablement si la meilleure des configurations restantes est de meilleure qualite´
que Q(BAB).
Dans les cas ou` on termine favorablement, on aura trouve´ une triangulation T lLAB de
meilleure qualite´ que Q(BAB). On peut noter Q(T l) comme e´tant la qualite´ du moins bon
triangle de cette triangulation. Il se peut qu’il reste, parmi les reconnexions restantes, une
reconnexion de meilleure qualite´ que Q(T l). On continue donc les recherches re´cursives avec
Q(T l) comme cible a` ame´liorer.
Voici quelques de´tails supple´mentaires qui peuvent aider la mise en oeuvre des ide´es ci-
haut. Tout d’abord, en comple´ment de la boucle LAB, on de´finit les sommets actifs a` un
niveau n de division comme e´tant
SAn = I1, · · · , IM (4.26)
ce qui permet de de´finir la boucle courante LnAB de fac¸on a` avoir
LnAB(i) = LAB(SAn(i)) (4.27)
Ainsi, le processus de division de la boucle des sommets actifs a` un niveau n+ 1 a` partir du
niveau n par le retrait des sommets i et j consiste a` ge´ne´rer une nouvelle liste de sommets
actifs de la fac¸on suivante :
SAn+1 = SAn \ Ii, Ij (4.28)
On voit donc que Card(SAn+1) = Card(SAn)− 2.
On peut maintenant pre´senter l’algorithme re´cursif par division biparie´tale qui trouve,
quand elle existe, la meilleure reconnexion de la boule entourant une areˆte. Cet algorithme
prend en argument la qualite´ cible a` ame´liorer, la boucle restante. L’algorithme mettra la
connectivite´ de meilleure qualite´ dans l’argument de sortie et retournera la qualite´ de cette
connectivite´.
Cet algorithme permet de trouver rapidement la meilleure reconnexion de la boule entou-
rant l’areˆte AB. Il est important de noter qu’un triangle (i, j, k) peut participer a` plusieurs
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Algorithme 1: Q(Qmin,Ln, ∂T )
Input : Qmin, Ln
Output : ∂T
M = Card(Ln);
if M ≤ 2 then throw error;
else if M == 3 then
QualiT = Q(Ln(0),Ln(1),Ln(2)) ;
if QualiT > Qmin then ∂T = (Ln(0),Ln(1),Ln(2)) ; // eqn 4.23
return QualiT ;
else if M == 4 then
Q1 = min(Q(Ln(0),Ln(1),Ln(2)), Q(Ln(0),Ln(2),Ln(3)));
Q2 = min(Q(Ln(0),Ln(1),Ln(3)), Q(Ln(3),Ln(1),Ln(2)));
QualiT = max(Q1, Q2);
if QualiT > Qmin then
if QualiT == Q1 then
∂T = (Ln(0),Ln(1),Ln(2)) + (Ln(0),Ln(2),Ln(3));
else
∂T = (Ln(0),Ln(1),Ln(3)) + (Ln(3),Ln(1),Ln(2));
return QualiT ;
else
for i = 0 ; i < M − 2 do
Qi = Q(Ln(i),Ln(i+ 1),Ln(i+ 2));
if Qi > Qmin then
for j = i+ 2 ; j < M do
Qi = Q(Ln(j),Ln((j + 1)%M),Ln((j + 2)%M));
if Qj > Qmin then
Ln+1 = Ln − i− j;
new ∂T n+1 ; // triangulation vide
Qn+1 = Q(Qmin,Ln+1, ∂T n+1) ; // appel re´cursif
if Qn+1 > Qmin then
∂T n = ∂T n+1 ;
∂T n += (Ln(i),Ln(i+ 1),Ln(i+ 2)) ;
∂T n += (Ln(j),Ln((j + 1)%M),Ln((j + 2)%M));
Qmin = min(Qi, Qj, Qn+1);
if Qmin == Qi then
// inutile de faire les autres j
break;
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triangulations ∂T lLAB de la boucle. Il est donc astucieux de me´moriser lesQ(i, j, k) afin d’e´viter
les e´valuations multiples.
Cet algorithme est en production dans le code OORT depuis ses de´buts. Il s’est montre´
tre`s robuste et le basculement d’areˆte n’a jamais e´te´ identifie´ comme un goulot lors de l’op-
timisation des maillages.
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CHAPITRE 5
DISCUSSION GE´NE´RALE ET RETOMBE´ES
Bien que les processus adaptatifs aient e´te´ applique´s avec succe`s pour les e´coulements
tridimensionnels externes non-visqueux et compressibles, les e´coulements internes restent
proble´matiques. Ces e´coulements sont en effet tre`s sensibles aux effets de parois et aux inter-
actions entre ces parois duˆs a` la turbulence. Ne´anmoins, les technologies adaptatives semblent
suffisamment inte´ressantes et prometteuses pour s’y inte´resser imme´diatement. Il faut donc
mettre en oeuvre un processus adaptatif tel que de´crit dans la litte´rature en trois dimensions
pour des ge´ome´tries industrielles telles que de´crites a` la section 1.1.1 et suivre ou comple´ter
les de´veloppements permettant d’appliquer le processus aux e´coulements internes.
On commence donc par la mise en oeuvre d’un processus adaptatif permettant de donner
des re´sultats fiables pour un proble`me avec un seul scalaire. Cette premie`re boucle adapta-
tive ne´cessite la mise en oeuvre d’un estimateur d’erreur, d’une librairie de modification de
maillage et d’une boucle adaptative. Afin d’effectuer ces mises en oeuvre de fac¸on me´thodique
et rigoureuse, on doit e´mettre des hypothe`ses sur les objectifs de chacune des composantes
et ensuite mesurer si ces objectifs ont e´te´ atteints.
Dans le cas de l’estimateur d’erreur, les travaux de Zienkiewicz et de Zhu sont de´ja`
tre`s rigoureux sur la mise en oeuvre de l’estimateur d’erreur. L’utilisation d’une solution
manufacture´e et les graphes de convergence de la reconstruction utilise´e et de la convergence
entre l’estimateur d’erreur et l’erreur exacte permettent de ve´rifier que la mise en oeuvre est
correcte.
Dans le cas du calcul du maillage adapte´, on peut utiliser une carte de taille analytique
aux fins de comparaison, mais on ne dispose pas d’une mesure unique permettant de mesurer
a` quel point le maillage adapte´ correspond a` la carte de taille que le maillage doit satisfaire.
On a donc propose´ une nouvelle mesure qui compare les tenseurs de la carte de taille avec la
me´trique de la transformation qui rend l’e´le´ment e´quilate´ral. Cette mesure permet de valider
que le maillage est bien adapte´ a` la carte de taille analytique utilise´e comme cas test.
Finalement, dans le cas de la boucle adaptative, il n’existe pas de fac¸on formelle de ve´rifier
que le processus adaptatif fonctionne bien. En effet, le but exprime´ des processus adaptatifs
est d’e´quire´partir l’erreur d’approximation. Les the´ories d’approximation parlent du proble`me
minimax afin de de´finir l’approximation optimale. Il s’agit de minimiser la distance maxi-
male entre la fonction a` approximer et l’interpolation. Dans ce contexte, l’approximation est
optimale quand tous les e´le´ments ont la meˆme distance maximale entre l’approximation et
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la fonction a` approximer. L’e´quire´partition correspond donc, dans ce contexte, a` ge´ne´rer un
maillage adapte´ pour lequel tous les e´le´ments auront la meˆme distance maximum entre la
solution nume´rique et la solution manufacture´e. La distance maximale est bien entendu la
norme L∞ e´le´mentaire de l’erreur d’approximation. Comme cette mesure varie d’un e´le´ment
a` l’autre, on s’inte´resse plutoˆt a` la population des normes e´le´mentaires maximum de l’erreur
d’approximation, a` sa moyenne et a` sa variance. Tout e´cart notable est signe d’un proble`me
d’implantation. De plus, des re´gions cohe´rentes ou` la norme e´le´mentaire maximum s’e´carte
de la moyenne indiquent des proble`mes. L’e´quire´partition de l’erreur n’est pas une quan-
tite´ qui est mesure´e ou qui est surveille´e dans la litte´rature par les e´quipes oeuvrant dans
le domaine de l’adaptation de maillage. On a donc exprime´ mathe´matiquement une fac¸on
de mesurer l’e´quire´partition. On a ensuite ve´rifie´ que le processus adaptatif e´quire´partissait
l’erreur d’approximation en utilisant des proble`mes avec des solutions manufacture´es.
5.1 Retombe´es de la non-conformite´
La mesure de non-conformite´ a e´te´ de´veloppe´e se´pare´ment par Labbe´ et al. (2004) et
par Bottasso (2004). Cette mesure a e´te´ utilise´e par Gruau (2004) pour suivre la convergence
de son remailleur. La mesure a aussi e´te´ applique´e par Sirois et al. (2010) pour adapter des
maillages compose´s d’e´le´ments non-simpliciaux qui a pre´sente´ une me´thode efficace permet-
tant d’approximer la mesure de non-conformite´ sur des hexae`dres.
5.2 Retombe´es de la ve´rification du processus adaptatif
La me´thodologie de ve´rification du processus adaptatif de la figure 1.2 a permis la mise
en oeuvre me´thodique et rigoureuse d’une boucle adaptative qui utilise OORT . Cette boucle
adaptative a e´te´ utilise´e par Guibault et al. (2009) pour adapter des maillages hybrides. La
boucle a aussi e´te´ utilise´e par Joubarne et Guibault (submitted) pour adapter des maillages
de proble`mes avec des vortex, par Bedwani et al. (2008) et par Courchesne et al. (2007) pour
adapter des maillages pour des proble`mes d’imagerie.
5.3 Retombe´es de la strate´gie de visualistion
La strate´gie de visualisation des actions principales que l’estimateur d’erreur veut effectuer
sur le maillage a e´te´ pre´sente´e dans un symposium de l’ASME le 3 aouˆt 2010 a` Montre´al.
Cette strate´gie a e´te´ mise en oeuvre a` l’IREQ.
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5.4 Retombe´es de l’algorithme de basculement
L’algorithme re´cursif de basculement par division biparie´tale est inte´gre´ dans OORT
depuis sa cre´ation. Cet algorithme est efficace et robuste. Le basculement n’a jamais e´te´
identifie´ comme un goulot d’e´tranglement dans le processus d’adaptation de maillage. Cet
algorithme contribue a` tous les re´sultats produits par OORT .
5.5 Limitations des solutions propose´es
La mesure de non-conformite´ pre´sente´e est couˆteuse. Son e´valuation requiert deux inver-
sions de matrices a` tous les points de Gauss. Son utilisation comme fonction objective est
tre`s couteuse par rapport au simple calcul de la longueur me´trique des areˆtes.
Aussi, quand la non-conformite´ est e´leve´e, il semble difficile de prime abord de savoir si
l’e´le´ment doit eˆtre raffine´ parce qu’il est trop gros ou de´raffine´ parce qu’il est trop petit. Or,
la section 4.1 montre comment la non-conformite´ est constitue´e de deux matrices re´siduelles
et comment chaque matrice correspond se´pare´ment au fait que l’e´le´ment est trop grand ou
trop petit par rapport a` la carte de taille. Ces matrices contiennent donc toute l’information
ne´cessaire pour savoir si l’e´le´ment est trop grand ou trop petit.
La me´thodologie de ve´rification du processus adaptatif quant a` elle assume que le proces-
sus e´quire´partit la norme L∞ de l’erreur d’interpolation. Or, de nouveaux processus adaptatifs
e´quire´partissent d’autres normes de l’erreur. Le processus devrait eˆtre revu pour tenir compte
de ces nouvelles normes, principalement en calculant l’e´cart type de la norme approprie´e. De
plus, il semble manquer un e´le´ment the´orique qui prouve que le processus adaptatif a` un ordre
de convergence plus e´leve´ que le raffinement uniforme. En effet, si on raffine uniforme´ment
un maillage adapte´, on devrait obtenir le taux de convergence the´orique de la me´thode. Par
ailleurs, si on adapte ce meˆme maillage de de´part, mais avec une cible plus pre´cise, on devrait
obtenir un meilleur maillage que le maillage obtenu pre´ce´demment. Il semble donc opportun
de faire l’analyse unidimensionnelle ne´cessaire pour bien comprendre ce phe´nome`ne.
Pour ce qui est de la visualisation des actions principales que l’estimateur veut effectuer
sur le maillage, le fait de visualiser simultane´ment de l’information sur les e´le´ments trop gros
et trop petits devient lourd. Notamment, on ne peut pas utiliser de de´grade´ de couleur dans
ce cas, puisque l’usager ne saura pas si les couleurs s’appliquent aux e´le´ments trop grands
ou trop petits. Finalement, dans le cas d’un e´le´ment trop petit, on conc¸oit bien qu’un grand
vecteur veut dire qu’il faut repousser les frontie`res de l’e´le´ment jusqu’au bout du vecteur. Mais
dans le cas d’un e´le´ment trop gros, un grand vecteur signifie qu’il faut beaucoup rapetisser
l’e´le´ment. Ceci est contre-intuitif et ne´cessite une pe´riode d’adaptation.
Finalement, pour ce qui est de l’algorithme re´cursif de basculement par division bi-
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parie´tale, l’approche fonctionne seulement dans le cas de proble`mes ou` il faut maximiser
la qualite´ minimum. Notamment, cet algorithme ne peut pas eˆtre utilise´ pour minimiser le
recouvrement.
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CHAPITRE 6
CONCLUSION
Cette the`se s’articule autour de deux contributions originales principales et de deux contri-
butions originales secondaires. Toutes ces contributions concernent la me´thodologie de mise
en oeuvre me´thodique et rigoureuse d’outils d’adaptation de maillage afin d’assurer la fiabilite´
des re´sultats de simulations CFD.
La premie`re contribution originale porte sur la cre´ation d’une mesure de la qualite´ d’un
maillage par rapport a` l’estimateur d’erreur choisi. Cette mesure est base´e sur une comparai-
son entre la me´trique de la transformation qui rend l’e´le´ment re´gulier (c’est-a`-dire e´quilate´ral
et unitaire) et la me´trique spe´cifie´e dans la carte de taille issue de l’estimateur d’erreur. Il
n’existait pas, avant ces travaux, de mesure unique capable de faire ceci, et ce manque e´tait
note´ dans plusieurs ouvrages. La mesure de non-conformite´ de´veloppe´e pour des simplexes
est la premie`re mesure disponible capable de tenir compte a` la fois de la taille et de la forme
lors de la comparaison avec la carte de taille.
La seconde contribution originale de cette the`se est le de´veloppement d’une me´thodologie
scientifique pour ve´rifier les processus adaptatifs. Il s’agit d’exprimer clairement le but ul-
time de l’adaptation, a` savoir l’e´quire´partition de la norme L∞ de l’erreur d’interpolation.
Une proce´dure de ve´rification qui s’articule autour de cet objectif est illustre´e, et des cas
tests simples permettent d’isoler le processus d’adaptation afin d’en faire la ve´rification. Il
n’existait pas en effet d’endroit ou` l’on exprimait ainsi clairement le but de l’adaptation de
maillage avec des mesures aussi rigoureuses. Maintenant, on dispose d’une me´thodologie qui
permet de ve´rifier si de nouvelles contributions ame´liorent effectivement l’e´quire´partition de
la norme L∞ de l’erreur d’approximation. De plus, on pre´sente des e´tudes de convergence
qui comparent des approches uniformes, isotropes et anisotropes. Ces e´tudes montrent que,
dans le cas de maillages tridimensionnels pour des proble`mes tre`s anisotropes, un maillage
de 7000 te´trae`dres e´tire´s est aussi pre´cis qu’un maillage de 4 millions de te´trae`dres uniformes
et qu’un maillage de 550 000 te´trae`dres isotropes.
La premie`re contribution secondaire permet de visualiser les ope´rations principales que
l’estimateur d’erreur veut effectuer sur le maillage. En effet, l’introduction des techniques
adaptatives dans les analyses quotidiennes ne peut pas se faire en un seul coup. Les utilisateurs
doivent s’approprier ces outils, et le premier pas est de se familiariser avec l’estimateur
d’erreur. Or, bien qu’il soit possible de visualiser les me´triques issues de l’estimateur a` l’aide
d’ellipso¨ıdes, cette information n’indique pas les e´le´ments trop grands ou trop petits. On
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pre´sente donc une approche qui de´compose la mesure de non-conformite´ en deux tenseurs
distincts qui sont sensibles se´pare´ment aux directions dans lesquelles les e´le´ments sont trop
grands et les directions dans lesquelles les e´le´ments sont trop petits. Une de´composition
SVD permet ensuite de de´terminer les vecteurs propres de ces tenseurs et permet alors la
visualisation de ces informations.
Une seconde contribution originale secondaire permet a` la librairie de modification de
maillage d’effectuer le basculement d’areˆte de fac¸on optimale. Tout d’abord, un algorithme
de basculement original a e´te´ de´veloppe´ et est utilise´ en production dans la librairie OORT .
Cet algorithme de basculement trouve de fac¸on rapide la meilleure reconnexion de la boule
qui entoure une areˆte interne. Il s’agit d’un algorithme re´cursif base´ sur le constat que toutes
les reconnexions doivent avoir deux paires de te´trae`dres frontie`res. Chaque fois que les deux
paires de te´trae`dres sont identifie´es, on les retire du proble`me et on relance la recherche. Cet
algorithme a l’avantage de de´terminer rapidement les cas ou` la connexion de la boule avec
l’areˆte initiale est optimale. En effet, les pires te´trae`dres sont souvent les te´trae`dres frontie`res
de la boule.
6.1 Perspectives
La mesure de non-conformite´ pourrait servir de fonction couˆt unique lors de l’optimisation
de maillage. Il faudrait alors que la mesure de non-conformite´ soit utilise´e lors du raffinement,
lors du de´raffinement, lors du retournement et lors du de´placement. Pour le raffinement et
le de´raffinement, on a montre´ qu’il e´tait possible de de´terminer si un e´le´ment est trop grand
ou trop petit avec la mesure de non-conformite´ en regardant individuellement les re´sidus
qui composent la mesure. Aussi, on a exprime´ la non-conformite´ d’une areˆte du maillage, ce
qui pourrait eˆtre utilise´ comme crite`re de raffinement ou de de´raffinement. Dans le cas du
retournement, la qualite´ d’un te´trae`dre pourrait eˆtre la mesure de non-conformite´ en tenant
compte du fait qu’on maximise la qualite´ alors qu’il faudrait minimiser la non-conformite´.
Dans le cas du de´placement, des travaux ont de´ja` e´te´ faits en ce sens. Il semble donc possible de
concevoir une heuristique d’optimisation du maillage qui utilise directement la non-conformite´
comme unique fonction couˆt lors de l’adaptation de maillage.
Dans le cas de la me´thodologie de ve´rification du processus adaptatif, il serait inte´ressant
de s’ouvrir aux autres normes qui ont re´cemment e´te´ utilise´es en adaptation de maillage. De
plus, en utilisant le processus ve´rifie´, il serait maintenant pensable de comparer les divers
estimateurs afin de comparer leurs capacite´s a` e´quire´partir l’erreur d’approximation. Aussi, la
me´thodologie de ve´rification permet de comparer des algorithmes d’adaptation de maillage en
comparant la qualite´ de l’e´quire´partition obtenue avec les algorithmes. Ceci devrait permettre
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de trouver de nouvelles fac¸ons de combiner les ope´rateurs ou de de´finir de nouveaux ope´rateurs
de modification de maillage.
On doit noter que, le contexte initial e´tant d’utiliser les strate´gies adaptatives pour assurer
la fiabilite´ des analyses CFD, il reste a` trouver un estimateur pour le proble`me des e´quations
de Navier-Stokes en formulation RANS. A cet effet, le mode`le de turbulence SST fonctionne
avec des maillages dont le premier noeud a` la paroi est a` y+ = 1. On peut donc espe´rer adapter
le maillage jusqu’a` la paroi. Autrement, il faut pre´voir l’adaptation de maillage hybride. Dans
tous les cas, on cherche encore un estimateur d’erreur d’approximation pour les e´quations de
Navier-Stokes qui soit insensible aux changements d’unite´ dans les variables primaires.
Finalement, un processus adaptatif ve´rifie´ qui controˆle l’erreur d’interpolation pour un
proble`me a` un scalaire peut s’appliquer tel quel pour plusieurs types de proble`mes. C’est le
cas entre autres du calcul du potentiel magne´tique et de la diffusion de la chaleur.
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ANNEXE A
A UNIVERSAL MEASURE OF THE CONFORMITY OF A MESH WITH
RESPECT TO AN ANISOTROPIC METRIC FIELD
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ring
On pre´sente ici une mesure capable de comparer un maillage a` une carte de taille donne´e
sous forme de champ de tenseurs syme´triques de´finis positifs interpole´ sur un maillage a`
l’aide d’un interpolant continu. La mesure compare la me´trique de la transformation qui rend
l’e´le´ment re´gulier a` la me´trique de la carte de taille. Cette mesure permet de de´terminer a`
quel point un maillage adapte´ satisfait sa carte de taille. Cette mesure peut servir a` comparer
des heuristiques d’adaptation de maillage. La mesure peut aussi eˆtre utilise´e comme fonction
couˆt dans un optimiseur de maillage.
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SUMMARY
In this paper, a method is presented to measure the non-conformity of a mesh with respect to a size
speciﬁcation map given in the form of a Riemannian metric. The measure evaluates the difference
between the metric tensor of a simplex of the mesh and the metric tensor speciﬁed on the size
speciﬁcation map. This measure is universal because it is a unique, dimensionless number which
characterizes either a single simplex of a mesh or a whole mesh, both in size and in shape, be it
isotropic or anisotropic, coarse or ﬁne, in a small or a big domain, in two or three dimensions. This
measure is important because it can compare any two meshes in order to determine unequivocally
which of them is better. Analytical and numerical examples illustrate the behaviour of this measure.
Copyright  2004 John Wiley & Sons, Ltd.
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1. INTRODUCTION
Mesh adaptivity is a process which generates a sequence of meshes and numerical solutions
on these meshes such that the sequence converges to some goal, usually error equirepartition,
while minimizing the computational effort by minimizing the number of vertices of the mesh, as
stated by Szabo [1]. For unstructured meshes, the process of computing a mesh in the sequence
can be decomposed into two steps: ﬁrst, a size speciﬁcation map is computed by analysing the
numerical solution; second, a mesh is computed that satisﬁes this size speciﬁcation map.
The subject of the present paper is to offer a measure of the degree to which a mesh satisﬁes
its size speciﬁcation map.
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Vallet [2, 3] showed that a size speciﬁcation map using a metric tensor representation eased
the generation of adapted and anisotropic meshes by combining the desired size and stretching
into a single mathematical concept. Metric tensors modify the way distances are measured. The
adapted and anisotropic mesh in the real space is constructed by building a regular, isotropic
and unitary mesh in the metric tensor space.
The use of a metric tensor representation for the size speciﬁcation map is now a widely
used tool for the generation and adaptation of anisotropic meshes. It has been used in two and
three dimensions, for various PDE simulations with ﬁnite element and ﬁnite volume methods,
and for surface discretization, graphic representation, etc. The most complete references are
George and Borouchaki [4] and Frey and George [5] and the references therein.
Most authors rely on two competing measures to assess the quality of their meshes with
respect to a size speciﬁcation map. One measure compares the simplex shape with the spec-
iﬁed stretching. This is usually done by computing a shape criterion of the elements in the
speciﬁed Riemannian metric (see Dompierre et al. [6]). But this measure does not take into
account the speciﬁed size. The other measure is based on the fact that a perfect simplex
should be equilateral; therefore, the length of the edges of the simplices should be of unit
length in the Riemannian metric. However, having a simplex the edges of which are close
to unity in the Riemannian metric does not guarantee a well-shaped simplex. The sliver is a
well-known tetrahedron with edges close to the same length, but with a volume which can
vanish.
Combining these two competing measures, one of size and one of shape, is a way to measure
the metric conformity of a mesh. As an example, Buscaglia and Dari [7] multiply a shape
measure with a size measure.
However, the issue of metric conformity is still not clear. As stated by Formaggia and Perotto
[8], a suitable norm to measure the difference between the metric of a mesh and a speciﬁed
metric has to be deﬁned. There is no well-deﬁned way to measure the degree to which a mesh
satisﬁes a size speciﬁcation map given in the form of a ﬁeld of metric tensors.
This paper proposes a new method to measure the degree to which a mesh satisﬁes a
size speciﬁcation map given in Riemannian metric form. The measure works by evaluating
the discrepancy between the metric tensor corresponding to the simplices of the mesh and an
averaged metric tensor of what is speciﬁed for that region of space on the size speciﬁcation
map. This measure is sensitive to discrepancies in both the size and the shape of the simplices.
It is continuous and differentiable, which makes it well suited for optimization purposes. This
measure is a unique, dimensionless number which not only completely characterizes, both in
size and in shape, a single simplex, but can also be used for a whole mesh in two or three
dimensions, coarse or ﬁne, independently of the size of the domain, generated for an isotropic
or an anisotropic size speciﬁcation map.
In Section 2, a brief review of the size speciﬁcation map is presented. Then, in Section 3,
the formula for computing the metric tensor of a simplex is presented. By applying this
formula to every simplex of the mesh, a piecewise constant discontinuous metric space can
be constructed. In Section 4, the speciﬁed Riemannian metric is averaged over each simplex
of the mesh in order to produce another piecewise constant discontinuous metric space. In
Section 5, a method for measuring the discrepancy between these two metric spaces is ex-
plained. This non-conformity measure is extended in Section 6 to cover non-simplicial elements.
The non-conformity measure is then shown in Section 7 to be a general form of most qual-
ity and efﬁciency measures in use. In Section 8 this measure is applied to a whole mesh.
Copyright  2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2004; 61:2675–2695
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Finally, numerical examples are given in Section 9 in order to illustrate the behaviour of this
measure.
2. SIZE SPECIFICATION MAP
A central concept used in this paper is the size speciﬁcation map, also called a size map or a
control space. It is used to specify the size, the stretching and the direction of the simplices
of the mesh to be built. These speciﬁcations can be given in a variety of ways. When written
in metric tensor format, the speciﬁcations represent the metric tensor of the transformation that
would transform the desired simplex (the one to be built) into a unit equilateral simplex. This
is the most widely used representation for anisotropic mesh generation and mesh adaptation.
The usual notations for the components of a metric tensor are
M =
(
m11 m12
m12 m22
)
in 2D and M =

m11 m12 m13
m12 m22 m23
m13 m23 m33
 in 3D (1)
The length of an edge between vertices A and B in this metric tensor is given by
lAB =
√−→
ABTM
−→
AB (2)
In a two-dimensional example, if the metric tensors of the size speciﬁcation map were
(4 0
0 1
)
,
then the triangle with the vertices (1, 1)T, (3/2, 1)T and
(
5/4,
√
3/2+1)T would seem perfect.
Indeed, the length of all of its edges measured in the above metric tensor would be of unit
length.
Such a size speciﬁcation map can be constructed from a posteriori error analysis, from
geometrical properties of the domain (e.g. curvature), or from user deﬁned inputs, for example.
An isotropic size speciﬁcation map (elements of size h) can be constructed by making the
metrics into diagonal matrices, the diagonal terms of which are 1/h2. Whatever its origin,
the size speciﬁcation map contains the information on the prescribed size and stretching of the
mesh to be built as an anisotropic metric ﬁeld.
The proposed measure works by comparing the metric value on the size speciﬁcation map
with the metric tensor of the elements of the mesh. The metric tensor of an element is presented
in the next section.
3. METRIC TENSOR OF A SIMPLEX
In the previous section, it was shown that the size speciﬁcation map can be represented in
metric format. The metric values stored on the size speciﬁcation map represent the metric
tensor of the transformation that transforms the desired element into a unit equilateral element.
This section presents a method to compute the metric tensor MK of the transformation that
transforms a simplex K into a unit equilateral element. The metric tensor MK is sometimes
used by itself as a measure of the shape of the simplex K . But, in the current context, the
metric tensor MK will be compared to the average metric value of the size speciﬁcation map.
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Let T be a transformation which transforms the simplex K from the Euclidean space E
with the coordinate system (x, y[, z]), into a unit equilateral simplex in the transformed space
T with the coordinate system (r, s[, t]). All the edges of the transformed simplex are of unit
length in space T . The length of the edge between two vertices Pi and Pj of the simplex K
in space T is given by
d2T = P TT PT = (P TEJ T)(JPE) = P TEMKPE (3)
where dT is the length of the edge in the transformed space T , PE is the vector between
the vertices in space E, J is the Jacobian of the transformation of space T with respect to
space E and MK = J TJ is the metric tensor from space E to space T .
In Rd , d = 2 or 3, the d(d + 1)/2 components of the metric tensor are found by solving
the following system of Equation [9]
(Pj − Pi)TMK(Pj − Pi) = 1 for 1 i < j  d (4)
which yields one equation per edge of the simplex. For reasons of symmetry, a two-dimensional
metric tensor is speciﬁed by three values, and a three-dimensional metric tensor is speciﬁed by
six values. This corresponds to the number of edges of the simplices, which makes the system
of Equations (4) solvable for simplices.
For example, in two dimensions, if the vertices of triangle K are located at A = (xA, yA)T,
B = (xB, yB)T and C = (xC, yC)T, then the system of Equations (4) gives
m11(xB − xA)2 + 2m12(xB − xA)(yB − yA) + m22(yB − yA)2 = 1
m11(xC − xA)2 + 2m12(xC − xA)(yC − yA) + m22(yC − yA)2 = 1
m11(xC − xB)2 + 2m12(xC − xB)(yC − yB) + m22(yC − yB)2 = 1
(5)
which has a unique solution for all non-degenerate triangles. It is important to note that,
although there might exist many transformations that transform triangle K into a unit equilateral
triangle, all these transformations have the same metric tensor.
For instance, let the vertices A and B be ﬁxed at A = (0, 1/2)T, B = (0,−1/2)T and let
the vertex C = (x, y)T be free to move in the half-plane x 0. The system of Equation (5)
reduces to system 
0 0 1
x2 2x(y − 12 ) (y − 12 )2
x2 2x(y + 12 ) (y + 12 )2


m11
m12
m22
 =

1
1
1

which yields:
MK =

4y2 + 3
4x2
−y
x
−y
x
1
 (6)
This metric tensor, MK , becomes identity when the vertex C(x, y) = (
√
3/2, 0)T, which
corresponds to the unit equilateral triangle.
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Figure 1. Ellipses associated with the metric tensor of selected simplices.
The metric tensor of a simplex is constant since the transformation T is linear. For non-
simplicial elements, the transformation is not linear and the metric is not a constant. The metric
of such elements can be linearized by taking into account the simplex stemming from one of
the vertices of the element, for example. Otherwise, the analysis that follows must be cast in
integral form, as is done in Section 6.
It is usual to visualize the metric tensor as an ellipse. Indeed, the metric tensor can be
written as MK = R−1()R(), where the matrix  is the diagonal matrix of the eigenvalues
of MK , i.e.  = diag(1, 2[, 3]). The eigenvalues i are the lengths of the axes of the ellipse
and  is the rotation matrix of the ellipse about the origin. However, it is more telling to draw
ellipses of size 1/
√
(3), as in Figure 1, where the ellipses of a selected group of elements
were drawn. Note in this ﬁgure that the ellipses pass through the vertices of the triangle.
By solving the system of Equations (4) for each simplex of the mesh, a piecewise constant
discontinuous metric ﬁeld can be constructed. This can be done in two or three dimensions,
and an example has been given for the case of a triangle. In the next section, the way to
convert the size speciﬁcation map into a compatible form is shown. It will then be possible to
measure the discrepancy between these two metric ﬁelds.
4. AVERAGE OF THE SPECIFIED METRIC TENSOR
As stated earlier, the size speciﬁcation map is used to specify the size and shape of the
simplices of the mesh to be built. In metric format, these speciﬁcations represent the metric
tensor of the transformation that would transform the simplices into unit equilateral simplices.
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Figure 2. Circles associated with the average of the speciﬁed isotropic
metric tensor of selected simplices.
The traditional way to use the metric is to measure the length of the edges of the mesh in the
metric of the size speciﬁcation map and to compare that value with 1.0.
In order to compare the metric tensor of a simplex K (cf. Section 3) with what is asked
for on the size speciﬁcation map, an average needs to be computed. Indeed, the simplex K
covers a region of space, and the size speciﬁcation map varies in this region of space. The
size speciﬁcation map is averaged in the following way:
Let MS(X) be the speciﬁed metric tensor value at point X. Let MS(K) be the average of
the speciﬁed metric tensor over a simplex K , as computed by
MS(K) =
(∫
K
MS(X) dK
)/(∫
K
dK
)
(7)
This integral can be approximated by a numerical quadrature.
For example, isotropic values for the speciﬁed metric tensor correspond to circles, as illus-
trated in Figure 2. In this ﬁgure, the same group of selected elements appearing in Figure 1
is presented, but, this time, the averaged metric tensor that the mesh was supposed to satisfy
is presented. It is clear that certain circles do not pass through the vertices of their respective
elements.
By averaging the speciﬁed Riemannian metric over a simplex, a Euclidean (constant) metric
tensor is constructed which corresponds to the average speciﬁed tensor. D’Azevedo and Simpson
[10] have shown that the best simplex to build for a given metric tensor is a unit equilateral
simplex in that metric. The metric tensor of the best element to build for a given averaged
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value of the size speciﬁcation map is therefore the value computed by Equation (7). The next
section shows the way to measure the discrepancy between what is speciﬁed and what is
achieved in the mesh.
5. MEASURING THE NON-CONFORMITY
In Section 3, the way to compute the metric tensor of a simplex in d dimensions was shown.
In Section 4, the way to average the speciﬁed Riemannian metric in d dimensions over the
simplex was shown. In this section, a measure of the discrepancy between these two metrics
is presented. Note that this measure is valid for both two and three dimensions, due to the
matricial nature of the measure.
When the metric tensor MK of the simplex K corresponds exactly to the average of the
speciﬁed metric tensor MS(K) for that simplex, the following equality holds:
MK =MS(K) (8)
However, in practice, there is usually some discrepancy between these two metric tensors, and
in this section a method is presented to measure this discrepancy.
Equation (8) can be rewritten in the following two ways:
M−1S MK = I and M−1K MS = I (9)
where I is the identity matrix. When there is not a perfect match between what is speciﬁed
and what is realized, a residual for each of the two previous equations yields the following
two tensors:
Rs =M−1S MK − I and Rb =M−1K MS − I (10)
where Rs (s for small) is more sensitive to the degeneration of the simplex K as its volume
tends to zero and Rb (b for big) is more sensitive to the degeneration of the simplex K as its
volume tends to inﬁnity.
To illustrate the behaviour of these residuals, the triangle deﬁned previously is used. We
will recall that the triangle had two ﬁxed vertices, one at A = (0, 1/2)T and one at B =
(0,−1/2)T, and that the third vertex was free to move. The metric tensor of this triangle is
given by Equation (6). Furthermore, if the speciﬁed triangle is the unit equilateral triangle, then,
according to Equation (7), the average of the speciﬁed metric tensor is equal to the identity
matrix, i.e.
MS =M−1S = I (11)
The residuals from Equation (10), with Equations (6) and (11), can be written as
Rs(x, y)= I

4y2 + 3
4x2
−y
x
−y
x
1
− I =

4y2 + 3
4x2
− 1 −y
x
−y
x
0
 (12)
Copyright  2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2004; 61:2675–2695
95
2682 P. LABBÉ ET AL.
0
5
10
15
20
1
R
es
id
ua
l
x
2 30.5
Rs Rb
Figure 3. First term of the residuals Rs(x, 0) and Rs(x, 0) (Equations (12) and
(13)) as a function of log10(x).
Rb(x, y)=

4x2
3
4xy
3
4xy
3
4y2
3
+ 1
 I − I =

4x2
3
− 1 4xy
3
4xy
3
4y2
3
 (13)
If the third vertex C is restricted to the axis y = 0, then all but the ﬁrst term of these tensors
vanish. Figure 3 shows the behaviour of the ﬁrst term of the residuals of the two matrices
Rs(x, 0) and Rb(x, 0). The two curves intersect at x =
√
3/2, where the residuals become null.
At that point, the triangle corresponds exactly to the speciﬁed unit equilateral triangle. The
curve of the ﬁrst term of Rs(x, 0) decreases rapidly and is maximum for the triangle with an
area null. Inversely, the curve of the ﬁrst term of Rb(x, 0) grows rapidly as the area increases.
In both cases, the minima of the curves show the inﬂuence of the identity matrix as the metric
of the simplex, or its inverse, becomes null. It is also worth noting that the two curves are
symmetrical with respect to the equilateral triangle, i.e.
Rs(x, 0) = Rb(3/(4x), 0) (14)
The total residual Rt is deﬁned to be the sum of the two residuals Rs and Rb, where Rs
and Rb are given by Equation (10), i.e.
Rt = Rs + Rb =M−1S MK +M−1K MS − 2I (15)
Deﬁnition 1
The non-conformity EK of a simplex K with respect to the average of the speciﬁed metric
tensor is deﬁned to be the Euclidean norm of the total residual (Equation (15)),
EK = ‖Rt‖ =
√
tr(RTt Rt) (16)
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The Euclidean norm of a matrix ‖ · ‖ amounts to the square root of the sum of each term of
the matrix individually squared.
The coefﬁcient of non-conformity is sensitive to discrepancies in both size and shape that a
simplex K makes with respect to the average of the speciﬁed Riemannian metric. Furthermore,
this measure is continuous and differentiable, which is a sought after behaviour for optimization
purposes. It is valid for simplices in both two and three dimensions, due to the matrix notation
used.
For the triangle described above with two ﬁxed vertices and a free vertex, and for which
the speciﬁed Riemannian metric was the identity matrix, the coefﬁcient of non-conformity is
expressed as, from Equations (12) and (13),
EK =
[(
4y2 + 3
4x2
− 2 + 4x
2
3
)2
+ 2
(
4xy
3
− y
x
)2
+ 16y
4
9
]1/2
(17)
Figure 4(a) represents the logarithm base 10 of EK when the target metric is the identity
matrix as described by Equation (17). It is minimum and equal to zero for the equilateral
triangle, and increases very rapidly as the third vertex moves away from the optimal position.
It is inﬁnite for all degenerate triangles.
For Figure 4(b), the average of the speciﬁed Riemannian metric is half the value of the
identity matrix. The edge that is ﬁxed on the x = 0 axis is too small by a factor of √2. Since
this edge is ﬁxed, it will be impossible to obtain the speciﬁed triangle simply by moving the
third vertex. The minimum value of EK is 0.5 and is reached at X = (√3/2, 0)T, which is an
intermediate position between the equilateral triangle (
√
3/2, 0)T and the optimal area triangle
(
√
3, 0)T. The best triangle in this case is a compromise between the speciﬁed size and the
speciﬁed shape.
For Figures 4(c) and (d), the average of the speciﬁed Riemannian metric calls for a rectangle
triangle and the minimum value of EK is reached at the correct position.
Another example is shown in Figure 5, where the discrepancy between the metric tensors
of the selected group of elements in Figure 1 and the isotropic averaged value of the speciﬁed
metric tensors in Figure 2 is presented. In Figure 5, the colour corresponds to the logarithm
base 10 of EK (blue corresponds to a small value and red corresponds to a large value).
The constraint of using an averaged value for the size speciﬁcation map is lifted in the next
section in order to deal with non-simplicial elements.
6. EXTENSION TO NON-SIMPLICIAL ELEMENTS
In the previous section, the measure of non-conformity of a simplex was presented. In order
to extend this measure to non-simplicial elements, such as quadrilaterals in two dimensions
and prisms and hexahedra in three dimensions, it has to be understood that the metric tensor
of non-simplicial elements is not a constant and varies for every point of space. Equation (8)
takes on a pointwise nature as the conformity of the metric tensor of the element has to be
checked against the speciﬁed metric tensor at every point X inside the non-simplicial element
K . Equation (8), i.e. the conformity between the metric tensor MK of a non-simplicial element
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Figure 4. Isolines of log10(EK) with various speciﬁed metrics: (a) MS =
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)
,
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√
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)
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)
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Xopt = (1, 1/2)T; and (d) MS =
(1 1/2
1/2 1
)
, Xopt = (1,−1/2)T.
and the speciﬁed metric tensor MS, can be rewritten as
MK(X) =MS(X), ∀X ∈ K (18)
The total residual (Equation (15)) becomes a pointwise value and can be averaged over the
element K by an integration, as follows:
Rt =
∫
K
(M−1S (X)MK(X) +M−1K (X)MS(X) − 2I ) dK
/(∫
K
dK
)
(19)
This equation reduces to Equation (15) for simplicies due to the fact that
∫
K
M−1K (X)MS(X) dK∫
K
dK
=M−1K
∫
K
MS(X) dK∫
K
dK
=M−1K MS (20)
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Figure 5. Non-conformity EK of selected simplicies.∫
K
M−1S (X)MK(X) dK∫
K
dK
=MK
∫
K
M−1S (X) dK∫
K
dK
=MKM−1S (21)
and if MK(X) =MK is taken to be a constant over the simplex K . Then, the non-conformity
EK of an element K with respect to the speciﬁed Riemannian metric is deﬁned to be the
Euclidean norm of the total residual (19).
Equation (19) is a generalization of Equation (15) and constitutes the most general form of
the non-conformity of an element with respect to a size speciﬁcation map. This formula could
be applied not only to non-simplicial elements, but also to higher-order interpolants. Although
this formula is rigorous, it is not clear that it is usable due to its cost and its complexity.
7. A GENERAL MEASURE
The non-conformity of a simplex with respect to the average of the speciﬁed Riemannian metric
is a generalization of many existing efﬁciency indices and other mesh quality measures used to
assess the quality of a mesh. It is shown in this section that the simplex size index of Cuillière
[11], the edge efﬁciency measure of Frey and George [5] and various shape measures such as
the condition number of Freitag and Knupp [12] are all measures of some residual from the
conformity Equation (8).
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7.1. Generalization of the simplex size index
An element-wise size index has been devised by Cuillière in Reference [11]. This index is based
on the notion that the size, the area in two dimensions or the volume in three dimensions, of
the equilateral simplex in the speciﬁed Riemannian metric should be
√
3/4 in two dimensions
or
√
2/12 in three dimensions. Indeed,
∫
K
√
det(MK) dK = CK =

√
3/4 in 2D
√
2/12 in 3D
(22)
The size index QK of a simplex K can be written as follows:
QK = CC−1K
∫
K
√
det(MS) dK (23)
where C is a constant related to the target element size in the speciﬁed Riemannian metric
for a ﬁxed number of elements. If an element has the correct size in the speciﬁed Riemannian
metric, its size index QK is the unit.
This simplex size index is a weak form (an integral form) of the conformity between the
metric MK of the simplex and the speciﬁed metric MS(K) (Equation (8)):
MK =MS(K) ⇒
∫
K
√
det(MK) dK =
∫
K
√
det(MS(K)) dK (24)
and QK is obtained by dividing both sides by CK . Both EK and QK have as their root in
Equation (8), but QK is a weaker measure of Equation (8) since it forgoes the matrix nature
of the relation by immediately converting the tensor to a scalar.
7.2. Generalization of the edge efﬁciency index
The edge efﬁciency index eAB of the edge AB is deﬁned using the length of the edge LMS(AB)
in the speciﬁed Riemannian metric MS as
eAB =
{
1 − LMS(AB) if LMS(AB) 1
1 − 1/LMS(AB) if LMS(AB) > 1
(25)
where the length of the edge in the speciﬁed Riemannian metric is
LMS(AB) =
∫ 1
0
√
′(t)MS((t))′(t) dt (26)
where (t) = A + t−→AB, t ∈ [0, 1], (0) = A, (1) = B is a parameterization of the edge AB.
If an edge has the correct size in the speciﬁed Riemannian metric, its edge efﬁciency index
eAB is null.
This efﬁciency index, which can be rewritten as
e˜AB = LMS(AB) +
1
LMS(AB)
− 2 (27)
Copyright  2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2004; 61:2675–2695
100
A UNIVERSAL MEASURE OF THE CONFORMITY 2687
to avoid the ‘if’, can also be derived from the conformity equation (18) as follows:
MK(X) =MS(X) ⇒
∫
AB
√
ABTMK(X)AB =
∫
AB
√
ABTMS(X)AB (28)
The left hand side term is always equal to 1 by deﬁnition of MK(X). The right hand side
term is the length of the edge AB in the speciﬁed matrix MS. The conformity equation leads
then to
LMS(AB) = 1 (29)
which can be rewritten as two residuals:
R1 = 1 − LMS(AB) or R2 = 1 − 1/LMS(AB)
the sum of which is e˜AB . Both EK and e˜AB originate from Equation (18), but e˜AB takes into
account only the edges of the element K where EK depends of the whole element K .
7.3. Generalization of various shape measures
The non-conformity of a simplex with respect to the average of the speciﬁed Riemannian metric
is null for a perfectly matched simplex, and it tends to inﬁnity if the simplex degenerates, or
if the average of the speciﬁed Riemannian metric degenerates.
A simplex shape measure, by contrast, evaluates the shape of a simplex K independently of
the speciﬁed Riemannian metric; it is maximum for an equilateral simplex, and tends to zero
as the simplex degenerates [13, 14].
Freitag and Knupp [12] propose the condition number  of the metric MK of the simplex
K , as a quality measure:
 =
√
tr(MK)tr(M−1K ) =
√
tr(K)tr(−1K ) (30)
since all metrics can be written as
M = RR−1 (31)
where R is a rotation matrix formed by the eigenvectors of M and K again forms the
diagonal matrix of eigenvalues of MK . Expanding the trace of a diagonal matrix, the latter
equation of  becomes
 =
√(∑
i
K,i
)(∑
i
−1K,i
)
(32)
The  shape measure is of unit value for the equilateral simplex when all K,i are equal, and
tends to inﬁnity as the simplex degenerates.
As noted by Dompierre et al. [6] and Shewchuk [15],  is actually a reformulation of the 
shape measure in two dimensions, as presented by Liu and Joe [13]. Indeed,  = 2/ satisﬁes
the deﬁnition of a shape measure as deﬁned in Reference [14]. These two shape measures
do not take into account the size speciﬁcation map. Also, they are dimensionless quantities.
Expressing them in the metric ﬁeld associated with a size speciﬁcation map also leads to a
dimensionless quantity. A simplex can be of perfect shape, but not of perfect size.
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The new coefﬁcient of non-conformity of a simplex introduced in this paper is sensitive to
the size speciﬁcation map speciﬁed through a metric tensor. Even if it is a dimensionless value,
it is sensitive to the size of the simplices, and a perfectly shaped simplex of the wrong size
will have a positive non-conformity coefﬁcient.
In the next two subsections, the coefﬁcient of non-conformity will be expressed in terms of
the eigenvalues of the metric of the simplex for two size speciﬁcation maps. The ﬁrst is that
of a simplex of equilateral unit size, while the other will be for a size speciﬁcation map and
a simplex having R = I in Equation (31).
7.3.1. Equilateral simplex. If the size speciﬁcation map speciﬁes an equilateral unit simplex,
then MS = I . The total residual Rt becomes
Rt =MK − I +M−1K − I
=RKR−1 + R−1K R−1 − 2I
=R(K + −1K − 2I )R−1
=R((K − I )2−1K )R−1
The coefﬁcient of non-conformity EK (Equation (16)) then becomes
EK =
√
tr(RTt Rt),=
√
tr(R((K − I )2−1K )2R−1) (33)
since T =  and R−1 = RT. It can be simpliﬁed as
EK =
√∑
i
((K,i − 1)2/K,i)2 (34)
where K,i are the entries of the diagonal matrix K . In this case, where the size speciﬁcation
map is an equilateral unit simplex, the coefﬁcient of non-conformity (Equation (34)) looks like
the condition number  (Equation (32)). A notable difference with the condition number  is
that the target unit size is embedded in the numerator of the coefﬁcient of non-conformity.
A non-unitary, perfectly shaped simplex will have a positive non-conformity coefﬁcient. The
condition number  on the other hand will be minimum for all equilateral elements even if
they are not of the speciﬁed size.
7.3.2. Size speciﬁcation map and simplex with R = I . If the metric of the simplex MK and
the average of the speciﬁed metric MS have R = I , i.e. MK = K and MS = S in Equation
(31), then the total residual is given by
Rt =M−1S MK − I +M−1K MS − I
=−1S K − I + −1K S − I
= (S − K)2−1K −1S
Copyright  2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2004; 61:2675–2695
102
A UNIVERSAL MEASURE OF THE CONFORMITY 2689
The coefﬁcient of non-conformity EK (Equation (16)) then becomes
EK =
√√√√∑
i
(
(K,i − S,i)2
K,iS,i
)2
(35)
This equation is clearly a generalization of Equation (34). The coefﬁcient of non-conformity
of this simplex is minimum when the eigenvalues of the metric of the simplex correspond to
those of the speciﬁed metric of the size speciﬁcation map. Otherwise, the measure degenerates
as either the simplex or the size speciﬁcation map degenerates. The symmetry between the
eigenvalues of the metric of the simplex and those of the metric of the size speciﬁcation map
is also clearly expressed.
8. NON-CONFORMITY OF THE MESH
A measure of the non-conformity ET of a mesh T is devised. It uses the coefﬁcient of
non-conformity of a simplex and is built so as to be independent of the number of simplices.
Deﬁnition 2
The coefﬁcient of non-conformity ET of a mesh T is deﬁned as
ET = 1
nK
nK∑
i=1
EKi (36)
which is the average value of the coefﬁcient of non-conformity of the nK simplices of the
mesh.
This seems to be an adequate measure of the discrepancy of a mesh with respect to a
speciﬁed size speciﬁcation map given in the form of a Riemannian metric. By taking into
account the number of simplices, the coefﬁcient of non-conformity of the mesh can compare
two different meshes. For instance, let the domain to be discretized be in the shape of an
equilateral triangle the edges of which are of length equal to two, and let the average of the
speciﬁed metric be the identity matrix (MS = I ). The perfect mesh for this problem consists
of four unit equilateral triangles as the middle mesh of Figure 6(b). This mesh corresponds
exactly to what is asked, and there is no discrepancy between what is asked and what is
achieved. Now consider the two following meshes for this problem, one composed of just one
(a) (b) (c)
Figure 6. If the target mesh is the middle mesh, the coefﬁcients of non-conformity of the ﬁrst and
last meshes are equivalent: (a) coarse mesh; (b) perfect mesh; and (c) ﬁne mesh.
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triangle as the ﬁrst mesh of Figure 6(a), and the other composed of sixteen equilateral triangles
as the last mesh of Figure 6(c). In the case of the single triangle mesh, the triangle is too big
and there is a discrepancy between what is asked for and what is realized. The coefﬁcient of
non-conformity of this mesh as computed by Equations (36) and (16) is
E1 = EK1 = 94
√
2 (37)
since MK = diag(1/4, 1/4). In the case of the mesh composed of sixteen triangles, all the
triangles are too small. Each triangle will have a coefﬁcient of non-conformity equal to
E16 =
1
16
16∑
i=1
EKi =
9
4
√
2 (38)
according to Equations (36) and (16) with MK = diag(4, 4). The symmetrical nature of the
coefﬁcient of non-conformity with respect to the optimal value implies that E1 = E16 .
These two meshes will have the same average value for the coefﬁcient of non-conformity of
their simplices. This makes them equivalent in the sense that they both disrespect the size
speciﬁcation map by the same average quantity.
The perfect mesh is obtained when the coefﬁcient of non-conformity of the mesh vanishes.
Note that if one simplex of the mesh degenerates, then ET tends to inﬁnity.
Finally, the coefﬁcient of non-conformity of a mesh is insensitive to compatible scaling
of both the mesh and the speciﬁed Riemannian metric. It is possible, using this measure, to
compare the quality of the mesh of two vastly different domains, such as the mesh of an ocean
and the mesh of a micro-circuit. In both cases, the measure gives a comparable number which
reﬂects the degree to which each mesh satisﬁes its size speciﬁcation map.
This coefﬁcient therefore constitutes a unique and dimensionless measure of the non-
conformity of a mesh with respect to a size speciﬁcation map given in the form of a Rieman-
nian metric, be it isotropic or anisotropic. It is valid for meshes of triangles or tetrahedra, or
any other non-simplicial elements.
9. NUMERICAL EXAMPLES
The coefﬁcient of non-conformity for a mesh is used to evaluate the degree to which a mesh
satisﬁes its size speciﬁcation map. Two numerical examples are used, one using an isotropic
size speciﬁcation map and one using an anisotropic size speciﬁcation map. The goal is to
evaluate the ability of the coefﬁcient of non-conformity of a mesh to yield a dimensionless
number that uniquely characterizes the quality of the mesh.
The numerical examples are the ones presented in George and Borouchaki [4] concerning
the generation of isotropic and anisotropic meshes in a [0, 7] × [0, 9] rectangular domain. The
coefﬁcient of non-conformity of the mesh is given, along with statistical information on the
length of the edges measured using the Riemannian metric and the  shape measure presented
in Liu [13]:
 = d(det(K))1/d/tr(K) (39)
where K is the diagonal matrix of eigenvalues of MK . The  shape measure is expressed in
terms of edge lengths as in Dompierre [6], and the edge lengths are also measured using the
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Riemannian metric. The  shape measure is therefore a measure of the shape in the Riemannian
metric.
9.1. Isotropic test case
The ﬁrst test case has an isotropic Riemannian metric deﬁned by
MS =
h−21 (x, y) 0
0 h−22 (x, y)
 (40)
where h1(x, y) = h2(x, y) = h(x, y) is given by
h(x, y) =

1 − 19y/40 if y ∈ [0, 2]
20(2y−9)/5 if y ∈]2, 4.5]
5(9−2y)/5 if y ∈]4.5, 7]
1
5
+ 4
5
(
y − 7
2
)4
if y ∈]7, 9]
(41)
The mesh is obtained by using the OORT (Object-Oriented Remeshing Toolkit), a mesh
optimization package developed at CERCA. The optimization performs reﬁnement, coarsening,
vertex relocation and edge swapping. The resulting mesh is presented in Figure 7(a). Table I
gives standard statistical values (minimum, average, maximum and standard deviation) of the
length of the edges and of the  shape measure of the triangles. All the values are measured in
the Riemannian metric of the size speciﬁcation map. As stated in the introduction, these values
evaluate the size and shape of the simplices of the mesh. The coefﬁcient of non-conformity
(Equation (36)) of this mesh with respect to the size speciﬁcation map shown in Figure 7(b)
is ET = 0.1041. Two other meshes are presented to illustrate the behaviour of the measure.
Figure 7(c) is obtained by aiming for a mesh with edges that measure 1.4 on the size spec-
iﬁcation map. All the elements will therefore be too big, as is evident by the fact that the
number of segments on the lower boundary is now 5 instead of 7 for the mesh presented in
Figure 7(a). The non-conformity measure of the mesh in Figure 7(c) with respect to the size
speciﬁcation map shown in Figure 7(b) is ET = 3.82. Figure 7(d) presents a structured mesh
concentrated along the y axis so as to respect the size speciﬁcation map. The mesh is then di-
vided into triangles. The density of the mesh is too low when the diagonal is at an angle lower
than 45◦, and the density is too high when the angle is more than 45◦. The non-conformity
measure of the mesh in Figure 7(d) with respect to the size speciﬁcation map shown in
Figure 7(b) is ET = 12.1. These tests illustrate the very high sensitivity of the measure to the
mesh conformity.
It is important to note that the coefﬁcient of non-conformity of the mesh would not
change if the domain of the previous example were a [0, 70] × [0, 90] rectangular domain
(10 times bigger), and that the target function given in Equation (41) would also be multiplied
by 10.
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(a) (b)
(c) (d)
Figure 7. Mesh obtained using the isotropic metric tensor given by Equation (41): (a) mesh optimized
in shape and in size, ET = 0.1041; (b) size speciﬁcation map; (c) good shape, but incorrect size
ET = 3.82; and (d) structured mesh divided in triangles ET = 12.1.
Table I. Quality indicators evaluated in the Riemannian metric given by
Equation (41) for the mesh in Figure 7(a).
Indicator Nb of items Min Average Max Std. Dev.
Edge length 6326 0.789 0.998 1.31 0.076
 4189 0.880 0.982 1.00 0.018
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9.2. Anisotropic test case
The second test case is anisotropic and its Riemannian metric is given by Equation (40), where
h1(x, y) and h2(x, y) are given by
h1 =

1 − 19x/40 if x ∈ [0, 2],
20(2x−7)/3 if x ∈]2, 3.5],
5(7−2x)/3 if x ∈]3.5, 5],
1
5
+ 4
5
(
x − 5
2
)4
if x ∈]5, 7],
h2 =

1 − 19y/40 if y ∈ [0, 2]
20(2y−9)/5 if y ∈]2, 4.5]
5(9−2y)/5 if y ∈]4.5, 7]
1
5
+ 4
5
(
y − 7
2
)4
if y ∈]7, 9]
(42)
The OORT package is used again to obtain the mesh in Figure 8. Table II gives the
usual quality indicators evaluated in the Riemannian metric of the size speciﬁcation map. The
coefﬁcient of non-conformity (Equation (36)) of this mesh with respect to the size speciﬁcation
map shown in Figure 8(b) is ET = 0.146. Two other meshes are presented to illustrate the
behaviour of the measure for anisotropic meshes. Figure 8(c) is obtained by aiming for a mesh
with edges that measure 1.5 on the size speciﬁcation map. All the elements will therefore be
too big, as evidenced by the fact that the number of segments on the lower boundary is now
17 instead of 23 for the perfect mesh shown in Figure 8(a). The non-conformity measure of
the mesh in Figure 8(c) with respect to the size speciﬁcation map shown in Figure 8(b) is
ET = 1.93. Figure 8(d) presents a mesh optimized by disabling the vertex relocation scheme.
The mesh is the correct size, but the shape of the elements is not good. The non-conformity
measure of the mesh in Figure 8(d) with respect to the size speciﬁcation map shown in
Figure 8(b) is ET = 0.63. Although the elements of the mesh presented in Figure 8(c) seem
more appealing, the mesh in Figure 8(d) is a better ﬁt to the size speciﬁcation map.
It is also important to note here that the coefﬁcient of non-conformity of the mesh does not
change when the domain is scaled to a [0, 70] × [0, 90] rectangular domain (10 times bigger),
along with a corresponding scaling of the target functions given in Equations (42) by a factor
of 10.
The two meshes in Figures 7 and 8 are quite different, since they are supposed to satisfy
two different Riemannian metrics. But, since they were obtained by the same algorithm, they
have the same quality when it comes to respect of the Riemannian metric corresponding to
the size speciﬁcation map. We can conclude that the algorithm used by the optimizer is not
inﬂuenced by the isotropic or anisotropic nature of the Riemannian metric.
10. CONCLUSION
In this paper, a method has been presented to measure the non-conformity of a simplex and
of a whole mesh with respect to a size speciﬁcation map given in the form of a Riemannian
metric. This measure is sensitive to discrepancies in both size and shape with respect to what
is speciﬁed. Analytical examples of the behaviour of the measure were presented and numerical
examples were provided.
This measure is a keystone in mesh research. It is universal because it is a unique dimen-
sionless number that characterizes a whole mesh both in size and in shape, be it isotropic
or anisotropic, coarse or ﬁne, in a small or a big domain, in two or three dimensions. The
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(a) (b)
(c) (d)
Figure 8. Mesh obtained using the anisotropic metric given by Equation (42): (a) mesh optimized
in shape and in size ET = 0.146; (b) size speciﬁcation map; (c) good shape, but incorrect size
ET = 1.93; and (d) good size, but incorrect shape ET = 0.63.
Table II. Quality indicators evaluated in the Riemannian metric given by
Equation (42) for the mesh in Figure 8(a).
Indicator Nb of items Min Average Max Std. Dev
Edge length 3238 0.768 1.022 1.35 0.071
 2119 0.806 0.985 1.00 0.020
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measure can be used to evaluate any and all existing meshes for which a size speciﬁcation
map is available.
Furthermore, this measure constitutes a natural measure to use in the benchmarking process.
Indeed, since the measure is able to compare two different meshes, it can help compare the
algorithms used to produce the meshes.
Finally, this measure of the non-conformity of a mesh seems to be an adequate cost function
for mesh generation, mesh optimization and mesh adaptation. Work is under way to use this
measure for each step of the mesh optimizer, speciﬁcally in the vertex relocation scheme.
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ANNEXE B
VERIFICATION OF A THREE-DIMENSIONAL ANISOTROPIC
ADAPTATION METHOD BY LOCAL MESH MODIFICATION
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La ve´rification d’un processus adaptatif ne´cessite tout d’abord d’exprimer le but de l’adap-
tation de maillage. Dans ce papier, on montre que le principe d’e´quire´partition de l’erreur
se mesure en caracte´risant la distribution des erreurs d’approximation e´le´mentaire en norme
L∞. Muni de cette mesure, on montre que la ve´rification du processus adaptatif consiste
en la ve´rification de la reconstruction du Hessien, dans la convergence de la mesure de non-
conformite´ du maillage, et dans la ve´rification du processus global. On compare des approches
uniformes, isotropes et anisotropes sur des solutions manufacture´es en 2D et en 3D.
Cet article a e´te´ soumis le 15 janvier 2010 a` l’International Journal of Numerical Methods
in Engineering. Les reviewers ont demande´ des corrections avec relecture. L’article a e´te´
revue afin de mettre l’emphase sur la me´thodologie de ve´rification du processus adaptatif,
sur l’identification des hypothe`ses mathe´matiques a` ve´rifier et sur les mesures permettant
de ve´rifier ces hypothe`ses. On a identifie´ trois hypothe`ses : 1-le processus adaptatif converge
vers le maillage optimal, 2-la reconstruction peut eˆtre utilise´e a` la place de la solution exacte,
3-les maillages adapte´es sont conformes a` la carte de taille. La strate´gie de ve´rification de
l’optimalite´ du maillage adapte´ se fait par la mesure de l’e´cart-type de l’erreur d’interpolation
sur le maillage converge´ ainsi que par des histogrammes de l’erreur d’interpolation e´le´mentaire
en norme L∞. La strate´gie de ve´rification de la reconstruction se fait par des e´tudes de
convergence de la diffe´rence entre le Hessien de la reconstruction et le Hessien de la solution
exacte. La strate´gie de ve´rification du maillage adapte´ consiste a` mesurer la non-conformite´
du maillage par rapport a` la carte de taille que le maillage est cense´ satisfaire. Cette version
corrige´e a e´te´ resoumis le 28 septembre 2010 a` l’Internation Journal of Numerical Methods
in Engineering.
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SUMMARY
This paper describes a novel verification methodology to assess the precision and convergence of
an anisotropic adaptive process as it applies to control the interpolation error of sample 2D and
3D reaction-diffusion problems. To do so, the technique of Manufactured Solution is used to devise
a problem for which the analytical solution is known. The convergence rate of the Hessian-based
error estimator used in this unstructured mesh adaptation method is first evaluated through mesh
convergence studies. Two distinct mesh quality measures are then used to illustrate mesh improvement
in the course of adaptation. Finally, the overall adaptive process is verified by measuring the
convergence rate of the interpolation error as well as measuring how evenly the interpolation error is
distributed over all the elements of the adapted meshes. This verification process first demonstrates
that each component of the adaptation process converges at a rate predicted by theory, and second
how effective anisotropic adaptation is to reduce the number of nodes needed to achieve a prescribed
error level. The proposed verification methodology constitutes a quantitative approach to compare
mesh adaptation algorithms among them, both in terms of efficiency and quality of the resulting
mesh. Copyright c© 2000 John Wiley & Sons, Ltd.
Keywords: Verification, Unstructured Mesh, Mesh Adaptation, Anisotropy, Manufactured
solution, Interpolation error
1. Introduction
In finite element modeling, anisotropic adaptive methods are those that automatically
construct meshes that allow achieving a desired accuracy level while minimizing computational
work [1] through appropriate vertex placement and connection, generally based on an adequate
a posteriori analysis of a previously computed solution. This process, which results in an
unstructured stretched adapted mesh, is well documented and has been realized with varying
degrees of success for two- and three-dimensional problems [2]. Li et al.[3] describe three basic
adaptive methodologies, namely:
∗Correspondence to: Computer and Software Engineering Department, E´cole Polytechnique de Montre´al, P.O.
Box 6000, succursale Centre Ville, Montre´al, QC, Canada, H3C 3A7
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• Adaptive remeshing methods [4, 5, 6]
• Element subdivision methods [7, 8]
• Fixed order mesh modification procedures [9, 10, 11, 12, 13]
While adaptive remeshing methods generate an entirely new mesh at each solution step,
thereby incurring the full cost of discretizing the complete domain at each step, subdivision
methods on their part, are limited to refining existing elements and merging previously refined
elements, and can not therefore coarsen a mesh past its initial density. The third approach,
modifies an existing mesh by applying mesh modification operators in a fixed order.
All these mesh modification methodologies closely mimic an iterative partial differential
equation (PDE) solving process, in the sense that they locally apply corrections to the result
of a previous iteration, in this case the previous mesh, in order to reduce or equidistribute a
residual determined using an error estimator. Under this perspective, all the adaptive methods
can be seen as an integral part of the PDE solution process, in which both the solution
and the mesh are iteratively converged until the fixed point for the mesh-solution couple is
attained [15, 2]. In this context, mesh modification procedures should require fewer operations
as the adaptive process converges then remeshing methods.
In recent years, much attention has been placed on the verification and validation of
numerical simulation processes for various types of PDE solvers. While verification aims to
assess whether equations are solved correctly, validation, on the other hand, aims to assess
whether the correct equations are solved. Validation therefore relates to the accurate modeling
of a physical phenomenon, and can only be carried out through comparison with experimental
measurements, once code verification has been properly carried out.
Verification is essentially a computer science and mathematical issue by which a computer
program is checked to ensure that no algorithmic or programmatical errors are left in the
code and that theoretical convergence rates are recovered. This process has been applied for
instance to finite element[16] and finite volume flow solvers[17] and has allowed to assess the
performance of various numerical schemes and their dependance to mesh quality. Systematic
approaches based on the use of manufactured solutions are now documented, that allow
verification of solvers for complete sets of equations as complex as two-equation RANS
flow simulations[18, 19]. Code verification inherently implies the capacity to compute grid-
independent solutions through systematic grid refinement studies, as pioneered, for instance
by Roach [20]. Recently, Hay et al. [16] have shown how adaptive remeshing methods can
contribute to computing grid-independent solutions through mesh adaptation at a much lower
computational cost than systematic grid refinement.
However, fixed order mesh modification procedures have not been systematically verified
using recognized verification methodology. The present paper tackles the challenges posed
by the verification of anisotropic adaptive methods using the techniques described by Roach
in [20]. This methodology will serve to compare three completely different adaptive algorithms:
a uniform refinement, an isotropic adaptation and an anisotropic adaptation.
To do so, an iterative process using a fixed order mesh modification procedure is implemented
whose overall goal is to control the interpolation error of the numerical solution while
minimizing the total number of elements and the computational cost in the hope of controlling
the approximation error of the numerical solution. Given a mesh of a BRep solid model, the
main steps of this iterative process are:
1. Compute a numerical solution to a well posed PDE using an external equation solver
Copyright c© 2000 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2000; 00:1–6
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(e.g. finite element or finite volume solver).
2. Compute an error estimate using a recovered Hessian of the numerical solution.
3. Convert the error estimate into a size specification map.
4. Adapt the mesh so that it satisfies the size specification map.
5. Iterate steps 1 to 4 until some measure of convergence has been attained.
The first step above is usually performed by a third party tool such as a commercial or
industrial equation solver. The verification procedure assumes that the equation solver has
been verified. It is outside the scope of this paper to characterize the accuracy of these third
party tools. Therefore, in the context of the present investigation, the first step is replaced
by computing a finite element projection of an analytical solution obtained by the technique
of Manufactured Solution presented in [20]. These manufactured solutions will be defined on
simple geometries in order to focus on the verification methodology itself. This step is detailed
in Sec. 2 along with justifications as to why this is still representative of practical engineering
applications.
The second step of the iterative adaptation process computes an error estimate of the
numerical solution using a Hessian based approach to model the interpolation error. The
Hessian is recovered from the solution using the methods presented in [21]. Since the numerical
experiments have analytical solutions, it is possible to compare the recovered Hessian with the
exact Hessian and thus confirm the quality of the error estimator used in mesh adaptation.
This is investigated in Sec 3.
Once an appropriate error estimator has been computed for the problem, the next step
adapts the mesh in order to match the requirements of the metric obtained from the error
estimator†. Using the non-conformity measure presented in [22], it is possible to evaluate the
quality of the adapted mesh and thus validate the efficiency of the adaptation process to
produce a mesh that satisfies the information provided by the error estimator. This will be
presented in Sec 5.
Finally, the overall goal of controlling the interpolation error is assessed in the last section
by performing mesh convergence studies in which smaller and smaller errors are targeted. The
technique of Manufactured Solution makes it possible to find the overall convergence rate of
the adaptive method for uniform refinement, isotropic adaptation and anisotropic adaptation.
Also, a measure of how evenly the interpolation error is distributed on all the elements of the
adapted mesh is presented and used to asses the performance of the overall adaptive process.
2. The Manufactured Solutions
An approach inspired from the technique of manufactured solutions is used, in which source
terms are chosen such that it is possible to find the analytical solution to PDEs that engineers
try to solve [23, 20]. This technique allows the design of numerical experiments that measure
the convergence rate on a sequence of gradually finer meshes. By using the technique of
manufactured solutions, it will be possible to make sure that the analytical solutions used
in the present investigation are pertinent to engineering applications.
†The adaptive library OORT is used to adapt the meshes
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Once a manufactured solution is chosen, the value of the analytical solution is evaluated
at the vertices of the meshes in order to obtain a piecewise linear continuous interpolation of
the manufactured solution. Using this interpolation instead of the result of the equation solver
makes it possible to remove any error due to the equation solver. Replacing the equation solver
by an interpolation does not make the study less pertinent, at least for Finite Element Methods
(FEM). Indeed, Cea’s lemma [24] states that the approximation error due to the equation solver
is bounded by the error due to the interpolation error. Therefore, if the current studies show
that the interpolation error can be controlled, then it will be possible to conclude that the
approximation error would also be controlled.
Since the focus is on a methodology that can verify the adaptive process, only simple
smooth geometries will be considered initially. Similarly, only continuous and infinitely
differentiable solutions are initially considered since it is beyond the scope of this paper to
introduce the mathematical tools required for the convergence analysis of solutions that include
discontinuities.
The chosen problem models phenomenons that generate highly anisotropic solutions near
the boundaries of the domain like those happening in the viscous layer of fluid flows. The
problem is considered in two and three dimensions. The domain Ω for this problem is the unit
square [0, 1]×[0, 1] in two dimensions and the unit cube [0, 1]×[0, 1]×[0, 1] in three dimensions.
This problem, as defined by Apel et al. [25], is a reaction-diffusion equation given by{
−∆u + k2u = 0 in Ω
u = g on ∂Ω,
(1)
where the Dirichlet boundary condition g is defined such that the analytical solution is given
by
u =
{
e−kx + e−ky in 2D,
e−kx + e−ky + e−kz in 3D.
(2)
As shown on Fig. 1, the solutions feature highly anisotropic boundary layers for large values
of k. The parameter k is chosen to be k = 10 or k = 100 in the numerical experiments in
order to study the impact of anisotropy on the overall adaptive method. Note also that, by
proportional transformation, the case k = 100 on a unit square is the same as the case k = 10
but on a 10× 10 square.
3. Hessian Recovery Convergence
The adaptive process aims to control approximation error bounded by the interpolation error in
FEM. Following [26, 27, 28], the Hessian serves as an estimate of the anisotropic interpolation
error.
In practice, the exact solution u is not known, and neither are its second order derivatives.
Hence, the Hessian needs to be approximated. It is therefore necessary to verify that the
recovered Hessian converges towards the exact Hessian provided by the manufactured solution
method.
The techniques and measures to verify the Hessian recovery are documented in [21] along
with an overview of various possible Hessian recovery schemes. The recovery method referred
to as QF or QF2 recovery method in [21] is extended here to 3D and studied when applied to
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(a) u = e−10x + e−10y (b) u = e−100x + e−100y (c) u = e−10x + e−10y + e−10z
Figure 1. Isocontours of the solution of the reaction-diffusion test cases.
three types of unstructured meshes: uniformly refined, isotropically adapted and anisotropically
adapted.
The QF (quadratic fitting) Hessian recovery method consists in locally fitting a paraboloid
through the vertices surrounding a vertex P of interest. The set of vertices used for the recovery
is a patch of two rings of topological neighbors. For a vertex that belongs to the boundary, the
patch may comprise more rings of neighboring vertices, such that the patch contains at least
six vertices in 2D and ten in 3D.
The original function is then sampled on the set of vertices and a local approximation of
the function is computed using the quadratic form
q(x, y, z) = a1 + a2x + a3y + a4z + a5xy + a6yz + a7xz + a8x
2 + a9y
2 + a10z
2.
The coefficients ai are those minimizing a distance between the function graph and the
sampling points. Least squares fitting proceeds by minimizing the mean square deviation of
the paraboloid from the set of sampling points.
The recovered Hessian is obtained by differentiating twice the paraboloid according to vertex
position. Finally, the Hessian tensor assigned to the vertex P is
Hh(P ) =
 2a8 a5 a7a5 2a9 a6
a7 a6 2a10

In order to assess its convergence behavior, the numerical Hessian is computed on a sequence
of refined meshes and compared to the analytical Hessian computed from the analytical
solution. The meshes are of Delaunay type with prescribed mesh size targets. In a first series,
meshes have a uniform size; in a second series there are isotropic adapted meshes, i.e. mesh
size is adapted to the solution; in a third series, anisotropic meshes are adapted, i.e. mesh size
and elongation follow derivatives of the solution. See figures 7(a)–7(c), 10, 11 and 13.
The discrepancy between H and Hh is measured using the discreet L
1−norm (average of
nodal absolute values) of the maximum absolute column sum norm of the difference H −Hh,
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as described in [21].
‖H −Hh‖1 =
1
N
N∑
i=1
(
max
j=1,...,d
∑d
k=1
∣∣∣Hjk(Xi)−Hjkh (Xi)∣∣∣) (3)
with d = 2 or 3 space dimensions, N is the number of nodes, and Xi are the node positions.
The norms will be measured either on the whole mesh or using only boundary vertices, in
order to measure the error on the boundary. This norm is preferred to the discreet L2-norm
of the spectral matrix norm because it is easier to compute and the graphs look very similar.
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uniform meshes
isotropic adapted
anisotropic adapted
(a) k = 10 in 2D
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 100
 0.01  0.1
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isotropic adapted
anisotropic adapted
(b) k = 10 in 3D
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(c) k = 100 in 2D
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 10000
 0.01  0.1
uniform meshes
isotropic adapted
anisotropic adapted
(d) k = 100 in 3D
Figure 2. Convergence of recovered Hessian on three mesh types for the reaction-diffusion equation.
Figure 2 shows the Hessian recovery convergence towards the analytical Hessian of the
solution (Eq. (2)) when the mesh is refined, for the three mesh types. A straight line with a
slope of 1 has been added to each graph. It has been shown in [21] that the convergence of the
Hessian recovery is quadratic far from the boundary and linear close to it. For functions having
large second order derivatives close to the boundary, as are the test functions (2), a slope of 1
on graphs is expected, showing a linear convergence of the numerical Hessian Hh towards the
analytical one H because the error is dominated by the error on the boundary. This is clearly
obtained for the stiffer problem with k = 100, as shown on Fig 2c-d. The convergence rate is
slightly higher with k = 10, Fig 2a-b, influenced by the quadratic rate inside the domain.
In figure 2, the Hessian error is slightly lower for anisotropic adapted meshes than for uniform
meshes, because adapted meshes are finer near the boundary for an equivalent number of nodes.
Although the recovered Hessian converges at the same rate for isotropic adapted meshes, the
Copyright c© 2000 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2000; 00:1–6
Prepared using nmeauth.cls
116
VERIFICATION OF 3D ADAPTIVE METHODS 7
fact that it has higher error values than for either uniform or anisotropic meshes might seem
surprising. However, this can be explained by irregular valence of nodes and unbalanced patches
used for the local fitting.
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 10000
 0.01  0.1
uniform meshes
isotropic adapted
anisotropic adapted
(a) k = 100 in 2D
 10
 100
 1000
 10000
 0.01  0.1
uniform meshes
isotropic adapted
anisotropic adapted
(b) k = 100 in 3D
Figure 3. Convergence on boundary nodes of recovered Hessian on three mesh types.
Figure 3 highlights the Hessian convergence expressed using the discreet L1 norm of ‖H−Hh‖
on the boundary of the domain for the stiffer test function. Anisotropic meshes exhibit the
predicted linear behavior on the boundary. Isotropic adapted meshes also obtain the same
convergence rate except when the meshes become too coarse. However, uniform meshes seem
to stay on a plateau for the tested size range, until the mesh becomes sufficiently fine to
represent the solution adequately.
These results extend results obtained in [21] and establish that the Hessian recovery used
has a convergence rate predicted by theory on all types of meshes considered. The Hessian
recovery is thus verified by using the technique of Manufactured Solution and by performing
convergence studies.
4. Size Specification Map
The size specification map is the data set driving the remeshing step. It specifies the local size
and stretching of elements. For mesh adaptation, it is computed from an error estimate. In
this study, three mesh families are generated using the same mesh techniques, but with various
size specification maps.
4.1. Uniform meshes
In 3D, uniformly refined meshes cannot be obtained simply by splitting a tetrahedron into
sub-tetrahedra through edge bisection, like in two dimensions. Using such a bisection results
in a mesh that is not a uniform refinement of the coarse mesh since refined elements are not
homomorphic to the original elements. Rather, uniform meshes are produced through local
adaptation using the techniques presented in section 5 with uniform isotropic targets.
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4.2. Anisotropic meshes
The anisotropic size specification map is generated from the recovered Hessian presented in the
previous section. The analysis of D’Azevedo and Simpson [29] shows that the best simplex to
generate for a given Hessian H(x0) is the equilateral simplex in the tensor metric M = H˜(x0),
which is the symmetric positive definite matrix obtained by taking the absolute value of the
eigenvalues of H(x0). By doing so, M can be considered as a metric tensor used to compute
the length of an edge in this Riemannian space.
Alauzet et al. [30] also convert the Hessian into a Riemannian space, using the Hessian
eigenvectors as metric principal directions. The metric eigenvalues are some power of the
absolute value of Hessian eigenvalues, according to which norm of the error model is to be
minimized. Our size map is the one that has the more stretched and varying sizes, showed to
minimize the error model in L∞ norm.
Since the Riemannian space is built from the error estimator, the length in this metric space
can be seen as the quantity of error along an edge. The Euclidean length lE(AB) of an edge
between vertices A = (xA, yA) and B = (xB , yB) is given by
l2E(AB) = (B −A)
T (B −A) (4)
= (xB − xA)
2 + (yB − yA)
2.
Using the metric M, the metric length lM(AB) of an edge between vertices A and B is given
by
l2M(AB) = (B −A)
TM(B −A) (5)
= M11(xB − xA)
2 + 2M12(xB − xA)(yB − yA) +M22(yB − yA)
2.
Generally, the metric M is not constant over the edge AB and the metric length lM(AB)
must be evaluated through a quadrature.
4.3. Isotropic meshes
Isotropic meshes are generated by the same remeshing method with an isotropic metric. The
length lM(AB) doesn’t depend on the edge orientation when M12 = 0 and M11 = M22. It
means the metric tensor is everywhere the identity matrix up to a coefficient. This coefficient
specifies the local mesh size. It is chosen to be the smallest size specified by the anisotropic
metric.
5. Adapted Mesh Convergence
The goal of a remeshing tool is to produce a mesh with elements as close as possible to the
target provided by a size specification map. This can be measured using the non-conformity
coefficient ET defined in [22]. The anisotropic mesh adapter used in this study implements
a fixed order iterative adaptation algorithm that performs a series of local mesh alterations
outlined bellow. The non-conformity coefficient is used to quantify its convergence, i.e. its
ability to produce meshes that fit more and more the size specification map.
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5.1. Non-conformity coefficient
To measure the quality of an adapted mesh, defined as its accuracy to conform to the input
size specification map given through a metric, Labbe´ et al. [22] suggest that the “residual” of
a mesh is the non-conformity coefficient of a mesh ET .
An element non-conformity coefficient is first defined using:
EK = ‖Rt‖ =
√
tr
(
RTt Rt
)
with Rt = M
−1
S MK +M
−1
K MS − 2I, (6)
where MS is the average of the size specification map on K and MK is the metric that
transforms element K into a unit equilateral element. The non-conformity coefficient of a
mesh ET is then defined as:
ET =
1
N
N∑
i=1
EKi , (7)
which is the average value of the non-conformity coefficient of the N simplexes of the mesh.
The non-conformity coefficient monitors the mesh adapter convergence just like a residual in
a FEM solver monitors the convergence of the approximated solution towards the continuous
one.
5.2. Remeshing algorithm
The mesh modification operations used to adapt a mesh have been implemented as a complex
heuristic that involve several local modifications that are invoked in a fixed sequence. Inputs
to the mesh adapter include a BRep Solid Model, a mesh that discretizes this geometric model
and a size specification map obtained as discussed in section 3. The output of the mesh adapter
is an adapted mesh, which is a discretization of the geometric model, that fits as closely as
possible the input size specification map.
A geometric model is necessary to adapt the mesh on the boundaries. If the geometric model
is not known by the mesh adaptation process, then it is not possible to move vertices on the
boundaries, to refine the mesh on the boundaries, to preserve boundary features like edges
between faces of the geometric model, etc. Without the geometric model, the mesh adaptation
process will be limited in its capacity to build an adapted mesh and usually, many features
happen in the vicinity of boundaries, which can not be accurately resolved in the absence of
the BRep.
The adaptation algorithm modifies the input mesh instead of generating a mesh from scratch.
Indeed, the process to build a mesh that fits as closely as possible a size specification map is an
iterative process. In general, the mesh adaptation is used in a loop with a solver in a process
to converge an accurate solution on a well adapted mesh. Generating a new mesh at each
iteration instead of modifying the existing mesh appears to be a costly process which does not
allow the possibility of doing a few surgical changes to the previous mesh, and eventually to
not change the mesh at all when the global mesh-solver loop has converged. Mesh adaptation
is therefore performed by mesh modification.
To achieve the goal of building the mesh that fits as closely as possible the size specification
map, a mesh adaptation procedure should be able to modify all degrees of freedom of a mesh.
The degrees of freedom of a mesh are the number and location of vertices and the connectivity
between these vertices. The number of vertices is changed with mesh refinement and mesh
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coarsening, the location of these vertices is changed with a moving vertex scheme and the
connectivity between these vertices is changed with edge and face swapping. All those mesh
modifications are performed locally.
The local modifications to the mesh must be combined in a way that guarantees convergence
of the adaptation process. Mesh refinement and coarsening allow the change in mesh density
to fit adequately the specified mesh size as prescribed in the input metric. Mesh refinement
and coarsening increase the conformity of the mesh in size, but may decrease its topological
regularity. In two dimensions, for example, a vertex is surrounded by an average of six edges.
Refinement with the addition of a vertex in the middle of an edge will create a vertex with
only four surrounding edges. Edge coarsening with vertex collapsing usually creates a vertex
with eight surrounding edges. So, edge refinement will create an under-connected vertex and
edge coarsening will create an over-connected vertex. The same problem happens in three
dimensions.
To regularize the mesh topology after edge refinement or edge coarsening, a combination of
face swapping and edge swapping is applied. This swapping step implements the well-known
Lawson method [31] leading to a constrained Delaunay mesh in two dimensions. It acts as a
connectivity regularizer, or a mesh topology smoother.
Topological mesh modifications (mesh refinement, mesh coarsening and connectivity
smoothing) introduce huge changes compared to vertex relocation. New vertices are created
at places which may not be their optimal location. The vertex locations are smoothed with
the vertex relocation scheme, also named a mesh geometry smoother, that changes only the
vertex coordinates to smooth the edge lengths of the mesh. So, the vertex relocation scheme
is applied after each set of topological modifications to the mesh. The overall algorithm is to
apply some iterations of this sequence of local mesh modifications:
1. Loop over the edges to perform edge refinement.
(a) After each refinement, apply local topological smoothing.
(b) After topological smoothing, apply local geometric smoothing.
2. Loop over the edges to perform edge coarsening.
(a) After each coarsening, apply local topological smoothing.
(b) After topological smoothing, apply local geometric smoothing.
3. Few loops over all the edges to perform topological smoothing.
4. Few loops over all the vertices to perform geometric smoothing.
This algorithm was shown to converge in a few iterations [32]. There are two stopping
criteria, a maximum number of iterations and a tolerance criterion.
5.3. Convergence study
The reaction-diffusion test case of Eq. (2) with k = 10 is used to verify the convergence of
the adaptation process. An anisotropic Riemannian metric field is built using the techniques
presented in Sec. 3. This metric field is represented on the Fig. 4 by ellipses on a coarse regular
mesh. Circles on the bottom left to top right diagonal of the domain indicate that equilateral
simplex shapes are sought for those elements. The target shape stretches when moving away
from this diagonal.
Copyright c© 2000 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2000; 00:1–6
Prepared using nmeauth.cls
120
VERIFICATION OF 3D ADAPTIVE METHODS 11
Figure 4. Anisotropic size specification map for the verification of mesher convergence. The target size
is proportional to the ellipse’s diameter in every direction, with a factor 0.29.
The conformity to this metric is measured during mesh adaptation using the local and global
non-conformity coefficients EK and ET (Eqs. (6) (7)).
Figure 5 shows the convergence of the global non-conformity coefficient ET as a function of
adaptation step number (refinement, coarsening, vertex relocation and diagonal swapping) for
the adaptation of the mesh shown in Fig. 6(a) towards the mesh shown in Fig. 6(b). The non-
conformity coefficient ET starts at 79.51 (see table I), increases significantly in the first steps
of adaptation, drops sharply around the 10th step and converges towards 0.25. Detecting this
sharp drop and stabilization of the non-conformity coefficient provides a quantitative mean of
detecting the convergence of the coupled fixed-point resolution-adaptation process.
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Figure 5. Reduction of ET (light line) and stabilization in number of mesh elements number (heavy
line) during the mesh adaptation process resulting in the anisotropic mesh of Fig.6.
The non-conformity coefficient of a triangle EK is a measure sensitive to discrepancy in
size, in shape and in orientation between an existing triangle and the target triangle specified
through a Riemannian metric. In Fig. 6, the grey level of each triangle represents the log of
EK over the triangle. Light grey indicates a low value of EK and dark grey indicates a high
value of EK . Minimum and maximum differ on each mesh and are chosen to show the behavior
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of EK . It is noticeable in Fig. 6(b) that EK is approximatively equidistributed. The extrema
of EK and the mean value ET are shown on table I.
(a) Initial mesh (uniform) (b) Final adapted mesh
Figure 6. The non-conformity coefficient EK of a simplex with respect to the input specified
Riemannian metric shown in Fig. 4.
Table I. Non-conformity coefficient measuring the fit of the meshes with the anisotropic size
specification map.
Mesh type minEK maxEK ET
Initial mesh 0.0167 407.3 79.51
Final adapted mesh 0.0023 15.95 0.2633
The non-conformity coefficient of a whole triangulation ET is a good measure of how close
the mesh is to the target mesh specified through the input Riemannian metric. In general, the
optimal mesh, such that ET vanishes, does not exist due to mesh constraints. As an example,
a square can not be filled only with regular triangles. For 3D meshes it is even worse, as an
edge can not be surrounded only by equilateral tetrahedra. So, we can only stipulate that the
mesh adaptation algorithm converges up to a locally optimal mesh. Results show that the
adaptation algorithm is convergent according to this measure. This verification also provides a
mean to compare mesh adaptation algorithms among them. For a given manufactured solution
and an initial mesh, the non-conformity coefficient allows to compare the quality of the meshes
produced and the efficiency of each algorithm in obtaining an optimal mesh.
6. Interpolation Error Convergence
The convergence of the recovered Hessian up to the solution Hessian is studied in section 3
on numerical experiments. In section 5 the convergence of OORT is studied in a process that
builds a mesh that fits as closely as possible the input Hessian expressed as a Riemannian
metric.
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The aim of this section is to verify the effectiveness of the adaptive process to control the
interpolation error by distributing equally the interpolation error over all the elements of the
mesh. Mesh convergence studies are used to compare the behavior of the adaptive process to
the expected theoretical convergence rate by targeting smaller and smaller error for both the
isotropic and the anisotropic mesh adaptation procedures. These two procedures are compared
to uniform refinement.
The interpolation error is a measure of the discrepancy between a given function and its
interpolate on a mesh. This error decreases with the mesh size h, as the interpolate converges
to the exact function. The convergence rate α is a characteristic of the decay
‖u−Πhu‖ ≤ Ch
α‖u‖ (8)
for some appropriate norm. The a priori convergence rate of the interpolation error is 2 in the
case of piecewise linear interpolation, assuming a smooth continuous function and a regular
non-degenerating family of meshes. More specifically
‖u−Πhu‖L2(Ω) ≤ Ch
2|u|H2(Ω) (9)
where the H2 semi norm is the Frobenius norm of the Hessian. The characteristic length h of
a mesh is computed as follows:
h =
{
(AΩ/N)
1/2
in 2D,
(VΩ/N)
1/3
in 3D,
(10)
where AΩ denotes the area of the computational domain Ω, VΩ its volume and N is the
number of elements. The L2-norm over the domain Ω of the interpolation error between the
exact solution u and its piecewise linear interpolate Πhu is defined as
‖u−Πhu‖L2(Ω) =
(∫
Ω
(u−Πhu)
2 dΩ
)1/2
. (11)
As the domain Ω is divided into a mesh Th composed of elements K ∈ Th, the previous integral
over the domain Ω can be split into a sum of the integrals over the elements as
‖u−Πhu‖L2(Ω) =
( ∑
K∈Th
∫
K
(u−Πhu)
2 dK
)1/2
=
( ∑
K∈Th
‖u−Πhu‖
2
L2(K)
)1/2
. (12)
Here, ‖u−Πhu‖L2(K) is the L
2-norm of the interpolation error over element K. This integral is
approximated numerically using a Gaussian integration rule with 12 points in two dimensions
and 16 points in three dimensions.
The L∞-norm over the domain Ω of the interpolation error between the exact solution u
and its piecewise linear interpolate Πhu is defined as
‖u−Πhu‖L∞(Ω) = max
x∈Ω
|u−Πhu| = max
K∈Th
(
max
x∈K
|u−Πhu|
)
= max
K∈Th
‖u−Πhu‖L∞(K). (13)
Here again, the L∞-norm of the interpolation error over an element K, ‖u−Πhu‖L∞(K), which
is the maximum of |u − Πhu| over all points x in element K, is approximated numerically
using the same Gaussian points as for the L2 norm. Note that even if the solution u is known
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analytically, these L2 and L∞ norms are only approximated numerically. As the solution u
is smooth and infinitely differentiable, the approximation of the norms should be accurate
enough on fine meshes.
Finally, the set of all L∞-norms of the interpolation error over each element is assumed to
be a normal distribution when all the elements of the mesh are considered. The equiditribution
is therefore measured using the standard deviation of the element wise L∞-norm of the
interpolation error on all elements of the mesh.
Results are presented both for the two- and three-dimensional versions of the reaction-
diffusion problem described in Sec. 2, with values of k = 10 and 100.
6.1. Two-Dimensional Test Cases
A comparison of interpolation error convergence is first presented for two-dimensional test cases
over uniform, isotropic and anisotropic adapted meshes of different sizes, from 41 vertices up
to 37 000 vertices. Figure 7 presents two-dimensional results for k = 10. Figure 7(a) to 7(c)
show typical examples of the three mesh types used. Specific data about these three meshes
are presented in Table II.
(a) Uniform mesh (b) Adapted isotropic mesh (c) Adapted anisotropic mesh
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Figure 7. Reaction-diffusion test case with k = 10 in a unit square domain.
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Table II. Data about the three meshes of Fig. 7.
Mesh type Figure Nb of Vertices Nb of Triangles ‖u−Πhu‖L2(Ω)
Uniform mesh 7(a) 503 922 6.12e-03
Adapted isotropic 7(b) 466 828 3.30e-03
Adapted anisotropic 7(c) 508 930 1.11e-03
Anisotropic mesh adaptation reduces significantly the interpolation error over the whole
domain in L2 and L∞ norms as can be seen in Figures 7(d) and 7(e). In these two figures,
the top curve corresponds to uniform meshes, the middle curve to adapted isotropic meshes,
and the bottom curve to adapted anisotropic meshes. Figure 7(d) shows a plot of the log
value of the L2-norm of the interpolation error over the domain as a function of the log value
of h. As expected, interpolation error decreases quadratically with refinement for all types of
meshes, but a significant gain in precision is observed for an equivalent number of elements
for the anisotropic adapted meshes. This shows that the present adaptive method, which
estimates the interpolation error through Hessian recovery and builds anisotropic meshes that
equidistribute the estimated interpolation error, reduces significantly the interpolation error
in L2-norm. Figure 7(e) shows a plot of the log value of the L∞-norm of the interpolation
error over the domain as a function of the log value of h. As expected, interpolation error also
decreases quadratically with refinement for all types of meshes.
Figure 8 shows histograms of the elementary interpolation error in L∞-norm for the finest
uniform, isotropic and anisotropic meshes. These meshes have 46 336, 20 566 and 18 092
triangles respectively. To ease the comparison of these histograms, the y-axis is not the
number of triangles, but the percentage of triangles. Because the elementary L∞-norm of
the interpolation error is smaller on anisotropic meshes than on the other meshes, the x-axis
is made dimensionless by dividing by the average. So, anisotropic meshes not only reduce the
L∞-norm of the interpolation error over the triangles, but also equidistribute, i.e., reduce the
dispersion of these values.
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(b) Isotropic mesh
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(c) Anisotropic mesh
Figure 8. Histograms of the dimensionless infinity error over the triangles for the reaction-diffusion
test case with k = 10 in a unit square domain.
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Figure 9 shows the behavior of the standard deviation of the element-wise L∞-norm values
as a function of the mesh size and of the three mesh types used. The standard deviation
of the uniform refinement converges since the number of elements with small error increases
faster than the number of elements with large error which yields a distribution that is far
from normal. However, the behavior of the uniform refinement still serves as a reference for
the other refinements. The behavior of the isotropic refinement shows a similar slope, but the
meshes have a better overall equirepartition of the error than on the uniformly refined meshes.
The behavior of anisotropic refinement shows that the equirepartition is even better and that
the slope is stronger, suggesting that each new element is placed more appropriately than for
uniform refinement or isotropic refinement. This gives a direct indication of the fact that the
global mesh adaptation process equidistributes the interpolation error in L∞-norm over the
elements.
1e-06
1e-05
1e-04
0.001
0.01
0.1
0.001 0.01 0.1 1
lo
g
(σ
)
log(h)
⋄
⋄
⋄
⋄
⋄
⋄
⋄
⋄
⋄
⋄
⋄
⋄
⋄
+
+
+
+
+
++
+
+
+
+
+
+
+
2
2
2
2
2
2
2
2
2
2
Figure 9. Standard deviation of reaction-diffusion test case with k = 10 in a unit square domain.
Figure 10 shows the same type of results as Fig. 7, but for the parameter k = 100.
Figure 10(a) to 10(c) show typical examples of the three mesh types used. Specific data about
these three meshes are presented in Table III. As illustrated in Figs. 10(d) and 10(e), the
convergence of the interpolation error in L2 and L∞ norms on these meshes is very similar
to the one presented for k = 10, and again quadratic (O(h2)) convergence is observed, in
agreement with Eq. (9).
Table III. Data about the three meshes of Fig. 10.
Mesh type Figure Nb of Vertices Nb of Triangles ‖u−Πhu‖L2(Ω)
Uniform mesh 10(a) 268 476 1.35e-01
Adapted isotropic 10(b) 268 415 2.73e-02
Adapted anisotropic 10(c) 260 456 9.52e-04
Adapted meshes become more profitable as the phenomenon that must be captured becomes
more localized. In a similar way, anisotropic adaptation becomes more profitable as the
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(a) Uniform mesh (b) Adapted isotropic mesh (c) Adapted anisotropic mesh
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(f) Standard deviation
Figure 10. Reaction-diffusion test case with k = 100 in a unit square domain.
phenomena to capture becomes more anisotropic. For instance, to reach a level of L2-norm
interpolation error in the order of 1×10−3, around 450 elements are needed with an adapted
anisotropic mesh, around 10 000 with an adapted isotropic one and approximately 175 000
with a uniform mesh. So clearly anisotropic mesh adaptation minimizes, or at least reduces
significantly, the overall interpolation error by distributing equally the element-wise L∞ norm
of the interpolation error, as shown on Fig. 10(f).
6.2. Three-Dimensional Test Cases
A comparison of interpolation error convergence is presented for three-dimensional test cases
over uniform, isotropic and anisotropic adapted meshes of different sizes, from 1 000 vertices
up to 750 000 vertices. Figure 11 presents three-dimensional results for k = 10. Figure 11(a)
to 11(c) show typical examples of the three mesh types used. Specific data about these three
meshes are presented in Table IV.
Figures 11(d) and 11(e) present the convergence behavior of the interpolation error for the
three mesh types in L2 and L∞ norms. As usual, the top curves are for uniform meshes, middle
curves for isotropic adapted meshes and bottom curves for anisotropic adapted meshes. In all
case, the convergence behaves quadratically as expected. There is no or few differences of
the interpolation error in both norms, between the uniform meshes and the adapted isotropic
adapted meshes. With adapted isotropic meshes, there are less vertices far from the boundary
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(a) Uniform mesh (b) Adapted isotropic mesh (c) Adapted anisotropic mesh
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Figure 11. Reaction-diffusion test case with k = 10 in a unit cube domain.
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(a) Uniform mesh
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(b) Isotropic mesh
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(c) Anisotropic mesh
Figure 12. Histograms of the dimensionless infinity error over the tetrahedra for the reaction-diffusion
test case with k = 10 in a unit cube domain.
layers and more in the boundary layers, which is good. Because of isotropy requirement, those
vertices added in the boundary layers are mainly added in a direction tangent to the wall,
which is useless, and less are added perpendicular to the wall. The overall effect is that there is
no or few gains in adapted isotropic meshes. Indeed, Figure 11(a) and Figure 11(c) have almost
the same error. Figure 11(f) shows that the anisotropic mesh adaptation process is again better
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Table IV. Data about the three meshes of Fig. 11.
Mesh type Figure Nb of Vert. Nb of Tetra. ‖u−Πhu‖L2(Ω)
Uniform mesh 11(a) 4 761 23 881 1.02e-2
Adapted isotropic 11(b) 4 726 21 569 1.02e-2
Adapted anisotropic 11(c) 1 231 5 606 9.90e-3
at distributing evenly the interpolation error over all the elements of the mesh. Figures 12(a)
to 12(c) present the distribution of the element-wise L∞ norm of the interpolation error over
all the elements of the meshes.
Figure 13 shows the same type of results as Fig. 11, but for the parameter k = 100.
Figure 13(a) shows a uniformly fine mesh, figure 13(b) shows an isotropic mesh and figure 13(c)
shows an anisotropic coarse mesh. All three meshes are nearly equivalent in terms of accuracy.
Indeed, the uniform mesh with 700 000 points, the isotropic mesh with 100 000 points and the
anisotropic mesh with less than 1 500 points have nearly the same interpolation error L2 norm
as shown in Table V.
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Figure 13. Reaction-diffusion test case with k = 100 in a unit cube domain.
For an equivalent number of elements the interpolation error can be reduced by two orders
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Table V. Data about the three meshes of Fig. 13.
Mesh type Figure Nb of Vert. Nb of Tetra. ‖u−Πhu‖L2(Ω)
Uniform mesh 13(a) 733 697 4 178 360 9.01e-3
Adapted isotropic 13(b) 116 682 515 676 1.33e-2
Adapted anisotropic 13(c) 1 440 6 696 1.39e-2
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(c) Anisotropic mesh
Figure 14. Histograms of the dimensionless infinity error over the tetrahedra for the reaction-diffusion
test case with k = 100 in a unit cube domain.
of magnitude. In the specific context of the present test case, to reach an equivalent error level
of 0.01, the mean mesh size can be increased by 8 using anisotropic adaptation compared to
uniform refinement, i.e. approximately 500 times (83) more elements are needed in a uniform
mesh compared to an anisotropic mesh with an equivalent error level. In the case of Figs. 13(a),
13(b) and 13(c) which have about the same error, this means about 600 times less elements.
Nevertheless, the three graphs tends towards a slope of 2 as predicted.
In figure 13(d), figure 13(e) and figure 13(f), only three isotropic meshes have been generated
due to the difficulty of obtaining quality meshes in the presence of very steep gradients.
Figure 13(f) shows that the anisotropic remesher still has a stronger slope and therefore is
better suited to equidistribute the interpolation error. However, figure 14(c) shows that the
error distribution on the finest anisotropic mesh is not uniform, indicating that for this very
difficult test case, the adaptation algorithm cannot achieve perfect error equidistribution. One
explanation for this might be the fact that extremely large elements would be required in
regions where the solution is essentially constant, which cannot be constructed because of the
physical limits of the computational domain.
This last example demonstrates how the proposed verification methodology can help identify
limits in an adaptation process, and provide the tools to quantify proposed improvements.
The conclusions for two-dimensional numerical experiments again apply in three dimensions.
Namely, anisotropic adaptation is very profitable when the phenomena to capture are
anisotropic. Anisotropic adaptation can drastically decrease the number of degrees of freedom
required to attain a desired precision.
Adapted anisotropic meshes show excellent properties in terms of precision for a given
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cost, but this precision must be balanced against the cost of building these meshes, which
involve advanced techniques, and constructibility constraints that must be incorporated into
the remeshing tools.
7. Conclusion
An original approach for the assessment of the convergence rate of unstructured anisotropic
adaptive methods, inspired from the method of manufactured solutions was proposed and
applied to a fixed order mesh modification adaptive method although it could be applied
to other adaptive methodologies. Manufactured solutions representative of flow features with
strong gradient, like laminar boundary layers and viscous shock waves are used in order to
extend the conclusions on adaptive meshes efficiency to those cases. This approach enabled
the formulation of numerical experiments that showed, as expected, that the adaptive method
allows the control of the interpolation error by equidistributing the interpolation error on each
element of the mesh. Quadratic convergence is recovered in a mesh refinement study for both
two- and three-dimensional sample problems. The anisotropic adaptation strategy outperforms
the isotropic and the uniform strategy by an order of magnitude in some cases.
This study used the mesh non-conformity measure which proves to be an adequate practical
tool to measure mesh adaptation and error equidistribution over the computational domain.
The Hessian recovery was also verified to have proper convergence properties.
A few interesting remarks can be made on the performance of isotropic and anisotropic
adaptive processes applied to the model problems. The isotropic meshes always performed
better than uniform refinement on coarse meshes, but the distinction became less obvious for
fine meshes due to the strong transition in size. The isotropic meshes also gave better results
when the problem had stronger gradients, but the meshes were harder to produce. On the
other hand, the anisotropic meshes were markedly better than both uniform and isotropic
meshes. Coarse anisotropic meshes were shown to be as precise as fine uniform meshes. The
anisotropic meshes also made good use of any additional elements added to the mesh, and the
convergence rate was always quadratic or better.
The approach used here could be extended to study the performance, compare and eventually
improve mesh adaptation algorithms. Now that it is proved that mesh adaptation algorithms
converge, the speed and efficiency of mesh adaptation algorithms can be studied. Also, other
studies should address problems posed by problems with non smooth geometries or non smooth
solutions.
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