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Non Technical summary
A number of factors have been identified as increasingly important for growth in a knowledge based economy. Assuming that these factors can partly be expressed in firms, regions or a country's capacity to generate new ideas and to implement these new ideas into new innovations and flow of new products to the market, we would then expect a close relationship between innovation and growth. This paper investigates whether variations in the return on research and development (R&D) and other innovation investments at the firm level can explain variations in productivity growth at the aggregate level. Empirical analysis is based on a comparison of three Nordic countries of Norway, Finland and Sweden. While the Finnish and Swedish growth rates in the manufacturing sector are highest among the OECDcountries during the last decade, Norway is at the bottom level.
Based on firm level data from the second Community Innovation Survey (CIS), this study does not find any close link between firms' innovation performance and manufacturing sector productivity growth. We further highlight whether this reflects the true situation or rather a limitation linked to the cross-country comparability of firmlevel data. The later were partly imposed by the national statistical agencies for the reasons of confidentiality. Both factors are found to play an important role in the explanation of a possible relationship Introduction Two general sources contribute to productivity growth at the manufacturing level. The first source affects productivity through reallocation of resources among plants and firms of different efficiencies through creative destruction. The second source has impacts through productivity improvement at existing firms and plants. This paper deals with the latter effect in a cross-country framework.
Although the Nordic countries have a high degree of political, social, and cultural similarity, they have differed during recent years largely from one another concerning manufacturing productivity performance. While the Finnish and Swedish growth rates are the highest among the OECD-countries, Denmark is in the middle and Norway is at the lowest levels. During the 1990s -a period sometimes described as the introduction of the New Economy -the annual growth rate in labour productivity in Finland and Sweden was about twice higher than in Denmark and five to seven times higher than Norway.
A number of factors have been identified as increasingly important for economic growth in the 'new' or 'knowledge based' economy. Assuming that they can partly be expressed in capacity to generate new ideas and the rate of flow of new products introduced to the market, we would expect a close relationship between innovation and growth.
This paper investigates if cross-country variation in productivity growth can be explained by differences in the innovation performance at the firm level. There is, however, no strong evidence in the literature for a close link between the level of research and development (R&D) and the growth rate of productivity at any level of aggregation. Therefore lack of a relationship calls for further research to establish the nature of such relationship.
In analysing the data for French and US manufacturing Griliches and Mairesse (1983) found that differences in firm-level R&D effort do not account for much of the observed differences in the productivity growth across firms or industries within and between the two countries. Replicating their methodology and studying differences in the firm-level R&D in Japan and US, Griliches and Mairesse (1990) concluded that the large difference in manufacturing productivity between these countries must be looked for elsewhere. In a recent survey, Klette and Kortum (2002) report that while the level of productivity and the level of R&D across firms are positively associated, the growth rate of productivity is not strongly related to the firm-level R&D.
Our work differs from much of the previous, and still rare, by studying cross-country comparisons on R&D and productivity growth using firm-level data. The main features are summarized as follows. First, a broader definition on innovation input in which R&D is one of several sources used. Second, we incorporate a quantitative innovation output in the analysis. Third, a larger and more representative sample of firms including small firms is used. Finally, an econometric framework based on the knowledge production function which also accounts for both selectivity bias and simultaneity is employed.
A central issue in the analysis and the choice of our methodological approach is whether there are some identifiable sets of characteristics that make the firm a successful innovator. Some authors express scepticism in this regard and argue that the innovation process is incredibly complex and that the requirements for profitable outcome vary greatly from one case to another (see Kline and Rosenberg 1986) . While other researchers, partly based on branches of theoretical endogenous models, suggest that factors such as entrepreneurship, human capital, knowledge capital, the firm's R&D history and previous successful innovations (Hall and Mairesse 1995 , Geroski et al. 1993 , Aghion and Howitt 1998 , Haltiwanger 2000 characterize firms as successful innovators.
An interesting step towards a more extensive empirical base for this disagreement was recently taken by the OECD, Eurostat and other national and international organizations, through their effort to develop and standardize the methodology and information used in innovation surveys. Consensus on this prolonged work was reported in the Oslo Manual (OECD, 1992 and OECD and Eurostat, 1997) , and today it serves as a theoretical foundation for the Community Innovation Survey (CIS) data collected in the European OECD and in some other industrialized countries.
The basic approach we follow in this paper is to use the CIS-data and estimate a knowledge production function in the spirit of Pakes and Griliches (1984) and Crépon Duguet and Mairesse (1998) that gives the causal relationship between innovation input, innovation output and productivity.
Due to restrictions imposed by the national statistical agencies for the reasons of confidentiality of firm-level data, a direct cross-country comparison by pooling individual CIS firm-level data sets from the three countries (Finland, Sweden and Norway) unfortunately has not been possible. The method of aggregating micro-data adopted by Eurostat offers an opportunity to get around some of the confidentiality problems. Mohnen et al. (2001) found that the procedure proposed by Eurostat -where each observation is replaced by an average of itself and the two adjacent observations in a ranked order of observations for each variable -does not really affect the results. 2 Unfortunately some countries, including Sweden and Finland, do not allow their CISdata to be used in similar micro averaging procedures, while Norway and Finland apply a restrictive policy concerning access to their CIS-data sets. This paper therefore employs an alternative method for conducting cross-country comparisons.
An identical model describing the relationship between innovation and productivity are estimated separately in the countries investigated using different original data sets based on more or less identical innovation surveys. National registers in all the Nordic countries studied in this report facilitate the merging of national data for the firms studied with the CIS data. However, only differences with respect to human capital, measured as the proportion of employees with a university degree and value-added have been used here.
Initially we aimed to include Denmark as well. However, an unsolved problem with the Danish sample found to be related to the sample size. The data has too few observations 5 to be considered as statistically representative sample of the Danish manufacturing industry, and is therefore not included in the analysis.
The rest of the paper is organized as follows. Section 2 of the paper provides a brief overview of economic data and performance indicators used in comparing the Nordic countries. Section 3 describes statistical evidence from the Community Innovation Survey. The data, model specification and estimation issues, are presented in Section 4, followed by a cross-country comparison of the empirical regression results in Section 5. Summary and conclusions based on simple numerical data and regression results are presented in Section 6.
A country comparison based on macro indicators
Before looking at the firm-level data we will present a brief overview of comparative statistics on productivity growth within the OECD and the innovation activities in the three countries studied. This simple comparison based on a number of key indicators is an important complement to the better and more systematic comparison based on modelling and regression analysis. As indicators of cross-country performance heterogeneity we use two classes of indicators. The first consists of non-CIS indicators and include labour productivity, manufacturing share of GDP, research and development expenditures, competitiveness, openness, trade balance, taxes, and education. It is to be noted that these sets of information will not be included in the subsequent regression analysis.
The second class of indicators, presented in Section 3, are based on the CIS data and include sales, employment, factor intensity, human capital, innovativeness, obstacles to innovation, strategy on innovation, sources of information for innovation, and cooperation on innovation. It is to be noted that regardless of whether the Finnish and Swedish growth rates are measured per employee or per hours of work, Table 1 shows that countries with annual growth rates between 4-6 per cent hold a top position on the list of the 12 most developed OECD countries ranked by productivity growth during 1990 to 2000. The 6 rate of productivity growth in Norway was only about 1 per cent. The growth rate in Denmark is about the OECD average, 3.0 per cent.
An important issue to be explored here is to what extent the weak Norwegian performance reflects structural characteristics of the country. In Table 2 , the manufacturing performance is disaggregated by nine different industries. Between 1990 and 1997 the manufacturing growth rate was 6.1 per cent in Finland, 5.2 per cent in Sweden and only 1.1 per cent in Norway. Using the information on composition of the manufacturing sectors in the right hand side of Table 2 we find that the annual growth rate for Norway would have only increased from 1.1 per cent to 1.2 per cent if we assume the same structure of the manufacturing industry as in Sweden. Imposing the same structure as in Finland it would have remained at 1.1 per cent. Hence, the main explanation for the weak productivity growth in Norway is essentially not the structure of manufacturing when two-digit NACE codes are considered. 3 Table 3 shows that gross expenditures on R&D (GERD) relative to GDP is very high in Sweden (3.7) and Finland (2.7), but relatively low in Norway (1.7) in an international perspective. Gross expenditures on R&D in per capita terms is most sizeable in Sweden, while the R&D intensity, expressed in terms of R&D personnel as a proportion of the labour force is greatest in Finland. Norway has the lowest figures in both cases.
Patents are used widely as indicators of firm innovativeness, though they do not necessarily reflect innovations. Bearing in mind this limitation in the residential patent applications in relation to the size of the population of firms, the results shows that the number of patents in Norway is about 40 per cent lower than those of Sweden and Finland. Some 68 per cent of the gross expenditure on R&D is financed by government in Sweden, compared with 63 per cent in Finland and only 50 per cent in Norway. About 75 per cent of GERD is performed within the business sector in Sweden, 66 per cent in Finland and 57 per cent in Norway. The main conclusion drawn from Table 3 is that the Norwegian economy is considerably less R&D intensive compared to the economies in Sweden and Finland. Moreover, a relatively large part of the R&D investment activities in Norqay is found financed and performed outside or with weak links to the business sector.
R&D is perhaps the most important but not the only input in the innovation process. Recent research has emphasized the role of broad concepts such as 'national systems of innovation' and their differences across OECD countries in terms of national institutions, their internal and external relationships, human and natural resources and specialization. Hall and Jones (1999) discuss the importance of institutions and governments in creating environments that encourage capital accumulation, skill acquisition, invention and technology transfers. Putnam (1993) argues that certain aspects of relationships between individuals, such as trust, values in common, norms, informal networks and levels, and social interactions are favourable for competitiveness. However, entities such as institutions, social capital and cultural factors are not readily measurable, and the formal empirical investigations of their statistical relationship with growth in cross-country regressions have not yet produced any unambiguous results. This pattern has previously been observed by several researchers (Helliwell (1996) and Keefer and Knack (1997) ).
World values surveys and world competitiveness executive opinion surveys represent two attempts to capture hard-to-measure conditions for competitiveness. Keefer and Knack (1997) constructed a trust index based on the World Values Survey question, 'Generally speaking, would you say that most people can be trusted, or that you can't be too careful in dealing with people?'. The average index value using a scale of 0 to 100 was found to be 39 for the 23 OECD countries involved. Norway tops the list with 61, followed by Finland and Sweden with 57. This can be compared with 45 for the USA, 41 for Japan and only 25 for France. Table 4 contains selected descriptive statistics on some parameters including macroeconomic conditions and human capital in the manufacturing industry in the three northern European countries. The import and export intensities are about the same for all three countries, while using the export/import ratio for four different high-technology sectors indicate the existence of some differences. Sweden specializes foremost in 8 pharmaceutical production, electronics and aerospace technologies; Finland specializes in high technology in the electronics industry, and Norway specializes in manufacturing and areas not traditionally defined as high technology production activties. Norway is currently the world's third-largest oil exporter and in an effective way used the oil revenues to develope major competitive advantages within various branches and subsectors of the oil-cluster. The design of the tax systems in all three countries is similar. Northern Europe is a high-tax area, particularly when it comes to taxes on labour. Marginal tax on personal income is above the 50 per cent level, while the employers' social security contribution as a percentage of the payroll varies from just over 10 per cent of the gross wage in Norway to 33 per cent in Sweden. The corporate tax and capital tax rates are about 30 per cent in all three countries, which is similar to many other OECD countries in Europe. Sweden has the world's largest ratio of total taxes and fees as a proportion of GDP, 52 per cent. The corresponding figures for Finland and Norway are 47 per cent and 42 per cent, respectively.
The percentage of the working age population with higher tertiary level of education is highest by a substantial margin in Norway at 25 per cent, compared with only 15 per cent in both Finland and Sweden. However, considering the percentage of population with lower tertiary level of education, the figures are about the same for all three countries.
To sum one major difference between the high productivity growth of Sweden and Finland and the low productivity of Norway is to be found in the differences in level of R&D-investment in relation to GDP and the way the sample countries R&D activities are organized. The countries' ways of organising their R&D activities is influenced by the R&D investment traditions and access to production resources. Sweden enjoyed a comparative advantage in this respect and experienced a continous higly developed industrial sector with excellent research potential.
A country comparison based on micro indicators
We look now at the CIS data for all three countries 4 . Starting with the samples used, Table 5 Panel A, shows that the number of manufacturing firms included is 1,062 in Finland, 1,315 in Norway and 743 in Sweden. Comparing the mean and median values for sales and employment as expected indicates a large degree of asymmetry in the size distribution, with the mean values being 2-4 times larger than the medium values. The analysis is limited to firms with a minimum of 20 and a maximum of 5,000 employees in 1996 in Norway and Sweden, while the corresponding limits in Finland for the same year are 10 and 10,000. This leads to different medians of 50 employees per firm in Sweden, 44 in Norway and 27 in Finland. A comparison of the factor intensities 5 shows that the proportion of labour-intensive firms is largest in Norway, which also has the smallest proportion of knowledge-intensive firms. The proportion of capital intensive firms is about the same in all three countries.
The human capital variable defined as the proportion of employees classified as engineers and others (labelled here as 'administrators') with a university degree, or a post-secondary education for engineers, is about the same in all three countries. However, there are larger proportions of engineers in Finland and Sweden. The possible double counting of R&D expenditures were adjusted for in the subsequent regression analysis by subtracting R&D personnel from the skilled labour variable defined as engineers. Panel B presents the same statistics as in Panel A but only for the innovative sample. In order to be innovative according to the definition used here, the firms must invest in innovation activities and introduce new products and processes to the market. This results in 485 innovative firms in Norway, 405 in Sweden and 323 in Finland. 6 The innovative firms are generally of larger size than the non-innovative firms in all of the three sample countries. This is valid irrespective of whether size is measured in terms of sales or employment. The typical innovative firm has a larger proportion of highly educated personnel compared with the non-innovative firms.
Considering various indicators on the degree of innovativeness, Table 7 shows that 46 per cent of the Swedish firms introduced at least one technologically new or essentially improved product on the market during 1994-96. 7 The corresponding figures for Norway and Finland are 35 per cent and 24 per cent, respectively. Four out of ten Norwegian firms launched one or more process innovations compared with 36 per cent of the Swedish firms and 20 per cent of the Finnish firms. The proportion of firms that applied for a patent during the period considered was considerably lower in comparison with the two indicators on innovativeness presented above, being 19 per cent in Sweden, 12 per cent in Finland and 8 per cent in Norway.
Perhaps the most interesting piece of information contained in the CIS-surveys are innovation investments as a proportion of total sales, and the percentage of sales associated with innovative products. The total expenditures on innovative activities corresponded to 3.3 per cent of the total sales for the average manufacturing firm in Sweden, 2.5 per cent for the average Norwegian firm and a surprisingly low level of 1.9 per cent for manufacturing firms in Finland. When the total sample is considered, innovation sales, or innovation output, expressed as a percentage of total sales are 15.1 per cent in Sweden, 11.4 per cent in Norway and 8.0 per cent in Finland. 8 These figures are somewhat lower than those reported by Mohnen et al. (2001) . Based on CIS I data from seven European countries, Belgium, Denmark, Germany, Ireland, Italy, the Netherlands and Norway, they found an average proportion of observed innovative sales of 47 per cent in high-R&D sectors and 39 per cent in low-R&D sectors (48 per cent and 33 per cent respectively for Norway).
Source: Authors' own calculation.
The Tables 7, 8 and 9 report information concerning the important CIS indicator variables. The degree of importance for each variable is indicated in a three level scale as: low, medium or high. Here we use the frequencies of firms reporting the degree of "high" in relation with the factors of: obstacles to innovation and strategy of innovation in Tables 7 and 8 . The cooperation variables in Table 9 do not differentiate between various degrees of importance.
When considering the total samples, it can be seen in Table 7 that risks (14 per cent of the firms) and costs (15 per cent) are the two dominating factors highly hampering innovation in Finland, while organizational rigidity (14 per cent) and lack of qualified labour (12 per cent) are the most important hampering factors found in Norway. Lack of qualified labour (20 per cent) and over-perception of risks (20 per cent) are amongst the factors having a negative impact on innovation activities in Sweden. Source: Authors' own calculation. Table 8 limits the comparison only to the innovative firms. Table 8 , Panel A shows a list of factors of crucial importance to the firms' innovation strategies. The opening-up of new markets, increasing market share and improved product quality are among the most frequently given reasons for innovation in Finland, Norway and Sweden. However these strategies are most noticeable in Norway and least in Finland. Customers and internal knowledge within the firm itself dominate as crucial sources of information for innovation foremost in Norway and Sweden and to a lesser degree in Finland. Only a small proportion of Nordic firms considers knowledge received from patent disclosures, universities, computer-based information networks and consultants as very important for developing their products and processes. Panel B shows that the Norwegian firms exchange knowledge with suppliers, competitors and other firms more often within the same group of firms than their Finnish and Swedish counterparts. Table 9 indicates that innovative cooperation with national universities is much more common in Finland than in Norway and Sweden. This table also shows that innovative Finnish firms have a higher propensity to co-operate with government and non-profit research institutes than innovative firms in Norway and those in Sweden. Finally, national cooperation appears to be more common than international cooperation in innovation, with the exception of other enterprises within the same group and competitors. In the two latter cases, no differences were found between the propensities to co-operate with national or international partners. Bearing in mind that the CIS-indicators represents the hard-to-measure and difficult to interpret class of variables. These together with the quantitative descriptive statistics they do not, however, support any view that we a priori can expect a different innovation performance among the innovative Norwegian firms compared to those from Sweden and Finland.
The model
The model we consider is a modified version of the standard Cobb-Douglas production function. The approach used can be simplified by the following relationship:
(1)
where Y is productivity at the firm level, X is a vector of standard inputs, and K is knowledge capital capturing the transformation process from innovation input to innovation output, and α and ε represent systematic and random fluctuations, respectively, in productivity. Here, the focus is on estimation of γ, the elasticity of productivity with respect to knowledge capital. Evidence based on firm and industry level data and using traditional model points to the presence of a positive and strong relationship between innovation input (R&D), and productivity. In the between-firm dimension Mairesse and Cuneo (1985) found that the estimated elasticity of performance with respect to R&D capital in France, was in the interval of 0.09-0.26. The corresponding elasticities produced by Griliches and Mairesse (1990) for the US was 0.27-0.41, respectively. However, on the contrary, no stable correlation between the level of R&D and growth rate of productivity has been established in the within-firm dimension.
As many researchers have pointed out, it is not innovation input, but rather innovation output that increases productivity. Moreover, R&D identified as just one and often a minor part of firms' expenditure on innovation. In the CIS survey, innovation investment is broken down into seven different investment categories. For example, the Swedish data used in this study shows that internal R&D corresponds to 1.5 per cent of total sales, while all seven categories together correspond to 3.3 per cent of total sales. It has been shown in Section 3, CIS data also provides a direct measure of innovation output, defined as the innovation product's share of sales. 9
The challenge of this work is to incorporate the new data on innovation input as well as innovation output into the analysis and use an econometric framework that can handle the peculiarities of the data. The empirical model used here is a modified version of the model introduced by Pakes and Griliches (1984) and further developed by Crépon et al. (1998) . The model, referred to as the CDM model, includes four equations and three established relationships including the innovation input linked to its determinants, the knowledge production function relating innovation input to innovation output, and the productivity equation relating innovation output to productivity.
Our measure on productivity is the level of labour productivity. Labour productivity is normally defined as value-added per hours worked or per employee. Due to limitations in the existing data sets, we do not have access to the same output measure in all three countries. While the Finnish observations contain information on net output (valueadded), the Norwegian output measure is nominal output (total sales). For Sweden we use both gross and net outputs. Moreover, the data sets for Finland and Norway do not include information on the firms' physical capital. In addition, the firm size coverage differs between the three countries. While the Finnish firms have between 10 and 10,000 employees, the Norwegian firms have between 20 and 5,000 employees.
Since the original Swedish data set is more extensive than the other two countries' we can make some sensitivity analysis on the issue of sizes, the importance on physical capital, and various productivity measures.
Formulation of the model
The basic econometric problems that the empirical model aims to solve are selectivity and simultaneity biases. When only the innovation sample is used, which is the most common case in R&D studies, a selection bias may arise. And when several links in the process of transforming innovation investment to productivity is considered in a simultaneous framework, one possible problem emerging is that some explanatory variables often are determined jointly with the dependent variable, i.e. they are not exogenously given and there will be simultaneity. 10
The model used here is a multi-step structural model consisting of four equations. The first two equations are estimated separately as a generalized tobit model where observations on both innovative and non-innovative firms are included. The last two equations are estimated in a simultaneous equation system where the endogenous innovation output variable is limited only to strictly positive values in the last step. More specifically, we have the following equations:
(2) where g * is a latent innovation decision variable, k * represents latent innovation input, t is innovation output, q is productivity, MR is the inverted Mill's ratio introduced to correct for possible selection bias, are random error terms. We assume the following assumptions regarding the error terms:
In this paper, an innovation investor is defined as an enterprise that claims to have invested in innovation activities in 1996. Equation 3 expresses the amount of innovation investment per employee. Equation 4 expresses variations in the amount of innovation output (innovation sales) per employee among the innovative firms. This measure is obtained by multiplying innovative products share of sales of innovative products, defined as technologically new or improved products introduced between 1994-96, by total sales. The sum is then divided by the number of employees. Finally, Equation 5 shows variations in productivity where productivity is defined as either sales or valueadded per employee.
Specification and estimation of the model
The explanatory variables introduced to explain the firms' propensity to innovate (Equation 2) are numerous and include the following variables: industry dummies, firm size measured as the logarithm of the number of employees, export as a share of gross output, recent innovations indicated by a dummy variable for patent applications during 1994-96, the proportion of administrators and non-R&D engineers in the workforce, the factor intensity (knowledge, labour and capital) dummy variables, and finally a set of control variables indicating whether turnover in 1996 increased or decreased by 10 per cent or more due to new establishments, mergers with another enterprise or part of it, or sales or closures of part of the enterprise taking place during 1994-96. In explaining the level of innovation, additional indicators are added to the list of explanatory variables listed above. These included a number of indicators very important as sources of information for innovation, perceived obstacles to innovation, and firms' national and international cooperation on innovation.
The measure of innovation output (Equation 3) has been classified into two distinct groups: all innovations and radical innovations. Radical innovation is a subset of innovations, defined as innovations new to both the market and to the firm. Estimations are done separately for the two categories of innovation. The underlying assumption is that radical innovations differ from other innovations. The difference is in the presence of a weaker correlation of radical innovation with recent R&D investment and returns to R&D.
Innovation output (Equation 4) is explained using predicted innovation investments, feedback effects from predicted productivity, Mill's ratio predicted from the propensity to invest equation, 17 industry dummies, three factor-intensity dummies, a dummy for process innovation, and additional indicator variables representing reasons for innovation through a number of strategy variables. These strategy variables include product strategies that are offensive (proactive) and defensive, a strategy for reducing the costs of labour, material or energy consumption and a strategy for increasing flexibility in the production process.
The additional variables include a number of composite dummy variables indicating moderate and very important sources of information for innovation, cooperation in innovation, firm size, and control variables for recent establishments, mergers, acquisitions and plant closures.
Variations in the productivity variable (Equation 5) are explained by the logarithm of predicted innovation sales per employee, human capital, industry and factor-intensity dummies, a dummy for process innovation, important sources of knowledge for innovation, composite effects, factors hampering innovation, dummy variables for establishments, mergers and closures and finally the firm size.
In estimating the structural model, Equations 2 and 3 in a generalized tobit model are estimated by maximum likelihood method, while Equations 4 and 5 are estimated jointly in a simultaneous equation system by using two-stage least squares (2SLS) and a three-stage least squares (3SLS) estimation methods. Two different innovation measures are used in the estimation process. These are distinguishable from one another by the degree of novelty, namely all (radical and incremental) innovations and only radical innovations.
In order to derive a consistent estimator, our model accounts for simultaneity bias by relying on the instrumental variable approach. The instruments consist of variables not correlated with the model error terms but correlated with the endogenous variables appearing in the right hand side.
Although, Equations 4 and 5 are estimated separately from 2 and 3, we still allow for limited correlation between the error terms of the equations in the system. We believe that by splitting the model into two (0 and 1) and (2 and 3) parts, we avoid allowing for full correlation structure of the error terms and thereby work with tractable estimation procedure and easier interpretable results. We are aware of the necessity of modelling correlation among the residuals within the two parts separately and also between the two parts. It is important to note that we still account for limited but necessary degree of correlation by linking the two parts using the Mill's ratio (MR) variable. Our approach is thus an intermediate approach compared to the Pakes and Griliches (1984) model which neglects any form of correlation and the Crépon et al. (1998) approach allowing for full correlation between the four residuals. The variance covariance matrix in our model is a block diagonal where the elements in the off-block-diagonal consist of a scalar linking Equations 2 and 3 (Lööf and Heshmati (2002) ).
Main results
Table 10 summarizes our main results concerning the elasticity of productivity growth with respect to innovation output for the three Nordic countries studied. The summary of the elasticity of innovation output with respect to innovation input is given in Table  11 . The parameter estimates associated with various steps of the four equation models are presented in Appendices A1-A4.
The results are generally in agreement with our expectations. Recent studies using different versions of the CDM knowledge production function give rise to innovation output estimates in the range of 0.1-0.3. The estimated innovation output coefficients in the productivity equations are 0.26 and 0.16 for Norway and Sweden when controlling for firm size, human capital, industry and factor intensity, and using the 3SLS estimation method and assuming gross (sales) output per employee. The corresponding results 0.09 and 0.19 for Finland and Sweden using net (value-added) output. The corresponding results from the 2SLS model are 0.26 for Norway and 0.16 for Sweden using gross output, and 0.07 and 0.18 for Finland and Sweden, respectively with valueadded per employee as performance measure. The estimates are highly significant in cases of Norway and Sweden, while the Finnish estimates are statistically insignificant in both estimation methods. In comparison between the 2SLS and 3SLS methods, the latter is preferred. The 3SLS accounts for cross correlation between the two equations and consequently being more efficient. Table 10 . Estimated elasticity of productivity growth with respect to innovation output. The estimates drop substantially when only radical innovations are considered. The result from Equations 3 and 4 show that the contribution from innovation output is higher in Norway than in Sweden when sales productivity is considered, and higher in Norway than in Finland when sales productivity is used compared with value-added productivity. The estimates in the right hand side of the table are based on the standard Schumpeterian specification, which uses value-added per employee as performance measure and including physical capital intensity among the control variables. Notes: Coefficients, and standard errors in parenthesis. Significant at the less than 1% (***), 5% (**) and 10% (*) levels of significance. a: log sales per employee; b: log value-added per employee; c: log value-added per employee and the productivity equation includes log physical capital. Model 1: 3SLS including all innovations. Model 3: 3SLS including only radical innovations.
What is most striking in our results is the high estimated contribution of innovation output to the level of productivity in the case of Norway and the weak impact of innovation output on productivity in Finland. Looking the link between innovation input and output, however, indicates a weak estimated contribution of innovation investments in both Norway and Finland, and a rather strong contribution in Sweden.
A variety of problems can emerge from the data and methodology used in the study. The important issue here is whether the regression results between the three countries are affected by data error, model specifications, the estimation technique, unobservable firm-specific or country-specific effects, or other ignored effects. We shall elaborate on these issues in the following.
Starting with the data, the harmonized survey satisfies the conditions for a collection of unified endogenous and exogenous variables. However, satisfying the conditions does not necessarily guarantee a high level of confidence in the quality of the data. For instance only 24 per cent of the Finnish firms are product innovative according to the CIS criteria, compared to 35 per cent of the Norwegian firms and 46 per cent of the Swedish firms. Particularly the low level of innovative firms according to the CIS-data in the highly productive Finnish economy can be questioned. Moreover, the results are sensitive to the representativeness of the total sample as well as the selected innovative sample. While the Finnish firms have between 10 and 10,000 employees, their counterparts in Norway and Sweden have between 20 and about 5,000. The main concentration in all cases is, however, at the lower limits.
In Norway the CIS survey was compulsory, which guaranteed that nearly all responding firms with 20 or more employees were included in the data. In Finland and Sweden only minority of firms in the selected sample responded to the questionnaire. The rate of response was biased towards large firms particularly in the case of Finland. This means that large -and probably relatively more process oriented firms -are over-represented in the total sample. The problem mentioned above can to some extent be eliminated by attaching different weights to different observations. However, the measure does not entirely eliminate the selection problem raised. In a small experiment adjusting the firm sizes upward in the Swedish data set by including a few large firms with more than 5,000 employees had very little effect on our regression estimates.
Another possible explanation for the unexpected divergence between the Finnish and Norwegian innovation output estimates, which can be associated with data problem, is that the former case the analysis is based on value-added, while the latter is based on sales productivity. Comparing these both measures in regressions on the more extensive Swedish data set, however, the results do not indicate any significant differences between gross and net outputs. 11 Moreover, estimation of the Swedish and Norwegian samples with identical output definitions produces higher estimates for the average Norwegian firm.
An additional possible problem associated with the data sets is that the Swedish and Finnish data sets were collected in 1997 and refer to the period 1994-96, while the Norwegian data were collected in 1998 and concern the period 1995-97. The difference in the period observed and the fact that countries differ might reflect the impacts of business-cycle factors.
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Turning now to the model specifications. The common specification of the model was results of a comprehensive sensitivity analysis concerning variable definitions, variable selection, and estimation procedures from the Swedish data found in Lööf and Heshmati (2003) . Identical model specification has then been applied to the Finnish and Norwegian data sets. Although we control for a large number of factors, there are difficulties in applying such technique across countries, since it is unlikely that different countries have the same production technology. Ideally one should use statistical techniques (e.g. factor analysis) to identify sets of factors which are soecfically important in each country. The opportunities for modifying the basic model to account for the unique country and firm-specific characteristics and peculiarities in all three different country data sets have been strongly limited by the Finnish and Norwegian Statistical agencies. Lack of possibilities to pool the data rendered to test statistically the differences among the three countries for each factor. Hence, it is reasonable to assume that the model is biased towards the Swedish data and production technology. 12
In the analysis of the link between firm level innovation and aggregate productivity growth it is desirable that the model is extended to a dynamic specification to include issues like the process of creative destruction. This implies that we do not only focus on the population of firms existing in a year, but also on the impact of entry and exit. In their study of the link between aggregate and micro productivity growth, using US retail trade data, Foster et al. (2002) , for instance, suggest that a large part of the productivity growth at the sector level can be explained by the entry of a more productive establishment. The entrants replace much less productive establishment exiting the market.
A closely related set of possible causes for the different and unexpected results might be found in the method of estimation. Here a single model specification is estimated at an individual country level without pooling the data. When the data is estimated in separate regressions, the specifications should ideally be country specific and incorporate some testing procedure. In the absence of confidentiality problems, the use of firm-level CIS data in a pooled country regression of the relationship between productivity growth and innovation could be a preferable research method. Of course, this is meaningful only when complementary information on country-specific effects is accounted for.
A number of factors in addition to those discussed above might individually or jointly contribute to explaining the puzzling results, in particular concerning the Norwegian and the Finnish firms. One factor might be that the analysis is based on the level of productivity while the weak Norwegian productivity reflects the growth rate point of views. From the firms' perspective, however, it is generally necessary to be competitive in both the level and the rate of growth. Therefore highly productive firms today are very likely to be highly productive firms tomorrow as well.
Some of the main issues ignored is the fact that the firms' productivity performance represents the outcome of returns generated by knowledge production and its diffusion not only associated with new products but also with factors such as new techniques embodied in equipment and production processes, 13 new methods of organization, and the quality of management and entrepreneurship. Moreover, in our analysis we only account for spillover effects by the inclusion of 17 industry dummies and some hard to measure indicators on cooperation on innovation and external sources of knowledge for innovations. 14 Finally, simple correlation matrices and regression of each explanatory variables on remaining variables show relatively low degree of collinearity among the variables. However, we are aware of possible collinearity problem resulting in difficulties in separation of the factor specific effects and that the results should be interpreted with cautious.
We cannot draw any concrete conclusions about whether the estimation results are affected by data error, model specifications, the estimation technique, unobservable effects or other ignored effects. However, given that problems and issues discussed above do not cause introduction of serious disturbances in the estimation results, the tentative conclusion from this study suggest the following. A better data, more representative samples and the use of knowledge production function model do not deviate much from previous findings. Cross-country differences in productivity growth cannot be explained by the relationship between innovation and productivity at the firm level, simply by controlling for firm size, industry, factor intensity (capital, labour and knowledge) and human capital.
Summary and conclusions
One of the major differences between the three northern European countries Finland, Norway and Sweden has been in the growth rates of productivity. When aggregated labour productivity growth in manufacturing is considered, Finland and Sweden show the highest growth rates amongst the OECD countries during recent years, while Norway has shown a very low growth performance. At the same time Finland and Sweden are highly ranked internationally as R&D investors and have a high ratio of residential patent applications per capita, while Norway's ranking is very low in both cases. This suggests that the R&D and innovation performances might be key factors causing the differences in productivity growth amongst the Nordic countries.
An initial issue of interest investigated here was whether the observed difference in growth at the aggregate manufacturing level is also apparent at the disaggregated twodigit NACE-level and is not just an artefact of the composition of the industry structure. 13 The accumulation of physical capital is one of the main sources of economic growth. Jorgenson (1990) found that the contribution of physical capital accounts for more than 40 per cent of the growth in the US during 1947-85. In allowing for quality differences in capital equipment, Hulten (1992) found that the best practice technology is about 20 per cent above the average level of efficiency in the US.
14 Recent studies indicate that the knowledge externalities have significant contribution to the firm-level productivity (see for example Klette 1996) . A basic assumption in many of these studies is that technological change is transmitted to other industries and firms in the form of quality improvements in the inputs they buy from other R&D performing industries. The prices of such inputs do not fully reflect their quality improvement.
Between 1990 and 1997 the manufacturing growth rate was 5-6 per cent in Finland and Sweden and only 1 per cent in Norway. Imposing the same structure as in Finland or Sweden the Norwegian growth rate would have remained at the same low level.
Simple statistical analysis reveals that the proportion of innovative firms, the amount of innovation investment or innovation output is not low in Norway. The econometric analyses also show that the size of estimated elasticity of productivity, with respect to innovation output at the firm level, is significantly lower in the high productivity Finnish economy compared to the Norwegian economy. The link between innovation and productivity is also stronger in the average innovative manufacturing firm in Norway compared to its counterpart in Sweden.
Our findings indicate that results from a broadening of the definition of innovation input from only formal R&D to all expenditures on investment in innovative activities, an inclusion of innovation output into the analysis, using a larger and more representative samples of firms compared to previous studies, an inclusion of small firms and finally an econometric framework based on the knowledge production function which accounts for both selectivity and simultaneity biases do not deviate much from the findings in the literature. These findings are in agreement with the proposition that the link between innovation and productivity at the firm level cannot account for much of the observed differences in productivity growth across countries.
In analysing the role of innovation in productivity performance at the firm level, one has to control for the impacts of internal factors such as the size and quality of capital equipment. It is important to use time series of productivity measured in value-added terms and to use reliable lagged innovation investments. Other control variables are measures of knowledge externalities, information on the relationship between innovate firm and the market for financial market as well as various information on the industrial or national systems of innovation.
Future cross-country innovation analyses do not only require access to better data sets but also better possibilities to compare the nationally collected data over time and across countries without excluding information about individual firms. One method to solve the confidentiality problem is by releasing variance-covariance matrices for recoded data from the national surveys. A remaining problem is how to complete this decoded data with other firm-specific, industry-specific and country-specific information from register data sets.
An extension of the analysis by accounting for creative destruction as well as for externalities is desirable. The former would account for entry and exit of firms but the latter is more problematic. One method of testing for externalities to R&D and innovation is to compare results obtained from firm and industry levels data. If there are significant externalities to innovation activities within an industry, than the computed returns should be higher at the industry than at the firm level. 
