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Abstract 
Multi-agent systems in complex, real time domains require agents to act effectively both autonomously and as part of a team. The 
complexity of many tasks arising in these domains makes them difficult to solve with pre-programmed agent behaviors. The 
agents must instead discover a solution on their own, using learning. In this paper, we present MLIMAS a framework for 
Machine Learning in Interactive Multi-Agent Systems. The MLIMAS is proposed to provide answers to the issues arising from 
integrating machine learning algorithms in interactive multi-agent systems, focusing on three questions i) what are the learning 
targets for agents?, (ii) how can the machine learning system be integrated into the agent architecture?, and (iii) how can agents 
learn interactively?. MLIMAS addresses those three questions plus supporting multi-agent systems consisting of autonomous and 
adaptive agents acting in real-time and noisy environments. As a result of such required capabilities, MLIMAS allows dynamic 
and intelligent behavior of the agents to efficiently achieve their local and coalition goals such through modeling other agents 
actions, and interactively taking benefits of self and others preferences in learning and achieving the agents goals. We studied the 
proposed framework in the Taxi Domain compared with the traditional Q-Learning algorithm without interactive share of 
information. Our experiments showed 2 times improvement for the average award received per agents trail rather than the 
traditional Q-Learning approach. In addition, we have got %80 improvement for the same number of trials of the agents to reach 
the passengers. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of Universal Society for Applied Research. 
Keywords: Multi-Agent Systems; Agent Based Learning Framework; Interactive Multi-Agent Learning; Artificial Intelligence; Machine 
Learning; Knowledge Engineering;Taxi Domain 
1. Introduction 
A multi-agent system can be defined as a group of autonomous, interacting entities sharing a common 
environment, in which they perceive with sensors and upon which they act with actuators1. These systems are 
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finding applications in a wide variety of domains including robotic teams, distributed control, resource management, 
collaborative decision support systems, data mining, etc.2, 3. 
In a multi-agent system, agents are independent in that they have independent access to the environment. 
Therefore, each agent should incorporate a learning algorithm to learn and/or explore the environment. A 
reinforcement learning agent learns by trial-and error interaction with its dynamic environment2. At each time step, 
the agent perceives the state of the environment and takes an action, which causes the environment to transit into a 
new state. The agent then may receive a scalar reward signal that evaluates the quality of this transition. Then, the 
agents should have some sort of communication between them to behave as a group. In other words, they must 
organize themselves to act together. However, several new challenges arise for reinforcement learning in multi-agent 
systems. Foremost among these is the difficulty of defining a good learning goal for the multiple learning agents1. 
Furthermore, most of the times each learning agent must keep track of the other learning (and therefore, non-
stationary) agents. Only then will it be able to coordinate its behavior with theirs, such that a coherent joint behavior 
results1. 
At one level, agents and multi-agent systems can be viewed as yet another application domain for machine 
learning systems, admittedly with its own challenges. Research taking this view is mostly reduced to applying 
existing (single-agent) learning algorithms more or less directly to (single) agents in a multi-agent system setting. 
Consequently, multi-agent learning is only seen as an emergent property4. Even though this could be interesting 
from a multi-agent system point of view, it does not seem overly challenging for machine learning research. 
Nevertheless, this is the direction most learning research for multi-agent systems has been following. Alternatively, 
multi-agent systems pose the problem of distributed learning, i.e., many agents learning separately to acquire a joint 
hypothesis. Existing learning algorithms have been developed for single agents learning separate and independent 
hypotheses. Once the learning process is distributed amongst several learning agents, such learning algorithms 
require extensive modification, or completely new algorithms need to be developed. In distributed learning, agents 
need to cooperate and communicate in order to learn effectively, and these issues are being investigated extensively 
by multi-agent systems researchers, but to date they received only little attention in the areas of learning4. 
So far multi-agent systems with learning capabilities were applied in many domains: to train agents playing in 
RoboCup Challenge5, adapt user interfaces6, take part in agent-based computational economics simulations7, analyze 
distributed data8, and to discover intrusions9. However, all these applications don’t adopt the capability of interactive 
learning agents10. The idea behind the principal of interactive learning agents is that collective learning process can 
be enhanced by: (i) considering the successive environmental and social states to interactively define well adjusted 
learning sub-tasks, (ii) selecting agents to execute these sub-tasks and ways of sharing knowledge, and (iii) by using 
the means of social interaction provided by a multi-agent system to benefit distributed learning10. 
In this paper we present a framework for machine learning in interactive multi-agent systems. The remainder of 
this paper is organized as follows. Section two introduces the necessary background and related work. Section three 
discusses the proposed framework, while section four provides analysis of it. Section five provides implementation 
and experiments results of the proposed framework. Then Section six concludes the paper. 
2. Background 
The problem of learning in multi-agent systems may be considered as a union of research on multi-agent systems 
and on machine learning. Machine learning focuses mostly on research on isolated process performed by one 
intelligent module. The multi-agent approach concerns the systems composed of autonomous elements, called 
agents, whose actions lead to the realization of given goals. In this context, learning is based on the observation of 
the influences of activities, performed to achieve the goal by an agent itself or by other agents. Learning may 
proceed in a traditional - centralized (one learning agent) or decentralized manner. In the second case more than one 
agent is engaged in the learning process2. A good survey on machine learning in the context of multi-agent systems 
can be found in Stone and Veloso work3. 
Multi-agent systems allow the sub-problems of a constraint satisfaction problem to be subcontracted to different 
problem solving agents with their own interests and goals. Furthermore, domains with multiple agents of any type, 
including autonomous vehicles and even some human agents, are beginning to be studied. Following this metaphor, 
reinforcement learning has gained attention and extensive study in recent years as a learning method that does not 
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need a model of its environment and can be used online11. Reinforcement learning is well-suited for multi-agent 
systems, where agents know little about other agents, and the environment changes during learning12. The theory 
behind that is stochastic games (also called Markov games)13, which are the generalization of the Markov Decision 
Processes (MDP) to the case of two or more controllers14. Reinforcement learning allows generating a strategy for 
an agent in a situation, when the environment provides some feedback after the agent has acted. Feedback takes the 
form of a real number representing reward, which depends on the quality of the action executed by the agent in a 
given situation. The goal of the learning is to maximize estimated reward. Other techniques can be also applied. 
Learning process can be based on the symbolic knowledge representation (e.g. rules, decision trees), neural 
networks, models coming from game theory as well as optimization techniques (like the evolutionary approach, tabu 
search, etc.)15.  
This paper studies interactive multi-agent learning using sharing information which help to decide better and 
maximize the agents group (coalition) achievement of goals. Our work utilizes the implemented of Q-Learning 
(action value function)16 and maximize the average reward of joint agents action4 as the main approach to update the 
agent action-reward knowledge. We aim at establishing a general framework within which execution and symbolic 
learning can take place interactively among a number of agents autonomously and seamlessly. 
3. The MLIMAS Framework 
3.1. The Problem Statement 
In order to allow agents to act effectively together in dynamic and noisy environments, they need to learn and 
share the information with other agents. There is an opportunity to improve the agent actions’ selection by sharing 
information each other agent has before getting the actions to the environment. It is a form of distributed learning 
but other agents participate in the learning process of the agent. In such case, agents need to compromise among 
their knowledge, other agents’ knowledge and selecting actions to maximize the group utility.  
3.2. The Framework Notation 
For the description of the MLIMAS framework, the following notations are used throughout the rest of this 
paper. Our interest is in ࢔࢖࢒ࢇ࢟ࢋ࢘ cooperative repeated games. ࡭ ൌ ሼࢇ૚ǡ ǥ ǡ ࢇ࢓ሽሺ࢔ א ࡺሻ denotes the set of agents 
in a coalition ࡯. Each agent is assumed to have a set of preceptors (e.g., a camera, microphone, bid queue) with 
which it can perceive the world. ࡿ ൌ ሼ࢙૚ǡ ǥ ǡ ࢙࢓ሽሺ࢓ א ࡺሻ refers to an environmental state, and ࢙࢏ refers to the part 
of ࡿ that is known to the agent ࢇ࢏ א ࡭ሺ࢙࢏ א ࡿሻ; ࢙࢏ called ࢇ࢏’s knowledge about ࡿ. Agents repeatedly play a stage 
game in which they each select joint action to perform. ࡭ࢉ࢚࢏ ൌ ሼࢇࢉ࢚࢏૚ǡ ǥ ǡ ࢇࢉ࢚࢏࢒ሽሺ࢒ǡ ࢏ א ࡺǡ ૚ ൑ ࢏ ൑ ࢔ሻ denotes the 
set of all possible actions of the agent ࢇ࢏ . ࡭ࢉ࢚࢏ሾࡿሿ denotes the set of all actions that ࢇ࢏  could carry out in the 
environment state ࡿሺ࡭ࢉ࢚࢏ሾࡿሿ א ࡭ࢉ࢚࢏ሻ. Fig. 1 shows a simple diagram of the agent action and environment state loop. 
 
Fig. 1. The reinforcement learning model in multi-agent systems 
830   Khaled M. Khalil et al. /  Procedia Computer Science  65 ( 2015 )  827 – 835 
3.3. The Proposed Learning Framework 
We assume discrete time, indexed in the various functions by ࢚, where ࢚ is an integer greater than or equal to ૙. 
The assumption of discrete time is made and it means that, while the world might be continuous, the agents perceive 
and learn in separate discrete time steps. Formally, we say that agent’s behavior is represented by a decision 
function (also known as a “policy” in control theory and a “strategy” in game theory), given by ࢾ࢏࢚ ׷ ࢙࢏࢚ ՜ ࡭ࢉ࢚࢏ሾࡿሿ. 
This function maps each state ࢙࢏࢚ א ࡿ to the actions set ࡭ࢉ࢚࢏ሾࡿሿ א ࡭ࢉ࢚࢏ that agent ࢇ࢏ will take in that state, at time ࢚ 
and ࢅ࢏ is the observation space of the agent. This function can effectively describe any agent that chooses its action 
based on the state of the world and other agents. Notice that the decision function is indexed with the time ࢚. This 
allows us to represent agents that change their behavior. An agent’s ࢾ࢏࢚ሺ࢙࢏ሻcan change over time, so that ࢾ࢚࢚ା૚ ് ࢾ࢏࢚ 
and these changes in an agent’s decision function reflect its learned knowledge. 
ࢾ࢏࢚ is a distribution ࣊࢏ א ࢤሺ࡭ࢉ࢚࢏ሾࡿሿሻ where ࢤሺ࡭ࢉ࢚࢏ሾࡿሿሻ is the set of distributions over the probability of the agent 
ࢇ࢏ selecting the individual action ࢇࢉ࢚ from ࡭ࢉ࢚࢏ሾࡿሿ. Thus, a coalition ࡯ strategy profile is a collection ࢰࢉ ൌ ሼ࣊࢏ ׷
ࢇ࢏ א ࡭ሽ of strategies for each agent ࢇ࢏. In our framework, the chosen actions at any time constitute a joint action, 
with each action is associated a (possibly stochastic) reward ࡾ; the decision problem is cooperative since there is a 
single reward function ࡾ reflecting the utility assessment of all agents. The agents wish to choose actions that 
maximize reward. The sample ൏ ࢇࢉ࢚ǡ ࢘ ൐ is the “experience” obtained by the agent: action ࢇࢉ࢚ was performed 
resulting in reward ࢘. Assignment of credit or blame to each individual action is the credit assignment problem. The 
credit assignment problem is where an algorithm attempts to assign credit to agent’s contribution to the overall 
performance of the system. Fig. 2 shows the described evolution algorithm in the interactive multi-agent system in a 
dynamic environment. Where ࡶ is the algorithm of finding the optimal joint action for the current state observed, ࡸ 
is the algorithm of updating the ࡶalgorithm of selecting the optimal joint action – this represents learning about 
other agents actions, and ࡽ is the algorithm of learning to provide credit assignment to each agent individual action. 
We will go through ࡶ, ࡸ, and ࡽ in more details below. 
 
Algorithm 1: Multi-agent system evolution 
Ͳͳǣ࢚ ՚ ૙  
Ͳʹǣ࢒࢕࢕࢖  
Ͳ͵ǣ࢙࢏࢚ ՚ ࡿ ൈ ࢅ࢏ǡ׊ࢇ࢏ א ࡭ x Observe current state 
ͲͶǣ࡭ࢉ࢚࢏ሾࡿሿ ՚ ࢾ࢏࢚ሺ࢙࢏࢚ሻǡ׊ࢇ࢏ א ࡭ x Select agent action(s) if needed 
Ͳͷǣ࡭ࢉ࢚ሾࡿሿÅࡶሺ࡭ࢉ࢚࢏ሾࡿሿሻǡ׊ࢇ࢏ א ࡭ x Find optimal joint action 
Ͳ͸ǣࡿ ՚ ࡿ ൈ ࡭ࢉ࢚ሾࡿሿ x Environment evolves as a result of the joint action 
Ͳ͹ǣ࢚࢘ ՚ ࡾሺ࡭ࢉ࢚ሾࡿሿሻ x Reward received from the environment 
Ͳͺǣࢾ࢏࢚ା૚ ՚ ࡸሺࢾ࢏࢚ǡ ࡭ࢉ࢚ሾࡿሿǡ ࢚࢘ሻǡ ׊ࢇ࢏ א ࡭ x Learn joint actions’ selection  
Ͳͻǣ ࡽ࢏࢚ା૚ ՚ ࡽ࢏࢚ሺ࡭ࢉ࢚ሾࡿሿǡ ࢚࢘ሻǡ׊ࢇ࢏ א ࡭ x Learn individual actions’ reward 
ͳͲǣ࢚ ՚ ࢚ ൅ ૚  
ͳͳǣࢋ࢔ࢊ࢒࢕࢕࢖ 
Fig. 2. Evolution algorithm in interactive multi-agent systems 
Another agent’s strategy profile but ࢇ࢏  can be noted as ࢰࢉି࢏  and ࣊࢏  is the best response for agent ࢇ࢏  if the 
expected value of the strategy profile ࢰࢉି࢏ ׫ ሼ࣊࢏࢚ሽ is maximal for agent ࢇ࢏; that agent ࢇ࢏ could not do better using 
any other strategy (Nash Equilibrium14). If agents choose the joint actions randomly, or in some way reflecting 
personal biases, then they risk choosing a suboptimal, or uncoordinated joint action. In addition, if there are multiple 
optimal joint actions it is more difficult. This is the case of agents that are unaware of the rewards associated with 
various joint actions. In such a case, learning can be used by the agents to estimate, based on past experience, the 
expected reward associated with joint actions. 
In addition to selecting the best response for agent ࢇ࢏ , other agents can provide suggestion for the agent if 
multiple actions match the best response criteria. This is more profitable at the early steps of agents learning when 
exploration actions are preferred rather than explosion ones. In this, other agents but ࢇ࢏ works with ࢇ࢏ to select its 
next action in the joint action through bidding the available actions and agent ࢇ࢏ select the action with the highest 
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bid. Fig. 3 shows the proposed algorithm of function ࡶ for the addition of interactive joint action selection in 
interactive multi-agent systems. In such proposed scenario, we have three levels for agent actions selection, suitable 
actions preferred by the agent itself based on agent observation, bided actions by other agents (joint observation of 
the current state represented here), and best actions that maximize the expected value of the joint actions. First level 
is for selecting the suitable space of actions for the current environment state. The second level is for providing other 
agents preference on the suitable space of agent actions for the current environment state. The third level is for the 
joint action preference on all other agents expected reward. 
 
Algorithm 2: Interactive joint action selection 
Ͳͳǣࢌ࢛࢔ࢉ࢚࢏࢕࢔ࡶሺ࢏࢔࢖࢛࢚࡭ࢉ࢚࢏ሾࡿሿǡ ࢕࢛࢚࢖࢛࢚࡭ࢉ࢚ሾࡿሿሻ
Ͳʹǣࡱൣ࡭ࢉ࢚࢏ሾࡿሿ൧ ՚
࡮࢏ࢊ࢑ି࢏ሺ࡭ࢉ࢚࢏ሾࡿሿሻǡ׊ࢇ࢑ି࢏ א ࡭  
x Ask other agents for their bids about expected value of 
selected actions 
Ͳ͵ǣ࡭ࢉ࢚࢏ሾࡿሿ ՚ ࢓ࢇ࢞ሺࡱሾ࡭ࢉ࢚࢏ሾࡿሿሿǡ ࡭ࢉ࢚࢏ሾࡿሿሻ  x Select maximum expected value of actions suitable for 
the current state 
ͲͶǣ࡭ࢉ࢚ሾࡿሿÅ࢓ࢇ࢞ሺࢰࢉି࢏ሺ࡭ࢉ࢚࢏ሾࡿሿሻ ׫ ሼ࣊࢏࢚ሽሻ x Select the joint best response for agent ୧ that maximize 
ȫୡି୧ ׫ ሼɎ୧୲ሽ 
Ͳͷǣࢋ࢔ࢊࢌ࢛࢔ࢉ࢚࢏࢕࢔ 
Fig. 3. Interactive joint action selection algorithm in multi-agent systems 
The important part in this framework is the learning functions ࡸ and ࡽ, which updates the agent strategy ࢾ࢏࢚ based 
on the reward per action ൏ ܽܿݐǡ ݎ ൐ from the environment. Fig. 4 and 5 show the proposed algorithm for each 
function. The ࡸ function updates the expected value of each action as per each agent by subtracting less expected 
value and added environment reward – the same way of calculating the Q reward in Q-Learning4 in equation (1). 
Learning rate ࢻ is a constant that governs to what extent the new action reward replace the current value in the 
system. The smallest learning rate the smoother the learning process and the slower the convergence to the best 
response. The discount factor ࢽdetermine the importance of future rewards and it is range ሾ૙ǡ ૚ሻ. 
ܳ௧ାଵሾܽܿݐ௜ሿ ՚ ܳ௧ሾܽܿݐ௜ሿ ൅ ߙሺݎ௧ ൅ ߛሾ݉ܽݔቀܳ௧ሺܽܿݐ௜௧ାଵሻ െܳ௧ሺܽܿݐ௜ሻቁሿǡ׊ܽ௜ א ܣሺͳሻ
Algorithm 3: Learning from joint action selection 
Ͳͳǣࢌ࢛࢔ࢉ࢚࢏࢕࢔ࡸሺ࢏࢔࢖࢛࢚ࢾ࢏࢚ǡ ࢏࢔࢖࢛࢚࡭ࢉ࢚ሾࡿሿǡ ࢏࢔࢖࢛࢚࢚࢘ǡ ࢕࢛࢚࢖࢛࢚ࢾ࢏࢚ା૚ሻ 
Ͳʹǣࢌ࢕࢘ࢋࢇࢉࢎࢇࢉ࢚࢏࢔࡭ࢉ࢚ሾࡿሿ x Loop on actions in the joint action 
03:      ࢾ࢏࢚ା૚ሾࢇࢉ࢚࢏ሿ ՚ ࢾ࢏࢚ሾࢇࢉ࢚࢏ሿ ൅ ࢻሺ࢚࢘ െ ሾࢇࢉ࢚࢏ሿሻǡ 
׊ࢇ࢏ א ࡭   
x Update expected value of executed actions per each 
agent 
ͲͶǣࢋ࢔ࢊ࢒࢕࢕࢖  
Ͳͷǣࢋ࢔ࢊࢌ࢛࢔ࢉ࢚࢏࢕࢔ 
Fig. 4. Learning joint action selection algorithm in interactive Multi-Agent Systems 
Algorithm 4: Q-Function for updating the action reward 
Ͳͳǣࢌ࢛࢔ࢉ࢚࢏࢕࢔ࡽሺ࢏࢔࢖࢛࢚࡭ࢉ࢚ሾࡿሿǡ ࢏࢔࢖࢛࢚࢚࢘ሻ 
Ͳʹǣࢌ࢕࢘ࢋࢇࢉࢎࢇࢉ࢚࢏࢔࡭ࢉ࢚ሾࡿሿ   x Loop on actions in the joint action 
Ͳ͵ǣࡽ࢚ା૚ሾࢇࢉ࢚࢏ሿ
՚ ࡽ࢚ሾࢇࢉ࢚࢏ሿ 
൅ ࢻሺ࢚࢘Ȃ ࢓ࢇ࢞ሺࡽ࢚൫ࢇࢉ࢚࢏࢚ା૚൯
െࡽ࢚ሺࢇࢉ࢚࢏ሻሻǡ ׊ࢇ࢏ א ࡭ 
x Update Q-value of executed actions per each agent 
as per equation 1 
ͲͶǣࢋ࢔ࢊ࢒࢕࢕࢖  
Ͳͷǣࢋ࢔ࢊࢌ࢛࢔ࢉ࢚࢏࢕࢔ 
Fig. 5. Q-Function for updating the action reward in interactive multi-agent systems 
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4. Analysis of the proposed learning framework 
In this section, we provide answers to the three questions of (i) what are the learning targets for agents?, (ii) how 
can the machine learning system be integrated into the agent architecture?, and (iii) how can agents learn 
interactively?. Then we discuss characteristics of the proposed learning framework and prove the convergence of it 
under certain assumptions. 
What are the learning targets? 
The agent’s goal is adopted from the Q-learning approach as to maximize at each time step ࢚, the expected 
discounted return:  
ܴ௧ ൌ ܧσ ߛ௝ஶ௝ୀ଴ ݎ௧ା௝ାଵ             (2) 
where ࢽ א  ሾ૙ǡ ૚ሻ is the discount factor and the expectation is taken over the probabilistic state transitions. The 
quantity ୲ compactly represents the reward accumulated by the agent in the long run. The discount factor can be 
regarded as encoding increasing uncertainty about rewards that will be received in the future, or as a means to bound 
the sum which otherwise might grow infinitely. The task of the agent is therefore to maximize its long-term 
performance, while only receiving feedback about its immediate, one-step performance. One way it can achieve this 
is by computing an optimal action-value function. 
How can the machine learning system be integrated into the agent architecture? 
Following the Q-Learning approach, we injected the interaction process within the learning activity of each 
agent. At each time step and before agent takes the action, agent asks other agents for their knowledge about the 
current state and suitable action for such state. Then a maximized response is provided among all agents to provide 
the optimal joint action.  
The ԑ-greedy algorithm17 is adopted as an example of exploration-exploitation trade-off in the process of agents 
learning. It can do that e.g., by choosing at each step a random action with probability ᡅ א  ሺ૙ǡ ૚ሻ, and the greedy 
action with probability ሺ૚ െ ᡅሻ. 
How can agents learn interactively? 
Agents share the information about the current state and optimal action on the agent level. Then take 
inconsideration this information in the learning process which improves the performance of the agent actions by 
avoiding other agents’ pitfalls. 
Characteristics of the proposed learning framework 
As inherited from the Q-Learning approach, the proposed framework shows the following characteristics: 
x Safety: The learning rule must guarantee at least the payoff of the game. 
x Consistency18: The learning rule must guarantee that it does at least as well as the best response (in the stage 
game) to the empirical distribution of play when playing against an opponent whose play is governed by 
independent draws from any fixed distribution. 
x Rationality18: If the other players’ policies converge to stationary policies then the learning algorithm will 
converge to a stationary policy that is a best-response (in the stage game) to the other players’ policies. 
x Stability17: learning converges to a stationary policy using equilibrium learning as optimal solution to the 
current environment state. 
Convergence of the proposed learning framework 
The sequence ୲ provably converges to כ under the following assumptions17: 
x Explicit, distinct values of the Q-function are stored and updated for each state-action pair. 
x The time series of learning rates used for each state-action pair sums to infinity, whereas the sum of its 
squares is finite. 
x The agent keeps trying all actions in all states with nonzero probability. 
We want to point out the convergence result does not depend on the sequence of actions taken by either agent. 
The convergence result only requires that every action has been tried and every state has been visited. It does not 
require that agents agree on the Nash equilibrium of each game during the learning. In fact, each agent can learn its 
optimal Q-value without any behavior assumption of other agents, as long as the agent can observe other agent's 
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immediate rewards. Second, the convergence depends on certain restrictions on the games during learning. This is 
required because Nash equilibrium operator is usually not a contraction operator. However, we can probably relax 
the restriction by proving that a Nash equilibrium operator is a non-expansion operator. Then by the theorem in 
Szepesvari and Littman19, the convergence is guaranteed. 
5. Implementation and Experiments 
We have extended the Taxi problem domain20 (shown in Fig. 6) as a case study to prove the improvement of the 
interactive learning process in multi-agent systems solution proposed for such problems. The Taxi system problem 
is to attempts to increase passengers’ satisfaction locally, by sequentially dispatching nearby taxis to service 
passengers. The taxi problem is episodic. In each episode, the taxi starts in a randomly-chosen square. There are 
passengers at different locations (chosen randomly). The taxi must go to the passenger's location and pick up the 
passenger. The episode ends when the passenger is picked up. 
We used the Netlogo21 simulation tool to implement the problem domain with four passengers, four taxes, and 
૚૙ blocks distributed randomly. The grid (environment) is of size ૚૞ ൈ ૚૞ which means unique ૛૞૞ squares for 
each agent. They are ૝ primitive actions for each agent: moving up, down, right, and left except when the board 
square contains a block or another taxi then that move to the square is not possible. There is a reward of െ૚૙૙ for 
each hit of a block square or other taxes and an additional reward of ൅૛૞૙ for successfully reaching a passenger. 
There is a random variable for the ԑ-greedy exploration-exploitation tradeoff. The value of the variable ᡅ is initiated 
to ͳ per taxi agent and reduced by a discount - proportional to the number of exploration actions taken by the agent 
૚ െሺࢋ࢞࢖࢒࢕࢘ࢇ࢚࢏࢕࢔ࢇࢉ࢚࢏࢕࢔࢙ࢉ࢕࢛࢔࢚࢚ࢇ࢑ࢋ࢔Ȁሺ࢔࢛࢓࢈ࢋ࢘࢕ࢌ࢙࢚ࢇ࢚ࢋ࢙ כ ૛ሻሻ  - each time the taxi agent reaches a 
passenger. Where the learning rate ן is ૙Ǥ ૢ and the learning discount factor ࢽis ૙Ǥ ૢ૞. 
We seek a policy that maximizes the total reward per episode. There are ૛૞૞૝ possible states for this 
environment: ૝  agents and ૛૞૞  squares. Fig. 7 and 8 show average rewards and number of actions per trial 
respectively for a traditional multi-agent learning framework and the proposed interactive multi-agent learning 
framework. We have got ૛ times improvement for the first ૞૙૙ trials (success to reach a passenger) of the average 
award received per agents trail rather than the traditional approach. In addition, we have got Ψૡ૙ improvement for 
the same number of trials of the agents to reach the passengers. This indicates how learning based on interactive 
approach contributes to multi-agent system overall performance as a result of sharing information and involving 
other agents in the learning process of each agent. 
 
Fig. 6. Taxi Domain extended with multiple agents in Netlogo 
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Fig. 7. Average reward per trial in both traditional and interactive learning 
 
Fig. 8. Number of actions per trial in both multiplied and interactive learning 
6. Conclusion and Future Work 
Although the agents in a multi-agent system can be programmed with behaviors designed in advance, it is often 
necessary that they learn new behaviours online, such that the performance of the agent or of the whole multi-agent 
system gradually improves. This is usually because the complexity of the environment makes the a priori design of a 
good agent behaviour difficult or even impossible. Moreover, in an environment that changes over time, a hardwired 
behaviour may become inappropriate. 
Overall, collaboration between multi-agent systems and machine learning researchers would be highly beneficial 
for both research areas, and certainly both communities can learn from each other. Fortunately, this seems to be a 
view that is gaining popularity, judging by the growing interest of agent researchers in machine learning and vice 
versa. 
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In this paper, we have proposed a framework for machine learning in interactive multi-agent systems. We 
discussed its algorithms and described the characteristics of it. Using an interactive learning approach, we showed 
how the learning performance is increased by sharing information within the learning process among agents in the 
coalition. Furthermore this approach can be extended with different reinforcement learning algorithms and different 
types of information involvement in the learning tasks. 
Soon we will test our approach in a more dynamic domain like the big data domain with different reinforcement 
learning algorithms. We suppose that this framework will provide more enhancement to the distributed data 
analytics using multi-agent systems and then we can compare different algorithms based on their performance and 
costs. 
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