Abstract. The many variants of the restricted isometry property (RIP) have proven to be crucial theoretical tools in the fields of compressed sensing and matrix completion. The study of extending compressed sensing to accommodate phaseless measurements naturally motivates a strong notion of restricted isometry property (SRIP), which we develop in this paper. We show that if A ∈ R m×n satisfies SRIP and phaseless measurements |Ax0| = b are observed about a k-sparse signal x0 ∈ R n , then minimizing the ℓ1 norm subject to |Ax| = b recovers x0 up to multiplication by a global sign. Moreover, we establish that the SRIP holds for the random Gaussian matrices typically used for standard compressed sensing, implying that phaseless compressed sensing is possible from O(k log(n/k)) measurements with these matrices via ℓ1 minimization over |Ax| = b. Our analysis also yields an erasure robust version of the Johnson-Lindenstrauss Lemma.
Introduction
The restricted isometry property (RIP), first introduced by Candès and Tao [4] , is one of the most commonly used tools in the study of sparse/low rank signal recovery problem. The RIP also has some connections to the Johnson-Lindenstrauss lemma and its study has lead to new results about the lemma [17, 29] . The aim of this paper is to present a strong restricted isometry property which naturally occurs when considering phaseless compressed sensing.
Given a vector x 0 ∈ R n and a collection of phaseless measurements b j = | a j , x 0 |, j = 1, 2, . . . , m where a j ∈ R n , phase retrieval consists of recovering x 0 up to a global sign, which has attracted much attention in recent years (cf. [1, 2, 8, 9] ). It has been established that the PhaseLift algorithm allows for stable and efficient phase retrieval of an arbitrary signal x 0 ∈ C n from O(n) measurements via semi-definite programming [8] .
In practice, signals of interest are often sparse in some basis and in particular this occurs in some regimes of X-ray crystallography. It is natural to exploit this sparsity structure to minimize the number of measurements needed for recovery since measurement acquisition is expensive and can destroy the sample at hand. We define phaseless compressed sensing (PCS) as the problem of recovering a sparse signal from few such phaseless measurements. It was shown in [18] that a ksparse signal x 0 can be recovered from O(k 2 log n) phaseless measurements via convex programming. Surprisingly, and in contrast to the case of compressed sensing from linear measurements, it was also established in [18] that the natural information theoretic lower-bound of O(k log n) measurements cannot be achieved using a naive semi-definite programming relaxation. Meanwhile, phaseless measurements are generically injective modulo phase over k-sparse signals as soon as the over-sampling factor is 2 [18, 27] . Thus, the combinatorially hard problem of finding
. . , m} yields x 0 modulo phase for m ≥ 2k − 1 and a j generic (see [27] ). Moreover, O(k log(n/k)) random Gaussian phaseless measurements separate signals well [20] . While minimizing sparsity in the O(k log(n/k)) measurement regime is not clearly amenable to efficient algorithmic recovery, numerical experiments show that using a convex relaxation of the ℓ 0 "norm" is often exact [19, 23, 24] .
We study here such a relaxation:
In this paper, we focus on the case where x 0 ∈ R n is a k-sparse real signal and A = [a 1 , . . . , a m ] ⊤ ∈ R m×n . Particularly, we show that (1.1) is equivalent to (1.2) provided that the matrix A satisfies the strong restricted isometry property. We furthermore show that a random m × n Gaussian matrix with m = O(k log(n/k)) satisfies the strong restricted isometry property of order k with high probability. And hence, the ℓ 1 relaxation is exact with high probability with O(k log(n/k)) Gaussian measurements, just as in traditional compressed sensing. While the constraint set of our relaxation is non-convex, this formulation is more amenable to algorithmic recovery, and has been studied in [19, 23, 24] with demonstrated empirical success of the proposed projection algorithms.
The paper is organized as follows. In Section 2, we introduce the definition of strong restricted isometry property (SRIP) and show that if a matrix A satisfies SRIP, then (1.1) is equivalent to (1.2). Then, we show that m × n random Gaussian matrices typically used for linear compressed sensing, also satisfy the SRIP with high probability, which establishes the exactness of the ℓ 1 relaxation for m = O(k log n/k) phaseless measurements. Section 3 provides some technical necessities. We present a strong version of the concentration of measure inequality in Section 4 which plays an important role in proving the main results of Section 2. Using this inequality, we derive a strong J-L lemma which states that we get a dimensionality reduction of a set of points in Euclidean space with some distance distortion such that erasing a positive fraction of the coordinates of the reduction maintains to a certain degree the approximate distance preserving J-L property. This can be interpreted as an erasure robust version of the J-L Lemma. We present the proofs of the main results in Section 5 and finally give some future research directions in Section 6.
Main results
We say that a matrix A = [a 1 , . . . , a m ] ⊤ ∈ R m×n satisfies the Restricted Isometry Property (RIP) of order k and constant δ k ∈ [0, 1) if
holds for all k-sparse signals x ∈ R n (see [4] ). Matrices which satisfy the RIP property play an important role in analyzing the performance of ℓ 1 minimization. Particularly, in [6, 7] , it is shown that, with certain RIP constants δ k , for any k-sparse vector
For convenience, let [m] := {1, . . . , m}. Now we introduce the definition of SRIP:
Definition 2.1. We say the matrix A ∈ R m×n satisfies the Strong Restricted Isometry Property (SRIP) of order k and levels θ − , θ + ∈ (0, 2) if
holds for all k-sparse signals x ∈ R n . Here A I := [a j : j ∈ I] ⊤ denotes the sub-matrix of A where only rows with indices in I are kept.
It is well-known that an m × n Gaussian matrix with m = O(k log(n/k)) satisfies the RIP property of order k with high probability. We establish below that the SRIP also holds for random Gaussian matrices of the same size with high probability, for constants θ − , θ + which are necessarily bounded below by some non-zero universal constant. We have the following result: Theorem 2.1. Suppose that t > 1 and that A ∈ R m×n is a random Gaussian matrix with m = O(tk log(n/k)). Then there exist constants θ − , θ + with 0 < θ − < θ + < 2, independent of t, such that A satisfies SRIP of order t · k and levels θ − , θ + with probability 1 − exp(−cm/2), where c > 0 is an absolute constant .
The proof of Theorem 2.1 is inspired by the method introduced in [29] , which combines a strong concentration of measure inequality and a simple covering argument. The next theorem shows that one can use ℓ 1 minimization to recover sparse signals from the phaseless measurements provided A satisfies SRIP.
Theorem 2.2.
Assume that A ∈ R m×n satisfies the Strong RIP of order t · k and levels θ − , θ + with t ≥ max{
Remark 2.3. Theorem 2.1 shows that Gaussian random matrixes satisfy SRIP with high probability. Another popular measurement ensemble in compressed sensing is the Bernoulli ensemble, which is defined as
For any matrix A in this ensemble, we set 
Preliminaries
Restricted isometry property condition. As mentioned before, when the matrix A satisfies a certain RIP condition, one can use ℓ 1 minimization to recover k-sparse signals [6, 7] . The result in [10] improves the sufficient RIP condition for relaxation exactness and shows that for any k-sparse vector x 0 ∈ R n argmin
provided A satisfies the RIP of order t · k and δ t·k < 1 − 1 t where t > 4/3. The concentration of measure inequalities. Suppose that A ∈ R m×n is a Gaussian matrix whose entries a jk are independent realizations of Gaussian random variables a jk ∼ N (0, 1/m). Suppose thatx ∈ R n is a fixed vector. Then for all ǫ ∈ (0, 1) we have
The authors of [29] used (3.5) to present a simple proof that the random matrices at hand satisfy RIP. This inequality (3.5) also follows by the concentration of measure of Gaussian space:
Then for X 1 , . . . X m iid standard normal random variables we have
where t ≥ 0.
The expectation of the kth smallest random variable. Follow the definition in [26] , we say that a random variable ξ satisfies the (α, β)-condition if P(|ξ| ≤ t) ≤ αt for every t ≥ 0 and P(|ξ| > t) ≤ exp(−βt) for every t ≥ 0, where α > 0, β > 0 are parameters. Then the following theorem presents a lower bound for the expectation of the kth smallest order statistic of m such independent random variables. Johnson-Lindenstrauss Lemma. The J-L lemma, which has proven to be a useful tool in dimensionality reduction, follows easily from (3.5) : 
for all u, v ∈ Q.
The strong concentration of measure inequality and Johnson-Lindenstrauss Lemma
In this section, we extend the concentration inequality (3.5) to a stronger version which plays an important role in our proof of the main results.
We first introduce some notation. For some x ∈ R m , set |x| := (|x 1 |, . . . , |x m |) and 
for any x, y ∈ R m .
Proof. Consider
Here, in the third inequality, we use the rearrangement inequality. Then we have 
where
. Then for any m ≥ 1, we have
Proof. We first consider the case where m ≤ 8. Then Theorem 3.2 implies that
We next only consider the case where m > 8. By applying Theorem 3.2 to standard Gaussian rvs, for which α = 2/π, we obtain that
We take k = ⌊m/4⌋ and obtain that
Combining (4.6) and (4.7), we obtain that
Combining the results above, we arrive at
Lemma 4.3. Under the conditions of Lemma 4.2 we have
Proof. Combining Lemma 4.1 and Theorem 3.1, we obtain that
where τ ≥ 0. Taking τ := √ mt, we arrive at
which implies the conclusion.
We next state the strong concentration of measure inequalities:
Lemma 4.4. Suppose that A ∈ R m×n is a Gaussian matrix whose entries a jk are independent realizations of Gaussian random variables a jk ∼ N (0, 1/m). Suppose thatx ∈ R n is a fixed vector. Then there exist absolute constants 0 < c − ≤ c + < 2 so that
holds with probability 1 − 2e −cm where c > 0 is an absolute constant.
Proof. Without loss of generality, we assume that And hence, the upper bound follows from the proof of the classical concentration of measure inequalities (3.5).
Combining Lemma 4.4 and a standard probability argument of J-L lemma, we can obtain the erasure-robust version of the J-L Lemma, which can be interpreted as a J-L map that has robustness to corrupted measurements. holds for all tk-sparse x ∈ R n with probability 1 − exp(−cm) provided m = O(tk log(n/k)). We next consider the lower bound. Without loss of generality, we assume that x 2 = 1. So, to this end, we need to prove that there exists θ − ∈ (0, 1) so that
holds for all x ∈ R n satisfying x 2 = 1 and |supp(x)| ≤ tk. We first consider a fixed support Ω ⊂ [m] with |Ω| = tk. Suppose that N ǫ is an ǫ-net of {x ∈ R n : x 2 = 1, supp(x) ⊂ Ω}.
Note that |N ǫ | ≤ (12/ǫ) tk . Then, according to Lemma 4.4, there exists c − > 0 such that
holds for all x ∈ N ǫ with probability at least 1 − exp(tk log(12/ǫ) − cm). Take an arbitrary x ∈ R n satisfying x 2 = 1, supp(x) ⊂ Ω. There is some y x ∈ N ǫ such that x − y x ≤ ǫ. Note that
We can take ǫ small enough so that
holds for all x with supp(x) ⊂ Ω with probability at least 1 − exp(tk log(12/ǫ) − cm). 
holds for all tk-sparse x ∈ R n with probability at least 1 − exp(tk(log(en/tk) + log(12/ǫ)) − cm).
Thus the desired SRIP property holds for all tk-sparse vectors with probability at least 1 − exp(−cm/2) provided m ≥ 2 c tk (log(en/tk) + log(12/ǫ)) .
Proof of Theorem 2.2. Fix a
As before we consider the following minimization problem:
The solution to (5.8), if it exists, is denoted as x ǫ . We claim that for any ǫ ∈ {1, −1} m we must have x ǫ 1 ≥ x 0 1 if x ǫ exists (it may not exist), and the equality holds if and only if x ǫ = ±x 0 .
Assume the claim is false. Then either x ǫ 1 < x 0 1 or x ǫ 1 = x 0 1 but x ǫ = ±x 0 . Observe that |Ax ǫ | = |Ax 0 |. So a j , x ǫ = ± a j , x 0 for all j. Let Note that x ǫ ∈ {x : A I x = A I x 0 } and hence x 0 1 ≤ x ǫ 1 . Based on the assumption of either x ǫ 1 < x 0 1 or x ǫ 1 = x 0 1 , we obtain x ǫ 1 = x 0 1 , which implies that x ǫ = x 0 , which is a contradiction. In the case |I c | ≥ m/2, similar argument yields x ǫ = −x 0 , also a contradiction. We have now proved the theorem.
Discussion and future directions
We introduce a strong notion of restricted isometry and show that it naturally allows to extend compressed sensing to phaseless measurements. That is, in contrast to minimizing the ℓ 1 norm over Ax = Ax 0 to recover x 0 whenever A satisfies RIP, we show that minimizing ℓ 1 over the larger set |Ax| = |Ax 0 | recovers x 0 up to global sign when A satisfies SRIP. We show that a random m × n Gaussian matrix satisfies SRIP for m = O(k log(n/k)) and thus phaseless compressed sensing is possible in a mathematical sense with O(k log(n/k)) measurements. The analysis in the paper also yields an erasure robust Johnson-Lindenstrauss Lemma. All the results above are over R. The extension of these results to hold over C cannot follow the same line of reasoning and is the subject of future work. Finally, we pose as an open problem to find an algorithm which provably recovers with high probability a k-sparse vector in C n from O(k log(n/k)) from phaseless Gaussian measurements.
