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Abstract 
The rise of online feminist activism has been a catalyst for driving attention globally to issues 
concerning women and their everyday experiences of violence and harassment, both online 
and offline. The Internet, and in particular social media platforms, have also been places of 
political struggle and protest for many women who otherwise would have been unable to 
speak out about public and political issues. At the same time, women who participate in these 
online fora face various forms of violence—predominantly text-based—including online 
misogyny. Such acts severely affect women’s rights to equal participation in the public sphere, 
taken here to include the online public sphere, on an equal basis with men. Drawing on 
examples of online violence against women in politics (OVAWP), this paper examines the 
phenomena of online violence against women (OVAW) and online misogyny. It argues that 
both forms of abuse of women create significant obstacles to women’s equal participation in 
public and political life, while also affecting women’s rights to freely express their views. Finally, 
this paper considers the implications of online misogyny and OVAW generally for digital 
feminism.  
Introduction: The Internet – A Wealth of Riches? 
The Internet, and digital media generally, offer enormous potential as spaces for engagement, 
activism, and contentious debates. The ideal of an all-inclusive, participatory space that is 
genuinely open to all poses a challenge for global feminism. Online spaces and platforms are 
notoriously hostile places for women who dare to share opinions or speak out against the 
crowd. Spaces such as Twitter or Facebook, which are ideally suited to advocacy, campaigning, 
and political speech, are increasingly spaces where women are shut down and excluded from 
public participation. Recent studies have shown that significant percentages of women and 
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girls have faced abuse online, especially on social media, with the vast majority of such abuse 
motivated by sex and gender discrimination.1  
 
Sadly, existing socio-legal structures and systems are failing to deal with this phenomenon and 
are instead perpetuating the harassment and discrimination that occurs online. Rather than 
providing a platform to facilitate campaigning for equality, anti-discrimination, and gender 
parity objectives, the Internet is evolving rapidly into a space which is increasingly hostile, 
particularly for vocal women advocates. The backlash that such women receive for speaking 
out—particularly about issues relating to gender equality—is not only damaging, but also 
severely undermines the idea of equality of participation in public life. Taking online violence 
against women in politics (OVAWP) as an example, this paper offers a fresh perspective on the 
dangerous, unchecked, and discriminatory phenomenon of online misogyny, advocating for 
greater anti-discrimination attention at national and international levels to safeguard the rise 
of global and digital feminism.  
 
This article enriches existing scholarship relating to the abuse of women online and the damage 
that failure to tackle this problem has done to digital feminism.a In particular, it brings together 
perspectives from law, politics, and gender studies, using contemporary examples to offer a 
critique of this pressing issue. The discussion here not only outlines the failures of existing 
structures, but advocates for rapid responses and calls on platforms as well as regulators to 
effectively address gender-based abuse online.  
 
Our research critically analyzes women’s rights to freely express their views online, drawing on 
high-profile examples from the United Kingdom and further afield. These are particularly 
significant given limited empirical data dealing with online violence against women, especially 
in a global context.b 
 
a While other authors have considered issues of online misogyny (Jane, Misogyny Online: A Short (and Brutish) 
Story, 2017) and online abuse of feminists (Lewis et al., 2017), this literature does not consider these issues as 
interlinked, but instead each focuses on isolated aspects of online abuse. Furthermore, Citron (Hate Crimes in 
Cyberspace, 2014) explores hate crimes in cyberspace, albeit without considering a gender perspective on this 
phenomenon. See also Ruth Lewis, Michael, Rowe and Clare Wiper, ‘Online Abuse of Feminists as An Emerging 
Form of Violence Against Women and Girls,” The British Journal of Criminology 57 no. 6, 1462–1481. 
b Throughout this article, various terms associated with issues of law, violence, hate, and misogyny are used. In 
order to provide readers with clarity on how these terms are applied here, the key terms, as understood by the 
authors for the purposes of this book, are listed and defined here: 1) Gender-based hate: prejudice or bias that is 
 Digital Feminism and Activism: A Force for “Good”?  
 
The Internet offers enormous potential for “good.” Interactive online platforms allow for the 
rapid creation of networks and contacts, and enable meetings, communication, and 
engagement in ways that can benefit society. One of the most notable examples is that of 
digital political activism, a phenomenon most visibly illustrated by the Arab Spring and the role 
social media and online communications played in it, particularly for women. The potential for 
“good” on the Internet can be powerfully demonstrated through the role of social media 
platforms, which are spaces designed to actively encourage participation and the sharing of 
both information and content. Such interactive, user-led platforms should actively uphold the 
notion that the Internet is an open, all-inclusive and participatory space. However, recent 
trends in online abuse and social media misuse suggest that these ideals been overshadowed 
by the realities of online interaction.2  
 
Increasingly, safe online participation is being threatened through manifestations of online 
violence, especially online violence against women. Such behaviors reflect the normalization 
of inequality offline and are online reflections of offline patriarchal tendencies. This directly 
undermines the ideals of the Internet, which instead of acting as a foundation for challenging 
everyday normalization of abuse and inequality, is being used as a tool for reinforcing 
inequality, and silencing women online.3 This has become particularly evident through the 
phenomenon of online violence against women in politics (OVAWP). 
 
A number of high-profile incidents demonstrate the pernicious nature of the backlash against 
women who speak out online or offer any opinion—controversial or otherwise—through social 
media. For instance, the United Kingdom’s first black Member of Parliament, Diane Abbott, 
 
directed against a woman because she is a woman or that affects women disproportionately; 2) Misogyny: the 
manifestation of hostility towards women because they are women. For online misogyny, the manifestation of 
hostility communicated through online platforms, particularly social media and other participatory environments; 
3) Online violence against women (OVAW) takes various forms of abuse and includes, but is not limited to, online 
misogyny, text-based abuse (e.g. on social media platforms such as Twitter or Facebook), upskirting, image-based 
sexual abuse (also referred to as “revenge pornography”), rape pornography, doxing, cyberstalking, and cyber-
harassment. See further: Barker and Jurasz, Online Misogyny as a Hate Crime: A Challenge for Legal Regulation? 
(Routledge, 2019), xiii. 
was targeted with more than 8,000 abusive tweets and messages sent directly to her Twitter 
account in the first six months of 2017.4 This is not an isolated incident, with other high-profile 
political women becoming the targets of similar abusive and threatening messages, including 
the Mayor of Victoria, Lisa Helps, the Indian External Affairs Minister, Sushma Swaraj, and 
Scottish MP Joanna Cherry, QC.5 More broadly, OVAW is also affecting women who are not 
involved in politics. The rise of harmful speech, online violence against women, and gender-
based online abuse as a phenomenon has been rapid, with 46 percent of women worldwide 
receiving sexist or misogynist comments as a form of online abuse.6 As such, as feminist 
movements and political power harness the power of the Internet, they receive significant 
backlash, jeopardizing their ability to participate fully and equally online.7 In many respects, 
digital feminism is an example of the “good” Internet at work, allowing individuals with shared 
beliefs to connect remotely. 8  The facilitation of democratization that the Internet and 
interactive platforms offers should be the manifestation of equal participation online, which is 
essential to ensure that women’s voices are heard at every level. The potential of the Internet 
to encourage participation is enormous, especially for global feminism and feminist activism. 
It should be a space in which participation is equal, and in which all opinions can be voiced.  
 
In an increasingly digital global society where gender stereotypes are once more powerful 
signals and political rallying cries, it is becoming more difficult to battle everyday misogyny, 
especially when the Internet gives such attitudes and behaviors a voice that is too frequently 
accepted without challenge.c If the Internet is at its strongest when there is an open, respectful 
exchange of ideas and debate, social media often acts as an echo chamber for those with anti-
feminist agendas and opinions. More concerning—especially for freedom of expression—is 
how the echo chamber effect often breeds and encourages ideas that are acceptable only to 
those who “shout the loudest.” This means that other opinions, including dissenting ones, are 
shut down and pushed out of the online space. 9  This is partially attributable to various 
 
c Something particularly apparent through the failure of platforms to takedown illegal or harmful content, 
irrespective of the reporting mechanisms currently in operation—a point evidenced recently in respect of the 
failures to takedown footage of terror attacks in New Zealand. Paresh Dave and Munsif Vengattil, “New Zealand 
massacre shows how online users find ways to share violent videos,” Reuters, 15 March 2019, 
https://in.reuters.com/article/us-newzealand-shootout-social-media/new-zealand-massacre-shows-how-online-
users-find-ways-to-share-violent-videos-idINKCN1QW1GL; Peter Walker, “Ukip MEP candidate blamed feminists 
for rise in misogyny,” The Guardian, 22 April 2019, https://www.theguardian.com/politics/2019/apr/22/ukip-
mep-candidate-carl-benjamin-blamed-feminists-for-rise-in-male-violence?CMP=Share_iOSApp_Other. 
ascendant right-wing political factions, but also to those already in positions of political power. 
The right-wing elements in Brazil10 and the United States,11 to name but two examples, exhibit 
incendiary12 and patriarchal tendencies that augment the rhetoric of gendered stereotypes, 
which is amplified when these factions merge with the ideologies of right-wing populist parties, 
and use social media platforms to spread their message.13  
 
This phenomenon occurred not only in the United Kingdom General Election in 2017, but also 
in the Indian election campaigns of 2019, which was a model case for how quickly social media 
can shift from being a tool to being a weapon used to actively incite violence.14 The prevalence 
and nature of the right-wing rhetoric increasingly regarded as populist is broadly damaging to 
the participatory rights of minorities and women.15 In parts of Europe, anti-equality ideologies 
are gaining traction in mainstream politics and having a real impact on government policy. 
These ideologies are now setting agendas that are starkly anti-feminist, anti-gender, and pro-
misogyny—a point made abundantly clear with Hungary’s recently announced income tax 
breaks for women who have four or more children.16  
 
As right-wing actors rise in prominence, the dark financing of divisive politics is increasing. In 
some case, unregulated, “dark” money is dictating elected politicians, which can lead to the 
exclusion of the voices of women politicians.17 This occurred in the UK in the context of the 
Brexit debate, when three Conservative women MPs departed from the ruling party.d These 
changes can lead to derogatory and anti-equality policies, which encourage those who already 
go after women online. A “politics of fear” strategy further contributes to this, sending higher 
volumes of abusive messages across a wider spectrum.18 Rather than supporting the removal 
of barriers to participation, such politics reinforce gender stereotypes and the idea that 
violence against women, including online violence, is acceptable. It is already incredibly difficult 
to challenge rote sexism, and this is compounded when such sexism is advanced by powerful 
public figures such as Presidents Donald Trump and Jair Bolsonaro.19  
 
 
d See, for example: Peter Geoghegan and Jenna Corderoy, “Revealed: How dark money is winning the ‘Brexit 
influencing game,’” openDemocracy, 21 February 2019, 
https://www.opendemocracy.net/en/opendemocracyuk/revealed-how-dark-money-is-winning-brexit-
influencing-ga/.  
All of these examples are damaging to gender equality and participation, both online and 
offline. 20  They are also, without question, direct challenges to contemporary and digital 
feminism. New spaces have presented new challenges to equality, women’s rights, and 
feminism, as it has previously, must now evolve to take on this new, global feminist challenge.  
 
Coslett and Baxter in 2013 identified that violence against women and the media are just two 
of the challenges facing modern feminism.21 It remains striking that in the digital age, the 
media remains a barrier to the advancement of the feminist agenda, and to equality of 
participation. How can gender equality be achieved if those who have the power and ability to 
change the laws do not change their behavior? The widespread entrenchment of anti-feminist 
agendas by lawmakers is abundant. For example, in the UK Houses of Parliament, legislation 
making upskirting a criminal offence, and further draft legislation outlawing female genital 
mutilation, was deliberately blocked by a member of the ruling party on the basis that, in his 
opinion, it was unnecessary.22 Further examples include implications of the global gag rule for 
women and the slow progress made in some countries to address digital forms of violence 
against women, such as in the US where not all states have enacted legislation criminalizing 
image-based sexual abuse.23 This type of behavior is a demonstration of the challenge that 
feminism, especially digital feminism, currently faces.24  
 
It is not just the actions of one member of parliament that form barriers to equality; the 
challenge becomes much greater if multiple members of parliament or any governing body are 
staunchly opposed to an advancement in equality. In an age where it should be easier than 
ever to participate fully in a democratic society through digital means, such participation is 
fraught with dangers not only of online backlash, but of offline violence. As illustrated by the 
horrific murder of MP Jo Cox during the Brexit campaign in 2016, online threats of physical 
harm and intimidation are not to be taken lightly, especially when the ultimate aim is the 
suppression of the opinion of the intended victim—a point commented on by Justice Wilkie in 
his sentencing remarks.25 This link is slowly being recognized by law enforcement bodies. In 
response, police advised Natalie McGarry, MP, to increase security at her office after receiving 
online death threats.26 Despite this recognition, there is still limited understanding of the 
prevalence of gender-based abuse online and the transfer of online threats to offline harm in 
form of murder, assault, rape, etc. In short, physical threats distributed online threaten 
women’s participation in the online world.  
 
It is encouraging that the issue of violence against women online is receiving attention and 
scrutiny from the United Nations, especially given the comments made by the Secretary-
General that the backlash in the forms of online hate speech and harassment faced by women 
are, “vicious campaigns of the worst kind.”27 As encouraging as such sentiments are, they do 
not translate into action, and along with the efforts of third-sector organizations, tend to gain 
prominence at only selected points in the year. The backlash against women, however, is all-
encompassing and not limited to specific cyclical calendar dates; it challenges participation on 
a 24/7 basis.  
 
Online Misogyny in Politics and the Politics of Online Misogyny: The Price of Participation 
 
Manifestations of (online) misogyny in politics have been two-fold: first, taking the form of 
gender-based, online abuse (typically using social media platforms) against female politicians 
and, second, reflected in the misogynistic and anti-equality language, behaviors, policies and 
practices pervasive across the world. Although these two manifestations take different forms 
and are directed against different recipients, they are nonetheless united by common goals. 
They are aimed at silencing women’s public and political voices, driving women away from 
public and political spaces, and undermining any efforts directed at achieving gender equality 
in the public sphere. The damaging effects of violence against women in politics (VAWP) were 
neatly summarized in 2018 by the UN Special Rapporteur on Violence Against Women: 
 
“The aim of violence against women in politics is to preserve traditional gender 
roles and stereotypes and maintain structural and gender-based inequalities. It 
can take many forms, from misogynistic and sexist verbal attacks to the most 
commonplace acts of harassment and sexual harassment, much of it 
increasingly online, or even femicide.”28 
 
Although VAWP is an issue that has been highlighted and critiqued previously, its online 
manifestations have become prevalent only recently, on the back of much broader global 
efforts to tackle OVAW and the rise in prominence of online feminist movements such as 
#MeToo and #TimesUp.29 As a consequence, OVAWP is increasingly reported, documented, 
and critiqued, at the UN and across the world. For instance, a 2017 study carried out by 
Amnesty International revealed the pervasive nature of OVAWP in the period leading up to the 
2017 General Election in the United Kingdom.30 The results showed the large volume of online 
abuse received by female politicians from all sides of the political spectrum, especially in the 
six weeks prior to polling day on 8 June 2017. More specifically, the study confirmed that 
women politicians with other, intersecting identities, such as (but not restricted to) race, 
religion, and sexual orientation, received significantly more online abuse, with black and Asian 
women generally receiving 35 percent more abusive tweets than white women MPs. Dianne 
Abbott MP, the first black woman MP elected into the UK Parliament, received almost half (45 
percent) of all of the abusive tweets in the last six weeks before election day, and about one-
third of all abusive tweets in the total period of the study (1 January 2017 to 8 June 2017).31 
The online abuse aimed at Abbott was not akin to political debate or critique of her political 
views. Rather, it constituted vile online abuse directed at her as a woman and, additionally, a 
black woman. Describing the abuse she received, Abbott noted that,  
 
“It’s highly racialised and it’s also gendered because people talk about rape and 
they talk about my physical appearance in a way they wouldn’t talk about a 
man. I’m abused as a female politician and I’m abused as a black politician.”32 
 
While not all abusive tweets examined in the study were misogynistic in nature, they 
nonetheless indicate the scale of online abuse directed at women politicians, and illustrate the 
deeply rooted gender stereotypes and discrimination against women, all of which are societal 
factors which underpin the phenomenon of OVAW. Online abuse received by female politicians 
is predominantly directed against them as women rather than criticizing their political views 
or policies they support.33 In that, OVAWP is a sad reminder that gender equality has not been 
reached in the context of public participation, especially in political spheres.e  
 
 
e This point has been articulated by a member of the Welsh Assembly Government, Leanne Wood AM:  
“Questions to the Deputy Minister and Chief Whip on Online Abuse of Women in Public Life” (26 March 2019), 
119-120, http://record.assembly.wales/Plenary/5571#C180909. 
This stands in stark contrast with calls worldwide to ensure equal representation in politics. 
While significant efforts around the world are directed towards the goal of at least 50:50 
representation in politics, it is crucial that obstacles to the equal participation of women in 
politics are addressed as well. OVAW and online misogyny are key factors driving women away 
from the public sphere and online sphere.34 As such, gender-based abuse online is threatening 
women’s participatory rights on the Internet. This has significant implications for equal gender 
representation and participation in public and political debates. Today it is difficult to imagine 
a space more public than the Internet, with social media outlets used not only to communicate 
information, but also for campaigning and expressing views. Online presences generally and 
social media presences specifically are integral elements of political campaigning, public 
participation and engagement with wider society, including in election cycle interactions with 
the electorate. As such, OVAW, online misogyny, and online gender-based hate directed 
against women who participate online are factors that hinder women’s equal participation in 
the public sphere. However, instead of being treated seriously and addressed effectively 
through laws, policies, and platform responsibilities, these often violent and harmful online 
behaviors are downplayed and overlooked as serious societal issues. What is more, 
experiences to date indicate that an incident of gender-based hate (both online and offline) 
has to reach a threshold that is tragic and shocking to the public conscience (as evidenced by 
the murder of the UK Labor politician Jo Cox in June 2016 and of Brazilian feminist politician 
Marielle Franco in March 2018), or reach breathtakingly high numbers in order to warrant 
public, legal, or social concern.35 
 
Everyday Violence, Patriarchy, and Democracy  
 
Addressing OVAW is a significant issue of concern for global feminism, and more particularly 
for digital feminism. While not all women who are targeted by online misogyny identify as 
feminists or share feminist views, they nonetheless become targets because they are women. 
Similarly, while not all female politicians identify as feminist nor subscribe to feminist views 
and agendas, they become targets of misogynistic comments and are subjected to gender-
based hate online for one reason: because they are women who express their views publicly 
and take an active role in public and political life.36  
 
Above all, the global phenomenon of OVAW exemplifies public attitudes towards women, as 
well as the everyday and pervasive nature of discrimination, and violence against women. As 
movements such as #MeToo have shown, violence against women, both online and offline, 
has been normalized across the world and across various geographical, demographic, 
professional, and contextual backgrounds. While feminist movements like #MeToo have been 
rightly critiqued for not capturing the daily, structural violence and harassment experienced 
by marginalized groups of women, such as Dalit women in India, their impact on raising 
awareness about the harms and violence experienced by women worldwide should not be 
underestimated.37 Importantly, the sheer volume of women speaking up publicly about the 
violence and harassment they experience (online and offline) demonstrates how deeply such 
behaviors are embedded in the everyday lives of women. Such behaviors are not restricted to 
the offline sphere and are persistent and prevalent online, typically taking forms of online 
misogyny and other forms of OVAW. However, it is crucial to recognize that the rise of the 
Internet and social media have not brought about these vile behaviors. Rather, misogyny and 
violence against women perpetrated online are emanations of pre-existing, structural 
discrimination against women, including discriminatory gender stereotypes, gender 
inequalities, and patriarchies that have long existed within society. As such, online spaces, 
especially social media platforms, have become a new medium through which such attitudes 
are expressed, where forms of gender-based violence are perpetrated, and where patriarchy 
finds an opportunity to thrive. 
 
A similar dynamic can be observed in relation to how reports of OVAW and online misogyny 
are received and addressed. Even though there has been a noticeable rise in women publicly 
speaking out about their experiences online, as well as a number of research reports to support 
their claims, women who highlight their experiences of violence online and/or who publicly 
stand up against OVAW and online misogyny are frequently disbelieved, similar to reports of 
other, offline forms of VAW.38 The existing (mis)perception that online is not “real,” or that it 
is not as serious as offline physical violence is not only incorrect, but also dangerous, in that it 
diminishes the seriousness and spectrum of harms experienced by women.39 Far too often, 
online misogyny is trivialized as mere banter which women should simply bear as the price of 
online participation. Such responses and attitudes are even more worrying when they come 
not just from the perpetrators and online communities, but from law enforcement and policy 
makers. In the UK, responses from the Chair of the National Police Chiefs’ Council, Chief 
Constable Sara Thornton, as well as the Chief of the Metropolitan Police, Cressida Dick, have 
been particularly discouraging. Both Thornton and Dick publicly opposed proposals for making 
misogyny a hate crime and for greater involvement of the police forces in recording and 
responding to instances of misogyny, calling for the police to focus on more “traditional 
values.”40  
 
Such statements by high-level law enforcement officers, although discouraging, are 
informative of the positioning of the problem of OVAW, and online misogyny specifically. Not 
only do they highlight the institutional barriers to considerations of gendered abuses, but they 
show the entrenchment of opposition to tackling these phenomena with policy and law 
changes. They also indicate the limitations imposed on victims by the small number of avenues 
of redress for such acts. Despite the fact that legal provisions exist that can be used to address 
OVAW and online misogyny, it appears unlikely that reports of such acts will be acted upon in 
a serious, timely, and efficient manner, especially given the difficulties experienced by women 
(including high-profile politicians) when reporting OVAW and online misogyny to the police 
and to platform providers.41 Effectively, it leaves the problem of OVAW and online misogyny 
as a matter that women should deal with themselves rather than as a pressing social issue 
rooted in the pervasive, daily, socio-cultural nature of misogyny and its patriarchal roots. It also 
masks these abusive and gendered behaviors as “women’s issues” rather than an issue that 
harms the core democratic values of gender equality and equality of public participation for 
all.  
 
Furthermore, the general reluctance of law and policymakers, as well as law enforcement 
agencies, to take measures to effectively address and tackle OVAW and online misogyny raises 
a much broader question of who is responsible for bringing about meaningful change in respect 
of these significant social issues. Feminist legal scholars have long criticized the law for its 
gendered assumptions, which typically capture and respond to male norms and experiences. 
These norms remain largely ignorant of structural discrimination affecting women as well as 
the pervasiveness of the patriarchy within the legal system and within society more generally.42 
As far as legal reform is concerned, it is practically impossible to foresee a situation whereby 
typically male-dominated judicial bodies, policing institutions, and crime prevention agencies 
will be in a position to challenge accepted norms.43 
 
The legal system and its actors are not the only hindrance in addressing these issues. 
Misogynistic language and behaviors are frighteningly common amongst predominantly, 
although not exclusively male politicians who were chosen in democratic processes to 
represent members of society. When misogyny is used at all levels of politics, from misogynist 
behaviors online and offline, online and offline harassment and violence against women 
politicians, to anti-gender and anti-equality policies, it becomes questionable whether those 
who hold political power and influence can indeed bring about lasting change to eradicate the 
very behaviors and attitudes they often employ. This conundrum has been powerfully captured 
by Mhari Black, a Scottish MP in the UK when reflecting on her own experiences of gender-
based online abuse and online misogyny:  
 
“All those insults were tailored to me because I am a woman. We can kid 
ourselves that those are comments by a few bad, anonymous people on 
Twitter, but they are not: this is everyday language. I am aware that everyone 
here was uncomfortable hearing those insults—I felt uncomfortable reading 
them out—yet there are people who feel comfortable flinging those words 
around every day. When that language goes unchallenged, it becomes 
normalized, and that creates an environment that allows women to be 
subjected to a whole spectrum of abuse. I regularly see guys on Facebook 
talking about “getting pussy” and using other horrible words for women, but 
should we really expect any better given that the man sitting in the Oval Office 
thinks that it is okay to grab a woman by the pussy and faces no 
consequences?”44 
 
Black’s reference to U.S. President Donald Trump is rather symbolic in that it demonstrates 
that misogyny is deployed as a tool for the degradation and subordination of women to erase 
them from public and political life by a man who leads one of the most powerful countries in 
the world—one that supposedly values equality and freedom. However, similar misogynistic 
behaviors are perpetrated by politicians worldwide, further confirming the widespread, vicious 
and harmful nature of misogyny in high political offices.45  
 
Overall, these behaviors are not only an antithesis to achieving gender equality but are also a 
contravention of core democratic values conveyed in the idea of equal participation for all in 
public and political life. Gender equality is rarely viewed on par with other values of democratic 
societies, such as freedom of expression. Gender equality and freedom of expression are 
frequently juxtaposed when it comes to the consideration of regulation of online gender-based 
abuse, including online misogyny. So far, efforts to curtail such behaviors have been limited to 
blocking or muting abusive content.46 Although OVAW and online misogyny are amongst the 
biggest, contemporary threats to women’s equal participation online, efforts to curtail such 
acts online are met with a counterargument about freedom of expression and free speech.47 
Interestingly, it is the freedom to allegedly express misogynistic views rather than the freedom 
of expression supposedly afforded to women that appears to prevail in political and legal 
debates concerning these issues. This is itself creates a hierarchy—not only of democratic 
values, but also of harms—whereby the value of protecting gender equality and non-
discrimination of women is inferior to freedom of expression. The challenge of balancing these 
two rights has been captured in a joint statement issued by the UN Special Rapporteur on 
violence against women, its causes and consequences, and the UN Special Rapporteur on the 
promotion and protection of the right to freedom of opinion and expression on 8 March 2017:  
 
“The internet should be a platform for everyone to exercise their rights to 
freedom of opinion and expression, but online gender-based abuse and 
violence assaults basic principles of equality under international law and 
freedom of expression. Such abuses must be addressed urgently, but with 
careful attention to human rights law.”48 
 
Unfortunately, since then, little has been done at the international nor national level to 
effectively address this issue. In effect, the current status quo continues to ignore the fact that 
OVAW affects equality of public and political participation, including women’s freedom of 
expression (political or not).  
 
Conclusions – The Failure of the Self-Regulation Experiment?  
 
It is important to remember that not all women are anti-misogyny, and not all women are 
supportive of the “feminist agenda.” However, the so-called “fourth wave” of feminism is 
increasingly digital, making it vital that women’s rights online, including equality of 
participation, are protected and upheld.49 Digital feminism can be seen as the “good” internet 
at work, but the maintenance of access to the Internet is itself essential to feminism.50 That 
said, the leadership of Internet Giants by a certain demographic—predominantly white men—
is a problem when it comes to tackling issues that undermine the voices and participation of 
women online.51 It is essential in securing the participatory rights of women that action be 
taken at an international level to prevent online violence against women. State action must be 
taken to ensure that due diligence is carried out to prevent violence against women, including 
online violence against women.  
 
While state action is essential, the situation is not one-dimensional. Therefore, a multifaceted 
response is needed to comprehensively address the phenomena of OVAW and online 
misogyny and to create long-lasting change. Given the existing, male-dominated hierarchies 
within legal and political systems, there has been no evidence of any intention to shift the 
existing dynamics of power and privilege or to challenge the anti-feminist agendas. Changing 
these demographics is essential, and platforms could and should be leading on that. 
Furthermore, questions concerning the power of platforms and the financing of those 
platforms persist, and are of increasing relevance given the correlations between 
misinformation and political actions. This is especially concerning in light of Facebook’s 
announcement that it will be funding journalism. 52  
 
Aside from this, states and the international community need to take steps to reduce the 
power of the so-called “Internet Giants.”f Currently these platforms, including Facebook and 
Twitter, benefit from liability shields within the US and across the EU, which foster the notion 
that they exist and operate above the law and outside of the scope of legal regulations.53 This 
situation can no longer be allowed to continue while the platforms adopt a laissez-faire 
 
f Including Facebook, Twitter, and Google. 
approach to online violence. Similarly, the attitude of regulators towards these platforms and 
their chief executives must change. The dismissive approach of Mark Zuckerberg when it came 
to attending the UK Parliament is symptomatic of how platforms regard themselves as 
operating outside of legal systems. 54  It is also more broadly reflective of the patriarchal 
dismissiveness of attempts to subject the platforms and their operators to scrutiny, and 
highlights the challenge of holding them accountable.  
 
There is a growing recognition, at least within the UK, that measures are required to regulate 
the “Internet Giants” irrespective of their intentions. In the last 18 months in the UK alone, 
there have been a number of high-profile reports on regulating the online platforms.55 Sadly, 
none of these reports have been able to recommend a cohesive and holistic approach, but all 
have outlined recommendations. These do not include self-regulation, signaling that the era 
of self-regulation by platforms themselves is over and, as an experiment of regulation, has 
spectacularly imploded. If the reports in the UK conclude little else, they agree that the self-
regulation experiment has failed, and platforms cannot be trusted to police their users and 
their spaces. Regulators have therefore accepted that steps are required to address the harms 
perpetrated by these platforms. Ultimately, online platforms and the Internet Giants are not 
states, but accountable actors from the perspective of international law, irrespective of the 
current liability shields in operation.  
 
Firstly, the platforms themselves must accept that there are problems with the abuse of their 
spaces. This means that they must take responsibility for the content that is posted and shared 
within their platforms that breaches their own standards and policies relating to acceptable 
behaviors. Where there is content posted on their platforms that contravenes these standards, 
platforms must be proactive in reviewing content and speedily taking action to issue sanctions 
where appropriate. That said, this responsibility needs to be balanced against freedom of 
expression and free speech protections. As this is a contentious issue, the automated review 
of content posted online needs to involve human actors, at least until algorithms and 
automated content scanning systems are sufficiently reliable. Additionally, appropriate 
reporting mechanisms must be introduced to ensure that different types of harmful content 
are addressed in a timely manner where reports are made to the platforms concerning harmful 
content. When this content is serious enough to warrant the involvement of the police, 
appropriate measures should be taken to ensure that evidence is retained while also removing 
content from public areas of the platforms. Furthermore, there should be a shared obligation 
on the part of all social media platforms to contribute to, and promote, forms of support for 
victims of online abuse, especially where that abuse manifests itself in threats.  
 
Secondly, state actors must recognize their own culpability in failing to take steps to tackle the 
power and position of each of the dominant Internet platforms. International organizations 
should take the lead on tackling online violence against women, and it should be a policy 
priority. Similarly, regional entities should develop appropriate leadership on this issue and 
ensure that action plans are in place with all regional representatives. States should consider 
online forms of violence in strategies to end violence against women, emphasizing that there 
is a need to incorporate this rising form of abuse into existing policies.  
 
Thirdly, and perhaps controversially, the non-governmental sector is also partially culpable in 
the lack of action taken against platforms to protect the participatory rights of women online. 
Glossy and trendy campaigns have their place, but they are just one avenue through which 
feminism can gain attention. However, a hashtag is just a hashtag, and the focal points of such 
campaigns are prominent only at selective, cyclical times in the year. They are not consistent 
nor persistent in calling for reform and maintaining the prominence of the digital feminism 
agenda. Non-governmental organizations should recognize that online violence against 
women can be a stand-alone issue, as well as one which feeds into other feminist campaigns. 
Increased engagement with empirical researchers is required to inform campaign agendas so 
that they can inform policy at regional and international levels. It is also essential in ensuring 
that the platforms are responsible for their actions.  
 
Finally, greater attention needs to be paid to the forms of online harm which can be caused by 
online abuse of women, especially where that abusive incorporates threatening messages 
indicating the likelihood of physical violence in the form of rape, assault, or even murder. 
Above all, there is a need for responsibility to be taken. Until the relevant actors at all levels 
accept responsibility, it is unlikely that there will be workable solutions to tackle the 
phenomenon of online abuse.  
 
Digital feminism is a challenge for the Internet, but it is also a challenge to the Internet. The 
Internet has now come of age, in terms of its development as a communicatory, immersive, 
and content-driven space. That said, the problems that are now being encountered through 
engagement and immersion with online content are increasingly harmful and damaging, and 
are increasingly causing offline harms as well as online harms. The entities controlling and 
operating social media platforms, as well as regulators, can no longer ignore the complex 
challenges of regulating the Internet. Regulatory initiatives have been a recurring theme, but 
to date, few legal reforms have led to meaningful change or robust protection of online rights. 
This inadequate status quo cannot continue, and it is time that for better legal regulation of 
online gender-based abuse.  
 
The notion of an inclusive space, welcoming to all, is one that is under constant threat. It is 
time that the Internet, in its 30th anniversary year,56 recognizes and responds to this threat. 
Feminism is alive and well, but it seems that just as its offline evolution took time, so too will 
its virtual manifestations require a generational shift before digital feminism is truly welcomed 
online. 
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