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MULTI-CENTER VECTOR FIELD METHODS FOR WAVE EQUATIONS
AVY SOFFER, JIANGUO XIAO
Abstract
We develop the method of vector-fields to further study Dispersive Wave Equations.
Radial vector fields are used to get a-priori estimates such as the Morawetz estimate on solutions
of Dispersive Wave Equations.
A key to such estimates is the repulsiveness or nontrapping conditions on the flow corresponding
to the wave equation. Thus this method is limited to potential perturbations which are repulsive,
that is the radial derivative pointing away from the origin. In this work, we generalize this method
to include potentials which are repulsive relative to a line in space (in three or higher dimensions),
among other cases. This method is based on constructing multi-centered vector fields as multipliers,
cancellation lemmas and energy localization.
1. Introduction and Notation
We consider the Schro¨dinger equation in three or higher dimensions. Most of the analysis is done
for the Schro¨diger equation with a potential term only (I ≡ 0):
i
∂ψ
∂t
= (−∆+ V (x))ψ + λI(x, t, |ψ|)ψ.
As applications, our results provide a method for proving decay estimates for a large class of time
dependent Hamiltonians, as well as nonlinear Dispersive equations. Previously, such estimates were
impossible, since the known proofs are generally based on resolvent techniques, near threshold energies
at least.
A-priori estimates play a fundamental role in controlling the large time behavior of Dispersive
Wave Equations. Besides the classical energy estimates, a key class of estimates are the Morawetz
type bounds. The Morawetz estimates were first introduced by Cathleen Morawetz [Mor68, MRS77]
for nonlinear Klein-Gordon equation. Later Lin and Strauss [LS78] introduced the Morawetz estimates
into the context of NLS equation to prove the scattering of defocusing NLS equation. Such estimates
can be obtained by constructing a multiplier γ which has positive commutator with the Hamiltonian
H , that is, for some operator B,
(1.1) i[H, γ] ≥ B∗B ≥ 0,
in the sense of forms. For Schro¨dinger equations, using Ehrenfest Theorem, one get a monotonic
formula:
(1.2)
d
dt
(ψ, γψ) = (ψ, i[H, γ]ψ) ≥ (ψ,B∗Bψ) = ‖Bψ‖2L2 .
Here (·, ·) is the inner product on L2x(Rn). Then by integration over time and conservation laws, it
follows Morawetz type estimate
(1.3)
∫
‖Bψ(t)‖2 dt ≤ 2 sup
t∈R
‖γψ(t)‖L2‖ψ(t)‖L2.
1
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The commutator estimate (1.1) also implies that Morawetz type bounds hold for the Wave Equation.
To see that, one can use the Heisenberg type identity from the paper [BS05]:
(1.4)
d
dt
((u,Aut)− (ut, Au)) = (u, [H,A]u).
Here u is the solution to Wave Equation ∂2t u+Hu = 0, and A is time independent operator.
These multipliers γ are usually generated by radial vector fields, i.e. vector fields centered at
the origin. In the original works of Morawetz, she introduced and used the radial vector fields ~f =
x = (x1, . . . , xn) and ~f = x/|x|= (x1/|x|, . . . , xn/|x|) for n ≥ 3. The corresponding multipliers
Mf = ~f ·(−i∇x)+(−i∇x)·~f then play a fundamental role in establishing global existence and scattering
theory for Schro¨dinger type equations, as well as other wave equations. Because the commutators
with the free Hamiltonian are positive, i.e. i[−∆,Mf ] ≥ B∗B for some operator B.
Further generalization of these vector fields were introduced by many authors, in different context
[Lav71, SS87, Gra90, HS00, BS03, BS06, BS07, BS09, Tat08, DR05, Sof11, DR10, Luk12]. By con-
sidering such multipliers on product fields, Tao [Tao06] proved new kind of a-priori estimates for the
Schro¨dinger equation. A key restriction on the interaction I(x, t, ψ) is repulsiveness: it is required
that
(1.5)
∫
Rn
ψ¯ {i[λI(x, t, ψ),Mf ]− x · ∇xV (x)}ψ dnx ≥ 0.
Therefore, we are restricted to repulsive (defocusing) nonlinearities, and potentials which are repul-
sive(see e.g.[MT09, KMV+15]) :
(1.6) − x · ∇xV (x) ≥ 0.
So, in particular, the problem of global existence and scattering theory for the NLS equation with a
general (even smooth) potential V (x) which is positive, is open for large data. That is for the equation
(1.7) i
∂ψ
∂t
= (−∆+ V (x))ψ + λ|ψ|p−1ψ
with V (x) ≥ 0, λ > 0, 1 + p ≥ pc, pc = 2nn−2 , n is the dimension of space. This problem is also
open for low power nonlinearities. In both cases, one needs the Morawetz estimate. The source of
the problem with non-repulsive interactions is the existence of bounded (in space) geodesics, for the
classical flow. It is then clear that we can not have a growing quantity along such geodesics, and it is
this growth which is responsible for the positivity in the Morawetz type inequalities. It is the basis
behind the method of vector fields, being a generalization of the idea of Lyapunov function. For our
approach to work then, we need to employ “Quantum Effects” as well. What we show is that we can
construct a monotonic quantity under the flow, outside an arbitrary small (in measure) set, containing
the bounded geodesics. Then we use compactness arguments, energy localization and the positivity,
via Hardy’s inequalities to absorb the negative part.
In this work, we introduce a construction of multi-centered vector fields, which we then use to
obtain Morawetz type estimates (positive commutators) for potentials which are repulsive relative
to a line rather than a point: let x = (x1, ~y), x1 ∈ R, ~y ∈ Rn−1, n ≥ 3. Then our condition of
repulsiveness on V (x) = V (x1, ~y) reads
(1.8) − ~y · ∇~yV (x1, ~y) ≥ 0,
as well as other regularity conditions, but no sign assumptions. See Theorems 2, 8, 9 and 12.
Further generalizations include the proof of Morawetz type estimates for localized frequencies near
zero or infinity - for rather general classes of potentials, not necessarily repulsive. See Theorems 16
and 19.
The construction of the multi-centered multipliers involves the following steps:
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First, we introduce a cancellation lemma: it states that if a potential bump is repulsive w.r.t. the
origin in Rn, then the sum of multipliers centered at c and −c, c ∈ Rn,
(1.9) γc + γ−c
has positive commutator with V (x):
(1.10) i[V (x), γc + γ−c] ≥ θ(x) ≥ 0,
where
γcψ ≡ −i{(∇xF (|x− c|)) · ∇xψ +∇x · [(∇xF (|x− c|))ψ]}
= −i
∑
j
(∂jF (|x− c|))(∂jψ) + ∂j(∂jF (|x− c|)ψ),(1.11)
F (|x|) is a properly chosen radial function with bounded derivative. This lemma and a generalization
to a sum of γc’s centered on a line plays a key role in the analysis. Then, the next observation is that
for a potential which is repulsive in directions orthogonal to the line connecting ~c and −~c, one can
show, for any ǫ > 0, that for N large enough
(1.12) i[V (x),
N∑
j=1
(γcj + γ−cj )] ≥ θ(x)
with cj all on the same line, and such that θ(x) > 0 for all x = (x1, y) with |y|> ǫ. Here x1 is the
coordinate along the line containing all the ci’s.
Next, one uses frequency decomposition. On the region |y|≤ ǫ and low frequency, we use com-
pactness to prove that this contribution vanishes in norm as ǫ → 0, and therefore is dominated by
the positive operator i[−∆,∑Nj=1(γcj + γ−cj )]. For the high frequency part, we use that all regions
with negative commutator, are dominated by the Laplacian part of the commutator, provided the
frequency cutoff is large enough, depending only on the size of |∂V/∂x|.
Other cases are also included, including potentials with nondefinite sign.
Another class of potentials are time dependent potentials. The simplest cases are potentials which
are axially repulsive in our sense and which are also moving, in a compact interval, along the axial
direction. In particular, if V (x1, y) is a potential that satisfies our axial repulsiveness conditions,
then similar decay and a-priori estimates hold for the time dependent potential V (x1 + β(t), y), with
supt|β(t)|< β0 <∞.
Finally, it should be noted that small deviations from the axial axis are allowed: suppose Vj(x) is
radial, smooth compactly supported and repulsive: −x · ∇xVj(x) ≥ 0. Then potentials V (x) of the
form
(1.13)
N∑
j=1
βjVj(x+ aj), βj > 0
with aj = (x1(j), ~y(j)), |~y(j)|< δ ≪ 1, x1(j) ∈ R, ~y(j) ∈ Rn−1 will satisfy our conditions.
Now let us introduce some notations and preliminary results that we will use later.
Suppose H = −∆ + V (x), with V (x) smooth and such that H is a selfadjoint operator with
D(H) = D(−∆). And we assume the dimension of space is three or higher.
Let a, σ be some positive numbers, and for x ∈ Rn, r = |x|. Define
(1.14) 〈x〉a = (1 + a|x|2)1/2,
(1.15) g(r) =
1
〈x〉σa
=
1
(1 + ar2)σ/2
,
(1.16) f(r) =
∫ r
0
g2(s) ds =
∫ r
0
1
(1 + as2)σ
ds,
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(1.17) Mσ =
∫ ∞
0
1
(1 + s2)σ
ds, then f(∞) = lim
r→∞ f(r) =
Mσ√
a
,
(1.18) F (x) = F (r) =
∫ r
0
f(t) dt.
We require σ > 1/2, so that Mσ exists and is finite. We fix a > 0, and omit the subscript of 〈x〉a in
the following context.
Write Fc(x) , F (|x − c|), where c ∈ Rn is the position of the center. We define the multiplier γc
centered at c as:
(1.19) γc , i[−∆, Fc(x)] = −i( ∂
∂x
· ∇Fc +∇Fc · ∂
∂x
).
If one choose f ≡ 1 instead, then γc become the multiplier used in proving (interaction) Morawetz
estimate:
(1.20) γMorc = −i(
x− c
|x− c| · ∇x +∇x ·
x− c
|x− c| ).
By direct computation, we have
(C1) i[−∆, γc] = −4∂j(Fc)jk∂k −∆2Fc,
(C2) i[V (x), γc] = −2∇Fc · ∇V (x),
(C3) i[H, γc] = −4∂j(Fc)jk∂k −∆2Fc − 2∇Fc · ∇V (x).
For the function F (x), we have its Hessian matrix:
(C4) Fjk =
f(r)
r
δjk +
(
−f(r)
r
+ g2(r)
)
xjxk
r2
.
Since Fc(x) is a translation of F (x), we have the Hessian matrix of Fc(x):
(C4’) (Fc)jk =
f(|x− c|)
|x− c| δjk +
(
−f(|x− c|)|x− c| + g
2(|x− c|)
)
(xj − cj)(xk − ck)
|x− c|2 .
Notice that the matrix (xjxk) is of rank one, so the eigenvalues of (Fjk) are:
(C5) λ1 = g
2(r), λ2 = · · · = λn = f(r)
r
.
And the corresponding eigenvectors are: v1 = (x1, x2, . . . , xn)
T , and v2, . . . , vn are any n − 1 inde-
pendent vectors that are orthogonal to v1. The lowest eigenvalue is λ1 = g
2(r), thus we have the
following:
(C6) ∆F = (n− 1)f(r)
r
+ g2(r), and − 4∂jFjk∂k ≥ −4∂jg2(r)∂j .
We then compute:
(C7) −∆2F = (n− 1)(n− 3)
r2
(
f(r)
r
− 1
(1 + ar2)σ
) +
aσ(4n− 2)
(1 + ar2)σ+1
+
−4a2σ(σ + 1)r2
(1 + ar2)σ+2
.
We also compute the derivatives of g(r), which we will use later:
(1.21)
∂
∂r
g(r) =
−aσr
(1 + ar2)σ/2+1
,
(1.22)
∂2
∂r2
g(r) =
−aσ
(1 + ar2)σ/2+1
+
a2σ(σ + 2)r2
(1 + ar2)σ/2+2
,
(1.23) ∆g(r) =
−naσ
(1 + ar2)σ/2+1
+
a2σ(σ + 2)r2
(1 + ar2)σ/2+2
.
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Now we are ready to estimate the commutator i[−∆, γc]:
Proposition 1. For n ≥ 3, fixed positive numbers a, σ, and the mutiplier γc as defined above,
i[−∆, γc] ≥− (4− σ
(n− 2)2 )
1
〈x− c〉σ∆
1
〈x− c〉σ
− 4∂j{f(|x− c|)|x− c| − g
2(|x− c|)}{δjk − (xj − cj)(xk − ck)|x− c|2 }∂k
+
(n− 1)(n− 3)
|x− c|2 (
f(|x− c|)
|x− c| − g
2(|x− c|))
+
σ(1 − 3a|x− c|2)2
4|x− c|2(1 + a|x− c|2)σ+2
≥− (4− σ
(n− 2)2 )
1
〈x− c〉σ∆
1
〈x− c〉σ .
(1.24)
In particular, if 0 ≤ σ < 4(n− 2)2, then i[−∆, γc] is a positive operator.
Proof. From (C1) and (C4),
i[−∆, γc] =− 4∂j 1〈x− c〉2σ ∂j −∆
2Fc
− 4∂j{f(|x− c|)|x− c| − g
2(|x− c|)}{δjk − (xj − cj)(xk − ck)|x− c|2 }∂k.
(1.25)
The third term is positive because of the following claim (with substitution x→ x− c):
Claim 1. f(r)/r − g2(r) ≥ 0 and the matrix (δjk − xjxk|x|2 ) is positive semi-definite.
Proof of Claim 1. f(r) =
∫ r
0
g2(s) ds ≥ rmins∈[0,r](g2(s)) = rg2(r), since g2(s) is decreasing. Thus
we get f(r)/r − g2(r) ≥ 0.
The matrix (
xjxk
|x|2 ) = (
x
|x|)(
x
|x|)
T is symmetric and of rank one, and its only nonzero eigenvalue is
1. So the matrix (δjk − xjxk|x|2 ) is still symmetric, with eigenvalues: λ1 = 0, λ2 = · · · = λn = 1. And
hence the matrix is positive semi-definite. 
Compute using (C7) and (1.23)
− 4∂j 1〈x− c〉2σ ∂j −∆
2Fc
=− 4 1〈x− c〉σ∆
1
〈x− c〉σ + 4g(|x− c|)(∆g(|x − c|))−∆
2Fc
=− 4 1〈x− c〉σ∆
1
〈x− c〉σ +
−2aσ + 2a2σ|x − c|2
(1 + a|x− c|2)σ+2
+
(n− 1)(n− 3)
|x− c|2 (
f(|x− c|)
|x− c| − g
2(|x− c|))
(1.26)
Notice that f(r)r ≥ 1(1+ar2)σ , and that n ≥ 3, so we have
(1.27)
(n− 1)(n− 3)
|x− c|2 (
f(|x − c|)
|x− c| − g
2(|x− c|)) ≥ 0.
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If we use Hardy’s inequality, we get
− σ
(n− 2)2
1
〈x− c〉σ∆
1
〈x− c〉σ +
−2aσ + 2a2σ|x− c|2
(1 + a|x− c|2)σ+2
≥ σ
(n− 2)2
1
〈x − c〉σ
(n− 2)2
4|x− c|2
1
〈x− c〉σ +
−2aσ + 2a2σ|x− c|2
(1 + a|x− c|2)σ+2
=
σ(1 + a|x− c|2)2 + 4|x− c|2(−2aσ + 2a2σ|x − c|2)
4|x− c|2(1 + a|x− c|2)σ+2
=
σ(1 − 3a|x− c|2)2
4|x− c|2(1 + a|x− c|2)σ+2 ≥ 0.
(1.28)
Sum up the above inequalities, we obtain the desired result. 
2. Two-Bump Potential
In this section, we consider the easiest case of nonrepulsive potential: V (x) consists of two spheri-
cally symmetric bump functions. That is H = −∆+ V−1(|x + b|) + V1(|x − b|), V−1 and V1 are real
valued radially decreasing smooth potentials of compact support, with centers at x = −b and x = b
respectively. Under these conditions, we have that H is a selfadjoint operator, D(H) = D(−∆).
The main purpose of this section is to construct γN as a sum of γc’s, such that i[H, γN ] be a positive
operator.
Theorem 2. Let H be a Schro¨dinger operator with two-bump potential, H = −∆ + V−1(|x + b|) +
V1(|x− b|). Assume V−1(|x+ b|) and V1(|x− b|) are real valued radially decreasing smooth potentials
of compact support, with centers at x = −b and x = b respectively. If 1/2 < σ < 4(n− 2)2, then for
any 0 < ǫ < 1, there exists Nǫ, such that for any N ≥ Nǫ,
i[H, γN ] ≥ (1− ǫ)i[−∆, γN ]
≥ −(1− ǫ)(4− σ
(n− 2)2 )
N∑
k=−N
1
〈x− kb〉σ∆
1
〈x− kb〉σ .
(2.1)
Here γN =
∑N
k=−N γck , with ck = kb.
To prove Theorem 2, we need the following lemma to control the size of i[V−1 + V1, γN ].
Lemma 3 (Cancellation lemma). For any radially symmetric and decreasing real valued C1 potential
V0(x) = V0(|x|) in Rn, and any c = (c1,~0) ∈ Rn with ~0 = (0, . . . , 0) ∈ Rn−1, we have
(2.2) i[V0(x), γ−c + γc] ≥ −2V ′0(|x|)min{f(|x+ c|), f |x− c|}
2|~y|2
|x|
1
|x|+|c| ≥ 0.
Here we write x = (x1, ~y) ∈ Rn.
Proof. Without loss of generality, we can assume c1 ≥ 0. First we assume x1 ≥ 0, then similar result
will follow for x1 ≤ 0.
(2.3) i[V0(x), γ−c + γc] = −2V ′0(r)(f(r1)
x+ c
r1
· x
r
+ f(r2)
x− c
r2
· x
r
)
Here r = |x|, r1 = |x + c| and r2 = |x − c|. Since V ′0 (r) ≤ 0, we only have to prove f(r1)x+cr1 · xr +
f(r2)
x−c
r2
· xr ≥ 0. By assumption, c1 > 0 and x1 ≥ 0, we have
(2.4)
x+ c
r1
· x
r
=
(x1 + c1)x1 + |~y|2
r1r
≥ 0
(2.5) r1 =
√
(x1 + c1)2 + |~y|2 ≥
√
(x1 − c1)2 + |~y|2 = r2
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The later inequality (2.5) implies that f(r1) ≥ f(r2) ≥ 0 by the monotonicity of function f . So we
have
(2.6) i[V0(x), γ−c + γc] ≥ −2V ′0(r)f(r2)(
x+ c
r1
· x
r
+
x− c
r2
· x
r
)
In order to prove that i[V0(x), γ−c + γc] ≥ 0, we only need to prove x+cr1 · xr + x−cr2 · xr ≥ 0.
x+ c
r1
· x
r
+
x− c
r2
· x
r
=
x21 + |~y|2+c1x1
rr1
+
x21 + |~y|2−c1x1
rr2
=
|~y|2
r
(
1
r1
+
1
r2
) +
x21(r1 + r2)
rr1r2
+
c1x1(r2 − r1)
rr1r2
=
|~y|2
r
(
1
r1
+
1
r2
) +
x21(r1 + r2)
rr1r2
+
−4c21x21
rr1r2(r1 + r2)
=
|~y|2
r
(
1
r1
+
1
r2
) +
x21(r1 + r2)
2 − x21(r21 + r22 − 2r1r2 cos(θ))
rr1r2(r1 + r2)
=
|~y|2
r
(
1
r1
+
1
r2
) +
2x21(1 + cos(θ))
r(r1 + r2)
≥ |~y|
2
r
(
1
r1
+
1
r2
) ≥ 2|~y|
2
r
1
r + |c| ≥ 0
(2.7)
Here we used:
(2.8) (r2 − r1)(r1 + r2) = r22 − r21 = (x1 − c1)2 − (x1 + c1)2 = −4c1x1;
and the cosine law:
(2.9) 4c21 = r
2
1 + r
2
2 − 2r1r2 cos(θ),
where θ is the angle between x+ c and x− c.
From the above computation, we get
i[V0(x), γ−c + γc]
≥− 2V ′0(r)f(r2)(
x+ c
r1
· x
r
+
x− c
r2
· x
r
)
≥− 2V ′0(r)f(r2)
2|~y|2
r
1
r + |c| ≥ 0
(2.10)
When x1 ≤ 0, with the same computation, we have
i[V0(x), γ−c + γc]
≥− 2V ′0(r)f(r1)
2|~y|2
r
1
r + |c| ≥ 0
(2.11)
Thus we proved the lemma. 
As one can see from the cancellation lemma,
(2.12) i[V0(x), γ−c + γc] & |V ′0 (r)|f(∞)
|~y|2
r
1
r + |c|
as |c|→ ∞. If we take γN =
∑N
k=−N γck , where ck = kb, then the gain from the cancellation lemma
could be very large, as
∑N
k=1 1/(r + ck) ∼ log(Nb).
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Corollary 4. Assume V0(x) = V0(|x|) is a real valued, radially decreasing C1 function in Rn, and
Ω ⊂ BR(0) ⊂ Rn is a compact set. Let b 6= 0 ∈ Rn, then for any δ > 0, there is a uniform estimate
for {x = (x1, ~y) ∈ Ω : |~y|> δ}:
(2.13) i[V0(x), γN ] & |V ′0(|x|)|f(∞)
δ2
R
log(N |b|/R).
Especially, if V0(x) is compactly supported, we can take Ω = suppV0(x).
Proof. Pair up the symmetric γc’s, and use the result of cancellation lemma, then for someM depends
on R and f ,
i[V0(x), γN ] ≥− 2V ′0(|x|)
N∑
k=1
min{f(|x+ ck|), f(|x− ck|)}2|~y|
2
|x|
1
|x|+|ck|
&|V ′0(|x|)|f(∞)
δ2
R
N∑
k=M
1
R + k|b|
∼|V ′0(|x|)|f(∞)
δ2
R
log(N |b|/R), as N →∞
(2.14)

If the potential function has only one bump, then of course one can choose γc’s symmetric w.r.t. the
origin. However, forH = −∆+V−1(|x+b|)+V1(|x−b|), it is impossible to choose γc’s symmetric w.r.t.
both x = −b and x = b at the same time. So one should choose γc’s as symmetric as possible; our
choice here is γN =
∑N
k=−N γck , where ck = kb. By the cancellation lemma, the only negative terms
of i[H, γN ] come from i[V−1(|x+ b|), γcN−1 + γcN ] and i[V1(|x− b|), γc−(N−1) + γc−N ], after combining
symmetric terms.
Notice that
(2.15) |i[V−1(|x + b|), γcN−1 + γcN ]|≤ 4f(∞)V ′−1(|x+ b|)|
for any number N , and similar bound holds for |i[V1(|x − b|), γc−(N−1) + γc−N ]|. This means that
the negative terms do not grow as N increases, and that they are bounded by fixed functions. Then
Corollary 4 enables us to shrink the support of negative part of i[V−1 + V1, γN ] to a tube of radius δ
by taking N large enough.
So we have the following estimate of i[Vj , γN ]:
Proposition 5. Assume V−1(|x + b|) and V1(|x − b|) are real valued radially decreasing smooth po-
tentials of compact support, with centers at x = −b and x = b respectively. For any integer N , and
j = −1, 1, let S(j)N = {x : i[Vj(x), γN ] < 0}, and χ(j)N (x) = χS(j)N (x) be the characteristic function of
S
(j)
N . Then
(2.16) i[Vj(|x− jb|), γN ] ≥ −4f(∞)|V ′j (|x− jb|)|χ(j)N (x)
and S
(j)
N ⊂ {x = (x1, ~y) ∈ Rn : |~y|≤ δN} ∩ suppVj with δN → 0 as N goes to infinity.
Proof. We only prove it for V−1. Use Corollary (4), for any δ > 0, if x /∈ R×Bδ(0) we have
i[V−1(|x+ b|), γN ] =i[V−1(|x+ b|),
N−1∑
k=−(N−1)
γck−1 ] + i[V−1(|x + b|), γcN−1 + γcN ]
&|V ′−1(|x + b|)|f(∞)
δ2
R
log(Nb/R)− 4f(∞)V ′−1(|x+ b|)|
≥0, for N & exp(1/δ2) large enough.
(2.17)
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So the region where i[V−1(|x + b|), γN ] < 0 is confined within a tube of radius δN ∼ 1/
√
logN , and
i[V−1(|x+ b|), γN ] ≥ −4f(∞)|V ′−1(|x+ b|)| on this region. Thus we proved the proposition. 
Next we prove that i[Vj , γN ] can be controlled by i[−∆, γN ], by using frequency decomposition.
Theorem 6. Assume V−1(|x+b|) and V1(|x−b|) are real valued radially decreasing smooth potentials
of compact support, with centers at x = −b and x = b respectively. For any ǫ > 0, there exists Nǫ
such that for any N ≥ Nǫ, in the sense of forms on D(−∆),
(2.18) i[−ǫ∆, γ−b] + i[V−1(|x + b|), γN ] ≥ −Cǫ 1〈x+ b〉σ∆
1
〈x+ b〉σ + i[V−1(|x + b|), γN ] > 0,
(2.19) i[−ǫ∆, γb] + i[V1(|x− b|), γN ] ≥ −Cǫ 1〈x− b〉σ∆
1
〈x− b〉σ + i[V1(|x − b|), γN ] > 0.
Here C = 4− σ/(n− 2)2, from Proposition 1. So, we have i[−ǫ∆, γN ] + i[V−1 + V1, γN ] > 0.
Proof. To prove the estimate involving V−1, we only have to prove that for any ǫ > 0,
(2.20) − Cǫ∆− 4f(∞)〈x+ b〉σ|∂V−1(|x+ b|)
∂r
|〈x+ b〉σχ(−1)N (x) > 0
for N large enough.
For j = −1, 1, let us write
(2.21) V (j)a,σ (x) =
4
C
f(∞)〈x− jb〉σ|V ′j (|x− jb|)|〈x− jb〉σ ≥ 0,
and take K = Kǫ = 2maxj=−1,1{maxx∈Rn V (j)a,σ (x)}/ǫ. Then we only need to prove
(2.22) − ǫ∆− V (−1)a,σ (x)χ(−1)N (x) ≥ 0.
We fix I(λ) to be a smoothed characteristic function of [0,∞), and fix P (λ) be a smoothed char-
acteristic function of [3,∞), such that 0 ≤ I ′(λ), P ′(λ) ≤ 1 and suppP ′(λ) ⊂ [1, 3]. We take PK(λ) =
P (λ/K) and QK(λ) = I(λ/K) − P (λ/K). Then by the spectral theorem, PK(−∆) + QK(−∆) =
I(−∆/K) = Id, since −∆ is a positive operator and I(x/K) = 1 on [0,∞). In the following context,
for convenience, we will use PK and QK to stand for PK(−∆) and QK(−∆) respectively. Thus we
have
− ǫ∆− V (−1)a,σ (x)χ(−1)N (x)
=ǫ(PK +QK)(−∆)(PK +QK)
− (PK +QK)V (−1)a,σ (x)χ(−1)N (x)(PK +QK)
=ǫPK(−∆)PK + ǫQK(−∆)QK + ǫPK(−∆)QK + ǫQK(−∆)PK
− PKV (−1)a,σ (x)χ(−1)N (x)PK −QKV (−1)a,σ (x)χ(−1)N (x)QK
− PKV (−1)a,σ (x)χ(−1)N (x)QK −QKV (−1)a,σ (x)χ(−1)N (x)PK
≥ǫPK(−∆)PK + ǫQK(−∆)QK
− 2PKV (−1)a,σ (x)χ(−1)N (x)PK − 2QKV (−1)a,σ (x)χ(−1)N (x)QK
=PK(−ǫ∆− 2V (−1)a,σ (x)χ(−1)N (x))PK +QK(−ǫ∆− 2V (−1)a,σ (x)χ(−1)N (x))QK .
(2.23)
Here we used the Cauchy-Schwartz inequality and the fact that PK(λ)λQK(λ) = QK(λ)λPK (λ) ≥ 0.
For the high frequency part,
(2.24) PK(−ǫ∆− 2V (−1)a,σ (x)χ(−1)N (x))PK ≥ PK(Kǫ− 2V (−1)a,σ (x)χ(−1)N (x))PK ≥ 0
by our choice of K = 2maxj=−1,1{maxx∈Rn V (j)a,σ (x)}/ǫ.
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For the low frequency part, we can apply the Hardy’s inequality and get
QK(−ǫ∆− 2V (−1)a,σ (x)χ(−1)N (x))QK
=QK(−ǫ∆− 2Q˜KV (−1)a,σ (x)χ(−1)N (x)Q˜K)QK
≥QK(ǫ (n− 2)
2
4|x|2 − 2Q˜KV
(−1)
a,σ (x)χ
(−1)
N (x)Q˜K)QK
=QK
1
|x| (ǫ
(n− 2)2
4
− 2|x|Q˜Kχ(−1)N (x)V (−1)a,σ (x)χ(−1)N (x)Q˜K |x|)
1
|x|QK .
(2.25)
Here we choose Q˜K = Q3K , so Q˜KQK = QK .
To prove that the low frequency part is also positive, we need the following lemma:
Lemma 7. For fixed K, and QK (or Q˜K) as above,
(2.26) ‖χ(−1)N (x)QK |x|‖→ 0, as N →∞
Proof of Lemma: First we prove that χ(−1)(x)QK |x| is a compact operator; here χ(−1)(x) is the
characteristic function of suppV−1(|x+b|). We can either compute the integral kernel of this operator
or use the commutation technique; here we will use the commutation technique. We only have to prove
‖χ(−1)N (x)QK |xj |‖→ 0, as N →∞, because of the fact that |x|= |x|∑
j |xj |
∑
j |xj | and that |x|∑
j |xj| ≤ 1.
χ(−1)(x)QK |xj | = χ(−1)(x)(xj + i) 1
xj + i
QK |xj |
= χ(−1)(x)(xj + i)QK
1
xj + i
|xj |+χ(−1)(x)(xj + i)[ 1
xj + i
, QK ]|xj |
= χ(−1)(x)(xj + i)QK
|xj |
xj + i
− χ(−1)(x)[xj , QK ] |xj |
xj + i
= χ(−1)(x)(xj + i)QK
|xj |
xj + i
− iχ(−1)(x)Q′K2pj
|xj |
xj + i
,
(2.27)
where pj ≡ −i∂j are the momentum operators. We see that both terms are compact operators, so
χ(−1)(x)QK |xj | is compact. And we have χ(−1)N (x) goes to 0 strongly, so
(2.28) ‖χ(−1)N (x)QK |xj |‖= ‖χ(−1)N (x)χ(−1)(x)QK |xj |‖→ 0,
as N goes to infinity. Thus the lemma is proved. 
With the help of the lemma, we get QK(−ǫ∆ − 2V (−1)a,σ (x)χ(−1)N (x))QK is positive for N large
enough.
So we proved the equation (2.18), and similarly one can prove equation (2.19). 
Then Proposition 1 and Theorem 6 together imply Theorem 2.
3. One Dimensional Lattice Potential
Using the same method, we prove similar result when the potential consists of bump functions
centered at one dimensional lattice points. Without loss of generality, we can assume that H =
−∆ +∑Mj=−M Vj(|x − bj|), where bj = (j,~0) ∈ Rn, j = −M, . . . ,M . Assume Vj(|x − bj|) are real
valued radially decreasing smooth potentials of compact support, with centers at x = bj. And we
define γN =
∑N
k=−N γck , with ck = (k,~0) ∈ Rn, k = −N, . . . , N . Then we have the following theorem:
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Theorem 8. For H = −∆+∑Mj=−M Vj(|x− bj|), where bj = (j,~0) ∈ Rn, j = −M, . . . ,M . Assume
Vj(|x − bj|) are real valued radially decreasing smooth potentials of compact support, with centers at
x = bj. If 1/2 < σ < 4(n − 2)2, then for any 0 < ǫ < 1, there exists Nǫ ≥ M , such that for any
N ≥ Nǫ,
(3.1) i[H, γN ] ≥ (1− ǫ)i[−∆, γN ].
The proof is the same as the two-bump potential except for a few points.
First, for fixed ǫ > 0, the cut off of energy (frequency) should be
(3.2) K = 2 max
j=−M,...,M
{max
x∈Rn
V (j)a,σ (x)}/ǫ.
Here the functions V
(j)
a,σ (x) are defined as
(3.3) V (j)a,σ (x) = 2Mf(∞)〈x− bj〉σ|V ′j (|x− bj|)|〈x − bj〉σ ≥ 0
If all the potential functions are of uniform shape, then the cut off is the same as the two-bump case.
Second, for each i[Vj , γN ], we may have 2M possibly negative terms, instead of only two terms in
the two-bump case, after combining symmetric γ’s using the cancellation lemma. And of course, we
have M such V ’s. This affect the result in two ways:
(1) The rate of convergence for δN → 0 became slower, which eventually slows the rate of con-
vergence for ‖χ(j)N (x)QK |x|‖→ 0 as N →∞. But we still have i[−ǫ∆, γcj ] + i[Vj , γN ] > 0, by
using a larger value of N .
(2) We need to control the commutators of γN withM bump functions instead of 2. But remember
in the two-bump potential case, we only used i[−ǫ∆, γ−b + γb]. If we utilize all the terms in
i[−ǫ∆, γN ] that are localized at the position of the bumps, we still have
(3.4) i[−ǫ∆, γN ] +
M∑
j=−M
i[Vj , γN ] ≥
M∑
j=−M
i[−ǫ∆, γcj ] + i[Vj , γN ] > 0.
So we still have the same result, but with a larger value of N (but still finite).
4. Axially Repulsive Potentials
As one can see, in the proof we essentially used the fact that the potential funtion V (x) is repelling
in all directions except one, say x1 direction. Also we need the repelling force to be strong enough
outside a tube near 0, so that we can shrink the region where i[V (x), γN ] < 0 to a tube as small as
we want by increasing N . Then we prove the same result for a larger class of V (x).
In this section, we will often use the notation x = (x1, ~y) ∈ Rn, with ~y ∈ Rn−1.
We assume that the potential function V (x) satisfies the following properties:
(A1) V (x) is C1 and non-negative.
(A2) V (x) is axially repulsive:
(a) V (x) is axially repulsive w.r.t. the x1-axis, that is, for any x = (x1, ~y) ∈ R× Rn−1,
−~y · ∇~yV (x) ≥ 0.
(b) For x ∈ {x = (x1, ~y) : |x1|> L}, V (x) is also repulsive in the x1 direction , that is
−x1 · ∂x1V (x) ≥ 0, and − ~y · ∇~yV (x) ≥ 0.
(A3) |∂x1V | can be controlled by |∇~yV (x)· ~y|~y| |, in the region x ∈ [−L,L]×Rn−1: for any 0 < δ < L,
there exists Λδ > 0 such that for any x ∈ [−L,L]× (Rn−1/Bn−10 (δ))
|∂V (x)
∂x1
|≤ Λδ|∇~yV (x) · ~y|~y| |.
Here, Bn−10 (R) is the (n− 1)-dimensional ball centered at 0 with radius R.
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For the applications, sometimes we need a slightly stronger condition than (A2-b):
(A4) For x ∈ {x = (x1, . . . , xn) : |x1|> L}, V (x) is repulsive in every xj direction , that is
−xj · ∂xjV (x) ≥ 0,
for j = 1, . . . , n.
Remark 1. We can choose Λδ to be nonincreasing in δ. Normally, Λδ → ∞ as δ goes to 0, and we
fix Λδ = ΛR when δ > R for some large R.
Example 1. The following two examples satisfy the properties (A1-A4).
(1) In the one dimensional lattice case, V (x) =
∑M
j=−M Vj(|x−bj |), with bj = (j,~0) and Vj(r) ≥ 0
is decreasing and compactly supported smooth function. Then we can take L = M , and
Λδ = max{1,M/δ}.
(2) V (x) = X(x1)e
−|~y|, with x = (x1, ~y) ∈ R×Rn−1. X(x1) is non-negative and smooth function.
Suppose X ′(x1) ≤ KX(x1) when x1 ∈ [−L,L], and X(x1) is repulsive when x1 /∈ [−L,L].
Then we can take Λδ = max{K,KL/δ}.
Remark 2. It should be noted that if V (x) = X(x1)|y|−(3+ǫ), with X(x1) as in the Example 1, then
V (x) does not satisfy the condition (A3). But one can still prove that i[−∆ + V (x), γN ] will be a
positive operator for N large enough. This is because one can view V (x) = V1(x) + V2(x), with V1(x)
satisfies the properties (A1-A4), while V2(x) is a perturbation that can be controlled by the Laplacian
term.
Then with such V (x), we prove the same result as the one dimensional lattice case.
Theorem 9. Let H = −∆+ V (x), with V (x) satisfies the properties (A1-A3). Define the multiplier
γN =
∑N
k=−N γck , where ck = k = (k,~0) ∈ Rn. If 1/2 < σ < 4(n− 2)2, then for any 0 < ǫ < 1, there
exists Nǫ, such that for any N ≥ Nǫ,
i[H, γN ] ≥ (1− ǫ)i[−∆, γN ]
≥ −(1− ǫ)(4 − σ
(n− 2)2 )
N∑
k=−N
1
〈x− k〉σ∆
1
〈x− k〉σ .
(4.1)
To prove Theorem 9, we will need a more general cancellation lemma than the one we used for
two-bump potential, because V (x) does not have radial symmetry now.
Lemma 10 (General Cancellation Lemma). Let V, γN as above, and define
S+V = {x = (x1, ~y) : −~y · ∇~yV ≥ 0 and − x1 · ∂x1V ≥ 0}
be the region where V (x) is repulsive both in the x1 and ~y direction, then we have
(1) If x ∈ S+V , then i[V (x), γ−c + γc] ≥ 0 for any c = (c1,~0) ∈ Rn.
(2) For any N and any x ∈ Rn,
(4.2) i[V (x), γN ] ≥ −|∂x1V (x)|(2L + 3)f(∞)− 2∇~yV (x) · ~y
N∑
k=−N
f(|x− k|)
|x− k| .
(3) For any δ, there exists Nδ such that for all N ≥ Nδ, we have
(4.3) i[V (x), γN ] ≥ −|∂x1V (x)|(2L + 3)f(∞)χδ.
Here χδ is the characteristic function of [−L,L] × Bn−10 (δ). Quantitatively, Nδ ∼ eLΛδ/δ.
Particularly, in the one dimensional lattice case (with radial symmetric potentials), Nδ ∼
eL
2/δ2 .
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The General Cancellation Lemma says that the region where i[V (x), γN ] < 0 will shrink to a small
tube as N goes to infinity, and that there is a uniform lower bound for i[V (x), γN ]. These results are
essential to our proof of Theorem 9.
The key idea of proving the lemma is that there is cancellation for (possibly) negative terms coming
from the non-repulsive effect in x1 direction, if we pair up γc’s in a proper way. Then all the gain
from the repulsive effect in ~y direction will accumulate and go to infinity as N go to infinity. So the
positive terms will eventually dominate the (possibly) negative terms and then shrink the negative
region to a small tube.
Proof of Lemma (10). First we compute i[V (x), γN ]:
i[V (x), γN ] =− 2
N∑
k=−N
∂V
∂x
· ∂Fck
∂x
=− 2∂V (x)
∂x1
N∑
k=−N
f(|x− k|)
|x− k| (x1 − k)
− 2∇~yV (x) · ~y
N∑
k=−N
f(|x− k|)
|x− k|
=I + II.
(4.4)
We know the second term on the RHS of (4.4) is always non-negative by the axially repulsive property
of V (x), so the key point is to control the first term using cancellation.
We need the following claim to estimate part I.
Claim 2. For any real numbers k1 and k2 and some fixed ~y0 ∈ Rn−1, write ~kj = (kj , ~y0), for j = 1, 2.
If k1 ≤ x1 ≤ k2, and |k1 − x1|≤ |k2 − x1|, then
(4.5)
f(|x− ~k1|)
|x− ~k1|
(x1 − k1) + f(|x−
~k2|)
|x− ~k2|
(x1 − k2) ≤ 0.
If, on the other hand, k1 ≤ x1 ≤ k2, and |k1 − x1|≥ |k2 − x1|, then
(4.6)
f(|x− ~k1|)
|x− ~k1|
(x1 − k1) + f(|x−
~k2|)
|x− ~k2|
(x1 − k2) ≥ 0.
Proof of Claim 2. The proof follows from the fact that
f(|x− ~kj |)
|x− ~kj |
|x1 − kj |=f(
√
|x1 − kj |2+|~y − ~y0|2) |x1 − kj |√|x1 − kj |2+|~y − ~y0|2
=f(
√
|x1 − kj |2+|~y − ~y0|2)
√
1− |~y − ~y0|
2
|x1 − kj |2+|~y − ~y0|2
(4.7)
is an increasing function of z = |x1 − kj |, because both of the two factors on the RHS of (4.7) are
increasing functions of z. 
Suppose x = (x1, ~y) ∈ S+V , then, for c = (c1,~0) with c1 > 0,
i[V (x), γ−c + γc] =− 2∂V (x)
∂x1
(
f(|x+ c|)
|x+ c| (x1 + c1) +
f(|x− c|)
|x− c| (x1 − c1))
− 2∇~yV (x) · ~y(f(|x+ c|)|x+ c| +
f(|x− c|)
|x− c| ).
(4.8)
If x1 ≤ −c1 or x1 ≥ c1, then clearly i[V (x), γ−c + γc] ≥ 0.
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If −c1 < x1 < c1, then use Claim 2, we still have i[V (x), γ−c + γc] ≥ 0. This is because, if
−c1 < x1 ≤ 0, then |x1 + c1|≤ |x1 − c1|, thus we have
f(|x− c1|)
|x− c1| (x1 − c1) +
f(|x− c2|)
|x− c2| (x1 − c2) ≤ 0.
We also have −∂x1V (x) ≤ 0, so i[V (x), γ−c + γc] ≥ 0 if −c1 < x1 ≤ 0. Similarly, one can prove it for
0 ≤ x1 ≤ c1 using Claim 2.
If x /∈ [−L,L] × Rn−1, then x is repulsive both in the x1 and ~y directions, i.e. x ∈ S+V . Then
i[V (x), γ−c + γc] ≥ 0 for any c = (c1,~0) ∈ Rn. By pairing up the symmetric γ’s in γN , we get
(4.9) i[V (x), γN ] ≥ 0
for x /∈ [−L,L]× Rn−1.
In the computation below, we only consider the region x ∈ [−L,L]× Rn−1.
The Claim 2 enables us to pair up the γc’s based on the sign of ∂V (x)/∂x1, so that i[V (x), γck1 +
γck2 ] ≥ 0 at x.
If ∂x1V (x) ≥ 0, then we pair up γc’s centered at x = ⌊x1⌋ − k + 1 and x = k + ⌈L⌉:
− 2∂V (x)
∂x1
{
⌊x1⌋∑
j=⌊x1⌋−(N−⌈L⌉−1)
f(|x− j|)
|x− j| (x1 − j) +
N∑
k=⌈L⌉+1
f(|x− k|)
|x− k| (x1 − k)}
=− 2∂V (x)
∂x1
N−⌈L⌉∑
k=1
{f(|x− (k + ⌈L⌉)|)|x− (k + ⌈L⌉)| (x1 − (k + ⌈L⌉))
+
f(|x− (⌊x1⌋ − k + 1)|)
|x− (⌊x1⌋ − k + 1)| (x1 − (⌊x1⌋ − k + 1))}
≥0.
(4.10)
This is because, ⌊x1⌋ − k + 1 ≤ x1 ≤ L ≤ k + ⌈L⌉, and |x1 − (⌊x1⌋ − k + 1)|< k ≤ |x1 − (k + ⌈L⌉)|.
Then use the claim we just stated, for each k,
−∂V (x)
∂x1
{f(|x− (k + ⌈L⌉)|)|x− (k + ⌈L⌉)| (x1 − (k + ⌈L⌉))
+
f(|x− (⌊x1⌋ − k + 1)|)
|x− (⌊x1⌋ − k + 1)| (x1 − (⌊x1⌋ − k + 1))} ≥ 0.
(4.11)
Similarly, if ∂x1V (x) ≤ 0, we get
(4.12) − 2∂V (x)
∂x1
{
⌈x1⌉+(N−⌈L⌉−1)∑
j=⌈x1⌉
f(|x− j|)
|x− j| (x1 − j) +
−(⌈L⌉+1)∑
k=−N
f(|x− k|)
|x− k| (x1 − k)} ≥ 0.
After the pairing, we have at most 2N + 1 − 2(N − ⌈L⌉) = 2⌈L⌉+ 1 ≤ 2L + 3 terms left. So we
proved that, for each x ∈ suppV ,
(4.13) I = −2∂V (x)
∂x1
N∑
k=−N
f(|x− k|)
|x− k| (x1 − k) ≥ −2|
∂V (x)
∂x1
|(2L+ 3)f(∞).
To estimate part II, take R > ⌈2ΛL(2L+ 3)⌉+ L and
(4.14) f(R) >
1
2
Mσ√
a
=
1
2
f(∞).
Let N > R− L.
For x ∈ [−L,L]× (Rn−1/Bn−10 (R)) and |k|< ⌊R− L⌋, we have
(4.15)
|~y|
|x− k| =
|~y|√
|x1 − k|2+|~y|2
≥ 1√
2
>
1
2
.
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So the positive contribution of i[V (x), γ], i.e. part II, will be
II =− 2(∇~yV (x) · ~y)
N∑
k=−N
f(|x− k|)
|x− k|
≥ − 2(∇~yV (x) · ~y|~y| )
⌊R−L⌋∑
k=−⌊R−L⌋
|~y|
|x− k|f(|x− k|)
≥− 2(∇~yV (x) · ~y|~y| )(
2⌊R− L⌋
4
f(∞))
≥− 2(∇~yV (x) · ~y|~y| )(ΛL(2L+ 3)f(∞)).
(4.16)
By the property (A3) of V (x) and the estimation of part I, we get i[V (x), γ] ≥ 0 on x ∈ [−L,L]×
(Rn−1/Bn−10 (R)). And we only need N ∼ (ΛL + 1)L.
For x ∈ [−L,L] × (Bn−10 (R))/Bn−10 (δ),
∑N
k=−N
f(|x−k|)
|x−k| ∼ f(∞) logN . And by property (A3)
of V (x), |∂V (x)∂x1 |≤ Λδ|∇~yV (x) ·
~y
|~y| |. Combined with the estimation of part I, we prove that for
any δ > 0, there exists Nδ ∼ eLΛδ , such that for all N ≥ Nδ we have i[V (x), γN ] ≥ 0 if x ∈
[−L,L]× (Bn−10 (R))/Bn−10 (δ). 
Now we are ready to prove the Theorem (9).
Proof of Theorem (9). As before, we have
(4.17) i[−∆, γN ] ≥ −(4− σ
(n− 2)2 )
N∑
k=−N
1
〈x− k〉σ∆
1
〈x − k〉σ .
The general cancellation lemma tells us that for any δ > 0, there exists Nδ, such that for all N > Nδ
(4.18) i[V (x), γN ] ≥ −2|∂V (x)
∂x1
|χδ(x)(2L+ 3)f(∞).
Here, χδ(x) is the characteristic function of the small tube [−L,L]×Bn−10 (δ).
We follow the same scheme of the proof for Theorem (6). For any ǫ > 0, we want to prove that for
N sufficiently large,
(4.19) i[−ǫ∆, γN ] + i[V (x), γN ] ≥ 0.
To get this estimate, we only have to prove that for δ > 0 small enough,
(4.20) − ǫ 1〈x〉σ∆
1
〈x〉σ − 2|
∂V (x)
∂x1
|χδ(x)(2L + 3)f(∞) ≥ 0.
Now define V˜ (x) ≡ 2〈x〉σ|∂V (x)∂x1 |〈x〉σ(2L + 3)f(∞), so we only need to prove that, given ǫ > 0, there
exists δ > 0 sufficiently small,
(4.21) − ǫ∆− V˜ (x)χδ(x) ≥ 0.
We take K = Kǫ = 2maxx∈Rn V˜ (x)χδ0/ǫ, for some fixed δ0 > 0. And define PK , QK the same way
as in Theorem (6). Similarly, we have
(4.22) − ǫ∆− V˜ (x)χδ(x) ≥ PK(−ǫ∆− 2V˜ (x)χδ(x))PK +QK(−ǫ∆− 2V˜ (x)χδ(x))QK .
For the high frequency part,
(4.23) PK(−ǫ∆− 2V˜ (x)χδ(x))PK ≥ PK(−ǫK − 2V˜ (x)χδ(x))PK ≥ 0.
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For the low frequency part, similar to Theorem (6), we have
QK(−ǫ∆− 2V˜ (x)χδ(x))QK
≥QK 1|x| (ǫ
(n− 2)2
4
− 2|x|Q˜Kχδ(x)V˜ (x)χδ(x)Q˜K |x|) 1|x|QK .
(4.24)
Here Q˜K = Q3K , so Q˜KQK = QK .
We want to estimate the norm of χδ(x)Q˜K |x|. As in Lemma (7), we have
χδ(x)Q˜K |xj | = χδ(x)(xj + i) 1
xj + i
Q˜K |xj |
= χδ(x)(xj + i)Q˜K
|xj |
xj + i
− iχδ(x)Q˜′K2pj
|xj |
xj + i
.
(4.25)
So,
‖χδ(x)Q˜K |xj |‖ ≤ ‖χδ(x)(xj + i)Q˜K |xj |
xj + i
‖+‖χδ(x)Q˜′K2pj
|xj |
xj + i
‖
≤ ‖χδ(x)(xj + i)Q˜K(p2)‖HS+‖χδ(x)Q˜′K(p2)2pj‖HS .
(4.26)
Here pj ≡ −i∂j are the momentum operators, and ‖·‖HS is the Hilbert-Schmidt norm.
We can compute the Hilber-Schmidt norms ‖χδ(x)(xj + i)QK(p2)‖HS∼ Cn(L3Kn/2δn−1)1/2, and
‖χδ(x)Q′K(p2)2pj‖HS∼ Cn(LK(n+2)/2δn−1)1/2. So, sum up the index j, we will get
(4.27) ‖χδ(x)QK |x|‖. Cn(L3Kn/2δn−1)1/2 + Cn(LK(n+2)/2δn−1)1/2.
And thus we have
(4.28) ‖2|x|QKχδ(x)V˜ (x)χδ(x)QK |x|‖. CnǫK(L3Kn/2 + LK(n+2)/2)δn−1.
By choosing δ small enough, we have
(4.29) QK(−ǫ∆− 2V˜ (x)χδ(x))QK ≥ 0.
Actually, δ is approximately
(4.30) δ ∼ Cn
(L3K
(n+2)/2
ǫ + LK
(n+4)/2
ǫ )1/(n−1)
.
Combining the high frequency part and low frequency part, we proved the theorem. 
Corollary 11. For the one dimensional lattice case, for any ǫ > 0, the minimum Nǫ required is
approximately
(4.31) Nǫ ∼ Cn exp(M2/δ2) ∼ Cn exp(M2(M3K(n+2)/2ǫ +MK(n+4)/2ǫ )2/(n−1)).
Remark 3. The Lemma 10 and Claim 2 are also true if we replace γc by γ
Mor
c . Because we basically
only used the nondecreasing property of f(|x|) in the proof, and γc become γMorc when f ≡ 1. But to
prove Theorem 9, we need i[−∆, γN ] to absorb the negative region using the frequency decomposition.
The next Theorem will be useful in proving interaction Morawetz estimate for H = −∆+ V (x).
First we need some notation: for c = (c1, . . . , ck) ∈ Rk, define
Sym{c} = {(x1, . . . , xk) : xj = ±cj , j = 1, . . . , k},
the set of all symmetric points of c in Rk (w.r.t. every xj -axis).
Theorem 12. If V (x) satisfies the conditions (A1-A4), and γN as defined in Theorem 9, then for
any δ > 0, there exists Nδ, such that
(4.32) i[V (x), γN +
∑
c∈Sym{x′}
γMorc ] & −|∇V (x)|Lf(∞)χδ,
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for any N > Nδ and any x
′ ∈ Rn. Here χδ is the characteristic function of [−L,L] × Bn−10 (δ). If
1/2 < σ < 4(n− 2)2, then for any 0 < ǫ < 1, there exists Nǫ, such that
(4.33) i[H, γN +
∑
c∈Sym{x′}
γMorc ] ≥ i[−∆,
∑
c∈Sym{x′}
γMorc ] + (1− ǫ)i[−∆, γN ],
for N > Nǫ.
The proof of Theorem 12 is similar to the proof of Theorem 9 (and Lemma 10), the only thing new
is the treatment for the region x /∈ [−L,L]× Rn−1. And that is the reason why we have a stronger
condition on this region.
Proof of Theorem 12. For the region x ∈ [−L,L] × (Rn−1 \ Bn−10 (δ)), we have enough gain from
i[V, γN ] to control the terms coming from i[V,
∑
c∈Sym{x′} γ
Mor
c ], no matter where x
′ is.
Suppose we have i[V,
∑
c∈Sym{x′} γ
Mor
c ] ≥ 0 when x /∈ [−L,L]× Rn−1, then we get (4.32). Thus
equation (4.33) follows by frequency decomposition. So all we need to prove is:
Lemma 13. If V (x) satisfies the condition (A4), then
(4.34) i[V (x),
∑
c∈Sym{x′}
γMorc ] ≥ 0,
for x /∈ [−L,L]× Rn−1.
Proof of Lemma 13: First, we have
(4.35) i[V (x),
∑
c∈Sym{x′}
γMorc ] =
n∑
j=1
{
−2∂xjV (x)
∑
c∈Sym{x′}
xj − cj
|x− c|
}
We actually prove that, for each j, and x /∈ [−L,L]× Rn−1,
(4.36) − 2∂xjV (x)
∑
c∈Sym{x′}
xj − cj
|x− c| ≥ 0,
by pairing up c ∈ Sym{x′} properly.
We only show the pairing for j = 1, the rest are similar. Let x′ = (x′1, ~y′), c = (c1, ~yc),
− 2∂x1V (x)
∑
c∈Sym{x′}
x1 − c1
|x− c|
=− 2∂x1V (x)
∑
~yc∈Sym{~y′}
x1 − (−c1)
|(x1 − (−c1), ~y − ~yc)| +
x1 − c1
|(x1 − c1, ~y − ~yc)|
=
∑
~yc∈Sym{~y′}
−2∂x1V (x)
{ x1 + c1
|(x1 + c1, ~y − ~yc)| +
x1 − c1
|(x1 − c1, ~y − ~yc)|
}
≥0,
(4.37)
for x /∈ [−L,L]×Rn−1. The last step is a direct result of Claim 2 and the repulsive condition (A4). 
Lemma 13 then completes the proof of Theorem 12. 
5. Application
5.1. Decay and Strichartz Estimates. As an application of Theorem (9), we prove the Strichartz
estimates for Schro¨dinger operators with axially repulsive potentials in a way that extends to the
defocusing NLS.
First, we prove the following estimates:
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Theorem 14. For dimension n ≥ 3, suppose H = −∆ + V (x), with V (x) axially repulsive, i.e.
V (x) satisfies the conditions (A1-A3), and assume V (x) decays at least as |x|−2 at infinity. Let
u0 ∈ L2(Rn) be the initial condition, and u(t) = e−iHtu0. As we previously defined, let Q1 = Q1(H)
and P1 = P1(H) be smoothed projections of H on the intervals [0, 1] and [1,∞) respectively. Then for
1/2 < σ < 4(n− 2)2, we have∫
‖
√
−∆〈x〉−σQ1u(t)‖2L2x dt+
∫
‖〈x〉−(σ+1)Q1u(t)‖2L2x dt ≤ C‖u0‖
2
L2x
,(5.1) ∫
‖
√
−∆〈x〉−σH−1/4P1u(t)‖2L2x dt+
∫
‖〈x〉−(σ+1)H−1/4P1u(t)‖2L2x dt ≤ C‖u0‖
2
L2x
,(5.2) ∫
‖
√
H〈x〉−σH−1/4P1u(t)‖2L2x dt ≤ C‖u0‖
2
L2x
,(5.3) ∫
‖〈x〉−σH1/4P1u(t)‖2L2x dt ≤ C‖u0‖
2
L2x
.(5.4)
Especially, we have
(5.5)
∫
‖〈x〉−(σ+1)u(t)‖2L2x dt ≤ C‖u0‖
2
L2x
.
Proof. For equation (5.1), using the conservation law of energy and the fact that Q1γNQ1 is a bounded
operator, we get: ∫ T
0
∂
∂t
(u(t), Q1γNQ1u(t)) dt
=(u(T ), Q1γNQ1u(T ))− (u(0), Q1γNQ1u(0))
≤C‖u0‖2L2x .
(5.6)
On the other hand, applying Theorem (9), we have:∫ T
0
∂
∂t
(u(t), Q1γNQ1u(t)) dt
=
∫ T
0
(u(t), i[H,Q1γNQ1]u(t)) dt
=
∫ T
0
(u(t), iQ1[H, γN ]Q1u(t)) dt
≥
∫ T
0
(u(t), Q1C˜
N∑
k=−N
〈x− k〉−σ(−∆)〈x− k〉−σQ1u(t)) dt
≥C˜
∫ T
0
‖
√
−∆〈x〉−σQ1u(t)‖2L2x dt, with C˜ > 0.
(5.7)
So for any T ,
(5.8)
∫ T
0
‖
√
−∆〈x〉−σQ1u(t)‖2L2x dt ≤ C‖u0‖
2
L2x
,
which means that
(5.9)
∫
‖
√
−∆〈x〉−σQ1u(t)‖2L2x dt ≤ C‖u0‖
2
L2x
.
Then the Hardy’s Inequality implies
(5.10)
∫
‖〈x〉−(σ+1)Q1u(t)‖2L2x dt ≤
∫
‖
√
−∆〈x〉−σQ1u(t)‖2L2x dt ≤ C‖u0‖
2
L2x
.
Hence we proved the equation (5.1).
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Similarly, one can prove equation (5.2) by using Theorem (9), conservation law and the fact that
P1H
−1/4γNH−1/4P1 is bounded operator.
Equation (5.3) is a direct consequence of equation (5.2).
To prove equation (5.4), we need to commute
√
H and 〈x〉−σ, and estimate the correction terms
by commutator expansion lemma.
Combining equation (5.1) and equation (5.4), one reaches the estimate (5.5). 
With the help of Theorem 14, we prove the Strichartz estimates for H = −∆+ V (x).
Theorem 15. For dimension n ≥ 3, suppose H = −∆ + V (x), with V (x) axially repulsive, i.e.
V (x) satisfies the conditions (A1-A3). And suppose V (x) = O(|x|−(2+σ0)), for some σ0 > 1/2. Let
u0 ∈ L2(Rn) be the initial condition, and u(t) = e−iHtu0. Then we have the homogeneous Strichartz
estimate
(5.11) ‖e−itHu0‖LqtLrx(R×Rn)≤ C‖u0‖L2x(Rn),
the dual homogeneous Strichartz estimate
(5.12) ‖
∫
R
eisHF (s) ds‖L2x(Rn)≤ C‖F‖Lq˜′t Lr˜′x (R×Rn),
and the inhomogeneous Strichartz estimate
(5.13) ‖
∫
s<t
e−i(t−s)HF (s) ds‖LqtLrx(Rn)≤ C‖F‖Lq˜′t Lr˜′x (R×Rn),
with the pairs (q, r) and (q˜, r˜) are admissible exponents: 2 ≤ q, r ≤ ∞, 2q + nr = n2 . However, the
endpoint case (q = q˜ = 2) of inhomogeneous Strichartz estimate is only available for n = 3.
Proof. Use Duhamel formula and endpoint Strichartz estimates for free Schro¨dinger operator, we have
‖u(t)‖
L2tL
2n/(n−2)
x
≤ C‖u0‖L2x+‖
∫ t
0
ei∆(t−s)V (x)u(s) ds‖
L2tL
2n/(n−2)
x
≤ C‖u0‖L2x+‖V (x)u(t)‖L2tL2n/(n+2)x .
(5.14)
Take σ ∈ (1/2, σ0), then Theorem (14) says ‖〈x〉−(σ+1)u(t)‖L2tL2x≤ C‖u0‖L2x , and we also have
‖V (x)〈x〉σ+1‖Lnx is bounded, so
‖V (x)u(t)‖
L2tL
2n/(n+2)
x
= ‖V (x)〈x〉σ+1〈x〉−(σ+1)u(t)‖
L2tL
2n/(n+2)
x
≤ ‖V (x)〈x〉σ+1‖Lnx ·‖〈x〉−(σ+1)u(t)‖L2tL2x
≤ C‖u0‖L2x .
(5.15)
This completes the proof of homogeneous Strichartz estimate for (q, r) = (2, 2n/(n − 2)), and the
other endpoint is trivial. So by interpolation, we proved the homogeneous Strichartz estimate.
Then by duality, we have the dual homogeneous Strichartz estimate, which leads to the non-
endpoint inhomogeneous Strichartz estimate under the help of Christ-Kiselev lemma. For the endpoint
inhomogeneous Strichartz estimate in dimension 3, one can use [BG12] to get dispersive estimate,
which implies the endpoint case by [KT98]. 
The Strichartz estimate for H provides us the key to the global H1x well-posedness of (e.g.) cubic
defocusing nonlinear Schro¨dinger equation with axially repulsive potential
(5.16)
{
i∂tu(t) = Hu(t) + λ|u(t)|p−1u(t),
u(0) ∈ H1x(Rn).
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If V (x) satisfies (A4) also, then we can prove the Morawetz and interaction Morawetz estimates using
Theorem 12, which leads to the scattering of the solution to equation (5.16). By Theorem 12,
i[−∆+ V, γN +
∑
c∈Sym{x′}
γMorc ] ≥ i[−∆,
∑
c∈Sym{x′}
γMorc ] + (1− ǫ)i[−∆, γN ],
the multiplier γN +
∑
c∈Sym{x′} γ
Mor
c adapted to H , will replace the role of γ
Mor
x′ in proving (in-
teraction) Morawetz estimates. Then the standard Morawetz and interaction Morawetz estimates
follow, since the remainder terms, coming from the potential, are absorbed by the terms coming from
i[−∆, γN ].
5.2. Time Dependent Potential. If H = −∆ + V (x, t), then even if V is repulsive for each t,
one cannot use the standard Morawetz estimates. The reason is we have to replace γ by γc(t), c(t)
is the center of V (x, t). However, with the multi-center vector fields method, one can use the same
γN adapted to V (x, t) for all t, if V (x, t) remains axially repulsive and satisfies certain uniformity
conditions as below:
(B1) V (x, t) satisfies the axially repulsive conditions (A1-A4), relative to the same axis.
(B2) V (x, t) satisfies the axially repulsive conditions (A1-A4), the constants L and Λδ remain
uniform in t.
If the potential V (x, t) satisfies the conditions (B1) and (B2), then we have the same estimates as in
Theorem 9 and Theorem 12 for the time dependent potential, and we can prove interaction Morawetz
estimate for such time dependent potentials.
Example 2. Suppose Vj(x1, ~y) satisfies the conditions (A1-A4), for j = 1, 2, . . . ,M . Then define the
time dependent potential:
(5.17) V (x, t) ≡
M∑
1
Vj(x1 − βj(t), ~y)
satisfies the conditions (B1) and (B2), if
(5.18) max
j
sup
t
|βj(t)|< β0 <∞.
Example 3. Suppose V (x1, ~y) satisfies the conditions (A1-A4). Then define the time dependent
potential:
(5.19) V (x, t) ≡ V (x1, λ(t)~y)
satisfies the conditions (B1) and (B2), if
(5.20) 0 < λ0 < inf
t
λ(t) ≤ sup
t
λ(t) < λ∞ <∞.
Example 4. Suppose Vj(x1, ~y) satisfies the conditions (A1-A4), for j = 1, 2, . . . ,M . Then define the
time dependent potential:
(5.21) V (x, t) ≡
M∑
1
Vj(x1 − βj(t), λj(t)~y)
satisfies the conditions (B1) and (B2), if
max
j
sup
t
|βj(t)|< β0 <∞,(5.22)
0 < λ0 < min
j
inf
t
λj(t) ≤ max
j
sup
t
λj(t) < λ∞ <∞.(5.23)
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6. General Compactly Supported Potential
In the general case, we assume V (x) ≥ 0 is compactly supported and sufficiently smooth, and
H = −∆ + V (x). With no additional assumption to the potential function, we can not find γN to
shrink the region where i[V (x), γN ] is negative as we did in previous situations. In general one uses the
positive commutator methods based on the Mourre estimate in this case, which applies at localized
energies away from thresholds (0,∞, in our case). See e.g.[SS88, HS00, Sof11, AdMG+96, DSS12] and
cited references. However, we can still get positive commutator in the high energy case and close to
zero energy case (in higher dimensions).
6.1. High Energy.
Theorem 16. Suppose V (x) ≥ 0 is compactly supported and smooth, and H = −∆ + V (x). Let
γ = i[−∆, F (x)], and 1/2 < σ < 4(n − 2)2; then there exists K0 such that PK(H)i[H, γ]PK(H) are
positive operators for all K ≥ K0. To be precise, for any 0 < ǫ < 4−σ/(n− 2)2, there exists Kǫ, such
that for any K ≥ Kǫ,
(6.1) PK(H)i[H, γ]PK(H) ≥ (4− σ
(n− 2)2 − ǫ)PK(H)
1
〈x〉σH
1
〈x〉σ PK(H).
Proof. We already know that
i[H, γ] ≥− (4− σ
(n− 2)2 )
1
〈x〉σ∆
1
〈x〉σ − 2∇F · ∇V
=(4 − σ
(n− 2)2 )
1
〈x〉σH
1
〈x〉σ − (4−
σ
(n− 2)2 )
1
〈x〉σ V (x)
1
〈x〉σ − 2∇F · ∇V.
(6.2)
Let W (x) = (4 − σ(n−2)2 )V (x) + 2〈x〉2σ∇F · ∇V , so we only have to prove
(6.3) ǫPK(H)
1
〈x〉σH
1
〈x〉σ PK(H) ≥ PK(H)
1
〈x〉σW (x)
1
〈x〉σ PK(H),
for all K greater than some constant Kǫ. We will need the following proposition to estimate the left
hand side.
Proposition 17. Under the same assumptions as in Theorem (16). For K large enough, we have
the following estimate
(6.4) PK(H)
1
〈x〉σH
1
〈x〉σ PK(H) ≥ CKPK(H)
1
〈x〉σ
1
〈x〉σ PK(H),
for some constant C > 0.
Theorem (16) follows easily from the Proposition (17), since W (x) is a bounded function. 
To prove Proposition (17), the idea is to commute PK(H) through 1/〈x〉σ and use the fact that
PK(H)HPK(H) ≥ KP 2K(H). After that, we need to commute PK(H) through 1/〈x〉σ again to the
outside. So we have to control the error terms come from commuting PK(H) and 1/〈x〉σ.
Using commutator expansion lemma, we get
[〈x〉σ , PK(H)]
=P ′K(H)ad
(1)
H (〈x〉σ) +
1
2!
P ′′K(H)ad
(2)
H (〈x〉σ) + · · ·+
1
m!
P
(m)
K (H)ad
(m)
H (〈x〉σ) +Rm+1,
(6.5)
or
[〈x〉σ , PK(H)]
=ad
(1)
H (〈x〉σ)P ′K(H) +
1
2!
ad
(2)
H (〈x〉σ)P ′′K(H) + · · ·+
1
m!
ad
(m)
H (〈x〉σ)P (m)K (H) + R˜m+1.
(6.6)
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Here the remainder term Rm is given by:
(6.7) Rm = i
m
∫ ∞
−∞
P̂K(s1)e
is1H ds1
∫ s1
0
ds2
∫ s2
0
· · · dsm
∫ sm
0
e−ipHad(m)H (〈x〉σ)eipH dp.
We have similar expression for R˜m which we omit here.
Proposition 18. Let m ≥ max{4, σ}, then the following estimates hold:
(1) ad
(j)
H (〈x〉σ)P (j)K (H) = 〈x〉σ−j 1√KjO(1), for j = 1, 2, · · · ,m− 1.
(2) (H + 1)Rm =
1
KO(1).
(3) [〈x〉σ , PK(H)] = 〈x〉σ−1 1√KO(1), H [〈x〉σ, PK(H)] = 〈x〉σ−1
√
KO(1).
(4) [〈x〉−σ, PK(H)] = 〈x〉−σ−1 1√KO(1), H [〈x〉−σ, PK(H)] = 〈x〉−σ−1
√
KO(1).
(5) H〈x〉−σ[〈x〉σ , PK(H)] =
√
KO(1).
Proof. For the first estimate, we compute explicitly:
[〈x〉σ, H ] = [〈x〉σ ,−∆]
= aσ
n+ a(σ + n− 2)r2
1 + ar2
〈x〉σ−2 + 2aσ〈x〉σ−1 xj〈x〉∂j .
(6.8)
Since ∂j are bounded by
√
H , suppP ′K is contained in the interval [K, 3K] and ‖P ′K(H)‖≤ 1K , we get
the first estimate for j = 1.
We can use similar argument to prove the first estimate for j = 2, · · · ,m− 1.
For the remainder term Rm, we write
(6.9) eisH =
1
i(H + 1)
(
∂
∂s
+ i)eisH =
1
(i(H + 1))m−1
(
∂
∂s
+ i)m−1eisH .
Use integration by parts, we then get
‖(H + 1)Rm‖
=‖
∫ ∞
−∞
P̂K(s1)
1
(H + 1)m−2
(
∂
∂s1
+ i)m−1eis1H ds1
∫ s1
0
· · · dsm
∫ sm
0
e−ipHad(m)H (〈x〉σ)eipH dp‖
≤C‖ 1
(H + 1)m−2
ad
(m)
H (〈x〉σ)‖
m−1∑
j=0
∫
| ̂xjP (j+1)K (s)| ds
=
C
K
‖ 1
(H + 1)m−2
ad
(m)
H (〈x〉σ)‖
m−1∑
j=0
∫
| ̂xjP (j+1)(s)| ds.
(6.10)
Here we used an identity
(6.11)
∫
| ̂xjP (j+1)K (s)| ds =
∫
| ̂xjP (j+1)(Ks)| ds = 1
K
∫
| ̂xjP (j+1)(s)| ds,
and the fact that 1(H+1)m−2 ad
(m)
H (〈x〉σ) is bounded. Thus we have proved the second estimate.
The third estimate is the direct consequence of the first and second estimates, using commutator
expansion lemma.
Using exactly the same method, we get the fourth estimate.
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For the last one, we have
H
1
〈x〉σ [〈x〉
σ, PK(H)]
=H [〈x〉σ , PK(H)] 1〈x〉σ +H [
1
〈x〉σ , [〈x〉
σ , PK(H)]]
=H [〈x〉σ , PK(H)] 1〈x〉σ +H [PK(H), 〈x〉
σ]
1
〈x〉σ +H [PK(H),
1
〈x〉σ ]〈x〉
σ
=
√
KO(1).
(6.12)

Proof of Proposition (17). Since PK(x) ≡ 1 on [3K,∞), we have P3K(x) = P3K(x)PK(x). Then we
get
(6.13) P3K(H)
1
〈x〉σH
1
〈x〉σ P3K(H) = P3K(H)PK(H)
1
〈x〉σH
1
〈x〉σ PK(H)P3K(H)
Now commute PK(H) through 〈x〉−σ :
PK(H)
1
〈x〉σH
1
〈x〉σ PK(H)
=
1
〈x〉σ PK(H)HPK(H)
1
〈x〉σ
+ [PK(H),
1
〈x〉σ ]H
1
〈x〉σ PK(H) +
1
〈x〉σ PK(H)H [
1
〈x〉σ , PK(H)]
(6.14)
We then use the fact that PK(H)HPK(H) ≥ KP 2K(H) and get
PK(H)
1
〈x〉σH
1
〈x〉σ PK(H)
≥ 1〈x〉σ PK(H)KPK(H)
1
〈x〉σ
− 1〈x〉σ [PK(H), 〈x〉
σ ]
1
〈x〉σH
1
〈x〉σ PK(H)
− 1〈x〉σ PK(H)H
1
〈x〉σ [〈x〉
σ , PK(H)]
1
〈x〉σ
=KPK(H)
1
〈x〉σ
1
〈x〉σ PK(H)
+K
1
〈x〉σ [PK(H), 〈x〉
σ ]
1
〈x〉σ PK(H)
1
〈x〉σ
+KPK(H)
1
〈x〉σ
1
〈x〉σ [〈x〉
σ, PK(H)]
1
〈x〉σ
− 1〈x〉σ [PK(H), 〈x〉
σ ]
1
〈x〉σH
1
〈x〉σ PK(H)
− 1〈x〉σ PK(H)H
1
〈x〉σ [〈x〉
σ , PK(H)]
1
〈x〉σ .
(6.15)
Sandwich the above inequality by P3K(H), and use the estimates in Proposition (18), we get
P3K(H)
1
〈x〉σH
1
〈x〉σ P3K(H)
≥KP3K(H) 1〈x〉σ
1
〈x〉σ P3K(H) +
√
KP3K(H)
1
〈x〉σO(1)
1
〈x〉σ P3K(H).
(6.16)
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We can choose K sufficiently large, then the error term can be controlled by the main term. Thus
we proved the proposition. 
6.2. Low Energy. For this case, we only consider the special case that n ≥ 5 and σ = 1.
Theorem 19. Suppose V (x) ≥ 0 is compactly supported and C2, and H = −∆+ V (x). We define
γ = i[−∆, F (x)]. Then there exists ξ0 such that Qξ(H)i[H, γ]Qξ(H) are positive operators for all
0 < ξ ≤ ξ0. To be precise, for any ǫ ∈ (0, 1), there exists ξǫ, such that for any ξ ∈ (0, ξǫ],
(6.17) Qξ(H)i[H, γ]Qξ(H) ≥ (1− ǫ)Qξ(H)i[−∆, γ]Qξ(H).
Here Qξ(λ) = Q(λ/ξ), with Q(λ) is a fixed smoothed characteristic function of the interval [0, 1].
Proof. We already know that
i[H, γ] =(1− ǫ)i[−∆, γ] + i[−ǫ∆, γ] + i[V, γ]
≥(1− ǫ)i[−∆, γ] + {−(4− σ
(n− 2)2 )ǫ
1
〈x〉σ∆
1
〈x〉σ − 2∇F · ∇V }
≥(1− ǫ)i[−∆, γ] + {(4− σ
(n− 2)2 )ǫ
(n− 2)2
4
1
〈x〉σ
a
〈x〉2
1
〈x〉σ − 2∇F · ∇V }
=(1− ǫ)i[−∆, γ] + {((n− 2)2 − σ
4
)aǫ
1
〈x〉2
1
〈x〉2 − 2∇F · ∇V }.
(6.18)
Let U(x) = 2∇F · ∇V , C = ((n− 2)2 − σ4 )a, and sandwich the above inequality by Qξ(H) (we use
Qξ for short):
Qξ(i[H, γ])Qξ
≥(1− ǫ)Qξi[−∆, γ]Qξ + {CǫQξ 1〈x〉2
1
〈x〉2Qξ −QξU(x)Qξ}
=(1− ǫ)Qξi[−∆, γ]Qξ +Qξ 1〈x〉2
{
Cǫ − 〈x〉2Q3ξU(x)Q3ξ〈x〉2
} 1
〈x〉2Qξ.
(6.19)
Then we only have to prove there exists ξǫ > 0,
(6.20) ‖〈x〉2Q3ξU(x)Q3ξ〈x〉2‖≤ Cǫ,
for all 0 < ξ < ξǫ. That means all we have to prove is
(6.21) lim
ξ→0
‖〈x〉2Q3ξU(x)Q3ξ〈x〉2‖= 0.
In fact, we prove the following stronger estimate:
Lemma 20. Let α0 = min{(n/4− 1), 1/2}, for any 0 < α < α0,
(6.22) ‖〈x〉2Q3ξU(x)Q3ξ〈x〉2‖= ξ2αO(1).
The Theorem (19) then follows from the Lemma (20). 
To prove the Lemma (20), we need to commute 〈x〉2 with Q3ξ:
〈x〉2Q3ξU(x)Q3ξ〈x〉2
=Q3ξ〈x〉2U(x)〈x〉2Q3ξ + [〈x〉2, Q3ξ]U(x)〈x〉2Q3ξ
+Q3ξ〈x〉2U(x)[Q3ξ, 〈x〉2] + [〈x〉2, Q3ξ]U(x)[Q3ξ, 〈x〉2].
(6.23)
And all we have to prove is the following estimates:
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Proposition 21. Let α0 = min{(n/4− 1), 1/2}, for any 0 < α < α0,
‖QξχU (x)‖= ξ1+αO(1),(6.24)
‖[xj , Qξ]χU (x)‖= ξ1/2+αO(1), j = 1, . . . , n,(6.25)
‖[〈x〉2, Qξ]χU (x)‖= ξαO(1).(6.26)
Here χU (x) is the smoothed characteristic function of U(x) with compact support.
Proof. For the first estimate, we write
(6.27) ‖QξχU (x)‖= ‖
(
QξH
1+α
)(
H−(1+α)〈x〉−2(1+α)
)
〈x〉2(1+α)χU (x)‖.
We know from the weighted Hardy-Littlewood-Sobolev (WHLS) inequality that, for 0 ≤ κ < n2 ,
|p|−κ|x|−κ is a bounded operator on L2(Rn). So if H = −∆, then equation (6.24) is a direct conse-
quence of WHLS. Now we have to proveH−(1+α)〈x〉−2(1+α) is a bounded operator, forH = −∆+V (x).
So equation (6.24) follows from the lemma:
Lemma 22. For dimension n ≥ 5, let α0 = min{(n/4− 1), 1/2}. Suppose that H = −∆+ V (x) is a
self-adjoint operator, with |V (x)|≤ C〈x〉−2(1+α0) and 0 < C1(−∆) ≤ H ≤ C2(−∆). Then
(1) (H−1 − (−∆)−1)〈x〉−2, H−1〈x〉−2 are bounded.
(2) For any 0 < α < α0, we have H
−(1+α)〈x〉−2(1+α) is bounded.
Proof of Lemma (22). Since H ≥ C1(−∆), we have
(6.28) 〈x〉−2H−1〈x〉−2 ≤ 1
C1
〈x〉−2(−∆)−1〈x〉−2,
in the sense of forms. By WHLS inequality, the RHS is bounded, then so is the LHS. Use resolvent
formula and WHLS inequality, the operator
(H−1 − (−∆)−1)〈x〉−2 =− (−∆)−1V (x)H−1〈x〉−2
=− ((−∆)−1〈x〉−2)(〈x〉2V (x)〈x〉2)(〈x〉−2H−1〈x〉−2)(6.29)
is bounded. Then H−1〈x〉−2 is also bounded.
For 0 < α < α0 ≤ 1/2, we have
(6.30) H2α ≥ Cα(−∆)2α,
which implies
(6.31) H−2α ≤ 1
Cα
(−∆)−2α,
in the form sense. So we have
(6.32) ‖H−αψ‖≤ 1√
Cα
‖(−∆)−αψ‖,
for any ψ such that the RHS is bounded. Then use this result and we get
‖H−(1+α)〈x〉−2(1+α)ψ‖
=‖H−α
(
(−∆)−1 − (−∆)−1V (x)H−1
)
〈x〉−2(1+α)ψ‖
≤ 1√
Cα
‖(−∆)−α
(
(−∆)−1 − (−∆)−1V (x)H−1
)
〈x〉−2(1+α)ψ‖
=
1√
Cα
‖
(
(−∆)−(1+α)〈x〉−2(1+α) − (−∆)−(1+α)V (x)H−1〈x〉−2(1+α)
)
ψ‖
≤C˜α‖ψ‖,
(6.33)
for any ψ ∈ L2x. So H−(1+α)〈x〉−2(1+α) is (can be extended to) a bounded operator. 
26 AVY SOFFER, JIANGUO XIAO
For equation (6.25), we write
[xj , Qξ]χU (x) = [xj , QξQ3ξ]χU (x)
= [xj , Qξ]Q3ξχU (x) +Qξ[xj , Q3ξ]χU (x).
(6.34)
Then we use commutator expansion lemma to analysis each term.
[xj , Qξ]Q3ξχU (x) = (Q
′
ξ[xj , H ] +R2)Q3ξχU (x)
= (2iQ′ξpj + R2)Q3ξχU (x)
= 2iQ′ξpjQ3ξχU (x) +R2Q3ξχU (x).
(6.35)
Qξ[xj , Q3ξ]χU (x) = Qξ(Q
′
3ξ[xj , H ] + R˜2)χU (x)
= Qξ(2ipjQ
′
3ξ + R˜2)χU (x)
= 2iQξpjQ
′
3ξχU (x) +QξR˜2χU (x).
(6.36)
Here pj = −i∂j are the momentum operators, and R2 is the remainder term in commutator
expansion lemma
R2 = i
2
∫ ∞
−∞
Q̂ξ(s)e
isH ds
∫ s
0
∫ µ
0
e−iνH [[xj , H ], H ]eiνH dν dµ
= −
∫ ∞
−∞
Q̂ξ(s)e
isH ds
∫ s
0
∫ µ
0
e−iνH2
∂V (x)
∂xj
eiνH dν dµ.
(6.37)
And R˜2 is similar to R2:
R˜2 = −i2
∫ ∞
−∞
Q̂ξ(s)
∫ s
0
∫ µ
0
eiνH [[xj , H ], H ]e
−iνH dν dµ eisH ds
=
∫ ∞
−∞
Q̂ξ(s)
∫ s
0
∫ µ
0
eiνH2
∂V (x)
∂xj
e−iνH dν dµ eisH ds.
(6.38)
Use WHLS the same way we used for the first estimate, we get
‖2iQ′ξpjQ3ξχU (x)‖=ξ1/2+αO(1),
‖2iQξpjQ′3ξχU (x)‖=ξ1/2+αO(1).
(6.39)
For the remainder terms, we need the following lemma:
Lemma 23. Suppose W (x) is a bounded function of compact support, then∥∥∥(∫ ∞
−∞
Q̂ξ(s)e
isH ds
∫ s
0
∫ µ
0
e−iνHW (x)eiνH dν dµ
)
Q3ξχU (x)
∥∥∥ = ξ1+2αO(1),(6.40) ∥∥∥Qξ(∫ ∞
−∞
Q̂3ξ(s)
∫ s
0
∫ µ
0
eiνHW (x)e−iνH dν dµ eisH ds
)
χU (x)
∥∥∥ = ξ1+αO(1).(6.41)
The equation (6.25) then follows directly from Lemma (23). We will prove the lemma later.
For equation (6.26), just use the same techniques as in proving equation (6.25)
[x2j , Qξ]χU (x) = [x
2
j , QξQ3ξ]χU (x)
= [x2j , Qξ]Q3ξχU (x) +Qξ[x
2
j , Q3ξ]χU (x).
(6.42)
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We compute
[x2j , Qξ]Q3ξχU (x)
= (Q′ξ[x
2
j , H ] +R
(2)
2 )Q3ξχU (x)
= 2iQ′ξ(xjpj + pjxj)Q3ξχU (x) +R
(2)
2 Q3ξχU (x)
= 4iQ′ξpjxjQ3ξχU (x) − 2Q′ξQ3ξχU (x) +R(2)2 Q3ξχU (x)
= 4iQ′ξpjQ3ξxjχU (x) + 4iQ
′
ξpj[xj , Q3ξ]χU (x)− 2Q′ξQ3ξχU (x) +R(2)2 Q3ξχU (x),
(6.43)
and
Qξ[x
2
j , Q3ξ]χU (x)
= Qξ([x
2
j , H ]Q
′
3ξ + R˜
(2)
2 χU (x)
= 2iQξ(xjpj + pjxj)Q
′
3ξχU (x) +QξR˜
(2)
2 χU (x)
= 4iQξpjxjQ
′
3ξχU (x)− 2QξQ′3ξχU (x) +QξR˜(2)2 χU (x)
= 4iQξpjQ
′
3ξxjχU (x) + 4iQξpj [xj , Q
′
3ξ]χU (x) − 2QξQ′3ξχU (x) +QξR˜(2)2 χU (x).
(6.44)
For the remainder terms,
R
(2)
2 = i
2
∫ ∞
−∞
Q̂ξ(s)e
isH ds
∫ s
0
∫ µ
0
e−iνH [[x2j , H ], H ]e
iνH dν dµ,(6.45)
R˜
(2)
2 = −i2
∫ ∞
−∞
Q̂ξ(s)
∫ s
0
∫ µ
0
eiνH [[x2j , H ], H ]e
−iνH dν dµ eisH ds.(6.46)
We can use the fact that
(6.47) [[x2j , H ], H ] = −8p2j + 4
∂V (x)
∂xj
xj .
So we have
(6.48) [[x2, H ], H ] = −8p2 + 4∇V (x) · x = −8H + 8V (x) + 4∇V (x) · x.
Then use WHLS inequality, the Lemma (23) and equation (6.25), with the above computations,
we prove every term in the RHS of (6.43) and (6.44) are of order ξα. So we proved (6.26). 
Proof of Lemma (23). We write W˜ = H−1W (x)H−(1+α) and χ˜ = H−(1+α)χU (x). They are both
bounded operators due to the WHLS.(∫ ∞
−∞
Q̂ξ(s)e
isH ds
∫ s
0
∫ µ
0
e−iνHW (x)eiνH dν dµ
)
Q3ξχU (x)
=
(∫ ∞
−∞
Q̂ξ(s)e
isH ds
∫ s
0
∫ µ
0
e−iνHHW˜eiνH dν dµ
)
H2(1+α)Q3ξχ˜
=
(
i
∫ ∞
−∞
Q̂ξ(s)e
isH ds
∫ s
0
∫ µ
0
d(e−iνH)W˜eiνH dµ
)
H2(1+α)Q3ξχ˜
=
(
i
∫ ∞
−∞
Q̂ξ(s)e
isH ds
∫ s
0
(e−iµHW˜eiµH − W˜ ) dµ
)
H2(1+α)Q3ξχ˜
−
(
i
∫ ∞
−∞
Q̂ξ(s)e
isH ds
∫ s
0
∫ µ
0
e−iνHW˜ d(eiνH) dµ
)
H2(1+α)Q3ξχ˜
=
(
i
∫ ∞
−∞
Q̂ξ(s)e
isH ds
∫ s
0
(e−iµHW˜eiµH − W˜ ) dµ
)
H2(1+α)Q3ξχ˜
+
(∫ ∞
−∞
Q̂ξ(s)e
isH ds
∫ s
0
∫ µ
0
e−iνHW˜eiνH dν dµ
)
H1+2(1+α)Q3ξχ˜.
(6.49)
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Since W˜ is a bounded operator, then we have
∥∥∥∫ ∞
−∞
Q̂ξ(s)e
isH ds
∫ s
0
∫ µ
0
e−iνHW˜eiνH dν dµ
∥∥∥
≤‖W˜‖
∥∥∥∫ ∞
−∞
Q̂ξ(s)e
isH ds
∫ s
0
∫ µ
0
dν dµ
∥∥∥ = ξ−2O(1),(6.50)
∥∥∥∫ ∞
−∞
Q̂ξ(s)e
isH ds
∫ s
0
(e−iµHW˜eiµH − W˜ ) dµ
∥∥∥
≤‖W˜‖
∥∥∥∫ ∞
−∞
Q̂ξ(s)e
isH ds
∫ s
0
dµ
∥∥∥ = ξ−1O(1).(6.51)
We also know χ˜ is bounded and that
‖H1+2(1+α)Q3ξ‖≤ ξ3+2α,(6.52)
‖H2(1+α)Q3ξ‖≤ ξ2+2α.(6.53)
Combining the above results, we proved equation (6.40).
For equation (6.41), we have to use WHLS to extract H2 between the two compact functions W (x)
and χU (x). Similarly we write W˜ = H
−(1+α)W (x)H−1 and ˜˜χ = H−1χU (x). They are both bounded
operators due to the WHLS.
Qξ
(∫ ∞
−∞
Q̂3ξ(s)e
isH ds
∫ s
0
∫ µ
0
e−iνHW (x)eiνH dν dµ
)
χU (x)
=QξH
1+α
(∫ ∞
−∞
Q̂3ξ(s)e
isH ds
∫ s
0
∫ µ
0
e−iνHW˜eiνHH2 dν dµ
)˜˜χ.(6.54)
Then we can use integration by parts twice to move H2 to the left of W˜ and hit Qξ, with the same
method as we prove equation (6.40).
∫ s
0
∫ µ
0
e−iνHW˜eiνHH2 dν dµ
=− i
∫ s
0
∫ µ
0
e−iνHW˜H d(eiνH) dµ
=− i
∫ s
0
(e−iµHW˜HeiµH − W˜H) dµ
+ i
∫ s
0
∫ µ
0
d(e−iνH )W˜HeiνH dµ
=− (e−iµHW˜eiµH)
∣∣∣s
0
+
∫ s
0
d(e−iµH)W˜eiµH + iW˜H
∫ s
0
dµ
− iH
∫ s
0
(
e−iνHW˜eiνH
∣∣∣µ
0
−
∫ µ
0
−iHe−iνHW˜eiνH dν
)
dµ
=(1 + sH + s2H2)O(1) + isW˜H.
(6.55)
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So we have
Qξ
(∫ ∞
−∞
Q̂3ξ(s)e
isH ds
∫ s
0
∫ µ
0
e−iνHW (x)eiνH dν dµ
)
χU (x)
=QξH
1+α
(∫ ∞
−∞
Q̂3ξ(s)e
isH ds
∫ s
0
∫ µ
0
e−iνHW˜eiνHH2 dν dµ
)˜˜χ
=QξH
1+α
(∫ ∞
−∞
Q̂3ξ(s)e
isH{(1 + sH + s2H2)O(1) + isW˜H} ds
)˜˜χ
=ξ1+αO(1) +QξH
1+α
∫ ∞
−∞
Q̂3ξ(s)e
isH isW˜H ds˜˜χ
=ξ1+αO(1) +
(∫ ∞
−∞
Q̂3ξ(s)e
isH is ds
)
QξH
1+αW˜H ˜˜χ
=ξ1+αO(1) +Q′3ξQξH
1+αW˜H ˜˜χ
=ξ1+αO(1).
(6.56)
The last equality used the fact that Q′3ξQξ = 0. Thus we proved equation (6.41). 
7. Examples
7.1. Potentials with Nondefinite Sign. In this section, we discuss Schro¨dinger operators with
potential function of special form.
Theorem 24. In dimension n ≥ 3, suppose H = −∆ + V (x) is self-adjoint. For fixed a > 0 and
1/2 < σ < 4(n− 2)2, if for some 0 < λ < 1, V (x) satisfies the following condition:
(7.1) λ(4 − σ
(n− 2)2 )〈x〉
−σ(−∆)〈x〉−σ − 2f(r)(x
r
· ∇V (x)) ≥ 0,
then i[H, γ0] is positive, and
(7.2) i[H, γ0] ≥ (1 − λ)(4 − σ
(n− 2)2 )〈x〉
−σ(−∆)〈x〉−σ .
Especially, a slightly stronger but easier condition to verify implying that i[H, γ0] is positive is:
(7.3) λ((n− 2)2 − σ/4) 1
r2〈x〉2σ − 2
Mσ√
a
|∇V (x)|≥ 0.
Proof. Use our previous result,
i[H, γ0] ≥− (4 − σ
(n− 2)2 )〈x〉
−σ∆〈x〉−σ − 2∇F · ∇V
=− (1 − λ)(4 − σ
(n− 2)2 )〈x〉
−σ∆〈x〉−σ
+ {−λ(4− σ
(n− 2)2 )〈x〉
−σ∆〈x〉−σ − 2f(r)(x
r
· ∇V )}
≥ − (1 − λ)(4 − σ
(n− 2)2 )〈x〉
−σ∆〈x〉−σ .
(7.4)
So if 0 < λ < 1, then i[H, γ0] will be a positive operator. 
Example 5. We consider potential function of this form:
(7.5) V (x) = V (r) =
−1
b+ cr2+ǫ
.
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Then a sufficient condition for i[H, γ] to be positive is:
1/2 < σ ≤ 1, λ < 4− σ/(n− 2)2, ǫ = 2σ − 1,
b ≥ 4(2 + ǫ)Mσ
a(n− 2)2λ , c ≥
16(2 + ǫ)Mσa
ǫ/2
(n− 2)2λ .
(7.6)
If we choose the parameters b and c in (7.6) with the equality satisfied, then
(7.7) V (x) = V (r) =
−a(n− 2)2λ
Mσ(2 + ǫ)[4 + 16(
√
ar)2+ǫ]
.
Another situation of negative potential is, instead of one potential of large size, we can also have
many potentials of small size. We prove a similar result:
Theorem 25. In dimension n ≥ 3, suppose H = −∆+ V (x) is self-adjoint. Fix a > 0 and 1/2 <
σ < 4(n − 2)2. Suppose V (x) = ∑mj=1 Vj(x), with Vj(x) centered at x = cj. If for each j, there is
0 < λj < 1, such that Vj(x) satisfies the following condition:
(7.8) λj((n− 2)2 − σ/4) 1
r2〈x− cj〉2σ − 2
Mσ√
a
|∇V (x)|≥ 0,
with λ =
∑m
j=1 λj < 1, then i[H,
∑m
j=1 λjγcj ] is a positive operator. To be specific,
(7.9) i[H,
m∑
j=1
λjγcj ] ≥ (1− λ)(4 −
σ
(n− 2)2 )
m∑
j=1
〈x− cj〉−σ(−λj∆)〈x − cj〉−σ.
7.2. General Potential with One Positive Bump. In this case, suppose the potential function is
V (x) = V+(x) +
∑m
j=1 Vj(x). Assume V+(x) = V+(r) is radially decreasing C
1 potential centered at
x = 0, and Vj(x) is a any potential function centered at x = cj .
We can still utilize the cancellation lemma in this case. But notice that if x · ∇Vj is positive,
i[Vj(x), γ−c + γc] will always be negative on the support of Vj(x) even after the cancellation. So it is
better to choose γ’s symmetric with respect to V+(x), and keep the number of γ’s small.
We can prove the following theorem:
Theorem 26. In dimension n ≥ 3, suppose H = −∆ + V (x) is self-adjoint, and V (x) = V+(x) +∑m
j=1 Vj(x) as described above. Fix a > 0 and 1/2 < σ < 4(n− 2)2. If for each j, there is 0 < λj < 1,
such that Vj(x) satisfies the following condition:
(7.10) λj((n− 2)2 − σ/4) 1
r2〈x− cj〉2σ − 2
Mσ√
a
|∇Vj(x)|≥ 0,
with λ =
∑m
j=1 λj < 1/2, then i[H,
∑m
j=1 λj(γcj + γ−cj)] is a positive operator. To be specific,
i[H,
m∑
j=1
λjγcj ] ≥(1− 2λ)(4 −
σ
(n− 2)2 )
m∑
j=1
〈x− cj〉−σ(−λj∆)〈x− cj〉−σ
+ (4− σ
(n− 2)2 )
m∑
j=1
〈x + cj〉−σ(−λj∆)〈x+ cj〉−σ.
(7.11)
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Proof. We choose γ =
∑m
j=1 λj(γcj + γ−cj), then i[V+(x), γ] ≥ 0 by the cancellation lemma since γcj
and γ−cj are symmetric with respect to V+(x). So for the general potential with one positive bump,
i[H, γ] ≥(4− σ
(n− 2)2 )
m∑
j=1
〈x− cj〉−σ(−λj∆)〈x − cj〉−σ
+ (4− σ
(n− 2)2 )
m∑
j=1
〈x + cj〉−σ(−λj∆)〈x+ cj〉−σ
− 4
m∑
i=1
m∑
j=1
λj
Mσ√
a
|∇Vi(x)|
=(4− σ
(n− 2)2 )
m∑
j=1
〈x− cj〉−σ(−λj∆)〈x − cj〉−σ − 4λ
m∑
i=1
Mσ√
a
|∇Vi(x)|
+ (4− σ
(n− 2)2 )
m∑
j=1
〈x + cj〉−σ(−λj∆)〈x+ cj〉−σ
=(1− 2λ)(4 − σ
(n− 2)2 )
m∑
j=1
〈x − cj〉−σ(−λj∆)〈x− cj〉−σ
+ (4− σ
(n− 2)2 )
m∑
j=1
〈x + cj〉−σ(−λj∆)〈x+ cj〉−σ
+ 2λ
m∑
j=1
{(4− σ
(n− 2)2 )〈x− cj〉
−σ(−λj∆)〈x − cj〉−σ − 2Mσ√
a
|∇Vj(x)|}.
(7.12)
Then by assumption,
i[H, γ] ≥(1− 2λ)(4− σ
(n− 2)2 )
m∑
j=1
{〈x− cj〉−σ(−λi∆)〈x − cj〉−σ}
+ (4− σ
(n− 2)2 )
m∑
j=1
〈x+ cj〉−σ(−λj∆)〈x + cj〉−σ.
(7.13)

Notice that, compared to the previous result on general potential function, here we lost a factor of
2 on the condition of λ. And we also did not utilize the positivity of i[−∆, γ−cj ]. So if the general
potential functions are symmetric relative to the positive bump function, we can utilize i[−∆, γ−cj ]
and regain the lost factor of 2 in some sense.
Theorem 27. In dimension n ≥ 3, suppose H = −∆ + V (x) is self-adjoint, and V (x) = V+(x) +∑m
j=1 Vj(x) + V˜j(x), with V+(x) = V+(r) is radially decreasing C
2 potential centered at x = 0, Vj
centered at x = cj and V˜j centered at x = −cj. Fix a > 0 and 1/2 < σ < 4(n − 2)2. If for each j,
there is 0 < λj < 1, such that Vj(x) and V˜j(x) satisfy the following condition:
((n− 2)2 − σ/4) λj
r2〈x− cj〉2σ − 2
Mσ√
a
|∇Vj(x)|≥ 0,
((n− 2)2 − σ/4) λj
r2〈x+ cj〉2σ − 2
Mσ√
a
|∇V˜j(x)|≥ 0,
(7.14)
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with λ =
∑m
j=1 λj < 1/2, then i[H,
∑m
j=1 λj(γcj + γ−cj)] is a positive operator. To be specific,
i[H,
m∑
j=1
λjγcj ] ≥(1− 2λ)(4 −
σ
(n− 2)2 )
m∑
j=1
〈x− cj〉−σ(−λj∆)〈x− cj〉−σ
+ (1 − 2λ)(4− σ
(n− 2)2 )
m∑
j=1
〈x+ cj〉−σ(−λj∆)〈x + cj〉−σ.
(7.15)
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