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BEST POLYNOMIAL APPROXIMATION ON THE TRIANGLE
HAN FENG, CHRISTIAN KRATTENTHALER, AND YUAN XU
Abstract. Let En(f)α,β,γ denote the error of best approximation by polynomials
of degree at most n in the space L2(̟α,β,γ) on the triangle {(x, y) : x, y ≥
0, x + y ≤ 1}, where ̟α,β,γ(x, y) := x
αyβ(1 − x − y)γ for α, β, γ > −1. Our
main result gives a sharp estimate of En(f)α,β,γ in terms of the error of best
approximation for higher order derivatives of f in appropriate Sobolev spaces. The
result also leads to a characterization of En(f)α,β,γ by a weighted K-functional.
1. Introduction
We study best polynomial approximation on the weighted spaces on a triangle. We
fix our triangle as
△ := {(x, y) : x ≥ 0, y ≥ 0, x+ y ≤ 1}
and define the weight function to be the Jacobi weight
̟α,β,γ(x, y) := x
αyβ(1− x− y)γ , α, β, γ > −1.
Let Π2n denote the space of polynomials of degree at most n. For 1 ≤ p <∞, the error
of best approximation by polynomials in Lp(̟α,β,γ) is defined by
(1.1) En(f)Lp(̟α,β,γ) := inf
p∈Π2n
‖f − p‖Lp(̟α,β,γ),
and we replace Lp(̟α,β,γ) by the space C(△) of continuous functions on △ when
p =∞. For p = 2 we simplify the notation and write
(1.2) En(f)α,β,γ := En(f)L2(̟α,β,γ).
The characterization of best approximation by polynomials on the triangle and,
more generally, on the d-dimensional simplex, has been studied by several authors;
see [3, 4, 12, 14]. In the unweighted case (α = β = γ = 0), the best approximation
on the simplex is characterized by a modulus of smoothness and an equivalent K-
functional in [4] and more recently in [12] for all p with 1 ≤ p ≤ ∞, as a special
case of a more general theorem in the setting of polytopes. In these articles, the
modulus of smoothness and the K-functional are defined as the supremum, over all
chords in the simplex, of appropriate moduli of smoothness or K-functionals of one
variable over chords. The weighted case is much more difficult to characterize, and
the complication can be already seen in the case of one variable (see [4]). Currently
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the only characterization in the weighted case is the one given in [14], in which the
K-functional on the triangle is defined by
(1.3) Kr(f ; t)Lp(̟α,β,γ) := infg
{
‖f − g‖Lp(̟α,β,γ ) + tr‖(−Dα,β,γ)r/2g‖Lp(̟α,β,γ)
}
,
where Dα,β,γ is the second order differential operator
(1.4) Dα,β,γ := [̟α,β,γ(x, y)]−1
[
∂1̟α+1,β,γ+1(x, y)∂1 + ∂2̟α,β+1,γ+1(x, y)∂2
+ ∂3̟α+1,β+1,γ(x, y)∂3],
in which ∂1 and ∂2 are the first partial derivatives and we define
∂3 := ∂2 − ∂1
throughout this paper. In the unweighted case, a more informative modulus of smooth-
ness and its equivalent K-functional on the simplex were defined in [1], and the K-
functional can be extended to the weighted setting by
(1.5) K∗r (f ; t)Lp(̟α,β,γ) := infg
{
‖f − g‖Lp(̟α,β,γ) + tr
∑
1≤i≤3
‖φri∂ri g‖Lp(̟α,β,γ)
}
,
where the φi’s are defined by
(1.6) φ1(x, y) =
√
x(1 − x− y), φ2(x, y) =
√
y(1− x− y), φ3(x, y) = √xy.
For r = 2, the two K-functionals in (1.3) and (1.5) are comparable (cf. [3]), but the
characterization of the best approximation via K∗r (f ; t)Lp(̟α,β,γ) is still open.
Our study is motivated by the recent work in [15], where simultaneous approxima-
tion by polynomials on the triangle is studied, and the main result involves the errors
of best approximation for various derivatives of functions. This raises the question of
bounding the error of best approximation for a function by those of its derivatives.
Our main result (see Theorem 3.1) is the estimate
En(f)α,β,γ ≤ c
nr
[
En−r(∂
r
1f)α+r,β,γ+r + En−r(∂
r
2f)α,β+r,γ+r + En−r(∂
r
3f)α+r,β+r,γ
]
,
where r is a positive integer and c is a constant independent of n and f . The indices
on the right–hand side may look strange at first sight, but this turns out to be natural
for at least two reasons. First, let Vn(̟α,β,γ) be the space of orthogonal polynomials
with respect to ̟α,β,γ on the triangle; then we have
∂1 : Vn(̟α,β,γ) 7→ Vn−1(̟α+1,β,γ+1),
∂2 : Vn(̟α,β,γ) 7→ Vn−1(̟α,β+1,γ+1),
∂3 : Vn(̟α,β,γ) 7→ Vn(̟α+1,β+1,γ),
which shows that ∂ri f on the right–hand side of the estimate are being approximated
in the right spaces. Secondly, the estimate turns out to be what we need to establish
the characterization of best approximation by K∗r (f ; t)L2(̟α,β,γ) for all r.
Our paper is organized as follows. Since we work in the L2 setting, we need to
deal with the Fourier orthogonal expansions on the triangle. This is developed in the
next section. The main results on best polynomial approximation are presented and
proved in the third section. The proof relies on a closed form formula for a family of
determinants, which is established in the fourth section.
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2. Fourier orthogonal expansions on the triangle
Since the polynomial of best approximation that attains En(f)α,β,γ is the n-th
partial sum of the Fourier orthogonal expansion with respect to ̟α,β,γ , we need to
examine orthogonal structure on the triangle. For α, β, γ > −1, we define an inner
product by
〈f, g〉α,β,γ := cα,β,γ
∫
△
f(x, y)g(x, y)̟α,β,γ(x, y)dxdy,
where cα,β,γ is chosen so that 〈1, 1〉α,β,γ = 1; more precisely, we have
cα,β,γ =
Γ(α+ β + γ + 3)
Γ(α+ 1)Γ(β + 1)Γ(γ + 1)
.
Let Π2n be the space of polynomials of total degree at most n in two variables and
let Vn(̟α,β,γ) be the subspace of orthogonal polynomials of degree n with respect to
this inner product. Then Πdn =
⊕n
k=0 Vk(̟α,β,γ). The polynomials in Vn(̟α,β,γ) are
eigenfunctions of the second order differential operator Dα,β,γ defined in (1.4); more
precisely, we have
(2.1) Dα,β,γP = λnP with λn := −n(n+ α+ β + γ + 2)
for all P ∈ Vn(̟α,β,γ). An orthogonal basis of the space Vα,β,γn can be given in terms
of the Jacobi polynomials. Let P
(α,β)
n be the usual Jacobi polynomial of degree n on
[−1, 1]. We adopt the normalization
Jα,βn (t) =
1
(n+ α+ β + 1)n
P (α,β)n (t),
where (a)n = a(a + 1) · · · (a + n − 1) is the Pochhammer symbol. By the derivative
formula for P
(α,β)
n (cf. [11, (4.5.5)]), we then have
d
dtJ
α,β
n (2t− 1) = Jα+1,β+1n−1 (2t− 1).
An orthogonal basis of Vn(̟α,β,γ) is given by (cf. [6, Section 2.4])
Jα,β,γk,n (x, y) := (x+ y)
kJα,βk
(
y − x
x+ y
)
J2k+α+β+1,γn−k (1− 2x− 2y), 0 ≤ k ≤ n.
More precisely, we have
〈Jα,β,γk,n , Jα,β,γj,m 〉α,β,γ = hα,β,γk,n δj,kδn,m,
where
(2.2) hα,β,γk,n =
(α+ 1)k (β + 1)k (α+ β + 1)k (γ + 1)n−k
k! (n− k)! (α+ β + 1)2k (α+ β + 2)2k
× (α+ β + 2)n+k (α+ β + γ + 2)n+k
(α + β + γ + 2)2n (α+ β + γ + 3)2n
.
The derivatives of Jα,β,γk,n satisfy the following relations (cf. [15, (4.17)]):
∂1J
α,β,γ
k,n (x, y) = −aα,βk,nJα+1,β,γ+1k−1,n−1 (x, y) − Jα+1,β,γ+1k,n−1 (x, y),
∂2J
α,β,γ
k,n (x, y) = a
β,α
k,nJ
α,β+1,γ+1
k−1,n−1 (x, y)− Jα,β+1,γ+1k,n−1 (x, y),
∂3J
α,β,γ
k,n (x, y) = J
α+1,β+1,γ
k−1,n−1 (x, y)
(2.3)
for 0 ≤ k ≤ n, where
(2.4) aα,βk,n :=
(k + β)(n+ k + α+ β + 1)
(2k + α+ β)(2k + α+ β + 1)
.
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The space Vn(̟α,β,γ) has several other bases that can be explicitly given. For example,
simultaneous permutation of α, β, γ and of x, y, 1−x−y in Jα,β,γk,n leads to two different
orthogonal bases of Vn(̟α,β,γ).
The Fourier orthogonal expansion of f ∈ L2(̟α,β,γ) is given by
f =
∞∑
m=0
m∑
k=0
f̂α,β,γk,m J
α,β,γ
k,m , where f̂
α,β,γ
k,m :=
〈f, Jα,β,γk,m 〉α,β,γ
hα,β,γk,m
.
The projection operator projα,β,γn : L
2(̟α,β,γ) 7→ Vn(̟α,β,γ) and the n-th partial sum
operator Sα,β,γn : L
2(̟α,β,γ) 7→ Π2n are defined by
projα,β,γn f :=
m∑
k=0
f̂α,β,γk,m J
α,β,γ
k,m and S
α,β,γ
n f :=
n∑
m=0
projα,β,γm f.
Standard Hilbert space theory shows that the n-th partial sum Sα,β,γn f is the least
square polynomial of degree at most n in L2(̟α,β,γ); that is,
(2.5) En(f)α,β,γ := inf
p∈Π2n
‖f − p‖α,β,γ = ‖f − Sα,β,γn f‖α,β,γ,
where, and throughout the rest of this paper, ‖ · ‖α,β,γ = ‖ · ‖L2(̟α,β,γ). As the orthog-
onal projection from L2(̟α,β,γ) to Π
2
n, the partial sum operators are independent of
the choices of orthogonal bases. The derivatives act commutatively on the partial sum
operators in the sense that (cf. [15, (4.2.7)])
∂r1 proj
α,β,γ
n f = proj
α+r,β,γ+r
n−r ∂
r
1f,
∂r2 proj
α,β,γ
n f = proj
α,β+r,γ+r
n−r ∂
r
2f,
∂r3 proj
α,β,γ
n f = proj
α+r,β+r,γ
n−r ∂
r
3f.
(2.6)
These relations play an important role for our study. It implies, in particular, the
following lemma.
Lemma 2.1. For r = 1, 2, 3, . . . and 0 ≤ k ≤ n− r, we have
(−1)r∂̂r1f
α+r,β,γ+r
k,n−r =
r∑
j=0
Aα,βr,j,k,nf̂
α,β,γ
k+j,n,
(−1)r∂̂r2f
α,β+r,γ+r
k,n−r =
r∑
j=0
(−1)jAβ,αr,j,k,nf̂α,β,γk+j,n,
∂̂r2f
α+r,β+r,γ
k,n−r = f̂
α,β,γ
k+r,n,
(2.7)
where
Aα,βr,j,k,n =
(
r
j
)
(k + β + 1)j (n+ k + α+ β + 2)j
(2k + α+ β + j + 1)j (2k + α+ β + r + 2)j
.
Proof. By the first identity in (2.3), we obtain
∂1 proj
α,β,γ
n f = −
n∑
k=0
f̂α,β,γk,n
(
aα,βk,nJ
α+1,β,γ+1
k−1,n−1 + J
α+1,β,γ+1
k,n−1
)
= −
n−1∑
k=0
(
f̂α,β,γk,n + a
α,β
k+1,nf̂
α,β,γ
k+1,n
)
Jα+1,β,γ+1k,n−1 .
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Hence, by the first identity in (2.6), we conclude that
− ∂̂1f
α+1,β,γ+1
k,n−1 = f̂
α,β,γ
k,n + a
α,β
k,n f̂
α,β,γ
k−1,n,
which is the first identity in (2.7) with r = 1, as A1,0,k,n = 1 and A1,1,k,n = a
α,β
k+1,n.
The case r > 1 follows by induction. Indeed, assume that (2.7) holds up to the rth
derivative. The above consideration with α, γ replaced by α+ r, γ + r, n replaced by
n− r, and f replaced by ∂r1f then shows that
(−1)r+1̂∂r+11 f
α+r+1,β,γ+r+1
k,n−r−1 = (−1)r∂̂r1f
α+r,β,γ+r
k,n−r + (−1)raα+r,βk+1,n−r∂̂r1f
α+r,β,γ+r
k+1,n−r
=
r∑
j=0
Aα,βr,j,k,nf̂
α,β,γ
k+j,n + a
α+r,β
k+1,n−r
r∑
j=0
Aα,βr,j,k+1,nf̂
α,β,g
k+j+1,n,
where the second identity follows from the induction hypothesis. By reordering the
second sum, we see that the first identity in (2.7) holds for the (r + 1)th derivative
with coefficients given by
Aα,βr+1,j,k,n = A
α,β
r,j,k,n + a
α+r,β
k+1,n+rA
α,β
r,j−1,k+1,n,
from which the explicit formula for Aα,βr,j,k,n follows by induction and a straightforward
computation.
The proof of the second identity in (2.7) is similar, and the third identity follows
immediately from the third identity in (2.3) and the third identity in (2.6). 
For n ≥ k + 2r − 1, the first two equations in (2.7) lead to the system of linear
equations
(2.8) Mr(k, n)

f̂α,β,γk,n
f̂α,β,γk+1,n
...
f̂α,β,γk+2r−1,n
 =

∂̂r1f
α+r,β,γ+r
k,n−r
...
∂̂r1f
α+r,β,γ+r
k+r−1,n−r
∂̂r2f
α,β+r,γ+r
k,n−r
...
∂̂r2f
α,β+r,γ+r
k+r−1,n−r

,
where Mr(k, n) is the 2r × 2r matrix defined by
Mr(k, n) :=
(
Aα,βr,j−i,k+i,n for 0 ≤ i < r
(−1)j−i+rAβ,αr,j−i+r,k+i−r,n for r ≤ i < 2r − 1
)
0≤i,j≤2r−1
.
The matrix Mr(k, n) is invertible. In fact, its determinant has a closed form as seen
in the following lemma.
Lemma 2.2. For r ∈ N, n ≥ k ≥ 0 and α, β > −1,
(2.9) detMr(k, n) = (−1)r
2
r∏
j=1
(n+ k + α+ β + j + 1)r
(2k + α+ β + 2r + j)r
.
Proof. The proof relies on Theorem 4.1 proved in Section 4. Here we show how it can
be deduced from Theorem 4.1. We define
Aα,βr,j,k =
(
r
j
)
(k + β + 1)j
(2k + α+ β + j + 1)j (2k + α+ β + r + 2)j
,
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which is Aα,βr,j,k,n without its factor that depends on n, and we define the matrix Mr(k)
by
Mr(k) :=
(
Aα,βr,j−i,k+i for 0 ≤ i < r
(−1)j−i+rAβ,αr,j−i+r,k+i−r for r ≤ i < 2r − 1
)
0≤i,j≤2r−1
.
Using the fact that
(n+ k + i+ α+ β + 2)j−i =
(n+ k + α+ β + 2)j
(n+ k + α+ β + 2)i
,
it is not difficult to see that the factors containing n in the matrix Mr(k, n) can be
factored out. More precisely, define two diagonal matrices by
Rr(k, n) = diag {(n+ k + α+ β + 2)j : 0 ≤ j ≤ 2r − 1}
and
Lr(k, n) =
[
Λr 0
0 Λr
]
, Λr = diag
{
1
(n+ k + α+ β + 2)i
: 0 ≤ i ≤ r − 1
}
.
Then it is easy to verify that
Mr(k) = Lr(k, n)Mr(k, n)Rr(k, n).
Evaluating the determinants of Lr(k, n) and Rr(k, n), we see that (2.9) reduces to
detMr(k) =
(−1)r2∏r
j=1(2k + α+ β + 2r + j)r
.
This last identity is a special case of Theorem 4.1, as can be seen by setting s1 =
k + α+ 1, s2 = k + β + 1, and r1 = r2 = r in (4.1). 
Since the matrix Mr(k, n) is invertible, the system of equations (2.8) can be solved
to give an expression for ∂̂ri f
α+r,β,γ+r
k,n−r as a sum of f̂
α,β,γ
k+j,n over j, which will be needed
in the proof of our main result.
Lemma 2.3. Let r ∈ N. For n ≥ k + 2r − 1, we have
f̂α,β,γk,n =
r∑
ℓ=1
Bℓ,1(k, n)∂̂r1f
α+r,β,γ+r
k+ℓ−1,n−r +
r∑
ℓ=1
Bℓ,2(k, n)∂̂r2f
α,β+r,γ+r
k+ℓ−1,n−r,
where the constants Bℓ,i(k, n) satisfy
|Bℓ,i(k, n)| ≤ c
(
n
k + 1
)ℓ−1
, 0 ≤ ℓ ≤ r − 1, i = 1, 2,
where c is a constant independent of n and k.
Proof. We only need to solve for the first element, f̂α,β,γk,n , in the linear system (2.8).
For 1 ≤ ℓ ≤ 2r, let M ℓ,1r (k, n) be the matrix formed by eliminating the first column
and the ℓ-th row from the matrix Mr(k, n). By Cramer’s rule,
Bℓ,i(k, n) =
detM ℓ,1r (k, n)
detMr(k, n)
,
where 1 ≤ ℓ ≤ r for i = 1 and r + 1 ≤ ℓ ≤ 2r for i = 2. From the explicit expression
for Mr(k, n), it follows readily that
(2.10) |detMr(k, n)| ∼
(
n
k + 1
)r2
, 0 ≤ k ≤ n,
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where A ∼ B means that there exist positive constant c1 and c2 such that c1 ≤ A/B ≤
c2. We now estimate | detM ℓ,1r (k, n)| from above.
We first assume 1 ≤ ℓ ≤ r. Let Ai,j denote the (i, j)-entry of a matrix A. The entries
ofMr(k, n) andM
ℓ,1
r (k, n) are indexed by i, j = 1, . . . , 2r and 2r−1, respectively. Then
M ℓ,1r (k, n)i,j =
{
Mr(k, n)i,j+1, 1 ≤ i ≤ ℓ− 1;
Mr(k, n)i+1,j+1, ℓ ≤ i ≤ 2r − 1.
From the explicit formula for Aα,βr,j−i,k+i,n, it follows that
Mr(k, n)i,j = A
α,β
r,j−i,k+i−1,n .
(
n
k + 1
)j−i
for 1 ≤ i ≤ r and i ≤ j ≤ i + r, where . means that the inequality holds up to a
constant independent of k and n, and
|Mr(k, n)i,j | = Aβ,αr,j−i+r,k+i−r−1,n .
(
n
k + 1
)j−i+r
for r + 1 ≤ i ≤ 2r and i − r ≤ j ≤ i. Consequently, we deduce that, for i, j =
1, 2, . . . , 2r − 1, we have
(2.11)
∣∣M ℓ,1r (k, n)i,j∣∣ .

( nk+1 )
j+1−i, 1 ≤ i ≤ ℓ− 1,
( nk+1 )
j−i, ℓ ≤ i ≤ r − 1,
( nk+1 )
j−i+r , r ≤ i ≤ 2r − 1.
Now, by the definition of the determinant,
detM1,ℓr (k, n) =
∑
σ∈S2r−1
sign(σ)
2r−1∏
i=1
M1,ℓr (k, n)i,σ(i),
where S2r−1 is the set of all permutations of {1, 2, . . . , 2r− 1}. For each σ ∈ S2r−1, we
then obtain, using (2.11),∣∣∣∣∣
2r−1∏
i=1
M (1,ℓ)r (k, n)i,σ(i)
∣∣∣∣∣ .
ℓ−1∏
i=1
(
n
k + 1
)σ(i)+1−i
×
r−1∏
i=ℓ
(
n
k + 1
)σ(i)−i
×
2r−1∏
i=r
(
n
k + 1
)σ(i)−i+r
=
(
n
k + 1
)r2+ℓ−1
,
where the last equation follows from
∑2r−1
i=1 (σ(i)− i) = 0. Consequently, we conclude
that ∣∣detM1,ℓr (k, n)∣∣ . ( nk + 1
)r2+ℓ−1
.
Together with (2.10), this establishes the desired estimate for Bℓ,1(k, n).
The estimate for Bℓ,2(k, n) can be proved in the same way. Indeed, if ℓ satisfies
r + 1 ≤ ℓ ≤ 2r, we may exchange the rows of M ℓ,1r (k, n) so that the last r − 1 rows
become the first r − 1 rows, which does not change the value of the absolute value of
the determinant. Furthermore, since our proof relies only on absolute values of the
entries, the signs (−1)j−i+r in the entries of Mr(k, n) can be ignored. 
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3. Best polynomial approximation in weighted space
For α, β, γ > −1, let W r2 (̟α,β,γ) denote the Sobolev space defined by
W r2 (̟α,β,γ) = {f ∈ L2(̟α,β,γ) : φri ∂ri f ∈ L2(̟α,β,γ), i = 1, 2, 3},
where the φi’s are defined in (1.6). Since φ
r
i g ∈ L2(̟α,β,γ) is equivalent with the
assertion that g ∈ L2(̟α+r,β,γ+r) for i = 1, g ∈ L2(̟α,β+r,γ+r) for i = 2, and
g ∈ L2(̟α+r,β+r,γ) for i = 3, it follows from (2.3) that Jα,β,γk,n ∈ W r2 (̟α,β,γ). Our
main result is the following theorem.
Theorem 3.1. Let α, β, γ > −1, and let r be a positive integer. For f ∈W r2 (̟α,β,γ),
we have
En(f)α,β,γ ≤ c
nr
[
En−r(∂
r
1f)α+r,β,γ+r + En−r(∂
r
2f)α,β+r,γ+r + En−r(∂
r
3f)α+r,β+r,γ
]
for n ≥ 3r, where c is a constant independent of n and f .
Proof. By Parseval’s identity,
[En(f)α,β,γ ]
2
= ‖f − Sα,β,γn ‖2α,β,γ =
∞∑
m=n+1
m∑
k=0
|f̂α,β,γk,m |2hα,β,γk,m .
In order to bound this series, we consider two cases. First of all, for m/3 ≤ k ≤ m,
the third identity in (2.7) shows that, for m ≥ r, we have
(3.1) |f̂α,β,γk,m |2hα,β,γk,m = |∂̂3f
α+r,β+r,γ
k−r,m−r |2hα,β,γk,m ∼ m−2r|∂̂3f
α+r,β+r,γ
k−r,m−r |2hα+r,β+r,γk−r,m−r ,
since, by the explicit formula for hα,β,γk,m , it is is easy to see that
hα+r,β,γ+rk−r,m−r = (k + α+ β + 1)r (k − r)r hα,β,γk,m ∼ k2rhα,β,γk,m .
Consequently, it follows that
∞∑
m=n+1
m∑
k=⌊m
3
⌋
|f̂α,β,γk,m |2hα,β,γk,m .
∞∑
m=n+1
m−2r
m∑
k=⌊m
3
⌋
|∂̂r3f
α+r,β+r,γ
k−r,m−r |2hα+r,β+r,γk−r,m−r
. n−2r
∞∑
m=n−r+1
m∑
k=0
|∂̂r3f
α+r,β+r,γ
k,m |2hα+r,β+r,γk,m
. n−2r [En−r(∂
r
3f)α+r,β+r,γ]
2
,
where the last step follows again by Parseval’s identity. For the case 0 ≤ k ≤ m/3, we
use the elementary estimates
(3.2) hα,β,γk,m ∼
(
k + 1
m
)2
hα,β,γk+1,m and h
α,β,γ
k,m ∼
1
(m+ 1− k)mh
α+1,β,γ+1
k,m−1 ,
derived from the explicit formula for hα,β,γk,m , and use them iteratively to obtain
hα,β,γk,m ∼
(
k + 1
m
)2ℓ−2
1
(m+ 1− k)rmr h
α+r,β,γ+r
k+ℓ−1,m−r ≤
(
k + 1
m
)2ℓ−2
1
m2r
hα+r,β,γ+rk+ℓ−1,m−r.
The same estimate holds if the last term is hα,β+r,γ+rk+j,m−r . We now use Lemma 2.3, whose
assumption is satisfied since m ≥ n+ 1 ≥ 3r + 1 implies m ≥ m/3 + 2r − 1, to obtain∣∣∣f̂α,β,γk,m ∣∣∣2 . ( mk + 1
)2ℓ−2 r∑
ℓ=1
(∣∣∣∣∂̂r1fα+r,β,γ+rk+ℓ−1,n−r∣∣∣∣2 + ∣∣∣∣∂̂r2fα,β+r,γ+rk+ℓ−1,n−r∣∣∣∣2
)
.
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Putting these estimates together, that∣∣∣f̂α,β,γk,m ∣∣∣2 . ( mk + 1
)2ℓ−2 r∑
ℓ=1
(∣∣∣∣∂̂r1fα+r,β,γ+rk+ℓ−1,n−r∣∣∣∣2 + ∣∣∣∣∂̂r2fα,β+r,γ+rk+ℓ−1,n−r∣∣∣∣2
)
.
Combining these estimates, we see that
(3.3)
∣∣∣f̂α,β,γk,m ∣∣∣2 hα,β,γk,m . 1m2r
r∑
ℓ=1
[∣∣∣∂̂r1fα+r,β,γ+rk+ℓ−1,m−r∣∣∣2hα+r,β,γ+rk+ℓ−1,m−r
+
∣∣∣∂̂r2fα,β+r,γ+rk+ℓ−1,m−r∣∣∣2hα+r,β+r,γk+ℓ−1,m−r] ,
from which we deduce immediately that
∞∑
m=n+1
⌊m
3
⌋∑
k=0
|f̂α,β,γk,m |2hα,β,γk,m .
1
n2r
(
∞∑
m=n−r+1
m∑
k=0
∣∣∣∂̂r1fα+r,β,γ+rk,m ∣∣∣2hα+r,β,γ+rk,m
+
∞∑
m=n−r+1
m∑
k=0
∣∣∣∂̂r2fα,β+r,γ+rk,m ∣∣∣2hα+r,β+r,γk,m
)
. n−2r
(
[En−r(∂
r
1f)α+r,β,γ+r]
2
+ [En−r(∂
r
2f)α,β+r,γ+r]
2
)
.
The proof is finally completed by putting the estimates in the two cases together. 
Corollary 3.2. Let α, β, γ > −1, and let r be a positive integer. For f ∈W r2 (̟α,β,γ),
we have
En(f)α,β,γ ≤ c
nr
3∑
i=1
‖φri ∂ri f‖L2(̟α,β,γ).
Proof. By its definition, En(f)α,β,γ ≤ ‖f‖L2(̟α,β,γ) if the approximating polynomial is
chosen to be zero. Application of this estimate on the right–hand side of the estimate
in Theorem 3.1 yields the above estimate, since ∂r1f ∈ L2(̟α+r,β,γ+r) is equivalent
with φr1∂
r
1 ∈ L2(̟α,β,γ), and a similar equivalence works for ∂r2f and ∂r3f . 
As an immediate corollary of the above estimate, we also obtain a characterization of
the best approximation by polynomials by the K-functional K∗r (f ; t)L2(̟α,β,γ), defined
in (1.5).
Theorem 3.3. Let α, β, γ > −1. For r ∈ N and f ∈ L2(̟α,β,γ), we have
(3.4) En(f)α,β,γ ≤ cK∗r (f ;n−1)L2(̟α,β,γ),
and, conversely,
(3.5) K∗r (f ;n
−1)L2(̟α,β,γ) ≤ cn−r
n∑
k=0
(k + 1)r−1Ek(f)α,β,γ .
Proof. For simplicity, let ‖ · ‖ = ‖ · ‖L2(̟α,β,γ) in this proof. The partial sum Sα,β,γn f
defines a linear operator that satisfies ‖Sα,β,γn f‖ ≤ ‖f‖ by Parseval’s identity. Hence,
for g ∈ W r2 (̟α,β,γ), the triangle inequality gives
‖f − Sα,β,γn f‖ ≤ ‖f − g‖+ ‖Sα,β,γn f − Sα,β,γn g‖+ ‖Sα,β,γn g − g‖
≤ 2‖f − g‖+ c
nr
3∑
i=1
‖φri∂ri g‖ ≤ c1
(
‖f − g‖+ 1
nr
3∑
i=1
‖φri ∂ri g‖
)
,
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where c1 = max{2, c} is independent of g and n. The direct estimate (3.4) follows by
taking the infimum over g.
The inverse estimate (3.5) can be derived from the first inequality in (3.6) below
and the inverse estimate of the K-functional Kr(f ; t)L2(̟α,β,γ) established in [14, The-
orem 5.3]. 
Recall that the K-functional Kr(f ; t)L2(̟α,β,γ) in (1.3) is defined in terms of the
operator (−Dα,β,γ)r/2, where Dα,β,γ is the second order differential operator (1.4).
For an integer r, the operator (−Dα,β,γ)r/2 is defined via its orthogonal expansion (see
(2.1))
(−Dα,β,γ)r/2g =
∞∑
m=1
λrm
m∑
k=0
ĝα,β,γk,m J
α,β,γ
k,m ,
where λm = −m(m + α + β + 1). Notice that the sum starts with m = 1 since
λ0 = 0. The K-functional Kr(f ; t)Lp(̟α,β,γ) characterizes the best approximation by
polynomials for all p ≥ 1, and, more generally, on the d-dimensional simplex [14].
These two K-functionals can be compared as follows.
Theorem 3.4. Let r ∈ N. For f ∈ L2(̟α,β,γ), we have
(3.6) c1K
∗
r (f ; t)L2(̟α,β,γ ) ≤ Kr(f ; t) ≤ c2
(
K∗r (f ; t)L2(̟α,β,γ) + t
r‖f‖L2(̟α,β,γ)
)
,
where c1 and c2 are positive constants independent of f .
Proof. We first prove the inequality on the left, by establishing the inequality
(3.7) ‖φri ∂ri g‖α,β,γ ≤ c
∥∥∥(−Dα,β,γ)r/2g∥∥∥
α,β,γ
, i = 1, 2, 3.
Once (3.6) is established, we see that we could restrict ourselves to g ∈ L2(̟α,β,γ).
By Parseval’s identity, we have∥∥∥(−Dα,β,γ)r/2g∥∥∥2
α,β,γ
=
∞∑
m=1
|λm|r
m∑
k=0
∣∣∣ĝα,β,γk,m ∣∣∣2 hα,β,γk,m .
For i = 3, we need to examine the proof of the relations in (3.1), which implies that
∥∥φr3∂r3g∥∥2α,β,γ = ∞∑
m=0
m∑
k=0
∣∣∣∂̂3gα+r,β+r,γk,m ∣∣∣2hα+r,β+r,γk,m
∼
∞∑
m=0
m∑
k=0
k2m
∣∣∣ĝα,β,γk+r,m+r∣∣∣2hα,β,γk+r,m+r
.
∞∑
m=r
m2r
m∑
k=0
∣∣∣ĝα,β,γk,m ∣∣∣2hα,β,γk,m . ∥∥∥(−Dα,β,γ)r/2g∥∥∥2
α,β,γ
,
since |λm| ∼ m2. This proves (3.7) for i = 3. For i = 1, 2, we need the estimates∣∣∣Aα,βr,j,k,m∣∣∣ ∼ ( mk + 1
)j
, hα+r,β,γ+rk,m−r ∼ hα,β+r,γ+rk,m−r ∼
(
k + 1
m
)2j
m2rhα,β,γk+j,m;
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while the first one is immediate, the second follows from iterations of relations in (3.2).
These two estimates imply, if one also uses the first identity in (2.7), that
‖φr1∂r1g‖2α,β,γ =
∞∑
m=0
m∑
k=0
∣∣∣∂̂r1gα+r,β,γ+rk,m ∣∣∣2hα+r,β,γ+rk,m
=
∞∑
m=0
m∑
k=0
∣∣∣∣∣∣
r∑
j=0
Aα,βr,j,k,m+r ĝ
α,β,γ
k+j,m+r
∣∣∣∣∣∣
2
hα+r,β,γ+rk,m
.
∞∑
m=r
m2r
m∑
k=0
∣∣∣ĝα,β,γk,m ∣∣∣2hα,β,γk,m . ∥∥∥(−Dα,β,γ)r/2g∥∥∥2
α,β,γ
.
This establishes (3.7) for i = 1. The proof for the the case i = 2 is similar.
We now prove the inequality on the right in (3.6). First we prove the inequality
(3.8)
∥∥∥(−Dα,β,γ)r/2g∥∥∥
α,β,γ
≤ c
(
3∑
i=1
‖φri ∂ri g‖α,β,γ + ‖g‖α,β,γ
)
.
The proof is similar to that of Theorem 3.1. We need to divide the sum into two parts,∥∥∥(−Dα,β,γ)r/2g∥∥∥2
α,β,γ
=
∞∑
m=1
|λm|r
m∑
k=⌊m
3
⌋+1
∣∣∣ĝα,β,γk,m ∣∣∣2hα,β,γk,m
+
∞∑
m=1
|λm|r
⌊m
3
⌋∑
k=0
∣∣∣ĝα,β,γk,m ∣∣∣2hα,β,γk,m .
For the first part, we use the estimate in (3.1), which holds for m ≥ r, and it leads to
∞∑
m=1
|λm|r
m∑
k=⌊m
3
⌋+1
∣∣∣ĝα,β,γk,m ∣∣∣2hα,β,γk,m . r−1∑
m=1
|λm|r
m∑
k=⌊m
3
⌋+1
∣∣∣ĝα,β,γk,m ∣∣∣2 hα,β,γk,m + ‖φr3∂r3g‖α,β,γ
. ‖g‖α,β,γ + ‖φr3∂r3g‖α,β,γ .
For the second part, we also follow the proof of Theorem 3.1 and notice that the
estimate (3.3) holds for m ≥ 3r − 1, so that a similar split as in the case of i = 3
appears, and we can conclude that
∞∑
m=1
|λm|r
⌊m
3
⌋∑
k=0
∣∣∣ĝα,β,γk,m ∣∣∣2hα,β,γk,m . ‖g‖α,β,γ + ‖φr1∂r1g‖α,β,γ + ‖φr2∂r2g‖α,β,γ .
This completes the proof of (3.8). By the definition of K-functional, and by the use of
the triangle inequality ‖g‖α,β,γ ≤ ‖f‖α,β,γ + ‖f − g‖α,β,γ, it is easy to see that (3.8)
implies (3.6). 
For r = 2, the above theorem has been established in [3] for 1 < p < ∞ and, more
generally, for the d-dimensional simplex.
Remark 3.1. Although the inverse estimate (3.5) follows from the inverse estimate
that holds for Kr(f ; t)L2(̟α,β,γ), because of (3.6), the direct estimate (3.4) cannot
be deduced from the direct estimate for Kr(f ; t)L2(̟α,β,γ) because of the extra term
tr‖f‖α,β,γ in (3.6). Our proof indicates that the term tr‖f‖α,β,γ in (3.6) is necessary.
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The standard proof of the inverse estimate (3.5) (see, for example, [5]) shows that
the estimate follows as a consequence of the Bernstein inequality. In our case, the
proof follows from the inequalities in the following theorem.
Theorem 3.5. Let r ∈ N and α, β, γ > −1. Then, for every Pn ∈ Π2n, we have
‖φri ∂ri Pn‖α,β,γ ≤ c nr‖Pn‖α,β,γ, 1 ≤ i ≤ 3,
where c is a constant independent of n.
It is easy to see that these inequalities can be proved by following the proof of (3.7).
4. A family of Determinants
In this section we prove a closed form formula for a family of determinants, which
includes the determinant that we need in Lemma 2.2 in a special case.
Theorem 4.1. Define
f(s1, s2, r, i, j) :=
(
r
j − i
)
(s1 + i)j−i
(s1 + s2 + i+ j − 1)j−i (s1 + s2 + r + 2i)j−i
and
M(r1, r2) :=
(
f(s1, s2, r1, i, j) for 0 ≤ i < r2
(−1)j−i−r2f(s2, s1, r2, i− r2, j) for r2 ≤ i < r1 + r2 − 1
)
0≤i,j≤r1+r2−1
.
Then the determinant of M(r1, r2) equals
(4.1) (−1)r1r2
r1∏
j=1
1
(s1 + s2 + r1 + r2 + j − 2)r2
.
Proof. The proof is based on the two lemmas given below. If we write M for M(r1, r2)
for short, the idea is to do a Laplace expansion of detM with respect to the first r2
rows,
(4.2)
detM =
∑
0≤k0<···<kr2−1≤r1+r2−1
(−1)(r22 )+
∑r2−1
i=0 ki detM
k0,...,kr2−1
0,...,r2−1
· detM l0,...,lr1−1r2,...,r1+r2−1,
whereMa1,...,arb1,...,br denotes the submatrix of M consisting of rows a1, . . . , ar and columns
b1, . . . , br, and {l0, . . . , lr1−1} is the complement of {k0, . . . , kr2−1} in {1, 2, . . . ,
r1+r2−1}. It turns out that both determinants on the right-hand side of (4.2) can be
evaluated by means of Lemma 4.2. Thus, we obtain a multiple sum for detM(r1, r2).
This sum can then be evaluated by Lemma 4.3 and (considerable) simplification leads
to the claimed result on the right-hand side of (4.1).
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So, if we use Lemma 4.2 on the right-hand side of (4.2), we obtain
(4.3) ∑
0≤k0<···<kr2−1≤r1+r2−1
(−1)(r22 )+
∑r2−1
i=0 ki
∏
0≤i<j≤r2−1
(kj − ki)(ki + kj + s1 + s2 − 1)
·
r2−1∏
i=0
(
(s1)ki (s1 + s2 + r1 + 2i− 2)! (s1 + s2 + r1 + 2i− 1)!
(s1)i (s1 + s2 + r1 + i− 2)! (s1 + s2 + 2ki − 2)! ki!
· (r1 + i)! (s1 + s2 + ki − 2)!
(r1 + r2 − ki − 1)! (s1 + s2 + r1 + r2 + ki − 2)!
)
· (−1)(r12 )+
∑r1−1
i=0 li
∏
0≤i<j≤r1−1
(lj − li)(li + lj + s1 + s2 − 1)
·
r1−1∏
i=0
(
(s2)li (s1 + s2 + r2 + 2i− 2)! (s1 + s2 + r2 + 2i− 1)!
(s2)i (s1 + s2 + r2 + i− 2)! (s1 + s2 + 2li − 2)! li!
· (r2 + i)! (s1 + s2 + li − 2)!
(r1 + r2 − li − 1)! (s1 + s2 + r1 + r2 + li − 2)!
)
,
where the li’s have the same meaning as before. Clearly, we have
r1−1∑
i=0
li =
(
r1 + r2
2
)
−
r2−1∑
i=0
ki
and (
r1 + r2
2
)
−
(
r1
2
)
−
(
r2
2
)
= r1r2.
Furthermore, we use the inclusion/exclusion formulae
∏
0≤i<j≤r1−1
(lj − li) =
∏
0≤i<j≤r1+r2−1
(j − i)∏0≤i<j≤r2−1(kj − ki)∏r2−1
j=0
∏kj−1
i=0 (kj − i)
∏r2−1
i=0
∏r1+r2−1
j=ki+1
(j − ki)
=
∏r1+r2−1
i=0 i!
∏
0≤i<j≤r2−1
(kj − ki)∏r2−1
j=0 kj !
∏r2−1
i=0 (r1 + r2 − ki − 1)!
and∏
0≤i<j≤r1−1
(li + lj + s1 + s2 − 1)
=
∏
0≤i<j≤r1+r2−1
(i+ j + s1 + s2 − 1)
∏
0≤i<j≤r2−1
(ki + kj + s1 + s2 − 1)∏r2−1
j=0
∏kj−1
i=0 (i+ kj + s1 + s2 − 1)
∏r2−1
i=0
∏r1+r2−1
j=ki+1
(ki + j + s1 + s2 − 1)
=
∏r1+r2−1
j=0 (j + s1 + s2 − 1)j
∏
0≤i<j≤r2−1
(ki + kj + s1 + s2 − 1)∏r2−1
j=0 (kj + s1 + s2 − 1)kj
∏r2−1
i=0 (2ki + s1 + s2)r1+r2−ki−1
.
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If we substitute all this in (4.3), then, upon further manipulation, we arrive at
(−1)r1r2
r1+r2−1∏
i=0
(s2)i (s1 + s2 + i− 2)! (i+ s1 + s2 − 1)i
(s1 + s2 + 2i− 2)! (r1 + r2 − i− 1)! (s1 + s2 + r1 + r2 + i− 2)!
×
r2−1∏
i=0
(s1 + s2 + r1 + 2i− 2)! (s1 + s2 + r1 + 2i− 1)! (r1 + i)!
(s1)i (s1 + s2 + r1 + i− 2)! (r1 + r2 − 1)! (s1 + s2)r1+r2−1
×
r1−1∏
i=0
(s1 + s2 + r2 + 2i− 2)! (s1 + s2 + r2 + 2i− 1)! (r2 + i)!
(s2)i (s1 + s2 + r2 + i− 2)!
×
∑
0≤k0<···<kr2−1≤r1+r2−1
(−1)
∑r2−1
i=0 ki
∏
0≤i<j≤r2−1
(kj − ki)2(ki + kj + s1 + s2 − 1)2
·
r2−1∏
i=0
(s1 + s2 − 1 + 2ki)
(s1 + s2 − 1) ·
(s1 + s2 − 1)ki (s1)ki (−r1 − r2 + 1)ki
ki! (s2)ki (s1 + s2 + r1 + r2 − 1)ki
.
Now we apply Lemma 4.3 with r = r2, a = s1 + s2 − 1, b = s1, and m = r1 + r2 − 1.
The result then finally condenses to the right-hand side of (4.1). 
Lemma 4.2. For any positive integer r2, we have
det
0≤i,j≤r2−1
((
r1
kj − i
)
(s1 + i)kj−i
(s1 + s2 + i+ kj − 1)kj−i (s1 + s2 + r1 + 2i)kj−i
)
=
∏
0≤i<j≤r2−1
(kj − ki)(ki + kj + s1 + s2 − 1)
×
r2−1∏
i=0
(
(s1)ki (s1 + s2 + r1 + 2i− 2)! (s1 + s2 + r1 + 2i− 1)!
(s1)i (s1 + s2 + r1 + i− 2)! (s1 + s2 + 2ki − 2)! ki!
· (r1 + i)! (s1 + s2 + ki − 2)!
(r1 + r2 − ki − 1)! (s1 + s2 + r1 + r2 + ki − 2)!
)
.
Proof. We take as many factors out of rows or columns such that inside the determinant
there remains a polynomial. More precisely, our determinant equals
r2−1∏
i=0
(s1)ki (s1 + s2 + r1 + 2i− 1)! r1! (s1 + s2 + ki − 2)!
(s1)i (s1 + s2 + 2ki − 2)! ki! (r1 + r2 − ki − 1)! (s1 + s2 + r1 + r2 + ki − 2)!
× det
0≤i,j≤r2−1
((r1 − kj + i+ 1)r2−i−1 (s1 + s2 + r1 + i+ kj)r2−i−1
·(kj − i+ 1)i (s1 + s2 + kj − 1)i) .
We claim that the determinant in the last line equals∏
0≤i<j≤r2−1
(kj − ki)(ki + kj + S − 1)
r2−1∏
i=0
(r1 + 1)i (s1 + s2 + r1 + i− 1)i.
This is seen by specializing n = r2, Xj = kj , Ai = −(r1 + i − 1), C = −(s1 + s2 − 1),
and
pi(X) = (X − i+ 1)i (s1 + s2 +X − 1)i
in [7, Lemma 7]. 
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Lemma 4.3. For all non-negative integers m, we have
∑
0≤k1<···<kr≤m
(−1)
∑r
i=1 ki
∏
1≤i<j≤r
(kj − ki)2 (ki + kj + a)2
·
r∏
i=1
(a+ 2ki)
a
· (a)ki (b)ki (−m)ki
ki! (a+ 1− b)ki (a+ 1 +m)ki
=
r∏
i=1
(i − 1)! (b)i−1m! (a+ 1)m
(m+ 1− i)! (a+ 1− b)m+1−i .
Proof. This is a special case of a multi-dimensional 10V9 summation formula conjec-
tured by Warnaar (let x = q in [13, Cor. 6.2]), which has subsequently been proven by
Rosengren [9] (and in more generality by Rains [8, Theorem 4.9] and, independently, by
Coskun and Gustafson [2]). Using the statement of the identity in [10, Theorem 3.1],
we have to first specialize p = 0, then let c, d → ∞, and finally replace a by qa and b
by qb and let q → 1. 
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