The spectral theory for linear autonomous neutral functional dierential equations (FDE) yields explicit formulas for the large time behaviour of solutions. Our results are based on resolvent computations and Dunford calculus, applied to establish explicit formulas for the large time behaviour of solutions of FDE. We investigate in detail a class of two-dimensional systems of FDE. We begin introducing functional dierential equations and present briey the corresponding spectral theory. We refer to [5, 19] for more details in the spectral theory for these equations. We continue with the computation of the spectral projections using resolvent computations and Dunford calculus. Then we present applications to the large time behaviour of solutions of autonomous FDE, and we study in detail a class of two-dimensional autonomous neutral FDE.
The spectral theory for linear autonomous neutral functional dierential equations (FDE) yields explicit formulas for the large time behaviour of solutions. Our results are based on resolvent computations and Dunford calculus, applied to establish explicit formulas for the large time behaviour of solutions of FDE. We investigate in detail a class of two-dimensional systems of FDE.
Several aspects of the theory of functional dierential equations can be understood as a proper generalization of the theory of ordinary dierential equations. However, the fact that the state space for functional dierential equations is innite dimensional requires the development of methods and techniques from functional analysis and operator theory. The application of the theory of semigroups of operators on a Banach space allows one to use methods from dynamical systems in an innite dimensional context. In particular, the perturbation theory, including a variationof-constants formula, gives rise to a complete theory of invariant manifolds [4, 9] .
The explicit computation of the ow on the unstable or center manifold requires precise information about the underlying unstable or center subspace of the linearized equation.
This paper is a continuation of the ideas presented in [5] . There it was shown resolvent computations and Dunford calculus yield explicit formulas for the spectral projection on the unstable or center subspace and, in particular, direct insight in the large time behaviour of both autonomous and periodic functional dierential equations. Explicit formulas were given only for simple eigenvalues. In this paper we present the formulas for higher order engenvalues of the corresponding characteristic equations, and present applications of these formulas in the large time behaviour of autonomous FDE.
We begin introducing functional dierential equations and present briey the corresponding spectral theory. We refer to [5, 19] for more details in the spectral theory for these equations. We continue with the computation of the spectral projections using resolvent computations and Dunford calculus. Then we present applications to the large time behaviour of solutions of autonomous FDE, and we study in detail a class of two-dimensional autonomous neutral FDE.
Introduction
We denote by C n the set of column n-vectors with complex-valued entries. We identify the n × n matrices with complex-valued entries with the linear operators in C Representation Theorem (see for instance Rudin [15] or Royden [14] ) it follows that every bounded linear mapping L : C → C in R by η(θ) = 0 if θ < 0 and η(θ) = η(r) if θ > r. In (1.1), the notation dη before the integrand ϕ emphasizes that η is a matrix and ϕ is a column vector, and therefore the integral is column vector-valued. The variable between parenthesis after the dierential part is the variable of integration. Sometimes, in order to avoid confusion, we denote the variable of integration as a index of the d, as in d θ [η(t + θ)]f (θ).
As usual in the theory of Delay Equations, for a function x from [−r, ∞) to some Banach space X, we dene x t : [−r, 0] → X by x t (θ) = x(t + θ), −r θ 0 and t 0. Derivatives of a function f will be also denoted by Df , where D is viewed as a linear operator. The dot notationḟ will also be used.
Initial value problem for autonomous FDE
An initial value problem for a linear autonomous Functional Dierential Equation (FDE) is given by the following relation
where L, M : C → C n are linear continuous, given respectively by Lunel [9] for a detailed introduction to these equations. As an example, we observe that the dierential equatioṅ
where A, B and C are n × n-matrices, can be written in the form (1.2) by taking r = 1, µ(θ) = 0 if θ < 1, µ(θ) = −C for θ 1 (i.e., a jump of size −C at θ = 1), and η(θ) = 0 for θ 0, η(θ) = A for 0 < θ < 1 and η(θ) = A + B for θ 1 (the variation of η in (1.2) is concentrated at θ = 0 and θ = 1, where the jumps are, respectively, A and B.)
Dierential equations of the form (1.2) with µ = 0
are known as retarded dierential equations or delay dierential equations. The theory for these equations is well developed (see the books by Hale and Verduyn Lunel [9] and Diekmann et al. [4] for a comprehensive introduction) and form a basis for the theory of neutral equations that we study here.
If for every ϕ ∈ C we have existence and uniqueness of continuous solutions of (1.2) for t in some interval [0, t 0 ), then we can dene a semigroup T (t) : C → C by
where x is the solution of (1.2). It is easy to see that T is indeed a strongly continuous semigroup, that is, T (0) = I, T (t + s) = T (t)T (s) and lim t↓0 T (t)ϕ = ϕ. The growth bound of the semigroup ensures that the solutions are dened for t ∈ [0, ∞). 
where x( · ; ϕ) denotes the solution of (1.2). See Hale & Verduyn Lunel [9] for further details and more information. The innitesimal generator A of the semigroup T (t) is given by
Let λ ∈ σ(A) be an eigenvalue of A. The kernel N λI −A is called the eigenspace at λ and its dimension d λ , the geometric multiplicity. The generalized eigenspace M λ is the smallest closed subspace that contains all N (λI − A) j , j = 1, 2, . . . and its dimension m λ is called the algebraic multiplicity. It is known that there is a close connection between the spectral properties of the innitesimal generator A and the characteristic matrix ∆(z), associated with (1.2), given by
See Diekmann et al. [4] and Kaashoek & Verduyn Lunel [11] . In particular, the geometric multiplicity d λ equals the dimension of the null space of ∆(z) at λ and the algebraic multiplicity m λ is equal to the multiplicity of z = λ as a zero of det ∆(z). Furthermore, the generalized eigenspace at λ is given by
where k λ is the order of z = λ as a pole of ∆(z) −1 . Using the matrix of cofactors adj ∆(z) of ∆(z), we have the representation
From representation (3.1), we immediately derive that the spectrum of A consists of point spectrum only, and is given by the zero set of an entire function
The zero set of the function det ∆(λ) is contained in a left half plane {z | Re z < γ} in the complex plane. For retarded equations (i.e., M ϕ = ϕ(0)), the function det ∆(λ) has nitely many zeros in strips of the form S α,β = {z | α < Re z < β}, where α, β ∈ R. However, in general, for neutral functional dierential equations, det ∆(z) can have innitely many zeros in S α,β . We dene a M as 
We refer to Chapter 7 of Hale & Verduyn Lunel [9] . In Kaashoek & Verduyn Lunel [11] and Section IV.3 of Diekmann et al. [4] a systematic procedure has been developed to construct a canonical basis for M λ using Jordan chains for generic λ ∈ σ(A).
From standard spectral theory (see for instance Diekmann et al. [4] , Gohberg, Goldberg & Kaashoek [7] and Yosida [22] ), it follows that the spectral projection
k λ can be represented by a Dunford integral
where Γ λ is a small circle such that λ is the only singularity of (zI − A)
For any ϕ ∈ C, we have
where P λ ϕ ∈ M λ . Dening Q λ = R I − P λ , it follows that C can be decomposed by
The spaces M λ and Q λ are closed subspaces that are invariant under T (t). Likewise, for a set Λ = {λ 1 , . . . , λ n } of eigenvalues of A, we can write the decomposition
Hence the spectral projection can be used to restrict the ow to nite dimensional subspaces. Banks & Manitius [1] , Burns, Herdman & Stech [2] and Verduyn Lunel [17] studied the convergence of the series expansion of the solution operator in terms of the spectral projections into the subspaces M λ .
We nish this section with exponential estimates on the complementary subspace 
Proof. From the fact that λ d is dominant, it follows that we can choose δ > 0 suciently small such that
Therefore, the lemma follows from the spectral mapping theorem for retarded functional dierential equations (see Theorem IV.2.16 of Diekmann et al. [4] ) or from the spectral mapping theorem for neutral equations (see Corollary 9.4.1 of Hale & Verduyn Lunel [9] ).
Computing spectral projections
In Section 2 we have presented strong estimates on the complementary space. Later, in Section 4.1, we obtain explicit formulas for the large time behaviour of solutions.
Therefore, it is important to be able to compute spectral projections. Our goal is to obtain explicit formulas for the spectral projection for eigenvalues of arbitrary order.
A rst approach is to compute spectral projections using duality. In [5] we have done that with help of the bilinear introduced by Hale [8] for delay equations, generalizing it for the context of neutral equations. Although it looks simpler theoretically, it lacks exibility, because it applies only for simple eigenvalues on autonomous FDE.
To compute the spectral projections, another approach is to use Dunford calculus.
This technique allows us to provide an explicit formula for the spectral projection on arbitrary order eigenvalues of the generator of the solution semigroup for autonomous FDE, with extensions for a class of periodic equations. It also has the benet to be able to be applied with FDE other than autonomous. In [5] we have use this method to obtain the large time behaviour of solutions of a class of periodic equations. This approach has the advance of being of algoritmic nature, easing computations when using the so called computer algebra systems.
In view of (2.8), in order to compute the projection explicitly, we need an explicit formula for the resolvent of A.
where ∆(z) is given by (2.2) and H(z, · ) : C → C n is an operator given by
k λ is given by
Proof. Let ϕ be xed. If we dene ψ = (zI −A) −1 ϕ, then ψ ∈ D A and zψ−Aψ = ϕ.
From the denition of A, it follows that ψ satises the ordinary dierential equation
with boundary condition
Applying M on both sides of (3.4) and using (3.5), we obtain
where H(z, ϕ) is given by formula (3.2). This allows us to solve for ψ(0) and
Substituting (3.7) into (3.6) yields (3.1). The formula for the projection in (2.8) is precisely the residue of the resolvent of A in z = λ, and since
is analytic, the representation for the resolvent in (3.1) yields formula (3.3).
From the representation (3.1) of the resolvent of A it becomes evident the representation (2.5) for the spectrum σ(A).
For the case where λ is a simple eigenvalue of A, we arrive in a simple manner to the formula of the spectral projection. 
k λ can be written explicitly as (3.8) where adj ∆(λ) denotes the matrix of cofactors of ∆(λ) and H(z, ϕ) is given by (3.2).
Proof. If λ is a simple eigenvalue of A, then λ is a simple zero of det ∆(z). In order to compute the residue on (3.3), it suces to compute Res z=λ ∆(z)
in order to arrive at (3.8).
In order to continue our computations for eigenvalues of higher order, we provide a formula for a pole of ∆(z) −1 of arbitrary order. We begin dening scalar functions φ λ,n , for λ ∈ C and n ∈ Z + , by
and we state some auxiliary lemmas.
Lemma 3.2. The functions φ λ,n , n ∈ Z + satisfy the following properties:
d. (Linear operators) For v ∈ C n and t ∈ R, we have that (φ λ,n ) t v ∈ C. Furthermore, for any linear operator B on C into any complex linear space, we have
Proof. Item a is clear. Item b follows from integration by parts. For item c, note that
Item d follows from item c and from the fact that φ λ,n are scalar functions.
Next we characterize the residue of the product of ∆(z) −1 and an analytic function, at a pole of ∆(z)
Proof. We write down the Laurent expansions of K(z), ∆(z) −1 and E(z)
and we obtain that the coecient of the term (z − λ)
This yields the representation of the residue of ∆ −1 (z)E(z) at z = λ, given in (3.9). 12) where q j = q j (n, λ, ϕ) is given by Proof. From Equation (3.3) we have that
(3.14)
For the form of ∆ −1 from the hypothesis, we can use Lemma 3.3 in order to compute the resolvent in Equation (3.14). We get that
We can further simplify Equation (3.15) by using Leibniz Formula, that is, the n th derivative of the product of functions f (t) and g(t) is given by
and Lemma 3.4 in order to obtain
This shows (3.12).
In order to compute the spectral projection for eigenvalues of second or higher orders, we also need several derivatives of H(z, ϕ), given in formula (3.2), with respect to the rst variable.
Lemma 3.5. For integer n 1, the n th Fréchet derivative of H(λ, ϕ) with respect to the rst variable is given by Proof. Let Λ n (z, ϕ) be the expression in the right-hand side of (3.16). We dierentiate (3.2) with respect to z and we obtain
It is easy to check that for n 1, we have
By induction, we have that (3.16) holds.
Example 3.1. Consider the retarded equatioṅ 17) where B = 0 is an n × n-matrix. The characteristic equation is given by
For every simple root of det ∆(z), the spectral projection is given by
In the scalar case, a root λ of ∆ is not simple if and only if
Therefore, if B = −1/e or equivalently λ = −1 is not a root of ∆, then all roots of (3.18) are simple. So the spectral projections are given by 19) where λ satises λ−Be −λ = 0. Furthermore, it follows from Corollary 3.12 of Verduyn Lunel [18] that
where λ j , j = 0, 1, . . ., denote the roots of λ − Be −λ = 0, ordered according to decreasing real part. Using (3.19) and the fact that T (t)e λ j · = e λ j (t+·) , we can now explicitly compute the solution of (3.17) with initial condition x 0 = ϕ
(Compare Theorem 6 in Wright [21] .)
If B = −1/e, then all zeros of ∆(z) are simple except for λ = −1. For the simple zeros we can again use (3.19) . For the double zero λ = −1, we have to use (3.3) to compute the projection onto the two dimensional space M −1 and P −1 is given by
Since T (t)φ = φ(t + ·), where φ(θ) = θe −θ , we can again give the solution explicitly
where λ j , j = 1, 2, . . . are the simple zeros of ∆ ordered according to decreasing real part.
Applications to the large time behaviour
In order to make the analysis of the characteristic equations easier, we assume throughout the rest of the paper that the coecients of the functional dierential equations are real-valued.
Autonomous FDE
In this section we shall further investigate the case when det ∆(z) has a dominant root z = λ d . 
Proof. From representation of the spectral projection P λ on (2.8), it follows that P λ and A commute, and therefore P λ and T (t) commute as well. The spectral decomposition with respect to λ d yields
From the exponential Lemma 2.1, it follows that there exist positive
The action of T (t) restricted to a one-dimensional eigenspace M λ d is given by
This shows (4.1) and using Lemma 3.1, we arrive at (4.2).
If we evaluate (4.2) at θ = 0 we obtain the following corollary. .2) and let λ d to be a simple dominant zero of det ∆(z). If x(t) = x(t; ϕ) denotes the solution of (1.2) with initial data x 0 = ϕ, then the large time as a function of the initial data ϕ is given by
The next theorem, that gives a result similar to the Corollary 4.1, but can be applied to real dominant eigenvalues that are not simple. .2) and let λ d to be a real dominant zero of det ∆(z) of geometric multiplicity n 1. If x(t) = x(t; ϕ) denotes the solution of (1.2) with initial data x 0 = ϕ, then the large time behaviour as a function of the initial data ϕ is described as follows. where m = max {j ∈ {0, 1, . . . , n − 1} : q j (n, λ d , ϕ) = 0}, with q j given by formula (3.13) in Theorem 3.2. Proof. We can use the same arguments as in the proof of Theorem 4.1, but now the action of T (t) on the nth dimensional generalized eigenspace M λ d is given by Now conside the case B = −1/e. Then λ = −1 is a root of (3.18). We shall show that λ = −1 is a dominant eigenvalue, that is, Re λ j < −1 + for some > 0. For −1/e <B < 0, it is easy to see that
has exactly two negative roots, and both tend to −1 asB ↓ −1/e. Applying Lemma B.3 of [5] to (4.8) with −1/e <B < 0, we get that equation (4.8) has a real dominant eigenvalue λ d . By continuity of roots of (4.8) with respect toB, we conclude that all roots of (4.8), withB = −1/e, have real part smaller or equal to −1. Supposing z = −1 + αi is a root of (4. A contradiction. Therefore −1 is a dominant root of (4.9). We can derive the large time behaviour
Remark 4.1. We observ that by a change of variables x(s) = e −aτ s y(τ s), the delay equationẋ (t) = ax(t) + bx(t − τ ), (4.10) with a and b real numbers, can be written on form (3.17) and have its long-time behaviour described as in Example 4.1.
A class of two-dimensional neutral FDE
We consider the FDE of the form
with initial condition It is our aim to analyze the large time behaviour of solutions of (4.11) and demonstrate the usefulness of compute spectral projections. We begin our analysis of the characteristic equations studing the right half plane were the characteristic equation has only nite many roots.
All the computations described bellow are carried out explicitly in the author's PhD thesis [6] . Given the algoritmic nature of the formula for the spectral projection, the author developed a library called FDESpectralProj for the computer algebra system Maple, in order to help compute characteristic equations and spectral projections.
The characteristic matrix corresponding to (4.11) is given by
with ∆ 0 (z) = I + Ae −z . One can obtain that the characteristic equation can be given in terms of determinants and traces of the involved matrices, as follows The following lemma presents a criterion to decide whether a real number γ is larger than a M , given the values of det A and tr A. Proof. First, we like to show the connection between a M and the location of the zeros of det ∆ 0 (z), where ∆ 0 (z) is given by (4.15). We have the following representation for det ∆ 0 (z). det ∆ 0 (z) = 1 + e −z tr A + e −2z det A. Hence det ∆ 0 (z) is a polynomial of degree 1 or 2 in e −z . Then if z is a root of det ∆ 0 (z), it follows that e −z assumes at most two dierent values. Since the map z → e −z is 2πi-periodic, all roots of det ∆ 0 (z) are over at most two vertical lines. Letã M be the maximum of real parts of the roots of det ∆ 0 (z). We shall show that a M =ã M .
From (4.16), we obtain that
z is uniformly bounded away from the roots of det ∆ 0 (·), and therefore there exists δ > 0, which depends only on , such that | det ∆ 0 (z)| > δ. Also for these z, we have that there exists N > 0 such that |e −2z c 1 + e −z c 2 + c 3 | < N and |e 
From Rouché's theorem (see for instance [15] ) we obtain that det ∆ 0 (z) and det ∆(z) have the same number of zeros inside any contour contained in the region z : Re z > a M + and |z| > max 1,
, that is, no zeros. Since det ∆(z) is an entire funcion, its zeros must be isolated, so there are at most a nite number of zeros z such that Re z >ã M + . Therefor a M ã M .
Let again > 0. There exists m > 0 such that | det ∆ 0 (z)| > m for z outside circles of radius centerer in the roots of det ∆ 0 (z). As before, there is k > 0 such that for z such that Re z >ã M − 1 and |z| > k and z outside circles of radius centered on the roots of det ∆ 0 (z),
Applying again Rouché's theorem, we obtain that det ∆(z) and det ∆ 0 (z) have the same number of roots inside circles of radius centered on the roots of det ∆ 0 (z) for |z| suciently large. Therefore we obtain that a M ã M , and hence a M =ã M .
Then a M < γ if and only if Re z < γ for all roots z of det ∆ 0 (z), which is equivalent to |e −z | = e − Re z > e −γ . Performing technical but simple analysis on the modulus of the roots of the polynomial
we obtain that, for any σ > 0, the subset of the plane of those (α, β) such the polynomial in (4.19) has σ as the minimum of the modulus of its roots, is precisely the triangle of vertexes − 1
In the interior of such triangle the minimum of the modulus the roots of (4.19) is larger than σ, as one sees that, when (α, β) → (0, 0), the modulus of both roots tends to ∞. Therefore, taking α = det A, β = tr A and σ = e −γ , the proof of the lemma follows.
When A is such that det A = 0 and tr A = 0, we have that det ∆ 0 (z) Dene the functions g 1 (z) and g 0 (z), respectively, by 
The functions g 1 and g 2 are entire and we have that there exists C > 0 such that |g 1 (z)| < C and |g 0 (z)| < C for all z ∈ C γ 1 ,γ 2 . For z ∈ C γ 1 ,γ 2 with |z| > C + 1, we have that
Therefore, det ∆(z) = 0 for z ∈ C γ 1 ,γ 2 and |z| > C + 1. Since det ∆(z) is an entire function, its zeros are isolated and there exist at most nitely many zeros of det ∆(z) in the vertical strip C γ 1 ,γ 2 . i.e.,
x(t + 2) = −Ax(t + 1) = A 2 x(t) = 0.
It we start with x 0 = ϕ, then we have that x(t) = 0 for t > 1. Hence (4.23) has no exponential solutions. (All solutions are small solutions), and them the point spectrum of the innitesimal generator is empty.
From representation (4.16), after some tedious but simple computations, one arrives to precise conditions on the parameters det A, tr A, det(A + B), det(A + C), det B, tr B, det(B + C) and det C in order to z 0 to be a zero of (4.16) of order up to 7. The condition Re z 0 > a M imposes a restriction on the maximum order. We summarize these results in next theorem. 
We conclude that on the region R 2 = {z ∈ C : |z| 30 and Re z 0} , In another step, we consider the functions
where det ∆(z) admits the expressions (4.30). We intend to apply Rouché's theorem on the region R 3 = z ∈ C : 6 |z| 30 and Re z In the same way as argued before, we have that f 2 (z) = 0 for all z ∈ R 3 . Analysing the functions on the border of R 3 , we again get that |f 2 (z)| > |g 2 (z)|. Therefore, by Rouché's Theorem, we obtain that det ∆(z) = f 2 (z) + g 2 (z) has the same number of roots of f 2 (z) inside R 3 , that is, none.
Let
> 0 and consider the grid G given by
If a region R of the complex plane satises the following properties P1. there is δ > 0 and = (δ) > 0 such that for every z ∈ R, there is z 0 ∈ G ∩ R such that |z − z 0 | δ, and tz
and therefore there are no zeros of det ∆(z) in R.
Now we consider the regions R 4 = {z ∈ C : 1 |z| 2 and Re z 0} , R 5 = {z ∈ C : 2 |z| 6 and Re z 0} , property P3 is satised for the regions R 4 , R 5 and R 6 . All these discussions imply that there are no zeros of det ∆(z) in the regions R 4 , R 5 and R 6 . Taking the union of the regions R j , j = 1, 2, . . . , 6, we managed to show that there is no zero z of det ∆(z) such that Re z 0, except from z 0 = 0. From a M < 0, we obtain that there is no sequence of zeros z n of det ∆(·) such that Re z n → 0, and we proved that z 0 = 0 is a dominant root of the characteristic equation (4.30). Now, we compute the spectral projection, what can be done with the help of a computer algebra system like Maple. According to formula (3.12) in Theorem 3.2, since z 0 = 0, the projection is a polynomial in θ with vectors as coecients. Since z 0 = 0 is a zero of sixth order of det ∆(z), the degree of such polynomial is at most ve. An analysis of the matrix of cofactors of ∆(z) shows that z = 0 is not a zero of adj ∆(z) (k 0 = 6, where k λ was introduced in Section 2), and this implies that (P 0 ϕ)(θ) is indeed a polynomial in θ of fth degree. We do not provide the formula for the projection because these formulas span several pages. Instead, we present the formulas with aproximatated coecients. The spectral projection P 0 : C → C is given by P 0 ϕ(θ) = 
