Abstract. We show that if a homogeneous polynomial f in n variables has Waring rank n + 1, then the corresponding projective hypersurface f = 0 has at most isolated singularities, and the type of these singularities is completely determined by the combinatorics of a hyperplane arrangement naturally associated with the Waring decomposition of f . We also discuss the relation between the Waring rank and the type of singularities on a plane curve, when this curve is defined by the suspension of a binary form, or when the Waring rank is 5.
Introduction
For the general question of symmetric tensor decomposition we refer to [1, 2, 4, 6, 11, 12, 14, 18, 19, 20, 21] , as well as to the extensive literature quoted at the references in [1] and [12] . We describe first a possibly new general approach to tensor decompositions, and then illustrate this approach on a number of very simple situations. Consider the graded polynomial ring S = C[x 1 , ..., x n ], let f ∈ S d be a homogeneous polynomial of degree d, such that the corresponding hypersurface (1.1) V = V (f ) : f = 0 in the complex projective space P n−1 is reduced. We consider the Waring decomposition
r , where ℓ j ∈ S 1 are linear forms, and r is minimal, in other words r = rank f is the Waring rank of f . We assume in the sequel that the linear forms ℓ j 's span the vector space S 1 , i.e. f cannot be expressed as a polynomial in a fewer number of variables than n.This implies that r ≥ n. When such a decomposition is given, we will also use the notation V = V D to show that the hypersurface V comes from the decomposition (D). Consider the linear embedding (1.3) ϕ D : P n−1 → P r−1 , x → (ℓ 1 (x) : · · · : ℓ r (x)), determined by the decomposition (D). In the projective space P r−1 we have two basic objects, namely the Fermat hypersurface of degree d, given by . The fact that the linear forms ℓ j 's span the vector space S 1 implies that A D is an essential arrangement, see [10, 22] for general facts on hyperplane arrangements. Since A D is nothing else but the intersection B ∩ E D , that is the trace of the arrangement B on the linear space E D ≃ P n−1 , it follows that the position of E D is reflected in the properties of this induced arrangement A D . Our general idea is to fix the combinatorics of the hyperplane arrangement A D , e.g. by fixing the intersection lattice of the corresponding central arrangement, and see which geometric properties of the hypersurface V D can be derived just from this combinatorics. Note that a similar idea, namely the study of the Fano scheme F k (X r,d ) of projective k-planes contained in the projective hypersurface in P rd−1 given by
x ij = 0, was used already by N. Ilten, H. Süß and Z.Teitler, see [15, 16] , to study the decompositions of a homogeneous polynomial f as a sum of products of linear forms. The equation of the hypersurface X r,d can be regarded as a polarization of the equation (1.4) for the Fermat hypersurface.
In this paper we illustrate this approach with three simple and hopefully interesting cases. The first one is when r = n + 1. Indeed, recall that by our assumption r ≥ n, and note that the case r = n is rather trivial, i.e. in this case the hypersurface V D is projectively equivalent to the Fermat hypersurface F of degree d. The main result in this case is Theorem 2.2, saying that the hypersurface V D has at most isolated singularities, and the type of the corresponding singularities is determined by the combinatorics of the hyperplane arrangement A D . The fact that the singularities of the hypersurface V D are at most isolated follows also from a very general result due to Landsberg and Teitler, see [19, Theorem 1.3] . On the other hand, the number of these singularities is not determined by the combinatorics of the hyperplane arrangement A D , but by the geometry of the hypersurfaceF , which is the dual of the Fermat hypersurface F . More precisely, when r = n + 1, then E D is a hyperplane in P n , the hypersurface V D is singular exactly when E D ∈F , and the number of singularities of V D is equal to the number of irreducible components ofF at the corresponding point E D . Among the nodal hypersurfaces constructed in this way are the generalized Cayley hypersurfaces discussed in Example 2.7, with additional information for generalized Cayley curves in Proposition 3.8.
The second case is when n = 3, the Waring rank r is arbitrary, but the line arrangement A D has the simplest combinatorics, i.e. A D has a point of multiplicity r − 1. The main result in this case is Corollary 4.2, which shows again that the possible singularities of V D in this situations are very restricted.
Finally we consider the plane curves of Waring rank 5. In this case the combinatorics of the line arrangement A D displays four possibilities, as shown in Figure  2 . In the first two cases, our results are complete, see Corollary 4.2 and Proposition 5.1, while in the other two cases we can for the moment give only partial results, see Proposition 5.2 and Proposition 5.4.
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2. The hypersurfaces in P n−1 of Waring rank r = n + 1, with n ≥ 3
Let µ(V ) (resp. τ (V )) denote the global Milnor (resp. global Tjurina number) of a projective hypersurface V having only isolated singularities, that is the sum of all the local Milnor numbers µ(V, p) (resp. local Tjurina numbers τ (V, p)) over all the singular points p ∈ V . For the definition of local Milnor number and Tjurina number, we refer to [8] .
Consider the Fermat hypersurface F defined in (1.4), as well as its dual hypersurfaceF inP r−1 . If z 1 , ..., z r denote the coordinates onP r−1 , then the defining equationF : ∆ F (z) = 0, of the dual hypersurfaceF can be obtained by eliminating y 1 , ..., y r in the following system of equations
for j = 1, ..., r and f F (y) = 0, e.g. using the computer algebra software SINGULAR, see [7] . Note also that
see for instance [17] . When r = n + 1, then E D is a hyperplane in P n , and the hypersurface V D is singular exactly when E D ∈F . An example of this dual varietŷ F is given below in Example 3.6.
We start with the following result on essential hyperplane arrangements. Proposition 2.1. Let C be a central, essential hyperplane arrangement in C n , consisting of n + 1 hyperplanes. Then there is a unique integer k, satisfying 2 ≤ k ≤ n, and such that C is linearly equivalent to the hyperplane arrangement
Proof. The arrangement C being essential, we can choose n hyperplanes H 1 , . . . , H n in C such that H 1 ∩ · · · ∩ H n = 0. If C 0 is the arrangement formed by these n hyperplanes, then its intersection lattice L(C 0 ) is isomorphic to the intersection lattice of the Boolean arrangement in C n . If H is the hyperplane in C distinct from the H j , j = 1, . . . , n, then let k the smallest codimension of a flat X ∈ L(C 0 ) which is contained in H. We can assume that X = H 1 ∩ · · · ∩ H k . It remains to choose the linear coordinates on C n such that H j : x j = 0 for j = 1, . . . , n. Then the equation of H has the form (2.1)
where all a j are non-zero, by the choice of k. The claim follows, replacing x j by a j x j for j = 1, · · · , k.
Here is the main result of this paper.
, of Waring rank n + 1, with n ≥ 3. Then, up-to a linear change of coordinates, there is a unique integer k, satisfying 2 ≤ k ≤ n, and such that
where a = (a 1 , . . . , a k ) ∈ T k = (C * ) k . Moreover, the following hold.
(1) The projective hypersurface V D is singular if and only if R k (a) = 0, where R k (a) is the resultant of the system of k equations (S),
(2) When the hypersurface V D is singular, then it has only isolated singularities of type A 2 k−1 ,d n−k , given in local coordinates by the equation
In particular, the hypersurface V D is irreducible for n ≥ 4. (3) These singularities are located at the points (u 0 : 1 : 0 : ... : 0) ∈ P n−1 , where
is a solution of the system of equations (S). In particular,
where N(S) is the number of solutions of the system of equations (S).
Proof. By assumption, the polynomial f has a Waring decomposition (D) as in (1.2), with r = n + 1. Then the associated hyperplane arrangement A D , or the central version of it in C n to be more precise, satisfies the conditions in Proposition 2.1. Then formula (2.1) implies that the defining equation f = 0 can be chosen as claimed. In particular, the integer k is determined by the hyperplane arrangement A D .
The proof of the claim (1) is by direct computation, using the system of equations given by the vanishing of all first order partial derivatives of f . Any solution x 0 = (x 0 1 , ..., x 0 n ) of this system satisfies x 0 j = 0 if and only if j > k. We set x k = 1 and u j = x j for 1 ≤ j < k, and get in this way the system (S).
We give two proofs for the claim (2), which is the main output of this Theorem: the first one is by a direct but lengthy elementary computation, while the second one is geometrical, using the properties of the inflection points of the Fermat hypersurface F . 
It is easy to check that the polynomial h 1 (v) has only terms of degree ≥ 2. To complete the proof, it is enough to show that the quadratic form q = j 2 h 1 , given by degree two part in h 1 , is non-degenerate, see if necessary the first pages in [8] . If we omit the binomial coefficient
which is a common factor, the quadratic form q is given by
The system (S) implies (u
Note that the system implies that γ = 0, so all denominators are non zero. We have to show that the (k −1) ×(k −1) symmetric matrix M(q) associated to the quadratic form q has a non zero determinant. If we multiply all the elements in this matrix by γa k , we get a new matrix N(q) with elements n i,j = −a i a j if i = j and
for 1 ≤ j < k. Multiply the j-th row in this matrix by u 0 j , for 1 ≤ j < k, and call the resulting rows L 1 , ..., L k−1 . Next add all the rows L j with 1 < j < k to the first row L 1 , and get in this way the row L ′ Then divide by a k and get the new first row
, where all the elements are zero, except the diagonal element which is a j γ = 0. Hence we have shown by this sequence of elementary transformations on the rows, that the matrix M(q) is non degenerate. This ends the first proof of the claim (2).
The second proof of the claim (2) It is clearly enough to consider the case k = n. It is known that the set of inflection points of any hypersurface V is given by the intersection of V and its Hessian hypersurface H V . For the Fermat hypersurface, the Hessian hypersurface, with reduced structure, is given by
Now choose a point p ∈ F . If all the coordinates of p are non zero, then p is not an inflection point, and hence there are two possibilities for a plane H passing through p. Either H = T p F , and then the hypersurface singularity (F ∩ H, p) in (H, p) = (C n , 0) is an A 1 -singularity, since p is not an inflection point. Or else H = T p F , and then H is transversal to F at the point p. Assume now that some coordinates in p are zero. Then the tangent space at p will have an equation
with some of the coefficients b ′ j equal to zero. When k = n, the hyperplane E D is the image of the map ϕ(x) = (x 1 : ... : x n : a 1 x 1 + ... + a n x n ), and hence, it is given by the equation
This implies that E D = T p F , and then E D is transversal to F at the point p. This completes the second proof of claim (2).
The claim (3) is obvious, since for an isolated singularity (V D , p) of type A 2 k−1 ,d n−k as defined above, one clearly has
Note also that any solution u 0 of the system (S) is a simple solution, i.e. a solution with multiplicity one. Corollary 2.3. Any hyperplane H : b 1 y 1 + ... + b n+1 y n+1 = 0 in P n , such that b j = 0 for all j, is either transversal to the Fermat hypersurface F , or it is tangent to F at a number of points, such that at each such point p ∈ F ∩ H, the hypersurface singularity
Remark 2.4. Any isolated hypersurface singularity may occur on a hyperplane section of a smooth projective hypersurface, see [8, Proposition (11.6) ]. It is rather surprising that the hyperpane sections of the Fermat hypersurface F yield only singularities of very limited number of types, i.e. the singularities
Remark 2.5. Note that the global Milnor number µ(V D ) coincides with the multiplicity of the dual hypersurfaceF at the point E D , see [8, Proposition (11.24) ]. Note also that the hypersurface V D has only nodes as singularities when k = n, and this says that the hypersurface germ (F , E D ) is a union of smooth components, see for instance the equivalent properties in [8, (11.33) ]. More precisely, to a node
Then the dual mapping φ : F →F sends the point q to the pointq = φ(q) corresponding to the hyperplane E D . And the corresponding smooth component (Z,q) of the hypersurface germ (F ,q) has a (projective) tangent space in P n given by
Remark 2.6. With the notation from Theorem 2.2, it follows that for any 2 ≤ k ≤ n, there is a positive integer m k > 0 such that
up-to a non-zero constant factor. To see this, it is enough to notice that the hyperplane E D corresponds to the point Example 2.7 (Generalized Cayley Hypersurfaces). Consider the reduced hypersurface V D : f = 0 of odd degree d in P n−1 , with n ≥ 3, given by
Then V D has n singularities A 1 located at the points
.., n, where f x j denotes the partial derivative of f with respect to x j . Hence all the points p i are singular points of the hypersurface V D , and the fact that they are nodes A 1 follows from Theorem 2.2, case k = n. The classical Cayley surface corresponds to n = 4 and d = 3, see [3] . The case n = d = 3, when V D is a triangle, is also discussed below in Example 3.6 (3).
It is a challenging problem to describe all the singularities of a generalized Cayley hypersurface. We give the result only for plane curves below, see Proposition 3.8.
3. The case of plane curves of Waring rank r = 4
In this section we consider the case n = 3 in more detail. We set x 1 = x, x 2 = y, x 3 = z, a 1 = a, a 2 = b ,a 3 = c, z 1 = A, z 2 = B, z 3 = C and z 4 = D to simplify the notation. The corresponding line arrangement A D in P 2 consists of 4 lines, not all of them passing through one point. It follows that there are two possibilities for the combinatorics of A D : either A D has a triple point and 3 nodes, which is the case k = 2 in Theorem 2.2, or A D is a generic arrangement, and has 6 nodes, which is the case k = 3 in Theorem 2.2.
(1) Recall that a simple singularity of type A d−1 is a singularity isomorphic to the singularity given by v 2 + w d = 0, in the local coordinates (v, w) at the origin of C 2 , see [8] . In particular, A 1 is a node, A 2 is a simple cusp, A 3 is a tacnode and A 4 is a ramphoid cusp. With this explanations, the only claim in Corollary 3.1 that needs a proof is the claim about the number of irreducible components of V D in case (1). This follows from the following result. 
where (a, b) ∈ T 2 = (C * ) 2 . Then the following hold.
(1) The curve V D is irreducible when d is odd.
′ is even, then the curve V D has e ≤ 2 irreducible components. If e = 2, then both components are smooth and
Proof. Recall that a plane curve C : f = 0 has e irreducible components if and only if H 1 (P 2 \ C, C) is a (e − 1) dimensional vector space, see [9, Proposition 4.1.13]. Moreover, one has
where F f : f (x, y, z) = 1 is the Milnor fiber of f , and H 1 (F f , C) 1 denotes the fixed part under the monodromy action, see [9] 
so a polynomial with (d − 1) distinct roots. On the other hand, one has
1 . This implies that e ≤ 2. When d is odd, then only the case e = 1 is possible, and hence V D is irreducible in this case. Notice that, for d odd, the singularity A d−1 is unibranch, and hence, in particular, this gives another proof that the curve V D is irreducible in this case.
Assume now that d = 2d ′ is even and e = 2. Then
It follows that the curve V D has two irreducible components, namely
The two components intersects exactly at the points given by
At these points the two curves must be smooth, since the local singularities A d−1 have two smooth branches, with a contact of order d ′ . It follows that h 1 (x, y) has only distinct roots, and that the number of singular points of
this case. It remains to show that, conversely, when
If V D is irreducible, then this would imply
This inequality is impossible for d ′ = 2. The case d ′ = 3 is discussed in Example 3.5 below, where we show that N(g 1 , g 2 ) < d ′ for any choice of (a, b) ∈ T 2 .
First we discuss some examples in the case (1) of Corollary 3.1, and hence we assume k = 2 and
Example 3.3. When d = 3, the resultant R 2 (a, b) is the determinant of the following matrix
Hence V D is singular in this case if and only if
and in this case the curve has some cusps A 2 . Since a cubic can have at most one cusp, it follows that the polynomials g 1 and g 2 have at most one root in common. This is reflected by the fact that the zero set in C 2 of the ideal I 3 (M(g 1 , g 2 )) generated by all the 3 × 3 minors of the matrix M(g 1 , g 2 ) is disjoint from the Zariski open set T 2 .
Example 3.4. When d = 4, the resultant R 2 (a, b) is the determinant of the following matrix
and in this case the curve has some singularities A 3 . The set of pairs (a, b) such that the polynomials g 1 and g 2 have at least two common roots is given by the zero set of the ideal I 5 (M(g 1 , g 2 )) generated by all the 5 × 5 minors of the matrix M(g 1 , g 2 ).
Using the software SINGULAR [7] , we see that this set has several irreducible components which intersect the Zariski open set T 2 , namely the points (1, ±1), (±1, ±i), (±i, ±i), and the points obtained from these points using the transposition (a, b) → (b, a). Here and in the sequel i denotes a complex number with i 2 = −1. For any of these special values, the curve V D has 2 singularities of type A 3 . Note that the polynomial g 1 (t) has only simple roots for any degree d, hence the common roots of g 1 and g 2 are all distinct. Moreover, the zero set in C 2 of the ideal I 4 (M(g 1 , g 2 ) generated by all the 4 × 4 minors of the matrix M(g 1 , g 2 ) is disjoint from the Zariski open set T 2 , which is in accord with the obvious fact the a quartic cannot have more than two singularities A 3 . Note that the δ-invariant of an A 3 singularity is 2, and hence a quartic curve with two A 3 singularities is reducible. It is easy to see that such a curve is the union of two smooth conics, tangent to each other in two points, corresponding to the two A 3 singularities.
Example 3.5. When d = 6, the resultant R 2 (a, b) is the determinant of the following matrix M(g 1 , g 2 ) equal to
Hence V D is singular in this case if and only if ) + 1 = 0, and in this case the curve has some singularities A 5 . The set of pairs (a, b) such that the polynomials g 1 and g 2 have at least two common roots is given by the zero set of the ideal I 9 (M(g 1 , g 2 )) generated by all the 9 × 9 minors of the matrix M(g 1 , g 2 ).
Using the software SINGULAR [7] , we see that this set has several irreducible components which intersect the Zariski open set T 2 , for instance the points (a, 1), where a is a solution of the equation
On the other hand, the set of pairs (a, b) such that the polynomials g 1 and g 2 have at least three common roots is given by the zero set of the ideal I 8 (M(g 1 , g 2 )) generated by all the 8 × 8 minors of the matrix M(g 1 , g 2 ). Using the software SINGULAR [7] , we see that this set does not intersect the Zariski open set T 2 . Hence the equality
, and hence all the curves V D are irreducible in this case.
Next we discuss some examples in the case (2) of Corollary 3.1, and hence we assume k = 3 and
Example 3.6. When d = 3, the resultant R 3 (a, b, c), obtained using the command elim in SINGULAR, is given by Hence V D is singular in this situation if and only if R 3 (a, b, c) = 0, and in this case the curve V D has a number of nodes A 1 . The dual varietyF of the Fermat hypersurface in P 3 is given by the equation As an example, consider the family of Waring decompositions D a corresponding to the triple (a, b, c) = (a, −a − 2, −a − 2). Then
The line L ⊂P 3 corresponding to the family of planes E Da has the following intersection points with the dual hypersurfaceF .
(1) 5 simple points onF , corresponding to the 5 roots of the irreducible factor 25a 5 + 215a 4 + 841a 3 + 1777a 2 + 2015a + 961. For each such root a, the curve V Da is a nodal cubic. (2) 2 points of multiplicity two onF , corresponding to the 2 roots of the irreducible factor a 2 − a + 1. For each such root a, the curve V Da is the union of a smooth conic and a secant line. More precisely, one has in this case
(3) one point of multiplicity three onF , corresponding to the root of the irreducible factor a + 1. For a = −1, the curve V D −1 is a triangle. More precisely, one has in this case Since for each root a of R 3 (a, −a − 2, −a − 2) = 0 its multiplicity is equal to the global Milnor number µ(V Da ), it follows that the line L is transverse to the smooth irreducible components ofF , at each pointq = E Da , recall Remark 2.5. Now we consider the relation between R 2 (a, b) and R 3 (a, b, c) 
where We end this section by describing all the singularities of the generalized Cayley plane curves. Proposition 3.8. Consider the reduced plane curve To start the proof, note that (x : y : z) is a singular point of V D if and only if one has
It follows that x + y + z = 0, and hence we normalize by setting
The claim about the location of the singularities follows from the following Lemma, which might be well known to specialists. The fact that x + y is a factor of f follows by using the formula 
On the Waring rank of binary forms and the singularities of their suspensions
In this section we consider first the case n = 2, i.e. f is a binary form in x 1 = x and x 2 = y. The following simple, but useful result seems to be new, in spite of a lot of known facts in this area, staring with the work of Sylvester [23] , see also [5] , [2, If follows from [13, Theorem 7.6 ] that the binary form f = x d−1 y has Waring rank exactly m + 1 = d, hence our result is sharp.
Proof. The proof is by induction on m. When m = 1, there is nothing to prove, since s ≥ 2 implies that the Waring rank is at least 2. Assume the claim holds for all m < k ≤ d − 1 and any degree d. Let f be a binary form such that f = ℓ k g, where f ∈ S d , ℓ ∈ S 1 and g ∈ S d−k , g is not divisible by ℓ. Assume that the Waring rank of this polynomial f is r ≤ k, namely we have the decomposition D from (1.2), where ℓ 1 = x, ℓ 2 = y and ℓ j = a j x + b j y, for j = 3, ..., r, with a j b j = 0 and the linear forms ℓ i and ℓ j are not proportional, for i = j. Since ℓ = 0, at least one of the partial derivatives ℓ x and ℓ y of ℓ are non-zero. Assume that ℓ x = 0. Then, if we derivate with respect to x the decomposition D, and divide by the common factor d, we get
r . This shows that the binary form f x , which has the linear factor ℓ k−1 , has a Waring rank r − 1 ≤ k − 1 < (k − 1) + 1. This is a contradiction with our induction hypothesis, and hence the result is proved. There is a similar result in higher dimensions, when the hyperplane arrangement A D has a codimension 2 edge P which is the intersection of exactly r − 1 hyperplanes in A D , but we let the interested reader state this result for himself. 
Then the curve V D : f = 0 is either smooth, or it has only nodes A 1 as singularities.
Proof. The proof is by a direct computation, very similar to the first proof of Claim (2) in Theorem 2.2, and is left to the reader. Note that, in the special case b 
