Penalty logic, introduced by Pinkas [17], as sociates to each formula of a knowledge base the price to pay if this formula is violated.
Introduction
The problem of inconsistency handling appears when the available knowledge base -KB for short -(here a set of propositional formulas) is inconsistent. Most approaches come up with the inconsistency by select ing among the consistent subsets of KB some preferred subsets; the selection criterion generally makes use of uncertainty considerations, sometimes by using explic itly uncertainty measures (such as Wilson [2 7] , Ben ferhat and Smets [2) ), or more often using measures expressed qualitatively as priorities (the idea comes back to Rescher [20] and has been developed by many authors, among them Brewka [3] , Nebel [16], Cayrol [4] , Benferhat, Cayrol, Dubois, Lang, Prade [1] and Lehmann [14] ). Although these priorities are gener ally not given a semantics in terms of uncertainty mea sures (however see [1] for a comparative study of the priority-based and possibilistic approaches to inconsis tency handling), their intuitive interpretation is clearly in terms of gradual uncertainty: the least prioritary formulas (i.e., the ones which are most likely to be re jected in case of inconsistency) are clearly the ones we are the least confident in, i.e., the least certain ones.
All aforementioned priority-based approaches consist in ranking the f{ B in n priority levels (assume that 1 is the highest priority and n the lowest) and maximize the set or the number of formulas satisfied at each formulas at a given level is always more acceptable than violating only one formula at a strictly higher level: thus these approaches are non-compensatory, z. e., levels never interact.
An alternative approach, more or less empirical but apparently very appealing (besides it has already been used several times in the literature) consists in weight ing formulas with positive numbers called penalties.
Contrarily to priorities, penalties are compensatory since they are additive: the global penalty for rejecting a set of formulas is the sum of the elementary penal ties of the rejected formulas. Moreover, inviolable (or unrejectable) formulas are given an infinite penalty. The additive combination of penalties leads to an in terpretation in terms of cost, thus this criterion is util itarist, contrarily to priority-based approaches which are rather egalitarist. This additive criterion is very in tuitive, since rejecting a formula generally causes some "additive" trouble with the experts which provided the f{ B with the formulas, or some real financial cost, or another kind of additive cost. Note that a degenerate case of penalties (all penalties being equal to 1) prefers subsets of maximum cardinality. Moreover, and as we will see later, these penalties can sometimes be inter preted as the "probability of fault" of the source which provided us with the information (all sources failing in dependently), up to a logarithmic transformation. In any case, these penalties can be viewed as measuring uncertainty since, again, the less expensive to reject, the more uncertain the piece of information. Thus, penalty logic expresses uncertainty in terms of costs.
However a formal connection of penalties with classical theories of uncertainty has not really been made. 
Formal definitions
In the following, .2' will be a propositional language based on a finite number of propositional variables. T
and .l will represent tautology and contradiction re spectively. Formulas of .2' will be written '{), 1j!, etc. The set of interpretations attached to .2' will be de noted by n, and an interpretation by w. 'P F= 1/! and 'P f=l'lj! will represent logical consequence and logical equivalence between the formulas 'P and 1/! respectively.
I== will also be used between an interpretation and a formula to denote satisfiahility. The set of models of a formula 'P will be denoted by M ( 'P); the set of for mulas of .2' satisfied by w, i.e., {'P I w I== 'P} will be denoted by [w ].
A classical knowledge base 91 is a set of formulas of
A sub-theory of 91 is a consistent subset of §9. A maximal sub-theory T of §9 is a consistent subset of 91
w+ will be the union of the set of all the strictly positive real numbers and { +oo }, equipped with the usual order (in particular, if a: #-+oo then a: < +oo).
A penalty knowledge base PK is a finite multi-set of pairs {'P;, a:;) where '{); E .2' and a:; E w+. a; is the penalty associated to 'Pi; it represents intuitively what we should pay in order to get rid of 'Pi, if we pay the requested price we do not need any longer to satisfy 'Pi; so the larger a:; is, the more important 'Pi is.
In particular, if a:; ::: +oo then it is forbidden to re move i.p; from PK ('Pi is inviolable).
Since PK is a multi-set of pairs (and not a. set), it. is possible for a pair{'{), a:) to appear several times in PI\; for example, PK = {{a, 1), {a, 1)} is not equivalent to PK' = { { a , 1}} since using PK, it costs 2 to delete a and using PK ' , it costs only 1.
However, as we will see in 2.1.4, if a formula'{) appears several times in PK then we may replace all the occur rences of the formula 'P by only one occurrence of 'P annotated with the sum of the penalties associated to this formula in the previous base. The new knowledge base obtained is equivalent to the initial base.
91c will be the set of all the penalty knowledge bases.
Note that when the penalties are all infinite, penalty logic comes down to classical logic (no formula can be violated).
Lastly, we will say that PK E !JlJc is consistent if the set of formulas 'Pi of PK is consistent (without mentioning the penalties ex;). Also, in the expressions sub-theory of PK, subset of PK and PK \A we will refer to the set of formulas obtained from PK by ignoring the pena. lties.
Cost of an interpretation
Let PK = {{'{);,a:;},i = 1 .. . n} be a penalty knowl edge base.
Definition 1 (Pinkas 91 [17])
The cost of an in terpretation w E Q with respect to PK, denoted by kpK( w ), is equal to the sum of the penalties of the for mulas zn PK violated by w:
(with the corn,enfion L:1P,E0 a: ; = 0 ) Definition 2 A PK-preferred interpretation is an in terpretation of minimal cost w.r.t. PK, i.e. an inter pretation minimizing kpl(.
As an example, let us consider the following penalty knowledge base PK1:
Here are the corresponding interpretations costs:
If the interpretations are decisions to make (for exam ple if the knowledge base is made of constraints con cerning the construction of a timetable), then a min imum cost interpretation corresponds to the cheapest decision, i.e., the most interesting one. The cheapest interpretation is generally not unique. Besides, if the penalties are all equal to 1 then a cheapest interpreta tion satisfies a maximum consistent subset of PK w .r. t.
cardinality.
2.1.2
Cost of consistency of a formula Definition 3 The cost of consistency of a formula r.p with respect to PK, denoted by f{ PK ( cp ) , is the mini mum cost with respect to PK of an interpretation sat isfying r.p:
wi= 'P (with the convention min0 kPK(w) = +oo)
Example:
The cost KpK('f') of a formula r.p, is the minimal price to pay in order to make PK consistent with cp. For example, in order to make PK1 consistent with a -+ c, the least expensive way is to remove r,o4. Example: J(PK, (T) = 5; the only minimum cost in terpretation is {a, b, -.c }. To make PK1 consistent, the least expensive solution is to take off (or to ignore) the formula 'f'3· Property 3 /(pK(T) = 0 ¢} PK is consistent.
Indeed, if KpK(T) = 0 then there is no need to delete any formula in order to make PK consistent, therefore PK is consistent (and conversely).
This property is the monotonicity of K with respect to classical entailment. Note that there may be several preferred sub-theories (in the previous example, { cp1, 'P2, 1p4} is the only one 2:PK1-pr eferred sub-theory).
If J<pK (T) ::f +oo, then any 2:PK -preferred sub-theory is a maximal sub-theory of PK w. r.t. inclusion.
• Let us notice that when KPK(T) = +oo, every sub-theory of PK has an infinite cost, therefore every sub-theory of PK is 2:PK-preferred, but ob viously every sub-theory is not necessarily maxi mal w.r.t. inclusion.
• Besides, if PK is consistent, then I<PK(T) = 0, and then the only >pK-preferred sub-theory of PK is PK itself (its Zost is 0).
Example (continued): A3 = {r,ol,'f'2,'P4} is a 2:PK, preferred sub-theory and it is maximal w.r.t. inclusion.
But, although {cp2,cp3,cp4} is a maxi malsub-t.heory of PK1 (w.r.t. inclusion), it is not 2:-PK , -preferred (be cause i ts cost is infinite).
If we add the formula (cps = -,a, a5 = +oo} to PK1
then the subset of infinite cost formulas is inconsistent, therefore every sub-theory has an infinite cost, and every sub-theory is a preferred sub-theory. Vw f= A, kpK(w) = CPK(A).
Corollary 7.3 KPK('P) is equal to the minim11m cost of a 10-consistent sub-theory of PK:
Therefore, the cost of a formula cp with respect to the base PK is the cost of a cp-consist.ent 2:r K -preferred sub-theory of PK.
A is a 2:PK -preferred sub-theory
(cf. corollary 7.3, with cp = T).
Therefore, the cost to make the knowledge base consis tent with a given formula, can be computed by adding this formula with an infinite penalty and then evalu ating the cost of the new knowledge base consistency.
2.1.4
Equivalence between penalty knowledge bases
Two penalty knowledge bases are .semantically equiv alent if they induce the same cost function on 0, i.e.:
PK �c PK' (l>K is semantically equivalent to PK ') {:::> kpi< == kpw.
Besides, we define a pre-ordering relati on << c on 5!� as follows:
PK «c PK' (PK is less expensive than PK ') ¢:> kpK $ kpK'
As an example, let us consi der PK:J, PK3 and PK4 the penalty knowledge bases defined as follows: But, if a knowledge base contains se1'eral times the same fo rm1tla (or an eq11ivalent one), it is p ossible to transfo rm it equi1•alent/y in a knowhdge base contain ing this formula only one time with a penalty equal to the sum of the penalties of this fo rm. ula in the prel•ious base.
Property 9 VPK, PK' E :JlJc,
The converse is obviously false.
2.2
Inconsistency handling with penalty logic 
2), (a --+ c 1 ) } It can be checked that:
1 A comparative inference relation (13] is a rational rela tion [15] that also satisfi es supraclassicality: if 'P F '1/1 then 'Pb--�K'f/;.
An application of penalty logic: maximum clique in a graph
In this section, we will see that penalty logic is not only a tool for inconsistency handling but also a good way to represent, in a logical language, discrete opti mization problems (for instance issued from operation research), in which minimum cost interpretations cor respond to optimum solutions.
We consider an undirected graph G, i.e., a set of ver tices U and a set of edges V connecting those vertices.
A clique of G is a subset of V which define a complete sub-graph (i.e., every vertex is connected with every other vertex). Finding a maximum cardinality clique is a classical N P-ha.rd problem in operational research.
In penalty logic we can represent it like this:
• to each vertex s E U, we can associate a propo sitional variable s which truth assignation means that this vertex belongs to the clique we are look ing for.
• we are searching for a set of vertices which is max imum for cardinality, so we have to exclude the minimum of vertices: to each vertex we associate the penalty formula {s, 1).
• the resulting set must be a clique so for each pair ( x, y) of vertices that are not connected in the graph G (i.e., (x, y) � V), at least either x or y does not belong to the clique. In consequence, we can associate to each pair (x, y ) � V the penalty formula (..., x V -,y, +oo).
Let PK(G) = {(s, l),s E U}U{(..., xV---. y ,+oo),(x, y ) � V}.
Property 13 (see [8] ) Every minimum cost inter pretation with respect to PI<( G) c orresponds to a max imum clique of G and conversely.
The minimum cost interpretation is {-.a, b, c, d, -.e}.
This example shows the ability of penalty logic to en code discrete optimization problems. One could ar gue that, in operation research, algorithms for solv ing classical problems (as maximum clique, minimum vertex cover ... ) do already exist. Those algorithms are probably more efficient than the one consisting in finding the best interpretation in penalty logic ( devel oped in [7] ). However, the logical representation of this kind of problems presents at least two advantages: the great power of expression of logic allows us to spec ify many complicated problems which could not easily be specified within the operational research language; and the best solution search method is independent of the given problem.
3
Relating penalties to
Dempster-Shafer theory
In this section we are going to show: Let us note that the set of focal elements of m, is exactly {"-iEI'Pi, It;::; {1 ... n}}. Note that r(PK, ¢) does not depend on .:: , and more over that r(PK, '¢) > 0. So, up to a logarithmic transformation and a multiplicative constant (in other terms, if we consider only the orders of magnitude w. r. t. c:: ), Kpl( is equivalent to an infi nitesimal plausi bility function.
Conclusion
Used to handle inconsistency and perform non monotonic inferences, penalty logic has shown to have interesting properties. Using penalties for selecting preferred sub-theories of an inconsistent knowledge base not only allows to distinguish between the degree of importance of various formulas, as usual priority based approaches do, but also to express possible com pensations between formulas. The non-monotonic in ference relation defined satisfi es the usual postulates [13] and is (logarithmically) related to an infinitesimal version of Dempster-Shafer theory .
Furthermore, the complexity of the penalty non monotonic deduction problem has been considered in [5] and is ranked as one of the most simple non monotonic inference problem (in��).
Penalty logic may also been considered as a logical lan guage for expressing discrete optimization problems.
The search for a preferred interpretation has been im plemented using an A • -like variant of Davis and Put nam procedure (6] and has been tested on small ex amples. Randomized search algorithms such as GSAT [23, 22] could also be considered, but they do not guar antee that an optimum is actually reached.
As shown in [5] , solving the problem of searching a preferred interpretation allows to simply solve the non monotonic inference problem, without any restriction on the language of the formulas expressed4. Any way, even the limited ll.� complexity can be consid ered as excessive when faced to practical applications. A reasonable approach would then consist in defining a gradual inference relation and in trying only to solve an approximation of the resulting gradual inference problem.
Among the other possible extensions of penalty logic, one could consider associating many unrelated penal ties to a single formula. Partially ordered penalty vec tors would then replace penalties. Another possible ex tension consists in taking into account not only penal ties caused by violations but also profits associated to satisfactions (which could be expressed using negative penal ties).
