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Abstract
This paper proposes a fuzzy goal programming based on Taylor series for solving decentralized bi-
level multiobjective fractional programming (DBLMOFP) problem. In the proposed approach, all of the
membership functions are associated with the fuzzy goals of each objective at the both levels and also
the fractional membership functions are converted to linear functions using the Taylor series approach.
Then a fuzzy goal programming is proposed to reach the highest degree of each of the membership goals
by taking the most satisfactory solution for all decision makers at the both levels. Finally, a numerical
example is presented to illustrate the effectiveness of the proposed approach.
Keywords: Decentralized Bi-level fractional programming; Multiobjective programming; Fuzzy decision
making; Fuzzy goals; Taylor series.
1 Introduction
Multiple level programming problems are usually faced with the much hierarchical structure of large organiza-
tions such as government offices, profit or non-profit organizations, manufacturing plants, logistic companies,
etc. Solution procedures obviously assign each decision maker a unique objective, a set of decision variables
and a set of general constraints that affect all decision makers. Each unit independently investigates itself
interest but is affected by the actions of other units.
Multilevel programming was first proposed by Bracken and McGill [1] to express a decentralized noncoop-
erative decision system with one decision maker and multiple decision makers of the same situation in 1973.
The Stackelberg method has been generally employed to multilevel programming problems. It concerns many
applications in real life such as strategic planning (Bracken and McGill, [2]), resource allocation (Aiyoshi
and Shimizu,[3]), and water management (Anandalingam and Apprey, [4]). In 1990, Ben-Ayed and Blair [5]
proved that multilevel programming is an nonlinear programming (NP)-hard problem. In order to establish
the model mathematically, many methods and algorithms have been presented like extreme point algorithm
(Candler and Towersley, [6]), k.th best algorithm (Bialas and Karwan, [7]), branch and bound algorithm (Bard
and Falk, [8]), descent method (Savard and Gauvin, [9]). and genetic algorithm (Liu, [10]). However, Gao and
Liu [11] suggested a novel fuzzy multilevel programming model and defined a Stackelberg-Nash equilibrium.
But, these traditional methods are based on Karush-Kuhn-Tucker conditions and/or penalty functions [12]
and besides the Stackelberg method does not produce Pareto optimality because of its non-cooperative nature
[13].
Therefore, in a hierarchical decision-making, it has been realized that each decision maker should have a
motivation to participate with the other, and a minimum level of fulfillment of the decision maker at a lower
level must be remarked for the overall profit of the organization. The use of membership function of fuzzy
set theory to multilevel programming problems for satisfactory solutions was first introduced by Lai [12] in
1996. Then Lai’s solution procedure was extended by Shih et al. [14, 15]. In addition, fuzzy programming
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methods were applied by many authors for solving multiple level linear programming problems [16, 17], bi-
level quadratic fractional programming problem [13, 17, 18], bi-level nonconvex programming problems with
fuzzy parameters [18], decentralized bi-level linear programming problems [19, 20], so far.
Baky [21] employed two fuzzy goal programming method to reach the optimal solutions of multi-level multi-
objective linear programming problems. Arora and Gupta [22] joined an interactive fuzzy goal programming
algorithm with the theory of dynamic programming for solving the bi-level programming problems. Wang et
al. [23] developed an idea to deal with a bi-level multi followers programming problem. The distance function,
which was introduced by Yu [24], has been extensively exercised to solve multiobjective programming problem
to determine a compromise solution. Based on the theory of distance function, Moitra and Pal [25] applied
a fuzzy goal programming procedure and reached a satisfactory balance through minimizing the deviations
of the leader and follower as much as possible for bi-level programming. Baky and Abo-Sinna [26] proposed
a fuzzy TOPSIS algorithm, which simultaneously minimized a distance function from an idea point and
maximized another distance function from a nadir point, to solve bi-level multiobjective decision-making
problems. However, some interesting interactive fuzzy decision-making algorithms have widely been employed
to bi-level and multi-level programming problems [27, 28, 29, 30, 32, 33] can get preferred result.
Abo-Sinna and Baky [34] suggested a fuzzy goal programming approach to decentralized bi-level multi-
objective linear fractional programming (DBLMOLP) problems. Baky [34] applied the fuzzy goal program-
ming method of Pal et al. [35] for linearization of membership functions. Toksari and Bilim [36] presented
an interactive fuzzy goal programming method based on Jacobian matrix for solving bi-level multiobjective
fractional programming problem. They extended the fuzzy goal programming method proposed by Mohamed
[37] to reach the optimal solutions of DBLMOFP problems.
In this paper, a fuzzy goal programming algorithm based on Taylor series approach is proposed to solve
decentralized bi-level multiobjective fractional programming (DBLMOFP) problem. Objective and constraint
functions of decision makers are fractional and linear functions, respectively. Until now, many solution
procedure are introduced to linearize the fractional and/or nonlinear functions in literature. In the case of a
fractional objective programming, the most popular solution procedures are based on linearization methods
(see [34, 35, 36, 39] for details). For this reason, in the construction of the problem, optimal values of the
objectives are found by determining individual optimal solutions. Then the fractional membership functions
which are joined with each fractional objective of the problem are determined and then membership functions
joined with each objective are converted to linear membership functions by employing Taylor series approach.
Thus, an interactive fuzzy goal programming algorithm is presented for solving the DBLMOFP problem.
Finally, two numerical examples are given to demonstrate the practicability of the proposed algorithm. The
remaining of this paper is classified as follows. Section 2 gives a DBLMOLFP problem with its formulation
and Section 2 suggests a fuzzy decision making algorithm. A numerical example is given in Section 4 and
Section 5 concludes the paper.
2 Problem Formulation
In a decentralized bi-level multiobjective fractional programming (DBLMOFP) problem, two decision makers
are located at two distinct hierarchical levels with multiple objectives independently checking a set of decision
variables. In a DBLMOFP, the first level decision maker called the leader affects its decision in full view of
the second level decision makers called the follower. Each decision maker attempts to optimize its objective
function and is affected by the actions of the other decision makers.
Let the vector of decision variables X1 ∈ Rn1and Xk>1 ∈ Rnk>1 be under the control of the first decision
maker (DM) and the second decision makers (DMs), respectively n1, n2, ...nm ≥ 1. So the DBLMOFP problem
of minimization type should be formulated as follows ([13,19, 20, 34, 36]);
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The upper level:
min
x1
F1 (x) = min
x1
(f11 (x) , f12 (x) , ..., f1p1 (x)) ,
where (x1, x2, ..., xm) solves the lower level:
min
x2
F2 (x) = min
x2
(f21 (x) , f22 (x) , ..., f2p2 (x)) ,
min
x3
F3 (x) = min
x3
(f31 (x) , f32 (x) , ..., f3p3 (x)) , (1)
.
.
.
min
xm
Fm (x) = min
xm
(fm1 (x) , fm2 (x) , ..., fmpm (x)) ,
Subject to
x ∈ S =

x ∈ Rn|A1x1 +A2x2 + ....A2xm

 ≤=
≥

 b, xm ≥ 0, b ∈ Rs

 6= ∅
where fij (x) =
c
ij
1
x1+c
ij
2
x2+...+c
ij
mxm+α
ij
d
ij
1
x1+d
ij
2
x2+...+d
ij
mxm+βij
, i = 1, 2, ...,m; j = 1, 2, ..., pm where p is the number of the
objective functions for decision makers at the lower level and s is the number of constraints.Ai is an s × p
constant matrix. S is a non-empty, convex and compact set in Rn ; dij1 x1 + d
ij
2 x2 + ...+ d
ij
mxm+ β
ij is greater
than zero.
2.1 Construction of fractional membership function
In multiple objective programming, if an imprecise aspiration level is injected to each of the objectives then
these fuzzy objectives are expressed as fuzzy goals. According to Pal and Moitra [25], Li and Hu [42] and
Bellman and Zadeh [43], the decision is often formulated as follows:
Find x
so as to satisfy
fij (x)

 ≤∼=
≥

 f∗ij , i = 1, 2, ...m; j = 1, 2, ..., pm
subject to
x ∈ S
(2)
where f∗ij is the perspective goal value for the objective function fij (x) . (∼≺,
∼=,
∼
≻) represent different fuzzy
relations. Let
(
f∗ij , f
max
ij
)
be the tolerant interval selected to the ij.th objective fij (x) .Then the fuzzy goals are
fij (x)
∼
≺ f∗ijfor the minimization objective where ∼≺ represent the fuzzified inequalities. Thus, the memberhip
function is determined as
µij (fij (x)) =


1
fmaxij −fij(x)
fmax
ij
−f∗
ij
0
,
if
if
if
fij (x) ≤ f∗ij
f∗ij ≤ fij (x) ≤ f
max
j
fij (x) ≥ fmaxij
(3)
where f∗ij is called an ideal value and f
max
ij is tolerance limit forfij.
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Similarly, let
(
fminij , f
∗
ij
)
be the tolerant interval selected to the ij.th objective fij (x) . the fuzzy goals are
fij (x)
∼
≻ f∗ijfor the minimization objective where ∼≻ represent the fuzzified inequalities. Thus, the memberhip
function is determined as
µij (fij (x)) =


1
fij(x)−f
min
ij
f∗
ij
−fmin
ij
0
,
if
if
if
fij (x) ≥ f∗ij
fminij ≤ fij (x) ≤ f
∗
j
fij (x) ≥ f
min
ij
(4)
In multi-objective decision making, the tolerant interval of the objective may be unknown. Hence, the payoff
table is employed to determine it.
Here, to facilitate computation, we used the same method with the paper [28] and [42] to determine member-
ship functions. Let us µij (fij (x)) , i = 1, 2, ...m; j = 1, 2, ..., pmto define the fuzzy goals of the leader and the
follower, respectively. Then the fuzzy goals are fij (x)
∼
≺ f∗ij for the minimization objective in model (1)
For the sake of simplicity, we suppose that f∗ijand f
max
ij are the ideal value and the tolerance limit of the above
fractional problem, respectively. For instance,
fmaxij = max
x∈S
fij (x) , i = 1, 2, ...m; j = 1, 2, ..., pm (5)
and
f∗ij = min
x∈S
fij (x) , i = 1, 2, ...m; j = 1, 2, ..., pm (6)
Then the payoff table is determined as in [42].
2.2 Linearization fractional membership function using the Taylor series ap-
proach
Here, membership functions associated with each objective are linearized by using Taylor series approach, at
first. Then, linear membership functions of fractional membership functions associated with each objective
are determined. The suggested procedures for fractional objectives can be continued as follows:
Obtain x˜∗i =
(
x˜∗i1, x˜
∗
i2, ..., x˜
∗
ipi
)
which is the value that is used to maximize the ij-th membership function
µij (fij (x)) associated with ij-th objective fij (x) .
Convert membership functions by using Taylor series approach as follows:
µ˜ij (fij (x)) ∼=
[
µij (fij (x˜
∗
i ))
∂x1
∣∣∣∣
x˜∗
i
(x1 − x˜
∗
i1) +
µij (fij (x˜
∗
i ))
∂x2
∣∣∣∣
x˜∗
i
(x2 − x˜
∗
i2) + ...+
µij (fij (x˜
∗
i ))
∂xm
∣∣∣∣
x˜∗
i
(
x2 − x˜
∗
ipm
)]
(7)
Taylor series approach generally gives a relatively good approximation to a differentiable function but
only around a given point, and not over the entire domain. Functions µ˜ij (fij (x)) approximates the function
µij (fij (x))around its optimal solution.
After determined the linear membership function µ˜ij (fij (x)) using the above procedures, therefore we will
transform the decentralized bi-level multi-objective linear programming (DBLMOP) problem to DBLMOFP.
3 A Fuzzy Goal Programming Algorithm to DBLMOFP
The fuzzy goal programming approach to multi-objective programming problems introduced by Mohamed
[37]. The fuzzy goal programming approach to multi-objective programming problems is extended by Baky
[34] and Toksari and Bilim [36] to solve the DBLMOP. But the fuzzy goal programming of Mohammed [37]
is not every time proper. In the practical approach and design, decision maker generally has an importance
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requirement for different objectives in multiple objective programming problems as his or her preference. This
can be illustrated by weights [40]. Tiwari et al. [41] employed the weighted sum method to obtain it.


max
(
p1∑
j=1
w1j µ˜1j +
p2∑
j=1
w2j µ˜2j + ...+
pm∑
j=1
wmj µ˜mj
)
s.t.


µ˜ij (fij (x)) ≤ 1, i = 1, 2, ...m; j = 1, 2, ..., pm
A1x1 +A2x2 + ....A2xm

 ≤=
≥

 b,
x ∈ S
(8)
where (weight) wij is the relative importance of achieving the aspired levels of the fuzzy goals. Here, wijcan
be written as
(
p1∑
j=1
w1j +
p2∑
j=1
w2j + ...+
pm∑
j=1
wmj
)
= 1. This model can be optimized all objectives as far as
probable. But it may give the same results when the weights are mutated.
In a fuzzy programming, the highest possible value of membership function is always 1. According to the
approach of Mohamed [37], the fractional membership functions in (3) and (4) can be can be determined as
the fractional membership goals as follows;
µij (fij (x)) =
fmaxij − fij (x)
fmaxij − f
∗
ij
+ d−ij − d
+
ij = 1, i = 1, 2, ...m; j = 1, 2, ..., pm (9)
µij (fij (x)) =
fij (x)− fminij
f∗ij − f
min
ij
+ d−ij − d
+
ij = 1, i = 1, 2, ...m; j = 1, 2, ..., pm (10)
where d−ij (≥ 0) symbolize the negative deviational variables and d
+
ij (≥ 0) symbolize the positive deviational
variables. Therefore, the linear membership function based on Taylor series (7) can be formulated as the
folowing linear functions:
µ˜ij (fij (x)) + d
−
ij − d
+
ij = 1 , i = 1, 2, ...m; j = 1, 2, ..., pm (11)
Since the maximum possible value of the linear membership goal (11) is unity, positive deviation is not possible
and/or unnecessary (see, [41]). Here, the linear function (11) can be written as
µ˜ij (fij (x)) + d
−
ij = 1, i = 1, 2, ...m; j = 1, 2, ..., pm (12)
where d−ij (≥ 0) symbolize the negative deviational variables.
In this paper, we extended the fuzzy goal programming approach, which is suggested by Gupta and
Bhattacharjee [44], to obtain the optimal solution for the bi-level problem. They attempted to determine a new
weighted fuzzy goal approach for fuzzy goal programming problem by considering only negative deviational
variables d−ij (≥ 0)in the goal constraint for the fuzzy multiobjective goal programming problem with aspiration
level one, i = 1, 2, ...m; j = 1, 2, ..., pm.
Then this approach is employed to achieve the highest degree of membership for each of the goals by using
max-min operator. The weights are also attached to the fuzzy control operator λ in the constraints.
According the idea of Gupta and Bhattacharjee [44] membership goals based on (7), the upper level decision
maker problem to obtain the optimal decision vector xFi =
(
xFi1, x
F
i2, ..., x
F
ipi
)
for the problem (1) can be
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formulated as follows: 

maxλ
s.t.


w1jλ ≤ µ˜1j (f1j (x)) , j = 1, 2, ..., pm
λ+ d−1j = 1, j = 1, 2, ..., pm
A1x1 +A2x2 + ....Amxm

 ≤=
≥

 b,
λ ≥ 0,
x ∈ S
(13)
where w1j is taken as w1j =
1
|fmax1j −f∗1j |
, j = 1, 2, ..., pmand
∣∣fmax1j − f∗1j∣∣ is the tolerance which is relatively
taken.
In the former studies, Baky did not mentioned about the bounds on the maximum negative and positive
tolerance values and appropriate method to determine these values in [34]. Also, satisfactory solution of
DBLMOFP problem using algorithms found by Baky [34] depends upon the choice of these tolerance values
which many times leads to the possibility of rejecting the solution again and again by upper level decision
maker and so the solution process spend too much time [33]. Therefore, Lachhwani [33] presented a linear
membership function to determine the linear membership functions of decision variables.
From the interactive mechanism of (1), the upper level decision variable should be assigned to the lower level
decision makers. After determining the optimal solution xFi =
(
xFi1, x
F
i2, ..., x
F
ipi
)
for the upper level of problem
(1), we formulated the suggested fuzzy goal programming to solve DBLMOLP problem. It can be constructed
as
maxλ

wijλ ≤ µ˜ij (fij (x)) , i = 1, 2, ...m; j = 1, 2, ..., pm
λ+ d−ij = 1, i = 1, 2, ...m; j = 1, 2, ..., pm
A1x1 +A2x2 + ....Amxm

 ≤=
≥

 b,
x1 = x
F
i1
λ ≥ 0, x ∈ S
(14)
Here, wij is considered as wij =
1
|fmaxij −f∗ij|
, i = 1, 2, ...m; j = 1, 2, ..., pm.
So the lower level solution can be obtained as xSi =
(
xFi1, x
S
i2, ..., x
S
ipi
)
.
3.1 The suggested fuzzy goal programming algorithm to solve DBLMOLFP
Step 1 Solve the problem (1) as in equation (5) and (16) by taking single objective function at a time and
neglecting all others and obtain the optimal solutionsx∗i =
(
x∗i1, x
∗
i2, ..., x
∗
ipi
)
.
Step 2 Then determine the ideal value(s)f∗ij ,i = 1, 2, ...m; j = 1, 2, ..., pi, tolerans limit(s) f
max
ij ,i = 1, 2, ...m; j =
1, 2, ..., pi and the relative importance wij for each objective at each levels.
Step 3 Construct the fractional membership function (3) and/ or (4)for each objective at each levels.
Step 4 Determine x˜∗i =
(
x˜∗i1, x˜
∗
i2, ..., x˜
∗
ipi
)
which is the value that is used to maximize the ij− th membership
function µij (fij (x)) associated with objective fij (x)at each levels.
Step 5 Then linearize all fractional membership functions using first-order Taylor polynomial series around
the decision vectorx˜∗i =
(
x˜∗i1, x˜
∗
i2, ..., x˜
∗
ipi
)
.
Step 6 Formulate the fuzzy goal programming model (13)to obtain the optimal solution for the upper level
of (1). Then, solve it to obtain the alternative optimal solution xFi =
(
xFi1, x
F
i2, ..., x
F
ipi
)
.
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Step 7 Assigning the upper level decision variables to the lower level decision making problem , formulate
the fuzzy goal programming model (14) and then, solve it to obtain the candidate optimal solution xSi =(
xFi1, x
S
i2, ..., x
S
ipi
)
.
Step 8 If the decision maker for the upper level decision maker is satisfied by the current candidate solution
xSi =
(
xFi1, x
S
i2, ..., x
S
ipi
)
in Step 9, go to Step 9, else go to Step 10.
Step 9 The candidate solution xSi =
(
xFi1, x
S
i2, ..., x
S
ipi
)
is the optimal solution for the decentralized bi-level
multi-objective fractional programming problems (DBLMOFPP).
Step 10 Modify the tolerance limit fmaxij , i = 1, 2, ...m; j = 1, 2, ..., pm and the relative importance wij ,i =
1, 2, ...m; j = 1, 2, ..., pm for all objective at all levels and go to Step 3.
4 Numerical Example
The suggested interactive fuzzy goal programming approach will be used to a known numerical example.
The following bilevel decentralized multiobjective programming problem solved by Baky [34] using interactive
fuzzy goal programming method. Now, we will solve this problem using the suggested approach in this paper.
Example 1
Consider the following problem
Upper level:
min
x0
(
f11 =
−x0 − 4x1 + x2 + 1
2x0 + 3x1 + x2 + 2
, f12 =
−2x0 + x1 + 3x2 + 4
2x0 − x1 + x2 + 5
)
Lower level:
[DM1] min
x1
(
f21 =
3x0−2x1+2x2
x0+x1+x2+3
, f22 =
−7x0−2x1+x2+1
5x0+2x1+x2+1
)
[DM2] min
x2
(
f31 =
x0+x1+x2−4
x0−2x1+10x2+6
, f32 =
2x0−x1+x2+4
−x0+x1+x2+10
)
Subject to
g1 = x0 + x1 + x2 ≤ 5,
g2 = x0 + x1 − x2 ≤ 2,
g3 = x0 + x1 + x2 ≥ 1,
g4 = −x0 + x1 + x2 ≤ 1,
g5 = x0 − x1 + x2 ≤ 4,
g6 = x0 + 2x2 ≤ 4,
x0, x1, x2 ≥ 0.
(Step 1 and Step 2): Table 2 presents the ideal values, tolerance limits and weights of all the objective
functions in both the levels.
Table 2 The individual minimum and maximum values, the ideal value and tolerance limits and weights
f11 f12 f21 f22 f31 f32
max fij 0.67 1.25 1.353 1 −0.026 1.125
min fij −0.733 0 −0.50 −1.18 −0.75 0.27
fmaxij 0.6 1.2 1.3 1 −0.05 1.125
f∗ij −0.7 0 −0.50 −1 −0.75 0.25
wij 0.769 0.83 0.56 0.5 1.43 1.143
(Step 3): Thus, the fractional membership functions µij (fij (x)) at each levels are constructed as
µ11 (f11 (x)) = 0.46−
0.77(−x0−4x1+x2+1)
2x0+3x1+x2+2
,
µ12 (f12 (x)) = 1.00−
0.83(−2x0+x1+3x2+4)
2x0−x1+x2+5
,
µ21 (f21 (x)) 0.72−
0.56(3x0−2x1+2x2)
x0+x1+x2+3
,
µ22 (f22 (x)) = 0.50−
0.50(−7x0−2x1+x2+1)
5x0+2x1+x2+1
,
µ31 (f31 (x)) = −0.07−
1.43(x0+x1+x2−4)
x0−2x1+10x2+6
,
µ32 (f32 (x)) = 1.125−
1(2x0−x1+x2+4)
−x0+x1+x2+10
.
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(Step 4): Furthermore, the maximal solution points of fractional membership functions are given in Table 4.
Table 3 The optimal solutions for all membership functions in both levels under the constraints
µ11 (f11 (x)) µ12 (f12 (x)) µ21 (f21 (x)) µ22 (f11 (x)) µ31 (f31 (x)) µ32 (f32 (x))
(x∗0, x
∗
1, x
∗
2) (0.5, 1.5, 0) (2, 0, 0) (0, 1, 0) (2, 0, 0) (0, 1, 0) (0, 1, 0)
(Step 5): Then, we employed (from Table 3) to linearize all fractional membership functions using first
order Taylor series approach (7) around the individual optimal points. Then, we obtained the following linear
functions as 

µ˜11 (f11 (x)) = 0.773− 0.049x0 + 0.185x1 − 0.178x22,
µ˜12 (f12 (x)) = 0.630 + 0.185x0 − 0.093x1 − 0.278x2,
µ˜21 (f21 (x)) = 0.792− 0.486x0 + 0.208x1 − 0.347x2,
µ˜22 (f22 (x)) = 0.992 + 0.050x0 − 0.017x1 − 0.099x2,
µ˜31 (f31 (x)) = 0.821− 0.625x0 + 0.179x1 − 3.036x2,
µ˜32 (f32 (x)) = 0.737− 0.207x0 + 0.116x1 − 0.066x2,
(Step 6): Consequently, the considered fuzzy goal programming model for the upper level decision maker is
constructed as follows based on model (13): The alternative optimal solutions are determined as
xF =
(
xF0 = 1.25, x
F
1 = 0.31, x
F
2 = 0
)
(Step 7): The suggested fuzzy goal programming model to DBLMOFPP continues as follows based on
(14);


maxλ
s.t.


0.769λ ≤ 0.773− 0.049x0 + 0.185x1 − 0.178x2,
0.83λ ≤ 0.630 + 0.185x0 − 0.093x1 − 0.278x2,
0.56λ ≤ 0.792− 0.486x0 + 0.208x1 − 0.347x2,
0.5λ ≤ 0.992 + 0.050x0 − 0.017x1 − 0.099x2,
1.43λ ≤ 0.821− 0.625x0 + 0.179x1 − 3.036x2,
1.143λ ≤ 0.737− 0.207x0 + 0.116x1 − 0.066x2,
λ+ d−11 = 1, λ+ d
−
12 = 1, λ+ d
−
21 = 1,
λ+ d−22 = 1, λ+ d
−
31 = 1, λ+ d
−
32 = 1,
x0 + x1 + x2 ≤ 5, x0 + x1 − x2 ≤ 2,
x0 + x1 + x2 ≥ 1, −x0 + x1 + x2 ≤ 1,
x0 − x1 + x2 ≤ 4, x0 + 2x2 ≤ 4, x0 = 1.25,
d−11, d
−
12, d
−
21, d
−
22, d
−
31, d
−
32 ≥ 0
x0, x1, x2 ≥ 0,
λ ≥ 0
The above model is a linear programming model which can be easily solved by Maple 18.02 optimization
toolbox. The candidate optimal solutions are obtained as
xS =
(
xF0 = 1.25, x
S
1 = 0.75, x
S
2 = 0
)
(Step 8): Let the upper level decision maker be satisfied by the obtained candidate solution xS =(
xF0 = 1.25, x
S
1 = 0.75, x
S
2 = 0
)
.
(Step 9): Therefore, objective values are
f11 = −0.48, f12 = 0.33, f21 = −0.45, f22 = −1.02, f31 = −0.35, f32 = 0.61,
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and membership values are
µ11 (f11) = 0.83, µ12 (f12) = 0.72, µ21 (f21) = 0.47, µ22 (f22) = 1, µ31 (f31) = 0.43, µ32 (f3) = 0.52.
Baky [34] obtained the solution of the above problem with the use of the interactive fuzzy goal programming
approaches. Comparative results are given in the following Table 4.
Table 4 Comparison of solutions by different methods
The suggested approach
(1.25, 0.75, 0)
Baky’s ap-
proach [34]
(1, 0, 0)
µ11 (f11) 0.83 0.46
µ12 (f12) 0.72 0.76
µ21 (f21) 0.47 0.31
µ22 (f22) 1 1
µ31 (f31) 0.43 0.54
µ32 (f32) 0.52 0.52
From Table 4, all of the sums of the upper level’s membership values produced by the proposed procedure
is greater than that produced by Baky’s solutions in [34]. Moreover, all of the sums of the upper and lower
level’s objective values produced by the proposed procedure is smaller than (for minimization type objective)
that produced by Baky’s solutions in [34].
Furthermore, the above example solved by Toksari and Bilim [36]. They used a neccessary constraints
(i.e., −
(
d
ij
1 x1 + d
ij
2 x2 + ...+ d
ij
mxm
)
+D−ij ≤ β
ij ,) which is obtained from Baky’s linear approach in [34]. In
addition, their results are µ11 (f11) = 1and µ12 (f12) = 0.17. For these reasons, their solutions for the upper
level decision maker is not most satisfied.
The advantage of the offered solution procedure over the current methods [34, 36] is that there is no
limitation the weights attached to the fuzzy control operator λ in the constraints. The claim that all fuzzy
linear program has an equivalent weighted linear goal program where the weights are limited as the reciprocals
of the acceptable violation constants are not every time actual.
The other advantage of the proposed solution procedure is that the solution of any bi-level fuzzy fractional
goal programming problems could be achieved efficiently without any computational complexities. Therefore,
these solutions show that the proposed bi-level fuzzy goal programming approach based on Taylor series in
this paper is possible and feasible.
5 Conclusion
In this paper, a fuzzy goal programming algorithm based on Taylor series is introduced to obtain the optimal
solution of decentralized bi-level multiobjective fractional programming (DBLMOFP) problems with a single
decision maker at the upper level and multiple decision makers at the lower level. The proposed fuzzy goal
programming solution procedure provides the most satisfactory solution for all the decision makers at both
the levels by reaching the aspired levels of the membership goals. In this procedure, Taylor series approach
is applied to linearize fractional membership functions associated with each objective. Also, the proposed
solution procedure has an interactive structure as it provides the upper level to provide the opportunity for
exchange the data presented that the upper level decision maker is not satisfied from this solution. Finally,
application of the proposed solution procedure is handled with a known numerical example and then the
effectiveness of the solutions shown by the proposed method is proved. Further, from table 4, the proposed
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solution procedure in this paper provides a more efficient solution comparing to the solution procedure of
Baky [34].
References
[1] Bracken, J., & McGill, J. M. (1973). Mathematical programs with optimization problems in the constraints.
Operational Research, 21, 37–44.
[2] Bracken, J., & McGill, J. M. (1974). Defense applications of mathematical programs with optimization problem
in the constraints. Operations Research, 22,1086–1096.
[3] Aiyoshi, E., & Shimizu, K. (1981). Hierarchical decentralized systems and its new solution by a barrier method.
IEEE Transactions on Systems, Man, and Cybernetics,11(6), 444–449.
[4] Anandalingam, G., & Apprey, V. (1991). Multi-level programming and conflict resolution. European Journal of
Operational Research, 51, 233–247.
[5] Ben-Ayed, O., & Blair, C. E. (1990). Computational difficulties of bilevel linear programming. Operations Re-
search, 38, 556–560.
[6] Candler, W., & Towersley, R. (1982). A linear two-level programming problem. Computers and Operations Re-
search, 9, 59–76.
[7] Bialas, W. F., & Karwan, M. H. (1984). Two-level linear programming. Management Science, 30, 1004–1020.
[8] Bard, J., & Falk, J. (1982). An explicit solution to the multi-level programming problem. Computers and Opera-
tions Research, 9, 77–100.
[9] Savard, G., & Gauvin, J. (1994). The steepest descent direction for the nonlinear bilevel programming problem.
Operations Research Letters, 15, 275–282.
[10] Liu, B. (1998). Stackelberg–Nash equilibrium for multilevel programming with multiple followers using genetic
algorithms. Computers & Mathematics with Applications, 36(7), 79–89.
[11] Gao, J., & Liu, B. (2005). Fuzzy multilevel programming with a hybrid intelligent algorithm. Computers &
Mathematics with Applications, 49(9-10), 1539–1548
[12] Lai, Y. J. (1996). Hierarchical optimization: a satisfactory solution. Fuzzy Sets and Systems, 77(3), 321-335.
[13] Ahlatcioglu, M., & Tiryaki, F. (2007). Interactive fuzzy programming for decentralized two-level linear fractional
programming (DTLLFP) problems. Omega, 35(4), 432-450.
[14] Shih, H. S., Lai, Y. J., & Lee, E. S. (1996). Fuzzy approach for multi-level programming problems. Computer &
Operations Research, 23, 73–91.
[15] Shih, H. S., & Lee, E. S. (2000). Compensatory fuzzy multiple level decision making. Fuzzy Sets and Systems,
114(1), 71-87.
[16] Sakawa, M., Nishizaki, I., & Uemura, Y. (2000). Interactive fuzzy programming for two-level linear fractional
programming problems with fuzzy parameters. Fuzzy Sets and Systems, 115(1), 93-103.
[17] Sakawa, M., & Nishizaki, I. (2001). Interactive fuzzy programming for two-level linear fractional programming
problems. Fuzzy Sets and Systems, 119(1), 31-40.
[18] Sakawa, M., & Nishizaki, I. (2002). Interactive fuzzy programming for two-level nonconvex programming problems
with fuzzy parameters through genetic algorithms. Fuzzy Sets and Systems, 127(2), 185-197.
[19] Sakawa, M., & Nishizaki, I. (2002). Interactive fuzzy programming for decentralized two-level linear programming
problems. Fuzzy Sets and Systems, 125(3), 301-315.
[20] Tiryaki, F. (2006). Interactive compensatory fuzzy programming for decentralized multi-level linear programming
(DMLLP) problems. Fuzzy sets and systems, 157(23), 3072-3090.
[21] Baky, I. A. (2010). Solving multi-level multi-objective linear programming problems through fuzzy goal program-
ming approach. Applied Mathematical Modelling, 34(9), 2377-2387.
10
[22] Arora, S. R., & Gupta, R. (2009). Interactive fuzzy goal programming approach for bilevel programming problem.
European Journal of Operational Research, 194(2), 368-376.
[23] Wang, G., Wang, X., & Wan, Z. (2009). A fuzzy interactive decision making algorithm for bilevel multi-followers
programming with partial shared variables among followers. Expert Systems with Applications, 36(7), 10471-
10474.
[24] Yu, P. L. (1973). A class of solutions for group decision problems. Management Science, 19(8), 936-946.
[25] Pal, B. B., & Moitra, B. N. (2003). A fuzzy goal programming procedure for solving quadratic bilevel programming
problems. International Journal of Intelligent Systems, 18(5), 529-540.
[26] Baky, I. A., & Abo-Sinna, M. A. (2013). TOPSIS for bi-level MODM problems. Applied Mathematical Modelling,
37(3), 1004-1015.
[27] Sakawa, M., & Nishizaki, I. (2012). Interactive fuzzy programming for multi-level programming problems: a
review. International Journal of Multicriteria Decision Making, 2(3), 241-266.
[28] Zheng, Y., Liu, J., & Wan, Z. (2014). Interactive fuzzy decision making method for solving bilevel programming
problem. Applied Mathematical Modelling, 38(13), 3136-3141.
[29] Sakawa, M., & Matsui, T. (2013). Interactive fuzzy random two-level linear programming based on level sets and
fractile criterion optimization. Information Sciences, 238, 163-175.
[30] Emam, O. E. (2013). Interactive approach to bi-level integer multi-objective fractional programming problem.
Applied Mathematics and Computation, 223, 17-24.
[31] Pramanik, S., & Roy, T. K. (2007). Fuzzy goal programming approach to multilevel programming problems.
European Journal of Operational Research, 176(2), 1151-1166.
[32] Biswas, A., & Pal, B. B. (2005). Application of fuzzy goal programming technique to land use planning in
agricultural system. Omega, 33(5), 391-398.
[33] Lachhwani, K. (2015). Modified FGP approach for multi-level multi objective linear fractional programming
problems. Applied Mathematics and Computation, 266, 1038-1049.
[34] Baky, I. A. (2009). Fuzzy goal programming algorithm for solving decentralized bi-level multi-objective program-
ming problems. Fuzzy sets and systems, 160(18), 2701-2713.
[35] Pal, B. B., Moitra, B. N., & Maulik, U. (2003). A goal programming procedure for fuzzy multiobjective linear
fractional programming problem. Fuzzy Sets and Systems, 139(2), 395-405.
[36] Toksari, M. D., & Bilim, Y. (2015). Interactive Fuzzy Goal Programming Based on Jacobian Matrix to Solve
Decentralized Bi-level Multi-objective Fractional Programming Problems. International Journal of Fuzzy Systems,
1-10.
[37] Mohamed, R. H. (1997). The relationship between goal programming and fuzzy programming. Fuzzy Sets and
Systems, 89(2), 215-222.
[38] Toksari, M. D. (2008). Taylor series approach to fuzzy multiobjective linear fractional programming. Information
Sciences, 178(4), 1189-1204.
[39] Dalman, H., Ko¨c¸ken, H. G., & Sivri, M. (2013). A Solution Proposal to Indefinite Quadratic Interval Transporta-
tion Problem. New Trends in Mathematical Sciences, 1(2), 07-12.
[40] Dalman, H., Gu¨zel, N., & Sivri, M. (2015). A Fuzzy Set-Based Approach to Multi-objective Multi-item Solid
Transportation Problem Under Uncertainty. International Journal of Fuzzy Systems, 1-14.
[41] Tiwari, R. N., Dharmar, S., & Rao, J. R. (1987). Fuzzy goal programming—an additive model. Fuzzy sets and
systems, 24(1), 27-34.
[42] Li, S., & Hu, C. (2009). Satisfying optimization method based on goal programming for fuzzy multiple objective
optimization problem. European Journal of Operational Research, 197(2), 675-684.
[43] Bellman, R. E., & Zadeh, L. A. (1970). Decision-making in a fuzzy environment. Management science, 17(4),
B-141.
11
[44] Gupta, M., & Bhattacharjee, D. (2012). Two weighted fuzzy goal programming methods to solve multiobjective
goal programming problem. Journal of Applied Mathematics, 2012.
12
