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We study how quantum randomness generation based on unbiased measurements on a hydrogen-
like atom can get compromised by the unavoidable coupling of the atom with the electromagnetic
field. We improve on previous literature by analyzing the light-atom interaction in 3+1 dimensions
with no single-mode or rotating-wave approximations and taking into account the non-pointlike
nature of the atom, its orbital structure, and the exchanges of angular momentum between atom
and field. We show that preparing the atom in the ground state in the presence of no field excitations
is not universally the safest state to generate randomness.
I. INTRODUCTION
Randomness is in itself a valuable resource for vastly dif-
ferent fields of science spanning game theory, chaos the-
ory and cryptography. However, classical sources cannot
generate true randomness since they might depend on
prior information [1]. After all, classical mechanics is a
deterministic theory and thus predictable. On the other
hand, quantum theory provides a fundamental source of
randomness. For example, the outcome of an unbiased
measurement of an observable of a quantum system in
a basis complementary to the basis in which it was pre-
pared is a priori unpredictable.
In that sense, one can think of a plethora of quantum sys-
tems that one could use for extracting randomness. The
majority of current quantum random number generators
is of optical nature, e.g. photon counting or phase noise
of lasers. Another major branch consists of electronic se-
tups, e.g. noise generation in Zener diodes or electronic
shot noise [2]. Both branches share the feature that the
system used to generate quantum randomness is funda-
mentally and intrinsically coupled to the electromagnetic
field. As such, the quantum system can become corre-
lated with the electromagnetic field. In principle, those
correlations can be exploited by adversaries to remotely
make an educated guess on the outcome of the measure-
ment without having physical access to the quantum sys-
tem. In order to understand how randomness extraction
can get compromised by the coupling between the quan-
tum system used for randomness generation and the elec-
tromagnetic field, we want to study a very simple exam-
ple from atomic physics: preparing a hydrogen-like atom
in a given state and measuring in a complementary basis.
One may think that if the preparation and the measure-
ment are done fast enough, no information about the
outcome of the measurement can possibly be leaked to
the electromagnetic field; given that the atom is in its
ground state (so as to minimize spontaneous emission)
and placed in the vacuum of the electromagnetic field
in absence of charges or currents. In fact, this first intu-
ition happens to be confirmed under the common approx-
imations in Quantum Optics (QO), namely the rotating-
wave approximation (RWA) and single-mode approxima-
tion (SMA). A quick quantum-optical calculation shows
that an adversary cannot increase their chances of guess-
ing the outcome of the measurement correctly if the joint
state of atom and field is in its ground state.
However, this intuition, and the calculation that backs
it up, are not revealing the full story: If the coupling
strength between the atom and the field is strong enough
(strong-coupling in QO [3–5] or ultra-strong coupling
in superconducting circuits [6]), or if the time between
preparation and measurement is short enough, the most
common approximations in QO (that happen to violate
the local covariance of the interaction and thus render
QO non-relativistic [7]), such as the single mode approx-
imation, break down.
An idealized model on a fully relativistic footing has been
analyzed already for the case of a massless scalar field in
1+1 dimensions [8]. There, a simplified atom is mod-
eled as an Unruh-DeWitt detector [9, 10]. It was found
that information is always leaked to the quantum field
due to interactions of the atom-field system which en-
tangle the atom and the field even when they start in
their respective ground states, and even if the time be-
tween preparation and measurement is small. Moreover
it turned out that a superposition of ground and excited
state is the optimal state in maximizing the randomness
extracted.
It is important to clarify how our work is distinguished
from previous work on the same issue [8]. Namely, in
this study we go beyond a simple scalar 1+1 dimensional
field-atom toy model employed in past literature, and we
consider a fully-featured hydrogen-like atom interacting
with a quantum electromagnetic field via a dipole cou-
pling in 3+1 dimensions, with the appropriate physical
values for all the fundamental constants in the problem.
This allows us to capture in the model the inherently
anisotropic nature of the atomic transitions, as well as
the exchange of angular momentum between the atom
and the field, both argued as weak points of previous
literature studies. We also consider a wider variety of
time dependence of the interaction strength with time
to model adiabatic versus sudden effects. These are the
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2main novel points of this work.
The structure is as follows: In Section II we will pro-
vide the physical background and the setup. We will
also give a measure of randomness. The results for the
amount of randomness generated are presented in Section
III for the different considered time-dependent couplings
between atom and quantum field as well as the compari-
son to the scalar field models of previous studies. Finally,
in Section IV we will summarize and discuss the results.
II. SETUP
In the following, we will use natural units (c = ~ = 1) and
the Minkowski metric η = diag(−,+,+,+). We will con-
sider a fully featured hydrogen-like atom coupled dipo-
larly to the electromagnetic field. We will not choose
any of the usual approximations. Concretely we will not
use the rotating-wave approximation [11] (whose limita-
tions were pointed out in [7]) and we will not consider
the atom to be point-like, and instead take into account
its fully-featured orbital structure. We will focus on the
randomness that can be extracted from a general elec-
tric dipolar transition between two levels of the atom: a
ground state |g〉a and an excited state |e〉a.
For the state of the field, an intuitive approach would be
to consider the case where no field excitations are present
near the atom if we wanted the atom to not be corre-
lated with the field. If there were ‘field quanta’ around
the atom, surely the probability of finding the atom in
one or another state would be biased towards the ex-
cited state (through photon absorption with the field)
and an adversary could use that to predict the outcome
of a measurement on the atom with more than 50% ac-
curacy, thus compromising the extraction of randomness
from the atom. We would expect then that preparing
the field in the vacuum state would be the best way to
circumvent the bias of the probability to find the atom
in the ground or excited state. For these reasons, in the
same spirit as in [8], we will consider that the electromag-
netic field is in the vacuum state. However, even in the
vacuum we expect atom-field interaction to create corre-
lations between atom and field, which in turn can reduce
the extracted randomness.
Previous studies of randomness generation in atomic sys-
tems coupled to quantum fields used a simplified model of
light-matter interaction (the Unruh-DeWitt model) and
generic spherically symmetric smearing functions. These
approaches did not account for anisotropies in the spatial
distribution of the atomic wave functions of the orbitals
considered for the transition, and, furthermore, they did
not take into account effects coming from the exchange
of orbital angular momentum between the quantum field
and the atom. We will include these aspects by consid-
ering the full features of the atom.
The dipole coupling as leading multipole term between
an atom and the electromagnetic field is given by the
following interaction Hamiltonian
HˆI = exˆ · Eˆ(x, t). (1)
where xˆ is the position operator of the electron with
charge e in the hydrogen-like atom, and Eˆ is the elec-
tric field. If we express this interaction Hamiltonian in
the position representation (described in full detail in sec-
tion II of [12]), we obtain that the Hamiltonian, in the
interaction picture, can be written as
HˆI(t) = e a〈e| xˆ · Eˆ(x, t) |g〉a eiΩt |e〉a〈g|+ H.c.
=
∫
R3
dx
(
F (x) · Eˆ(x, t)eiΩt |e〉a〈g|+ H.c.
)
=
∫
R3
d3x dˆ(x, t) · Eˆ(x, t). (2)
Here, Ω is the energy gap between the energy eigenstates
corresponding to the two orbitals considered, and the
second equality holds by insertion of unity resolved in
the position eigenbasis. The dipole moment dˆ (restricted
to the two relevant orbitals between which it mediates
the particular transition we study) takes the form
dˆ(x, t) = e
(
F (x)eiΩtσˆ+ + F ∗(x)e−iΩtσˆ−
)
, (3)
where σˆ+ = |e〉a〈g|, σˆ− = |g〉a〈e| are SU(2) ladder opera-
tors. Finally, the spatial smearing vector F (x) is fixed by
the wave functions of the orbitals involved in the atomic
transition. Explicitly, as shown in [12], the smearing vec-
tor takes the form
F (x) = Ψ∗e(x)xΨg(x), (4)
where Ψg(x) and Ψe(x) are, respectively, the orbital
wave functions of the ground and excited states of the
atomic transition considered. To study interactions at
finite times, we will add a switching function χ(t) con-
trolling the coupling strength as a function of time such
that
HI(t) = χ(t)
∫
R3
d3x dˆ(x, t) · Eˆ(x, t). (5)
From a practical perspective, the switching function en-
ables us to let the boundaries of the integration of the
time evolution to ±∞. We also assume that in the
asymptotic past and future atom and field are uncou-
pled, i.e. the switching function falls off rapidly enough
or has compact support. Moreover, from a physical side
it can be thought of as a way to account for the finite time
between preparation and measurement: a compactly sup-
ported switching function sets a clear time stamp of the
preparation time (the initial interaction time after prepa-
ration) and the measurement time (the amount of time
from preparation to measurement). In addition, a switch-
ing function allows us to model more accurately experi-
mental setups. For instance, we could initially place the
atom inside a small enough cavity such that the lowest
3energy mode of the cavity determined by the IR cut-off
lies well above the energy gap of the atom. In that case,
the atom being placed inside a Faraday cage effectively
does not interact with the cavity field nor with the field
outside. When we subsequently remove the cavity, we
create a coupling between atom and field. The interac-
tion time is finite if we bring back the cavity. This could
correspond to a sudden top-hat switching function given
the cavity is removed and brought back quick enough.
Another example modeled by a Gaussian switching func-
tion could correspond to an atom moving transversely
through a cavity since the ground transversal mode of
a cavity has a Gaussian-shaped amplitude profile. More
generally, even though we study the behavior of atom-
field interaction in free space in the following, one can
model the evolution in a highly controlled light-matter
interaction setup. It is possible to temporally vary the
coupling strength between a superconducting qubit and
the electromagnetic field inside a microwave cavity. In
that way one can design a range of switching functions
[8, 13].
For our purposes, we expand the electric field operator
into plane-wave modes of momentum k and polarization
s, with their respective creation and annihilation oper-
ators aˆ†k,s and aˆk,s, satisfying the canonical equal time
commutation relations. In this form, the field operator
can be written as
Eˆ(x, t)=
2∑
i=1
∫
d3k
(2pi)3/2
√
|k|
2
(−iaˆk,si(k, si)eik·x + H.c.) ,
(6)
where k and x are 4-vectors and we denoted as (k, s1)
and (k, s2) an arbitrary set of two independent trans-
verse polarization vectors (k · (k, si) = 0).
The time evolution of the coupled system of atom and
quantum field is captured by the unitary operator Uˆ act-
ing on the initial joint state of the system ρˆi such that
after the interaction the joint system is in the state
ρˆaf = ˜|Ψ〉af ˜〈Ψ| = Uˆ ρˆiUˆ†, (7)
where
Uˆ = T exp
(
−i
∫ ∞
−∞
dtHˆI(t)
)
. (8)
T denotes the time-ordering operation. We will assume
that initially field and detector are uncorrelated and
hence in a product state of the form
ρˆi = |Ψ〉a〈Ψ| ⊗ |0〉f〈0| , (9)
where |Ψ〉a is some arbitrary superposition of the energy
eigenstates of the atom, and, as noted before, the field is
in the vacuum state.
Generating randomness from an atomic probe (i.e., two
energy levels) is conceptually easy: one prepares an ini-
tial state of the atom, and then performs a von-Neumann
measurement in a complementary basis. However, even
theoretically, this protocol for extracting randomness was
too naive: atoms are always intrinsically coupled to the
electromagnetic field. In between the preparation of the
atom and the projective measurement, the atom inter-
acts with the electromagnetic field which will generally
correlate both, giving an adversary with access to the
field means to make an educated guess on the result of
the measurement. Contrary to intuition, the acquisition
of correlations between the field and the state of the atom
can happen even if the time between preparation and pro-
jection is small, and even if both atom and field start in
the ground state [7, 8]. These correlations serve as a bias
which can be exploited by an adversary who has access to
the field to infer the measurement outcome better than
just by chance. In order to prevent this, two options are
at disposal. First, one can try to change the initial state
of the atom to minimize these correlations, and secondly
a different measurement basis might allow to re-establish
an unbiased situation.
Let us formalize the problem: The joint system (atom-
field) is prepared in its initial state in some basis at some
time. Following preparation, atom and field interact with
each other, and after some time T the von-Neumann mea-
surement {Pˆx} will be performed in some other arbitrary
basis on the atom with the objective of generating ran-
domness. From this measurement one obtains the result
x = {0, 1}, eigenvalues of some observable Xˆ. This yields
the new total state ρˆxxˆf = |x〉a〈x| ⊗ τˆxf . The state of the
field after the projection (τˆxf ) can be obtained by tracing
out the atom and it is given by
τˆxf =
tra
(
Pˆxρˆaf
)
tr
(
Pˆxρˆaf
) . (10)
This state can possibly be accessed by an adversary in
order to infer the measurement result x.
The conditional min-entropy [8, 14, 15] will be used to
quantify a lower bound on the extracted randomness by
an adversary with access to the quantum field after the
initial measurement and is defined as
Hmin(X|F )ρˆxf = − log2 [Pg(X|F )ρˆxf ] , (11)
where Pg(X|F )ρˆxf denotes the probability of guessing
correctly the outcome of a measurement on the ran-
dom variable X associated to the observable Xˆ given
access to the partial state of the field F , and where
ρˆxf =
∑
x pX(x)ρˆ
x
xf is the statistical ensemble of the pos-
sible measurement outcomes.
The choice of the min-entropy as a figure of merit to
quantify randomness is justified by the following ratio-
nale: Since the min-entropy takes the value k if all out-
comes of a distribution occur at most with probability
2−k, we have a necessary condition to generate k ran-
dom bits from the distribution. More generally, the dis-
tribution only has to be -close to a distribution that has
min-entropy k [16].
The min-entropy also constitutes a much better estima-
tor of randomness than the Shannon entropy, which coin-
4cides with the min-entropy for homogeneous (flat) distri-
butions. The reason is that the Shannon entropy yields
the gain of information about a distribution obtained per
individual sampling after taking the average over (asymp-
totically infinitely) many independent samples, whereas
the min-entropy quantifies the gain of information when
taking only one sample in the ‘worst-case’ scenario [17].
Due to this averaging, we cannot conclude that having
access to a random variable with a high Shannon en-
tropy we are in possession of a good randomness source.
Therefore, the min-entropy functions as a more conser-
vative estimator of randomness. Indeed, the min-entropy
is always bounded from above by the Shannon entropy.
Accordingly, it is known that often the Shannon entropy
significantly overestimates the amount of randomness ob-
tainable from a random variable [16].
Another point to take into account is the fact that the
quantum field is infinite-dimensional. From the point of
view of randomness extraction, the issue of the infinite-
dimensionality of the field can be reduced to a problem
of finite number of degrees of freedom since, by construc-
tion, the atom possesses a finite number of energy eigen-
states. For example, in this paper we will consider the
conservative case where we quantify the randomness that
can be extracted from only two levels connected by an
electric dipole transition, such that the field can excite
the ground state of the atom only to one higher energy
state (in the same fashion as it was done in [8] for a scalar
field). We can write the final pure state of the joint sys-
tem after interaction via Schmidt decomposition as
˜|Ψ〉af =
√
λ0 |0〉a ⊗ |f0〉f +
√
λ1 |1〉a ⊗ |f1〉f , (12)
where {|i〉a} are the eigenstates of the observable Xˆ
(not necessarily the energy eigenstates of the atom), and
{|fi〉f} are two orthonormal basis states out of the field’s
infinite-dimensional Hilbert space. A priori these basis
states of the field are not known, and their precise form
is not even needed to arrive at an analytic expression for
the amount of generated randomness. If the adversary
wants to implement a protocol to optimize the guess-
ing probability for the measurement outcome, then they
would indeed need to construct {|fi〉f} by a Schmidt de-
composition algorithm, and may involve many (possibly
infinite) field modes. However, we do not concern our-
selves with finding that specific decomposition as doing
so is the adversary’s task. Rather, our objective is to
reduce their ability to make educated guesses on the ran-
domly generated data by probing the field. Thus, we
should keep the most conservative assumptions on the
adversary’s ability. Considering that the min-entropy is
invariant under local isometries [18], we can devise a uni-
tary operation that transfers the information from the
field to an ancillary qubit E in possession of the adver-
sary, e.g. swapping entanglement between field and E.
Therefore, the new final joint state reads
˜|Ψ〉ae =
√
λ0 |0〉a ⊗ |0〉e +
√
λ1 |1〉a ⊗ |1〉e . (13)
Accordingly, after the von-Neumann measurement on
atom A, the ensemble corresponding to the different out-
comes is
ρˆxae =
∑
x
|x〉a〈x| ⊗ τˆxe , (14)
with the qubit E being, for the outcome x, in the state
τˆxe =
tra
(
Pˆxρˆae
)
tr
(
Pˆxρˆae
) . (15)
The probability of guessing correctly the outcome is
equivalent to the optimal success probability of the ad-
versary to distinguish the states of the qubit τˆxe :
Pg
(
X|E)
ρˆae
= max
Eˆ
∑
x
pX(x) e〈x| Eˆ(τˆxe ) |x〉e
= max
Πˆx
∑
x
pX(x) tr
(
Πˆxτˆ
x
e
)
, (16)
where we optimize over CPTP maps Eˆ or equivalently
over POVMs {Πˆx = Eˆ†(|x〉e〈x|)}. It is assumed that the
adversary knows the measurement basis given by Xˆ, ren-
dering the adversary more powerful. By the Helstrom
bound [19] for the minimum-error probability of distin-
guishing two states by optimizing over POVMs we find
Pg
(
X|E)
ρˆae
=
1
2
(
1 + ‖pX(0)τˆ0e − pX(1)τˆ1e ‖1
)
, (17)
where ‖Oˆ‖1 = tr
√
Oˆ†Oˆ is the Schatten 1-norm. Coun-
teracting the adversary to yield the maximum (denoted
by superscript ∗) amount of randomness H∗min which can
be extracted from the atom, we have to optimize over all
von-Neumann measurements on atom A. Any arbitrary
complex two-dimensional projector decomposition can be
written as a linear combination of projectors of the form
Pˆi = |mi〉a〈mi| with
|m0〉a = cos θ |0〉a + eiφ sin θ |1〉a ,
|m1〉a = sin θ |0〉a − eiφ cos θ |1〉a . (18)
Then we find that pX(x)τˆ
x
e = |nx〉e〈nx|, where
|n0〉e =
√
λ0 a〈m0|0〉a |0〉e +
√
λ1 a〈m0|1〉a |1〉e ,
|n1〉e =
√
λ0 a〈m1|0〉a |0〉e +
√
λ1 a〈m1|1〉a |1〉e . (19)
This allows us to write the optimized guessing probabil-
ity, by using Eq. (17), as
P ∗g
(
X|E)
ρˆae
= min
{|mi〉a}
1
2
(
1 +
√
1− 4 |e〈n0|n1〉e|2
)
=
1
2
(
1 +
√
1− (λ0 − λ1)2
)
=
1
2
+
√
1
4
−
(
1
2
tr (ρˆ2a)−
1
4
)
, (20)
5where ρˆa is the reduced density matrix of the atom after
its interaction with the field from preparation to measure-
ment. Finally we find the expression for the optimized
min-entropy:
H∗min = − log2
(
1
2
+
√
1− tr (ρˆ2a)
2
)
. (21)
Thus, it is sufficient to know the state of the atom after
the interaction to fully quantify the extractable random-
ness. This measure of randomness generation can also
be viewed from the point of view of device-independent
random number generation and quantum key distribu-
tion – see, for instance, [20–23]. In that context the min-
entropy gives an quantitative estimate allowing to certify
whether the output is truly random whilst treating the
random number generator as a black box.
III. RESULTS
A. Final atomic state
The time-evolved state will be calculated by a perturba-
tive Dyson expansion of (8), granted the relevant param-
eters are small enough:
Uˆ = 1 −i
∫ ∞
−∞
dt HˆI(t)︸ ︷︷ ︸
Uˆ(1)
−
∫ ∞
−∞
dt
∫ t
−∞
dt′ HˆI(t)HˆI (t′)︸ ︷︷ ︸
Uˆ(2)
+ . . .
(22)
Thus, to second order in the coupling constant e the
evolved state takes the form
ρˆaf = ρˆi + Uˆ
(1)ρˆi + ρˆiUˆ
(1)†
+ Uˆ (2)ρˆi + ρˆiUˆ
(2)† + Uˆ (1)ρˆiUˆ (1)† +O(e3). (23)
We assume that the initial state of the field is its ground
state |0〉f and the atom is in some superposition of its
energy eigenstates |Ψ〉a = a |g〉a +
√
1− a2 |e〉a, where we
restrict a to be real and a = 1 (a = 0) corresponds to
the ground state (excited state). Hence the initial state
of the atom reads
ρˆa,i =
(
a2 a
√
1− a2
a
√
1− a2 1− a2
)
(24)
in the {|g〉a , |e〉a} basis. Then after interaction between
atom and field, and before subsequent measurement on
the atom, the final atomic state reads to second order
ρˆa = ρˆa,i + trf
(
Uˆ (1)ρˆiUˆ
(1)†
)
+
(
trf
(
Uˆ (2)ρˆi
)
+ H.c.
)
︸ ︷︷ ︸
∆ρˆ
.
(25)
Therefore we call ∆ρˆ the correction to the initial state
carrying the time evolution of the atom to leading order.
Note that in (25) there are no first order terms. This is
because for the vacuum state trf
(
Uˆ (1)ρˆi
)
= 0.
In Appendix A the derivation is explicitly shown in gen-
eral form for arbitrary atomic transitions and switching
functions. In particular, the final results for the exem-
plary 1s → 2pz atomic transition are given for the fol-
lowing switching functions (see Appendix A 1): 1) Gaus-
sian switching χg(t) = e−t
2/σ2 , 2) sudden Heaviside top-
hat switching χs(t) = Θ(t)Θ(−t+ σ) and 3) Dirac delta
switching χd(t) = Cδ(t), where σ is the interaction time
scale and the constant C is needed for correct dimension-
ality. This yields for the change in the atomic state to
second order in perturbation theory respectively
∆ρˆg =
24576(a0eσ)
2
pi
∫ ∞
0
d|k| |k|
3e−
1
2σ
2(|k|+Ω)2
(4a20|k|2 + 9)6
{
2
[
(1− a2)e2|k|σ2Ω − a2
](
1 0
0 −1
)
+
(
a
√
1− a2
[
e2|k|σ
2Ωerf
(
iσ(|k| − Ω)√
2
)
− erf
(
iσ(|k|+ Ω)√
2
)
−
(
1− e|k|σ2Ω
)2](0 0
1 0
)
+ H.c.
)}
,
(26)
∆ρˆs =
49152(a0e)
2
pi2
∫ ∞
0
d|k| |k|
3
(4a20|k|2 + 9)6 (|k|2 − Ω2)2
{[
2a2(|k| − Ω)2 cos(σ(|k|+ Ω))
+2
(
1− 2a2) (|k|2 + Ω2)+ 4|k|Ω + 2(a2 − 1) cos(σ(|k| − Ω))(|k|+ Ω)2](1 0
0 −1
)
+
([
e2iσΩ(|k|2 − Ω2) + |k|2(2iσΩ− 1) + 4ΩeiσΩ(Ω cos (|k|σ)− i|k| sin (|k|σ))− Ω2(3 + 2iσΩ)]
×a
√
1− a2
(
0 0
1 0
)
+ H.c.
)}
, (27)
∆ρˆhΩ=0 =
512e2
295245pi2
(
1− 2a2) [24−√piG 2,11,3( 00,5, 12
∣∣∣∣ 9σ216a20
)](
1 0
0 −1
)
, (28)
6∆ρˆd =
128C2e2
10935pi2a20
(1− 2a2)
(
1 0
0 −1
)
, (29)
whereGm,np,q
( a1,...,ap
b1,...,bq
∣∣ z) is the Meijer G-function, erf(z) is
the error function and a0 is the generalized Bohr radius.
Eq. (28) is obtained from (27) for degenerate atomic
transitions (Ω = 0), also called gapless sudden switching.
B. Extracted randomness
In the previous section we have obtained the time evolved
density matrix of the atom from the time of preparation
to the time when the measurement is performed for the
different switching functions considered, namely Gaus-
sian (26), sudden (27)-(28), and delta (29). With this
information at hand, we can now calculate the number
of bits of randomness that can be generated with each
measurement. We will present the results for Gaussian
switching, gapless sudden switching and delta switching
separately.
The first step is to choose physically meaningful val-
ues for the parameters of the problem. As a baseline,
we start with the parameters a0 ≈ 2.68 · 10−4 eV−1,
e ≈ 137−1/2 ≈ 8.54 · 10−2, Ω ≈ 3.73 eV. These have been
chosen such that the atomic radius corresponds to the
Bohr radius, e to the standard electric charge in vacuum
(the square root of the fine structure constant in natural
units) and a0Ω ≈ 0.001 is of the same order of a typical
transition from the ground state to the first excited state
in a hydrogen-like atom [24]. By varying a0, e, Ω we
will study how the generated randomness is dependent
on these parameters.
B1. Gaussian switching: χg(t) = e−t
2/σ2
For a Gaussian switching function, the amount of ran-
domness that can be generated as a function of the in-
teraction time σ and initial superposition parameter a is
shown in Fig. 1. As a general feature we note that for
shorter interaction times the amount of randomness is
compromised more severely. In fact, we see that for the
regular free-space coupling of Fig. 1a, Gaussian switch-
ing provides a good source of randomness for interaction
times above ≈ 10−2 eV−1, which in principle tells us
that an adiabatic switching (smooth switching that de-
pends only on one timescale, such as Gaussian) prevents
the generation of atom-field correlations well enough to
guarantee a reliable extraction of randomness. However,
this is not true for regimes of strong coupling: as we will
comment on below, the amount of randomness extracted
decays fast with the interaction strength and becomes
relevant for strong coupling strengths.
Remarkably, and contrary to intuition the ground state
is not the most secure choice of initial atom preparation
for short interaction times. It turns out that an equal su-
perposition of ground and excited state is most resilient
and in fact yields min-entropy very close to 1 bit. More-
over, the initial guess that the excited state of the atom
may be the worst preparation (because of its probability
of spontaneously decay) is not the complete picture. Sur-
prisingly, the ground state is almost as bad a choice as
the excited state in terms of generation of randomness.
This stresses our claim: for fast randomness generation
the equal superposition state provides the best possible
initialization of the system. Nonetheless, as we would ex-
pect, for the late interaction time regime we recover that
the ground state yields maximum randomness generation
whereas all other state preparations, including excited
state and equal superposition, experience a decrease in
randomness for longer interaction times (see Fig. 2).
In Fig. 3 we show the dependence of the extracted ran-
domness on the parameters e, a0 and Ω. For the chosen
interaction time of σ = 2.5 × 10−3, we are in a regime
where the rotating wave approximation is not valid, i.e.
σΩ 1. The stronger the coupling e between atom and
field the less randomness will be generated overall since it
results in the enhancements of acquired atom-field corre-
lations. The extracted randomness falls off more quickly
for states which are closer to being either of the two en-
ergy eigenstates. This is particularly relevant as it is
shown in Fig. 1b: in regimes of strong coupling the loss
of randomness at short times can still be relatively sig-
nificant for timescales of 10−1 eV−1.
One concern may be that the perturbative expansion is
not valid for regimes of very low min-entropy as shown
in Fig. 1b. For instance, Hmin = 0.4 bit means that the
final atomic state has a purity of, using (21), tr
(
ρˆ2a
)
=
0.87. In the Appendix A 1 b we will present numerical
values for the change of the atomic state (for all switching
functions), showing that perturbation theory holds for
low min-entropy in our analysis up to some value of the
coupling strength (depending on the switching function)
for which we provide a lower bound in the appendix.
For the dependence on the atomic radius we find that for
large values of a0 the generated randomness asymptoti-
cally approaches a constant value after passing through a
minimum. The depth of the minimum is larger for states
that are closer to either of the energy eigenstates. Hence
the equal superposition of them shows to be very close
to constant.
The extracted randomness decreases with larger values
for the energy gap Ω for atomic states with parameter
a ≤ 1/√2 and increases for the remaining states. Hence
the ground state or in general states with the major prob-
ability of being in the ground state after preparation
become more secure when the gap between the energy
eigenstates increases. This is consistent with the intu-
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FIG. 1. Min-entropy Hmin plotted against duration of interaction σ and a
2 (proportional to the z component of the initial
Bloch vector) for Gaussian switching with the parameters a0 = 2.68 · 10−4 eV−1, Ω = 3.73 eV, and (a) free-space coupling
e = 8.54 · 10−2 or (b) strong coupling e = 5. Recall that a = 0 corresponds to |e〉a and a = 1 to |g〉a. Hmin = 1 bit coincides
with maximal randomness and is in fact never absolutely reached. The highest amount of randomness can be found for an
equal superposition a = 1/
√
2 (red dashed line). The excited state and, surprisingly, the ground state are the least favored
preparations for short interactions. The lack of symmetry is related to the non-homogeneous nature of the switching and it is
explained in detail in Appendix A 1 c.
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FIG. 2. Min-entropy Hmin for longer interaction times σ with parameters a0 = 2.68 · 10−4 eV−1, Ω = 3.73 eV, e = 8.54 · 10−2
for the ground (a = 1) and excited state (a = 0), and equal superposition (a = 1/
√
2) in the case of Gaussian switching. The
ground state recovers Hmin = 1 bit, the other initial atomic preparations witness a fall-off of the extracted randomness.
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FIG. 3. Extracted min-entropy as a function of (a) electric charge e, (b) atomic radius a0, and (c) energy gap Ω for a fixed
interaction time σ = 2.5 · 10−3 eV−1 and different atomic state parameters a in the case of Gaussian switching. For (a)
a0 = 2.68 · 10−4 eV−1, Ω = 3.73 eV, in (b) e = 8.54 · 10−2, Ω = 3.73 eV, and in (c) a0 = 2.68 · 10−4 eV−1, e = 8.54 · 10−2. In
(a) and (b) σΩ ≈ 0.01, and in (c) σΩ < 0.045, and hence all plots are beyond the validity of the RWA. For (a), as explained in
Appendix A 1 b, perturbation theory holds for e < 12.8 (see Appendix A 1 b to find a discussion about the whole plot domain).
8ition that a larger gap makes it more difficult for the
ground state to get excited through a counter-rotating
process (emitting excitations that could be captured by
an adversary). At the same time, increasing the gap in-
creases the probability that the excited states decayed
emitting light, which in turn can be captured to infer
the measurement outcome. An equal superposition state
is overall most resistant to variations in these parame-
ters and, moreover, is close to being constant in all three
parameter cases.
B2. Sudden switching: χs(t) = Θ(t)Θ(−t+ σ)
We consider here the case of an infinitely fast switch-
ing on and off, modelled by a square function. For the
sudden top-hat switching we will study the case of de-
generate atomic transitions (Ω = 0) due to numerical
simplicity. The min-entropy portraits a different picture
(see Fig. 4a) than for the Gaussian switching function.
It is still true that an equal superposition of ground and
excited state is the most secure state to generate ran-
domness for general interaction times. However, short
interaction times between field and atom yield a larger
min-entropy than longer interaction times. On the other
hand, for later times the min-entropy varies very little
with the interaction time for fixed a. It suggests that
the amount of randomness that can be extracted takes
an asymptotic value for fixed a. In this case, we observe
that it is preferable to perform the measurement very fast
in order to avoid the loss of randomness coming from the
regime of long interaction times. This stands in contrast
to the Gaussian switching where it is better to choose
a longer interaction time between atom and electromag-
netic field.
From (28) it is obvious that to second order in pertur-
bation theory the equal superposition provides us with a
state that yields Hmin = 1 bit since that state is a fixed
point in time evolution (does not vary in time) for the
degenerate transition case. We want to highlight that
the symmetry around a = 1/
√
2 is exact in Fig. 4a. De-
tails are given in the Appendix A 1 c. There we will also
comment on the exact symmetry in the case of Dirac
switching.
In Fig. 4b and Fig. 4c the dependence of the min-entropy
on its parameters e and a0 is shown for fixed times σ. As
in the case of Gaussian switching, a stronger coupling
implies a decrease of extracted randomness. It also holds
that states prepared close to being in an equal superpo-
sition show a slower decrease in the min-entropy than
for states which are prepared close to being in an energy
eigenstate. Moreover, for small atomic radii a0 the ex-
tracted randomness shows a minimum and increases then
asymptotically to a constant value of the min-entropy,
depending on a. In summary, the equal superposition
provides the optimal state to extract randomness as it is
in fact independent of the parameters to leading order in
perturbation theory. It should be noted that because the
eigenstates of the atom are degenerate (Ω = 0) there is
no regime where the RWA condition is satisfied.
B3. Delta switching: χd(t) = Cδ(t)
We consider here the effect of a fast kick of the system,
modelled by a delta coupling. This can be seen as the
limit of a succession of thinner Gaussian (or top-hat)
functions of equal area (recall that this way of interpret-
ing the delta as a limit is important for the results at
hand, as discussed in detail in [25], and in Appendix A).
Due to the pointlike-in-time nature of the interaction,
we are explicitly in a regime where the rotating wave
approximation does not hold.
Studying the delta switching, we take C = σ = 2.5 ×
10−3 eV−1 (reading (29) we note that C acts in the same
way as the coupling constant). The particular choice for
C means that the time-integrated switching function is
proportional to σ, as was in the case for Gaussian and
sudden switching. Eq. (29) shows that once again the
equal superposition yields perfect randomness extraction
Hmin = 1 bit. This can be seen in Fig. 5.
Fig. 5a shows that the min-entropy peaks at equal su-
perposition of the atom’s initial state and quickly de-
creases at either side, resulting in a much larger loss of
randomness than for any of the previously studied switch-
ing functions. Moreover the peak becomes narrower the
stronger the coupling between atom and field is, spoiling
quickly any randomness extraction if it is not in an equal
superposition state.
From Fig. 5b and Fig. 5c we see that, as expected, a
stronger coupling between atom and electromagnetic field
causes larger correlations and reduces the min-entropy.
In addition, the dependence on the atomic radius displays
an increase to an asymptotic value of the min-entropy.
In contrast to the two previous switching functions, the
delta switching shows much larger variations in the min-
entropy.
C. Comparison with scalar field models
Let us now compare our results to earlier studies where
the atom was modeled as an Unruh-DeWitt (UDW) de-
tector coupled to a scalar field φ(x, t). The UDW model
has been shown to capture the fundamental features to
leading order of light-matter interactions as long as there
is no exchange of orbital angular momentum [12, 26, 27].
We will consider two different kinds of UDW detectors,
namely the original UDW model [9, 10] and the deriva-
tive coupling (that we will denote as UDWd) [28]. The
respective Hamiltonians are
HUDW = eχ(t)
∫
dx3F (x)µˆ(t)φˆ(x, t), (30)
HUDWd = eχ(t)
∫
dx3F (x)µˆ(t)∂tφˆ(x, t), (31)
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FIG. 4. (a) Min-entropy Hmin plotted against duration of interaction σ and a
2 (proportional to the z component of the Bloch
vector) with the parameters a0 = 2.68·10−4 eV−1, e = 8.54·10−2 for gapless sudden switching. The red dashed line corresponds
to equal superposition and yields a maximum min-entropy of Hmin = 1 bit. Ground and excited state witness the least amount
of randomness that can be extracted. (b, c) Extracted min-entropy as a function of the parameters (b) electric charge e and
(c) atomic radius a0 for a fixed interaction time σ = 2.5 · 10−3 eV−1 and different atomic state parameters a in the case of
sudden switching. In (b) we keep a0 = 2.68 ·10−4 eV−1 fixed and for (c) we have e = 8.54 ·10−2. According to the discussion in
Appendix A 1 b, in (b) perturbation theory holds safely for e < 4.7. (see Appendix A 1 b to find a discussion about the whole
plot domain).
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FIG. 5. (a) Min-entropy Hmin plotted against a
2 (proportional to the z component of the Bloch vector) with the atomic radius
a0 = 2.68 · 10−4 eV−1 for delta switching and different values of the coupling strength e, taking C = σ = 2.5× 10−3 eV−1. At
equal superposition a = 1/
√
2 the extracted randomness has its maximum with Hmin = 1 bit. (b, c) Extracted min-entropy as
a function of the parameters (b) electric charge e and (c) atomic radius a0 for different atomic state parameters a in the case
of delta switching. In (b) a0 is taken to be 2.68 · 10−4 eV−1, and in (c) the coupling constant is 8.54 · 10−2.
where µˆ(t) is the monopole moment capturing the inter-
nal degrees of freedom of the detector, and F (x) is the
ad hoc included spatial smearing function of the detector.
In particular, (31) has been used in previous literature to
analyze the loss of randomness due to coupling to rela-
tivistic fields [8], so it makes sense to compare the results
of the simplified scalar model with the realistic hydrogen-
like model employed here.
The difference between the EM coupling and these two
models has been analyzed in the past in the context of
entanglement harvesting [12]. The UDWd model can be
thought of as a scalar analogue of the dipole coupling by
noting that in the Coulomb gauge E = −∂tA and one
may perhaps expect that it should resemble the dipole in-
teraction to some extent (as discussed in [8]). Both scalar
models do not allow transitions where there is exchange
of angular momentum. In particular, the 1s→ 2pz tran-
sition is not permitted. Same as in [12] we will consider
the closest scalar analogue to that transition to compare
to the EM case; that is 1s → 2s for the scalar models,
but keeping the 1s→ 2pz transition for the EM model.
The change in the density matrix of the atomic state after
an interaction of time σ takes for the scalar couplings the
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FIG. 6. (a) Min-entropy Hmin plotted against duration of interaction σ with parameters a0 = 2.68 · 10−4 eV−1, e = 10−3,
Ω = 3.73 eV in the ground state a = 1 for Gaussian switching of the electric dipole model (EM) for 1s→ 2pz, scalar coupling
(UDW) and coupling to the time derivative of the scalar field (UDWd). Both scalar models assume a 1s → 2s transition. (b)
Corresponds to a zoomed-in region of (a) marked by the black box. The considered interactions are ultra-short, i.e. σΩ < 0.03,
hence beyond any RWA.
form
∆ρˆUDW =− 32768
pi
(
a20eσ
)2∫ ∞
0
d|k| |k|
5e−
1
2σ
2(|k|+Ω)2
(4a20|k|2 + 9)6
σˆz,
(32)
∆ρˆUDWd =−
32768
pi
(
a20eσ
)2∫ ∞
0
d|k| |k|
7e−
1
2σ
2(|k|+Ω)2
(4a20|k|2 + 9)6
σˆz,
(33)
with σˆz being the Pauli Z matrix. The scalar models
were derived by assuming a Gaussian switching function
and the initial ground state of the detector (a = 1). In
addition the smearing function was chosen as the scalar
version of the smearing vector: F (x) = ψe(x)ψg(x).
Consequently, we have to analyze the electric dipole
model in the respective configuration slice. It should
be noted that the coupling constants e of the differ-
ent couplings do not all have the same dimensionality.
In particular, for the dipole and direct scalar interac-
tion we find [e] = 0, whilst for the derivative coupling
[e] = −1 (in mass dimensions). We choose the parame-
ters a0 = 2.68·10−4 eV−1, e = 10−3, Ω = 3.73 eV, taking
into account that for stronger couplings the perturbative
expansion of the UDWd model breaks down by virtue of
the additional |k|2 dependence in (33).
In Fig. 6 one finds that the derivative model vastly under-
estimates the extracted randomness for early times and
is off by up to over 40 %. On the other hand the UDW
model slightly overestimates it for short interaction times
by the order of 10−2 %. For long interaction times both
scalar models approach the realistic dipole model. Since
σΩ  1 in the plots, we again go beyond the validity of
the RWA.
IV. CONCLUSIONS
We quantified a lower bound for the randomness that can
be extracted from a hydrogen-like atom coupled to the
electromagnetic field. This work is an advancement of the
previous work [8] by having considered a fully-featured
hydrogen-like atom coupling to an electromagnetic field
in 3+1 dimensions (instead of a monopole detector cou-
pling to a scalar field in 1+1D). In doing so we have
tackled previous criticisms to former literature in the
choice of the smearing function (here derived from the
atomic orbital wavefunctions from first principles), the
anisotropic nature of atomic transitions and exchange of
angular momentum between atom and quantum field, as
well as the choice of the value of the physical parameters
of the problem (here coming from first principles). Lastly,
we compared adiabatic and sudden time-dependencies of
the interaction strength. We emphasize that, same as in
the simpler models employed in [8], we also did not make
any use of the usual simplifications of the interaction in
the context of quantum optics. Namely, we did not as-
sume the rotating wave approximation or the single mode
approximation.
We analyzed how much information an adversary with
access to the EM field but not the atom can obtain
about a supposedly random measurement outcome. We
found (consistently with studies that considered simpli-
fied scalar field interaction models [8]) that generally the
ground state of the atom and the vacuum state of the
field is not the optimal state to generate randomness out
of a succession of preparation and measurement in unbi-
ased bases for the atomic state basis.
We have analyzed a variety of switching regimes and
found that for the switching function as well as the dura-
tion of the interaction between atom and electromagnetic
field there are two possibilities for choosing the optimal
state in terms of randomness generation: For short time
between preparation and measurement in the unbiased
basis, the equal superposition between ground and ex-
cited atomic states yields the optimal randomness. For
coupling and decoupling times much shorter than the in-
verse of the frequency of the atomic transition (that could
be thought of as preparation-to-measurement times), the
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equal superposition between ground and excited yields
the best results even for long times between preparation
and measurement. In contrast, for adiabatic switching
and long times, the ground state of the atom yields the
optimal randomness generation.
Furthermore, we also showed that in the cases where the
equal superposition is optimal, the ground state is one of
the two worst choices (together with the excited atomic
state) in order to generate randomness, something that
contradicts the intuition coming from the rotating wave
approximation that basically would suggest that ‘if ev-
erything is in the ground state the field and the atom will
remain uncrorrelated’.
Finally, we compared the realistic model of the electro-
magnetic field coupled to the atom via a dipole moment
to simplified scalar models used in previous studies. We
found that both the Unruh-Dewitt coupling [10] and the
derivative coupling [28] provide a good approximation
for the full electromagnetic model for long enough in-
teraction times. For short interaction times, the Unruh-
Dewitt model is a better approximation than the deriva-
tive coupling, which significantly deviates from the full
electromagnetic calculation. This information is use-
ful when considering scalar approximations to the light-
matter interaction
We would like to emphasize that the scope of this pa-
per is not as much to describe a particular experimental
setup, but rather study how the flow of quantum infor-
mation in special relativistic quantum regimes deviates
from non-relativistic scenarios (which make use rotating
wave and single mode approximations) by virtue of the
entanglement between the atom and the electromagnetic
field. In this context we aimed to analyze how this flow of
information impacts the ability of obtaining certified ran-
domness, even under ideal assumptions regarding prepa-
ration and measurement procedures, as a matter of first
principles.
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Appendix A: Deriving the time-evolved density matrix
In this section we will derive in detail the change of the reduced density matrix of the atom after interaction with the
electromagnetic field. Starting from Eq. (25) by recalling Eq. (22) we find
trf
(
Uˆ (2)ρˆi
)
= trf
−∫
R
dt
∫ t
−∞
dt′χ(t)χ(t′)
∫
R3
dx
∫
R3
dx′
3∑
i,j=1
dˆi(x, t)Eˆi(x, t)dˆj(x
′, t′)Eˆj(x′, t′)ρˆi

=−
∫
R
dt
∫ t
−∞
dt′χ(t)χ(t′)
∫
R3
dx
∫
R3
dx′
3∑
i,j=1
dˆi(x, t)dˆj(x
′, t′) |Ψ〉a〈Ψ| e〈0| Eˆi(x, t)Eˆj(x′, t′) |0〉e . (A1)
Since the atomic state outer product |Ψ〉a〈Ψ| is on the right-hand side of the product of the dipole operators, only
terms with one raising and one lowering operator survive. Similarly,
trf
(
Uˆ (1)ρˆiUˆ
(1)†
)
=
∫
R
dt
∫
R
dt′χ(t)χ(t′)
∫
R3
dx
∫
R3
dx′
3∑
i,j=1
dˆi(x, t) |Ψ〉a〈Ψ| dˆj(x′, t′) trf
(
Eˆi(x, t) |0〉e〈0| Eˆj(x′, t′)
)
,
(A2)
where we used that dˆi and Eˆi are Hermitian. This yields then
trf
(
Uˆ (2)ρˆi
)
=−e2
∫
R
dt
∫ t
−∞
dt′χ(t)χ(t′)
∫
R3
dx
∫
R3
dx′
3∑
i,j=1
{[(
1− a2) |e〉a〈e|+ a√1− a2 |e〉a〈g|] FTi (x)Wij(x,x′; t, t′)F ∗j (x′)eiΩ(t−t′)
+
[
a2 |g〉a〈g|+ a
√
1− a2 |g〉a〈e|
]
F ∗
T
i (x)Wij(x,x
′; t, t′)Fj(x′)e−iΩ(t−t
′)
}
,
(A3)
trf
(
Uˆ (1)ρˆiUˆ
(1)†
)
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=e2
∫
R
dt
∫
R
dt′χ(t)χ(t′)
∫
R3
dx
∫
R3
dx′
3∑
i,j=1
{
a2 |e〉a〈e|F ∗
T
i (x
′)Wij(x′,x; t′, t)Fj(x)eiΩ(t−t
′)
+
(
1− a2) |g〉a〈g|FTi (x′)Wij(x′,x; t′, t)F ∗j (x)e−iΩ(t−t′) + a√1− a2 |g〉a〈e|F ∗Ti (x′)Wij(x′,x; t′, t)F ∗j (x)e−iΩ(t+t′)
+ a
√
1− a2 |e〉a〈g|FTi (x′)Wij(x′,x; t′, t)Fj(x)eiΩ(t+t
′)
}
,
(A4)
where we have defined the Wightman 2-tensor for the electric field
Wij(x2,x1; t2, t1) = e〈0| Eˆi(x2, t2)Eˆj(x1, t1) |0〉e =
∫
R3
d3k
(2pi)3
|k|
2
e−i|k|(t2−t1)eik·(x2−x1)
(
δi,j − kikj|k|2
)
. (A5)
To arrive at that expression the completeness relation of the polarization vectors (k, si) was used:
2∑
i=1
(k, si)⊗ (k, si) = 1 − k ⊗ k|k|2 . (A6)
In the following we will drop the subscripts of the outer products belonging to the Hilbert space of atom A. We will
separate the terms in the Wightman tensor according to the identity 1 and the dyadic product k ⊗ k (such that
their sum corresponds to the complete expression), denoted by the corresponding subscripts. We wish to integrate
over spherical coordinates, naturally suggested by the wave function Ψnlm(x) = Rnl(|x|)Ylm(xˆ), where Ylm(xˆ) are
the spherical harmonics with xˆ = (θx, φx) as the angular components of the unit radial vector, and Rnl(|x|) are the
radial wave functions of a hydrogenoid atom [29]. The following two decompositions are helpful:
eix·y =
∞∑
l=0
l∑
m=−l
4piiljl(|x||y|)Ylm(xˆ)Y ∗lm(yˆ) =
∞∑
l=0
l∑
m=−l
4piiljl(|x||y|)Y ∗lm(xˆ)Ylm(yˆ), (A7)
x · y = 4pi
3
|x||y| [Y10(xˆ)Y10(yˆ)− Y11(xˆ)Y1−1(yˆ)− Y1−1(xˆ)Y11(yˆ)] , (A8)
with the spherical Bessel functions jl(x). The first contribution to the time evolved density matrix then reads
trf
(
Uˆ (2)ρˆi
)∣∣∣
1
= −e2
∫ ∞
0
d|k|
(2pi)3
|k|3
2
∞∑
l=0
l∑
m=−l
4piil
∞∑
l′=0
l′∑
m′=−l′
4piil
′
(−1)l′ 4pi
3
∫
R
dt
∫ t
−∞
dt′χ(t)χ(t′)e−i|k|(t−t
′)
×
∫ ∞
0
d|x||x|3Rnele(|x|)Rnglg (|x|)jl(|k||x|)
∫ ∞
0
d|x′||x′|3Rnele(|x′|)Rnglg (|x′|)jl′(|k||x′|)
×
∫
dΩkYlm(kˆ)Yl′m′(kˆ)
∫
dΩx
∫
dΩx′Y
∗
lm(xˆ)Y
∗
l′m′(xˆ
′)
[
Y10(xˆ)Y10(xˆ′)− Y11(xˆ)Y1−1(xˆ′)− Y1−1(xˆ)Y11(xˆ′)
]
×
{[(
1− a2) |e〉〈e|+ a√1− a2 |e〉〈g|] eiΩ(t−t′)Y ∗leme(xˆ)Ylgmg (xˆ)Yleme(xˆ′)Y ∗lgmg (xˆ′)
+
[
a2 |g〉〈g|+ a
√
1− a2 |g〉〈e|
]
e−iΩ(t−t
′)Yleme(xˆ)Y
∗
lgmg (xˆ)Y
∗
leme(xˆ
′)Ylgmg (xˆ′)
}
, (A9)
where we have used the identity Ylm(−xˆ) = (−1)lYlm(xˆ) and that Rnl(|x|) is real. Also dΩ = d(cos Θ)dφ is the
standard solid angle differential. The integral over dΩk reads
∫
dΩkYlm(kˆ)Yl′m′(kˆ) = (−1)m′δl,l′δm,−m′ by using
Y ∗lm(xˆ) = (−1)mYl−m(xˆ). This simplifies the integrals over the other two solid angles drastically such that we can
use the following identity of spherical harmonics integrated over the unit sphere S2∫
dΩ Y ∗l1,m1(xˆ)Y
∗
l3,m3(xˆ)Yl2,m2(xˆ)Yl4,m4(xˆ)
=
∞∑
λ=0
λ∑
µ=−λ
2λ+ 1
4pi
√
(2l1 + 1)(2l2 + 1)(2l3 + 1)(2l4 + 1)
(
l1 l3 λ
0 0 0
)(
l2 l4 λ
0 0 0
)(
l1 l3 λ
−m1 −m3 −µ
)(
l2 l4 λ
m2 m4 µ
)
,
(A10)
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with
(
l1 l2 l3
m1 m2 m3
)
as the Wigner 3j-symbols (see, for instance, section 34.2 of [30]). With this formula, the sums
over l′,m,m′ and the integrals over the all solid angles can be executed. Let us concentrate first on the second term
of the sum in the curly brackets of (A9), coming from F ∗
T
i WijFj , which yields
∞∑
l′=0
l∑
m=−l
l′∑
m′=−l′
il+l
′
(−1)l′jl′(|k||x′|)
∫
dΩkYlm(kˆ)Yl′m′(kˆ)
∫
dΩxYleme(xˆ)Y
∗
lgmg (xˆ)Y
∗
lm(xˆ)
×
∫
dΩx′Y
∗
leme(xˆ
′)Ylgmg (xˆ′)Y
∗
l′m′(xˆ
′)
[
Y10(xˆ)Y10(xˆ′)− Y11(xˆ)Y1−1(xˆ′)− Y1−1(xˆ)Y11(xˆ′)
]
=
3(−1)mg−me i2l(−1)l
(4pi)2
(2l + 1)(2le + 1)(2lg + 1)
∞∑
λ,λ′=0
(2λ+ 1)(2λ′ + 1)jl(|k||x′|)
(
l lg λ
0 0 0
)(
le 1 λ
0 0 0
)
×
(
l le λ
′
0 0 0
)(
lg 1 λ
′
0 0 0
)[(
l lg λ
mg −me −mg me
)(
le 1 λ
me 0 −me
)(
l le λ
′
me −mg −me mg
)(
lg 1 λ
′
mg 0 −mg
)
+
(
l lg λ
1 +mg −me −mg me − 1
)(
le 1 λ
me −1 1−me
)(
l le λ
′
me −mg − 1 −me 1 +mg
)(
lg 1 λ
′
mg 1 −1−mg
)
+
(
l lg λ
mg −me − 1 −mg me + 1
)(
le 1 λ
me 1 −1−me
)(
l le λ
′
1 +me −mg −me mg − 1
)(
lg 1 λ
′
mg −1 1−mg
)]
,
(A11)
where the sums over µ and µ′ can be executed by using that 3j-symbols are zero unless the sum over the entries of
the lower row is zero. The first term from (A9) can be obtained from (A11) by noting that effectively l and l′, thus
also m and m′, are interchanged and hence it requires to take (−1)mg−me → (−1)−mg+me . Since this is equivalent,
the first term can also be described by (A11). Therefore, in all generality (A9) reads
trf
(
Uˆ (2)ρˆi
)∣∣∣
1
= −e2
∫ ∞
0
d|k|
(2pi)3
|k|3
2
∞∑
l=0
(4pi)2
4pi
3
∫
R
dt
∫ t
−∞
dt′χ(t)χ(t′)e−i|k|(t−t
′)
∫ ∞
0
d|x||x|3Rnele(|x|)Rnglg (|x|)jl(|k||x|)
×
∫ ∞
0
d|x′||x′|3Rnele(|x′|)Rnglg (|x′|)jl(|k||x′|)
3(−1)mg−me
(4pi)2
(2l + 1)(2le + 1)(2lg + 1)
∞∑
λ,λ′=0
(2λ+ 1)(2λ′ + 1)
(
l lg λ
0 0 0
)
×
(
le 1 λ
0 0 0
)(
l le λ
′
0 0 0
)(
lg 1 λ
′
0 0 0
)[(
l lg λ
mg −me −mg me
)(
le 1 λ
me 0 −me
)(
l le λ
′
me −mg −me mg
)(
lg 1 λ
′
mg 0 −mg
)
+
(
l lg λ
1 +mg −me −mg me − 1
)(
le 1 λ
me −1 1−me
)(
l le λ
′
me −mg − 1 −me 1 +mg
)(
lg 1 λ
′
mg 1 −1−mg
)
+
(
l lg λ
mg −me − 1 −mg me + 1
)(
le 1 λ
me 1 −1−me
)(
l le λ
′
1 +me −mg −me mg − 1
)(
lg 1 λ
′
mg −1 1−mg
)]
×
{[(
1− a2) |e〉〈e|+ a√1− a2 |e〉〈g|] eiΩ(t−t′) + [a2 |g〉〈g|+ a√1− a2 |g〉〈e|] e−iΩ(t−t′)} . (A12)
Before specifying atomic transition or the switching function of the coupling to the electric field, we will derive the
general expressions of the remaining terms, having derived terms containing F ∗
T
i WijFj and F
T
i WijF
∗
j of the 1 part.
Secondly we look at the remaining 1 contribution:
trf
(
Uˆ (1)ρˆiUˆ
(1)†
)∣∣∣
1
= e2
∫ ∞
0
d|k|
(2pi)3
|k|3
2
∞∑
l=0
l∑
m=−l
4piil
∞∑
l′=0
l′∑
m′=−l′
4piil
′
(−1)l′ 4pi
3
∫
R
dt
∫
R
dt′χ(t)χ(t′)e−i|k|(t
′−t)
∫
dΩkYlm(kˆ)Yl′m′(kˆ)
×
∫ ∞
0
d|x||x|3Rnele(|x|)Rnglg (|x|)jl(|k||x|)
∫ ∞
0
d|x′||x′|3Rnele(|x′|)Rnglg (|x′|)jl′(|k||x′|)
∫
dΩx
∫
dΩx′Y
∗
lm(xˆ)Y
∗
l′m′(xˆ
′)
×
[
Y10(xˆ)Y10(xˆ′)−Y11(xˆ)Y1−1(xˆ′)−Y1−1(xˆ)Y11(xˆ′)
]{(
1− a2)|g〉〈g|e−iΩ(t−t′)Y ∗leme(xˆ′)Ylgmg (xˆ′)Yleme(xˆ)Y ∗lgmg (xˆ)
+ a2 |e〉〈e| eiΩ(t−t′)Yleme(xˆ′)Y ∗lgmg (xˆ′)Y ∗leme(xˆ)Ylgmg (xˆ) + a
√
1− a2 |g〉〈e| e−iΩ(t+t′)Yleme(xˆ′)Y ∗lgmg (xˆ′)Yleme(xˆ)
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×Y ∗lgmg (xˆ) + a
√
1− a2 |e〉〈g| eiΩ(t+t′)Y ∗leme(xˆ′)Ylgmg (xˆ′)Y ∗leme(xˆ)Ylgmg (xˆ)
}
. (A13)
From (A11) we already know how to compute the first two terms in the curly brackets. The other two follow
immediately by noting that they can be obtained from the known terms by including or removing the conjugate of
one of the smearing functions. Either way, effectively le ↔ lg and me ↔ mg change in the corresponding term. As we
recall from (A11), we had the requirement that m = −m′ and hence all contributions disappear except when me = mg
since the Wigner 3-j symbols vanish in case the sum of the lower components does not equal zero. Thus we find
trf
(
Uˆ (1)ρˆiUˆ
(1)†
)∣∣∣
1
= e2
∫ ∞
0
d|k|
(2pi)3
|k|3
2
∞∑
l=0
(4pi)2
4pi
3
∫
R
dt
∫
R
dt′χ(t)χ(t′)e−i|k|(t
′−t)
∫ ∞
0
d|x||x|3Rnele(|x|)Rnglg (|x|)jl(|k||x|)
×
∫ ∞
0
d|x′||x′|3Rnele(|x′|)Rnglg (|x′|)jl(|k||x′|)
3(−1)mg−me
(4pi)2
(2l + 1)(2le + 1)(2lg + 1)
∞∑
λ,λ′=0
(2λ+ 1)(2λ′ + 1)
×
{((
1− a2) |g〉〈g| e−iΩ(t−t′) + a2 |e〉〈e| eiΩ(t−t′))( l lg λ
0 0 0
)(
le 1 λ
0 0 0
)(
l le λ
′
0 0 0
)(
lg 1 λ
′
0 0 0
)
×
[(
l lg λ
mg −me −mg me
)(
le 1 λ
me 0 −me
)(
l le λ
′
me −mg −me mg
)(
lg 1 λ
′
mg 0 −mg
)
+
(
l lg λ
1 +mg −me −mg me − 1
)(
le 1 λ
me −1 1−me
)(
l le λ
′
me −mg − 1 −me 1 +mg
)(
lg 1 λ
′
mg 1 −1−mg
)
+
(
l lg λ
mg −me − 1 −mg me + 1
)(
le 1 λ
me 1 −1−me
)(
l le λ
′
1 +me −mg −me mg − 1
)(
lg 1 λ
′
mg −1 1−mg
)]
+ δme,mga
√
1− a2 |e〉〈g| eiΩ(t+t′)
(
l le λ
0 0 0
)(
lg 1 λ
0 0 0
)(
l le λ
′
0 0 0
)(
lg 1 λ
′
0 0 0
)
×
[(
l le λ
me −mg −me mg
)(
lg 1 λ
mg 0 −mg
)(
l le λ
′
me −mg −me mg
)(
lg 1 λ
′
mg 0 −mg
)
+
(
l le λ
1 +me −mg −me mg − 1
)(
lg 1 λ
mg −1 1−mg
)(
l le λ
′
me −mg − 1 −me 1 +mg
)(
lg 1 λ
′
mg 1 −1−mg
)
+
(
l le λ
me −mg − 1 −me mg + 1
)(
lg 1 λ
mg 1 −1−mg
)(
l le λ
′
1 +me −mg −me mg − 1
)(
lg 1 λ
′
mg −1 1−mg
)]
+ δme,mga
√
1− a2 |g〉〈e| e−iΩ(t+t′)
(
l lg λ
0 0 0
)(
le 1 λ
0 0 0
)(
l lg λ
′
0 0 0
)(
le 1 λ
′
0 0 0
)
×
[(
l lg λ
mg −me −mg me
)(
le 1 λ
me 0 −me
)(
l lg λ
′
mg −me −mg me
)(
le 1 λ
′
me 0 −me
)
+
(
l lg λ
1 +mg −me −mg me − 1
)(
le 1 λ
me −1 1−me
)(
l lg λ
′
mg −me − 1 −mg 1 +me
)(
le 1 λ
′
me 1 −1−me
)
+
(
l lg λ
mg −me − 1 −mg me + 1
)(
le 1 λ
me 1 −1−me
)(
l lg λ
′
1 +mg −me −mg me − 1
)(
le 1 λ
′
me −1 1−me
)]}
,
(A14)
where we explicitly used the Kronecker delta to indicate the dependence on me and mg. One can derive the second
from the first term in the curly brackets by exchanging le ↔ lg in terms associated to λ, and derive the third from
the first term by exchanging le ↔ lg in terms associated to λ′.
Now we can determine the formulae for the dyadic part k ⊗ k. We start from
l∑
m=−l
l′∑
m′=−l′
∫
dΩkYlm(kˆ)Yl′m′(kˆ)
∫
dΩxYleme(xˆ)Y
∗
lgmg (xˆ)Y
∗
lm(xˆ)
∫
dΩx′Y
∗
leme(xˆ
′)Ylgmg (xˆ′)Y
∗
l′m′(xˆ
′)
×
[
Y10(xˆ)Y10(kˆ)− Y11(xˆ)Y1−1(kˆ)− Y1−1(xˆ)Y11(kˆ)
] [
Y10(kˆ)Y10(xˆ′)− Y11(kˆ)Y1−1(xˆ′)− Y1−1(kˆ)Y11(xˆ′)
]
15
= 9(2l + 1)(2l′ + 1)(2lg + 1)(2le + 1)
∞∑
λ′,λ′′=0
(2λ′ + 1)(2λ′′ + 1)
(4pi)3
(
l lg λ
′
0 0 0
)(
le 1 λ
′
0 0 0
)(
l′ le λ′′
0 0 0
)(
lg 1 λ
′′
0 0 0
)
(A+B),
(A15)
with
A =
∞∑
λ=0
(2λ+ 1)
(
1 1 λ
0 0 0
)2(
l l′ λ
0 0 0
)(
l lg λ
′
mg −me −mg me
)(
le 1 λ
′
me 0 −me
)
×
(
l l′ λ
me −mg mg −me 0
)(
l′ le λ′′
me −mg −me mg
)(
lg 1 λ
′′
mg 0 −mg
)
+
∞∑
λ=0
(2λ+ 1)
(
1 1 λ
0 0 0
)(
1 1 λ
0 1 −1
)(
l l′ λ
0 0 0
)
×
[(
l l′ λ
me −mg − 1 mg −me 1
)(
l′ le λ′′
me −mg −me mg
)(
lg 1 λ
′′
mg 0 −mg
)
×
(
l lg λ
′
mg −me + 1 −mg me − 1
)(
le 1 λ
′
me −1 1−me
)
+
(
l l′ λ
me −mg mg −me − 1 1
)(
l′ le λ′′
me −mg + 1 −me mg − 1
)(
lg 1 λ
′′
mg −1 1−mg
)
×
(
l lg λ
′
mg −me −mg me
)(
le 1 λ
′
me 0 −me
)]
+
∞∑
λ=0
(2λ+ 1)
(
1 1 λ
0 0 0
)(
1 1 λ
0 −1 1
)(
l l′ λ
0 0 0
)
×
[(
l l′ λ
me −mg + 1 mg −me −1
)(
l′ le λ′′
me −mg −me mg
)(
lg 1 λ
′′
mg 0 −mg
)
×
(
l lg λ
′
mg −me − 1 −mg me + 1
)(
le 1 λ
′
me 1 −1−me
)
+
(
l l′ λ
me −mg mg −me + 1 −1
)(
l′ le λ′′
me −mg − 1 −me mg + 1
)(
lg 1 λ
′′
mg 1 −1−mg
)
×
(
l lg λ
′
mg −me −mg me
)(
le 1 λ
′
me 0 −me
)]
+
∞∑
λ=0
(2λ+ 1)
(
1 1 λ
0 0 0
)(
1 1 λ
1 −1 0
)(
l l′ λ
0 0 0
)
×
[(
l l′ λ
me −mg − 1 mg −me + 1 0
)(
l′ le λ′′
me −mg − 1 −me mg + 1
)(
lg 1 λ
′′
mg 1 −1−mg
)
×
(
l lg λ
′
mg −me + 1 −mg me − 1
)(
le 1 λ
′
me −1 1−me
)
+
(
l l′ λ
me −mg + 1 mg −me − 1 0
)(
l′ le λ′′
me −mg + 1 −me mg − 1
)(
lg 1 λ
′′
mg −1 1−mg
)
×
(
l lg λ
′
mg −me − 1 −mg me + 1
)(
le 1 λ
′
me 1 −1−me
)]
. (A16)
B =
√
2
3
(
l l′ 2
0 0 0
)(
l l′ 2
me −mg − 1 mg −me − 1 2
)(
l′ le λ′′
1 +me −mg −me mg − 1
)
×
(
lg 1 λ
′′
mg −1 1−mg
)(
le 1 λ
′
me −1 1−me
)(
l lg λ
′
1−me +mg −mg me − 1
)
+
√
2
3
(
l l′ 2
0 0 0
)(
l l′ 2
me −mg + 1 mg −me + 1 −2
)(
l′ le λ′′
me −mg − 1 −me mg + 1
)
16
×
(
lg 1 λ
′′
mg 1 −1−mg
)(
l lg λ
′
mg −me − 1 −mg me + 1
)(
le 1 λ
′
me 1 −1−me
)
. (A17)
This yields hence
trf
(
Uˆ (2)ρˆi
)∣∣∣
k⊗k
= e2
∫ ∞
0
d|k|
(2pi)3
|k|3
2
∞∑
l=0
l∑
m=−l
4piil
∞∑
l′=0
l′∑
m′=−l′
4piil
′
(−1)l′
(
4pi
3
)2 ∫
R
dt
∫ t
−∞
dt′χ(t)χ(t′)e−i|k|(t−t
′)
×
∫ ∞
0
d|x||x|3Rnele(|x|)Rnglg (|x|)jl(|k||x|)
∫ ∞
0
d|x′||x′|3Rnele(|x′|)Rnglg (|x′|)jl′(|k||x′|)
×
∫
dΩkYlm(kˆ)Yl′m′(kˆ)
∫
dΩx
∫
dΩx′Y
∗
lm(xˆ)Y
∗
l′m′(xˆ
′)
[
Y10(xˆ)Y10(kˆ)− Y11(xˆ)Y1−1(kˆ)− Y1−1(xˆ)Y11(kˆ)
]
×
[
Y10(kˆ)Y10(xˆ′)− Y11(kˆ)Y1−1(xˆ′)− Y1−1(kˆ)Y11(xˆ′)
]
×
{[(
1− a2) |e〉〈e|+ a√1− a2 |e〉〈g|] eiΩ(t−t′)Y ∗leme(xˆ)Ylgmg (xˆ)Yleme(xˆ′)Y ∗lgmg (xˆ′)
+
[
a2 |g〉〈g|+ a
√
1− a2 |g〉〈e|
]
e−iΩ(t−t
′)Yleme(xˆ)Y
∗
lgmg (xˆ)Y
∗
leme(xˆ
′)Ylgmg (xˆ′)
}
= e2
∫ ∞
0
d|k|
(2pi)3
|k|3
2
4pi
∫
R
dt
∫ t
−∞
dt′χ(t)χ(t′)e−i|k|(t−t
′)
∞∑
l,l′=0
il+l
′
(2l + 1)(2l′ + 1)(2lg + 1)(2le + 1)
×
∫ ∞
0
d|x||x|3Rnele(|x|)Rnglg (|x|)
∫ ∞
0
d|x′||x′|3Rnele(|x′|)Rnglg (|x′|)
×
∞∑
λ′,λ′′=0
(2λ′ + 1)(2λ′′ + 1)
(
l lg λ
′
0 0 0
)(
le 1 λ
′
0 0 0
)(
l′ le λ′′
0 0 0
)(
lg 1 λ
′′
0 0 0
)
(A+B)
×
{
(−1)ljl(|k||x′|)jl′(|k||x|)
[(
1− a2) |e〉〈e|+ a√1− a2 |e〉〈g|] eiΩ(t−t′)
+(−1)l′jl(|k||x|)jl′(|k||x′|)
[
a2 |g〉〈g|+ a
√
1− a2 |g〉〈e|
]
e−iΩ(t−t
′)
}
, (A18)
where we redefined l↔ l′ for the first term in the curly brackets to derive the last formula.
The last contribution we have to calculate is analogously
trf
(
Uˆ (1)ρˆiUˆ
(1)†
)∣∣∣
k⊗k
= −e2
∫ ∞
0
d|k|
(2pi)3
|k|3
2
∞∑
l=0
l∑
m=−l
4piil
∞∑
l′=0
l′∑
m′=−l′
4piil
′
(−1)l′
(
4pi
3
)2 ∫
R
dt
∫
R
dt′χ(t)χ(t′)e−i|k|(t
′−t)
×
∫ ∞
0
d|x||x|3Rnele(|x|)Rnglg (|x|)jl(|k||x|)
∫ ∞
0
d|x′||x′|3Rnele(|x′|)Rnglg (|x′|)jl′(|k||x′|)
×
∫
dΩkYlm(kˆ)Yl′m′(kˆ)
∫
dΩx
∫
dΩx′Y
∗
lm(xˆ)Y
∗
l′m′(xˆ
′)
[
Y10(xˆ)Y10(kˆ)− Y11(xˆ)Y1−1(kˆ)− Y1−1(xˆ)Y11(kˆ)
]
×
[
Y10(kˆ)Y10(xˆ′)−Y11(kˆ)Y1−1(xˆ′)−Y1−1(kˆ)Y11(xˆ′)
]{(
1− a2) |g〉〈g| e−iΩ(t−t′)Y ∗leme(xˆ′)Ylgmg (xˆ′)Yleme(xˆ)Y ∗lgmg (xˆ)
+ a2 |e〉〈e| eiΩ(t−t′)Yleme(xˆ′)Y ∗lgmg (xˆ′)Y ∗leme(xˆ)Ylgmg (xˆ)
+ a
√
1− a2 |g〉〈e| e−iΩ(t+t′)Yleme(xˆ′)Y ∗lgmg (xˆ′)Yleme(xˆ)Y ∗lgmg (xˆ)
+a
√
1− a2 |e〉〈g| eiΩ(t+t′)Y ∗leme(xˆ′)Ylgmg (xˆ′)Y ∗leme(xˆ)Ylgmg (xˆ)
}
= −e2
∫ ∞
0
d|k|
(2pi)3
|k|3
2
4pi
∫
R
dt
∫
R
dt′χ(t)χ(t′)e−i|k|(t
′−t)
∫ ∞
0
d|x||x|3Rnele(|x|)Rnglg (|x|)
∫ ∞
0
d|x′||x′|3Rnele(|x′|)Rnglg (|x′|)
×
∞∑
l,l′=0
il+l
′
(2l + 1)(2l′ + 1)(2lg + 1)(2le + 1)
∞∑
λ′,λ′′=0
(2λ′ + 1)(2λ′′ + 1)
{(
l lg λ
′
0 0 0
)(
le 1 λ
′
0 0 0
)(
l′ le λ′′
0 0 0
)(
lg 1 λ
′′
0 0 0
)
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× (A+B)
[
(−1)ljl′(|k||x′|)jl(|k||x|)
(
1− a2) |g〉〈g| e−iΩ(t−t′) + (−1)l′jl(|k||x′|)jl′(|k||x|)a2 |e〉〈e| eiΩ(t−t′)]
+δmgme
(
l lg λ
′
0 0 0
)(
le 1 λ
′
0 0 0
)(
l′ lg λ′′
0 0 0
)(
le 1 λ
′′
0 0 0
)(
A˜+ B˜
)
(−1)l′jl(|k||x′|)jl′(|k||x|)a
√
1− a2 |g〉〈e| e−iΩ(t+t′)
+δmgme
(
l le λ
′
0 0 0
)(
lg 1 λ
′
0 0 0
)(
l′ le λ′′
0 0 0
)(
lg 1 λ
′′
0 0 0
)(
˜˜A+ ˜˜B
)
(−1)l′jl(|k||x′|)jl′(|k||x|)a
√
1− a2 |e〉〈g| eiΩ(t+t′)
}
,
(A19)
with x˜ indicating le ↔ lg (me ↔ mg) in 3j-symbols involving λ′′ (therefore also for the m-component of l′) and ˜˜x
that le ↔ lg (me ↔ mg) in 3j-symbols involving λ′ (also for the m-component of l). For instance,
x =
(
l l′ 2
me −mg − 1 mg −me − 1 2
)(
lg 1 λ
′′
mg −1 1−mg
)(
le 1 λ
′
me −1 1−me
)
,
x˜ =
(
l l′ 2
me −mg − 1 me −mg − 1 2
)(
le 1 λ
′′
me −1 1−me
)(
le 1 λ
′
me −1 1−me
)
,
˜˜x =
(
l l′ 2
mg −me − 1 mg −me − 1 2
)(
lg 1 λ
′′
mg −1 1−mg
)(
lg 1 λ
′
mg −1 1−mg
)
.
This implies that the coefficients contain terms of the form(
l l′ λ
m1 m2 m3
)
, m1 +m2 +m3 6= 0. (A20)
Therefore, unless me = mg, the third and last term of the curly brackets vanish in (A19). The Kronecker delta has
been explicitly added to stress this fact.
Now all expressions are in generality and cannot be simplified more without specifying the atomic transition and the
switching function.
1. Transition from ground to first excited state
In the following we will derive the time evolved density matrix by studying the 1s→ 2pz transition (lg = 0, mg = 0,
le = 1, me = 1). Then (A9) can be simplified by using the properties of the Wigner 3j-symbols. In particular the
first 3j-symbol forces l = λ, moreover we see that λ′ = 1 and λ = 0, 1, 2. Thus it yields
trf
(
Uˆ (2)ρˆi
)∣∣∣
1
= −e2
∫ ∞
0
d|k|
(2pi)3
|k|3
2
4pi
∫
R
dt
∫ t
−∞
dt′χ(t)χ(t′)e−i|k|(t−t
′)
∫ ∞
0
d|x||x|3R2,1(|x|)R1,0(|x|)
×
∫ ∞
0
d|x′||x′|3R2,1(|x′|)R1,0(|x′|)1
3
[j0(|k||x|)j0(|k||x′|) + 2j2(|k||x|)j2(|k||x′|)]
×
{[(
1− a2) |e〉〈e|+ a√1− a2 |e〉〈g|] eiΩ(t−t′) + [a2 |g〉〈g|+ a√1− a2 |g〉〈e|] e−iΩ(t−t′)} . (A21)
We solve the integral over |x| and |x′| by using the following identity∫ ∞
0
dr r3R2,1(r)R1,0(r)jl(|k|r) = 8
√
2pi3−l−
11
2 al+10 |k|lΓ(l + 5) 2F˜1
(
l + 5
2
,
l + 6
2
; l +
3
2
;−4
9
a20|k|2
)
, (A22)
with 2F˜1 (a, b; c; z) := 2F1(a, b; c; z)/Γ(z) as the regularized hypergeometric function. Therefore we find
trf
(
Uˆ (2)ρˆi
)∣∣∣
1
=− e2a20
663552
pi2
∫ ∞
0
d|k||k|3
∫
R
dt
∫ t
−∞
dt′χ(t)χ(t′)e−i|k|(t−t
′) 16a
4
0|k|4 − 8a20|k|2 + 9
(4a20|k|2 + 9)8
×
{[(
1− a2) |e〉〈e|+ a√1− a2 |e〉〈g|] eiΩ(t−t′) + [a2 |g〉〈g|+ a√1− a2 |g〉〈e|] e−iΩ(t−t′)} . (A23)
Before specifying the switching function χ(t) to integrate over the time integrals, we will simplify the other contribu-
tions to the time evolved density matrix. In particular we find analogously for (A13)
trf
(
Uˆ (1)ρˆiUˆ
(1)†
)∣∣∣
1
18
= e2
∫ ∞
0
d|k|
(2pi)3
|k|3
2
4pi
∫
R
dt
∫
R
dt′χ(t)χ(t′)e−i|k|(t
′−t)
∫ ∞
0
d|x||x|3R2,1(|x|)R1,0(|x|)jl(|k||x|)
×
∫ ∞
0
d|x′||x′|3R2,1(|x′|)R1,0(|x′|)jl(|k||x′|)1
3
[j0(|k||x|)j0(|k||x′|) + 2j2(|k||x|)j2(|k||x′|)]
×
{(
1− a2) |g〉〈g| e−iΩ(t−t′) + a2 |e〉〈e| eiΩ(t−t′) + a√1− a2 |e〉〈g| eiΩ(t+t′) + a√1− a2 |g〉〈e| e−iΩ(t+t′)} , (A24)
where we used for last term in the curly brackets that λ = λ′ = l and λ = 0, 1, 2. For the penultimate term in the
curly brackets one finds λ = λ′ = 1 and l = 0, 1, 2. By virtue of (A22) we arrive at
trf
(
Uˆ (1)ρˆiUˆ
(1)†
)∣∣∣
1
= e2a20
663552
pi2
∫ ∞
0
d|k||k|3
∫
R
dt
∫
R
dt′χ(t)χ(t′)e−i|k|(t
′−t) 16a
4
0|k|4 − 8a20|k|2 + 9
(4a20|k|2 + 9)8
×
{(
1− a2) |g〉〈g| e−iΩ(t−t′) + a2 |e〉〈e| eiΩ(t−t′) + a√1− a2 |e〉〈g| eiΩ(t+t′) + a√1− a2 |g〉〈e| e−iΩ(t+t′)} . (A25)
The same will be shown now for the dyadic contributions. Starting from (A18) it yields
trf
(
Uˆ (2)ρˆi
)∣∣∣
k⊗k
= e2
∫ ∞
0
d|k|
(2pi)3
|k|3
2
4pi
∫
R
dt
∫ t
−∞
dt′χ(t)χ(t′)e−i|k|(t−t
′)
∫ ∞
0
d|x||x|3R2,1(|x|)R1,0(|x|)
×
∫ ∞
0
d|x′||x′|3R2,1(|x′|)R1,0(|x′|)1
9
[j0(|k||x|)− 2j2(|k||x|)] [j0(|k||x′|)− 2j2(|k||x′|)]
×
{[(
1− a2) |e〉〈e|+ a√1− a2 |e〉〈g|] eiΩ(t−t′) + [a2 |g〉〈g|+ a√1− a2 |g〉〈e|] e−iΩ(t−t′)} , (A26)
by noting that λ = λ′ = 1 and l, l′, λ = 0, 1, 2. Solving again the spatial integrals we obtain the form
trf
(
Uˆ (2)ρˆi
)∣∣∣
k⊗k
= e2a20
24576
pi2
∫ ∞
0
d|k||k|3
∫
R
dt
∫ t
−∞
dt′χ(t)χ(t′)e−i|k|(t−t
′)
(
9− 20a20|k|2
)2
(4a20|k|2 + 9)8
×
{[(
1− a2) |e〉〈e|+ a√1− a2 |e〉〈g|] eiΩ(t−t′) + [a2 |g〉〈g|+ a√1− a2 |g〉〈e|] e−iΩ(t−t′)} .
(A27)
Finally, (A19) gives
trf
(
Uˆ (1)ρˆiUˆ
(1)†
)∣∣∣
k⊗k
= −e2
∫ ∞
0
d|k|
(2pi)3
|k|3
2
4pi
∫
R
dt
∫
R
dt′χ(t)χ(t′)e−i|k|(t
′−t)
∫ ∞
0
d|x||x|3R2,1(|x|)R1,0(|x|)
∫ ∞
0
d|x′||x′|3R2,1(|x′|)R1,0(|x′|)
× 1
9
[j0(|k||x|)− 2j2(|k||x|)] [j0(|k||x′|)− 2j2(|k||x′|)]
×
{(
1− a2) |g〉〈g| e−iΩ(t−t′) + a2 |e〉〈e| eiΩ(t−t′) + a√1− a2 |g〉〈e| e−iΩ(t+t′) + a√1− a2 |e〉〈g| eiΩ(t+t′)}
= −e2a20
24576
pi2
∫ ∞
0
d|k||k|3
∫
R
dt
∫
R
dt′χ(t)χ(t′)e−i|k|(t
′−t)
(
9− 20a20|k|2
)2
(4a20|k|2 + 9)8
×
{(
1− a2) |g〉〈g| e−iΩ(t−t′) + a2 |e〉〈e| eiΩ(t−t′) + a√1− a2 |g〉〈e| e−iΩ(t+t′) + a√1− a2 |e〉〈g| eiΩ(t+t′)} . (A28)
Now that we have found the analytic expressions evaluated except for the wave vector and time integrals, we can
particularize to the desired switching functions and execute the remaining integrals.
a. Gaussian, sudden, and delta switching
Here we present the results for three different switching functions: (i) χg(t) = e−t
2/σ2
trf
(
Uˆ (1)ρˆiUˆ
(1)†
)∣∣∣
1
19
=
663552
pi
(ea0σ)
2
∫ ∞
0
d|k||k|3 16a
4
0|k|4 − 8a20|k|2 + 9
(4a20|k|2 + 9)8
(
(1− a2)e− 12σ2(|k|−Ω)2 a√1− a2e− 12σ2(|k|2+Ω2)
a
√
1− a2e− 12σ2(|k|2+Ω2) a2e− 12σ2(|k|+Ω)2
)
, (A29)
trf
(
Uˆ (1)ρˆiUˆ
(1)†
)∣∣∣
k⊗k
= −24576
pi
(ea0σ)
2
∫ ∞
0
d|k||k|3 (9− 20a
2
0|k|2)2
(4a20|k|2 + 9)8
(
(1− a2)e− 12σ2(|k|−Ω)2 a√1− a2e− 12σ2(|k|2+Ω2)
a
√
1− a2e− 12σ2(|k|2+Ω2) a2e− 12σ2(|k|+Ω)2
)
, (A30)
trf
(
Uˆ (2)ρˆi
)∣∣∣
1
= −331776
pi
(ea0σ)
2
∫ ∞
0
d|k||k|3 16a
4
0|k|4 − 8a20|k|2 + 9
(4a20|k|2 + 9)8
[
erfc
(
iσ(|k|+ Ω)√
2
)
e−
1
2σ
2(|k|+Ω)2
(
a2 a
√
1− a2
0 0
)
+erfc
(
iσ(|k| − Ω)√
2
)
e−
1
2σ
2(|k|−Ω)2
(
0 0
a
√
1− a2 1− a2
)]
,
(A31)
trf
(
Uˆ (2)ρˆi
)∣∣∣
k⊗k
=
12288
pi
(ea0σ)
2
∫ ∞
0
d|k||k|3 (9− 20a
2
0|k|2)2
(4a20|k|2 + 9)8
[
erfc
(
iσ(|k|+ Ω)√
2
)
e−
1
2σ
2(|k|+Ω)2
(
a2 a
√
1− a2
0 0
)
+erfc
(
iσ(|k| − Ω)√
2
)
e−
1
2σ
2(|k|−Ω)2
(
0 0
a
√
1− a2 1− a2
)]
,
(A32)
where we have used the following for the nested time integrals:∫ ∞
−∞
dt
∫ t
−∞
dt′e±iΩ(t−t
′)e−
t2
σ2 e−
t′2
σ2 e−i|k|(t−t
′) =
√
pi
σ
2
∫ ∞
−∞
dte−
1
4 (|k|∓Ω)2σ2ei(±Ω−|k|)te−
t2
σ2
=
piσ2
2
e−
1
2 (Ω
2+|k|2)σ2e±|k|Ωσ
2
I
(σ
2
(|k| ∓ Ω), σ(|k| ∓ Ω)
)
=
piσ2
2
erfc
(
iσ(|k| ∓ Ω)√
2
)
e
1
2 (−|k|2σ2±|k|Ωσ2−Ω2σ2)
=
piσ2
2
erfc
(
iσ(|k| ∓ Ω)√
2
)
e
1
2σ
2(|k|∓Ω)2 , (A33)
with
I(a, b) =
∫ ∞
−∞
dxe−a
2−ibx−x2erf(x− ia) = −i√pie−a2− b
2
4 erf
(
a+ b2√
2
)
. (A34)
Then the whole change in the atomic state is
∆ρˆg =
24576(a0eσ)
2
pi
∫ ∞
0
d|k| |k|
3e−
1
2σ
2(|k|+Ω)2
(4a20|k|2 + 9)6
{
2
[
(1− a2)e2|k|σ2Ω − a2
](
1 0
0 −1
)
+
(
a
√
1− a2
[
e2|k|σ
2Ωerf
(
iσ(|k| − Ω)√
2
)
− erf
(
iσ(|k|+ Ω)√
2
)
−
(
1− e|k|σ2Ω
)2](0 0
1 0
)
+ H.c.
)}
. (A35)
For the sudden top-hat switching (ii) χs(t) = Θ(t)Θ(−t+ σ), with the duration of interaction σ,
trf
(
Uˆ (1)ρˆiUˆ
(1)†
)∣∣∣
1
=
1327104
pi2
(ea0)
2
∫ ∞
0
d|k||k|3 16a
4
0|k|4 − 8a20|k|2 + 9
(4a20|k|2 + 9)8
[
1− cos (σ(|k| − Ω))
(|k| − Ω)2
(
1− a2 0
0 0
)
+
1− cos (σ(|k|+ Ω))
(|k|+ Ω)2
(
0 0
0 a2
)
− a
√
1− a2 cos (σ|k|)− cos (σΩ)|k|2 + Ω2
(
0 e−iΩσ
eiΩσ 0
)]
, (A36)
trf
(
Uˆ (1)ρˆiUˆ
(1)†
)∣∣∣
k⊗k
=− 49152
pi2
(ea0)
2
∫ ∞
0
d|k||k|3 (9− 20a
2
0|k|2)2
(4a20|k|2 + 9)8
[
1− cos (σ(|k| − Ω))
(|k| − Ω)2
(
1− a2 0
0 0
)
+
1− cos (σ(|k|+ Ω))
(|k|+ Ω)2
(
0 0
0 a2
)
− a
√
1− a2 cos (σ|k|)− cos (σΩ)|k|2 + Ω2
(
0 e−iΩσ
eiΩσ 0
)]
, (A37)
trf
(
Uˆ (2)ρˆi
)∣∣∣
1
=
663552
pi2
(ea0)
2
∫ ∞
0
d|k||k|3
[
iσ(|k|+ Ω) + e−iσ(|k|+Ω) − 1
(|k|+ Ω)2
(
a2 a
√
1− a2
0 0
)
20
+
iσ(|k| − Ω) + e−iσ(|k|−Ω) − 1
(|k| − Ω)2
(
0 0
a
√
1− a2 1− a2
)]
16a40|k|4 − 8a20|k|2 + 9
(4a20|k|2 + 9)8
, (A38)
trf
(
Uˆ (2)ρˆi
)∣∣∣
k⊗k
=− 24576
pi2
(ea0)
2
∫ ∞
0
d|k||k|3 (9− 20a
2
0|k|2)2
(4a20|k|2 + 9)8
[
iσ(|k|+ Ω) + e−iσ(|k|+Ω) − 1
(|k|+ Ω)2
(
a2 a
√
1− a2
0 0
)
+
iσ(|k| − Ω) + e−iσ(|k|−Ω) − 1
(|k| − Ω)2
(
0 0
a
√
1− a2 1− a2
)]
. (A39)
Hence we find the total change of the atomic state to be
∆ρˆs =
49152(a0e)
2
pi2
∫ ∞
0
d|k| |k|
3
(4a20|k|2 + 9)6 (|k|2 − Ω2)2
{(
2a2(|k| − Ω)2 cos(σ(|k|+ Ω))
+2
(
1− 2a2) (|k|2 + Ω2)+ 4|k|Ω + 2(a2 − 1) cos(σ(|k| − Ω))(|k|+ Ω)2)(1 0
0 −1
)
+
([
e2iσΩ(|k|2 − Ω2) + |k|2(2iσΩ− 1) + 4ΩeiσΩ(Ω cos (|k|σ)− i|k| sin (|k|σ))− Ω2(3 + 2iσΩ)]
×a
√
1− a2
(
0 0
1 0
)
+ H.c.
)}
. (A40)
We can particularize to the gapless case (Ω = 0), allowing then to perform the last remaining integral such that
∆ρˆsΩ=0 =
512e2
295245pi2
(
1− 2a2) [24−√piG 2,11,3( 00,5, 12
∣∣∣∣ 9σ216a20
)](
1 0
0 −1
)
, (A41)
where Gm,np,q
( a1,...,ap
b1,...,bq
∣∣ z) is the Meijer G-function.
Finally for (iii) χd(t) = Cδ(t), where C is some constant with mass dimension [C] = −1,
trf
(
Uˆ (1)ρˆiUˆ
(1)†
)∣∣∣
1
=
663552C2
pi2
(ea0)
2
∫ ∞
0
d|k||k|3 16a
4
0|k|4 − 8a20|k|2 + 9
(4a20|k|2 + 9)8
(
1− a2 a√1− a2
a
√
1− a2 a2
)
, (A42)
trf
(
Uˆ (1)ρˆiUˆ
(1)†
)∣∣∣
k⊗k
=− 24576C
2
pi2
(ea0)
2
∫ ∞
0
d|k||k|3 (9− 20a
2
0|k|2)2
(4a20|k|2 + 9)8
(
1− a2 a√1− a2
a
√
1− a2 a2
)
, (A43)
trf
(
Uˆ (2)ρˆi
)∣∣∣
1
=− 331776C
2
pi2
(ea0)
2
∫ ∞
0
d|k||k|3 16a
4
0|k|4 − 8a20|k|2 + 9
(4a20|k|2 + 9)8
(
a2 a
√
1− a2
a
√
1− a2 1− a2
)
, (A44)
trf
(
Uˆ (2)ρˆi
)∣∣∣
k⊗k
=
12288C2
pi2
(ea0)
2
∫ ∞
0
d|k||k|3 (9− 20a
2
0|k|2)2
(4a20|k|2 + 9)8
(
a2 a
√
1− a2
a
√
1− a2 1− a2
)
. (A45)
The nested time integrals over the two Dirac distributions are mathematically ambiguous (see [25]) and require us to
understand them as some sort of limit of a sequence of functions. If the delta distribution is understood as the limit of
a sequence of symmetric peaked functions of smaller and smaller width and constant area (e.g., the Dirac distribution
is the short width limit —symmetrically taken— of a sudden top-hat or Gaussian function), as it is shown in the
appendix of [25], one can show that∫ ∞
−∞
dt
∫ t
−∞
dt′e−i|k|(t−t
′)e±iΩ(t−t
′)δ(t)δ(t′) =
1
2
. (A46)
Our result can be integrated analytically and hence the change in the atomic state due to the delta switching is
∆ρˆd =
128C2e2
10935pi2a20
(
1− 2a2)(1 0
0 −1
)
. (A47)
In an equal superposition (a = 1√
2
) the atomic state does not get perturbed to second order in perturbation theory
for the delta and gapless sudden switching. Thus the purity is preserved which yields Hmin = 1 bit. As can be easily
checked, for all cases the perturbation is traceless and Hermitian.
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b. Assessing the validity of the perturbative approach
In the following we will present numerical results for the change in the atomic state after interaction for the different
switching functions. We will focus on regimes of low min-entropy, establishing that perturbation theory indeed holds in
these cases below a certain threshold of the coupling strength e depending on the switching function. Since the excited
state always led to the least generated Hmin, we will particularize to a = 0 that will yield the worst-case-scenario for
perturbation theory to hold. Assuming this, the initial state reads
ρˆ0 =
(
0 0
0 1
)
. (A48)
We saw earlier (Fig. 3a, 4b, and 5a) that increasing the coupling strength can drastically reduce the generated
randomness. We choose in the following a0 = 2.68 · 10−4 eV−1, Ω = 3.73 eV, and σ = 2.5 × 10−3. Then we find
that the coupling strength needs to be below the following values such that the magnitude of the perturbation to the
initial state is at most 0.1 times the original state for Gaussian and gapless sudden switching:
∆ρˆg(e = 12.8) =
(
0.1 0
0 −0.1
)
, (A49)
∆ρˆhΩ=0(e = 4.7) =
(
0.1 0
0 −0.1
)
, (A50)
with both having a purity of tr
(
ρˆ2a
)
= 0.82. We declare that the end-limit of the safe applicability of the perturbative
analysis.
On the other end, for the largest perturbation shown in the plots in the case of Dirac switching (Fig. 5a)
∆ρˆd(e = 4× 8.54× 10−2) =
(
0.012 0.
0. −0.012
)
, tr
(
ρˆ2a
)
= 0.98, (A51)
so we stay well within the regime of perturbation theory for all regimes studied of delta switching.
However, for Gaussian and sudden switching in the plots Fig. 3a and Fig. 4b we have gone slightly above those ‘safe’
numbers. The changes in the density matrices in the worst-case scenario for the plotted figures are
∆ρˆg(e = 17) =
(
0.177 0.
0. −0.177
)
, (A52)
∆ρˆhΩ=0(e = 7) =
(
0.22 0
0 −0.22
)
. (A53)
Therefore they are still under control, even if they are outside of the perturbative regime (higher order corrections
will still be smaller).
c. Symmetry property of the min-entropy
In order to see why to leading order in perturbation theory Hmin is symmetric around a =
1√
2
for Dirac and gapless
(Ω = 0) sudden switching, let us focus on the term(
1− 2a2)(1 0
0 −1
)
, (A54)
which is present in (28) and (29). Under the transformation a2 → 1 − a2, (A54) yields an additional factor of (−1).
Since the min-entropy (see (21)) depends on the purity of the state after the interaction,
tr
(
ρˆ2a
)
= tr
(
(ρˆa,i + ∆ρˆ)
2
)
= tr
(
ρˆ2a,i + 2ρˆa,i∆ρˆ
)
+O(e4), (A55)
the object of interest is, using (24),
tr (ρˆa,i∆ρˆ) ∝
[
a2 − (1− a2)] (1− 2a2) = −(1− 2a2)2. (A56)
Clearly (A56) is then invariant under a2 → 1 − a2. Therefore, we expect the min-entropy to be symmetric around
a = 1√
2
in the case for gapless sudden and Dirac switching, as is shown in Fig. 4a and 5a.
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On the other hand, for Gaussian switching there is none such invariance of the min-entropy. Starting from eq. (26),
one sees that the off-diagonal elements are invariant under a2 → 1 − a2, the diagonal elements however would yield
an additional factor of (−1) (as needed for symmetry of the min-entropy under the transformation) if it were not for
the factor exp
(
2|k|σ2Ω). It is therefore the case that if we use a non-homogeneous switching function (there is real
time variation of the coupling) for atoms with non-zero internal dynamics (Ω > 0) the free time evolution distorts the
symmetry of the plots.
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