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El presente proyecto de investigación muestra una solución tecnológica de alta 
disponibilidad para servidores basado en clúster de software propietario, bastante 
madura como para ser implementada a nivel empresarial. Propuesta que nace de la 
necesidad de minimizar el tiempo muerto de los servicios ante la caída de los 
servidores, de la Universidad Señor de Sipán, en los cuales están almacenados.  
Se analiza el estado actual de la infraestructura de red a nivel físico y lógico, así como 
los equipos servidores y los servicios que brinda la Universidad Señor de Sipán y a 
partir de ello se realiza un estudio detallado de las soluciones tecnológicas a nivel de 
software existentes en el mercado, analizando y comparando las características que 
estos poseen, dando énfasis a: networking, clustering y high Availability. Se cuantifican 
las características de los diferentes SO para servidores y se elige el sistema operativo 
que garantice alta disponibilidad y que funcionalmente minimice los tiempos de caídas 
no programados en ellos. De esta manera se diseña un clúster de servidores en base a 
Windows Server 2016 que garantiza la disponibilidad de los servicios críticos como lo 
son el servicio WEB y el servicio de base de datos las 24x7. Se implementa un clúster 
de alta disponibilidad en las instalaciones de la Universidad Señor de Sipán siguiendo 
los lineamientos del diseño propuesto. 
Finalmente, se analizó el estado actual de los servidores y el estado posterior a la 
implementación mediante encuestas realizadas al Área de Integración de Tecnologías 
perteneciente a la Dirección de Tecnologías de la Información, el 80% de ellos 
aprueban como “Muy buena” al nivel de disponibilidad de la solución propuesta y 
comparándolo con el Estándar ANSI/TIA-942 la posicionan en un “TIER I”, 
garantizando de esta manera alta disponibilidad y una mejora en la disponibilidad de 
los servicios brindados.  
 











This research project shows a technological solution for high availability cluster servers 
based on proprietary software, mature enough to be implemented at the enterprise 
level. Proposal stems from the need to minimize the dead of services before the fall of 
the servants of the Lord of Sipan University, in which are stored time. 
The current state of network infrastructure to physical and logical level and server 
computers and services offered by the Lord of Sipan University and from that a detailed 
study of technological solutions at existing software is done in analyzes the market, 
analyzing and comparing the characteristics that they possess, emphasizing: 
networking, clustering and high availability. the characteristics of different OS for 
servers are quantified and the operating system that ensures high availability and 
functionally minimizes unscheduled times falls on them is chosen. In this way a server 
cluster based on Windows Server 2016 that ensures the availability of critical services 
such as the Web service and database service 24x7 is designed. a cluster of high 
availability in the premises of the Lord of Sipan University is implemented following the 
guidelines of the proposed design. 
Finally, the current status of servers and the state after the implementation was 
analyzed by surveys of the area Integration Technologies belonging to the Directorate 
of Information Technology, 80% of them approved as "Very good" to the level of 
availability of the proposed solution and comparing it with the standard ANSI / TIA-942's 
positioned in a "TIER I", thus ensuring high availability and improved availability of 
services provided. 
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Tanto los servicios como las aplicaciones de una organización suelen realizar tareas 
fundamentales, en donde la falta de disponibilidad puede superar rápidamente la 
productividad, las caídas de los servicios almacenados en algún servidor producen 
pérdidas de tiempo considerables que generan no solo molestias a todo el personal 
que labora en la organización sino también la preocupación dentro del personal 
encargado de administrar los recursos que ponen en funcionamiento estos servicios, 
como lo es la Dirección de Tecnologías de la Información, esto sin tomar en cuenta la 
insatisfacción del usuario final.  
La manera más sencilla y efectiva de conseguir disponibilidad y confiabilidad en los 
servicios consiste en dar soporte tecnológico a las zonas críticas del sistema. Mediante 
una solución tecnológica como es un clúster de conmutación por error que provee alta 
disponibilidad, si un sitio está soportado por más de un servidor (clúster o granja de 
servidores) y se produce un fallo en alguno de ellos, es posible redirigir las solicitudes 
de procesamiento a otro servidor, mediante procesos internos y comunicaciones entre 
ellos (se ejecutan en segundos), con esto se consigue un sitio de alta disponibilidad, y 
de esta misma forma se podría ejecutar muchos más servicios que a simple vista para 
el  usuario final se ejecutan sin ninguna interrupción y de la manera más transparente.  
Un clúster de alta disponibilidad permite el acceso continuo a los servicios y el 
almacenamiento albergados en servidores y aplicaciones dentro de una organización. 
Este trabajo de investigación presenta, luego de haber analizado las ventajas y 
desventajas de las distintas soluciones tecnológicas encontradas y de haberla 
implementado haciendo las pruebas pertinentes que demuestren su correcto 
funcionamiento, una estrategia para la implementación de un clúster de alta 
disponibilidad en base a software propietario, lo suficientemente madura para ser 
implementada a nivel empresarial. 
Para una mejor comprensión del presente trabajo de investigación se ha estructurado 
en siete capítulos, ordenados de la siguiente manera: 
 
CAPÍTULO I. “ANÁLISIS DE LA REALIDAD PROBLEMÁTICA”: En este apartado se 
describe la situación problemática de la investigación, así como la descripción del 





y los específicos, la justificación e importancia y por último el alcance y las limitaciones. 
 
CAPÍTULO II. “MARCO TEÓRICO”: Abarca el estado del arte de esta investigación, 
tomando en cuenta otras investigaciones anteriores relacionadas al tema, se presenta 
la base teórica es decir todos los temas relacionados a la investigación, como lo son: 
sistemas distribuidos, clustering, servidores, alta disponibilidad, características RAS, 
Windows Server 2016.  
 
CAPÍTULO III. “MARCO METODOLÓGICO”: Abarca el planteamiento metodológico, 
incluyendo los siguientes puntos: tipo de investigación, variables e indicadores, 
población y muestra, estrategia para demostrar la hipótesis, materiales, herramientas, 
equipos y técnicas para la recolección de datos. 
 
CAPÍTULO IV. “ANÁLISIS DE LA SITUACIÓN ACTUAL Y COMPARATIVA DE ALTA 
DISPONIBILIDAD PARA SERVIDORES EXISTENTES EN EL MERCADO”: Abarca la 
situación actual en la que se encuentra la organización, se muestra un estudio de los 
servicios brindados por la USS, se describe el estudio de las soluciones tecnológicas a 
nivel de software existentes en el mercado y una comparativa de ellas, así como su 
cuantificación para la toma de decisiones de la mejor solución. 
 
CAPÍTULO V. “DISEÑO E IMPLEMENTACIÓN DE LA SOLUCIÓN PROPUESTA”: En 
este apartado se presenta la solución propuesta, el diseño de la propuesta tecnológica 
describiendo todos los elementos que esta implica y se describe el proceso de 
implementación de ella. 
 
CAPÍTULO VI. “ANÁLISIS E INTERPRETACIÓN DE LOS RESULTADOS”: Abarca el 
análisis de pruebas realizadas y la interpretación de los resultados de la investigación. 
 
CAPÍTULO VII.  “CONCLUSIONES Y RECOMENTACIONES”: Se presentan las 
conclusiones a las cuales se llega y las recomendaciones respectivas para futuras 
investigaciones y puestas en marcha a implementaciones similares a esta 
investigación. 
Finalmente se presenta el glosario, la bibliografía y los anexos. 
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CAPÍTULO I: ANÁLISIS DE LA REALIDAD PROBLEMÁTICA 
1.1  Descripción de la realidad problemática  
El punto de inicio que genera el problema de esta investigación recae en que muchos 
de los servidores que prestan servicios informáticos, que en su gran mayoría son 
servicios críticos, tales como: servicio de acceso web, servicio de almacenamiento de 
archivos, servicio de base de datos, servicios de mensajería, servicio de intranet entre 
muchos otros no cuentan con una infraestructura tecnológica que brinde alta 
disponibilidad. Cuando se tiene soporte de hardware, pero no se cuenta con un soporte 
de software o una configuración óptima que garantice la disponibilidad de los servicios 
brindados por un servidor, se podría originar caídas en alguno de ellos las cuales 
generan interrupciones en los servicios, dejando de brindarlos, servicios que en 
muchos casos son críticos para la organización, lo cual crea un malestar tanto para las 
empresas que los brindan como los clientes que los consumen. 
 
Así tenemos el caso de la Universidad Señor de Sipán, ubicada en Lambayeque - Perú, 
que es una institución dedicada a la formación de profesionales en distintas áreas del 
conocimiento, la cual brinda un conjunto de servicios de información que están 
instalados y soportados en sus servidores, pero a medida que crece la cantidad de 
usuarios en la institución crece también diversos problemas tales como lentitud en los 
servicios o caídas del sistema , debido a conexiones concurrentes e indisponibilidad en 
los servicios web; estos servidores  no cuentan con una red de alta disponibilidad, aún 
observamos la caída de sistemas en las áreas más críticas, así como los servicios 
académicos y administrativos internos que brinda el Área de Integración de 
Tecnologías, aumentando las interrupciones del servicio y afectando 
considerablemente el trabajo de los administrativos, docentes y alumnos; y generando 
un malestar considerable. 
 
Los principales problemas observados se presentan a continuación: 
 La caída del campus virtual, que perjudica principalmente a los alumnos porque 
les impide el registro de la matrícula y con ello el aumento monetario de esta, 
por realizar el pago fuera del tiempo límite, además ocasiona pérdida de tiempo 
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a los padres de familia como en el caso de que vayan a pedir las notas de sus 
hijos. Por otro lado, en el aspecto académico también impide seguir 
desarrollando las tareas de los docentes. 
 Caída del sistema académico, esto afecta al personal académico de la 
institución como por ejemplo los docentes porque impide que no se pueda 
imprimir boletas de notas, no saben quiénes son los matriculados generando 
inconvenientes, pero la principal preocupación y malestar se genera por la 
pérdida de tiempo para los directores de escuela, quienes no pueden realizar 
sus labores y tareas con normalidad. 
 Caída de los sistemas administrativos, generando que el alumno no pueda 
realizar sus pagos a tiempo como también dificulta el trabajo de recursos 
humanos y logística como también es el caso de contabilidad, dando origen a la 
insatisfacción, reclamos, descontento, etc. Pero principalmente se genera un 
malestar por la pérdida de tiempo que esto genera al personal administrativo que 
no puede realizar sus tareas de manera oportuna y eficaz porque sus 
actividades están paradas debido a que la mayoría de ellas dependen de los 
servicios informáticos. 
 
Hasta el momento podemos observar que el principal problema que engloba a todos 
los demás sub problemas planteados es la pérdida de tiempo que generan las caídas 
de los servicios almacenados en los servidores, por distintas causas que más adelante 
se estudiarán, muchas de ellas pudiéndose disminuir en gran proporción. Estos 
tiempos muertos que generan las caídas de los servidores causan que las actividades 
(muchas de ellas de servicios críticos como la web o la base de datos) estén totalmente 
paralizadas. 
 
1.2  Descripción del proyecto 
El presente proyecto muestra una solución tecnológica que garantiza una 
infraestructura de alta disponibilidad en servidores, bastante madura como para ser 
implementada a nivel empresarial, en las instalaciones de la Universidad Señor de 
Sipán con el fin de lograr que los servicios académicos y administrativos no se vean 
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interrumpidos y con esto garantizar que los tiempos de caídas de los servidores se 
minimicen lo más posible. 
Se analizarán los diferentes tipos de servidores, almacenamiento y redes. Se hará 
énfasis en el estudio y análisis de las soluciones de alta disponibilidad a nivel de 
software para servidores, realizando una comparación y valoración de las 
características más relevantes  de ellos; y haciendo referencia a las tecnologías 
relacionadas como Clustering y High Availability; de tal manera que se elija la solución 
más óptima que garantice que los servicios informáticos operen 7/24 correctamente, 
servicios que estén disponibles 7 días a la semana 24 horas al día, garantizando de 
esta forma alta disponibilidad en los servidores de la Universidad Señor de Sipán. 
Finalmente se implementa la solución propuesta en los servidores de la Universidad 
Señor de Sipán y se realiza un estudio de la disponibilidad de estos tanto previa 
implementación como en lo posterior de esta.  
 
1.3  Formulación de la pregunta de Investigación 
¿Cómo afecta el nivel de disponibilidad en los servicios informáticos de la Universidad 
Señor de Sipán? 
 
1.4  Hipótesis 
La implementación de la infraestructura tecnológica de alta disponibilidad influye en 
disminuir las interrupciones de los servicios informáticos críticos en la Universidad 
Señor de Sipán. 
 
1.5  Objetivos 
1.5.1 Objetivo general 
Analizar, comparar e implementar una infraestructura tecnológica con alta 
disponibilidad para servidores de la Universidad Señor de Sipán-Lambayeque. 
1.5.2 Objetivos específicos 
- Análisis de la situación actual de la infraestructura tecnológica de la Universidad 
Señor de Sipán. 
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- Identificar los principales servicios informáticos con los que cuenta la 
Universidad Señor de Sipán. 
- Comparar las diferentes soluciones de alta disponibilidad existentes en el 
mercado y elegir la que mejor se adapte a las necesidades de la empresa de tal 
manera que brinde las mejores características RAS (Reliability, Availability, and 
Serviceability). 
- Implementación de una la infraestructura tecnológica según los lineamientos de 
diseño realizados. 
 
1.6  Justificación e importancia 
Hoy en día las grandes empresas se plantean elegir la mejor opción en el área de TI, 
esto es, analizar y utilizar diferentes soluciones tecnológicas o distintas alternativas 
para reducir y prever algún desastre, que pueda afectar los servicios brindados por la 
organización o prescindir de alguno a corto o largo plazo. Por tal motivo, es importante 
buscar la mejor manera de buscar alta disponibilidad ante distintas situaciones que 
puedan ocurrir, ya que la información es el principal activo de las empresas. 
La presente investigación pone énfasis al estudio y análisis de las tecnologías de la 
información en una empresa de gran tamaño, para lograr una reducción de las caída de 
los servicios implementado una infraestructura de alta disponibilidad para servidores 
aplicando técnicas de clustering que pueda en todo momento brindar alta disponibilidad 
a los servicios brindados por la organización de tal manera que se pueda disminuir lo 
más posible el tiempo muerto (timeout) o también denominado tiempo de inactividad de 
un servidor. 
Con la implementación de la solución propuesta se pretende que las empresas 
aseguren el funcionamiento normal de sus operaciones minimizando al máximo el 
riesgo tecnológico dando continuidad al negocio y centrándose en obtener alta 
disponibilidad para los servicios que dependen de los servidores, en los cuales se 
encuentran almacenados. 
Por otro lado, desde el punto de vista metodológico, esta investigación generará 
conocimiento válido y confiable dentro del área de las TICs, como base a 
investigaciones e implementaciones futuras, ayudando también a otras instituciones 
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con problemas similares como marco referencial para solventar sus problemas y 
mejorar sus servicios. 
 
1.7  Alcances y Limitaciones 
1.7.1 Alcance 
En este proyecto se pretende implementar una solución tecnológica de alta 
disponibilidad que dé solución a los problemas presentes en los servicios informáticos 
brindados por la Universidad Señor de Sipán-Pimentel - Chiclayo – Lambayeque 
abarcando sólo temas de conectividad, servidores y alta disponibilidad, de tal manera 
que se pueda reducir interrupciones ocasionadas en los servicios brindados. 
1.7.2 Limitaciones 
La implementación de esta investigación está sujeto a la Universidad Señor de Sipán. 
Se desarrolla la implementación de un prototipo de la solución planteada, en máquinas 
virtuales que, por falta de recursos de hardware, se ve modificado ligeramente del 
diseño de la implementación real de la solución. 
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CAPÍTULO II: MARCO TEÓRICO 
2.1 Antecedentes de otras investigaciones 
Bernal C. Iván, Mejía N. David y Fernández A. Diego (2005). En “Computación de Alto 
Rendimiento con Clústers de PCs”, 1-2. Afirman que: La idea de los clústers tomó 
impulso en los 90s, cuando se dispuso de microprocesadores de alto rendimiento, 
redes de alta velocidad, y herramientas estándar para computación distribuida 
(Message Passing Interface, MPI, Parallel Virtual Machine, PVM (Quinn, 2003; 
Pacheco, 1997)) y a costos razonables. Pero también el desarrollo de los clústers fue 
impulsado por deficiencias de los Sistemas Multiprocesador Simétricos (Symmetric 
MultiProcessors, SMPs (Culler y Singh, 1999)). Las grandes máquinas SMP son 
costosas, propietarias, tienen un único punto de falla, no están ampliamente 
disponibles, y sufren de problemas de escalabilidad, en términos de número de 
procesadores y capacidad de memoria. Según Lucke (2005), los sistemas SMP más 
grandes conocidos, escalan hasta un número de alrededor de 128 CPUs. 
 
En 1994, T. Sterling y D. Becker, trabajando en CESDIS (Center of Excellence in Space 
Data and Information Sciences) bajo el patrocinio del Proyecto de la Tierra y Ciencias 
del Espacio (ESS), construyeron un clúster de computadoras que consistía de 16 
procesadores 486DX4, usando una red Ethernet a 10Mbps, con un costo de $40,000. 
Ellos llamaron a su sistema Beowulf, un éxito inmediato, y su idea de proporcionar 
sistemas en base a COTS (Components Of The Shelve) para satisfacer requisitos de 
cómputo específicos, se propagó rápidamente a través de la NASA y en las 
comunidades académicas y de investigación. En la actualidad, muchos clústers todavía 
son diseñados, ensamblados y configurados por sus propios operadores; sin embargo, 
existe la opción de adquirir clústers prefabricados. El problema que se intenta resolver 
con estos clústers es el de disponer de capacidad computacional equivalente al 
encontrado en poderosas y costosas supercomputadoras paralelas tradicionales 
(Cray/SGI T3E) (Gordon y Gray, 2001), pero empleando componentes de bajo costo y 
ampliamente disponibles (commodities). Los altos requerimientos computacionales a 
los que se hace mención, son típicos en aplicaciones como algoritmos genéticos, 
simulación de líneas de fabricación, aplicaciones militares, bases de datos, síntesis de 
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imágenes, recuperación de imágenes por contenido, simulación de modelos para clima, 
análisis de sismos, algoritmos para solución a problemas de electromagnetismo, 
dinámica de fluidos, química cuántica, biomedicina, etc. (Buyya, 1999, Vol. II). Las 
grandes supercomputadoras tradicionales, propietarias y costosas, están siendo 
reemplazadas por clústers a una fracción del costo. Esto permite a pequeñas 
organizaciones de investigación, departamentos de IT (Information Technology), y 
grupos de ingeniería, poseer sus propias supercomputadoras, a una fracción del costo 
previamente requerido para obtener el equivalente computacional. Otros aspectos 
económicos a considerarse son costos explícitos, necesarios para utilizar y mantener 
un centro especializado con supercomputadoras: espacio, aire acondicionado, 
consumo de potencia, personal para administración y consultas, etc. Cuando se posee 
un clúster estos costos están implícitos ya que se operan centros propios y no se los 
debe sustentar como usuarios de un centro especializado (Gordon y Gray, 2001). 
 
Rodríguez de Souza, J. (2006). En su investigación FTDR: Tolerancia a fallos, en 
clústers de computadores geográficamente distribuidos, basada en Replicación de 
Datos. (Tesis Doctoral). Universidad Autónoma de Barcelona. España. Afirma que el 
objetivo general planteado a sistemas de tolerancia a fallos es que el trabajo total se 
ejecute correctamente, aun cuando falle algún elemento del sistema, perdiendo el 
mínimo trabajo realizado posible, teniendo en cuenta que las prestaciones disminuyen 
debido al overhead necesario introducido para tolerar fallos y a la pérdida de una parte 
del sistema. Concluye su investigación sustentando que utilizando la técnica de 
Replicación de Datos denominada FTDR (Fault Tolerant Data Replication) es un 
modelo de tolerancia a fallos óptimo para clústers de computadores geográficamente 
distribuidos, debido a que está basada en la replicación inicial de los procesos y una 
replicación de datos dinámica durante la ejecución, con el objetivo de preservar los 
resultados críticos y que está orientado a aplicaciones con un modelo de ejecución 
Master/Worker y ejecutado de forma transparente al usuario (implica que el sistema 
termine la ejecución en presencia de fallos sin intervención humana). Cabe mencionar 
que los datos replicados, según Rodríguez, se utilizan básicamente para tolerancia a 
fallos y no se utilizan para mejorar el acceso y distribución de los datos en el sistema. 
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Lastras Hernansanz, J., Lázaro Requejo, J. y Mirón García, J. (2008). En Arquitecturas 
de red para servicios en Cloud Computing. (Tesis de pregrado). Universidad 
Complutense de Madrid. España. Afirman que hoy en día la mayoría de los servidores 
residen en grandes computadoras en las que solo se utiliza una pequeña parte de la 
CPU. Este desaprovechamiento ha motivado que se instalen máquinas virtuales en los 
servidores para usar más el hardware y reducir el número de servidores. Esto tiene 
consecuencias directas en ahorro de dinero, energía y administración de manera que la 
virtualización está en auge hoy en día. Nos detallan que el objetivo de su investigación 
consiste en el diseño de un sistema para la gestión y virtualización de la red de 
servicios en clouds. Y para realizarlo se implementó una infraestructura piloto a partir 
de dos clústers físicamente separados. Cada uno de ellos disponía de un front-end y 
dos nodos en los que se sostendrá un pool de máquinas virtuales. Cada conjunto de 
máquinas virtuales estaría en una red local y se instalaría un túnel entre los dos front-
end de los clústers para que ambas redes tengan acceso entre ellas. Este túnel es 
posible implementarlo gracias a que los front-end tienen conexión a Internet, pero esto 
no significa que su seguridad pueda estar comprometida porque toda la información 
que viaja a través del túnel estaría cifrada. 
Mencionan que después de su investigación han aprendido que virtualizar requiere un 
estudio de la utilización de los recursos de las aplicaciones para analizar si conviene o 
no instalar máquinas virtuales. Esto es importante porque a veces es fácil sobrecargar 
el hardware y como consecuencia no se obtiene el rendimiento deseado de las 
aplicaciones virtualizadas. 
Concluyen su investigación sobre el Cloud Computing y el mundo de la Virtualización, 
mencionando que sin lugar a dudas las posibilidad de hacer sistemas fácilmente 
escalables, en los que podamos aprovechar recursos de cualquier parte del mundo, 
que podamos añadir nuevas máquinas virtuales (servidores web) a nuestro sistema 
contratándolas de servicios como Amazon EC2, hace que podamos usar Internet como 
infraestructura para implementar nuestro sitio web sin la necesidad de disponer de un 
centro de datos propio (que en muchos casos estará desaprovechado al no adecuarse 
exactamente a las necesidades de cada momento), o, por el contrario, en caso de 
“Implementación de una infraestructura tecnológica con alta disponibilidad basada en clústers 
para los servidores de la Universidad Señor de Sipán-Lambayeque.” 
28 
 
disponer ya de un centro de datos propio donde alojar nuestro servicio web, poder 
disponer de una infraestructura adicional para situaciones en las que sea necesaria 
satisfacer una mayor demanda del servicio. 
 
Bonilla Contreras, M. y Vargas Becerra, L. (2009). En Diseño e implementación de una 
infraestructura para la prestación del servicio de correo usando la técnica de clustering 
de alta disponibilidad. (Tesis de pregrado). Universidad Industrial de Santander. 
Colombia. Describen que “En la actualidad las organizaciones requieren de servicios 
informáticos 7/24 para operar correctamente, servicios que estén disponibles 7 días a 
la semana 24 horas al día”. Luego nos muestran una situación problemática, afirmando 
que, para muchas organizaciones, las interrupciones no planteadas representan tiempo 
sin el apoyo de sus sistemas informáticos y puede llegar a ser catastrófico, o al menos 
muy costoso. Con el fin de aumentar los niveles de disponibilidad para ganar ventaja 
competitiva en las organizaciones, se ha llegado al surgimiento de alternativas 
tecnológicas revolucionarias como son los clústers de alta disponibilidad. En respuesta 
a esas necesidades, su investigación propone el uso de la tecnología de clustering de 
alta disponibilidad para la prestación del servicio de correo en organizaciones con gran 
número de usuarios y alta demanda del servicio, para lo cual se realiza el diseño e 
implementación de una arquitectura distribuida que contempla aspectos como el 
balanceo de carga (algoritmos de planificación y monitoreo de servicios), el 
almacenamiento masivo (sistemas de archivos distribuidos con alto rendimiento y 
tolerancia a fallos), y los componentes inherentes al servicio de correo electrónico. Este 
esquema usa como técnica principal la redundancia, instalando varios servidores 
completos (con PCs normales de escritorio) en lugar de uno solo como en las 
arquitecturas centralizadas tradicionales donde se pueden presentar daños o errores 
internos que afectan el funcionamiento del sistema informático, convirtiéndose en un 
punto único de fallo (SPOF) del cual depende el funcionamiento del servicio. Un 
aspecto importante de este tipo de arquitecturas es la escalabilidad, con la cual se 
puede lograr incrementar la capacidad de almacenamiento y de mantener o aumentar 
el nivel de servicio agregando más nodos al clúster, dando la posibilidad de responder 
de manera flexible ante cambios en la demanda del servicio o almacenamiento. 
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Concluyen su investigación aportando lo siguiente: la configuración en términos de 
disponibilidad en la arquitectura implantada se realizó con una configuración de 
activo/pasivo para las capas de balanceo de carga y almacenamiento compartido, 
diferente a la realizada en la capa del clúster de servidores donde se tiene una 
configuración de múltiples activos. Dentro de la realización de las pruebas para los 
escenarios creados con eventos de failover, se observó el impacto del tiempo de 
retoma de servicios sobre el índice de disponibilidad total del sistema, donde el tiempo 
más alto de failover se presentó en la capa de almacenamiento compartido.   
 
Vega Anaya, F. (2010). En su proyecto Virtualización de servidores, su impacto 
financiero en empresas grandes. (Tesis de maestría). Universidad Autónoma de 
Querétaro. México. Centra su investigación en la aplicación de tecnologías de 
virtualización de servidores para una empresa grande. Menciona que para lo cual se 
estudió minuciosamente las necesidades de una empresa, se analizó qué es lo que 
necesitan las grandes empresas para que sus áreas de Tecnologías de Información 
sean más productivas y logren alcanzar los objetivos de las compañías. En su proyecto 
logró reducir en gran medida el número de servidores con los que contaba la empresa. 
De necesitar 33 servidores en un principio, se logró reducir a 6 el número de servidores 
físicos, lo cual trajo muchos beneficios a la misma, logrando un retorno de la inversión 
(ROI) del 541.5% lo cual representa que en 5 meses se recuperará la inversión. Se 
obtuvo una disminución en la contaminación que generan los sistemas de cómputo y 
en gastos administrativos que éstos generan. Se optimizaron los recursos humanos y 
financieros de la compañía, mejorando la administración de los servidores y teniendo 
una infraestructura más robusta, en caso de que ocurra algún desastre. 
Luego en su investigación, Vega, concluye que existen dos problemas en los sistemas 
de servidores diseñados para los centros de procesamiento de datos: por un lado, la 
proliferación de máquinas físicas, y, por otro lado, de manera derivada, el 
aprovechamiento poco óptimo de la potencia de cómputo de las mismas. A cada 
máquina física se le asigna una función, instalándose los servicios necesarios para 
cumplir su objetivo. Si con estos servicios ejecutándose, la máquina cuenta con un 80% 
de su potencia de cómputo libre, se está desperdiciando una cantidad considerable de 
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capacidad de proceso en la máquina. Lo cual indica que también se desperdician 
recursos financieros. Por otro lado, la virtualización tiene sus ventajas, la capacidad de 
disminuir el problema de la potencia de cómputo la utilización de varias máquinas 
enfocadas a distintos objetivos, y para implantar el diseño se utilizan máquinas virtuales 
ejecutándose sobre una o varias máquinas físicas, se obtendrán varios beneficios: 
- Una reducción de los costos considerable, al no tener que comprar un servidor 
por cada aplicación que se tenga. Solamente se comprarán los servidores que 
contendrán a los servidores virtualizados, aunque tengan que ser de mayor 
potencia, pero se tendrá un mejor aprovechamiento de los recursos. 
- Se obtendrá un sistema ampliamente escalable, es decir, si se requieren más 
servidores, éstos pueden ser servidores virtuales. De esta forma, no se incurre 
en más gastos, ni se necesita más espacio físico para alojar otro servidor físico. 
- Se pueden realizar más divisiones de las que en un principio se contaría al tener 
solo máquinas físicas. Al realizar más divisiones contando con los servidores 
virtuales, se aísla mejor los servicios obteniendo más seguridad en todo el 
sistema. 
 
Barbáchano Cirión, A. y Morató Osés, D. (2010). En su investigación Comparativa de 
prestaciones de servidores virtualizados. (Tesis de pregrado). Universidad Politécnica 
de Madrid. España. Mencionan que el término virtualización ya existe desde hace años, 
pero su necesidad y aplicación es cada día mayor. Existen muchas diferentes 
soluciones de virtualización y muchas son las diferencias existentes entre todas ellas: 
el precio, forma de virtualizar, tipo de virtualización, compatibilidades, etc… Toda esta 
información se puede obtener visitando la respectiva página web oficial de cada 
producto, lo que no se puede conocer es el rendimiento que ofrece cada uno de ellos y 
eso sería muy importante para saber cuál elegir. El objetivo de su proyecto es el 
comparar los diversos softwares de máquinas virtuales de tal manera que después del 
estudio y las pruebas se comparen los resultados de rendimiento obtenidos y errores 
para sacar conclusiones acerca de que software se comporta mejor. 
Concluyen que el rendimiento de VMware es algo mayor que el de VirtualBox, 
minimizando más los errores. 
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Gavilán García, J. (2011). En Gestor de recursos sobre sistemas virtualizados. (Tesis 
de pregrado). Universidad Politécnica de Catalunya. España. Cuya investigación tiene 
por objetivo principal el proponer e implementar un sistema de gestión de recursos para 
la arquitectura basada en clústers con sistemas de ficheros distribuidos en red y con 
virtualización de sistemas operativos. La arquitectura ha sido implementada por el 
MediaCAT de la Fundación i2CAT con el objetivo de proveer servicios de escritorios y 
servidores virtualizados. 
La solución que propone está basada en un sistema con agentes monitorizados de la 
utilización de los recursos del clúster. Los agentes permiten controlar el 
comportamiento del sistema. Los datos recogidos por los agentes son procesados por 
un gestor de recursos; el cual en base a una política de reasignación de recursos y 
consumo energético permite gestionar las cargas de trabajo y consolidación de los 
servidores que conforman el clúster. En su investigación, estudia la modelización del 
problema que supone la reasignación de recursos bajo diversas limitaciones para 
encontrar posibles soluciones óptimas. Posteriormente el problema es modelado 
basándose en los problemas de tipo Bin-Packing y Suma de Subconjuntos, planteando 
algoritmos de aproximación y heurística para su resolución. Después de definir las 
claves para conseguir el objetivo planteado, el sistema será capaz de gestionar de 
forma automática o semiautomática la gestión de recursos del sistema garantizando la 
consolidación, el balanceo de carga de los servidores y el ahorro de energía.  
Concluye que se ha cumplido con el objetivo de minimizar la información de control y 
carga de red implementando un algoritmo de balanceo modelado en base a problemas 
suma de subconjuntos, en la cual se ha aplicado aproximación para su resolución. Para 
garantizar el balanceo es estrictamente necesario garantizar un margen reducido 
alrededor del balanceo de carga ideal. Además, se aplican sólo cuando las condiciones 
lo requieran. Por otro lado, se garantiza que las reestructuraciones producidas al 
gestionar los recursos del sistema son transparentes al usuario final. La 
implementación ha tenido en cuenta la reducción del impacto sobre el usuario final 
minimizando el número de migraciones y la periodicidad de las reestructuraciones. Este 
resultado es producto de dividir el problema del balanceo de carga en el algoritmo 
“Implementación de una infraestructura tecnológica con alta disponibilidad basada en clústers 
para los servidores de la Universidad Señor de Sipán-Lambayeque.” 
32 
 
online, se aplica una asignación inmediata, y en el algoritmo offline aplicado cuando las 
condiciones lo requieran y que supone migraciones interdominio. Respecto a los 
servidores, se ha conseguido garantizar la consolidación de servidores implementando 
un algoritmo que mediante parámetros de utilización estudia la viabilidad del apagado 
del nodo más infrautilizado. Los resultados demuestran que el número de nodos activos 
resultantes superan en una unidad el valor mínimo ideal de nodos activos utilizados. 
Finalmente recomienda que para trabajos futuros será importante que el sistema gestor 
de recursos y monitorización pueda ser implementado en diversas plataformas de 
virtualización, tal como VMware 
 
Rubio Sapiña, A. (2012). En su investigación Alta disponibilidad en servidores y 
optimización de recursos hardware a bajo coste. (Tesis de maestría). Universidad 
Politécnica de Valencia. España. Afirma que desde siempre los administradores de 
sistemas se han encontrado con “sentimientos contrapuestos” a la hora de seleccionar 
el sistema operativo sobre el que van a correr sus servicios, aunque uno quiera no 
todos los servicios pueden correr sobre los mismos sistemas, por otro lado, siempre ha 
sido una preocupación el hardware sobre el que van a correr, así como la duplicidad 
del mismo. A todo esto, si le añadimos el bajo porcentaje de uso que se le suele dar a 
bastantes servidores en el desempeño de sus funciones, la cantidad de espacio que 
necesitamos habilitar para ellos, la electrónica necesaria para conectarlos todos y el 
consumo eléctrico que se produce, nos lleva a considerar alternativas como las 
propuestas en este documento para la optimización y reducción de costes, así como la 
mejora de disponibilidad de dichos servicios. 
Concluye que en primer lugar se ha estudiado la posibilidad de disponer de un sistema 
de almacenamiento distribuido y accesible desde diferentes sistemas físicos, así como 
contrastando diferentes sistemas de ficheros que nos dan la posibilidad de acceso 
concurrente a estos recursos. Hemos podido apreciar tras comparar costes y eficiencia 
que lo que más se adapta a lo que inicialmente estamos buscando es una combinación 
de hardware/software basado en la utilización de discos locales (los mismos que ya se 
suelen tener en los servidores de la empresa) y la tecnología/software DRBD que nos 
permitirá crear un RAID 1 (mirroring) a través de la red, proporcionándonos seguridad y 
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a la vez combinando con un sistema de archivos de clúster tipo ocfs2 y/o gfs2, la 
posibilidad de acceder a los mismos desde dos nodos diferentes de nuestro clúster. En 
segundo lugar, se ha estudiado diferentes sistemas de virtualización para ejecutar en 
ellos los servidores/servicios que queramos ofrecer y ver cual se adapta mejor a 
nuestro propósito. En este punto podemos destacar como plataforma recomendada 
Xen, aunque en algunos casos, por otros motivos como la elección del sistema host o 
por el sistema de almacenamiento puede llegar a ser una mejor opción por plataformas 
como Qemu/KVM. 
Finalmente se ha estudiado diferentes sistemas de clustering que ofrezcan alta 
disponibilidad, descartando directamente los que necesitan una inversión elevada para 
llegar a obtener las prestaciones requeridas, como son las soluciones VMWare 
VSphere y XenServer. De las dos estudiadas podemos decir que son perfectamente 
válidas y que la elección entre una u otra puede venir dada más por elecciones 
externas como el sistema de ficheros de clúster o la predilección por una u otra 
herramienta de configuración. 
Como recomendación para trabajos futuros, Rubio señala que dado que el punto más 
crítico a la hora de ofrecer alta disponibilidad de servidores virtualizados es en todo 
momento el almacenamiento, sería interesante estudiar más a fondo cada uno de los 
sistemas de almacenamiento y ficheros propuestos para buscar alternativas que 
ofreciese opciones como snapshots y copias de seguridad de los discos de los 
sistemas virtualizados, así como estudiar la posibilidad de llegar a minimizar las 
ventanas temporales en los que es preciso apagar o reiniciar los sistemas virtualizados. 
Tal como se comenta en la investigación de Rubio, otro campo abierto, es la posibilidad 
de crear clústers de servidores virtualizados, estudiando las múltiples ventajas que nos 
pueden aportar las plataformas de virtualización para dotar a clústers de alta 
disponibilidad de una granja de servidores virtualizados mediante los cuales mantener 
nuestros servicios siempre activos.  
 
Sariego Rodríguez, F. (2013). En su investigación Infraestructura virtual, automatizada 
y en alta disponibilidad de una plataforma integral para equipos de desarrollo. (Tesis de 
pregrado). Universidad de la Rioja. España. A diseñado una estrategia de alta 
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disponibilidad usando un clúster gestionado mediante Corosync y Pacemaker, 
respetando siempre el principio de simplicidad; para el almacenamiento compartido 
basado en ficheros ha usado GlusterFS; también ha creado un dispositivo de 
almacenamiento virtual asociado a las máquinas virtuales que ha usado para el 
almacenamiento por compartido basado en bloque.  
Ha gestionado las configuraciones de las máquinas y los servicios mediante Puppet, 
usando Geppeto como entorno de desarrollo sobre un repositorio Git. De esta forma a 
automatizado toda la configuración, consiguiendo que sea replicable a partir de una 
instalación limpia del sistema operativo. Como plataforma de virtualización, eligió 
VirtualBox gestionada mediante Vagrant; la combinación de ambas tecnologías ha 
permitido automatizar la creación del sistema operativo para tal fin. La integración de 
Vagrant con Puppet ha resultado muy importante para construir de forma iterativa la 
configuración de toda la infraestructura. 
Concluye que el uso de VirtualBox mediante Vagrant junto con Puppet, ha confirmado 
que es una plataforma excelente para construir nuevas infraestructuras virtualizadas 
previo al paso a producción. Usar la provisión de configuraciones directamente 
mediante Vagrant ha supuesto un gran ahorro de tiempo si se compara con el uso de 
un servidor dedicado a la gestión de configuraciones. Geppeto ha sido 
extremadamente útil, simplificando el uso de Puppet y Git. 
Los módulos de Puppet Forge han sido uno de los puntos negativos; a pesar de existir 
módulos para muchos de los servicios, ha descartado la mayoría por no cubrir la 
funcionalidad necesaria, ser incompatibles, estar desactualizados o contener errores. 
 
Alcántara Roa, L. (2014). En Instalación y configuración de un clúster de alta 
disponibilidad con reparto de carga. (Tesis de maestría).  Universidad Politécnica de 
Valencia. España. Menciona que en su proyecto ha implementado un Clúster de Alta 
Disponibilidad con Reparto (Equilibrado) de la carga. Este tipo de Clustering es 
bastante factible en entornos críticos donde la provisión del servicio que ofrece la 
máquina debe estar presente en todo momento. En este Clúster se ha implementado 
un servidor Web y un Sistema de máquinas virtuales para los usuarios del mismo. 
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Afirma en su investigación que la computación en clustering, en su nivel más básico, 
involucra dos o más ordenadores como servidores para un único recurso. Las 
aplicaciones están convirtiendo al Clustering como una vía para aumentar la carga de 
datos. La práctica de distribuir atributos desde una simple aplicación en varias 
computadoras no solo aumenta la eficiencia, sino también la redundancia en caso de 
fallo. Un primer ejemplo de un clúster básico es el DNS (Domain Name Service, 
Servicio de nombres de dominio), que se construye en las cachés primarias y 
secundarias de los servidores. Otros protocolos también se han construido con 
características de Clustering Redundante, como NIS y SMITE. Aunque para muchos el 
Clustering no sea la panacea para los problemas actuales, este mecanismo puede 
ayudar a una organización que está intentando maximizar algunos de sus recursos 
existentes. Aunque no todos los programas se puedan beneficiar del Clustering, las 
organizaciones que proporcionan aplicaciones como servidores web, base de datos y 
servidores FTP, sí se pueden beneficiar de la tecnología según aumenta la carga del 
sistema. Los clústers se pueden diseñar fácilmente teniendo en mente la escalabilidad; 
según aumentan los requisitos se pueden añadir más sistemas, lo que nos permite 
repartir la carga por múltiples máquinas. Para la implementación y configuración del 
clúster se ha construido un conjunto de herramientas automatizadas, que permiten la 
instalación de manera desatendida de todos los nodos que componen el clúster. Esto 
es bastante factible, debido a que en entornos de Clustering donde existe una gran 
cantidad de nodos nos ayuda a realizar las tareas de mantenimiento de una forma más 
rápida y sofisticada. 
Concluye su investigación con una frase: “Mientras más, mejor”, y la interpreta de la 
siguiente manera: al tener a nuestra disposición una mayor cantidad de servidores 
configurados de forma homogénea y ofreciendo los mismos servicios, garantizamos 
mayores prestaciones y efectividad al momento de ofrecer nuestros servicios; de estas 
características se pueden beneficiar, tanto usuarios internos como usuarios externos. 
Un clúster con equilibrado de carga es bastante provechoso debido a que este tipo de 
Clúster toma la información de un servidor centralizado y la reparte por múltiples 
servidores. Estos servidores con carga equilibrada también se benefician del modelo 
HA (High Availability). Este modelo introduce redundancia en todos los niveles. Un 
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clúster HA se beneficia en gran medida de tener una réplica de su Nodo Master; es 
poco probable que todos los dispositivos duplicados fallen a la vez, exceptuando 
alguna catástrofe. Con la adición de un servidor extra este ayuda bastante en caso de 
fallo. A esta característica se conoce como redundancia N+1. 
 
Chana Moreno, J. (2015). En su investigación Sistemas web con alta disponibilidad en 
cloud. (Tesis de pregrado). Universidad Politécnica de Madrid. España. Responde a 
una interrogante muy importante a la hora de hablar sobre alta disponibilidad; la cual 
es: ¿Cuándo se debe usar un sistema en alta disponibilidad? Chana afirma que en el 
ámbito empresarial es necesario hacer un estudio previo a la implantación de un 
sistema de alta disponibilidad nuevo, o cuando se piense en migrar a uno convencional 
Es importante tener en cuenta los siguientes elementos: 
- Tráfico estimado semanal/mensual. 
- Comportamiento de los usuarios: accesos constantes en el tiempo o en picos. 
- Tipo de servicio: interno o público. 
- Necesidad de que el sistema este activo constantemente. 
- Coste estimado por hora si se produce un fallo en el servicio. 
- Necesidades propias del software. 
No hay una “receta” a la hora de decidir si es necesario usar un sistema de alta 
disponibilidad. Normalmente, si el servicio tiene que estar en constante funcionamiento, 
puede ser un elemento decisivo para escoger este tipo de montajes. 
Aunque no sea así, es posible que se deba tener en cuenta este sistema si el número 
de accesos es en picos, no tanto por favorecer que no falle, sino para ahorrar costes 
cuando se tenga poca carga. En general si el sistema es público, con un número alto 
de usuarios, suele ser recomendable usar este tipo de sistemas en alta disponibilidad, 
puesto que generalmente el coste es más ajustado y menor que el producido en un 
fallo de disponibilidad. 
 
2.2 Base teórica 
2.2.1 Fundamentos de redes 
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Ernesto Ariganello, REDES CISCO Guía de estudio para la certificación CCNA Routing 
y Switching, Ra-Ma, se definen los siguientes conceptos fundamentales sobre redes: 
2.2.1.1 Redes convergentes 
El mundo digital ha entrado en un proceso de cambio. El acceso a internet y a la red 
corporativa ya no está limitado a una oficina, pues ahora los empleados pueden 
acceder a los recursos en cualquier lugar, momento y dispositivo. 
Estas necesidades impulsan la creación de redes de última generación que sean 
seguras, confiables y de alta disponibilidad. Redes, que además de ser compatibles 
con las expectativas y el equipamiento actual, deben integrarse con plataformas 
antiguas. 
Las redes comerciales, para permitir la colaboración emplean soluciones convergentes: 
Sistemas de voz, Teléfonos IP, Gateways de voz, Soporte de video y 
Videoconferencias. 
 
Figura 1. Redes de datos convergentes.  
 
2.2.1.2 Características de redes convergentes 
- Control de llamadas: Referido al procesamiento de llamadas. 
- Mensajería de voz: Correo de voz. 
- Movilidad: Recibir llamadas en cualquier momento y lugar. 
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- Contestador automático: Atención de llamadas directamente, es decir en el área 
que le corresponde. 
 
2.2.1.3 Beneficios de una red convergente 
Sólo se necesitan instalar y administrar una sola red física. Para administrar este 
entorno se requiere un diseño estructurado. 
Redes conmutadas sin fronteras: 
Las redes deben desarrollar un enfoque arquitectónico e integrar: 
- Inteligencia. 
- Simplificación de operaciones. 
- Escalabilidad: Satisfacer demandas futuras. 
Construida sobre arquitectura de hardware y software escalable y resistente, que 
permiten a los usuarios acceder a los recursos de manera segura, en cualquier 
momento y lugar, proporcionando optimización, escalabilidad y seguridad a la 
colaboración y la virtualización. 
2.2.1.4 Redes conmutadas sin fronteras 
Se hace uso de principios de diseño de red sólidos para asegurar la máxima 
disponibilidad, flexibilidad, seguridad y facilidad de administración. 
Las redes conmutadas sin fronteras deben funcionar en base a los requisitos actuales y 
los servicios y las tecnologías que se requerirán en el futuro. 
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Figura 2. Redes conmutadas sin fronteras. 
 
2.2.1.5 Modelo de redes jerárquicas 
El diseño jerárquico consta de tres capas fundamentales: 
A. Capa de acceso 
Representa el lugar por donde entra o sale el tráfico de la red, en pocas palabras el 
“Perímetro de la red”. Los switches tienen como función principal, proporcionar acceso 
de red al usuario. 
B. Capa de distribución 
Interactúa entre la capa de acceso y núcleo. Tiene como funciones: 
- Agregar redes de armario de cableado a gran escala. 
- Agregar dominios de difusión de capa 2 y límites de Routing de capa 3. 
- Proporcionar funciones inteligentes de Switching, de Routing y de política de 
acceso a la red para acceder al resto de la red. 
- Proporcionar una alta disponibilidad al usuario final mediante los switches de 
capa de distribución redundantes, y rutas de igual costo al núcleo. 
- Proporcionar servicios diferenciados a distintas clases de aplicaciones de 
servicio en el perímetro de la red. 
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C. Capa de núcleo 
El propósito principal de la capa de núcleo es proporcionar el aislamiento de fallas y la 
conectividad de backbone de alta velocidad. 
 
Figura 3. Modelo de diseño de una red jerárquica. 
 
2.2.2 Sistemas Distribuidos 
2.2.2.1 Definición 
Stuart Tanenbaum, A., y Van Steen, M. (2008). INTRODUCCION. En Cruz Castillo, 
SISTEMAS DISTRIBUIDOS Principios y Paradigmas (p. 2). México: PEARSON 
EDUCACIÓN. “Un sistema distribuido es una colección de computadoras 
independientes que dan al usuario la impresión de constituir un único sistema 
coherente.” 
Esta definición comprender diversos aspectos importantes. En primer lugar, se puede 
decir que un sistema distribuido consta de componentes (es decir computadoras) 
autónomos. En segundo lugar, los usuarios (personas o programas) creen que 
realmente interactúan con un sistema único. Esto significa que de una manera o de otra 
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los componentes autónomos necesitan colaborar entre sí, y este es el fin de los 
sistemas distribuidos.  
 
Jalote, P. (1994). Distributed Systems. En G. Doench, FAULT TOLERANCE IN 
DISTRIBUTED SYSTEMS [La tolerancia a fallos en sistemas distribuidos] (p. 45). 
Englewood Cliffs, New Jersey: PTR Prentice Hall. Hay dos formas de ver un sistema 
distribuido: Según definición de los componentes físicos del sistema, y como se define 
desde el punto de vista del tratamiento, o computación. Llamamos al primero, el 
modelo físico del sistema, y al segundo el modelo lógico. El punto de vista de la 
computación es importante, ya que es lo que ve un usuario, y los servicios que se 
definen en esta perspectiva son aquellos para los que se desea la fiabilidad. El modelo 
de la red física es importante, ya que el cálculo se realiza en la red física, y los 
componentes de esta red física son los que fallan. El objetivo de la tolerancia a fallos 
en los sistemas distribuidos es a menudo para asegurarse de que algunos bienes o 
servicios, en el modelo lógico se conserva a pesar del fracaso de algunos componentes 
en el sistema físico. 
 
There are two ways of viewing a distributed system: as defined by the physical 
components of the system, and as defined from the point of view of processing, or 
computation. We call the former the physical model of the system, and the latter the 
logical model. The computation viewpoint is important, as that is what a user sees, and 
the services that are defined in this perspective are the ones for which reliability is 
desired. The model of the physical network is important, since the computation is 
performed on the physical network, and the components of this physical network are the 
ones that fail. The goal of fault tolerance in distributed systems is often to ensure that 
some property, or service, in the logical model is preserved despite the failure of some 
components in the physical system (Traducción mía). 
 
Coulouris, G., Dollimore, J. y Kindberg, T. (2001). CARACTERIZACIÓN DE LOS 
SISTEMAS DISTRIBUIDOS. En Otero A., SISTEMAS DISTRIBUIDOS Conceptos y 
Diseño (p. 1). Madrid: PEARSON EDUCACIÓN, S.A. “Un sistema distribuido es aquel 
“Implementación de una infraestructura tecnológica con alta disponibilidad basada en clústers 
para los servidores de la Universidad Señor de Sipán-Lambayeque.” 
42 
 
en el que los componentes localizados en computadores, conectados en red, 
comunican y coordinan sus acciones únicamente mediante el paso de mensajes. Esta 
definición lleva a las siguientes características de los sistemas distribuidos: 
concurrencia de los componentes, carencia de un reloj global y fallos independientes 
de los componentes.” 
 
2.2.2.2 Motivación para construir Sistemas Distribuidos 
Coulouris, G., Dollimore, J. y Kindberg, T. (2001). CARACTERIZACIÓN DE LOS 
SISTEMAS DISTRIBUIDOS. En Otero A., SISTEMAS DISTRIBUIDOS Conceptos y 
Diseño (pp. 2-3). Madrid: PEARSON EDUCACIÓN, S.A. “La motivación para construir y 
utilizar sistemas distribuidos tiene su origen en un deseo de compartir recursos. El 
término recurso es un poco abstracto, pero caracteriza bien el rango de cosas que 
pueden ser compartidas de forma útil en un sistema de computadores conectados en 
red. Este se extiende desde los componentes hardware como los discos y las 
impresoras hasta las entidades de software definidas como ficheros, bases de datos y 
objetos de datos de todos los tipos. Incluye la secuencia de imágenes que sale de 
video digital y la conexión de audio que representa una llamada de teléfono móvil”. El 
Web como un ejemplo de recursos compartidos. 
 
2.2.3 Clustering 
2.2.3.1 Definición de clúster 
Buyya, R. (1999). Requirements and General Issues. En High Performance Clúster 
Computing: Architectures and Systems, Vol. I (p. 9), New Jersey: Prentice Hall. Un 
clúster es un tipo de sistema de procesamiento paralelo o distribuido, que consiste en 
un conjunto de equipos independientes interconectados que trabajan juntos como un 
único recurso informático, integrado. 
“A cluster is a type of parallel or distributed processing system, which consists of a 
collection of interconnected stand-alone computers working together as a single, 
integrated computing resource.” (Traducción mía). 
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Bernal C. Iván, Mejía N. David y Fernández A. Diego (2005). Computación de Alto 
Rendimiento con Clústers de PCs, 1. Un clúster es una solución computacional 
estructurada a partir de un conjunto de sistemas computacionales muy similares entre 
sí (grupo de computadoras), interconectados mediante alguna tecnología de red de alta 
velocidad, configurados de forma coordinada para dar la ilusión de un único recurso; 
cada uno de estos sistemas estará proveyendo un mismo servicio o ejecutando una (o 
parte de una) misma aplicación paralela. Un clúster debe tener como característica 
inherente la compartición de recursos: ciclos de CPU (Central Processing Unit), 
memoria, datos y servicios. 
Los sistemas computacionales (nodos) que conforman el clúster podrían ser 
computadoras de uno o varios procesadores; estos sistemas podrían estar montados 
en un rack, ubicados en un espacio dedicado exclusivamente a almacenar 
computadoras, o en el cubículo de un empleado; lo que cuenta es como están 
relacionados, como son accesados, y que tipo de aplicación están ejecutando. 
Para M. en A. Iliana Gómez Zúñiga de la Universidad de Guadalajara. México. En su 
presentación “Clústers de Alto Rendimiento” define clúster de la siguiente manera: “Los 
clústers en computación son una colección de computadoras interconectadas de 
alguna manera, que trabajan en conjunto, distribuyéndose las tareas entre ellas, 
logrando que el usuario lo vea como una sola.”  
Silberschatz, A., Baer Galvin, P. y Gagne, G. (2005). Distributed System Structures. En 
Zobrist B., OPERATING SYSTEM CONCEPTS (p. 635). “Un clúster consiste en un 
conjunto de máquinas y un servidor de clúster dedicado, para realizar los relativamente 
infrecuentes accesos a los recursos de otros procesos, se accede al servidor de clúster 
de cada grupo”  
“A cluster consists of a set of machines and a dedicated cluster server. So that cross-
cluster resource references are relatively infrequent, each cluster server should satisfy 
requests of its own machines most of the time.” 
Of course, this scheme depends on the ability to localize resource references and to 
place the component units appropriately. If the cluster is well balanced -that is, if the 
server in charge suffices to satisfy all the cluster demands- it can be used as a modular 
building block to scale up the system. (Traducción de Iliana Gómez Zúñiga) 
“Implementación de una infraestructura tecnológica con alta disponibilidad basada en clústers 





Bernal C. Iván, Mejía N. David y Fernández A. Diego (2005). Computación de Alto 
Rendimiento con Clústers de PCs, 3. El término clúster tiene diferentes connotaciones 
para diferentes grupos de personas. Los tipos de clústers, establecidos en base al uso 
que se dé a los clústers y los servicios que ofrecen, determinan el significado del 
término para el grupo que lo utiliza. Así, un grupo involucrado en computación científica 
(que requiere alto rendimiento y muchos recursos, High Performance) tendrá una 
imagen diferente de lo que es un clúster, respecto a la imagen que tendría un grupo 
involucrado en sistemas de alta disponibilidad (por ejemplo: Servicios Web disponibles 
incluso frente a fallas, High Availability). Un tercer punto de vista corresponde a los 
grupos cuyo interés está en los clústers que permiten ejecutar un gran número de 
tareas independientes en paralelo (High Throughput). 
A. High Performance 
- Para tareas que requieren gran poder computacional, grandes cantidades de 
memoria, o ambos a la vez. 
- Las tareas podrían comprometer los recursos por largos periodos de tiempo. 
B. High Availability 
- Máxima disponibilidad de servicios. 
- Rendimiento sostenido. 
C. High Throughput 
- Independencia de datos entre las tareas individuales. 
- El retardo entre los nodos del clúster no es considerado un gran problema. 
- La meta es el completar el mayor número de tareas en el tiempo más corto 
posible. 
 
Los clústers se los puede también clasificar como Clústers de IT Comerciales (High 
Availability, High Throughput) y Clústers Científicos (High Performance) (Lucke, 2005). 
A pesar de las discrepancias a nivel de requerimientos de las aplicaciones, muchas de 
las características de las arquitecturas de hardware y software, que están por debajo 
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de las aplicaciones en todos estos clústers, son las mismas. Más aún, un clúster de 
determinado tipo, puede también presentar características de los otros. 
 
2.2.3.3 Aspectos a considerar de la tecnología de Clústers 
Bernal C. Iván, Mejía N. David y Fernández A. Diego (2005). Computación de Alto 
Rendimiento con Clústers de PCs, 3. Para diseñar, implementar, probar y mantener 
un clúster se requiere un entendimiento básico pero claro de hardware de 
computadoras, de redes de computadoras y de sistemas operativos, y la habilidad para 
investigar algunos tópicos especializados, como dispositivos de interconexión de alta 
velocidad, talvez reintroducirse a lenguajes de programación como FORTRAN, y 
librerías para el desarrollo de aplicaciones como MPI. Una vez escogido un sistema 
operativo, dígase Linux, se requiere algo de experiencia en la administración de 
sistemas Linux y en la forma de realizar conexiones de red. En términos generales, es 
necesario tener un adecuado entendimiento referente a varios aspectos de los clústers: 
- Diseño, implementación, configuración, realización de pruebas de los clústers. 
- Identificación de las aplicaciones que pueden beneficiarse de la tecnología 
de clústers. 
- Desarrollo de las aplicaciones a ejecutarse en los clústers. 
- Conocimiento de las limitaciones del rendimiento de los clústers. 
- Formas de realizar una administración efectiva de los clústers. 
 
2.2.3.4 Diseño, Instalación, Pruebas y Administración de un Clúster 
A. Diseño 
Bernal C. Iván, Mejía N. David y Fernández A. Diego (2005). Computación de Alto 
Rendimiento con Clústers de PCs, 4. Se debe entender el propósito del clúster: es para 
correr una aplicación (solucionar un problema) en particular o es de propósito general, 
para ejecutar múltiples aplicaciones paralelas. Definiendo estos aspectos y 
requerimientos de rendimiento, puede determinarse el número total de nodos 
participantes, el número y tipo de CPUs en cada nodo, el tipo de HSI (High Speed 
Interconnects), los requerimientos de los switches, estimados de costos y tiempo para 
construcción, el sistema operativo, middleware (Buyya, 1999, Vol. I), y librerías de 
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desarrollo (MPI, PVM). En clústers de gran tamaño, puede ser necesario realizar 
benchmarking en un nodo para determinar requerimientos de velocidad de la memoria, 
características de I/O, rendimiento del CPU, etc. Pruebas del rendimiento de las 
tarjetas de red y switches, en conjunto con el software que se utilizará en el clúster 
pueden ser también necesarias (Lucke, 2005). Finalmente, las condiciones del lugar en 
donde se instalará el clúster deben considerarse; restricciones de espacio, necesidades 




Bernal C. Iván, Mejía N. David y Fernández A. Diego (2005). Computación de Alto 
Rendimiento con Clústers de PCs, 4. Una vez que el diseño del clúster esté concluido, 
se procede al ensamblaje de todo el sistema. Se debe preparar el sitio de instalación, 
se debe ensamblar y verificar el hardware, y se debe instalar y configurar el software. 
El tamaño del clúster, y quien realice las tareas mencionadas, determinarán el tiempo 
necesario. Respecto al software, según Lucke (2005), para muchos es la parte más 
compleja e invisible del clúster, y la consideran la más difícil de tener corriendo de 
forma consistente. Algunos de los principales componentes del software son:  
- El sistema operativo y drivers para los dispositivos.  
- Compiladores y librerías de desarrollo de aplicaciones.  
- Librerías especiales para HSI.  
- Planificación de tareas y balanceo de carga.  
- Servicios de autenticación y autorización.  
- Sistema de archivos para el clúster.  




Bernal C. Iván, Mejía N. David y Fernández A. Diego (2005). Computación de Alto 
Rendimiento con Clústers de PCs, 4. En esta etapa se verifica la operación del clúster 
como un único recurso (Pfister, 1995) y se busca cumplir las metas de rendimiento y 
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estabilidad. Aquí se pueden encontrar cuellos de botella debidos a las interconexiones 
de red, o debidos a la configuración del software, o a problemas con las políticas de 
seguridad, planificación de tareas o balanceo de carga (Buyya, 1999, Vol. I). Se 
desarrolla en realidad un proceso de prueba, corrección y nuevas pruebas. 
 
D. Administración 
Bernal C. Iván, Mejía N. David y Fernández A. Diego (2005). Computación de Alto 
Rendimiento con Clústers de PCs, 4. Existen diversas maneras de coordinar las 
actividades de las tareas esclavas, y en general, de llegar a la respuesta. Algunas 
estrategias hacen mejor uso de los recursos que otras, algunas minimizan el tiempo 
empleado, algunas son más fáciles de implementar, y otras son más resistentes a 
fallas. El desarrollo de aplicaciones paralelas es todavía una tarea algo complicada; 
“toma una mente especial para visualizar y desarrollar algoritmos paralelos, particionar 
los datos, y asociar una solución con una configuración de hardware paralelo en 
particular” (Lucke, 2005). 
 
2.2.3.5 Arquitectura y Elementos de los Clústers 
Bernal C. Iván, Mejía N. David y Fernández A. Diego (2005). Computación de Alto 
Rendimiento con Clústers de PCs, 5. Un clúster puede tener una gama de categorías 
de componentes para su operación, típicamente la razón para separar la funcionalidad 
del clúster en estas categorías es evitar interferencia entre operaciones de cálculo u 
operaciones de I/O, con la comunicación usando el HSI (Lucke, 2005). Otra razón es la 
de proveer mayores niveles de disponibilidad y seguridad a ciertos componentes u 
operaciones. En un clúster podrían encontrarse: 
- Nodo Maestro (“head node”). Utilizado para proveer al usuario con el acceso a 
los recursos de cómputo, planificación de tareas o espacio para 
almacenamiento. Esconde los recursos, dando al mundo externo la visión de un 
único recurso.  
- Nodos de Cómputo. Realizan las porciones asignadas de los cálculos o 
cómputos de la aplicación paralela, o una unidad de un servicio escalable (si se 
habla de disponibilidad, por ejemplo).  
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- Nodo Administrativo. Provee servicios administrativos como monitoreo del 
rendimiento y generación de eventos para los administradores del clúster.  
- Nodo de Infraestructura. Provee servicios esenciales para el clúster, tales 
como servicios de licenciamiento, servicios de autenticación, planificación de 
tareas y balanceo de carga.  
- Nodo de I/O o Servidor de Archivos. Provee acceso a los recursos de 
almacenamiento del clúster para los usuarios y las aplicaciones.  
- Varias Redes: de administración del clúster, de acceso a datos, HSI, de 
consolas de administración de los nodos de cómputo (serialmente, por ejemplo).  
La Figura 4. presenta un diagrama combinado, tanto físico como lógico de un posible 
clúster. En el ejemplo se ha dividido los nodos de cómputo en varios grupos. Esto 
permite obtener varias ventajas: segregar las diferentes redes para preservar seguridad 
entre las redes de datos y administración, de ser necesario; la reducción de cableado 
entre los racks; disponer de mayor ancho de banda entre cada rack y el switch principal 
(Core switch) que permite la interconexión de las diferentes redes. El nodo maestro 
pertenece a todas las redes del clúster, pueden existir varios y deben ofrecer alta 
disponibilidad, por lo que redundancia puede ser necesaria. 
 
Figura 4. Diagrama Combinado (físico y lógico) de un clúster 
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Las redes y recursos internos del clúster son normalmente privados, y por lo tanto 
invisibles, excepto por los puntos de acceso: el nodo maestro y el de administración. 
Un usuario puede ingresar al sistema y entregar sus tareas; los usuarios no conocen 
que nodos y recursos están siendo utilizados, simplemente conocen que los recursos 
requeridos serán satisfechos y la tarea será planificada y ejecutada. La Figura 5 
presenta una posible configuración con dos usuarios accediendo a los recursos del 
clúster. Configuraciones similares pueden utilizarse para Servidores de Bases de 
Datos, Servidores Web y otras configuraciones comerciales de clústers; en ciertos 
casos, podría ser que los nodos maestros estén ausentes (Sistema de Bases de Datos 
Paralela), o reemplazados con un director para balanceo de carga (Servidor Web 
Paralelo). 
 
Figura 5. Ocultamiento de los recursos utilizados de un clúster a los usuarios 
 
2.2.3.6 Configuraciones para Clústers de High Availability 
Bernal C. Iván, Mejía N. David y Fernández A. Diego (2005). Computación de Alto 
Rendimiento con Clústers de PCs, 8. Aunque todos los clústers requieren alguna 
medida de confiabilidad y disponibilidad, esto puede no ser su meta principal de diseño. 
Alta disponibilidad se ofrece aprovechando las características de escalabilidad de un 
clúster, combinadas con la característica de que los pedidos de servicio son 
independientes entre sí. Pueden utilizarse en Servicios Web, Servidores de bases de 
datos, y otros tipos de servicios tradicionales. Gran parte de la confiabilidad en este tipo 
de clúster se obtiene con software que detecta fallas del hardware y de los servicios, lo 
que activa recursos alternos de respaldo, evitando que exista un único punto de falla. 
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La Figura 6. presenta un clúster operando como un Servidor Web simple. Los clientes 
hacen pedidos utilizando una única dirección de red, asignada a un director que realiza 
el balanceo de carga. El director redirecciona un pedido a uno de los servidores 
virtuales que finalmente realiza el trabajo. El cliente no tiene conocimiento de este 
redireccionamiento, ya que los servidores virtuales permanecen escondidos tras el 
director. El director tiene un reemplazo en standby para garantizar disponibilidad. Los 
datos son compartidos a través de un sistema de archivos de alta disponibilidad y se 
presenta una única vista de dichos datos a los clientes. 
 
Figura 6. Arquitectura de un clúster para un Servidor Web 
 
2.2.3.7 Niveles de Clustering 
Buyya, R. (1999). Requirements and General Issues. En High Performance Clúster 
Computing: Architectures and Systems, Vol. I (p. 9), New Jersey: Prentice Hall. 
Basado en la ubicación de nodos y su recuento: 
- Grupo de Clústers (#nodos: 2-99): Los nodos están conectados por redes SAN 
(System Area Networks) como Myrinet y se apilan ya sea en un marco o existir 
dentro de un centro. 
- Clústers Departamental (#nodos: 10s a 100s). 
- Clústers Organizacional (#nodos: muchos100s). 
- Metacomputadores Nacionales (WAN/Basado en Internet): (#nodos: muchos 
sistemas de clústers organizacionales/departamentales). 
- Metacomputadores Internacionales (Basado en Internet): (#nodos: 1000s a 
muchos millones). 
“Implementación de una infraestructura tecnológica con alta disponibilidad basada en clústers 
para los servidores de la Universidad Señor de Sipán-Lambayeque.” 
51 
 
Clústers individuales pueden ser interconectados para formar un sistema más grande 
(agrupaciones de clústers o clústers de clústers) y, de hecho, la propia Internet se 
puede utilizar como un clúster de computación.  
- Based on location of nodes and their count.  
- Group Clusters (#nodes: 2-99): Nodes are connected by SANs (System Area 
Networks) like Myrinet and they are either stacked into a frame or exist within a 
center.  
- Departmental Clusters (#nodes: 10s to 100s)  
- Organizational Clusters (#nodes: many 100s)  
- National Metacomputers (WAN/Internet-based): (#nodes: many 
departmental/organizational systems or clusters)  
International Metacomputers (Internet-based): (#nodes: 1000s to many millions)  
Individual clusters may be interconnected to form a larger system (clusters of clusters) 




Enzo Augusto, M. (2011). ADMINISTRACIÓN INTERNA DE UNA EMPRESA. En 
ADMINISTRADOR DE SERVIDORES Herramientas, Consejos y Procedimientos de la 
Actividad Diaria (p. 23) Buenos Aires: Fox Andina. “Los servidores son equipos 
informáticos que brindan un servicio en la red. Dan información a otros servidores y a 
los usuarios. Son equipos de mayores prestaciones y dimensiones que una PC de 
escritorio.” Puede tener varios procesadores con varios núcleos cada uno; incluye 
grandes cantidades de memoria RAM, entre 16 GB a 1TB, o más; mientras que el 
espacio de almacenamiento ya no se limita a un disco duro, sino que puede haber 
varios de ellos, con capacidad del orden del TB. Debido a sus capacidades, un servidor 
puede dar un solo servicio o más de uno. 
 
2.2.4.2 Tipos 
Enzo Augusto, M. (2011). ADMINISTRACIÓN INTERNA DE UNA EMPRESA. En 
ADMINISTRADOR DE SERVIDORES Herramientas, Consejos y Procedimientos de la 
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Actividad Diaria (pp. 25-27) Buenos Aires: Fox Andina. Existen distintos tipos de 
servidores, y pueden ser virtuales o físicos. Podemos clasificarlos según sus 
capacidades, fabricantes y servicios prestados. A continuación, describiremos esta 
última categorización: 
- Servidores de impresión: tienen conectadas varias impresoras de red y 
administran las colas de impresión según la petición de sus clientes. 
- Servidores web: este tipo de servidores se encargan de almacenar sitios en la 
red interna (intranet). Pueden publicar cualquier aplicación web, brindarle la 
seguridad correspondiente y administrarla por completo. 
- Servidores de base de datos: lo más importante de estos servidores es la 
posibilidad de manejar grandes cantidades de datos y generar información. Para 
contener todo ese material generalmente se conectan a un storage. 
- Servidores de correo electrónico: son capaces de administrar todos los 
correos de la empresa en un solo lugar. También trabajan con un storage, 
debido a la gran cantidad de datos que manejan. Allí se almacenan los correos, 
y se los redirecciona a clientes y servidores de seguridad, analizadores y 
replicadores. Algunos también brindan opciones de seguridad, como antispam, 
lista blanca, lista negra y antivirus. 
- Servidores de directorio: se ocupan de almacenar los datos de todos los 
usuarios de la red, propiedades y características que lo identifican. 
- Servidores de comunicaciones: brindan servicios de chat, telefonía IP, 
teleconferencia, video, etc. También son capaces de entregar servicios de 
preatendedor si se los conecta a una consola telefónica. 
- Servidores de archivos: nos permiten compartir el material y guardarlo de 
manera segura, y ofrecen una mayor capacidad de almacenamientos que los 
equipos de escritorio. Pueden tener conectados varios storage de distintas 
capacidades. 
- Servidores de seguridad: se dedican a escanear la red en busca de virus, 
máquinas desactualizadas por falta de parches del sistema operativo, equipos 
con determinado software instalado, y muchas otras acciones más. 
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- Servidores proxy: brindan acceso a Internet. En ellos generalmente residen 
firewalls a los que se les configuran reglas para permitir la navegación y 
mostrarnos algún cartel de advertencia o violación de la política empresarial. 
- Servidores de servidores virtuales: un solo servidor físico puede contener 
varios servidores virtuales, pero el usuario final no distinguirá las diferencias. 
Sólo desde su administración podremos explotar todas sus características. 
- Servidores particulares: se instalan cada aplicación que utilicemos en la red. 
Por ejemplo, servidores de workflows, de CRM, de RR.HH., de contraduría, etc. 
Los servidores, por sus diferencias físicas, de tamaño y de diseño, también se dividen 
en rackeables, tipo tower y blades. Los rackeables son aquellos que podemos colocar 
dentro de un armario con correderas (rack); suelen ser delgados como una laptop de 
grandes dimensiones. Los servidores tower son los más típicos, parecidos a una PC 
físicamente, pero más potentes. Por último, los blades son equipos grandes que 
permiten cambiar o agregar hardware de forma caliente, esto es, mientras el servidor 
está activo. 
 
2.2.5 Alta disponibilidad 
2.2.5.1 Definición 
Costas Santos, J. (2011). INTRODUCCION. En SEGURIDAD Y ALTA 
DISPONIBILIDAD (pp. 21-22). Madrid: RA-MA. “La alta disponibilidad (High Availability) 
se refiere a la capacidad de que aplicaciones y datos se encuentren operativos para los 
usuarios autorizados en todo momento y sin interrupciones, debido principalmente a su 
carácter crítico.” El objetivo de la misma es mantener nuestros sistemas funcionando 
las 24 horas del día, 7 días a la semana, 365 días al año, manteniéndolos a salvo de 
interrupciones, teniendo en cuenta que se diferencian dos tipos de interrupciones: 
- Las interrupciones previstas, que se realizan cuando paralizamos el sistema 
para realizar cambios o mejoras en nuestro hardware o software. 
- Las interrupciones imprevistas, que suceden por acontecimientos imprevistos 
(como un apagón, un error del hardware o del software, problemas de seguridad, 
un desastre natural, virus, accidentes, caídas involuntarias del sistema). 
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Existen distintos niveles de disponibilidad del sistema, según el tiempo aproximado de 
tiempo en inactividad por año se determina el porcentaje de disponibilidad. El mayor 
nivel de exigencia de alta disponibilidad acepta 5 minutos de inactividad al año, con lo 
que se obtiene una disponibilidad de 5 nueves: 99,999%. 
Como ejemplos de sistemas y servicios de alta disponibilidad podemos mencionar 
sistemas sanitarios, control aéreo, de comercio electrónico, bancarios, transporte 
marítimo, militares, etc., donde la pérdida o interrupción de conectividad pueden 
suponer graves consecuencias personales y económicas. 
 
2.2.5.2 Métricas 
Costas Santos, J. (2011). INTRODUCCION. En SEGURIDAD Y ALTA 
DISPONIBILIDAD (p. 22). Madrid: RA-MA. Las métricas comúnmente utilizadas para 
medir la disponibilidad y fiabilidad de un sistema son el tiempo medio entre fallos o 
MTTF (Mean Time To Failure) que mide el tiempo medio transcurrido hasta que un 
dispositivo falla, y el tiempo medio de recuperación o MTTR (Mean Time To Recover) 
mide el tiempo medio tomado en restablecerse la situación normal una vez que se ha 
producido el fallo. El tiempo en el que un sistema está fuera de servicio se mide a 
menudo como el cociente MTTR/MTTF. Lógicamente, nuestro principal objetivo es 
aumentar el MTTF y reducir el MTTR de forma que minimicemos el tiempo de no 
disponibilidad del servicio. 
 
2.2.5.3 Protocolos de Disponibilidad 
Según (IEEE, 2004): 
STP (Spanning Tree Protocol) 
Proporciona soporte a nivel de la capa 2 de forma que los errores o fallos se pueden 
solventar de manera automática; está definido en el estándar IEEE 802.D. 
Un switch de capa 2 imita las funciones de un bridge transparente, tiene que ofrecer 
segmentación entre dos redes mientras permanece de manera transparente para los 
dispositivos finales que están correctamente a él. 
Los switches operarán de la siguiente manera: 
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Inicialmente un switch no posee ningún conocimiento de la red, por lo que debe 
“escuchar” las tramas que llegan a cada uno de sus puertos para averiguar en qué red 
reside cada dispositivo. 
STP funciona de manera que los switches puedan operar entre ellos intercambiando 
mensajes de datos a través de la BPDU (Bridge Protocol Data Unit). 
En la terminología de STP es común hablar de bridge en lugar de switch debido a que 
originalmente STP fue diseñado para los puertos de bridges. 
 
2.2.5.4 Soluciones de Alta Disponibilidad 
Costas Santos, J. (2011). CONFIGURACIONES DE ALTA DISPONIBILIDAD. En 
SEGURIDAD Y ALTA DISPONIBILIDAD (p. 186). Madrid: RA-MA. “Las empresas con 
la más alta disponibilidad deben ser tolerante a fallos, disponer de sistemas 
redundantes para los componentes críticos de su negocio y tener una mayor inversión 
en el personal, procesos y servicios para asegurar que el riesgo de inactividad en las 
empresas sea mínimo.” 
Para sistemas en los que es necesario un mayor nivel de seguridad encontramos: 
- Redundancia en dispositivos hardware, posibilitando en caso de fallo, la 
continuidad del servicio. Como ejemplos encontramos duplicados en equipos 
servidores, fuentes de alimentación o dispositivos de red redundantes que no 
permitan cortes de suministros o caídas de conectividad. 
- Redundancia, distribución y fiabilidad en la gestión de la información. Se 
debe procurar que la información pueda ser recuperada en el momento que 
se necesite, esto es, evitar su pérdida o bloqueo, bien sea por ataque, mala 
operación accidental o situaciones fortuitas o de fuerza mayor. Algunas técnicas 
serían: 
 Sistemas RAID de almacenamiento. 
 Centros de procesamiento de datos de respaldo, garantizando copias de 
seguridad en distintas ubicaciones geográficas. 
- Redundancia en las comunicaciones. Hoy en día la mayoría de las grandes 
empresas disponen de una red de oficinas conectadas entre sí por red, y los 
servicios requeridos de las mismas deben estar siempre operativos. Para ello las 
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empresas poseen en ocasiones diferentes conexiones de red independientes, 
para en caso de fallo de alguna de las líneas, disponer de alternativas. Como 
ejemplo de caso práctico podríamos mencionar el balanceo de carga. 
- Redundancia y distribución en el procesado. Los sistemas de clustering o 
agrupamiento de sistemas servidores permiten escalar la capacidad de 
procesamiento. 
- Independencia en la administración y configuración de aplicaciones y 
servicios. Mediante la virtualización hoy en día podemos ofrecer de forma 
independiente servidores dedicados soportados bajo una misma máquina. 
 
2.2.6 Características de mantenimiento para soluciones de Hardware (RAS) 
Mesa Grajales, D., Ortiz Sánchez, Y. y Pinzón, M. (2006). La confiabilidad, la 
disponibilidad y la mantenibilidad, disciplinas modernas aplicadas al mantenimiento. 
Scientia et Technica Año XII, (30), 156-159.  Definen 3 conceptos importantes a tener 
en cuenta en la elección correcta de soluciones de hardware, conociendo que un buen 
clúster de Alta Disponibilidad debe proveer fiabilidad, disponibilidad y servicio (RAS: 
Reliability, Availability, Serviceability) y estas se describen a continuación: 
2.2.6.1 Reliability (Confiabilidad/fiabilidad) 
La confiabilidad puede ser definida como la “confianza” que se tiene de que un 
componente, equipo o sistema desempeñe su función básica, durante un periodo de 
tiempo preestablecido, bajo condiciones estándares de operación. Otra definición 
importante de confiabilidad es; probabilidad de que un ítem pueda desempeñar su 
función requerida durante un intervalo de tiempo establecido y bajo condiciones de uso 
definidas. 
La confiabilidad de un equipo o producto puede ser expresada a través de la expresión: 
𝑅(𝑡) = 𝑒−𝜆𝑡 
Donde: 
𝑅(𝑡): Confiabilidad de un equipo en un tiempo t dado. 
𝑒: constante Neperiana (e=2.303...) 
𝜆: Tasa de fallas (número total de fallas por periodo de operación) 
𝑡: tiempo 
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La confiabilidad es la probabilidad de que no ocurra una falla de determinado tipo, para 
una misión definida y con un nivel de confianza dado. 
 
2.2.6.2 Availability (Disponibilidad) 
La disponibilidad, objetivo principal del mantenimiento, puede ser definida como la 
confianza de que un componente o sistema que sufrió mantenimiento, ejerza su función 
satisfactoriamente para un tiempo dado. En la práctica, la disponibilidad se expresa 
como el porcentaje de tiempo en que el sistema está listo para operar o producir, esto 
en sistemas que operan continuamente. 
En la fase de diseño de equipos o sistemas, se debe buscar el equilibrio entre la 
disponibilidad y el costo. Dependiendo de la naturaleza de requisitos del sistema, el 
diseñador puede alterar los niveles de disponibilidad, confiabilidad y mantenibilidad, de 
forma a disminuir el costo total del ciclo de vida. 
La Tabla 1 muestra que algunos equipos necesitan tener alta confiabilidad, mientras 
que otros necesitan tener alta disponibilidad o alta mantenibilidad. 
 
 
Tabla 1. Requisitos de algunos sistemas y enfoque de los indicadores 
Fuente: Mesa Grajales, D., Ortiz Sánchez, Y. y Pinzón, M. (2006). 
 
Matemáticamente la disponibilidad D(t), se puede definir como la relación entre el 
tiempo en que el equipo o instalación quedo disponible para producir TMEF y el tiempo 
total de reparación TMPR. Es decir: 
𝐷(𝑡) =
∑ 𝑡𝑖𝑒𝑚𝑝𝑜𝑠 𝑑𝑖𝑠𝑝𝑜𝑛𝑖𝑏𝑙𝑒𝑠 𝑝𝑎𝑟𝑎 𝑙𝑎 𝑝𝑟𝑜𝑑𝑢𝑐𝑐𝑖ó𝑛
∑ 𝑡𝑖𝑒𝑚𝑝𝑜𝑠 𝑑𝑖𝑠𝑝𝑜𝑛𝑖𝑏𝑙𝑒𝑠 𝑝𝑎𝑟𝑎 𝑙𝑎 𝑝𝑟𝑜𝑑𝑢𝑐𝑐𝑖ó𝑛 + ∑ 𝑡𝑖𝑒𝑚𝑝𝑜𝑠 𝑑𝑒 𝑟𝑒𝑝𝑎𝑟𝑎𝑐𝑖ó𝑛
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El TMPR o tiempo medio de reparación, depende en general de: 
- La facilidad del equipo o sistema para realizarle mantenimiento. 
- La capacidad profesional de quien hace la intervención. 
- De las características de la organización y la planificación del mantenimiento. 
 
2.2.6.3 Serviceability (Mantenibilidad/operatividad) 
La mantenibilidad se puede definir como la expectativa que se tiene de que un equipo o 
sistema pueda ser colocado en condiciones de operación dentro de un periodo de 
tiempo establecido, cuando la acción de mantenimiento es ejecutada de acuerdo con 
procedimientos prescritos. 
En términos probabilísticos, Francois Monchy, define la mantenibilidad como “la 
probabilidad de reestablecer las condiciones específicas de funcionamiento de un 
sistema, en límites de tiempo deseados, cuando el mantenimiento es realizado en las 
condiciones y medios predefinidos”. O simplemente “la probabilidad de que un equipo 
que presenta una falla sea reparado en un determinado tiempo t.” 
De manera análoga a la confiabilidad, la mantenibilidad puede ser estimada con ayuda 
de la expresión: 
𝑀(𝑡) = 1 − 𝑒−𝜇.𝑡 
Donde: 
𝑀(𝑡): es la función mantenibilidad, que representa la probabilidad de que la reparación 
comience en el tiempo t=0 y sea concluida satisfactoriamente en el tiempo t 
(probabilidad de duración de la reparación). 
𝑒: constante Neperiana (e=2.303...) 
𝜇: Tasa de reparaciones o número total de reparaciones efectuadas con relación al total 
de horas de reparación del equipo. 
𝑡: tiempo previsto de reparación TMPR. 
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Además de la relación que tiene la mantenibilidad con el tiempo medio de reparación, 
TMPR, es posible encontrar en la literatura, otro tipo de consideraciones, entre las que 
se cuentan: 
El TMPR está asociado al tiempo de duración efectiva de la reparación. 
Todo el tiempo restante, empleado por ejemplo en la esperar de herramientas, 
repuestos y tiempos muertos es retirado generalmente del TMPR. 
La suma del TMPR con los demás tiempos, constituye lo que normalmente es 
denominado como down-time por algunos autores, otros denominan ese tiempo como 
MFOT (Mean Forced Outage Time). 
Sin embargo, al calcular la disponibilidad, la mayoría de autores indican que el tiempo a 
ser considerado, es el tiempo de reparación más los tiempos de espera, que es lógico. 
Normalmente los tiempos que ocurren entre la parada y el retorno a la operación de un 
equipo son presentados en la Tabla 2: 
 
 
Tabla 2. Tiempos transcurridos desde la falta de un equipo y su puesta en marcha. 
Fuente: Fuente: Mesa Grajales, D., Ortiz Sánchez, Y. y Pinzón, M. (2006). 
 
Cuando se analizan los tiempos descritos anteriormente, se verifica que directa o 
indirectamente, todos ellos son responsabilidad del personal de mantenimiento. 
Aunque se puede afirmar que existen otros tiempos empleados, por ejemplo, en la 
consecución de informaciones, aspectos relacionados con la planificación de los 
servicios, problemas de liberación de equipo y calificación de personal. 
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En este sentido, el TMRP puede considerarse, no sólo comprendido por todos los 
tiempos que son pertenecientes a las acciones de mantenimiento en sí, sino que hay 
que entender que el tiempo en el que el equipo está fuera de operación debe ser 
reducido y ese debe ser el objetivo de todos los involucrados en el proceso de 
organización del mantenimiento.  
 
2.2.6.4 Relación entre disponibilidad, confiabilidad y mantenibilidad 
Mesa Grajales, D., Ortiz Sánchez, Y. y Pinzón, M. (2006). La confiabilidad, la 
disponibilidad y la mantenibilidad, disciplinas modernas aplicadas al mantenimiento. 
Scientia et Technica Año XII, (30), 156-159. Para aumentar la producción en una 
planta, es indispensable que las tres disciplinas disponibilidad, confiabilidad y 
mantenibilidad se relacionen entre sí, de tal manera que: 
Si se quiere aumentar la disponibilidad en una planta, sistema o equipo, se debe: 
- Aumentar la confiabilidad, expresada por el TMEF. 
- Reducir el tiempo empleado en la reparación, expresado por el TMEF 
- Aumentar el TMEF y reducir el TMPR simultáneamente. 
Como la tasa de fallas expresa la relación entre el número de fallas y el tiempo total de 
operación del sistema o equipo, se puede expresar el TMEF como el inverso de la tasa 





Análogamente a la definición de la tasa de fallas, es también definida la tasa de 
reparaciones 𝜇, por: 
𝜇 =
𝑁ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑟𝑒𝑝𝑎𝑟𝑎𝑐𝑖𝑜𝑛𝑒𝑠 𝑖𝑛𝑑𝑖𝑐𝑎𝑑𝑎𝑠
𝑇𝑖𝑒𝑚𝑝𝑜 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒 𝑟𝑒𝑝𝑎𝑟𝑎𝑐𝑖ó𝑛 𝑑𝑒 𝑙𝑎 𝑢𝑛𝑖𝑑𝑎𝑑
 
 






“Implementación de una infraestructura tecnológica con alta disponibilidad basada en clústers 
para los servidores de la Universidad Señor de Sipán-Lambayeque.” 
61 
 
CAPÍTULO III:  
MARCO METODOLÓGICO 
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CAPÍTULO III: MARCO METODOLÓGICO 
3.1 Tipo de Investigación 
a) De acuerdo al fin que se persigue: 
De acuerdo al fin que se persigue la investigación puede ser básica o aplicada. 
La presente investigación es considerada de tipo “aplicada”, porque se aplica teorías 
específicas con el tema de investigación dependiendo mucho de los descubrimientos y 
avances de la investigación básica, enriqueciéndose con ellos, pero al mismo tiempo se 
caracteriza por el interés de la aplicación, utilización y consecuencias prácticas de 
estos conocimientos.  
b) De acuerdo a la metodología para demostrar la hipótesis: (Descriptiva / 
Experimental) 
De acuerdo a la metodología para demostrar la hipótesis la investigación puede ser 
descriptiva o experimental. 
La presente investigación es de carácter “experimental”, porque consiste en la 
manipulación de una (o más) variable(s) experimental(es) no comprobada(s), 
en condiciones rigurosamente controladas, con el fin de describir de qué modo o por 
qué causa se produce una situación o acontecimiento particular. 
 
3.2 Variables e indicadores 
3.2.1 Variables 
3.2.1.1 Identificación de las variables 
A. Variable Independiente 
Clúster de servidores. 
B. Variables Dependiente 
Disponibilidad de los servicios de información. 
3.2.1.2 Definición de las variables 
A. Definición conceptual 
Clúster de servidores: es un sistema que posee una arquitectura distribuida, es un 
conjunto de equipos independientes que trabajan como uno solo, ejecutando acciones 
de manera conjunta y viéndose como un solo recurso computacional ante los usuarios, 
aplicaciones o clientes. 
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Disponibilidad de los servicios de información: sistemas de información tales como 
sistemas web o base de datos instaladas en un servidor y que funcionan 
ininterrumpidamente ante un cliente que hace uso de ellos. 
B. Definición operacional 
Clúster de servidores: granja de servidores que trabaja de manera conjunta y que 
permiten de manera eficiente acceder a los servicios de información las 24/7 días de la 
semana. 
Disponibilidad de los servicios de información: necesidad de los integrantes del Área de 
Integración de Tecnologías de la Dirección de Tecnologías de la Información de la 
Universidad Señor de Sipán, a los cuales se les aplicó una encuesta. 
 
3.2.2 Indicadores 
Para la variable independiente, clúster de servidores, se presenta la siguiente tabla con 
sus respectivos indicadores: 
Variable 
independiente 








 Internamente se reemplaza uno ante la 
caía del otro.  
 Disponibilidad de los servicios las 24/7 
para el usuario. 
 Tiempo 
Escalabilidad 
 Aumento del número de servidores.  
 Capacidad para hacer frente al 
incremento de volúmenes de trabajo. 
Tabla 3. Indicadores para variable independiente. 
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Para la variable dependiente, disponibilidad de los servicios de información, se 
presenta la siguiente tabla con sus respectivos indicadores: 
Variable 
dependiente 
Dimensiones Categoría Indicadores 
Disponibilidad 





Nombre Valores Estándar 
% de 
disponibilidad 
 Eficiencia del 
servicio.  
 Acceso a la 
información.  
 Calidad de 
servicio. 
Confiabilidad del 
servicio.   
 Tiempo de 
indisponibilidad 
en los servicios 
Excelente 
17 al 20 






buena 13 al 16 
Tier II 99,741% 
Buena 9 al 12 Tier I 99,671% 




Deficiente 0 al 4 
Tabla 4. Indicadores para variable dependiente. 
Fuente: Elaboración propia. 
 
3.3  Población y Muestra 
3.3.1 Población 
La población de la presente investigación está determinada por el personal que labora 
en el Área de Integración de Tecnologías de la Dirección de Tecnologías de la 
Información de la Universidad Señor de Sipán, que está conformada en su totalidad por 
5 personas, todas ellas ingenieros de sistemas capacitados en su área y con gran 
experiencia. A continuación, se detalla los roles que desempeñan cada uno de ellos: 
 Jefe de Integración de Tecnologías. 
 Coordinador de Servicios. 
 Coordinador de Gestión de Seguridad. 
 Coordinador de Infraestructura y Telecomunicaciones. 
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La muestra de la presente investigación está determinada por el personal que labora en 
el Área de Integración de Tecnologías de la Dirección de Tecnologías de la Información 
de la Universidad Señor de Sipán, que en su totalidad son 5 personas que integran el 
personal encargado del Área de Integración de Tecnologías, que por motivos de 
confidencialidad y seguridad no serán nombrados, y a quienes se les aplicará técnicas 
para recopilar información que sirva de sustento para la investigación, tal  como es la 
encuesta. 
El personal que integra el Área de Integración de Tecnologías dentro de la Dirección de 
Tecnologías de la Información de la Universidad Señor de Sipán tienen los siguientes 
cargos: 
 Jefe de Integración de Tecnologías. 
 Coordinador de Servicios. 
 Coordinador de Gestión de Seguridad. 
 Coordinador de Infraestructura y Telecomunicaciones. 
 Auxiliar operador de Central Telefónica. 
 
3.4  Estrategia para la demostración de la hipótesis (Diseño de Contrastación de 
la hipótesis) 
La naturaleza del proyecto es una investigación por objetivos, por lo que culminado la 
ejecución del proyecto se procederá al análisis de los resultados los cuales se 
contrastarán con la hipótesis y con los objetivos cumplidos. 
En el transcurso de la investigación se utilizarán diversos métodos que permitan 
evaluar la hipótesis, entre ellos: 
a) Método inductivo, con el que se utilizará un marco referencial basado en casos 
exitosos, de otras empresas u organizaciones, lo que permitirá inducir posibles 
soluciones a la problemática encontrada. 
b) Método estadístico, para el análisis y procesamiento de los datos obtenidos de 
encuestas u otras técnicas de recolección de datos que permitan obtener a 
través de la estadística mediciones estimadas. 
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El contraste de la hipótesis de esta investigación se realizará con dos observaciones: 
una observación previa aplicación del estímulo y una segunda observación posterior a 
la aplicación del estímulo. 
 
3.5  Materiales, herramientas y equipos 
3.5.1 Materiales 
 Papel bond  
3.5.2 Herramientas 
3.2.1.3 Software 
 Microsoft Word 2016 
 Microsoft Project 2016 
 Microsoft Excel 2016 
 Microsoft Visio 2016 
 Microsoft Windows Server 2016 RS1 
 VMware Workstation 12.5 Pro 
 Microsoft SQL Server 2014 




 Un ordenador portátil personal 
 Impresora multifuncional 
 
3.6  Técnicas, formatos y ensayos para la recolección de datos 
Las técnicas de recolección de datos vienen hacer los medios a través de las cuales el 
investigador se informa del estado de la población respecto al uso de los servicios en la 
corporación. A continuación, se mencionan las técnicas de recolección que usaré 
según el caso en la investigación. 
3.6.1 Recolección Primaria de datos 
a) La observación 
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Se observaron diferentes modelos de la solución planteada y se eligió el modelo más 
estable que garantizaba un sistema más robusto con todas las características que se 
buscaba para satisfacer las necesidades de disponibilidad de los servidores de la 
Universidad Señor de Sipán. 
b) La encuesta  
Se elaboraron dos encuestas una para evaluar la situación actual y otra para evaluar la 
implementación realizada, estas fueron aplicadas al personal del Área de Integración 
de Tecnologías de la Dirección de Tecnologías de la Información. 
c) La entrevista 
Se realizaron dos entrevistas una para evaluar la situación actual y otra para evaluar la 
implementación realizada, dichas entrevistas se realizaron al personal del Área de 
Integración de Tecnologías de la Dirección de Tecnologías de la Información. 
 
3.6.2 Recolección Secundaria de datos 
De manera secundaria se ha recolectado datos por medio de: 
a) Internet 
Para este caso el personal del Área de Integración de la Dirección de Tecnologías de la 
Información; utilizando las redes sociales, Facebook, Twitter, Skype; he podido recibir 
sus opiniones acerca de los servicios de información colgados en el servidor. 
3.7  Análisis de datos 
Para el análisis de los datos obtenidos mediante las técnicas e instrumentos de 
recolección de datos, tales como la encuesta que se aplica en esta investigación, se 
utilizó como herramienta de procesamiento Minitab en su versión 5, software que 
permitió interpretar y evaluar los datos obtenidos de las variables. 
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CAPÍTULO IV: ANÁLISIS DE LA SITUACIÓN ACTUAL Y COMPARATIVA DE ALTA DISPONIBILIDAD PARA SERVIDORES 
EXISTENTES EN EL MERCADO 
4.1 Análisis de la situación actual. 
4.1.1 Infraestructura de red actual de la Universidad Señor de Sipán a nivel físico. 
 
Figura 7. Red Física de la Universidad Señor de Sipán. 
Fuente: Dirección de Tecnologías de la Información de la Universidad Señor de Sipán.
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Los equipos que forman parte de la estructura de red a nivel físico se muestran en la 
siguiente tabla: 
 
EQUIPOS DE RED 
Equipo Cantidad 
Router 1800 series. 1 
Switch C4506. 1 
Switch C4402 WLC. 1 
Switch CE500 24LC. 16 
Switch CE500 24TT. 4 
Switch C3560G 24TS. 2 
Switch C2950 24TS. 1 
Switch C2960 48TC. 4 
Switch C2960 24TT-L. 1 
Switch C2960 48TC-L. 1 
Switch 3COM3300 1 
Switch 3COMHUB 1 
Switch DLINK BU-P3 1 
Antenas 3 
Firewall 1 




Tabla 5. Equipos de la estructura de red física de la USS. 
Fuente: Elaboración propia. 
 
 
Las conexiones que forman parte de la estructura de red a nivel físico se muestran en 
la siguiente tabla: 
 
CONEXIONES DE RED 
Conexiones Cantidad 
Conexión a Internet. 1 
Conexión inalámbrica entre 
sucursales 
2 
Fibra óptica 11 
Cable UTP 29 
TOTAL 43 
Tabla 6. Conexiones de la estructura de red física de la USS. 
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Como se muestra en la Figura 7; la estructura de red a nivel físico en la Universidad 
Señor de Sipán cuenta con un modelo jerárquico bien definido, cuenta con el campus 
principal de la universidad y dos sucursales: la de Luis Gonzales (con un switch de 
distribución conectado a uno de acceso) y la de Balta (con un switch de distribución 
conectado a dos switches de acceso cada uno para un laboratorio) los cuales tienen 
salida a internet por medio de un enlace inalámbrico cada uno; las dos redes se 
conectan al campus con un switch capa 3 por medio de un enlace troncal, pero antes 
pasan por un firewall interno para garantizar seguridad en la conexión ante cualquier 
ataque. El switch capa 3 (que funciona como core) se conecta a un router que da salida 
a internet por fibra óptica, pero a la vez está conectado a 21 switches de distribución (6 
de estos conectados por fibra óptica y el resto conectados por cable UTP) de los cuales 
2 de ellos están conectados a 7 switch de acceso (4 de estos conectados por fibra 
óptica y el resto conectados por cable UTP); tiene también conectados 10 access point.      
















Figura 8. Red Lógica de la Universidad Señor de Sipán. 
Fuente: Dirección de Tecnologías de la Información de la Universidad Señor de Sipán. 
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Como se muestra en la Figura 8; a nivel lógico la Universidad Señor de Sipán cuenta 
con dos conexiones a internet una para servicios y otro para acceso a internet a los 
usuarios. Una de ellas para que los laboratorios salgan a internet y otra para que los 
administrativos tengan Internet, además, en situaciones de emergencia se emplea para 
redundancia. 
Cuenta con dos routers para las conexiones a internet; cuenta con tres servidores 
externos: VPN, WEB y Campus (servidor que gestiona los diferentes servicios 
brindados por la USS); con cinco servidores internos: Backup (servidor donde se 
almacenan copias de seguridad de configuraciones y servicios instalados en los 
distintos host de la red), Almacenamiento (que viene a ser el servidor SAN, en el cual 
se almacenan todos los datos originales y donde podemos encontrar la gestión de los 
discos y discos virtuales), Intranet (servidor basado en los estándares de internet para 
la gestión de los host conectados internamente, de la USS), Controlador de dominio (un 
servidor que funciona como controlador de dominio para comunicar todos los host en 
un mismo dominio y que sea confiable la comunicación entre ellos) y Datos (un servidor 
para la gestión de la base de datos); cuenta con 3 firewalls para mayor seguridad ante 
ataques, uno de ellos para los servidores externos, uno para los servidores internos y el 
último para proxy; adicionalmente cuenta con dos switches que conectan las redes de 
los laboratorios, los cuales gestionan una vlan por cada laboratorio que posee la USS, 
en total son 47 laboratorios. 
 
 
4.1.3 Servidores de la Universidad Señor de Sipán. 
LISTADO DE EQUIPOS SERVIDORES 
Nº DESCRIPCION MARCA/MODELO DIR IP (*) 
1 DATOS HP PROLIANT DL380 G7 192.20.0.12 
4 INTRANET HP PROLIANT DL380 G5  192.20.0.5 
6 CONTROLADOR DOMINIO HP PROLIANT DL380 G5 192.20.0.4 
5 ALMACENAMIENTO HPE MSA 2040 SAN Storage 192.20.0.3 
7 BACKUP HPE SB StoreEver MSL2024 192.20.0.9 
2 CAMPUS HP PROLIANT DL380 G5 192.20.30.5 
3 WEB HP PROLIANT DL380 G5  192.20.30.7 
8 VPN HP PROLIANT ML570 G4 192.20.30.1 
10 FW EXTERNO CISCO ASA 5520 192.20.30.2 
11 FW INTERNO HP Workstation XW4600 192.20.0.3 
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Tabla 7. Lista de equipos servidores de la USS. 
Fuente: Dirección de Tecnologías de la Información de la Universidad Señor de Sipán. 
 
*Por motivos de confidencialidad las direcciones ip originales han sido modificadas por 
las direcciones mostradas en la Tabla 10. 
 
 
A. HP PROLIANT DL380 G7 
Las características del servidor HP PROLIANT DL380 G7 se describen a continuación: 
 
Figura 9. Características HP ProLiant DL380 G7. 
Fuente: Hewlett-Packard (2016). 
 
 
B. HP PROLIANT DL380 G5 
Las características del servidor HP PROLIANT DL380 G5 se describen a continuación: 
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Figura 10. Características HP ProLiant DL380 G5. 
Fuente: Hewlett-Packard (2016). 
 
 
C. HP PROLIANT ML570 G4 
Las características del servidor HP PROLIANT ML570 G4 se describen a continuación: 
 
 
Figura 11. Características HP ProLiant ML570 G4. 
Fuente: Hewlett-Packard (2016). 
 
 
D. HPE SB StoreEver MSL2024 
Las características del servidor HPE SB StoreEver MSL2024 se describen a 
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Figura 12. Características HPE SB StoreEver MSL2024. 
Fuente: Hewlett-Packard (2016). 
 
 
E. CISCO ASA 5520 
Las características del servidor CISCO ASA 5520 se describen a continuación: 
 
 
Figura 13. Características CISCO ASA 5520. 
Fuente: Hewlett-Packard (2016). 
 
F. HP Workstation XW4600 
Las características del servidor HP Workstation XW4600 se describen a continuación: 
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Figura 14. Características HP Workstation XW4600. 
Fuente: Hewlett-Packard (2016). 
 
Figura 15. Características HP Workstation XW4600. 
Fuente: Hewlett-Packard (2016). 
 
 
G. HPE MSA 2040 SAN Storage 
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Figura 16. Características HPE MSA 2040 SAN Storage. 
Fuente: Hewlett-Packard (2016). 
 
 
4.1.4 Servicios de TI/SI en la Universidad Señor de Sipán. 
En la página oficial de la Universidad Señor de Sipán, se detalla lo siguiente a cerca de 
los servicios brindados por ella: 
Nos vemos como un área que ofrece calidad de servicio adicionando valor al 
desempeño de la comunidad universitaria, basada en el uso de las Tecnologías de la 
Información usando software libre y propietario, que permiten crear recursos virtuales 
de aprendizaje y sistemas de información adecuados para optimizar los procesos 
académicos y administrativos estando a la vanguardia que exige el mundo globalizado. 
 
La USS en la actualidad cuenta con una de las plataformas tecnológicas más 
modernas y sólidas del país, ha desarrollado un sistema de información integrado, que 
permite tener acceso a la información de manera oportuna y confiable logrando una 
óptima relación entre el Docente, Alumno y el Padre de Familia. Éste sistema 
comprende: El Sistemas SEUSS en Windows, el Campus Virtual, SEUSSWEB 
(Sistema de soporte a la toma de decisiones) y herramientas donde la tecnología se 
convierte en el aliado del Docente para la creación de conocimiento y búsqueda del 
Desempeño intuitivo como son: la plataforma Blackboard Collaborate, Google+, Redes 
Sociales, Sistema de video conferencia y transmisiones en vivo, con la participación de 
los alumnos que permiten romper las barreras de tiempo y espacio para mejorar la 
enseñanza aprendizaje. 
 
Para la Dirección de Tecnologías de la Información. La Universidad Señor de Sipán 
cuenta con diversos servicios, entre los cuales tenemos: 
1. Servicio de Gestión Académica. 
2. Servicio de Gestión Administrativa. 
3. Servicio de Gestión de Asuntos Estudiantiles. 
4. Servicio de Gestión Institucional. 
5. Servicio de SEUSS.  
Los mismo que se detallaran a continuación: 
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A. Servicio de Gestión Académica.  




Figura 17. Servicios de Gestión Académica. 
Fuente: Dirección de Tecnologías de la Información de la Universidad Señor de Sipán. 
 
 QuickBar: servicio que muestra toda la información solicitada de forma 
detallada de cualquier personal docente, administrativo o alumno, que tiene 
algún rol o emplea o brinda algún servicio dentro de la USS. 
 Aula Virtual: servicio de aula virtual de la USS, aquí los docentes pueden 
realizar diversas tareas como, por ejemplo: subir videos, interactuar con los 
alumnos dejar tareas o impartir clases; por otro lado, los alumnos pueden 
escuchar clase, interactuar con el docente entre otros. 
 PEaD: servicio de educación a distancia de la USS. 
 Horarios: servicio para la gestión de horarios para los alumnos de la USS. 
 Marketing: servicio que recopila datos tanto de colegios u otras instituciones 
para la gestión de marketing y para otros servicios de la USS. 
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 Inscripciones Virtuales: servicio para inscripciones a eventos o cursos de 
forma virtual en la USS. 
 Admisión y selecciones: servicio para la gestión de admisión de alumnos a la 
USS. 
 Sanciones: servicio para administrar las sanciones puestas a los docentes o 
alumnos, por alguna falta cometida. 
 Exámenes Scanner: servicio para escanear los exámenes propuestos por los 
docentes. 
 Estudiante del año: gracias al servicio de marketing se recopila información de 
los colegios y esta información es empleada para premiar a los mejores puestos 
de los colegios. 
 Eventos: servicio para gestionar eventos de distinta índole referentes a la USS. 
 Tarjetas: se gestiona la tarjeta de identidad para personal administrativo y 
docente de la USS. 
 Exámenes: aquí se almacenan toda clase de exámenes de la USS. 
 Centro Empresariales: brinda el servicio de cursos de acreditación tales como: 
computación, ingles entre otros, requisitos para poder graduarse de la USS. 
 Cepre: servicios del centro preuniversitario de la USS. 
 Evaluación Docente: este servicio se encargar de brindar las herramientas de 
evaluación al personal docente, debido a que este está en constante y estricta 
evaluación. 
 Registros Académicos: servicio de registro de los datos de los alumnos (datos 
personales, calificaciones, entre otros) de la USS. 
 Segunda Especialidad: servicio que gestiona los estudios de una segunda 
especialidad para titulados en la USS. 
 PosGrado: servicio de gestión para alumnos de la escuela de Posgrado tales 
como másteres y doctorados en la USS. 
 Grados y Títulos: servicio de gestión de grados y títulos para los egresados de 
la USS. 
 Pre-Profesionales: servicio de gestión de prácticas pre-profesionales para 
alumnos de la USS que están a punto de concluir sus estudios de grado. 
 Investigación: servicio para la gestión de los trabajos de investigación tanto de 
alumnos como de docentes en la USS. 
 Seminario de Investigación: gestiona seminarios y conferencias de carácter 
investigativo en la USS. 
 Simuladores de Negocio: servicio empleado para simular propuestas de 
negocio formulada por alumnos de la USS. 
 Seuss Query: servicio para consulta de la plataforma SEUSS. 
 Biblioteca: servicio de gestión de préstamos, consultas entre otros, de libros en 
la biblioteca de la USS. 
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B. Servicio de Gestión Administrativa.  




Figura 18. Servicios de Gestión Administrativa. 
Fuente: Dirección de Tecnologías de la Información de la Universidad Señor de Sipán. 
 
 Encuestas: servicio que se encarga de gestionar las encuestas que se aplican a 
diversas entidades para fines propios de la USS tales como el marketing. 
 Seuss Now: servicio que informa sobre la plataforma SEUSS en la actualidad. 
 Sistema de Información Gerencial: sistema de información con datos para 
fines de la alta gerencia. 
 Carga Complementaria: los docentes deben cumplir con un máximo de 20 
horas de dictado de clases este servicio brinda a los docentes las asignaturas 
para completar sus horas. 
 Recursos Humanos: servicio que gestiona las labores de la oficina de RRHH 
de la USS, tales como contratos, despidos, entre otros. 
 Planillas: servicio con información para gestionar a los docentes que se 
encuentran en planilla. 
 Control de Carga Horaria: servicio para controlar que no se exceda las 20 
horas que debe cumplir un docente en su carga horaria de dictado de clases. 
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 Seguridad: servicio que gestiona los videos grabados por las cámaras de 
seguridad, los docentes o personal autorizado pueden ingresar a estos videos, 
cuando se requerido. 
 Diplomas: servicio para gestionar los diplomas otorgados a los alumnos de la 
USS. 
 Logística: este servicio se encarga del plan logístico de la USS, emplea 
información de marketing o de otros servicios para gestionar como por ejemplo 
los proveedores para cierta área dentro de la universidad. 
 Fotocopias: servicio de control de copias para los docentes, como por ejemplo 
fotocopiado de exámenes. 
 Movilidades: servicio de gestión de la movilidad solicitado por alumnos o 
docentes para eventos. 
 Administración de Recursos: servicio que gestiona los recursos que posee la 
USS, como, por ejemplo: los nuevos libros que adquiere la USS. 
 Contabilidad: servicio que gestiona la contabilidad de la USS. 
 Rendición de cuentas: cuando un docente solicita alguna ayuda de la USS o 
algún otro servicio, debe rendir cuentas de los gastos aplicados a dicha ayuda. 
 Planificación: la USS lleva la planificación de sus eventos, actividades y demás, 
este servicio lleva el control de ello y debe cumplirse fielmente como se planificó. 
 Mantenimiento y Servicios: servicio para la gestión del mantenimiento de 
infraestructura de la USS, como por ejemplo los laboratorios. 
 Cuenta Corriente: servicio que gestiona la cuenta corriente de la USS. 
 Beneficios y Categorías: servicio que gestiona las becas y ayudas para los 
alumnos de la USS. 
 Gestión de Cobranzas: servicio que gestiona la cobranza de los sueltos de 
personal administrativo y docente y otro personal que labora en la USS. 
 Informe Semanal: personal administrativo y docente realiza un informe 
semanal. 
 Consultorio jurídico: servicio de gestión para citas en el consultorio jurídico de 
la USS que es gratuito. 
 Libro de Reclamaciones: servicio para cualquier reclamo que se tenga 
respecto a la USS. 
 Trámite Documentario: servicio de gestión de tramites documentarios para la 
USS, ya no es necesario ir hasta la universidad para realizarlos. 
 
C. Servicio de Gestión de Asuntos Estudiantiles.  
En la Figura 19 se pueden observar los servicios brindados en el área de Gestión 
Asuntos Estudiantiles.  
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Figura 19. Servicios de Gestión Asuntos Estudiantiles. 
Fuente: Dirección de Tecnologías de la Información de la Universidad Señor de Sipán. 
 
 Clínica estomatológica: servicio para ser atendido en la clínica de odontología 
de la USS. 
 Actividades integradoras: servicio para gestionar ciertas actividades para 
integrar a la comunicad universitaria. 
 Tutorías: este servicio se emplea para gestión de tutorías entre los alumnos y el 
personal docente. 
 Seguimiento al Egresado: servicio para dar seguimiento a las actividades que 
realiza el egresado de la USS. 
 Voluntariado Universitario: servicio para gestionar actividades de voluntariado 
lo pueden realizar de todas las escuelas. 
 Proyección y Extensión: servicio para gestionar actividades de labor social, 
pero de acuerdo a cada carrera universitaria. 
 Test Psicológico: servicio que brinda un análisis psicológico del personal 
integrante de la USS. 
 
 
D. Servicio de Gestión Institucional. 




Figura 20. Servicios de Gestión Institucional. 
Fuente: Dirección de Tecnologías de la Información de la Universidad Señor de Sipán. 
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 Padrinazgo: servicio para la gestión de alguna autoridad de la USS como 
padrino para alguna entidad o evento a realizar.  
 Acreditación: servicios que gestiona la acreditación de la USS. 
 Autoridades: servicios que ofrece información sobre las autoridades de la USS. 
 Convenios: servicios para la gestión de los convenios que tiene la USS con las 
otras instituciones a nivel nacional e internacional. 
 Representantes: servicio que gestiona la disponibilidad de los representantes 
cuando es solicitada su presencia en algún evento. 
 Tramite Externos: servicio que gestiona los tramites ajenos y externos a la 
USS. 
 
E. Servicio de Seuss. 
En la Figura 21 se pueden observar los servicios brindados en el área de SEUSS.  
 
 
Figura 21. Servicios de SEUSS. 
Fuente: Dirección de Tecnologías de la Información de la Universidad Señor de Sipán. 
 
 SEUSS: servicio para la administración del sistema de estandarizado creado 
para la USS. 
 DTI: servicio para el uso de miembros de la Dirección de Tecnologías de la 
Información de la USS. 
 Bitácora SEUSS: todos los eventos realizados por el personal administrativo y 
docente son registrados en una bitácora, este servicio gestiona dicha bitácora. 
 Envío masivo de correos: servicio de envió de mensajería interno de la USS, 
por un cliente de correo electrónico interno. 
 SMS: servicio de envío de mensajes de textos internos a la USS. 
 Servicios DTI: servicio para la administración de los servicios brindados por la 
Dirección de Tecnologías de la Información de la USS. 
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 Help Desk: servicio que brinda ayuda sobre la administración de otros servicios 
brindados. 
 
4.2 Estudio de las diferentes soluciones de alta disponibilidad para servidores 
existentes en el mercado.  
4.2.1 Soluciones Open Source de Clustering HA (Proyectos y complementos 
para distribuciones Linux) 
Rubio Sapiña, A. (2012). En su investigación Alta disponibilidad en servidores y 
optimización de recursos hardware a bajo coste. (Tesis de maestría). Universidad 
Politécnica de Valencia. España. Detalla algunas opciones de software libre para HA. 
Existen muchos proyectos Open Source dedicados a proporcionar soluciones para 
Clústers de Alta Disponibilidad en Linux, y teniendo en cuenta que actualmente las 
aplicaciones de clustering son bastante complejas, suelen constar de varios 
componentes, por lo que solemos encontrarnos en situaciones en las que una solución 
completa de clustering utiliza componentes de varios subproyectos. 
A continuación, vamos a describir algunos proyectos y componentes más importantes 
en la actualidad dentro en el ámbito de clústers de Software Libre. 
 
4.2.1.1 Proyecto Linux-HA y Heartbeat 
El proyecto Linux-HA tiene como objetivo proporcionar una solución de alta 
disponibilidad (clustering) para Linux, FreeBSD, OpenBSD, Solaris y Mac OS X. 
Linux-HA se utiliza ampliamente y como una parte muy importante en muchas 
soluciones de Alta Disponibilidad. Desde que comenzó en el año 1999 hasta la fecha 
de publicación de la investigación de Rubio Sapiña, A. (2012), sigue siendo una de las 
mejores soluciones de software HA para muchas plataformas. 
El componente principal de Linux-HA es Heartbeat, un demonio que proporciona los 
servicios de infraestructura del clúster (comunicación y membresía). 
Para formar una solución clúster de utilidad, Heartbeat necesita combinarse con un 
Clúster Resource Manager (CRM), que realiza las tareas de iniciar o parar los recursos 
y dotar de alta disponibilidad. 
En la primera versión de Linux-HA, se utiliza con Heartbeat un sencillo CRM que sólo 
será capaz de administrar clústers de 2 nodos y detectar fallos a nivel de máquina. Con 
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Linux-HA 2 se desarrolló un nuevo CRM más avanzado, que superaba dichas 
limitaciones. De este nuevo desarrollo surge el proyecto CRM Pacemaker. 
 
4.2.1.2 Pacemaker CRM 
El proyecto Pacemaker surge en el año 2007, a raíz de la segunda generación de 
Linux- HA. Los programadores del componente CRM de Linux-HA, deciden extraer el 
desarrollo y mantenimiento de éste en un proyecto separado. Para que el nuevo CRM 
pueda utilizar como capa de comunicación no sólo Heartbeat si no también OpenAIS. 
Pacemaker es compatible totalmente con Heartbeat, así como con los scripts de 
recursos existentes para este, también se ha adaptado el administrador gráfico Linux-
HA para que funcione con Pacemaker. 
Pacemaker está disponible en la mayoría de las distribuciones Linux actuales, las 
cuales lo han adoptado como sucesor de Heartbeat. 
 
4.2.1.3 OpenAIS 
OpenAIS Clúster Framework es una implementación open source de las Application 
Interface Specification (AIS). Un conjunto de especificaciones para estandarizar el 
desarrollo de servicios e interfaces para la alta disponibilidad, desarrolladas por el 
Service Availability Forum. 
Los principales beneficios de una solución de Clúster de HA basado en las normas AIS 
son la mejora en portabilidad e integración, permite sistemas más escalables, la 
reducción de costes y reutilización de componentes. 
Esta estandarización puede ser muy beneficiosa no sólo para los componentes 
principales del software o middleware de clustering, si no por el hecho de que el clúster 
sea capaz de monitorizar un mayor número de servicios y recursos con un API 
unificada. 
El proyecto OpenAIS implementa actualmente los componentes de infraestructura y 
membresía. Y es utilizado en soluciones completas de clustering como Pacemaker o 
RedHat Clúster. 
 
4.2.1.4 RedHat Cluster Suite 
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RedHat-Cluster Suite es un proyecto de desarrollo open source de diferentes 
componentes de clustering para Linux. Dicho proyecto se basa casi en la totalidad del 
producto RedHat Clúster Suite para su distribución comercial Linux RHLE. 
RedHat-Cluster es un conjunto de componentes que forman una solución de clustering 
HA completa y que utiliza un CRM propio llamado CMAN. 
La arquitectura está basada en el uso de OpenAIS como componente de 
mensaje/membresía y CMAN como administrador de recursos (CRM). Así como otros 
componentes que proporcionan fencing, balanceo de carga, o las propias herramientas 
de administración del clúster. 
RedHat-Cluster también está disponible para otras distribuciones Linux que no sean 
RedHat. 
 
4.2.1.5 Corosync Cluster Engine 
Corosync Cluster Engine es un proyecto open source bajo la licencia BSD, derivado del 
proyecto OpenAIS. El objetivo principal del proyecto es desarrollar una solución de 
cluster completa, certificada por la OSI (Open Source Initiative), con soporte para Linux, 
Solaris, BSD y MacOSX. 
El proyecto se inicia en Julio de 2008 y la primera versión estable Corosync 1.0.0 se 
lanzó en agosto de 2009. 
 
4.2.2 Soluciones Linux y Unix  
Alcántara Roa, L. (2014). En Instalación y configuración de un clúster de alta 
disponibilidad con reparto de carga. (Tesis de maestría).  Universidad Politécnica de 
Valencia. España. Menciona las principales soluciones en HA a nivel de sistemas 
operativos Open Source: 
 
4.2.2.1 Soluciones Linux: 
A. Ubuntu Server 16.04 LTS 
Descripción 
A destacar el kernel Linux 4.4, también LTS, Xorg server 1.18 y Mesa 11.2. En cuanto a 
las aplicaciones más señaladas, ahí están Firefox 45 o LibreOffice 5.1, entre otras 
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muchas actualizaciones en los más de 25.000 paquetes disponibles en los repositorios 
oficiales (en formato DEB). 
Ubuntu 16.04 incluye la nueva versión de LXD para la gestión de contenedores, Docker 
1.1 (no te pierdas nuestro tutorial Docker); las nuevas versiones de Juju, OpenStack y 
Ceph; y soporte para con los mainframes IBM Z y LinuxOne. 
Requerimientos de Hardware 
Los requerimientos mínimos para la instalación de Ubuntu Server 16 se muestran en la 
siguiente tabla: 
 
Tabla 8. Requerimientos mínimos para instalar Ubuntu Server 16. 





Soporte de Cloud y contenedores. Adicionalmente alta disponibilidad con 
Pacemaker/Corosync, que permite crear clústers de alta disponibilidad de recursos. 
También existen otras herramientas como por ejemplo Heartbeat que serviría para tal 
menester, pero es un proyecto más antiguo y tiene más limitaciones. 
Ediciones 
- Ubuntu 16.04 Essential 
- Ubuntu 16.04 Standard 
- Ubuntu 16.04 Advanced 
Precio 
En su edición Standard $2,500 por año y en su edición Advanced $3,150 por año. 
 
B. Fedora 24 Server 
Descripción 
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Fedora Server es un sistema operativo de servidor apoyado por la comunidad, que da a 
los administradores con experiencia en cualquier sistema operativo acceso a las 
últimas tecnologías de servidor disponibles en la comunidad de código abierto. 
Posee una administración de sistema con la poderosa y moderna interfaz de Cockpit. 
Vea y controle el rendimiento y el estado de su sistema, y despliegue y administre 
servicios basados en contenedores. 
Poseer “Roles de servidor”, es decir no hay necesidad de configurar su servidor desde 
cero. Los roles de servidor proveen un servicio bien integrado sobre la plataforma de 
Fedora Server. Despliegue y administre esos roles fácilmente usando la herramienta 
Rolekit. 
Fedora Server incluye un servidor de base de datos escalable de nivel empresarial 
impulsado por el proyecto de código abierto PostgreSQL. 
Fedora Server posibilita elevar el nivel de una red Linux con administración avanzada 
de identidad, DNS, servicios de certificados e integración con dominios Windows(TM) 
mediante FreeIPA, el motor que lleva el rol de Controlador de Dominio de Fedora 
Server. 
Requerimientos de Hardware 
 
Tabla 9. Requerimientos mínimos para instalar Fedora 24. 
Fuente: Página oficial de Fedora (2016). 
Seguridad 
El paquete qemu-kvm ha sido compilado con soporte completo para RELRO y PIE que 
pueden ser de ayuda para mitigar determinados tipos de ataques. Con estas opciones 




“Implementación de una infraestructura tecnológica con alta disponibilidad basada en clústers 
para los servidores de la Universidad Señor de Sipán-Lambayeque.” 
90 
 
Soporte de Cloud (solo para Fedoras Cloud) y contenedores. Alta disponibilidad con 
Pacemaker/Corosync. Posee características de escalabilidad para redes y servidores. 
Ediciones 
- Fedora 24 Alfa Workstation 
- Fedora 24 Alfa Server 
- Fedora 24 Alfa Cloud 
Precio 
Gratuitas, en todas sus ediciones.  
 
C. CentOS 7 
Descripción 
Es un sistema operativo de código abierto, basado en la distribución Red Hat 
Enterprise Linux, operándose de manera similar, y cuyo objetivo es ofrecer al usuario 
un software de "clase empresarial" gratuito. Se define como robusto, estable y fácil de 
instalar y utilizar. Desde la versión 5, cada lanzamiento recibe soporte durante diez 
años, por lo que la actual versión 7 recibirá actualizaciones de seguridad hasta el 30 de 
junio de 2024. 
CentOS usa yum como paquete de gestión de las actualizaciones, herramienta también 
utilizada por la distribución Fedora. 
CentOS posee con las siguientes características: 
- Fácil mantenimiento 
- Idoneidad para el uso a largo plazo en entornos de producción 
- Entorno favorable para los usuarios y mantenedores de paquetes 
- Apoyo a largo plazo de las principales aplicaciones para el servidor 
- Desarrollo activo de módulos y aplicaciones 
- Infraestructura y respaldo de la comunidad 
- Diseñado para servidores 
- Seguridad y estabilidad 
Requerimientos de Hardware 
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Tabla 10. Requerimientos mínimos para instalar CentOS 7. 




No posee soporte de Cloud. Alta disponibilidad con Pacemaker/Corosync. Posee 
características de escalabilidad para redes y servidores. No posee escalamiento, para 
escalar hay que añadir servidores. Si falla el servidor falla todo. 
Ediciones 




4.2.2.2 Soluciones Unix: 
A. Oracle Solaris 11 
Descripción 
Solaris es un sistema operativo de tipo Unix desarrollado por Sun Microsystems desde 
1992 como sucesor de SunOs. Es un sistema certificado oficialmente como versión de 
Unix. Aunque Solaris fue desarrollado como software privado, la mayor parte de su 
código se ha liberado como proyecto de software libre denominado OpenSolaris. 
Solaris es famoso por su escalabilidad, especialmente en sistemas SPARC y por ser 
origen de innovadoras tecnologías. 
Sun Solaris se ejecuta sobre la arquitectura SPARC en 32 y 64 bits (más conocida 
como Ultra Sparc) o sobre procesadores x86 (incluidos Intel y AMD). 
A comienzos del 2005, Sun Microsystems ha sacado a la luz la versión 10 (5.10) de su 
sistema operativo Solaris con nuevas características. 
Entre sus características principales tenemos: 
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- Software de código libre y abierto 
- Gestión del ciclo de vida 
- Gestión de Cloud 
- Soporte Networking 
- Gestión de configuración 
- Gestión de datos 
- Seguridad y cumplimiento 
- Alta disponibilidad 
- Virtualización  
Requerimientos de Hardware 
 
Tabla 11. Requerimientos mínimos para instalar Oracle Solaris. 
Fuente: Página oficial de Oracle (2016). 
Seguridad 
Bloquea su medio ambiente y cumple con los requisitos de conformidad con una 
solución de ingeniería para proteger datos, aplicaciones y usuarios de los ataques. 
Alta 
Alta disponibilidad 
Mejorar el tiempo de funcionamiento de aplicaciones con Oracle Solaris Clúster e 
integrado de auto-sanación. 
Ediciones 
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B. HP-UX 11 
Descripción 
HP-UX es la versión de Unix desarrollada y mantenida por Hewlett-Packard desde 
1983, ejecutable típicamente sobre procesadores HP PA RISC y en sus últimas 
versiones sobre Intel Itanium (arquitectura Intel de 64 bits); a pesar de estar basada 
ampliamente en System V incorpora importantes características BSD. En la actualidad 
la última versión de este sistema operativo es la 11.31, también conocido como 11iv3 
(2007), aunque existen numerosas instalaciones de sistemas más antiguos, 
especialmente HP-UX 10.x (1995-97) o incluso 9.x. (1992-95). A partir de la versión 
11.11 (2000) se usa un sistema de numeración doble, así la 11.11 es también conocida 
como 11i, la 11.20 es 11iv2 y así sucesivamente. 
HP-UX es, como la mayor parte de Unix comerciales, un entorno de trabajo flexible, 
potente y estable, que soporta un abanico de aplicaciones que van desde simples 
editores de texto a complicados programas de diseño gráfico o cálculo científico, 
pasando por sistemas de control industrial que incluyen planificaciones de tiempo real. 
Durante los últimos años Hewlett-Packard, como muchos otros fabricantes, parece 
haberse interesado bastante por la seguridad en general, y en concreto por los 
sistemas de protección para sus plataformas; prueba de ello es la gama de productos 
relacionados con este campo desarrollados para HP-UX, como el sistema de detección 
de intrusos IDS/9000 para HP-UX 11.x corriendo sobre máquinas HP-9000 o la utilidad 
Security Patch Check, similar al PatchDiag de Sun Microsystems. También es 
importante destacar las grandes mejoras en cuanto a seguridad del sistema se refiere 
entre HP-UX 9.x, HP-UX 10.x y muy especialmente HP-UX 11.x. 
Requerimientos de Hardware 
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Tabla 12. Requerimientos mínimos para instalar HP-UX. 
Fuente: Página oficial de IBM (2016). 
Seguridad 
Proteger sus datos, sistemas e identidades vitales contra amenazas externas e 
internas, y facilitar el cumplimiento de la normativa a través de soluciones de seguridad 
con certificación HP-UX. 
Media 
Alta disponibilidad 
Permite configurar clustering, virtualizacion y networking en servidores. 
Lograr la continuidad del negocio y reducir el riesgo de HPE con Serviceguard 
Soluciones --- que le da protección contra los defectos y permitiendo un mantenimiento 
sin tiempo de inactividad a través de la resistencia de todos los componentes, desde la 
CPU a la solución. 
Ediciones 
Una sola edición. 
Precio 
Gratuito solo si viene integrado para equipos HP. En su versión comercial dependiendo 
del proveedor 
 
C. AIX 7.1 
Descripción 
AIX (Advanced Interactive eXecutive) es un sistema operativo UNIX System V 
propiedad de IBM. Inicialmente significaba "Advanced IBM Unix" pero probablemente el 
nombre no fue aprobado por el departamento legal y fue cambiado a "Advanced 
Interactive eXecutive" 
AIX corre en los servidores IBM eServers pSeries, utilizando procesadores de la familia 
IBM POWER de 32 y 64 bits. 
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Algunas de las características únicas de AIX incluyen el Object Data Manager (ODM, 
una base de datos de información del sistema). La integración de AIX del "Logical 
Volume Management" (administrador de volumen lógico) dentro del núcleo está siendo 
incluido gradualmente a varios sistemas operativos libres similares a UNIX. 
AIX 5L 5.3 puede utilizar un máximo de: 
- 64 procesadores 
- TB en memoria principal 
- JFS2: 16 TB de sistema de archivos máximo soportado 
- JFS2: 16 TB de tamaño de archivos máximo. 
Dentro de sus ventajas tenemos: 
- Rendimiento sin igual 
- Virtualización 
- Seguridad 
- Migración simple 
- Optimización de cargas de trabajo 
- Amplio soporte de aplicación 
Requerimientos de Hardware 
Desde 1989, AIX ha sido el sistema operativo para las estaciones de trabajo y 
servidores RS/6000 (AIX/6000). Durante el desarrollo de AIX, se integraron 
características del 4.2BSD y el 4.3BSD por parte de IBM y el Interactive Systems 
Corporation (Bajo contrato con IBM). 
Seguridad 
AIX incluye una serie de características diseñadas para proporcionar un entorno 
informático seguro - y AIX puede integrar en su infraestructura de seguridad existente. 
Media 
Alta disponibilidad 
AIX ayuda a cumplir con los exigentes requisitos de rendimiento, eficiencia energética, 
flexibilidad y disponibilidad en el entorno de TI. 
Ediciones 
Una sola edición. AIX Enterprise Edition es una única oferta que incluye AIX 7 y 
manejabilidad clave de los productos que están diseñados para mejorar la 
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disponibilidad, mejorar la eficiencia operativa y evaluar con precisión el uso de recursos 
en un entorno virtualizado ™ PowerVM. 
Precio 
No especificado como comercial, depende del servidor IBM que se adquiera (viene 
incluido dentro de este). 
 
4.2.3 Soluciones comerciales 
A. Windows Server 2016 
En la página oficial de Microsoft (2016) se especifican las siguientes características: 
A.1 Área de Computo 
El área de Computo incluye productos de virtualización y cuenta para el profesional de 
TI para diseñar, implementar y mantener Windows Server. 
General 
Las máquinas físicas y virtuales se benefician de una mayor exactitud el tiempo debido 
a las mejoras en el tiempo de Win32 y Hyper-V para la sincronización de servicios. 
Windows Server ahora puede albergar los servicios que cumplen con las próximas 
regulaciones que requieren una precisión de 1 ms con respecto a la UTC. 
Ediciones 
A continuación, se presentan las características generales de las ediciones de 
Windows Server 2016: 
Edición Ideal para… Comparación de características de alto nivel Precio 
Datacenter 
Entornos de nube 
privada e híbridas 
altamente virtualizados 
Funcionalidad de servidor completo con 
ilimitadas instancias virtuales 
$4.809,00 
Standard 
Entornos de baja 
densidad o no 
virtualizados 




Entornos de pequeñas 
empresas 
Interface simple, conectividad pre configurada 




Servidor de propósito 
general económica 
Servidor con funcionalidad de propósito general, 
sin derecho a virtualizar 
solo OEM 
Tabla 13. Comparación de las características generales de todas las versiones de 
Windows Server 2016. 
Fuente: Microsoft (2016). 
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Las funcionalidades que presentarán las ediciones principales de Windows Server 2016 
se muestra en la siguiente tabla: 
EDICIONES WINDOWS SERVER 2016 
FUNCIÓN DATACENTER ESTÁNDAR 
Funcionalidad de Core(núcleo) Disponible Disponible 
OSEs / Contenedores Hyper-V Ilimitado 2 
Contenedores Windows Server Ilimitado Ilimitado 
Nano Server Disponible Disponible 
Nueva característica de almacenamiento 
(Espacio Directo de Almacenamiento y 
Réplica de Almacenamiento) 
Disponible No Disponible 
Máquina Virtual blindada y servicio de 
Guardián de Host 
Disponible No Disponible 
Apilación de red Disponible No Disponible 
Precios 
Aproximadamente 
USD 6. 155 
Aproximadamente 
USD 882 
Tabla 14. Funcionalidades de las versiones principales de Windows Server 2016. 
Fuente: Microsoft (2016). 
 
Hyper-V 
¿Qué hay de nuevo en Hyper-V en Windows Server 2016 Technical Preview?: En este 
tema se explica las funcionalidades nuevas y modificadas de la función Hyper-V en 
Windows Server 2016 Technical Preview, Cliente Hyper-V que se ejecuta en Windows 
10 y Microsoft Hyper-V Server Technical Preview. 
Contenedores de Windows: Servidor 2016 de soporte de depósito de Windows añade 
mejoras en el rendimiento, la gestión simplificada de la red, y soporte para los 
contenedores de Windows en Windows 10.  
Nano Server 
Nano Server ahora tiene un módulo de actualización para la construcción de imágenes 
del servidor Nano, incluyendo más separación de host físico y la funcionalidad de la 
máquina virtual invitada, así como el apoyo a las diferentes ediciones de Windows 
Server. 
También hay mejoras en la consola de recuperación, incluyendo la separación de las 
reglas de firewall de entrada y salida, así como la capacidad de reparar la configuración 
de WinRM. 
Servicios de Escritorio remoto 
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Utilizar SQL Azure DB para su entorno de alta disponibilidad de conexión de escritorio 
remoto Broker. La implementación de una implementación de alta disponibilidad RDS le 
permite aprovechar la base de datos SQL Azure para sus agentes de conexión de RD 
en modo de alta disponibilidad. 
 
A.2 Identidad y Acceso 
Las nuevas características de identidad mejorarán la capacidad de las organizaciones 
para proteger los entornos de Active Directory y ayudarles a migrar a las 
implementaciones de sólo la nube y las implementaciones híbridas, donde algunas 
aplicaciones y servicios están alojados en la nube y otros están alojados de manera 
local. 
Servicios de certificados de Active Directory 
Novedades de Servicios de certificados de Active Directory. Active Directory Certificate 
Services (AD CS) en Windows Server 2016 aumenta el soporte para el certificado de 
clave TPM: Ahora puede utilizar la tarjeta inteligente KSP para la certificación de clave, 
y los dispositivos que no están unidos al dominio ahora pueden usar la inscripción 
NDES para obtener certificados que pueden estar garantizados para las claves que 
están en un TPM. 
Servicios de dominio de Active Directory 
Servicios de dominio Active Directory incluye mejoras para ayudar a proteger los 
entornos de Active Directory y proporcionar una mejor experiencia de gestión de 
identidad para ambos dispositivos corporativos y personales.  
Servicios de federación de Active Directory 
Active Directory Federation Services (AD FS) en Windows Server 2016 incluye nuevas 
características que le permiten configurar AD FS para autenticar a los usuarios 
almacenados en el Lightweight Directory Access Protocol (LDAP) directorios.  
Web Application Proxy 
La última versión de la aplicación Web Proxyfocuses sobre las nuevas características 
que permiten la publicación y la autenticación previa para más aplicaciones y mejorar la 
experiencia del usuario. Nuevas características que incluyen autenticación previa de 
aplicaciones de cliente costosas como Exchange ActiveSync y dominios comodín para 
facilitar la publicación de aplicaciones de SharePoint. 
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A.3 Gestión y Automatización 
El área de Gestión y Automatización se centra en la información de la herramienta y de 
referencia para los profesionales de TI que deseen ejecutar y administrar Windows 
Server, incluyendo Windows PowerShell. 
Windows PowerShell 5.0 incluye nuevas características importantes, incluyendo el 
apoyo para el desarrollo de las clases y de las nuevas características de seguridad que 
extienden su uso, mejorará su facilidad de uso, y le permite controlar y administrar 
entornos basados en Windows con mayor facilidad y de forma global. A partir de 
Technical Preview 5, nuevas adiciones incluyen: la capacidad de ejecutar de forma 
local en PowerShell.exe Nano Server (ya no remoto), nuevos usuarios y grupos locales 
cmdlets para reemplazar la interfaz gráfica de usuario, PowerShell añadido soporte de 
depuración, y añadido soporte en Nano Server para el registro de la seguridad y la 
transcripción y JEA. 
 
A.4 Networking 
Este ámbito se refiere a los productos de red y funciones de los profesionales de TI 
para diseñar, implementar y mantener Windows Server 2016. 
Redes definidas por software 
Ahora puede proporcionar tanto espejo y ruta de tráfico a los dispositivos virtuales 
nuevos o existentes. Junto con un servidor de seguridad distribuida y grupos de 
seguridad de red, esto le permite dinámicamente segmentos y cargas de trabajo 
seguras en una manera similar a Azure. En segundo lugar, se puede desplegar y 
gestionar la pila entera de redes definidas por software (SDN) utilizando System Center 
Virtual Machine Manager. Por último, puede utilizar “acoplable” para gestionar redes de 
contenedores de Windows Server, y las políticas SDN asociados no sólo con máquinas 
virtuales sino también con contenedores.  
Mejoras en el rendimiento de TCP 
La ventana de congestión inicial por defecto (ICW) se ha aumentado de 4 a 10 y Fast 
TCP abierta (TFO) se ha aplicado. TFO reduce la cantidad de tiempo necesario para 
establecer una conexión TCP y el aumento de ICW permite que los objetos más 
grandes pueden ser transferidos en la ráfaga inicial. Esta combinación puede reducir 
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significativamente el tiempo necesario para transferir un objeto Internet entre el cliente 
y la nube. 
Con el fin de mejorar el comportamiento de TCP cuando se recupera de la pérdida de 
paquetes TCP hemos puesto en marcha pérdida de la cola de la sonda (TLP) y acuse 
de recibo reciente (RACK). TLP ayuda a convertir de retransmisión (RTO) TimeOuts a 
recuperaciones rápidas y RACK reduce el tiempo necesario para la recuperación rápida 
de retransmitir un paquete perdido. 
 
A.5 Seguridad 
Incluye soluciones de seguridad y funciones para los profesionales de TI a implementar 
en su entorno de centro de datos y la nube.  
Administración Just Enough 
Solo Administración Just Enough en Windows Server 2016 es la tecnología de 
seguridad que permite la administración delegada para cualquier cosa que se puede 
administrar con Windows PowerShell. Las capacidades incluyen soporte para ejecutar 
bajo una identidad de red, se conecta a través de PowerShell directa, seguridad al 
copiar archivos desde o hacia los puntos finales de JEA y la configuración de la consola 
de PowerShell para poner en marcha en un contexto JEA por defecto. 
Guardia de credenciales 
Credential Guard utiliza la seguridad basada en la virtualización para aislar secretos de 
modo que sólo los softwares del sistema con privilegios pueden acceder a ellos. 
Guardia credencial remota 
Credential Guard incluye soporte para sesiones RDP de modo que las credenciales de 
usuario permanecen en el lado del cliente y no estén expuestos en el lado del servidor. 
Esto también proporciona inicio de sesión único para Escritorio remoto.  
Guardia dispositivo (Código de Integridad) 
Device Guard proporciona la integridad del código del núcleo de modo (KMCI) y el 
código de usuario modo de integridad (UMCi) mediante la creación de políticas que 
especifican qué código se puede ejecutar en el servidor.  
Máquinas Virtuales blindados 
Windows Server 2016 proporciona una nueva máquina virtual blindado basado en 
Hyper-V para proteger cualquier máquina virtual Generación 2 de un tejido 
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comprometido. Entre las características introducidas a partir de Technical Preview 5 
son los siguientes: 
- Nuevo modo "Cifrado compatible" que ofrece más protección que a una máquina 
virtual ordinaria, pero menos que en el modo "blindado", sin dejar de apoyar 
vTPM, cifrado de disco, cifrado del tráfico de la migración en vivo, y otras 
características, incluyendo las conveniencias de la administración de estructuras 
directos como conexiones virtuales de la consola de la máquina y Powershell 
directa. 
- Soporte completo para la conversión de Generación 2 máquinas virtuales no 
blindados existentes para máquinas virtuales blindado, incluido el cifrado de 
disco automatizado. 
- Hyper-V Virtual Machine Manager puede ahora ver las estructuras en los que se 
autorice una virtuales blindado para correr, que proporciona una manera para 
que el administrador abra el protector de clave de una máquina virtual blindado 
(PK) y ver las estructuras que permite que se ejecute. 
- Puede cambiar los modos de certificación respecto de un host que ejecuta 
Servicio de guarda. Ahora se puede cambiar sobre la marcha entre la 
certificación basada en Active Directory menos seguro, pero más simple y 
certificación basado en TPM. 
- De extremo a extremo de diagnóstico herramientas basadas en Windows 
PowerShell que es capaz de detectar errores de configuración o errores en 
ambos hosts de Hyper-V vigiladas y el Servicio de guarda host. 
- Un entorno de recuperación que ofrece un medio para solucionar problemas de 
forma segura y reparación blindado de máquinas virtuales dentro de la trama en 
la que normalmente se ejecutan al tiempo que ofrece el mismo nivel de 
protección que la máquina virtual en sí blindado. 
- Host Guardian Service de seguridad existente de Active Directory - se puede 
dirigir el host del servicio del guarda para utilizar un bosque de Active Directory 
existente como su Active Directory en lugar de crear su propia instancia de 
Active Directory 
Windows Defender 
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Windows Defender para Windows Server Technical Preview 5. Windows Server 
Antimalware está instalado y activado de forma predeterminada en Windows Server 
2016, pero la interfaz de usuario para Windows Server Antimalware no está instalada. 
Sin embargo, Windows Server Antimalware actualizará las definiciones de antimalware 
y protege el equipo sin la interfaz de usuario. Si necesita la interfaz de usuario para 
Windows Server Antimalware, se puede instalar después de la instalación del sistema 
operativo mediante el asistente Agregar roles y características. 
Guardia de Control de Flujo 
Control Flow Guard (CFG) es una característica de seguridad de la plataforma que se 
creó para luchar contra vulnerabilidades de corrupción de memoria.  
 
A.6 Almacenamiento 
Esta área comprende los productos de almacenamiento y funciones de los 
profesionales de TI para diseñar, implementar y mantener Windows Server 2016. 
Para Windows Server 2016, las mejoras incluyen la simplificación, la capacidad de 
administración y espacios de almacenamiento más pequeños escala directa. El nuevo 
Health Service continúa para mejorar el seguimiento del día a día, las operaciones y la 
experiencia de mantenimiento de espacios de almacenamiento directos. Réplica de 
almacenamiento aporta flexibilidad mediante la ampliación de clústeres extendidos al 
apoyo asíncrono, la delegación de la administración, y la mejora de la eficiencia con la 
ayuda para el almacenamiento aprovisionado. 
Novedades de la conmutación por error en Windows Server 2016. Para Technical 
Preview 5 nuevas adiciones incluyen VM Nodo de Equidad para el equilibrio de carga 
sin problemas de las máquinas virtuales (VM) a través de los nodos de un clúster, 
clúster Multi-NIC para que sea más fácil de configurar redes de alta velocidad en 
servidores de archivos de escalabilidad horizontal. 
 
A.7 Requisitos para instalación de Windows Server 2016 
A.7.1 Procesador 
El rendimiento del procesador depende no sólo de la frecuencia de reloj del 
procesador, sino también en el número de núcleos de procesador y el tamaño de la 
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caché del procesador. Los siguientes son los requisitos mínimos de procesador para 
este producto: 
- 1.4 GHz procesador de 64 bits 
- Compatible con el conjunto de instrucciones x64 
- Es compatible con NX y DEP 
- Apoya CMPXCHG16b, LAHF / SAHF, y PrefetchW 
- Es compatible con la traducción de direcciones de segundo nivel (EPT o NPT) 
A.7.2 Memoria RAM 
Los siguientes son los requisitos mínimos de RAM estimadas para este producto: 
- 512 MB (2 GB para el servidor opción de instalación de escritorio con 
experiencia). 
- ECC (Error Correcting Code)  o tecnología similar. 
A.7.3 Requisitos del controlador de almacenamiento y espacio de disco 
Los equipos que ejecutan Windows Server 2016 deben incluir un adaptador de 
almacenamiento que es compatible con la especificación de la arquitectura PCI 
Express. dispositivos de almacenamiento persistentes en servidores clasificadas como 
unidades de disco duro no deben ser PATA. Windows Server 2016 no permite ATA / 
PATA / IDE / EIDE para las unidades de arranque, página, o de datos. 
Los siguientes son los requisitos mínimos estimados de espacio en disco para la 
partición del sistema: 
- 32 GB 
A.7.4 Requisitos de adaptador de red 
Los adaptadores de red que se utilizan debe incluir las siguientes características 
mínimas: 
- Un adaptador Ethernet capaz de, al menos, el rendimiento gigabit 
- Cumple con la especificación de la arquitectura PCI Express. 
- Soporta ejecución previa al inicio (PXE). 
Un adaptador de red que admite la depuración de red (KDNet) es útil, pero no es un 
requisito mínimo. 
A.7.5 Otros requerimientos 
Los equipos que ejecutan esta versión también deben tener lo siguiente: 
- Unidad de DVD (si va a instalar el sistema operativo desde el DVD) 
“Implementación de una infraestructura tecnológica con alta disponibilidad basada en clústers 
para los servidores de la Universidad Señor de Sipán-Lambayeque.” 
104 
 
Los siguientes artículos no son estrictamente necesarias, pero son necesarias para 
ciertas características: 
- Sistema basado en 2.3.1c y el firmware UEFI que soporta arranque seguro 
- Módulo de plataforma confiable  
- Dispositivo gráfico y monitor capaz de Super VGA (1024 x 768) o de mayor 
resolución 
- Teclado y el ratón de Microsoft® (u otro dispositivo señalador compatible) 
- Acceso a Internet (de pago) 
 
4.3 Comparativa entre las diferentes soluciones tecnológicas para servidores 














































































Tipo de núcleo Monolítico Monolítico Monolítico Monolítico  HP/UX Micronúcleo Híbrido 
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Seguridad Media Media Media Alta Media Media Alta 
Virtualización Disponible Disponible Disponible Disponible Disponible Disponible Disponible 
Hypervisor Incluido No incluido No incluido Incluido Incluido No incluido Incluido 








Disponible Disponible Disponible 
Disponible 
e Ilimitado 


































de trabajo y 
servidores 
RS/6000 
1.4 GHz  
RAM 128 MB 640 MB 
64 MB y 1 GB 
con entorno 
gráfico 











1 GB y 20 GB 
con entorno 
gráfico 

















Tabla 15. Comparativa entre los principales sistemas para servidores. 
Fuente: Elaboración propia (Información extraída de las páginas oficiales de los 
distintos SO: Ubuntu, Fedora, CentOS, Oracle, HP, IBM y Microsoft). 
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4.4 Valoración de las diferentes soluciones para servidores existentes en el 
mercado. 
4.4.1 Valoración de las características 
Las características de los SO para servidores estudiados, han sido cuantificadas con la 
valoración descrita en la siguiente tabla: 
Descripción de las características y su cuantificación 
Características Descripción Valoración 
Licencia 
Libre y de código abierto 0 
Software libre 1 
Software propietario 2 
Costo 
No aplicable 0 
Gratuito 1 
De pago con licencia 2 
Funcionalidad Core 
No disponible 0 
Disponible 1 





No disponible 0 
Disponible 1 
Contenedores 
No disponible 0 
Disponible y Limitado 1 
Disponible 2 
Disponible e Ilimitado 3 
Nano Server 
No disponible 0 
Disponible 1 
Cloud 
No disponible 0 
Disponible 1 
Máquina Virtual blindada y Guardián 
Host 
No disponible 0 
Disponible 1 
Apilación en red 
No disponible 0 
Disponible 1 
Replicación de servidores 
No disponible 0 
Disponible y Limitado 1 
Disponible 2 





Virtualización No disponible 0 
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No incluido 0 
Incluido 1 
Escalabilidad 
No disponible 0 
Disponible 1 
Clusterización 
Disponible y Limitado 0 
Disponible 1 






Única edición 0 
Varias ediciones 1 
Hardware 
Procesador 
No aplicable 0 
Menor a 1 GHz 1 
Mayor igual a 1 GHz 2 
RAM 
No aplicable 0 
Menor a 512 MB 1 
Mayor igual a 512 MB 2 
Espacio en disco 
No aplicable 0 
Menor a 512 MB 1 
Mayor igual a 512 MB 2 
Soporte técnico y resolución de 
problemas 




Tabla 16. Valoración de las características de las soluciones tecnológicas. 
Fuente: Elaboración propia. 
 
4.4.2 Comparación de las características cuantificadas y su suma total 
A continuación, se muestra la comparativa de las características de los SO para 





















Licencia 0 0 0 1 2 2 2 
Costo 2 1 1 1 0 0 2 
Funcionalidad Core 0 0 0 0 0 0 1 
Tipo de núcleo 1 1 1 1 0 0 2 
OSEs / Contenedores Hyper-V 0 0 0 0 0 0 1 
Contenedores 1 1 1 2 2 0 3 
Nano Server 0 0 0 0 0 0 1 
Cloud 1 0 1 1 0 0 1 
“Implementación de una infraestructura tecnológica con alta disponibilidad basada en clústers 
para los servidores de la Universidad Señor de Sipán-Lambayeque.” 
108 
 
Máquina Virtual blindada y Guardián 
Host 
0 0 0 0 0 0 1 
Apilación en red 0 0 0 1 1 0 1 
Replicación de Servidores 1 1 1 2 2 0 3 
Seguridad 1 1 1 2 1 1 2 
Virtualización 1 1 1 1 1 1 1 
Hypervisor 1 0 0 1 1 0 1 
Escalabilidad 1 1 1 1 1 1 1 
Clusterización 0 0 0 1 1 1 2 
Alta disponibilidad 1 1 1 2 1 0 2 
Ediciones 1 0 0 0 0 1 1 
Requerimientos de 
Hardware 
Procesador 1 1 2 1 0 0 2 
RAM 1 2 1 2 0 0 2 
Espacio en 
Disco 
1 2 2 2 0 0 2 
Soporte técnico y resolución de 
problemas 
0 0 0 1 1 1 1 
TOTAL 15 13 14 23 14 8 35 
Tabla 17. Cuadro comparativo de las características cuantificadas con su suma total. 
Fuente: Elaboración propia. 
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CAPÍTULO V: DISEÑO E IMPLEMENTACIÓN DE LA SOLUCIÓN PROPUESTA 
5.1 Propuesta de solución de alta disponibilidad para los servidores de la 
Universidad Señor de Sipán. 
Como se puede apreciar en la Tabla 17. “Cuadro comparativo de las características 
cuantificadas con su suma total.” Propongo, a nivel de software, como mejor opción 
para implementar dentro de un servidor, al sistema operativo Windows Server 2016 de 
Microsoft, con un total de 35 puntos, observando que cumple con todas las 
características de alta disponibilidad para servidores, dando énfasis en la 
Clusterización, teniendo en cuenta el nivel de seguridad que posee y que en su versión 
2016 tiene la característica única de Nano Server que nos garantiza una instalación 
muy ligera del sistema dentro del servidor sin perder todas las características de alta 
disponibilidad y administración de los servidores, además está muy ligado a la Cloud y 
a la virtualización(Hyper-V permite virtualización de virtualización) , apostando por 
mantener los servicios en la nube para mayor seguridad y disponibilidad de estos. 
 
Como segunda opción tenemos al sistema Solaris de Oracle, con 23 puntos, posee las 
características de alta disponibilidad y seguridad que buscamos para nuestros 
servidores, sin embargo, no incorpora otras características únicas de Windows Server 
en su versión 2016. Muchas de sus aplicaciones están ligadas a Oracle lo que limita un 
poco la disponibilidad de ellas, porque es necesario adquirir licencias adicionales, lo 
cual podría sugerir un gasto adicional de aplicativos, sin embargo, con Windows Server 
2016 no sucede esto porque incluye dentro de su instalación todas las características 
con una amigable y sencilla instalación. 
 
Por otro lado, a nivel de hardware, propongo adquirir dos servidores HP ProLiant 
DL380 G9, para formar un clúster de alta disponibilidad que sigan los lineamientos del 
diseño propuesto en este capítulo. Dicho clúster tomaría la función de granja de 
servidores de base de datos para dar alta disponibilidad a la base de datos de los 
servicios de la USS y reemplazaría el servidor “Datos” por estos dos servidores en 
clúster “SQL” a quienes llamaré “SQL1” y “SQL2”. A continuación, se muestran las 
especificaciones técnicas de este servidor: 
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Figura 22. Características de servidor HP ProLiant DL380 G9 
Fuente: Hewlett-Packard (2016). 
 
5.2 Diseño de la solución tecnológica propuesta 
Se propone implementar el diseño de clúster de alta disponibilidad mostrado en la 
Figura 23, el cual se describirá a continuación: 
Como se pudo observar en el CAPITULO IV llamado “ANÁLISIS DE LA SITUACIÓN 
ACTUAL Y COMPARATIVA DE ALTA DISPONIBILIDAD PARA SERVIDORES 
EXISTENTES EN EL MERCADO”. En el apartado de la topología lógica de la red se 
observar que de entre un conjunto de servidores que posee la Universidad Señor de 
Sipán   es necesario brindar alta disponibilidad a dos servidores en particular que 
brindan dos servicios críticos para la universidad y estos son: el servidor del Campus 
(donde se almacena el servicio web) y el servidor de base de datos (que almacena y 
gestiona la base de datos para el acceso al Campus de la USS). 
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Por ello se propone en el diseño de red implementar dos clústeres de conmutación por 
error (Failover Clustering) bajo el sistema operativo de Windows Server 2016 que 
provean de alta disponibilidad tanto para el servidor llamado “Campus” como al servidor 
llamado “SQL”. 
De esta manera se tendría dos granjas de servidores que, una de ellas trabajará como 
un solo servidor para el “Campus” y la otra como un solo servidor para “SQL”. Cada 
servidor debe tener instalada físicamente 3 tarjetas de red (NIC); a una de ellas las 
llamaré “LAN” la cual funcionará para conexión de la red local (para que se encuentren 
dentro del mismo dominio de la red), una segunda tarjeta la llamaré “iSCSI” que 
funcionará para la red de discos de almacenamiento iSCSI y se conectarán al servidor 
SAN; y finalmente la tercera tarjeta la llamaré “Heartbeat” cuya función será verificar 
que los nodos del clúster se encuentren activos (funcionales/up). Las tarjetas de red 
“iSCSI” y “Heartbeat” no deben registrar peticiones DNS, pues la función de ellas es 
distinta a la de ser visibles para toda la red, por ello cada una de ella se encuentran 
dentro de redes distintas, solo se pueden ver con la tarjeta de red del mismo nombre 
del otro servidor (nodo) que formará parte del clúster que le corresponde.




A continuación   se muestra en la siguiente tabla distribución de las direcciones ip de los servidores que forman parte de los 
clústers, con sus respectivas tarjetas de red y otras características importantes: 
 
DISTRIBUCIÓN DE EQUIPOS SERVIDORES DE CLUSTER Y ASIGNACIÓN DE DIRECCIONES IP 
Clúster 
Dirección ip del 
Clúster Servicio Dominio Servidor 
Tarjeta de 





192.168.2.50 Servicio Web 
uss.edu.pe 
Campus1 
LAN 192.168.2.16 Si 192.168.2.12 
iSCSI 192.168.1.16 No - 
Heartbeat 192.168.3.16 No - 
Campus2 
LAN 192.168.2.22 Si 192.168.2.12 
iSCSI 192.168.1.22 No - 
Heartbeat 192.168.3.22 No - 
Clúster "SQL"  192.168.2.70 
Servicio de base de 
datos 
SQL1 
LAN 192.168.2.28 Si 192.168.2.12 
iSCSI 192.168.1.28 No - 
Heartbeat 192.168.4.28 No - 
SQL2 
LAN 192.168.2.34 Si 192.168.2.12 
iSCSI 192.168.1.34 No - 
Heartbeat 192.168.4.34 No - 
Tabla 18. Distribución de equipos servidores de clúster y asignación de direcciones ip. 













En la siguiente tabla se muestra la distribución de otros servidores que no forman parte de algún clúster, pero cuya función es 
importante para la puesta en marcha de la configuración de granja de servidores: 
 
 
Tabla 19. Distribución de otros equipos servidores y la asignación de direcciones ip. 
Fuente: Elaboración propia. 
 
 
*El nombre del dominio de la red es: uss.edu.pe





Figura 23. Diseño propuesto de un clúster de alta disponibilidad como solución tecnológica. 
Fuente: Diseño y elaboración propia. 
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5.3 Implementación de la solución tecnológica propuesta 
En este capítulo se plantea el desarrollo de la implementación de la solución 
tecnológica propuesta, es decir se describe paso a paso las instalaciones y 
configuraciones tanto del SO para servidores Windows Server 2016 así como las 
características y roles necesarias para el correcto funcionamiento de un clúster que 
pretende dar alta disponibilidad a los servidores de la Universidad Señor de Sipán. 
 
5.3.1 Desempaquetado e Instalación del servidor HP ProLiant 
1. En el Datacenter de la Universidad Señor de Sipán se procede a desempaquetar 
el servidor HP ProLiant para su próxima instalación física dentro del rack de 
servidores e instalación del sistema Windows Server 2016. 
2. Se procede a la instalación de Windows Server 2016 en el servidor montado en 
el rack.  
Se puede observar el desempaquetado y las características del Servidor HP ProLiant 
en el Anexo 1. 
5.3.2 Instalación de Windows Server 2016 RS1 
1. Se procese a cargar la imagen del DVD de instalación dentro del servidor HP 
ProLiant. 
2. Se configura el idioma a “Español (España, internacional)”, el formato de hora a 
“Español (Perú)” y el teclado a “Latinoamérica”. 
3. Luego se procede a seleccionar la opción “Instalar ahora”. 
4. En la pantalla siguiente ingresamos el serial para la edición Datacenter. 
5. Seleccionamos el modo en que se ejecutará el sistema, en nuestro caso 
elegimos GUI. 
6. Se nos muestra una pantalla con los términos de la licencia los cuales leemos y 
luego marcamos la casilla “Acepto los términos de licencia”. 
7. En la siguiente pantalla elegimos la opción “Personalizada: instalar solo 
Windows (avanzado)”. 
8. A continuación, se selecciona el disco donde se instalará el servidor. 
9. Se inicia la instalación y esperamos al reinicio del sistema. 
10. A continuación, se configura el nombre de la cuenta de administrador y el 
password respectivo para dicha cuenta. 
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5.3.3 Asignación de direcciones ip a las interfaces de red para configuración 
iSCSI. 
1. En el servidor 1 (nodo 1 del clúster), se procede a renombrar el primer adaptador 
de red a quien se le llamará “iSCSI”, luego se ingresa a las propiedades del 
mismo y se configura el protocolo de internet ipv4, asignándole la dirección: 
192.168.1.16. 
2. De la misma manera en el servidor 2 (nodo 2 del clúster), se procede a 
renombrar el segundo adaptador de red a quien se le llamará “iSCSI”, luego se 
ingresa a las propiedades del mismo y se configura el protocolo de internet ipv4, 
asignándole la dirección: 192.168.1.22.  
 
5.3.4 Verificación de comunicación entre las interfaces de red para 
configuración iSCSI. 
1. En el servidor 1 ingresamos al “cmd” y mediante el mandato “ping” verificaremos 
que haya comunicación entre el servidor 1 y el SAN   así como con el Servidor 2.  
2. En el servidor 2 ingresamos al “cmd” y mediante el mandato “ping” verificaremos 
que haya comunicación entre el servidor 2 y el servidor SAN, así como con el 
Servidor 1.  
 
5.3.5 Instalación y configuración del disco de almacenamiento iSCSI. 
1. En el SAN agregamos un disco secundario, que funcionará único y 
exclusivamente para el almacenamiento compartido entre los nodos del cluster. 
2. Ahora haremos que el servidor vea ese nuevo disco, en “Servicios de archivos y 
almacenamiento” seleccionamos “Discos” y allí observamos uno que está 
desconocido.  
3. Ponemos el disco en línea y a continuación le damos click derecho y “Nuevo 
volumen…”. 
4. Le damos click a siguiente y una vez más a siguiente luego nos aparecerá una 
advertencia de inicialización del disco le damos aceptar. 
5. Especificamos el tamaño del volumen.  
6. Seleccionamos una letra para la nueva unidad de almacenamiento. 
7. Asignamos el tipo de sistema de archivos y la etiqueta del volumen. 
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8. Aparece la pantalla de confirmación, y le damos click en “crear”.  
9. Por último, aparece la pantalla de finalización de la creación del nuevo volumen.  
10. Comprobación de que se creó el disco iSCSI y es visible.  
 
La instalación y configuración del disco de almacenamiento iSCSI se puede ver en el 
Anexo 2. 
Tener en cuenta que se crea un disco virtual para cada servicio que brindará el servidor 
en nuestro caso se instalará un disco virtual llamado “FileServer” como servidor de 
archivos y otro “SQL” como servidor de base de datos. A esto le agregamos el disco de 
“Quorum” y en total tendremos 3 discos virtuales compartidos para el clúster. 
 
5.3.6 Instalación del rol de iSCSI tarjet. 
1. Ingresamos a la opción “Agregar roles y características” del “Administrador del 
servidor” en el servidor SAN. 
2. En próxima ventana le damos click a “Siguiente” y aparecerá una nueva ventana 
en donde seleccionamos “Instalación basada en características o en roles” y le 
damos click a “Siguiente”. 
3. En la siguiente ventana seleccionamos el servidor y le damos click a “Siguiente”. 
4. Seleccionamos “Servicios de archivos y almacenamiento” luego desplegamos 
“Servicios de iSCSI y archivo”, y marcamos la casilla “Servidor de destino 
iSCSI”. 
5. En la siguiente ventana marcamos la casilla “Reiniciar automáticamente el 
servidor de destino en caso necesario”, y le damos click a “Instalar”. 
6. Termina la instalación y le damos click en “Cerrar”. 
7. Ahora para configurar el disco virtual, vamos a “Discos virtuales iSCSI” y damos 
click en “Para crear un disco virtual iSCSI inicie el asistente para nuevo disco 
virtual disco iSCSI”. 
8. En la siguiente ventana en la parte inferior seleccionamos la unidad que 
creamos con anterioridad y damos click en “Siguiente”. 
9. Escribimos el nombre del disco, en nuestro caso le llamaremos “Campus” y le 
damos click en “Siguiente”. 
10. Asignamos el espacio del disco y le damos click en “Siguiente”. 
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11. En la siguiente ventana seleccionamos “Nuevo destino iSCSI” y le damos a 
“Siguiente”.  
12. Ahora especificamos el nombre del destino, en nuestro caso será “iSCSI-
Campus” y le damos click a “Siguiente”.  
13. En la siguiente ventana se agregan los servidores que tendrán acceso al disco 
iSCSI. Y le damos click en “Siguiente”.  
14. En la ventana “Habilitar autenticación” le damos click en “Siguiente”. 
15. En la siguiente ventana verificamos la configuración y le damos click en “Crear”.  
16. Vemos la ventana de creación y luego le damos click en “Cerrar”. 
 
La instalación del rol de iSCSI tarjet se puede ver en el Anexo 3.  
 
5.3.7 Presentación del disco iSCSI al Nodo 1 y Nodo 2. 
1. En el Servidor1 nos dirigimos a “Herramientas” del “Administrador del servidor” 
hacemos click en “Iniciador iSCSI". 
2. Aceptamos la ventana que aparece (solo porque es la primera vez que se 
configura) dándole click a “Si”.  
3. Luego nos aparecerá una nueva ventana donde nos iremos a la pestaña 
“Detectar” y luego le damos click a “Detectar portal” nos aparece una nueva 
ventana pequeña donde ingresaremos la dirección ip del Servidor SAN. Luego 
nos vamos a “Opciones avanzadas” y en adaptador local elegimos “Iniciador 
iSCSI de Microsoft” y en Ip de Iniciador elegimos la ip del Servidor1.  
4. Nos percatamos que está correctamente configurada y lo ha detectado si en la 
pestaña “Destino” encontramos el disco. 
5. Los mismos pasos anteriores se realizan para el Servidor2. 
6. Luego seleccionamos el disco y le damos doble click, nos aparecerá una nueva 
ventana en la cual verificamos que la opción “Agregar esta conexión a la lista de 
destinos favoritos” este seleccionada y click en “Aceptar”. 
7. Luego verificamos y agregamos en ambos servidores el disco iSCSI creándolo y 
asignándole una letra y espacio. 
8. Finalmente, luego de la configuración en ambos servidores cuando todo esté 
terminado colocamos los discos “Online”. 
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La Presentación del disco iSCSI al Servidor1 y Servidor2 se puede observar en el 
Anexo 4. 
 
5.3.8 Instalación y configuración de Failover Clustering (Creación del clúster de 
conmutación por error). 
1. Accedemos al panel de administración e instalamos el rol de Clúster por 
conmutación por error. 
2. Luego en el panel de control accedemos a “Herramientas” y elegimos 
“Administración de clústeres de conmutación por error”. 
3. Le damos click a “crear clúster” para iniciar el asistente de creación de un nuevo 
clúster, luego agregamos los dos servidores que formarán parte del clúster. 
4. Cuando haya terminado de instalar, le damos a ejecutar todas las pruebas, para 
comprobar que se haya instalado el clúster correctamente. Se pasan muchas 
pruebas, tales como de red, de sistema, de disco de almacenamiento, entre 
otras muchas. 
5. Finalmente, se le Agrega el nombre del clúster y la dirección ip. 
6. Se pasan unas últimas pruebas y se termina la instalación, mostrando la pantalla 
del clúster. 
 
La instalación y configuración de Failover Clustering (Creación del clúster de 
conmutación por error) se puede apreciar en el Anexo 5. 
 
5.3.9 Instalación del rol FileServer.  
1. Dentro del administrador del clúster creado, nos dirigimos a la parte de roles y 
en el panel derecho le damos click a “Configurar rol”. 
2. Se inicia el asistente para alta disponibilidad y seleccionamos “Servidor de 
archivos para uso general” le damos click en “Siguiente”. 
3. En la siguiente ventana ingresamos en nombre que llevará el servidor de 
archivos y la dirección ip de este, y le damos click a “Siguiente”. 
4. Luego seleccionamos el almacenamiento, le damos click a “Siguiente”. Aparece 
la ventana de confirmación de la configuración, damos click a “Siguiente”.  
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5. Se nos muestra la venta de resumen de la instalación y le damos clik en 
“Finalizar”.  
6. Luego podemos observar en la ventana de roles, el rol de Servidor de archivos 
recién creado, podemos mover los discos de tal manera que se ubique en el 
nodo que el sistema crea mejor. 
 
La instalación del rol FileServer para servidor de archivos se observa en el Anexo 6. 
 
5.3.10 Instalación y configuración del rol Coordinador de Transacciones 
Distribuidas (DTC) 
1. Creamos el disco de almacenamiento para SQL. 
2. Ingresamos al administrador del clúster, en roles le damos click a “Configurar rol”. 
3. Seleccionamos “Coordinador de transacciones”. 
4. Ingresamos un nombre y la dirección ip para nuestro rol. 
5. Seleccionamos el disco de almacenamiento para este rol. 
6. Nos aparece la ventana de confirmación, le damos click a “Siguiente”. 
7. Se muestra la pantalla de resumen de la instalación del rol, le damos click en 
“Finalizar”. 
8. El nuevo rol creado aparece en el panel de roles del clúster. 
 
La instalación y configuración del rol Coordinador de transacciones distribuidas (DTC) 
se puede ver en el Anexo 7. 
 
5.3.11 Instalación y configuración del rol Internet Information Services (IIS) y 
alojamiento del sitio web de la USS.  
1. Ingresamos al “Administrador del servidor” y agregamos la característica de 
Internet Information Server (IIS). 
2. Ingresamos al “Administrador del servidor” e instalamos el rol de Internet 
Information Server (IIS), le damos click en “Instalar”. 
3. Realizamos los pasos anteriores en el “Servidor2”. 
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4. En los dos servidores: “Servidor1” y “Servidor2” agregamos la característica de 
Sistema de Archivos Distribuidos (DFS) para la replicación de archivos y 
carpetas. 
5. En el servidor SAN (tener en cuenta que necesariamente esta carpeta debe ser 
creada en un servidor que no sea parte del clúster, por motivos de seguridad y 
disponibilidad del acceso a la web), nos ubicamos en la unidad de disco “C:/” y 
creamos una nueva carpeta llamada “iisconfig” para el almacenamiento de los 
ficheros de configuración del servidor web. Esta carpeta debe ser una carpeta 
compartida, así que se configurará como tal.  
6. En el “Servidor1” y “Servidor2” nos ubicamos en la unidad de disco “C:/” y 
creamos una nueva carpeta llamada “web” para el almacenamiento de los sitios 
web. 
7. En “Herramientas” del “Administrador del servidor” y le damos click en 
“Administración de DFS”, elegimos “Grupo de replicación multipropósito” y le 
damos click en “Siguiente”. 
8. En el cuadro de “Nombre de grupo de replicación” escribimos el nombre 
“ser_web” y en el recuadro “Dominio” le damos click en “Examinar” y 
seleccionamos “uss.edu.pe” y le damos click en “Siguiente”. 
9. Luego se nos abre otra ventana donde seleccionaremos los nombres del 
“Servidor1” y “Servidor2” y le damos click en “Aceptar”. 
10. Nos aparece en la siguiente venta los dos servidores con su respectivo dominio, 
y le damos click en “Siguiente”. 
11. En la siguiente ventana seleccionamos “Malla completa” y le damos click en 
“Siguiente”. 
12. Ahora nos aparece una nueva ventana en donde seleccionaremos “Replicar de 
forma continua usando el ancho de banda especificado” y le damos click en 
“Siguiente”. 
13. Ahora seleccionamos como “Miembro principal” a “Servidor1”. Ver Anexo 99. 
14. En la siguiente ventana seleccionaremos la carpeta a replicar, en nuestro caso la 
carpeta “web” y le damos click en “Aceptar”. 
15. Nos aparece ya la carpeta y le damos click en “Siguiente”. 
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16. Ahora, en la siguiente ventana, agregaremos otros miembros a replicar, 
agregamos el “Servidor2” y seleccionamos la carpeta que fue creada en ese 
servidor, le damos click en “Aceptar”. 
17. Vemos que ya se añadió el “Servidor2” y le damos click en “Siguiente”. 
18. Nos aparece una ventana con los datos de replicación y le damos click a “Crear”. 
19. Aparecerá ahora una ventana donde nos informa que se ha creado 
correctamente la replicación y le damos click en “Cerrar”. 
20. Ahora en el “Servidor1” abrimos el administrador de Internet Information 
Services (IIS) y le damos doble click a “SERVIDOR1” y seleccionamos 
“Configuración compartida”. 
21. Le damos click a “Exportar configuración” ubicado en el panel derecho, nos 
aparecerá una ventana donde seleccionaremos la ruta de la carpeta compartida 
“iisconfig” y le damos click en “Aceptar”. 
22. Ahora habilitamos la casilla “Habilitar configuración compartida”; en “Ruta de 
acceso física” seleccionamos la ruta de la carpeta “web” (carpeta que está 
configurada con replicación y en la cual ya hemos almacenado con anterioridad 
el sitio web del Campus), en el “Nombre de usuario” escribimos el usuario del 
dominio: “USS\Administrador” y en las casillas de contraseñas escribimos la 
contraseña correspondiente al usuario. 
23. Los pasos 20, 21 y 22 se repiten, pero ahora en el “Servidor2”. 
24. Ahora nos dirigimos a “Sitios” y le damos click derecho y seleccionamos 
“Agregar sitio web”; se nos abrirá una nueva ventana donde en el cuadro 
“Nombre del sitio” escribimos “uss”, en “Ruta de acceso física” seleccionaremos 
la ruta a la carpeta replicada “web”, luego debemos asignarle una dirección ip, 
que debe ser la dirección ip del clúster: 192.168.2.50.  
25. Para probar que toda la configuración realizada con anterioridad esta correcta 
haremos una pequeña prueba, accedemos a un navegador e ingresamos la 
dirección ip de nuestra página web (página del Campus de la USS) y 
observamos que si tenemos acceso. 
 
La instalación y configuración del rol Internet Information Services (IIS) y alojamiento 
del sitio web de la USS se puede ver en el Anexo 8. 
“Implementación de una infraestructura tecnológica con alta disponibilidad basada en clústers 




5.3.12 Instalación y configuración de SQL Server 2014 para la gestión de la base 
de datos en el clúster. 
A continuación, se procederá a la instalación del SQL Server 2014 y a la puesta en 
marcha de la base de datos para el acceso al campus, con alta disponibilidad. 
Tenemos dos opciones, para realizar esta tarea; podemos instalar el SQL Server 2014 
en una instalación normal, común y corriente, o podemos instalarlo en modo Failover 
Clustering. En el caso de instalarlo del modo común tendríamos que hacer 
configuraciones adicionales como lo es la base de datos espejo en los dos servidores o 
también conocido como la técnica del “Database Mirroring”, sin embargo, haremos la 
instalación de la segunda manera “Failover clustering de SQL Server”, de esta manera 
garantizamos que previa instalación nuestro clúster pase por ciertas pruebas 
necesarias para el correcto funcionamiento de la replicación de la base de datos para 
alta disponibilidad. 
1. Previo a esto en el controlador de dominio, en Active Directory debemos crear un 
host que será quien levante los servicios de la base de datos, le llamaremos 
“ClusterSQL”. 
2. En el Servidor SAN se debe crear un disco de almacenamiento para la base de 
datos, este disco debe ser importando para los dos nodos del clúster. 
3. En el Servidor1 instalamos el SQL Server en modo “Nueva instalación de Failover 
clúster” (opción 2 de la instalación). 
4. En el Servidor2 instalamos el SQL Server, pero por medio de “Agregar nodo a 
SQL Server Failover Cluster” (opción 3 de la instalación). 
5. En el SQL Server Management importamos la base de datos de datos del campus 
virtual. (Podemos notar que el acceso es para todo el clúster no solo para un 
servidor en particular, ya que accedemos con el usuario ClusterSQL). 
La instalación y configuración de SQL Server 2014 para la gestión de la base de datos 
en el clúster, se puede observar en el Anexo 9. 
 
5.4 Pruebas de alta disponibilidad para la implementación de la solución 
tecnológica propuesta. 
5.4.1 Prueba de alta disponibilidad para el servicio web. 
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A continuación, se procederá a realizar las pruebas necesarias para verificar del 
correcto funcionamiento de la alta disponibilidad del clúster de conmutación por error 
de los servidores que brindarán el servicio web (servidores donde se han configurado el 
IIS): 
1. Encendemos los dos servidores (nodos) que forman el clúster “Servidor1” y 
“Servidor2” y verificamos que estén activos (up) y funcionando, observamos que 
el nodo maestro es el “Servidor1”, por lo tanto, el rol de nodo esclavo lo tomará 
el “Servidor2”.  
2. En una máquina cliente, desde el navegador, accedemos a la dirección: 
“campus.uss.edu.pe” y observamos que tenemos acceso al sitio web. 
3. Para hacer la prueba de ping, abrimos un cmd y digitamos el comando: ping 
192.168.2.50 -t; donde sabemos que la dirección ip digitada es la dirección del 
clúster del servidor web, y que la opción “-t” nos ayudará al envió continuo de 
paquetes; de esta manera observaremos el instante donde se pierde 
comunicación del host con el clúster. 
4. Apagamos el “Servidor1”. 
5. En nuestro cliente, observamos que la página del campus no ha caído y sigue 
siendo accesible para el usuario. 
6. Si observamos el cmd, veremos que en la comunicación que realiza el host con 
el clúster hay una línea con tiempo de 1 segundo que se pierde y no hay 
respuesta alguna del clúster. 
7. En el panel de configuración del clúster en el “Servidor2” observamos que ahora 
el nodo maestro ha pasado a ser el “Servidor2”, ya que el “Servidor1” está caído. 
8. Ahora encendemos el “Servidor1”. 
9. En el cliente observamos que la página web sigue siendo accesible. 
10. Observamos que, aunque se haya encendido el “Servidor1” el “Servidor2” sigue 
teniendo el rol de nodo maestro. 
11. Ahora apagaremos el “Servidor2”. 
12. Observamos ahora que el rol del nodo maestro lo toma el “Servidor1”, y por lo 
tanto el rol de nodo esclavo lo tomará el “Servidor2” (que en este momento se 
encuentra caído). 
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13. En el cliente observamos que al apagar el “Servidor2”, en la consola haciendo 
los pings continuos vemos que existe un tiempo donde no hay respuesta del 
clúster, aproximadamente de 1 segundo. 
14. Finalmente observamos que la página web del campus sigue visible para el 
cliente y el usuario final no se percató de la caída del servicio en ningún instante 
debido a que el tiempo en que funciona el clúster y se realiza el cambio del 
servicio entre el servidor caído y el activo, es apenas de 1 segundo, 
imperceptible a simple vista por el usuario. 
 
La prueba de alta disponibilidad para el servicio web, se puede observar en el Anexo 
10. 
 
5.4.2 Prueba de alta disponibilidad para el servicio de base de datos. 
1. Accedemos al sitio web del Campus de la Universidad Señor de Sipán. 
2. Ingresamos clave y usuario. Podemos ver que accedemos. Cerramos la web 
3. Ahora apagamos el “Servidor1”. 
4. Volvemos a ingresar a sitio web del Campus de la Universidad Señor de Sipán. 
5. Observamos que seguimos teniendo acceso. 
6. Encendemos el “Servidor1”. 
7. Apagamos el “Servidor2”. 
8. Volvemos a ingresar a sitio web del Campus de la Universidad Señor de Sipán. 
9. Y observamos que seguimos teniendo acceso. 
La prueba de alta disponibilidad para el servicio de base de datos, se puede observar 
en el Anexo 11.
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ANÁLISIS E INTERPRETACIÓN DE 
LOS RESULTADOS 
“Implementación de una infraestructura tecnológica con alta disponibilidad basada en clústers 
para los servidores de la Universidad Señor de Sipán-Lambayeque.” 
128 
 
CAPÍTULO VI: ANÁLISIS E INTERPRETACIÓN DE LOS RESULTADOS 
6.1 Medición de la disponibilidad de los servidores 
En el ambiente de IT actual todo sistema debe tener establecido un “Acuerdo de Nivel 
de Servicio” que defina en qué horarios y cuánto tiempo debe estar en línea. Para 
sistemas con mayor criticidad como es el caso de la Universidad Señor de Sipán donde 
se tiene niveles de servicio que alcanzan las 24 horas del día los 365 días del año, se 







𝐴 = 𝐻𝑜𝑟𝑎𝑠 𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑒𝑡𝑖𝑑𝑎𝑠 𝑑𝑒 𝑑𝑖𝑠𝑝𝑜𝑛𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 
𝐵 = 𝑁ú𝑚𝑒𝑟𝑜 𝑑𝑒 ℎ𝑜𝑟𝑎𝑠  𝑓𝑢𝑒𝑟𝑎 𝑑𝑒 𝑙í𝑛𝑒𝑎 
 
El número de horas fuera de línea son horas de “caída del sistema” durante el tiempo 
de disponibilidad comprometido, es decir caídas de mantenimiento no planeado. 
Existen factores que necesariamente se deben utilizar como es el caso de: Internet, 
fluido eléctrico y recursos de hardware y software (es decir todo recursos que no puede 
ser controlado). 
Para nuestro caso las “horas comprometidas de disponibilidad” se calculan de la 
siguiente manera: 
𝐴 = 24 
ℎ𝑜𝑟𝑎𝑠
𝑑𝑖𝑎
 𝑥  365
𝑑𝑖𝑎𝑠
𝐴ñ𝑜
= 8760 ℎ𝑜𝑟𝑎𝑠/𝐴ñ𝑜 
Y para el cálculo de “número de horas fuera de línea”, en nuestro caso, teniendo en 
cuenta los factores que se muestran en la siguiente tabla (la fuente de estos factores 
fue proporcionada por el jefe del Área de Integración de Tecnologías de la Dirección de 
Tecnologías de la Información de la Universidad Señor de Sipán, así como sus 
respectivos valores): 
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Tabla 20. Cuadro de factores de caídas previa implementación. 
Fuente: Información proporcionada por el jefe del Área de Integración de Tecnologías 
de la DTI de la USS. 
Ahora calculamos la disponibilidad reemplazando los valores en la formula antes 




𝑋 100 % 
𝐷𝑖𝑠𝑝𝑜𝑛𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 = 98,66438 % 
 
Este es el valor de disponibilidad previo a la implementación de la solución propuesta. 
Comparando este este valor obtenido (98,66%) con un referente de páginas eléctricas, 
podríamos obtener el tiempo de indisponibilidad permitidos por años, meses y días 
para un servidor, para ello empleamos la siguiente tabla: 
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Tabla 21. Cuadro de tiempo permitido de indisponibilidad. 
Fuente: Páginas eléctricas. 
 
La Universidad Señor de Sipán, previa implementación de la solución propuesta, posee 
una disponibilidad del 98,66% por lo tanto se permite un tiempo de indisponibilidad para 
sus servidores de 7 días al año, 14 horas al mes y 28 minutos al día aproximadamente; 
como se puede observar en la siguiente tabla: 
 
Tabla 22. Cuadro comparativo de tiempo permitido de indisponibilidad previa 
implementación, páginas eléctricas. 
Fuente: Elaboración propia. 
Es necesario mencionar, que la Universidad Señor de Sipán busca para inicios del año 
2017 certificarse bajo el sistema de evaluación de Tiers para su centro de datos y 
telecomunicaciones, tiene como objetivo el Tier II (la fuente de esta información, es 
brindada por el jefe del Área de Integración de Tecnologías de la Dirección de 
“Implementación de una infraestructura tecnológica con alta disponibilidad basada en clústers 
para los servidores de la Universidad Señor de Sipán-Lambayeque.” 
131 
 
Tecnologías de la Información de la Universidad Señor de Sipán), para el estado previa 
implementación de la solución propuesta, la USS con una disponibilidad del 98,66% ni 
siquiera  a la Tier I, como se puede observar en las siguientes tablas: 
 
Tabla 23. Cuadro Tiers para certificación de alta disponibilidad. 
Fuente: Estándar ANSI/TIA-942 Telecommunications Infrastructure Standard for Data. 
 
 
Tabla 24. Cuadro comparativo de tiempo permitido de indisponibilidad previa 
implementación, estándar ANSI/TIA-942. 
Fuente: Elaboración propia. 
 
Ahora procederé a realizar el cálculo de la disponibilidad de los servicios esperada post 
implementación de la propuesta de solución, para el cálculo de “número de horas fuera 
de línea”, teniendo en cuenta los factores que se muestran en la siguiente tabla (la 
fuente de estos factores fue proporcionada por el jefe del Área de Integración de 
Tecnologías de la Dirección de Tecnologías de la Información de la Universidad Señor 
de Sipán, así como sus respectivos valores, indicando que hay factores la caída del 
fluido eléctrico que ya no son factores críticos porque la Universidad Señor de Sipán 
cuenta ya con un motor eléctrico): 
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Tabla 25. Cuadro de factores de caídas post implementación. 
Fuente: Información proporcionada por el jefe del Área de Integración de Tecnologías 
de la DTI de la USS. 
 
Ahora calculamos la disponibilidad reemplazando los valores en la formula antes 




𝑋 100 % 
𝐷𝑖𝑠𝑝𝑜𝑛𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 = 99,70319 % 
 
Este es el valor de disponibilidad previo a la implementación de la solución propuesta. 
Comparando este este valor obtenido (99,70%) con un referente de páginas eléctricas, 
podríamos obtener el tiempo de indisponibilidad permitidos por años, meses y días 
para un servidor, para ello empleamos la siguiente tabla: 
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Tabla 26. Cuadro de tiempo permitido de indisponibilidad. 
Fuente: Páginas eléctricas. 
 
La Universidad Señor de Sipán, previa implementación de la solución propuesta, posee 
una disponibilidad del 99,70% que es aproximada a 99,5% por lo tanto se permite un 
tiempo de indisponibilidad para sus servidores de 1 días al año, 3 horas al mes y 7 
minutos al día aproximadamente, como se puede apreciar en la siguiente tabla: 
 
Tabla 27. Cuadro comparativo de tiempo permitido de indisponibilidad post 
implementación, páginas eléctricas. 
Fuente: Elaboración propia. 
 
La Universidad Señor de Sipán  que busca para inicios del año 2017 certificarse bajo el 
sistema de evaluación de Tiers para su centro de datos y telecomunicaciones,  y tiene 
como objetivo el Tier II (la fuente de esta información, es brindada por el jefe del Área 
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de Integración de Tecnologías de la Dirección de Tecnologías de la Información de la 
Universidad Señor de Sipán), para el estado post implementación de la solución 
propuesta, con una disponibilidad del 99,70% aproximadamente ya podría certificarse 
en la Tier I, como se puede observar en las siguientes tablas: 
 
Tabla 28. Cuadro Tiers para certificación de alta disponibilidad. 
Fuente: Estándar ANSI/TIA-942 Telecommunications Infrastructure Standard for Data. 
 
 
Tabla 29. Cuadro comparativo de tiempo permitido de indisponibilidad post 
implementación, estándar ANSI/TIA-942. 
Fuente: Elaboración propia. 
 
6.2 Análisis de los resultados del estado actual. 
6.2.1 Presentación de los resultados de la investigación previa implementación de 
la solución propuesta. 
Para analizar el estado de la disponibilidad de los servicios que brinda la Universidad 
Señor de Sipán previa implementación de la solución planteada, he procedido a realizar 
una encuesta, mostrada en el Anexo 12, al personal del Área de Integración de 
Tecnologías de la Dirección de Tecnologías de la Información; quienes en base a los 
informes detallados que ellos poseen acerca de los servicios y servidores de esta 
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universidad, desarrollan dicha encuesta proporcionándome la información necesaria 
para la investigación. 
La encuesta que se formula posee 10 preguntas todas ellas referidas al estado de la 
disponibilidad de los servicios y servidores previa implementación de la solución 
planteada. Por otro lado, para la descripción, codificación y calificación de las 
encuestas, se aplicó el método de la escala Likert y de esta manera poder desarrollar el 
análisis estadístico de mi investigación. Se tuvo en cuenta los siguientes criterios para 
calificar las encuestas: 
 Respuesta correcta: 2 
 Respuesta intermedia: 1 
 Respuesta incorrecta: 0 
 
A continuación, se muestran en la siguiente tabla las respuestas cuantificadas y el 
puntaje total que se obtiene (la escala de evaluación es una escala Likert donde la 
puntuación mínima es de 0 y la máxima es de 20): 
 
Tabla 30. Calificación de las encuestas aplicadas previa implementación de la solución 
propuesta. 
Fuente: Encuesta aplicada al personal del Área de Integración de Tecnologías de la 
DTI de la USS. 
Fecha: 01/05/16 
 
A continuación, se presentan en la siguiente tabla los resultados obtenidos en las 
encuestas mostrando las frecuencias distribuidas por categoría y su respectivo 
porcentaje previa implementación de la solución propuesta: 
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Tabla 31. Resultados obtenidos de las encuestas aplicadas previa implementación de 
la solución propuesta. 
Fuente: Encuesta aplicada al personal del Área de Integración de Tecnologías de la 
DTI de la USS. 
Fecha: 01/05/16 
 
6.2.2 Análisis e interpretación de los resultados del estudio previa 
implementación de la solución propuesta. 
En la siguiente tabla, podemos observar que el 60% del personal del Área de 
Integración de Tecnologías de la Dirección de Tecnologías de la Información 
pertenecen a un estrado de la muestra en estudio y se encuentran en la categoría de 
“Buena” esta categoría la relaciono con un nivel de  disponibilidad de “TIER I”, por otro 
lado, también se puede apreciar que el 40% del personal evaluó la disponibilidad de los 
servicios en la categoría de “Regular”, esta categoría la relaciono con un nivel de  
disponibilidad también de “TIER 0” (llamaré “TIER 0” a un estado de indisponibilidad, 
para darle una clasificación a un nivel de disponibilidad que no se encuentra dentro del 
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Tabla 32. Resultados obtenidos de las encuestas aplicadas previa implementación de 
la solución propuesta, en Tiers. 
Fuente: Encuesta aplicada al personal del Área de Integración de Tecnologías de la 
DTI de la USS. 
Fecha: 01/05/16 
 
En el Gráfico Nº 1, se resumen los resultados obtenidos sobre la disponibilidad de los 
servidores de la USS previa implementación: 
 
Gráfico 1. Resultados obtenidos de las encuestas aplicadas previa implementación de 




















GRÁFICO Nº 1: RESULTADOS 
OBTENIDOS SOBRE LA 
DISPONIBILIDAD DE LOS SERVIDORES 
DE LA USS PREVIA IMPLEMENTACIÓN
Personal del Área de Integración de Tecnologías del DTI de la USS
“Implementación de una infraestructura tecnológica con alta disponibilidad basada en clústers 
para los servidores de la Universidad Señor de Sipán-Lambayeque.” 
138 
 
Fuente: Encuesta aplicada al personal del Área de Integración de Tecnologías de la 
DTI de la USS. 
Fecha: 01/05/16 
 
6.3 Análisis de los resultados del estado post implementación 
6.3.1 Presentación de los resultados de la investigación post implementación de 
la solución propuesta. 
Para analizar el estado de la disponibilidad de los servidores y la mejora en  los 
servicios que brinda la Universidad Señor de Sipán, post implementación de la solución 
planteada, he procedido a realizar una encuesta, mostrada en el Anexo 13, al personal 
del Área de Integración de Tecnologías de la Dirección de Tecnologías de la 
Información; quienes, en base a su vasta experiencia en el área y a informes diarios, 
desarrollan dicha encuesta dando su opinión objetiva, proporcionándome la información 
necesaria para investigación. 
La encuesta que se formula posee 10 preguntas todas ellas con el objetivo de evaluar 
si la solución propuesta y la   implementación de ella garantiza alta disponibilidad a los 
servidores de la Universidad Señor de Sipán, a continuación, se muestran en la 
siguiente tabla las respuestas cuantificadas y el puntaje total que se obtiene (la escala 
de evaluación es una escala Likert donde la puntuación mínima es de 0 y la máxima es 
de 20): 
 
Tabla 33. Calificación de las encuestas aplicadas post implementación. 
Fuente: Encuesta aplicada al personal del Área de Integración de Tecnologías de la 
DTI de la USS. 
Fecha: 14/10/16 
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A continuación, se presentan en la siguiente tabla los resultados obtenidos en las 
encuestas mostrando las frecuencias distribuidas por categoría y su respectivo 
porcentaje, posterior a la implementación de la solución propuesta: 
 
 
Tabla 34. Resultados obtenidos de las encuestas aplicadas post implementación. 
Fuente: Encuesta aplicada al personal del Área de Integración de Tecnologías de la 
DTI de la USS. 
Fecha: 14/10/16 
 
6.3.2 Análisis e interpretación de los resultados del estudio post implementación. 
En la siguiente tabla, podemos observar que el 80% del personal del Área de 
Integración de Tecnologías de la Dirección de Tecnologías de la Información, que 
pertenecen a un estrado de la muestra en estudio, se encuentran en la categoría de 
“Muy buena” esta categoría la relaciono con un nivel de  disponibilidad de “TIER II”  
según el  Estándar ANSI/TIA-942 de los servicios de información brindados por la 
Universidad Señor de Sipán, por otro lado, también se puede apreciar que el 20% del 
personal evalúa la disponibilidad de los servicios en la categoría de “Buena” esta 
categoría la relaciono con un nivel de  disponibilidad de “TIER I”  según el  Estándar 
ANSI/TIA-942. Cabe señalar que ninguna persona encuestada del Área de Integración 
de Tecnologías de la DTI de la USS calificó la disponibilidad de los servicios post 
implementación de la solución propuesta con un nivel “TIER 0”. Por otro lado, es 
también importante señalar que, en comparación con el estado previo a la 
implementación, se observa que la disponibilidad mejoró en comparación a años 
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pasados, logrando el fin último de la solución propuesta que es la alta disponibilidad de 
los servidores que soportan los servicios brindados por la Universidad Señor de Sipán. 
 
Tabla 35. Resultados obtenidos de las encuestas aplicadas post implementación de la 
solución propuesta, en Tiers. 
Fuente: Encuesta aplicada al personal del Área de Integración de Tecnologías de la 
DTI de la USS. 
Fecha: 14/10/16 
 
En el Gráfico Nº 2, se resumen los resultados obtenidos sobre la disponibilidad de los 
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Gráfico 2. Resultados obtenidos de las encuestas aplicadas post implementación de la 
solución propuesta. 
Fuente: Encuesta aplicada al personal del Área de Integración de Tecnologías de la 
DTI de la USS. 
Fecha: 14/10/16 
 
6.4 Interpretación de los estadísticos descriptivos de las muestras de la previa 
implementación y post implementación 
A continuación, muestro los estadísticos descriptivos hallados con Minitab v15 para la 
muestra de disponibilidad previa implementación y la disponibilidad post 
implementación: 
Para la disponibilidad previa implementación, se observa una moda de 10 es decir que 
el valor que más se repitió fue 10 que se encuentran dentro de la categoría “Buena” y 
esta categoría la relaciono con un nivel de  disponibilidad de “TIER I”  según el  
Estándar ANSI/TIA-942, se observa una mediana de 10 lo que nos indica que 
cincuenta por ciento de la DTI está por encima de 10; un indicador de dispersión muy 
importante es la desviación estándar que nos indica cuanto se separan los datos (útil 
especialmente para compararla respecto a la media) que es en este caso de 1,64 que 
se encuentra medianamente lejos respecto a la media, lo cual nos indica que existe 
una ligera variación entre los datos de la muestra, es decir se encuentran  cercanos 
entre ellos. Otro indicador de dispersión muy importante es el coeficiente de variación, 
que nos indica la dispersión o variabilidad de los datos, cuando el coeficiente de 
variación es menor igual al 20% se dicen que los datos son homogéneos (el promedio 
es representativo), en nuestro caso, el coeficiente de variación es menor que el 20% 
siendo este de 17,86% (los datos son homogéneos). 
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Figura 24. Estadísticos descriptivos de la disponibilidad previa implementación de la 
solución propuesta. 
Fuente: Procesamiento de datos obtenidos de las encuestas en Minitab. 
 
Para la disponibilidad post implementación, se observa una moda de 13 es decir que el 
valor que más se repitió de la muestra es 13 que se encuentra dentro de la categoría 
“Muy buena” esta categoría la relaciono con un nivel de  disponibilidad de “TIER II”  
según el  Estándar ANSI/TIA-942, lo cual es un buen indicador, se observa una 
mediana de 13 lo que nos indica que cincuenta por ciento de la DTI está por encima de 
13; un indicador de dispersión muy importante es la desviación estándar que nos indica 
cuanto se separan los datos (útil especialmente para compararla respecto a la media) 
que es en este caso de 1,09 que se encuentra muy lejos respecto a la media, lo cual 
nos indica que existe una muy ligera variación entre los datos de la muestra, es decir 
se encuentran muy cercanos entre ellos. Otro indicador de dispersión muy importante 
es el coeficiente de variación, que nos indica la dispersión o variabilidad de los datos, 
cuando el coeficiente de variación es menor igual al 20% se dicen que los datos son 
homogéneos (el promedio es representativo), como es en nuestro caso, donde el 
coeficiente de variación es del 8,30%. 
 
 
Figura 25. Estadísticos descriptivos de la disponibilidad post implementación.  
Fuente: Procesamiento de datos obtenidos de las encuestas en Minitab. 
 
Así también, muestro histograma y diagrama de cajas hallados con Minitab v15 para la 
muestra de disponibilidad previa implementación de la solución propuesta y la 
disponibilidad post implementación, donde se ratifica la interpretación antes hecha de 
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los indicadores descriptivos hallados, pero de una manera visual, lo que nos ayuda a 
un análisis más rápido: 
Algo que podemos resaltar a simple vista gracias al histograma de disponibilidad previa 
implementación de la solución propuesta es la concentración de datos está en 10 lo 
que nos indica que hay más calificaciones con este valor y que pertenece a la categoría 
“Buena” y nos posiciona en un “TIER I”, según el Estándar ANSI/TIA-942.  
 
Gráfico 3. Histograma de resultados obtenidos de las encuestas aplicadas previa 
implementación de la solución propuesta. 
Fuente: Encuesta aplicada al personal del Área de Integración de Tecnologías de la 
DTI de la USS. 
Fecha: 01/05/16 
 
En el diagrama de cajas de la disponibilidad previa implementación de la solución 
propuesta, se puede observar como los datos de la muestra se concentran cerca del 10 
que es el cuartil 2 y este coindice con la mediana, es decir nos ratifica que pertenece a 
la categoría “Buena” y nos posiciona en un “TIER I”, según el Estándar ANSI/TIA-942. 
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Gráfico 4. Diagrama de cajas de resultados obtenidos de las encuestas aplicadas 
previa implementación de la solución propuesta. 
Fuente: Encuesta aplicada al personal del Área de Integración de Tecnologías de la 
DTI de la USS. 
Fecha: 01/05/16 
 
De igual manera algo que podemos resaltar a simple vista gracias al histograma de 
disponibilidad de la post implementación es que los datos están muy concentrados en   
13, es decir que los resultados obtenidos están muy relacionados y pertenecen a la 
categoría “Muy buena” y nos posiciona en un “TIER II”, es decir que existe alta 
disponibilidad según el Estándar ANSI/TIA-942.  
 
“Implementación de una infraestructura tecnológica con alta disponibilidad basada en clústers 
para los servidores de la Universidad Señor de Sipán-Lambayeque.” 
145 
 
Gráfico 5.  Histograma de resultados obtenidos de las encuestas aplicadas post 
implementación. 
Fuente: Encuesta aplicada al personal del Área de Integración de Tecnologías del DTI 
de la USS. 
Fecha: 14/10/16 
 
En el diagrama de cajas de la disponibilidad post implementación se puede observar 
como los datos de la muestra se concentran cerca del 13 que es el cuartil 2 y este 
coindice con la mediana y pertenece a la categoría “Muy buena” y nos posiciona en un 
“TIER II”, es decir que existe alta disponibilidad según el Estándar ANSI/TIA-942. 
 
Gráfico 6.  Diagrama de cajas de resultados obtenidos de las encuestas aplicadas post 
implementación. 
Fuente: Encuesta aplicada al personal del Área de Integración de Tecnologías de la 
DTI de la USS. 
Fecha: 14/10/16 
 
A continuación, se presenta un cuadro comparativo entre los principales indicadores 
descriptivos de las dos muestras previa implementación de la solución propuesta y de 
la post implementación de la solución propuesta, como resumen: 
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Tabla 36. Cuadro comparativo entre resultados obtenidos de las encuestas aplicadas 
previa y post implementación. 
Fuente: Encuesta aplicada al personal del Área de Integración de Tecnologías de la 
DTI de la USS. 
Fecha: 01/05/16 y 14/10/16 respectivamente 
Luego de interpretar los indicadores estadísticos podemos en su conjunto, se puede  
concluir para esta parte que la disponibilidad posterior a la implementación del clúster 
de servidores de la Universidad Señor de Sipán es de “Muy buena” esta categoría la 
relaciono con un nivel de  disponibilidad de “TIER II”  según el  Estándar ANSI/TIA-942, 
esto quiere decir que si se llega a caer un servidor, las caídas no son muy continuas y 
que ahora los servidores poseen un nivel muy bueno de disponibilidad, de esta forma 
se ha mejorado considerablemente el estado previo de la implementación de la 
solución propuesta. 
 
6.5 Validación de la hipótesis formulada por medio de la observación de los 
indicadores de alta disponibilidad y estadísticos descriptivos. 
Como se planteó en el CAPÍTULO I. “ANÁLISIS DE LA REALIDAD PROBLEMÁTICA”; 
la hipótesis formulada fue la siguiente: 
“La implementación de la infraestructura tecnológica de alta disponibilidad influye en 
disminuir las interrupciones de los servicios informáticos críticos en la Universidad 
Señor de Sipán.” 
 
Para validar esta hipótesis, se procedió a realizar 2 entrevistas con el personal del Área 
de Integración de Tecnologías de la DTI de la Universidad Señor de Sipán, quienes me 
proveen información valiosa para el estudio de la disponibilidad de los servidores, como 
lo es el tiempo que están fuera de línea los servidores (caídas no planeadas), entre 
otros, con lo cual se realiza un estudio del nivel de  disponibilidad en los servidores 
donde podemos observar que en un inicio previa implementación de la solución 
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propuesta se tienen muchos factores que afectan la disponibilidad de los servicios 
brindados, todas ella suman un total de 117 horas al año y estos generan un nivel de 
disponibilidad del 98,66%. Luego de implementar la infraestructura tecnológica 
propuesta se observa que todos los factores de caídas a excepción de: caídas de red 
(Internet), caídas por saturación de usuarios y caídas por ataques, se han visto 
disminuidas y ahora las horas de caídas no planificadas es de 26 horas al año y el nivel 
de disponibilidad es del 99,70%.; estos valores nos indican que la disponibilidad en los 
servidores de la Universidad Señor de Sipán ha mejorado luego de aplicarle el estímulo 
correspondiente (la implementación de un clúster de alta disponibilidad para sus 
servidores). 
Por otro lado, si tenemos en cuenta los parámetros del Estándar ANSI/TIA-942 
podemos afirmar que, al implementar una infraestructura tecnológica de alta 
disponibilidad, se mejora la disponibilidad de los servidores de la USS, con un nivel de 
disponibilidad del 99,70% la USS se puede certificar en el Tier I (99,671%) y se acerca 
mucho a  un Tier II (99,741%), que garantiza un “Centro de Datos Redundante” porque 
se llega a un estándar de calidad para Data Center que garantiza alta disponibilidad, 
algo que no sucedía en el estado previa implementación. 
 
Ahora tomando en cuenta el análisis porcentual y descriptivo del tratamiento de los 
datos obtenidos con la aplicación de las encuestas, por medio de la observación y 
comparación de los resultados tenemos que en un primer inicio antes de la 
implementación de una infraestructura tecnológica de alta disponibilidad 60% del 
personal del Área de Integración de Tecnologías de la DTI de la Universidad Señor de 
Sipán cree que el nivel de disponibilidad es “Buena” esta categoría la relaciono con un 
nivel de  disponibilidad de “TIER I”  según el  Estándar ANSI/TIA-942  y el 40% cree 
que es “Regular” esta categoría también la relaciono con un nivel de  disponibilidad de 
“TIER 0”  según el  Estándar ANSI/TIA-942; esto nos indica que más de la mitad del 
personal de esta área cree que existe buena disponibilidad en los servidores de la 
USS, con una media de 9,2 que ubica el nivel de disponibilidad en un nivel de “TIER I”. 
Por otro lado, luego de implementar la solución propuesta nos encontramos con que el 
80% del personal del Área de Integración de Tecnologías de la DTI de la Universidad 
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Señor de Sipán cree que el nivel de disponibilidad es “Muy buena” esta categoría la 
relaciono con un nivel de  disponibilidad de “TIER II”  según el  Estándar ANSI/TIA-942  
y el 20% cree que es “Buena” esta categoría la relaciono con un nivel de  disponibilidad 
de “TIER I”  según el  Estándar ANSI/TIA-942, esto nos indica ahora que más del 50% 
del personal de área cree que ha mejorado el nivel de disponibilidad con una media de 
13,2 que ubica el nivel de disponibilidad en nivel de “TIER II” según el Estándar 
ANSI/TIA-942. 
 
Todo lo mencionado con anterioridad lo podemos resumir en la siguiente tabla, para 






Resumen de resultados obtenidos para 
la validación de a hipóteiss planteada 
  
Antes de la 
implementación 
Después de la 
implementación 
Relacionado a la 
encuesta 
aplicada 
% Del personal del área de Integración 
de Tecnologías encuestado 
60% 40% 80% 20% 
Categoría en la que se encuentra, 
según encuesta 
Buena Regular Muy buena Buena 
Estándares de 
referencia 
% Disponibilidad según estándar de 
páginas eléctricas 
98% 99,50% 
% Disponibilidad según Estándar 
ANSI/TIA-942 
Menor al 99,671% 99,671% 
Tier según Estándar ANSI/TIA-942 No aplicable TIER I 
Indisponibilidad permitida en horas 
por año según Estándar ANSI/TIA-942 
No aplicable 28,82 horas/año 
Cálculo de la 
disponibilidad 
% Disponibilidad calculada por fórmula 98,66% 99,70% 
Caídas no planificadas en horas por 
año 
117 horas/año 26 horas/año 
Caídas planificadas en horas por año 10 horas/año 0 horas/año 
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RESULTADO FINAL INDISPONIBILIDAD 
ALTA 
DISPONIBILIDAD A 
NIVEL TIER I 
Tabla 37. Cuadro resumen de resultados obtenidos previa y post implementación para 
la validez de la hipótesis planteada. 
Fuente: Elaboración propia. 
 
Finalmente, al observar los resultados en la tabla anterior, podemos afirmar que la 
implementación de una infraestructura de alta disponibilidad si disminuye las 
interrupciones en los servicios informáticos críticos en la Universidad Señor de Sipán 
dándonos un nivel de disponibilidad regular y certificable con una Tier I, mejorando 
considerablemente el estado inicial previa implementación. 
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CAPÍTULO VII: CONCLUSIONES Y RECOMENTACIONES 
7.1 Conclusiones 
 Con el análisis de la situación actual se determina que la Universidad Señor de 
Sipán posee una estructura de red jerárquica y redundante a nivel físico, sin 
embargo, a nivel de sus equipos servidores carecían de un diseño que garantice 
alta disponibilidad. 
 Se identificaron que los principales servicios informáticos que presta la Dirección 
de Tecnologías de la Información de la USS, son los sistemas académicos y 
administrativos y que están integrados en el Sistemas Estandarizado y Unificado 
Señor de Sipán (SEUSS), que está alojado en el servidor de campus virtual y 
base de datos. 
 En el mercado existe varias soluciones de disponibilidad, pero luego de realizar 
un análisis y comparación de los mismos, la mejor alternativa para el contexto de 
la USS es la solución de disponibilidad de Microsoft Windows Server 2016. 
 Se determinó que las interrupciones de los servicios de los sistemas alojados en 
los servidores campus virtual y base de datos, es de 117 horas al año, llegando 
a un 98,66% de disponibilidad de los servicios. Según la encuesta planteada, el 
60% del personal del Área de Integración de Tecnologías de la Dirección de 
Tecnologías de la Información opina que la disponibilidad de los servicios 
mencionados es buena y el 40% opina que es regular. 
 Luego de implementar la solución y realizar las pruebas de interrupciones se 
determinó que las interrupciones de los sistemas alojados en los servidores 
campus virtual y base de datos, es de 26 horas al año, llegando a un 99,70% de 
disponibilidad de los servicios. Y además el 20% del personal del Área de 
Integración de Tecnologías de la Dirección de Tecnologías de la Información 
opina que la disponibilidad de los servicios mencionados es Buena y el 80% 
opina que es muy buena. 
 Finalmente se puede concluir que la implementación de una infraestructura de 
alta disponibilidad con clústers influye significativamente en disminuir las 
interrupciones de los servicios del campus virtual y base de datos. Y que 
además permite a la Universidad Señor de Sipán cumplir con el TIER I de alta 
disponibilidad del estándar ANSI/TIA-942. 
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 En vista al éxito de la implementación del clúster de alta disponibilidad y la 
satisfacción del Área de Integración de Tecnologías de la Dirección de 
Tecnologías de la Información, de la Universidad Señor de Sipán, se recomienda 
a las empresas públicas y privadas el desarrollo de la solución propuesta en mi 
investigación siguiendo los lineamientos de diseño y los pasos de desarrollo 
planteados, en vista a los niveles de disponibilidad que se logra. 
 Se recomienda a las instituciones educativas y otros, tomar en cuenta la 
implementación de un clúster de servidores que garantice alta disponibilidad con 
software privativo como es Windows Server 2016, y no sólo tomar en cuenta el 
factor costo para elegir un sistema open source o software libre, sino profundizar 
más en las ventajas que puede traer el uso de software propietario a nivel de 
características y funcionalidad. 
 Se recomienda al personal del Área de Integración de Tecnologías encargado 
del clúster implementado el mantenimiento del sistema y recordarles que el 
diseño propuesto y desarrollado es escalable. 
 Se sugiere que en un futuro se implementen roles de balanceo de carga en el 
clúster de alta disponibilidad, para no sobrecargar los servidores. 
 Se recomienda al personal del Área de Integración de Tecnologías de la 
Dirección de Tecnologías de la Información, hacer uso de las características de 
nano server innatas de Windows Server 2016, en caso necesiten de mayor 
capacidad de almacenamiento del sistema en algún momento, solo por 
cuestiones de tener una instalación más liviana. 
 Se recomienda al personal del Área de Integración de Tecnologías de la 
Dirección de Tecnologías de la Información, a nivel de almacenamiento y por 
seguridad hacer uso de características de almacenamiento en cloud que tiene 
Windows Server 2016. 
 Se sugiere   al personal del Área de Integración de Tecnologías de la Dirección 
de Tecnologías de la Información, hacer uso de técnicas de virtualización de 
servidores con las herramientas que trae Windows Server 2016 como lo es 
Hyper-V, que permite virtualizar más de 64 nodos.  
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GLOSARIO DE TÉRMINOS 
Almacenamiento: Característico de un dispositivo en el que pueden ingresarse y 
guardarse datos, y desde el cual los mismos pueden recuperarse en un momento 
posterior. 
Availability (Disponibilidad): En la comunidad de TI, la métrica empleada para medir 
la disponibilidad es el porcentaje de tiempo que un sistema es capaz de realizar las 
funciones para las que está diseñado. En lo que se refiere a los sistemas de 
mensajería, la disponibilidad es el porcentaje de tiempo que el servicio de mensajería 
está activo y en funcionamiento. 
Bases de datos: Es un conjunto de archivos o conjunto de elementos de datos (u 
objetos) organizados interrelacionados que pueden procesar una o más aplicaciones. 
Los sistemas de bases de datos están diseñados para gestionar pequeños o medianos 
o grandes bloques de información. 
Cliente: Una computadora o una red que acceden a recursos suministrado por otra 
computadora, llamado el servidor. El cliente o terminal “tonto” es el que apenas tiene 
capacidad de proceso propia. Como cliente, el PC es un terminal inteligente porque 
puede ejecutar programas cuando resulta más lógico realizar el trabajo sobre el cliente 
y no por el servidor. Es un software que trabaja en la computadora local para poder 
hacer uso de algún servicio de computadora remota. 
Clúster: Grupo o unidad de asignación. Unidad mínima de almacenamiento de 
información en un disco, utilizada por el sistema operativo para guardarla y tenerla 
localizada. Están agrupados de dos a ocho sectores, cada uno de los cuales mantiene 
un cierto número de octetos. Porciones de espacio en las que se divide el disco duro. 
Su tamaño puede variar, siendo los más habituales los 4 096 o 8192 octetos por 
clúster. Grupo de equipos que comparten una carga de trabajo y proporcionan 
tolerancia ante errores. Si un miembro asume la carga de trabajo en un proceso 
conocido como migración tras error. 
Clustering: Un algoritmo de agrupamiento (en inglés, clustering) es un procedimiento 
de agrupación de una serie de vectores de acuerdo con un criterio. 
CPD (Centro de procesamiento de datos): Ubicación de los recursos necesarios para 
el procesamiento de información de una organización. 
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Conexión: Un enlace físico por medio de cable, cable fibra óptica u otro medio, entre 
dos o más dispositivos de comunicaciones que se conectan a una computadora o dos 
más computadoras. 
Data mirroring: Se refiere a la operación en tiempo real de copia de datos, como una 
copia exacta, de un lugar a un medio de almacenamiento local o remoto. En 
informática, un espejo es una copia exacta de un conjunto de datos. 
Dirección IP: Es un número que identifica, de manera lógica y jerárquica, a una 
Interfaz en red (elemento de comunicación/conexión) de un dispositivo (computadora, 
tableta, portátil, smartphone) que utilice el protocolo IP (Internet Protocol), que 
corresponde al nivel de red del modelo TCP/IP. La dirección IP no debe confundirse 
con la dirección MAC, que es un identificador de 48 bits para identificar de forma única 
la tarjeta de red y no depende del protocolo de conexión utilizado ni de la red. 
DNS (Domain Name Service): Servicio de nombres de dominio, es un sistema de 
nomenclatura jerárquico descentralizado para dispositivos conectados a redes IP como 
Internet o una red privada. Este sistema asocia información variada con nombres de 
dominios asignado a cada uno de los participantes. 
Escalabilidad: Característica de los equipos que nos permite ir aumentando velocidad 
y capacidad de: disco, memoria, procesadores y tarjetas periféricas.  
Failover: En informática, la tolerancia a fallos o conmutación por error, se refiere a la 
capacidad de un sistema de acceder a la información, aún en caso de producirse algún 
fallo o anomalía en el sistema. 
FTDR (Fault Tolerant Data Replication): Tolerancia a fallos con replicación de datos. 
Host: Sistema central, servidor comparte los recursos: hardware, software, sistema 
operativo y de sistemas de aplicaciones; realizan los procesos de trabajos y devuelve 
los resultados a los usuarios. En redes es cualquier dispositivo que es capaz de 
conectarse.  
Hot swapping: Hace referencia a la capacidad de algunos componentes hardware 
para sufrir su instalación o sustitución sin necesidad de detener o alterar la operación 
normal de la computadora donde se alojan. Esta denominación se otorga generalmente 
a componentes esenciales para el funcionamiento de la computadora. El mismo 
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concepto tiene otras denominaciones cuando se aplica a componentes no esenciales. 
Hot swap puede traducirse como sustitución en caliente. 
Interdominio: Flujo de datos e interacción entre computadores controladores de 
dominio primario que se emplea para la difusión de informaciones entre dominios de 
Internet. 
Intranet: Es una red privada de servidor web, red diseñada para el procesamiento de 
información dentro de una empresa o institución.  
iSCSI (Internet SCSI): Es un estándar que permite el uso del protocolo SCSI sobre 
redes TCP/IP. iSCSI es un protocolo de la capa de transporte definido en las 
especificaciones SCSI-3. Otros protocolos en la capa de transporte son SCSI Parallel 
Interface y canal de fibra. 
Mainframe: Computadora central es una computadora grande, potente y costosa 
usada principalmente por una gran compañía para el procesamiento de una gran 
cantidad de datos; por ejemplo, para el procesamiento de transacciones bancarias.  
Middleware: Un software que se intercala entre dos o más tipos de software diferentes 
y hace posible que se comuniquen la información entre ellos. Software que ayuda a 
que diversos sistemas computacionales conectados en red trabajen juntos, mejorando 
de esta forma su interoperabilidad. 
NAS (Network-Attached Storage): Es el nombre dado a una tecnología de 
almacenamiento dedicada a compartir la capacidad de almacenamiento de un 
computador (servidor) con computadoras personales o servidores clientes a través de 
una red (normalmente TCP/IP), haciendo uso de un sistema operativo optimizado para 
dar acceso con los protocolos CIFS, NFS, FTP: Siglas en inglés de File Transfer 
Protocol, 'Protocolo de Transferencia de Archivos' ,en informática, es un protocolo de 
red para la transferencia de archivos entre sistemas conectados a una red TCP 
(Transmission Control Protocol), basado en la arquitectura cliente-servidor. 
NFS (Network File Systems): Es un protocolo de nivel de aplicación, según el Modelo 
OSI. Es utilizado para sistemas de archivos distribuido en un entorno de red de 
computadoras de área local. Posibilita que distintos sistemas conectados a una misma 
red accedan a ficheros remotos como si se tratara de locales. 
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Nodo: Cada dispositivo de conexión a la computadora o cualquier tipo de componentes 
conectados en una red de computadoras. Computadora encargada de enviar 
información por el camino adecuado a la red. 
Protocolo: En el ámbito en las ciencias de la computación, conjunto de normas que se 
establecen entre dos computadoras que puedan comunicarse. 
Rack: Es un soporte metálico destinado a alojar equipamiento electrónico, informático y 
de comunicaciones. Las medidas para la anchura están normalizadas para que sean 
compatibles con equipamiento de distintos fabricantes. También son llamados 
bastidores, cabinas, gabinetes o armarios. 
Recurso: Cualquier parte del sistema informático. Los usuarios de la red pueden 
compartir recursos, como disco duro, impresoras, módems, unidades de disco 
compacto de memoria de solo lectura, incluso el procesador. 
Redes LAN (Redes de área local):  Es una red de computadoras que abarca un área 
reducida a una casa, un departamento o un edificio. 
Redes WAN (Redes de área amplia): Es una red de computadoras que une varias 
redes locales, aunque sus miembros no estén todos en una misma ubicación física. 
Muchas WAN son construidas por organizaciones o empresas para su uso privado, 
otras son instaladas por los proveedores de internet (ISP) para proveer conexión a sus 
clientes. 
Redes SAN (System Area Networks): Es una red de almacenamiento integral. Se 
trata de una arquitectura completa que agrupa los siguientes elementos: una red de 
alta velocidad de canal de fibra o SCSI, un equipo de interconexión dedicado 
(conmutadores, puentes, etc.) y elementos de almacenamiento de red (discos duros). 
Reliability (Confiabilidad): La capacidad de un sistema o componente para realizar 
sus funciones requeridas bajo las condiciones establecidas por un tiempo determinado. 
Replicación: Es el proceso de copiar y mantener actualizados los datos en varios 
nodos de bases de datos ya sean estos persistentes o no. Este usa un concepto donde 
existe un nodo amo o maestro (master) y otros sirvientes o esclavos (slaves). 
Serviceability (operatividad): Es una expresión de la facilidad con la que un 
componente, dispositivo o sistema se pueden mantener y reparar. La detección 
temprana de problemas potenciales es fundamental en este sentido. Algunos sistemas 
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tienen la capacidad de corregir automáticamente los problemas antes de que ocurra un 
serio problema. 
Servicio: Función basada en cliente u orientada a usuario, tal como un soporte técnico 
o suministro de red. 
Servidor: Es servidor principal(host) que están conectados más de dos computadoras 
en la red, que permiten prestarles servicios para compartir recursos del sistema y otros. 
Servidor FTP:  Es un programa especial que se ejecuta en un equipo servidor 
normalmente conectado a Internet (aunque puede estar conectado a otros tipos de 
redes, LAN, MAN, etc.). Su función es permitir el intercambio de datos entre diferentes 
servidores/ordenadores. 
Servidor Web: Es el servidor de Internet, que están conectados otros servidores: 
servidor intranet, servidor extranet, servidor proxy y otros servidores, es la computadora 
principal que comparten los recursos del sistema durante procesamiento de datos. 
Sistemas distribuidos: Una red descentralizada que consta de varios equipos que 
pueden comunicarse y procesamiento de datos entre sí, que aparecen ante el usuario 
como parte de un sencillo, grande y accesible almacén de hardware, software y datos 
que puede compartir los recursos del sistema.  
Sistema operativo: Conjunto de programas utilizado para administrar los recursos del 
sistema; la configuración de unidad de procesamiento de datos, con el fin de 
aprovecharlo al máximo rendimiento de la computadora. 
Storage: Es el conjunto de especificaciones que sirven para definir cómo, cuándo y 
qué se almacena. 
Testing: Pruebas de software, son las investigaciones empíricas y técnicas cuyo 
objetivo es proporcionar información objetiva e independiente sobre la calidad del 
producto a la parte interesada o stakeholder. Es una actividad más en el proceso de 
control de calidad. 
Tiempo real: Que se relaciona con el desempeño del procesamiento de datos durante 
el tiempo presente, que ocurre un proceso empresarial o físico, con el fin de que los 
resultados del procesamiento de datos puedan utilizarse para respaldar la compleción 
del proceso. 
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Tolerancia a fallos: La habilidad de un equipo o de un sistema operativo de responder 
a un evento como un corte de corriente o un fallo de hardware de forma que no se 
pierden ni un dato ni se encuentren problemas con algún trabajo en marcha.  
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Anexo 1. Desempaquetado y características del Servidor HP ProLiant. 
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Instalación de Windows Server 2016: 
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Anexo 2.  Instalación y configuración del disco de almacenamiento iSCSI. 
Agregando nuevo volumen al disco existente: 
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Disco iSCSI nuevo creado: 
 
 
Anexo 3.  Instalación del rol de iSCSI tarjet. 
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Especificando tamaño de disco virtual, como quorum: 
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Agregando direcciones ip de los nodos del cluster: 
 
Disco virtual para los nodos creado: 
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Se agrega el disco virtual creado anteriormente a los nodos del cluster: 
 
 
Anexo 5. Instalación y configuración de Failover Clustering (Creación del clúster de 
conmutación por error). 
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Ejecuta las pruebas recomendadas por el sistema, para validar si es posible instalar el 
clúster: 
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Asignamos un nombre y una dirección ip para el clúster: 
 







“Implementación de una infraestructura tecnológica con alta disponibilidad basada en clústers 
para los servidores de la Universidad Señor de Sipán-Lambayeque.” 
172 
 
Se finaliza la instalación del clúster por conmutación por error: 
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Anexo 6. Instalación del rol FileServer para servidor de archivos. 
Dentro del panel de administración del clúster se agrega el rol de Fileserver: 
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Se agrega un nombre y se le asigna una dirección ip: 
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Anexo 7. Instalación y configuración del rol Coordinador de transacciones distribuidas 
(DTC). 
Dentro del panel de configuración del cluster se agrega el rol DTC: 
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Se le asigna un disco:
 
 
Anexo 8. Instalación y configuración del rol Internet Information Services (IIS) y 
alojamiento del sitio web de la USS. 
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Se instala el rol de DFS 
 
En el administrador de DFS e configura una replicación: 
 
Se le asigna un nombre y un controlador de dominio: 
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Se asigna el nodo maestro: 
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Finalmente se crea la replicación: 
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Se configura el sitio web y su dirección ip se le es asignada: 
 
Se realiza la prueba de ingresar al sitio web, alojado en el servidor web: 
 
 
Anexo 9. Instalación y configuración de SQL Server 2014 para la gestión de la base de 
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Se elige la segunda opcion de instalacion dentro del instalador del SQL Server 2014: 
 
Se pasa por ciertas pruebas de validación de la configuración del cluster: 
 
 
Se seleccionan todas las características: 
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Se le asigna el servidor actual: 
 
Se le asigna el modo del servidor: 
 
 
Se observa el resumen de la instalacion y se le da click a instalar: 
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Anexo 10. Prueba de alta disponibilidad para el servicio web. 
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Se ingresa a la web con los dos nodos funcionando: 
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Se apagó el servidor1: 
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Anexo 11. Prueba de alta disponibilidad para el servicio de base de datos. 
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Los dos nodos estan activos: 
 










“Implementación de una infraestructura tecnológica con alta disponibilidad basada en clústers 






Apagamos un nodo: 
 
Accedemos al campus e ingresamos usuario y password: 
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ENCUESTA APLICADA A PERSONAL DEL ÁREA DE INTEGRACIÓN DE TECNOLOGÍAS DE LA DIRECCIÓN 
DE TECNOLOGÍAS DE LA INFORMACIÓN  
 
I. DATOS GENERALES 
 
Universidad: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
Unidad organizacional: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
Área: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ Fecha: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 
Rol que desempeña dentro del área: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
 
II. OBJETIVO 
Recopilar información sobre la disponibilidad de los servicios brindados y el estado de los servidores que los 




Estimado Ingeniero a continuación le presento un conjunto de preguntas para responder marcando con (X), la 
alternativa que crea conveniente; es muy importante que tome en cuenta que todas sus respuestas (para que tenga 
valides dentro de mi investigación) deben ser respecto al año 2015, la presente encuesta tiene carácter de anónimo, 
por lo tanto, espero que sus respuestas sean veraces. 
 
IV. ITEMS 
1. ¿Dónde se encuentra instalada la página web y la base de datos de la Universidad Señor de Sipán? (para el año 
2015). 
a. Se encuentran en un servidor propio de la universidad y conectado a Internet. (2) 
b. Se encuentra en un equipo de alquiler fuera de la universidad. (1)  
c. Se encuentra en la computadora de mi casa. (0) 
 
2. ¿Cuál cree que es el nivel de disponibilidad que poseen los servidores de la Universidad Señor de Sipán para el 
año 2015? 
a. Mediana disponibilidad. (1) 
b. Indisponibilidad.  (0)  
c. Alta disponibilidad. (2) 
 
3. Cuando se tiene acceso al servidor de la universidad por algún servicio de información. ¿Qué grado de expresión 
muestra usted? (para el año 2015). 
a. Contento. (2) 
b. Regular.   (1) 
c. Rechazo. (0) 
d.   
4. ¿Cree usted que la implementación de una solución tecnología que implique software propietario (con licencias 
de pago) o el adquirir nuevo hardware es problema (se refiere a costos) para la universidad? (para el año 2015). 
a. No existe ningún inconveniente. (2) 
b. La universidad es indiferente en ese aspecto. (1)  
c. Genera un gran problema para la universidad. (0) 
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5. ¿Cuál cree usted que es el activo que más se pierde con las caídas de los servicios informáticos? (para el año 
2015). 
a. Tiempo. (0) 
b. Alumnos. (2) 
c. Dinero. (1) 
 
6. ¿Usted cree que la universidad desde el punto de vista tecnológico está preparada para brindar servicios 
educativos que implican gran soporte tecnológico y de alta disponibilidad? (para el año 2015). 
a. Sí.  (2) 
b. No. (0) 
c. Le falta Implementar. (1) 
 
7. Al realiza trabajos con el sistema Web u otro servicio de la institución. ¿Con qué frecuencia se presentan los 
problemas (caídas)? (para el año 2015). 
a. Constantemente. (0)  
b. Ocasionalmente.  (1) 
c. Nunca hay problemas. (2) 
 
8. ¿Cómo calificaría la pérdida de tiempo ante la caída de los servicios informáticos? (para el año 2015). 
a. Es Alta. (0) 
b. Es Aceptable.  (1) 
c. Es Baja. (2) 
 
9. ¿Cuándo se cae un servidor, de qué forma lo resuelven? (para el año 2015). 
a. Automáticamente por el SO (1) 
b. Manualmente. (0) 
c. No se caen (2) 
 
10. ¿Cuánto tiempo cree usted que los servicios están down? (para el año 2015). 
a. Menos de un minuto.  (2) 
b. Un minuto aproximadamente. (1) 




Gracias por su colaboración.
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ENCUESTA APLICADA A PERSONAL DEL ÁREA DE INTEGRACIÓN DE TECNOLOGÍAS DE LA DIRECCIÓN 
DE TECNOLOGÍAS DE LA INFORMACIÓN  
 
I. DATOS GENERALES 
 
Universidad: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
Unidad organizacional: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
Área: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ Fecha: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 
Rol que desempeña dentro del área: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
 
II. OBJETIVO 
Recopilar información sobre el grado de disponibilidad de los servidores posterior a la implementación de un clúster 




Estimado Ingeniero a continuación le presento un conjunto de preguntas para responder marcando con (X), la 
alternativa que crea conveniente; la presente encuesta tiene carácter de anónimo, por lo tanto, espero que sus 
respuestas sean veraces y acorde a su gran experiencia en el área. 
 
IV. ITEMS 
1. ¿Dónde se encuentra instalada la página web y la base de datos de la Universidad Señor de Sipán?  
a. Se encuentran en un servidor propio de la universidad y conectado a Internet. (2) 
b. Se encuentra almacenado en la nube. (1)  
c. Se encuentra en la computadora de mi casa. (0) 
 
2. ¿Cuánto tiempo cree usted que los servicios están down?  
a. Menos de 1 minuto. (2) 
b. Un minuto aproximadamente. (1)  
c. Más de 1 minuto. (0) 
 
3. ¿Cómo cree que afecta la implementación de un clúster de servidores, el mantenimiento planificado de un 
servidor? 
a. Se puede brindar mantenimiento a los servidores, pero el tiempo de servicio es muy corto. (1) 
b. No se puede brindar mantenimiento a los servidores, se pierde el servicio. (0)  
c. Se puede brindar mantenimiento a los servidores, sin perder el servicio. (2) 
 
4. ¿Cree usted que la adquisición de nuevo hardware (nuevos servidores), generaría algún problema (a nivel de 
costos) para la Universidad Señor de Sipán? 
a. No genera ningún inconveniente. (2) 
b. La universidad es indiferente a ello.   (1) 
c. Si genera grandes inconvenientes. (0) 
 
5. ¿Cree usted que la implementación de una solución tecnología que implique software propietario (con licencias 
de pago) es problema (se refiere a costos) para la universidad? 
a. No existe ningún inconveniente. (2) 
b. La universidad es indiferente en ese aspecto. (1)  
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c. Genera un gran problema para la universidad. (0) 
 
6. ¿Cuál cree usted que el factor que beneficia más a todo el personal integrante de la Universidad Señor de Sipán 
con la implementación de un clúster para sus servidores? 
a. Tiempo (tiempo perdido o tiempo muerto ante las caídas de los servicios). (2) 
b. Personal que labora dentro de la universidad. (1) 
c. Costos que generan una implementación de un clúster. (0) 
 
7. Al realizar trabajos con el sistema Web u otro servicio de la institución. ¿Con qué frecuencia se presentaría los 
problemas (caídas) con una implementación de clúster de alta disponibilidad? 
a. Constantemente. (0)  
b. Ocasionalmente.  (1) 
c. No habría problemas de disponibilidad. (2) 
 
8. ¿Cuál cree usted que sería el nivel de satisfacción del uso de los servicios del personal académico, 
administrativo y alumnado ante la implementación de un clúster de servidores con alta disponibilidad? 
a. Alta. (2) 
b. Aceptable.  (1) 
c. Baja. (0) 
 
9. ¿Cuándo se cae un servidor, de qué forma lo resuelven?  
a. Automáticamente por el SO. (1) 
b. Manualmente. (0) 
c. Nunca se caen. (2) 
10. ¿Cuán confiable cree es la solución de implementar un clúster de alta disponibilidad en los servidores de la USS? 
a. Muy confiable. (2) 
b. Confiable. (1) 





Gracias por su colaboración. 
 
 
 
 
 
 
 
 
