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1. Introduction
In this paper, we study the multi-point boundary problem
(φp(u′(t)))′ + q(t)f (t, u(t), u′(t)) = 0, t ∈ (0, 1), (1.1)
αu(0)− βu′(0) =
m−2∑
i=1
aiu(ξi), γ u(1)+ δu′(1) =
m−2∑
i=1
biu(ξi), (1.2)
where φp(s) = |s|p−2s, p > 1, 0 < ξ1 < ξ2 < · · · < ξm−2 < 1 and
(H1) ai ≥ 0, bi ≥ 0 for all i = 1, 2, . . . ,m− 2 and α, β, γ , δ ≥ 0 with∑m−2i=1 ai < α,∑m−2i=1 bi < γ ;
(H2) f ∈ C([0, 1] × [0,∞)× (−∞,+∞), (0,∞));
(H3) q(t) is a nonnegative continuous function defined in (0, 1), q(t) is not identically zero on any subinterval of (0, 1).
During the last thirty years, multi-point boundary value problems have been extensively studied and many excellent
results have been established. For details, see, for example, [1–10] and references therein. There are papers [6–10] that are
closely related to the present paper.
In paper [6], Ma studied the following BVP:
[p(t)u′(t)]′ − q(t)u(t)+ f (t, u(t)) = 0, t ∈ (0, 1),
αu(0)− βp(0)u′(0) =
m∑
i=1
aiu(ξi), γ u(1)+ δp(1)u′(1) =
m∑
i=1
biu(ξi),
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where 0 < ξ1 < ξ2 < · · · < ξm < 1, α, β, γ , δ ≥ 0, ai ≥ 0, bi ≥ 0 with ρ = γ β + αγ + αδ > 0. By using the
Guo–Krasnoselskii fixed point theorem, the existence and multiplicity of positive solutions for the BVPs were given.
Recently, in papers [7,8], we studied the equation
(φp(u′(t)))′ + a(t)f (t, u(t)) = 0, t ∈ (0, 1),
with the following boundary conditions:
u(0) = 0, u(1) =
m−2∑
i=1
aiu(ξi),
u′(0) =
m−2∑
i=1
aiu′(ξi), u(1) =
m−2∑
i=1
aiu(ξi).
By applying fixed point index theory, we obtained sufficient conditions for the existence of twin positive solutions for the
above problems by constructing available operators.
In other papers [9,10], we considered the more general equation
(φp(u′(t)))′ + q(t)f (t, u(t), u′(t)) = 0, t ∈ (0, 1),
with the multi-point boundary conditions
u(0) =
m−2∑
i=1
aiu(ξi), u′(1) =
m−2∑
i=1
aiu′(ξi),
u′(0) =
m−2∑
i=1
aiu′(ξi), u(1) =
m−2∑
i=1
aiu(ξi),
and the existence of at least three positive solutions of the above BVPs was established by using a fixed point theorem for
on a cone.
With motivation from the points mentioned above, our aim in this paper is to show the existence of multiple positive
solutions to the BVP (1.1) and (1.2). Our main results will depend on an application of a fixed point theorem due to Avery
and Peterson. To the best of the authors’ knowledge, there are still no results on the existence of multiple positive solutions
to BVP (1.1) and (1.2) by using the fixed point theorem or its generalizations.
2. Background material and definitions
For the convenience of the reader, we present here the necessary definitions from the theory of cones in Banach spaces.
We also state in this section the Avery–Peterson fixed point theorem.
Definition 2.1. Let E be a real Banach space. A nonempty convex closed set P ⊂ E is said to be a cone provided that
(i) au ∈ P for all u ∈ P and all a ≥ 0 and
(ii) u,−u ∈ P implies u = 0.
Note that every cone P ⊂ X induces an ordering in E given by x ≤ y if y− x ∈ P .
Definition 2.2. The map α is said to be a nonnegative continuous concave functional on a cone P of a real Banach space E
provided that α : P → [0,∞) is continuous and
α(tx+ (1− t)y) ≥ tα(x)+ (1− t)α(y)
for all x, y ∈ P and 0 ≤ t ≤ 1.
Similarly, we say that the map β is a nonnegative continuous convex functional on a cone P of a real Banach space E
provided that β : P → [0,∞) is continuous and
β(tx+ (1− t)y) ≤ tβ(x)+ (1− t)β(y)
for all x, y ∈ P and 0 ≤ t ≤ 1.
Definition 2.3. An operator is called completely continuous if it is continuous and maps bounded sets into relatively
compact sets.
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Let γ and θ be nonnegative continuous convex functionals on P, α be a nonnegative continuous concave functional on
P , andψ be a nonnegative continuous functional on P . Then for positive real numbers a, b, c , and d, we define the following
convex sets:
P(γ , d) = {x ∈ P | γ (x) < d},
P(γ , α, b, d) = {x ∈ P | b ≤ α(x), γ (x) ≤ d},
P(γ , θ, α, b, c, d) = {x ∈ P | b ≤ α(x), θ(x) ≤ c, γ (x) ≤ d},
and a closed set
R(γ , ψ, a, d) = {x ∈ P | a ≤ ψ(x), γ (x) ≤ d}.
The following fixed point theorem due to Avery and Peterson is fundamental in the proofs of our main results.
Theorem 2.1 ([11]). Let P be a cone in a real Banach space E. Let γ and θ be nonnegative continuous convex functionals on P, α be
a nonnegative continuous concave functional on P, andψ be a nonnegative continuous functional on P satisfying ψ(λx) ≤ λψ(x)
for 0 ≤ λ ≤ 1, such that for some positive numbers M and d,
α(x) ≤ ψ(x) and ‖x‖ ≤ Mγ (x), (2.1)
for all x ∈ P(γ , d). Suppose T : P(γ , d) → P(γ , d) is completely continuous and there exist positive numbers a, b, and c with
a < b such that
(S1) {x ∈ P(γ , θ, α, b, c, d) | α(x) > b} 6= ∅ and α(Tx) > b for x ∈ P(γ , θ, α, b, c, d);
(S2) α(Tx) > b for x ∈ P(γ , α, b, d) with θ(Tx) > c;
(S3) 0 6∈ R(γ , ψ, a, d) and ψ(Tx) < a for x ∈ R(γ , ψ, a, d) with ψ(x) = a.
Then T has at least three fixed points x1, x2, x3 ∈ P(γ , d) such that
γ (xi) ≤ d for i = 1, 2, 3;
b < α(x1);
a < ψ(x2) with α(x2) < b;
ψ(x3) < a.
3. Existence of triple positive solutions to (1.1), (1.2)
We consider the Banach space E = (C1[0, 1], ‖ · ‖)with the maximum norm
‖x‖ = max
{
max
0≤t≤1
|x(t)|, max
0≤t≤1
|x′(t)|
}
.
Define C1+[0, 1] = {ω ∈ C1[0, 1] : ω(t) ≥ 0, t ∈ [0, 1]}. Define the cone P ⊂ E by
P =
{
x ∈ E : x(t) ≥ 0, αx(0)− βx′(0) =
m−2∑
i=1
aix(ξi), γ x(1)+ δx′(1) =
m−2∑
i=1
bix(ξi), x is concave on [0, 1]
}
.
Let the nonnegative continuous concave functional α, the nonnegative continuous convex functional θ, γ , and the
nonnegative continuous functional ψ be defined on the cone P by
γ (x) = max
0≤t≤1
|x′(t)|, ψ(x) = θ(x) = max
0≤t≤1
|x(t)|, α(x) = min
δ≤t≤1−δ |x(t)|,
where δ ∈ (0, 1/2).
For any x ∈ C1+[0, 1], we consider the problem
(φp(u′))′ + q(t)f (t, x(t), x′(t)) = 0, t ∈ (0, 1), (3.1)
αu(0)− βu′(0) =
m−2∑
i=1
aiu(ξi), γ u(1)+ δu′(1) =
m−2∑
i=1
biu(ξi). (3.2)
Lemma 3.1. If x ∈ P, thenmax0≤t≤1 |x(t)| ≤ Lmax0≤t≤1 |x′(t)|, where
L = max
1+
β +
m−2∑
i=1
aiξi
α −
m−2∑
i=1
ai
, 1+
δ +
m−2∑
i=1
bi(1− ξi)
γ −
m−2∑
i=1
bi
 .
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Proof. Since x(t) = x(0)+ ∫ t0 x′(s)ds, so we have
max
0≤t≤1
|x(t)| ≤ |x(0)| + max
0≤t≤1
|x′(t)|.
On the other hand, as αx(0)− βx′(0) =∑m−2i=1 aix(ξi), we have(
α −
m−2∑
i=1
ai
)
x(0) = αx(0)−
m−2∑
i=1
aix(0)
= βx′(0)+
m−2∑
i=1
aix(ξi)−
m−2∑
i=1
aix(0)
= βx′(0)+
m−2∑
i=1
ai[x(ξi)− x(0)]
= βx′(0)+
m−2∑
i=1
aiξix′(µi),
where µi ∈ (0, ξi), so
|x(0)| =
∣∣∣∣∣∣∣∣∣
βx′(0)+
m−2∑
i=1
aiξix′(µi)
α −
m−2∑
i=1
ai
∣∣∣∣∣∣∣∣∣ ≤
β|x′(0)| +
m−2∑
i=1
aiξi|x′(µi)|
α −
m−2∑
i=1
ai
≤
β +
m−2∑
i=1
aiξi
α −
m−2∑
i=1
ai
max
0≤t≤1
|x′(t)|,
and therefore,
max
0≤t≤1
|x(t)| ≤
1+
β +
m−2∑
i=1
aiξi
α −
m−2∑
i=1
ai
 max0≤t≤1 |x′(t)|.
Similarly, x(t) = x(1)− ∫ 1t x′(s)ds, γ x(1)+ δx′(1) =∑m−2i=1 bix(ξi), so we have
max
0≤t≤1
|x(t)| ≤ |x(1)| + max
0≤t≤1
|x′(t)|,(
γ −
m−2∑
i=1
bi
)
x(1) = γ x(1)−
m−2∑
i=1
bix(1)
=
m−2∑
i=1
bix(ξi)− δx′(1)−
m−2∑
i=1
bix(1)
= −δx′(1)−
m−2∑
i=1
bi[x(1)− x(ξi)]
= −δx′(1)−
m−2∑
i=1
bi(1− ξi)x′(τi),
where τi ∈ (ξi, 1), so
|x(1)| =
∣∣∣∣∣∣∣∣∣
δx′(1)+
m−2∑
i=1
bi(1− ξi)x′(τi)
γ −
m−2∑
i=1
bi
∣∣∣∣∣∣∣∣∣
≤
δ|x′(1)| +
m−2∑
i=1
bi(1− ξi)|x′(τi)|
γ −
m−2∑
i=1
bi
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≤
δ +
m−2∑
i=1
bi(1− ξi)
γ −
m−2∑
i=1
bi
max
0≤t≤1
|x′(t)|.
Therefore, the result holds. 
Lemma 3.2 ([12]). If x ∈ P, then x(t) ≥ t(1− t)max0≤t≤1 |x(t)|.
Lemma 3.3. Let (H1)–(H3) hold. Then for x ∈ C1+[0, 1], the problem (3.1), (3.2) has a unique solution
u(t) = Bx +
∫ t
0
φ−1p
(
Ax −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds, (3.3)
where Ax, Bx satisfy
γ −
m−2∑
i=1
bi
α −
m−2∑
i=1
ai
[
βφ−1p (Ax)+
m−2∑
i=1
ai
∫ ξi
0
φ−1p
(
Ax −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds
]
= −γ
∫ 1
0
φ−1p
(
Ax −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds− δφ−1p
(
Ax −
∫ 1
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
+
m−2∑
i=1
bi
∫ ξi
0
φ−1p
(
Ax −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds, (3.4)
Bx = 1
α −
m−2∑
i=1
ai
[
βφ−1p (Ax)+
m−2∑
i=1
ai
∫ ξi
0
φ−1p
(
Ax −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds
]
.
Proof. Since u(t) is a solution of Eq. (3.1), we have
u(t) = Bx +
∫ t
0
φ−1p
(
Ax −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds,
and the boundary condition (3.2) implies that
αBx − βφ−1p (Ax) =
m−2∑
i=1
aiBx +
m−2∑
i=1
ai
∫ ξi
0
φ−1p
(
Ax −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds,
γ
[
Bx +
∫ 1
0
φ−1p
(
Ax −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds
]
+ δφ−1p
(
Ax −
∫ 1
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
=
m−2∑
i=1
biBx +
m−2∑
i=1
bi
∫ ξi
0
φ−1p
(
Ax −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds.
So the equation holds. Now we prove that there exists a unique Ax ∈
(
0,
∫ 1
0 q(s)f (s, x(s), x
′(s))ds
)
satisfying (3.4). For any
x ∈ C1+[0, 1], define
Hx(c) =
γ −
m−2∑
i=1
bi
α −
m−2∑
i=1
ai
[
βφ−1p (c)+
m−2∑
i=1
ai
∫ ξi
0
φ−1p
(
c −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds
]
+ γ
∫ 1
0
φ−1p
(
c −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds+ δφ−1p
(
c −
∫ 1
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
−
m−2∑
i=1
bi
∫ ξi
0
φ−1p
(
c −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds.
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It is easy to see that
Hx(c) =
γ −
m−2∑
i=1
bi
α −
m−2∑
i=1
ai
[
βφ−1p (c)+
m−2∑
i=1
ai
∫ ξi
0
φ−1p
(
c −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds
]
+
(
γ −
m−2∑
i=1
bi
)∫ 1
0
φ−1p
(
c −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds
+ δφ−1p
(
c −
∫ 1
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
+
m−2∑
i=1
bi
∫ 1
ξi
φ−1p
(
c −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds.
Then Hx : R→ R is continuous and strictly increasing and
Hx(0) < 0, Hx
(∫ 1
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
> 0.
So there is only one c ∈
(
0,
∫ 1
0 q(τ )f (τ , x(τ ), x
′(τ ))dτ
)
such that Hx(c) = 0. 
Lemma 3.4. If x ∈ C1+[0, 1], then the solution of problem (3.1), (3.2) has the following properties:
(i) u(t) is concave on (0, 1);
(ii) u(t) ≥ 0.
Proof. In fact, if u is a solution of problem (3.1), (3.2), then
(i) (φp(u′))′ = −q(t)f (t, x(t), x′(t)) ≤ 0, φp(u′) is non-increasing. Consequently u′(t) is non-increasing which implies
the concavity of u(t).
(ii) First we prove that u′(0) ≥ 0. If u′(0) < 0, then u′(t) ≤ u′(0) < 0 for all t ∈ [0, 1], so u(1) < u(0). But by the
boundary condition (3.2), we get
αu(0)− βu′(0) =
m−2∑
i=1
aiu(ξi) ≤
m−2∑
i=1
aiu(0),
γ u(1)+ δu′(1) =
m−2∑
i=1
biu(ξi) ≥
m−2∑
i=1
biu(1).
It follows that(
α −
m−2∑
i=1
ai
)
u(0)− βu′(0) ≤ 0,
(
γ −
m−2∑
i=1
bi
)
u(1)+ δu′(1) ≥ 0.
The assumptions (H1) imply that u(0) ≤ 0 and u(1) ≥ 0, a contradiction. 
Now we prove that u′(1) ≤ 0. If u′(1) > 0, then u′(t) ≥ u′(1) > 0 for all t ∈ [0, 1], so u(1) > u(0). But by the boundary
condition (3.2), we get
αu(0)− βu′(0) =
m−2∑
i=1
aiu(ξi) ≥
m−2∑
i=1
aiu(0),
γ u(1)+ δu′(1) =
m−2∑
i=1
biu(ξi) ≤
m−2∑
i=1
biu(1).
It follows that(
α −
m−2∑
i=1
ai
)
u(0)− βu′(0) ≥ 0,
(
γ −
m−2∑
i=1
bi
)
u(1)+ δu′(1) ≤ 0.
The assumptions (H1) imply that u(0) ≥ 0 and u(1) ≤ 0, a contradiction.
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In general, we get u′(0) ≥ 0 and u′(1) ≤ 0. By the concavity of u(t), we get u(t) ≥ min{u(0), u(1)} for all t ∈ [0, 1]; then
αu(0)− βu′(0) =
m−2∑
i=1
aiu(ξi) ≥
m−2∑
i=1
aimin{u(0), u(1)},
γ u(1)+ δu′(1) =
m−2∑
i=1
biu(ξi) ≥
m−2∑
i=1
bimin{u(0), u(1)}.
If min{u(0), u(1)} = u(0), then
(
α −∑m−2i=1 ai) u(0)−βu′(0) ≥ 0, which implies u(0) ≥ 0. If min{u(0), u(1)} = u(1), then(
γ −∑m−2i=1 bi) u(1)+ δu′(1) ≥ 0, and we get u(1) ≥ 0. Hence u(t) ≥ min{u(0), u(1)} ≥ 0 for t ∈ [0, 1].
For x ∈ P , we define the operator
(Tx)(t) = β
α −
m−2∑
i=1
ai
φ−1p (Ax)+
m−2∑
i=1
ai
α −
m−2∑
i=1
ai
∫ ξi
0
φ−1p
(
Ax −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds
+
∫ t
0
φ−1p
(
Ax −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds,
where Ax satisfies (3.4), by Lemma 3.3, we know that Tx is well defined. Furthermore, we have the following result.
Lemma 3.5. T : P → P is completely continuous.
Proof. It is easy to check that
((φp(Tx)′))′ + q(t)f (t, x(t), x′(t)) = 0, t ∈ (0, 1), (3.5)
α(Tx)(0)− β(Tx)′(0) =
m−2∑
i=1
ai(Tx)(ξi), γ (Tx)(1)+ δ(Tx)′(1) =
m−2∑
i=1
bi(Tx)(ξi). (3.6)
By Lemma 3.4, Tx is concave and Tx ≥ 0. This means that TK ⊂ K . By an argument similar to that in [10], T : P → P is
completely continuous. 
Lemma 3.6. Suppose (H1) holds; then there exists x0 such that x0 ∈ P.
Proof. Let x0(t) = −mt2 + nt + l, wherem > 0, and
n = m
∆
[(
α −
m−2∑
i=1
ai
)(
γ + 2δ −
m−2∑
i=1
biξ 2i
)
+
(
γ −
m−2∑
i=1
bi
)
m−2∑
i=1
aiξ 2i
]
,
l = m
∆
[(
γ + 2δ −
m−2∑
i=1
biξ 2i
)(
β +
m−2∑
i=1
aiξi
)
−
(
γ + δ −
m−2∑
i=1
biξi
)
m−2∑
i=1
aiξ 2i
]
,
∆ =
(
α −
m−2∑
i=1
ai
)(
γ + δ −
m−2∑
i=1
biξi
)
+
(
γ −
m−2∑
i=1
bi
)(
β +
m−2∑
i=1
aiξi
)
.
It is easy to check that
αx0(0)− βx′0(0) =
m−2∑
i=1
aix0(ξi), γ x0(1)+ δx′0(1) =
m−2∑
i=1
bix0(ξi),
x′0(0) = n > 0,
x′0(1) = n− 2m
= −m
∆
[(
α −
m−2∑
i=1
ai
)(
γ −
m−2∑
i=1
bi +
m−2∑
i=1
bi(1− ξi)2
)
+
(
γ −
m−2∑
i=1
bi
)(
2β +
m−2∑
i=1
aiξi +
m−2∑
i=1
aiξi(1− ξi)
)]
< 0,
and x′′0(t) = −2m < 0. So, by the proof of Lemma 3.4, we get x0(t) > 0 in [0, 1]. Consequently, x0 ∈ P . 
Remark 3.1. From Lemma 3.6, we can get
(i) l > 0; (ii) x0(t) = −mt2 + nt + l > mt(1− t).
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Proof. (i) In fact,
l = m
∆
[(
γ + 2δ −
m−2∑
i=1
biξ 2i
)(
β +
m−2∑
i=1
aiξi
)
−
(
γ + δ −
m−2∑
i=1
biξi
)
m−2∑
i=1
aiξ 2i
]
= m
∆
[(
γ + δ −
m−2∑
i=1
biξi + δ +
m−2∑
i=1
biξi(1− ξi)
)(
β +
m−2∑
i=1
aiξi
)
−
(
γ + δ −
m−2∑
i=1
biξi
)
m−2∑
i=1
aiξ 2i
]
= m
∆
[(
γ + δ −
m−2∑
i=1
biξi
)(
β +
m−2∑
i=1
aiξi(1− ξi)
)
+
(
δ +
m−2∑
i=1
biξi(1− ξi)
)(
β +
m−2∑
i=1
aiξi
)]
> 0;
(ii) x0(t) = −mt2 + nt + l
= m
∆
[
−∆t2 + n
m
∆t + l
m
∆
]
= m
∆
[
−
(
α −
m−2∑
i=1
ai
)(
γ + δ −
m−2∑
i=1
biξi
)
t2 −
(
γ −
m−2∑
i=1
bi
)(
β +
m−2∑
i=1
aiξi
)
t2
+
(
α −
m−2∑
i=1
ai
)(
γ + 2δ −
m−2∑
i=1
biξ 2i
)
t + t
(
γ −
m−2∑
i=1
bi
)
m−2∑
i=1
aiξ 2i
+
(
γ + δ −
m−2∑
i=1
biξi
)(
β +
m−2∑
i=1
aiξi(1− ξi)
)
+
(
δ +
m−2∑
i=1
biξi(1− ξi)
)(
β +
m−2∑
i=1
aiξi
)]
= m
∆
{
t(1− t)
(
α −
m−2∑
i=1
ai
)(
γ −
m−2∑
i=1
biξ 2i
)
+ t(2− t)δ
(
α −
m−2∑
i=1
ai
)
+ t2
(
α −
m−2∑
i=1
ai
)
m−2∑
i=1
biξi(1− ξi)+ t(1− t)
(
γ −
m−2∑
i=1
bi
)
m−2∑
i=1
aiξ 2i
+
[
(1− t2)
(
γ −
m−2∑
i=1
bi
)
+
m−2∑
i=1
bi(1− ξi)+ δ
](
β +
m−2∑
i=1
aiξi(1− ξi)
)
+
(
δ +
m−2∑
i=1
biξi(1− ξi)
)(
β +
m−2∑
i=1
aiξi
)}
>
m
∆
t(1− t)∆ = mt(1− t). 
Remark 3.2. From the proof of Lemma 3.4, there exists u′(σx) = 0. Then BVPs (3.5), (3.6) imply that
(Tx)′(t) =

−φ−1p
(∫ t
σx
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
, t ≥ σx,
φ−1p
(∫ σx
t
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
, t ≤ σx.
Then
(Tx)(t) =

(Tx)(1)+
∫ 1
t
φ−1p
(∫ s
σx
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds, t ≥ σx,
(Tx)(0)+
∫ t
0
φ−1p
(∫ σx
s
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds, t ≤ σx.
Define
M =
∫ 1
0
q(t)dt,
N(δ) = 1
δ2(1− δ)2∆
[(
γ + 2δ −
m−2∑
i=1
biξ 2i
)(
β +
m−2∑
i=1
aiξi
)
−
(
γ + δ −
m−2∑
i=1
biξi
)
m−2∑
i=1
aiξ 2i
]
+ 1
4δ2(1− δ)2∆
[(
α −
m−2∑
i=1
ai
)(
γ + 2δ −
m−2∑
i=1
biξ 2i
)
+
(
γ −
m−2∑
i=1
bi
)
m−2∑
i=1
aiξ 2i
]2
,
1800 Y. Wang et al. / Computers and Mathematics with Applications 60 (2010) 1792–1802
Q = max
{(
α −
m−2∑
i=1
ai
)(
γ + 2δ −
m−2∑
i=1
biξ 2i
)
+
(
γ −
m−2∑
i=1
bi
)
m−2∑
i=1
aiξ 2i ,(
α −
m−2∑
i=1
ai
)(
γ −
m−2∑
i=1
bi +
m−2∑
i=1
bi(1− ξi)2
)
+
(
γ −
m−2∑
i=1
bi
)(
2β +
m−2∑
i=1
aiξi +
m−2∑
i=1
aiξi(1− ξi)
)}
,
C1 = β
α −
m−2∑
i=1
ai
φ−1p
(∫ 1
0
q(τ )dτ
)
+ α
α −
m−2∑
i=1
ai
∫ 1
0
φ−1p
(∫ 1
s
q(τ )dτ
)
ds,
C2 = min
{∫ 1/2
δ
φ−1p
(∫ 1/2
s
q(τ )dτ
)
ds,
∫ 1−δ
1/2
φ−1p
(∫ s
1/2
q(τ )dτ
)
ds
}
.
We choose δ small enough that N > 1.
Theorem 3.1. Assume (H1)–(H3) hold. Let
0 < a < b ≤ δ2(1− δ)2 · ∆
Q
d,
and suppose that f satisfies the following conditions:
(A1) f (t, u, v) ≤ 1M φp(d), for (t, u, v) ∈ [0, 1] × [0, Ld] × [−d, d],
(A2) f (t, u, v) ≥ φp
(
b
δ(1− δ)C2
)
, for (t, u, v) ∈ [δ, 1− δ] × [b,Nb] × [−d, d],
(A3) f (t, u, v) < φp
(
a
C1
)
, for (t, u, v) ∈ [0, 1] × [0, a] × [−d, d].
Then the boundary value problem (1.1), (1.2) has at least three positive solutions x1, x2, and x3 satisfying
max
0≤t≤1
|x′i(t)| ≤ d, for i = 1, 2, 3;
b < min
δ≤t≤1−δ |x1(t)|;
a < max
0≤t≤1
|x2(t)|, with min
δ≤t≤1−δ |x2(t)| < b;
max
0≤t≤1
|x3(t)| < a. (3.7)
Proof. Problem (1.1), (1.2) has a solution x = x(t) if and only if x solves the operator equation x = Tx. Thus we set out to
verify that the operator T satisfies the Avery–Peterson fixed point theorem which will prove the existence of three fixed
points of T .
If x ∈ P(γ , d), then γ (x) = max0≤t≤1 |x′(t)| ≤ d. With Lemma 3.1 we have max0≤t≤1 |x(t)| ≤ Ld; then assumption
(A1) implies f (t, x(t), x′(t)) ≤ 1M φp(d). On the other hand, for x ∈ P there is a Tx ∈ P; then Tx is concave on [0, 1], and
maxt∈[0,1] |(Tx)′(t)| = max{|(Tx)′(0)|, |(Tx)′(1)|}, so
γ (Tx) = max
t∈[0,1]
|(Tx)′(t)|
= max
t∈[0,1]
{|(Tx)′(0)|, |(Tx)′(1)|}
= max
{
φ−1p (Ax), φ
−1
p
(∫ 1
0
q(τ )f (τ , x(τ ), x′(τ ))dτ − Ax
)}
≤ φ−1p
(∫ 1
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
≤ φ−1p
(
1
M
φp(d)
∫ 1
0
q(τ )dτ
)
= d.
Hence, T : P(γ , d)→ P(γ , d).
To check condition (S1) of Theorem 2.1, we choose
x0(t) = −mt2 + nt + l,
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by Lemma 3.6, x0 ∈ P . Again, by Remark 3.1, letm = bδ2(1−δ)2 ; we have
α(x0) = min
δ≤t≤1−δ |x0(t)| = min{x0(δ), x0(1− δ)} > mδ(1− δ) =
b
δ(1− δ) > b,
θ(x0) = max
0≤t≤1
|x0(t)| = x0
( n
2m
)
= N(δ)b > x0(δ) > b
δ(1− δ) > b,
γ (x0) = max
0≤t≤1
|x′0(t)| = max{n, 2m− n} =
bQ
δ2(1− δ)2∆ ≤ d.
So x0 ∈ P(γ , θ, α, b,Nb, d) and {x ∈ P(γ , θ, α, b,Nb, d) | α(x) > b} 6= ∅. Hence, if x ∈ P(γ , θ, α, b,Nb, d), then
b ≤ x(t) ≤ Nb, |x′(t)| ≤ d for δ ≤ t ≤ 1− δ. From assumption (A2), Lemma 3.2 and Remark 3.2, we have
α(Tx) = min
δ≤t≤1−δ |(Tx)(t)|
≥ δ(1− δ) max
0≤t≤1
|(Tx)(t)|
= δ(1− δ)(Tx)(0)+ δ(1− δ)
∫ σx
0
φ−1p
(∫ σx
s
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds
= δ(1− δ)(Tx)(1)+ δ(1− δ)
∫ 1
σx
φ−1p
(∫ s
σx
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds
≥ δ(1− δ)min
{∫ 1/2
0
φ−1p
(∫ 1/2
s
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds,
∫ 1
1/2
φ−1p
(∫ s
1/2
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds
}
> δ(1− δ)min
{∫ 1/2
δ
φ−1p
(∫ 1/2
s
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds,∫ 1−δ
1/2
φ−1p
(∫ s
1/2
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds
}
≥ δ(1− δ) b
δ(1− δ)C2 min
{∫ 1/2
δ
φ−1p
(∫ 1/2
s
q(τ )dτ
)
ds,
∫ 1−δ
1/2
φ−1p
(∫ s
1/2
q(τ )dτ
)
ds
}
= δ(1− δ) b
δ(1− δ)C2 C2 = b.
This shows that condition (S1) of Theorem 2.1 is satisfied.
Secondly, as
α(Tx) ≥ δ(1− δ)θ(Tx) > δ(1− δ)Nb > δ(1− δ) b
δ(1− δ) = b,
for all x ∈ P(γ , α, b, d)with θ(Tx) > Nb, condition (S2) of Theorem 2.1 is satisfied.
We finally show that (S3) of Theorem 2.1 also holds. Clearly, as ψ(0) = 0 < a, it holds that 0 6∈ R(γ , ψ, a, d). Suppose
that x ∈ R(γ , ψ, a, d)with ψ(x) = a.
By the definition of operator T , we have
(Tx)(t) = β
α −
m−2∑
i=1
ai
φ−1p (Ax)+
m−2∑
i=1
ai
α −
m−2∑
i=1
ai
∫ ξi
0
φ−1p
(
Ax −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds
+
∫ t
0
φ−1p
(
Ax −
∫ s
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds
≤ β
α −
m−2∑
i=1
ai
φ−1p
(∫ 1
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
+
m−2∑
i=1
ai
α −
m−2∑
i=1
ai
∫ 1
0
φ−1p
(∫ 1
s
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds
+
∫ 1
0
φ−1p
(∫ 1
s
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds
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= β
α −
m−2∑
i=1
ai
φ−1p
(∫ 1
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
+ α
α −
m−2∑
i=1
ai
∫ 1
0
φ−1p
(∫ 1
s
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds.
So, by the assumption (A3), we have
ψ(Tx) = max
0≤t≤1
|(Tx)(t)|
≤ β
α −
m−2∑
i=1
ai
φ−1p
(∫ 1
0
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
+ α
α −
m−2∑
i=1
ai
∫ 1
0
φ−1p
(∫ 1
s
q(τ )f (τ , x(τ ), x′(τ ))dτ
)
ds
<
a
C1
 β
α −
m−2∑
i=1
ai
φ−1p
(∫ 1
0
q(τ )dτ
)
+ α
α −
m−2∑
i=1
ai
∫ 1
0
φ−1p
(∫ 1
s
q(τ )dτ
)
ds

= a
C1
· C1 = a.
So, condition (S3) of Theorem 2.1 is satisfied. Therefore, an application of Theorem 2.1 implies that the boundary value
problem (1.1), (1.2) has at least three positive solutions x1, x2, and x3 satisfying (3.7). The proof is complete. 
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