In classical study designs, the aim is often to learn about the effects of a treatment or intervention on a single outcome; in many modern studies, however, data on multiple outcomes are collected and it is of interest to explore effects on multiple outcomes simultaneously. Such designs can be particularly useful in patient-centered research, where different outcomes might be more or less important to different patients. In this paper, we propose scaled effect measures (via potential outcomes) that translate effects on multiple outcomes to a common scale, using mean-variance and medianinterquartile range based standardizations. We present efficient, nonparametric, doubly robust methods for estimating these scaled effects (and weighted average summary measures), and for testing the null hypothesis that treatment affects all outcomes equally. We also discuss methods for exploring how treatment effects depend on covariates (i.e., effect modification). In addition to describing efficiency theory for our estimands and the asymptotic behavior of our estimators, we illustrate the methods in a simulation study and a data analysis. Importantly, and in contrast to much of the literature concerning effects on multiple outcomes, our methods are nonparametric and can be used not only in randomized trials to yield increased efficiency, but also in observational studies with high-dimensional covariates to reduce confounding bias.
Introduction
In classical study designs, the aim is often to learn about the effects of a treatment or intervention on a single outcome; in many modern studies, however, data on multiple outcomes are collected and it is of interest to explore effects on multiple outcomes simultaneously. Such designs are particularly important in patient-centered research, for example, where different outcomes might be more or less important to different patients, 1, 2 and more generally in prioritizing public health recommendations. 3 There has been varied and relatively extensive discussion in the literature over the past few decades about estimating treatment effects on multiple outcomes, [4] [5] [6] [7] [8] [9] [10] including estimating scaled effects, 11, 12 which is a major focus of this paper. However, most of the aforementioned work requires strong parametric assumptions and is geared toward randomized trials rather than observational studies, which can require adjustment for highdimensional confounders. In contrast, we consider nonparametric doubly robust methods for estimation and hypothesis testing of scaled treatment effects on multiple outcomes. In particular, we translate effects to a common scale with mean-variance and median-interquartile range based standardizations, which are constructed within an explicitly causal potential outcomes framework. Our work is a response to recent proposals by VanderWeele 3 and others to spend more effort exploring effects of interventions on multiple outcomes simultaneously, rather than using the classical one-outcome-at-a-time approach. Importantly, our work is designed to accommodate modern studies that include complex covariate information, which can be leveraged for efficiency gains or to reduce confounding bias (or both).
The setup of the paper is as follows. In Sections 3.1 and 3.2, we present efficient doubly robust methods for estimating our proposed scaled effects (along with weighted average summary measures in Section 3.5), as well as methods for testing the null hypothesis that treatment affects all outcomes equally in Section 3.3. We also discuss approaches for exploring how treatment effects vary with covariates (i.e., effect modification) in Section 3.4. In addition to describing efficiency theory for our estimands and the asymptotic behavior of our estimators, in Section 4, we illustrate the methods in a simulation study and in Section 5, we apply them to a recently conducted trial evaluating the effect of community health workers on various health outcomes in a low income population.
Setup 2.1 Data and notation
Suppose we observe an independent and identically distributed sample ðZ 1 , . . . , Z n Þ, where each observation Z ¼ ðX, A, YÞ consists of a vector of p covariates X ¼ ðX 1 , . . . , X p Þ, a binary treatment A, and a vector of K outcomes Y ¼ ðY 1 , ::, Y K Þ. We characterize treatment effects using potential outcome notation, 13 letting Y a ¼ ðY a 1 , . . . , Y a K Þ denote the outcome vector that would have been observed under treatment level a. We use P to denote the distribution of Z ¼ ðX, A, YÞ, and write expectations under P with usual E operator notation. For a generic random variable U, we define standard deviations as usual with SD ðUÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi EðU 2 Þ À EðUÞ 2 q .
We use P n to denote the empirical measure so that sample averages can be written as 1 n P i f ðZ i Þ ¼ P n ff ðZÞg. Finally, we use the following notation to simplify the presentation
Identification
Throughout this paper, we consider estimating quantities defined in terms of the distributions of potential outcomes Y a for a ¼ 0, 1. Since potential outcomes are not observed directly, we need identifying assumptions to express estimands of interest in terms of the estimable observed data distribution. We consider the usual ignorability or ''no unmeasured confounding'' setting, in which the following assumptions hold for a ¼ 0, 1:
Assumption 2. Positivity: Pf0 5 ðajXÞ 5 1g ¼ 1 for all a.
Assumption 3. Exchangeability: A? ?Y a jX. Assumptions 1-3 can hold by design in a randomized trial, since treatment A is under the control of investigators. However, in observational studies these assumptions can be violated, and are generally untestable (apart from positivity). Consistency means potential outcomes are defined uniquely by subjects' own treatment levels (this can be violated in, e.g., vaccine studies). Positivity means treatment is not assigned deterministically for any subjects, regardless of covariates. Exchangeability means treatment is as good as randomized (within covariate strata) since it is unrelated to potential outcomes once we condition on covariates. Exchangeability requires either external randomization of treatment, or else the collection of sufficiently many relevant covariates.
Assumptions 1-3 have been discussed at length elsewhere, and it is well-known that they imply
that is, the conditional distribution of potential outcomes under A ¼ a (given covariates) equals the conditional distribution of observed outcomes (given covariates) among those for whom A ¼ a observationally. For example, this fact also implies that EðY a Þ ¼ EfEðYjX, A ¼ aÞg and similarly for other marginal quantities.
Methodology
In this section, we present scaled treatment effect parameters and estimators, discuss how to test for differential effects across multiple outcomes, give extensions for exploring how treatment effects vary with covariates, and finally present weighted average measures that can provide a scalar summary of multivariate effects.
Scaled average effects
We start by presenting a scaled treatment effect parameter (using mean-variance standardization), discuss corresponding semiparametric efficiency theory, give doubly robust and locally efficient estimators, and describe asymptotic properties. As noted for example by Lin et al. 11 and Roy et al., 12 usual outcome-specific effects cannot be compared directly in studies with multiple outcomes measured on different scales. For example, average differences of the form EðY 1 k À Y 0 k Þ will generally have different and noncomparable units (e.g., kilograms for k ¼ 1 and millimeters of mercury for k ¼ 2). Thus, to generate a unitless measure of effect, we propose a simple standardization by the standard deviation of outcomes Y 0 k under control. Note that this is most useful in settings where A ¼ 0 represents a meaningful control group (e.g., standard of care), rather than an alternative and potentially comparable treatment option.
Specifically, we characterize effects on outcome k with the scaled effect measure
This effect measure captures the mean difference in outcomes under treatment versus control, expressed in terms of the standard deviation under control. Thus, k ¼ 1 indicates that treatment increases outcomes by one standard deviation, on average, of what they would have been under control; similarly, k ¼ 2 means treatment increases outcomes by two standard deviations on average, and k ¼ À1 means treatment decreases outcomes by one standard deviation. Scaled effect measures have played an important role in studies with multiple outcomes, 11, 12 however, so far they have only been proposed within the context of parametric models. Our work can thus be viewed as a nonparametric extension, which also admits doubly robust estimators.
We can use results from semiparametric theory [14] [15] [16] to construct optimal estimators for k under minimal assumptions about the distribution of the data P. We refer to Kennedy 17 for a review. First define, for a ¼ 0, 1
as components of the efficient influence functions for EðY a k Þ and EfðY 0 k Þ 2 g, respectively. Then, given estimators ð,,Þ of the nuisance functions, the estimator
is doubly robust and locally efficient, under nonparametric models as well as models that put some (e.g., parametric) restrictions on the treatment mechanism . We will now discuss these properties in more detail, proofs of which are given in the online Supplemental Materials. Double robustness is a very important property that has been discussed in detail before. 18, 19 One important consequence of double robustness is that analysts have two chances at obtaining a consistent estimator. For example, in our case, the estimator^ k is consistent for its target k as long as either of the nuisance estimatorŝ or ð,Þ are consistent, even if one of or ð,Þ is misspecified. In particular, this means consistency of^ k is guaranteed in a randomized trial, since there is known and thus can be estimated consistently under no assumptions. We prove that our estimator is doubly robust in Section 1 of the Supplemental Materials.
Another crucially important property of doubly robust estimators is that they can attain fast parametric ffiffi ffi n p rates of convergence even after machine learning-based covariate adjustment. 20 This is not the case for most standard plug-in estimators, which typically inherit slower than ffiffi ffi n p convergence rates from their nuisance estimators. 21 In contrast, our proposed estimator^ k will be ffiffi ffi n p -consistent and asymptotically normal even if the nuisance functions ð,,Þ are estimated flexibly with nonparametric or machine learning methods, as long as these nuisance estimators converge at faster than n 1=4 rates (and under some empirical process conditions, which can be avoided with sample splitting).
In particular, under the above conditions and other standard regularity conditions given in the online Supplemental Materials,^ k is asymptotically normal
with asymptotic variance 2 k equal to the variance of the efficient influence function, which is given by ' k ðZ; , , Þ defined as
Thus, Wald-type confidence intervals for k can be constructed by estimating the asymptotic variance 2 k with the empirical variance of the estimated efficient influence function values (obtained by replacing unknown quantities in equation (6) with estimates). The asymptotic normality result (equation (5)) is proved in Section 2 of the online Supplemental Materials, using empirical process theory 22,23 to allow for flexible nonparametric estimation of ð,,Þ. We prove that equation (6) is in fact the efficient influence function in Section 3 of the online Supplemental Materials, which (given the asymptotic normality result) implies that^ k is locally efficient. In particular,^ k is locally semiparametric efficient under models that put at most some restrictions on the treatment mechanism (including, e.g., nonparametric models, as well as models in which the treatment mechanism is known).
Finally, in Section 6 of the online Supplemental Materials we give easily implementable R code for computinĝ k based on estimating equations and targeted maximum likelihood (TMLE). 20,24 TMLE uses specially constructed nuisance estimates ð Ã , Ã Þ that insure that resulting estimators of the numerator and denominator of equation (4) respect the bounds of the parameter space (e.g., the numerator must lie between ½À1, 1 when Y k 2 ½0, 1), which can improve finite-sample properties and lessen the impact of extreme propensity scores. The provided code also calculates confidence intervals based on the approach described in the previous paragraph.
Scaled quantile effects
In some cases, the mean and variance are not useful measures of centrality and spread (e.g., for distributions that are highly skewed), in which case the standardization given in equation (1) may not be most appropriate. An alternative quantile-based standardization that is immune to such concerns is given by
where for arbitrary random variable U with distribution function FðuÞ ¼ PðU uÞ, we define ðqÞ ¼ inffu : q FðuÞg as the q-th quantile, and let MðUÞ ¼ ð0:50Þ denote the median and iqrðUÞ ¼ ð0:75Þ À ð0:25Þ denote the interquartile range. Therefore, q k captures the difference in median outcomes under treatment versus control, expressed in terms of the interquartile range under control. For example, q k ¼ 0:5 means treatment increases the median outcome, by half the interquartile range under control.
As for the scaled average effect in (1), a doubly robust and locally efficient estimator for the quantile effect q k is given by^ q k ¼F À1 1k ð0:50Þ ÀF À1 0k ð0:50Þ F À1 0k ð0:75Þ ÀF À1 0k ð0:25Þ 25 
Hypothesis testing
In what follows, we suppose for concreteness that the mean-variance standardization in equation (1) is appropriate for all K outcomes. However, all results can be equally extended to the quantile-based standardization given in equation (7) (if mean-variance standardization is only appropriate for some covariates, we suggest using quantilebased standardization for all).
As mentioned in the Introduction, in studies with multiple outcomes it is often of interest to assess whether any outcomes are differentially affected by treatment, and if so, which outcomes. This can be particularly important when outcomes are meant to measure the same underlying construct. For example, Cohen et al. 26 and Roy et al. 12 studied effects of highly active antiretroviral therapy on several different measures of overall neurocognitive functioning among women with HIV. Additional motivation is given in Section 5, as well as by Lin et al. 11 and Roy et al. 12 This goal can be accomplished by testing a hypothesis of the form
which says that all scaled treatment effects are equal. Recall that this is a meaningful hypothesis even if outcomes are measured on different scales, due to the fact that the scaled effects are unitless after dividing by standard deviations under control.
A doubly robust test of the hypothesis in equation (10) can be constructed based on the asymptotic distribution of
where C is a ðK À 1Þ Â K banded matrix with elements
andD is an estimator of the asymptotic variance D ofŵ (estimation of which is discussed in the next paragraph). Specifically, under conditions given in Sections 2 and 5 of the online Supplemental Materials, we have that
under the null hypothesis H 0 of homogeneous effects given in equation (10) . Therefore, an asymptotic p-value for testing H 0 is given by Pð 2 KÀ1 ! t n Þ, where t n is the observed value of T n in the sample (and 2 KÀ1 is a chi-squared random variable with K À 1 degrees of freedom).
If the conditions given in Sections 2 and 5 of the online Supplemental Materials hold, then a closed-form estimator for D can be obtained by replacing unknown quantities in equation (6) with estimates and computing the empirical covarianceD ¼ P n fuðZ;,,Þ 2 g where u ¼ ð' 1 , . . . , ' K Þ T is a vector of the stacked influence functions from equation (6) for k ¼ 1, . . . , K, and u 2 ¼ uu T for any vector u. Note that the estimated influence functions used to construct the estimatorD will also depend on estimates of b EfðY 0
The conditions for the above estimator to be valid require that the product of convergence rates for and ð,Þ is faster than ffiffi ffi n p , for example, if is estimated with a correct parametric model or known and ð,Þ is merely consistent (so that the product is O P ð1= ffiffi ffi n p Þo P ð1Þ ¼ o P ð1= ffiffi ffi n p Þ), or if ð,,Þ are all consistent and converge at faster than n 1=4 rates (so that the product is o P ðn À1=4 Þo P ðn À1=4 Þ ¼ o P ð1= ffiffi ffi n p Þ). There is one setting where the above approach is valid even if this condition on the product of convergence rates does not hold. Specifically, if is estimated with a correct parametric model, then even if ð,Þ is misspecified and the estimatorD is thus inconsistent, the above approach gives conservative p-values and is still valid. This is a result of the fact that estimating the propensity score when it is actually known cannot decrease (and will generally increase) efficiency 16 ; thusD ! D in the sense thatD À D is a positive definite matrix.
Alternatively the bootstrap can also be used to construct the estimatorD; such an approach would be valid as long asŵ is asymptotically linear, which is a weaker condition than requiring the product of convergence rates to be o P ð1= ffiffi ffi n p Þ. (For example, asymptotic linearity would hold in the scenarios discussed above, as well as if ð,,Þ were estimated with parametric models and it was only assumed that either or ð,Þ were correctly modeled.) In practice, the bootstrap might be preferred for computingD since it depends on weaker assumptions, although it is more computationally expensive.
To test which outcomes are differentially affected by treatment, we can test the pairwise hypotheses H jk : j ¼ k . To control the family-wise error rate (which might be reasonable if K is not too large) a simple Bonferroni correction could be used. Alternatively, to control the false discovery rate (which might be preferable if K is large), the Benjamini-Hochberg procedure could be used instead.
Effect modification
Often it is of interest to go beyond marginal effects like EðY 1 k À Y 0 k Þ or the scaled version in equation (1), and further assess how treatment effects vary with covariates. This can be useful for exploring the mechanism by which treatment actually works, as well as for learning how to tailor treatment decisions to individual patient characteristics (since treatments may only work for some patients, or may be harmful for some and beneficial for others).
A natural extension of the standard effect parameter in equation (1) that allows for assessing such effect modification is given by
where V X is a subset of the full covariate set that only includes the variables for which effect modification is of interest. Similar to prior subsections, this effect measures the mean difference in outcomes under treatment versus control for those with covariates V ¼ v, in terms of the standard deviation under control for this same group. When V only contains a modest number of discrete variables, the estimator in equation (4) where the functions ðvÞ ak ðZ; , Þ ¼ ak ðZ; , Þ1 1ðV ¼ vÞ=P n f1 1ðV ¼ vÞg and ðvÞ 2k ðZ; , Þ ¼ 2k ðZ; , Þ1 1ðV ¼ vÞ= P n f1 1ðV ¼ vÞg are v-specific versions of the influence functions from previous sections, so that the averages in equation (14) are just over those units with V ¼ v. The influence function for the estimator in equation (14) is given in the next subsection.
When V contains a continuous variable or many discrete variables, the above approach will not be feasible since the cells V ¼ v will be very small or empty. There are a few options for such cases. First, one could estimate EðY a k jVÞ and EfðY a k Þ 2 jVg by regressing ak ðZ;,Þ and 2k ðZ;,Þ on V using any preferred methods, such as parametric regression modeling or flexible machine learning, and then construct
based on these regressions. A potential disadvantage of this approach is that k ðvÞ will in general not follow an interpretable parametric model, even if the models for the components EðY a k jVÞ and EfðY a k Þ 2 jVg do; for example, the ratio of two linear models is not itself linear.
To combat this problem, one could regress the predicted values from the above approach onto a parametric model k ðv; hÞ for some h 2 R q (e.g., the linear model k ðv; hÞ ¼ h T v); here v can be parametrized so that the dimension q is its cardinality. Alternatively, semiparametric estimators could be developed under the restriction k ðvÞ ¼ k ðv; hÞ; we leave this to future work. Lastly, another alternative, which is simple and easy to implement, would be to standardize by the marginal standard deviation sd ðY 0 k Þ instead of the conditional form sd ðY 0 k jVÞ; this could be justified merely as an alternative standardization or via the assumption that sd ðY 0 k jVÞ ¼ sd ðY 0 k Þ.
Weighted average summary measures
So far we have discussed robust estimation of outcome-specific effects (scaled for comparability) in Sections 3.1, 3.2, and 3.4, as well as testing of homogeneous effect hypotheses in Section 3.3. In many studies, it may also be useful to report a summary measure of treatment effect across outcomes. For this purpose, we propose weighted average effects of the form
where w k ðvÞ is an arbitrary user-specified function that indicates how much the summary should be weighted toward outcome k and strata V ¼ v. For example, to weight outcomes equally and to weight strata according to the marginal distribution of V, one could use w k ðvÞ ¼ 1; if some outcomes or strata were (a priori) more important, weights could be adjusted accordingly. An interesting example where weighted average summary measures like Ã are useful is as follows. In Kangovi et al., 2 a follow-up study to Kangovi et al. 1 patients were asked (prior to randomization) which of K outcomes they would like to focus on for improvement, so that V 2 f1, . . . , Kg indicates this choice. Investigators were interested in the overall average effect of treatment A on patients' selected outcomes, which is a special case of the weighted summary in equation (15) . Specifically, by selecting w k ðVÞ ¼ 1 1ðV ¼ kÞ the above summary measure reduces to
This is a weighted average of the scaled effects k ðkÞ on selected outcomes (among patients selecting these outcomes), where the weights equal the proportion of patients choosing to focus on each outcome. It should be noted, of course, that these summary measures can provide an obscured view of the multivariate effects k ðvÞ, k ¼ 1, . . . , K, when they are heterogeneous; thus in practice such summary measures should be presented alongside estimates of outcome-specific effects.
The efficient influence function for the parameter Ã in equation (15) is given by
where ' ðvÞ k ðZÞ is the efficient influence function for the v-specific effect k ðvÞ given by 1 1ðV ¼ vÞ PðV ¼ vÞ 1k ðZÞ À 0k ðZÞ sd ðY 0 k jVÞ À k ðvÞ 2k ðZÞ þ EfðY 0 k Þ 2 jVg À 2EðY 0 k jVÞ 0k ðZÞ 2 sd ðY 0 k jVÞ 2 " # ! Therefore, as in previous sections, Wald-type confidence intervals for Ã can be constructed by estimating the values of the influence function in equation (16) and using the corresponding empirical standard error.
Simulation study
To illustrate some of our proposed methods and explore finite-sample performance, we simulated data with K ¼ 4 outcomes from the following model
For the main setting, we consider (where ¼ 2), the above model gives true values of EðY 1 k À Y 0 k Þ ¼ 2ðk À 2Þ and sd ðY 0 k Þ ¼ 2k, so that k ¼ 1 À 2=k, that is w ¼ ðÀ1, 0, 1=3, 1=2Þ T :
The above model also implies that that k ðx, aÞ follows a linear model that is quadratic in the covariates and includes all two-way interactions.
To analyze the above simulated data, we considered estimation of the scaled effect parameter w, as well as testing of the homogeneous effects hypothesis discussed in Section 3.3. Here, we implemented the proposed estimating equation version of our estimatorŵ, but also give results for the TMLE version in Section 7 of the online Supplemental Materials (with R code for both given in Section 6). This estimator depends on estimates of the nuisance functions ð, , Þ, which we constructed using correctly specified parametric models. We used parametric models to ease computation and focus ideas, but in practice we suggest using more flexible methods to minimize risk of model misspecification. To assess potential impacts of such model misspecification in our simulation setup, we fit parametric models with transformed versions of the covariates, using the same transformations as Kang and Schafer. 27 Confidence intervals were constructed using the closed-form influence function-based approach, which is technically only valid under correct modeling of ; in practice the bootstrap could be used if misspecification of is possible. Results for estimating w are given in Table 1 (with RMSE scaled by ffiffi ffi n p for easier interpretation). The simulation results reflect what is expected based on theory. In particular, the scaled effect w was estimated with small bias whenever either or ð, Þ were correctly modeled, indicating the double robustness of our approach. Of course, if all nuisance estimators are misspecified, no method can promise small bias. Finitesample biases under correct specification of either or ð, Þ were quite small even when n ¼ 200, and for n ¼ 1000 they were almost always zero after rounding (i.e., less than 0.0005). When all nuisance estimators were correctly modeled, coverage was very close to the nominal 95% level, especially for the n ¼ 1000 case. Under misspecification of either or ð, Þ, coverage was usually close to 95% even without any theoretical guarantees, while (as expected) coverage was poor under complete misspecification. In cases where one of or ð, Þ was incorrectly modeled, we expect the bootstrap to provide improved performance. Results for the TMLE estimator were similar (see Section 7 of the online Supplemental Materials). For the hypothesis testing portion of the simulation study, we used the proposed test statistic T n based on the estimatorsŵ described earlier, with the covariance estimatorD proposed in Section 3.3 (the estimated covariance of the estimated influence function values). We implemented the approach under the null setting ¼ 0 to assess type I error (when ¼ 2 and the homogeneous effect hypothesis fails to hold, our approach gave 100% power in all settings). As before, our theory only guarantees correct error control under correct model specification for both and ð, Þ when using the closed-form variance estimator.
The simulations show that our test approximately controls type I error at nominal rates in large samples, if either working model is correct. There is some anticonservative bias for smaller sample sizes, as is often the case for generalized Wald tests. 28 This might be ameliorated with the bootstrap, either to estimate the variance or if it could be possible to resample under the null directly; we hope to pursue this in future work. Although the closed-form variance estimator does not guarantee error control under misspecification, the type I error was relatively close to 5% as long as one of or ð, Þ was correctly modeled. Again TMLE results are given in Section 7 of the online Supplemental Materials; in this setting the TMLE version of our estimator gave inflated type I error relative to the estimating equation results presented in the main text.
Application
Here, we apply our proposed methods to a recent trial 2 studying the effects of a (randomized) community health worker intervention on four chronic disease-related outcomes: cigarettes per day (CPD), systolic blood pressure (SBP), HbA1c, and body mass index (BMI). At baseline each of n ¼ 302 subjects was asked which of the outcomes he or she would prefer to focus on, and the primary goal of the study was to learn whether the intervention affected patients' focus outcomes. Each outcome was measured in terms of change between study enrollment and 6-month follow-up, so negative values indicate improvement. Kangovi et al. 1, 2, 29 give full details of the study population and design; we give summary statistics and histograms of the outcome distributions in the online Supplemental Materials.
In our analysis, we adjust for baseline outcomes, age, gender, and the selected focus outcome, and we used the cross validation-based Super Learner 20 to combine parametric models (linear for the outcome, logistic for the treatment), generalized additive models, and random forests. Note however that here covariate adjustment is only for the purposes of increasing efficiency, since the intervention was completely randomized (i.e., our propensity score model is guaranteed to be correctly specified). We estimate the scaled effects from Section 3.1, test effect homogeneity as in Section 3.3, estimate how effects vary with V ¼ selected outcomes as in Section 3.4, and finally estimate the average effect on selected outcomes via the summary measure approach from Section 3.5. We use mean-variance scaling since our outcomes have symmetric distributions, and because there is some discreteness in the outcome measurements so quantiles are not always uniquely defined.
Results are displayed in Figure 1 . The scaled effect estimates (with nonsimultaneous 95% confidence intervals) were À0.22 (À0.36, À0.08) for CPD, 0.09 (À0.04, 0.22) for SBP, À0.08 (À0.22, 0.05) for HbA1c, and 0.02 (À0.15, 0.19) for BMI. These results indicate that the intervention was effective in reducing cigarettes smoked per day, yielding a decrease of roughly a fifth of a standard deviation (of pre-post differences). For reference, we give summary statistics for each outcome in the online Supplemental Materials. The null hypothesis of zero scaled effect for CPD was in fact rejected at level 0.05 after Bonferroni correction for multiple testing (since p ¼ 0:001 5 0:05=4). There was some effect homogeneity, as indicated in the left panel of Figure 1 and by the fact that the homogeneous effects test from Section 3.3 was rejected (p ¼ 0.031). Hence, we have evidence that the intervention affects different outcomes differently. Finally, we also see that effects were generally stronger for outcomes that patients selected to focus on. However, it is still only the CPD outcome for which we can reject a non-zero effect at the 0.05 level (p ¼ 0.003). The estimated average effect on selected outcomes was a tenth of a standard deviation, and significantly different from zero. However, it is clear that much of this effect comes from the effects on smoking.
Discussion
In this paper, we proposed flexible methods for estimating and testing effects in studies with multiple outcomes. We developed nonparametric doubly robust methods for estimating effects scaled using mean-variance and interquartile range standardizations, including effect modification and weighted summary measures, and constructed a test of effect homogeneity. We expect our work to be important for both randomized trials and observational studies, and feel our distribution-free results fill an important gap in the literature.
There are a number of important future directions to this research. In an upcoming paper, we will apply the methods to explore effects of a community health worker intervention in a patient-centered study that allows patients to choose to focus on certain outcomes rather than others, as briefly described in Section 3.5. It will also be useful to develop tests of other hypotheses beyond homogeneity (e.g., tests of no effect), to more thoroughly explore the implementation and performance of the bootstrap or other methods for weakening assumptions for valid inference, and to consider an asymptotic regime in which K ¼ K n increases with sample size (which may more accurately represent studies with many outcomes). Figure 1 . Estimates of scaled effects k (left) and effects on focus outcomes k ðkÞ (right), with pointwise 95% confidence interval. Also shown is the p-value for testing effect homogeneity (left) and the estimated summary effect on selected outcomes with 95% confidence interval (right).
