Abstract. We construct Koppelman formulas on Grassmannians for forms with values in any holomorphic line bundle as well as in the tautological vector bundle and its dual. As an application we obtain new explicit proofs of some vanishing theorems of the Bott-Borel-Weil type by solving the corresponding q-equation. We also relate the projection part of our formulas to the Bergman kernels associated to the line bundles.
Introduction
The Cauchy integral formula in one complex variable is of vast importance in many respects. It provides a way of representing a holomorphic function as a superposition of simple rational functions, and gives an explicit solution to the equation qu ¼ f . Furthermore, it is an important tool in function theory. For our purposes it is convenient to note that Cauchy's formula is equivalent to the current equation qu ¼ ½z, where u ¼ ð2piÞ À1 dz=ðz À zÞ is the Cauchy form, and ½z is the Dirac measure at z considered as a ð1; 1Þ-current. This point of view is well adapted for generating weighted Cauchy formulas. For instance, by computing q ÀÀ ð1 À jzj 2 Þ=ð1 À zzÞ Á a u Á in the current sense, one obtains (for suitable a) the family of weighted representation formulas for holomorphic functions on the unit disc with certain limited growth at the boundary. The integral kernels are the reproducing kernels for natural weighted Bergman spaces. The Cauchy kernel as well as these Bergman kernels are intimately linked with the symmetry of the disc. Recall that the group SUð1; 1Þ acts holomorphically and transitively on the unit disc and that the stabilizer of the origin is isomorphic to S 1 ; we may thus view the unit disc as the homogeneous space SUð1; 1Þ=S 1 . The Cauchy and Bergman kernels are then invariant under certain actions on functions which are induced from the action on the closed disc. Moreover, the Bergman kernels can be described entirely in terms of the The second author was supported by a Post Doctoral Fellowship from the Swedish Research Council.
Lie-theoretic structure of SUð1; 1Þ and the Bergman spaces form a family of unitary representation spaces for that group.
The purpose of this paper is to obtain explicit integral formulas of the Koppelman type on the complex Grassmannian manifolds Grðk; NÞ of k-dimensional complex subspaces of C N ; Theorem 5 below. In fact, for any line bundle over Grðk; NÞ, and for the tautological vector bundle and its dual, we construct a pair of integral kernels K and P, integrable and smooth respectively, so that
where W L Grðk; NÞ is any domain and j is a smooth ðp; qÞ-form on W with values in the bundle. We thus get a homotopy formula for the q-operator and as a consequence we obtain some vanishing theorems, which can be seen as explicit versions of the Bott-Borel-Weil theorem1), cf. [2] , in the special case of Grassmannians. The vanishing theorems we obtain are not new; by reductions to the Bott-Borel-Weil theorem, le Potier, [13] , and Snow, [17] , obtain vanishing theorems that cover ours, see Section 6 for more details. But the point is that our results are explicit, which might be of interest in view of the by now firmly established goal, initiated by the Bott-Borel-Weil theorem and further fortified by the conjecture of Langlands, [12] , and Schmid's proof of it, [16] , of wanting to realize representations of Lie groups in Dolbeault cohomology (or, rather L 2 -cohomology in the non-compact case) (cf. also [19] and [20] ). We also show that the integral kernel P (essentially) is the Bergman kernel for the natural Bergman space of holomorphic sections of the bundle in question. This results in a very simple geometric interpretation of these Bergman kernels.
Integral kernels in various geometric situations have been studied extensively before, both from the point of view of complex analysis and from the representation theoretic viewpoint. Hua, [10] , computed the Cauchy and Bergman kernels for the classical bounded symmetric domains using the explicit description of their symmetry groups. Later, more abstract group theoretic machinery has been used to describe both Bergman kernels (cf. [15] ) and the generalized Cauchy-Szegő kernels, [11] . For compact Hermitian symmetric spaces, Bergman kernels for line bundles can be described explicitly in terms of the polynomial models for the spaces of global holomorphic sections, [21] . Complex analysts have mainly been concerned with domains in C n . The Bochner-Martinelli kernel represents holomorphic functions in any domain but has the drawback of not being holomorphic, a property which is highly useful in applications. The Cauchy-Fantappiè-Leray kernel is holomorphic in domains where we can find a holomorphic support function, for example strictly pseudoconvex domains. More flexibility is a¤orded by introducing weight factors into the formulas. This was first done in [6] , and such formulas have been widely used in applications such as interpolation, division, obtaining estimates for solutions to the q-equation, etc. See, e.g., [1] and [3] and the references therein. Some work has also been done on generalizing integral formulas to complex manifolds, see, e.g., [9] , [5] , [4] .
Based on the work by Andersson in [1] and Berndtsson in [4] , the first author recently provided a general framework for generating weighted integral formulas on certain com-1) We do not give these in the form including the r-shift which is common in representation theory. plex manifolds, [8] . The manifolds under consideration in [8] are those satisfying the so called Diagonal Property. This means that if X has (complex) dimension n, then X Â X should admit a holomorphic vector bundle of rank n with a holomorphic section defining the diagonal D H X Â X , i.e., the section should vanish to first order on D and be non-zero elsewhere. The starting point of this paper is the work of the first author in [8] . We will recall only the most essential parts of the general framework in Section 2 and refer to that paper for details. The statements in Section 2 are, however, somewhat more general than the corresponding ones in [8] since we allow the forms to take values in vector bundles. Section 3 describes some general operations on the weight factors we allow in the formulas. In Section 4 we construct the ingredients necessary to generate weighted formulas on Grassmannians according to the general framework. In Section 5 we review the Lie-theoretic description of the Grassmannians and we prove a certain invariance property of the weight factors, which will be useful for the applications. In the last section, Section 6, we discuss some applications; we obtain vanishing theorems for the line bundles over Grassmannians, and we give a geometric interpretation of the Bergman kernels associated to these bundles.
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Weighted integral formulas on complex manifolds
Let X be an n-dimensional complex manifold with the Diagonal Property and let V ! X be a holomorphic vector bundle. We want integral kernels Kðz; zÞ and Pðz; zÞ on X z Â X z with values in Hom
Here p z is the projection X z Â X z ! X z etc.; for notational convenience we will use the notation V z ¼ p where ½D denotes the tensor product of the ðn; nÞ-current of integration over D and the identity operator in HomðV z ; V z Þj D ; cf. the proof of Theorem 5. To give an idea of how this equation is solved in [8] , consider the case that X is a domain in C n and V is the trivial line bundle. It was then realized by Andersson in [1] that it is easier and more convenient for the purpose of getting weighted formulas to consider a more general equation: Let E be the subbundle of TðX Â X Þ generated by elements e 1 ; . . . ; e n defined as the duals of dðz 1 À z 1 Þ; . . . ; dðz n À z n Þ. Let also d zÀz denote interior multiplication with 2pi P n 1 ðz j À z j Þe j and define the operator
n; nÀ1 and P :¼ P 0 n; n will satisfy (2). To be able to profit from Andersson's approach when X is a manifold one needs a substitute for the bundle E and this is where the assumption that X satisfies the Diagonal Property enters. This idea originates from Berndtsson, [4] . We denote the associated rank n-bundle by E and a fixed section of it defining the diagonal by h. We also put a Hermitian metric on E. We then let d h be interior multiplication with h and we define a section, s, of E Ã by requiring that d h s ¼ 1 outside D and that s has pointwise minimal norm with respect to the induced metric on E Ã . We use s
! n satisfy (2) for V the trivial line bundle. (Here, ðÁÞ n ¼ ðÁÞ n =n!.) It is worth noting that P ¼ detðiY E =2pÞ ¼ c n ðEÞ is the nth Chern form of E and (2) thus implies that c n ðEÞ is a smooth representative for the Dolbeault cohomology class determined by ½D. It is also worth noting that the quantity g D E h D E h=ð2piÞ þ iỸ Y E =ð2pÞ is the supercurvature of the operator
viewed as a superconnection in the sense of Quillen, [14] .
In order to solve (2) for a general vector bundle V ! X we need the concept of weights. We first put
It is instructive to note that if g and g 0 both are weights for the trivial line bundle, then g5g 0 is a new weight for it. Now, following [8] , p. 54, one easily shows that
satisfy (2).
Algebraic properties of weights
In this section we investigate some general constructions of weights with the purpose of generating weights for a wide class of derived bundles from two given vector bundles and weights for these. This method will be useful later when we focus on line bundles over Grassmannians.
Let V ! X and V 0 ! X be holomorphic vector bundles and we assume that X satisfies the Diagonal Property and, as above, denote the associated bundle by E. and the counterpart to (5) defines a fiberwise exterior product on sections.
For a local section A n o of the bundle G E; V , we define the adjoint section ðA n oÞ
z is the standard dual operator to Aðz; zÞ given by composing functionals with Aðz; zÞ.
By applying the operator ' h to sections of the form in (5), one readily checks that it acts as a graded derivation with respect to the tensor and exterior products, and that it commutes with the Ã -map. This proves the following proposition.
Proposition 2. Let g, g 1 , and g 2 be weights for V and let g 0 be a weight for V 0 . Then
The necessary constructions on Grassmannians
In this section we construct the ingredients necessary to generate weighted integral formulas on Grassmannians according to the recipe in Section 2. We start by reviewing some elementary facts and introducing some notation. Hereafter, X will denote the Grassmannian Grðk; NÞ of complex k-planes in C N . Just as CP n ð¼ Grð1; n þ 1ÞÞ, has its tautological line bundle, X has a tautological rank k-vector bundle, which will be denoted by H ! X from now on. We consider H as a subbundle of the trivial rank N-bundle, C N ! X , and the fiber of H above p A X is the k-plane in C N corresponding to the point p. We will take the standard metric on C N and this gives us a Hermitian metric on H H C N . From H we get a natural Hermitian line bundle L ¼ det H, which actually generates the Picard group; given the fact that any holomorphic line bundle is homogeneous (cf. [18] ), this can be proved fairly easily using representation theory. We also get the quotient bundle, F :¼ C N =H, which is a holomorphic vector bundle of rank N À k. As a C ybundle, it is isomorphic to the bundle of orthogonal complements 
with respect to the basis e. This actually gives us an injective map from C n onto a dense subset U H X . We also get natural local holomorphic frames for the bundles H, L, and F over this chart. For j ¼ 1; . . . ; k, let h j ðzÞ be the jth column of (6), i.e.,
z ij e kþi . Then h 1 ; . . . ; h k are k pointwise linearly independent holomorphic sections of H over U. A natural holomorphic frame for L is thus l ¼ h 1 5Á Á Á5h k . Also, for 1 e j e N À k, let f j ðzÞ be the equivalence class defined by e kþj in F ¼ C N =H, in the fiber over z. Then ðf 1 ; . . . ; f NÀk Þ is a local holomorphic frame for F over U. The projection C N ! F , expressed in the e-basis for C N and the frame f for F , can then be written as the ðN À kÞ Â N-matrix ðÀz IÞ; I ¼ I ðNÀkÞÂðNÀkÞ : ð7Þ
For reference we also note that, as a mapping C N e ! H h expressed in the e-basis and the h-frame, we have
4.1. The bundle E and the section h. We will construct a holomorphic vector bundle E ! X z Â X z of rank n ð¼ kðN À kÞÞ and a global holomorphic section h of it defining the diagonal. As in Section 2, we let H z and H z denote the pull-back of the tautological bundle under the projections X z Â X z ! X z and X z Â X z ! X z respectively and we define F z similarly. However, for convenience we will occasionally abuse this notation and also write, e.g., H z for the fiber of the bundle H z ! X z Â X z above a point ðz; zÞ. This ambiguity is (partly) justified since one can identify fibers of H z ! X z Â X z above points ðz; zÞ for any z. This means also that, e.g. fh j ðzÞg is a local holomorphic frame for H z ! X z Â X z over U z Â X z .
The bundle E is simply E ¼ F z n H Ã z (with induced metric, Chern connection, etc.) and then e ij :¼ f i ðzÞ n h Ã j ðzÞ, 1 e i e N À k, 1 e j e k, is a holomorphic frame for E over U Â U H X Â X . To define h we start with a vector v A H z and via H z H C N z G C N z we can identify v with a vectorv v A C N z . We then let hðvÞ be the equivalence class ofv v in
Proposition 3. The section h of E is holomorphic and defines the diagonal in X Â X .
Proof. It is clear that hðvÞ vanishes if and only if v belongs to the fiber above a point in the diagonal D H X Â X . Hence, h is a global section of HomðH z ; F z Þ G E and vanishes precisely on D. Moreover, from the construction, it follows that h is holomorphic and from (6) and (7) it follows that h ¼ z À z in the coordinates and frames discussed above. We thus see that h vanishes to the first order on D. r 4.2. Bundles and weights. We will construct weights for the line bundles L r :¼ L nr ! X , and for the vector bundle H ! X . We start by defining two fundamental sections g 0 and g 1 of HomðH z ; H z Þ and HomðH z ; H z Þ n E Ã 5T Ã 0; 1 ðX Â X Þ respectively. For v A H z we first identify v with the vectorv v in the trivial bundle C
We then put g 0 ðvÞ ¼ p H zv v. From (8) it follows that, in the h-frames described above, g 0 is simply the k Â k-matrix
To define g 1 , let x and v be (germs of) smooth sections of E and H z respectively. Since 
A computation in the local coordinates shows that
where M is the k Â k-matrix of E Ã -valued ð0; 1Þ-forms
Here, e Ã is the matrix with entries ðe ij Þ Ã . 
for any germ of a holomorphic section v of H z . It follows that qg 0 ¼ d h g 1 . Now, let x be a germ of a holomorphic section of E. Then xðvÞ is a germ of a holomorphic section of F z . One can (locally) lift xðvÞ to a germ of a holomorphic section, d xðvÞ xðvÞ, of C N that projects to xðvÞ. We then get
Hence, q H z g 1 ðx n vÞ ¼ 0 for any holomorphic x and v, and this finishes the proof. r
By the algebraic properties of weights established in Section 3 we now get that g :¼ G5Á Á Á5G (the exterior product of G with itself k times) is a weight for L. For r A N we then get that g r ¼ g nr is a weight for L r and we define K g r ðz; zÞ and P g r ðz; zÞ by (3). We also define K g Àr ðz; zÞ :¼ K g r ðz; zÞ and P g Àr ðz; zÞ :¼ P g r ðz; zÞ.
Theorem 5. Let W L X be a domain and let j be a smooth ðp; qÞ-form on W with values in L r , r A Z. Then, with K g r and P g r defined as above, we have
Proof. Let first jðzÞ have compact support in W and take r A N. Let also cðzÞ be a smooth ðn À p; n À qÞ-form, compactly supported in W and with values in L Àr . Since K g r and P g r satisfy (2) it follows from Stokes' theorem that
This holds for all such c and the theorem follows for compactly supported j and r A N. If j does not have compact support, a standard limit procedure shows that a boundary term also appears. Finally, if r is negative we only have to interchange the roles of j and c in the argument just given. r
To get formulas for forms with values in H ! X or H Ã ! X we simply use K G and P G as kernels, and, in fact, for any vector bundle over X that is naturally derived from H we similarly get formulas by the results of Section 3.
Representation-theoretic aspects
In this section we describe X and the vector bundles H, F , and E in terms of group actions and representations. The purpose of this is twofold. First of all, we prove that the weights we have constructed earlier will all be invariant under a certain group action. Secondly, in this setup, we can fairly easily prove that the restriction of the bundle E to the diagonal is equivalent to the tangent bundle of X .
5.1. The Grassmannian as a homogeneous space. The linear action of the group GLðN; CÞ on C N induces an action as holomorphic automorphisms of X , and this action is clearly transitive. Hence, we can describe X as a homogeneous space X G GLðN; CÞ=P, where
is the stabilizer of p 0 .
Another realization is given by restricting the GLðN; CÞ-action to the unitary group UðNÞ. The stabilizer of p 0 in this subgroup is
and hence we can also describe X as the quotient space UðNÞ= À UðkÞ Â UðN À kÞ Á .
5.2.
The bundles H, F, and E. We recall that a vector bundle V ! X is said to be homogeneous under a group G if G acts on it by bundle automorphisms in such a way that the corresponding action on X is transitive. As a consequence, the stabilizer, G p 0 , of p 0 in G acts linearly on the fiber V p 0 , i.e., V p 0 carries a representation, t, of G p 0 .
The group GLðN; CÞ acts naturally on the trivial bundle X Â C N by ðp; vÞ 7 ! g À gðpÞ; gv Á :
The tautological bundle H is invariant under this action, and is therefore a GLðN; CÞ-homogeneous vector bundle. We let t : P ! EndðC k Þ denote the corresponding representation of P on
Since the subbundle H of C N is GLðN; CÞ-invariant, there is a well-defined action on the quotient bundle F ¼ C N =H; i.e., F is also a homogeneous bundle. We can identify the fiber F p 0 with C NÀk , and we let r denote the corresponding P-representation given by
The bundle E ! X Â X is homogeneous under the product group GLðN; CÞ Â GLðN; CÞ, and the representation of P Â P on the fiber ðF z n H Ã z Þ ð p 0 ; p 0 Þ G HomðC k ; C NÀk Þ is the tensor product representation r n t Ã given by
Proposition 6. The restriction of E to the diagonal D is equivalent to the tangent bundle TðX Þ.
Proof. The restriction of E to the diagonal is a GLðN; CÞ-homogeneous vector bundle by the identification of GLðN; CÞ with the diagonal subgroup of GLðN; CÞ Â GLðN; CÞ:
The corresponding P-representation is given by the restriction of the expression (13) to the diagonal of P Â P, and this is precisely the P-representation of the tangent space at the reference point. This proves the claim. r Remark 7. An independent proof of Proposition 6 can be found in the book [7] by Demailly; Corollary 16.5 in Chapter V. Moreover, in [4] , Berndtsson proves that any appropriate bundle E ! X Â X has to coincide with the tangent bundle on the diagonal.
Invariance of weights.
In this section we study a natural action of UðNÞ on sections of the bundles G E; L r , and prove that the corresponding weights are invariant under that action.
Recall that for an action of a group, G, on a vector bundle V ! M, a natural action is induced on the space of sections by
where the second action on the right-hand side refers to the action on the total space of the bundle. The bundles G E; L r are equipped with the natural UðNÞ Â UðNÞ actions given as tensor (and exterior) products of the actions described in the previous section and their duals. In what follows, we will consider the action of UðNÞ (embedded as the diagonal subgroup of UðNÞ Â UðNÞ) given by restriction. The actions on the respective total spaces are the obvious ones, and we will therefore use the simple notation from (14) for such an action. Proof. It clearly su‰ces to prove that the section G ¼ g 0 þ g 1 is an invariant section of G E; H . Since the group action preserves the Euclidean metric and commutes with the q-operator, it is straightforward to check that g 0 and g 1 are separately UðNÞ-invariant. r
We now turn our attention to the form P g r (cf. (3)).
Corollary 9. The form P g r is UðNÞ-invariant.
Proof. First of all, an argument similar to the proof of Proposition 8 shows that the section h is UðNÞ-invariant. Secondly, the Chern connection D E on E, coming from a UðNÞ-invariant metric on E, commutes with the UðNÞ-action, and hence D E h is also UðNÞ-invariant. The curvature Y E is even UðNÞ Â UðNÞ-invariant; and hence it follows that the form g5
is UðNÞ-invariant. We now claim that the operator Ð E is UðNÞ-equivariant. Indeed, the identity section Id A EndðEÞ is obviously UðNÞ-invariant, and so is therefore also the section e Id Id. Hence, Ð E is an equivariant operator, and this also finishes the proof. r
The canonical splitting
z ðX Þ of the cotangent bundle of X Â X is UðNÞ Â UðNÞ-invariant, and hence P g r can be decomposed as P g r ¼ P p 0 þp 00 ¼n q 0 þq 00 ¼n ðP g r Þ p 0 ; p 00 ; q 0 ; q 00 ; ð15Þ
where ðP g r Þ p 0 ; p 00 ; q 0 ; q 00 is a section of
, it is of bidegree ðp 0 ; q 0 Þ in the z-variable, and of bidegree ðp 00 ; q 00 Þ in the z-variable according to the splitting. By the invariance of the splitting, we also have Corollary 10. The terms ðP g r Þ p 0 ; p 00 ; q 0 ; q 00 in the decomposition (15) are UðNÞ-invariant.
Only the term ðP g r Þ 0; n; 0; n which has bidegree ðn; nÞ in the z-variable will contribute to the integral in the Koppelman formula. Later we will examine this term more closely.
Corollary 11. The current K g r is UðNÞ-invariant.
Proof. It clearly su‰ces to prove that u ¼ P s5ðqsÞ kÀ1 (see Section 2) is UðNÞ-invariant; and since the group action commutes with the q-operator and exterior powers, it only remains to prove the invariance of s. Note, by the definition of s in Section 2, that s can be described by the equation
The invariance of s now follows immediately from the invariance of h and from the fact that the action of UðNÞ preserves the metric. r 6. Applications 6.1. Vanishing theorems. We would like to find vanishing theorems for the bundles L r and L Àr over X by means of the Koppelman formula of Theorem 5. This will yield explicit solutions to the q-equation in the cohomology groups which are trivial. Let W ¼ X in Theorem 5, and let fðzÞ be a q-closed form of bidegree ðp; qÞ taking values in L r z , with r > 0. The only obstruction to solving the q-equation is then the term Ð z P g r ðz; zÞ5fðzÞ. We have, cf. (3),
¼ Ð
We proceed and show that P g r ¼ C 0 r P 0 g r . Recall that p 0 is our reference point ðz ¼ 0Þ and that U is our coordinate neighborhood of p 0 . By (9) we have g 0 ð0; zÞ ¼ I expressed in our frames and according to (10) and (11), we see that, as a matrix in our frames for H z and H z , g 1 ð0; zÞ ¼ dz Ã 5e Ã ð0; zÞ. Moreover, a computation shows that D F f i ðp 0 Þ ¼ 0 and using this one easily sees that the term of g D E h D E hð0; zÞ, which does not contain any di¤erentials in the z-variables, equals À P i; j dz ij 5e ij ð0; zÞ. Also, the part ofỸ Y E ðz; zÞ, which does not contain any di¤erentials in the z-variables, is g
We thus see that the building blocks for P g r ð0; zÞ and P 0 g r ð0; zÞ are independent of z when expressed in our frames. Hence, since both P g r and P 0 g r take values in a line bundle, there is a constant C 0 r such that P g r ð0; zÞ ¼ C 0 r P 0 g r ð0; zÞ, z A U. But U is dense in X and so this equality holds on X z Â fp 0 g by continuity. Now, by Corollary 10 in Subsection 5.3, it follows that both P g r and P 0 g r are invariant under the diagonal group in UðNÞ Â UðNÞ and since X z Â fp 0 g intersects each orbit under this group we can conclude that P g r ðz; zÞ ¼ C Now, since Y F is the UðNÞ-invariant curvature of F , it follows that c NÀk ðF Þ k is a UðNÞ-invariant ðn; nÞ-form and hence equal to a constant times the invariant volume form dV . r in our coordinates and frames. One can thus read o¤ that the Bergman kernel is proportional to detðI þ z Ã zÞ r .
