Recurrent orbits for flows on surfaces  by Markley, N. & Vanderschoot, M.
J. Differential Equations 244 (2008) 1210–1229
www.elsevier.com/locate/jde
Recurrent orbits for flows on surfaces
N. Markley a, M. Vanderschoot b,∗
a Bethlehem, PA, USA
b Wheaton College, Wheaton, IL, USA
Received 24 April 2007
Available online 7 November 2007
Abstract
A flow on a surface M lifts to a flow on M˜ , the universal cover of M . For a compact surface of genus
at least 2, M˜ is the interior of the unit disk and the covering transformations are a group of hyperbolic
linear fractional transformations with two fixed points on the unit circle, K. The analysis in this paper
will be based almost entirely on geometric properties of the lifted flow and homotopy properties of loops
constructed from local cross sections and orbits. The orbits studied have at least one nonfixed point in their
ω-limit set and have lifts to M˜ that limit to a point of K. The main results describe the structure of the
ω-limit sets of such orbits. In Theorem 8 it is shown that all nonfixed ω-limit points are “isolated” if and
only if the lifted orbit limits to a fixed point of a covering transformation, which is called a rational point.
In Theorem 13 sufficient conditions on the ω-limit set are established for the existence of positively and
negatively recurrent points in the omega limit set of an orbit. This result is then used in Section 6 to give
new geometric proofs to two of A. Maier’s classic results about the existence of positively recurrent orbits
in omega limit sets.
© 2007 Elsevier Inc. All rights reserved.
1. Introduction
One approach to studying flows on compact surfaces is to use geometric properties of lifted
orbits in the universal covering space to prove theorems about the dynamics of the flows on
the compact surface. This method originated with Weil [10] and has been pursued by Anosov,
Aranson, Grimes, Nikolaev, Zhuzhoma and the authors. Anosov discusses the origins of this
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N. Markley, M. Vanderschoot / J. Differential Equations 244 (2008) 1210–1229 1211approach in Section 2 of his paper [1]. This paper continues and is closely related to the authors’
earlier joint work [6].
In [6] we studied the omega limit sets of orbits whose lifts approach a point on the unit circle
that is a fixed point of a covering transformation. Here we both build on this paper and study the
complementary case when the limiting point on the unit circle is not a fixed point of a covering
transformation.
When an omega limit point of an orbit is not fixed, one can construct loops on the surface from
pieces of the orbit and local cross sections, and the homotopy properties of such loops are the
primary tool used here. Section 3 consists of a series of lemmas about the homotopy properties
of these loops. These lemmas are proved by studying the lifted orbits and used in the remaining
sections to prove dynamical results about flows on compact surfaces of genus at least 2.
Specifically, the focus of Section 4 is the characterization of when the limit point of a lifted
orbit is a fixed point of a covering transformation in terms of structure of the omega limit set at
its moving points. In Section 5, we establish conditions on lifted orbits that imply the existence
of positively recurrent points.
The first author has long felt that it should be possible to give new proofs of some of Maier’s
classical results in [4]. Section 6 contains new proofs of two of Maier’s well-known results and
a theorem about lifted orbits that is equivalent to one of Maier’s results.
The authors wish to thank Allen Hatcher for a very helpful email correspondence about num-
bers of homotopic simple closed curves on surfaces.
2. Preliminaries
Throughout this paper M will be a compact orientable surface of genus g > 1. Consequently,
the universal cover M˜ of M can be represented as the Poincaré disk, that is, the open unit disk
with the hyperbolic metric dh derived from the differential
ds = 2
√
dx2 + dy2
1 − x2 − y2 .
The boundary of M˜ in the complex plane is the unit circle, which will be denoted by K. The
geodesics for the hyperbolic metric dh are the arcs in M˜ of Euclidean circles that are orthogonal
to K and the line segments in M˜ of Euclidean lines that are orthogonal to K, that is, diameters
of K.
Furthermore, the linear fractional transformations of the complex plane having the form
T (z) = az+ c
cz+ a
with aa− cc = 1 map M˜ onto itself and K onto itself. They are a group of orientation preserving
isometries of the hyperbolic metric dh when restricted to M˜ . The group of covering transfor-
mations Γ for M is a subgroup of this group of linear fractional isometries restricted to M˜ .
Moreover, Γ contains only hyperbolic linear fractional transformations, so each S ∈ Γ has ex-
actly two fixed points (one is attracting and the other repelling), both of which lie on the unit
circle. The portion of the circle orthogonal to K at the fixed points of a transformation in Γ and
lying in M˜ is called the axis of the transformation. If A is the axis of S ∈ Γ , then A is a geo-
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homeomorphic to the quotient space M˜/Γ .
A flow or continuous real action on M is a continuous mapping φ :M × R → M such that
φ(φ(x, t), s) = φ(x, t + s) and φ(x,0) = x for all x ∈ M and s, t ∈ R. For convenience we will
often follow the convention of writing xt for φ(x, t) so that x(s + t) = (xs)t and x0 = x.
The set of fixed points of a flow φ is defined by F = {x ∈ M: xt = x for all t ∈ R}. If x /∈ F ,
then x is called a moving point. The orbit of x is defined by O(x) = {xt : t ∈ R} and positive
orbit of x by O+(x) = {xt : t  0}. The ω-limit set of x is defined by ω(x) =⋂t0O+(xt).
In particular, y ∈ ω(x) if and only if there exists tn → ∞ such that xtn → y. The α-limit set is
defined similarly.
A point x is periodic if xτ = x for some τ > 0 and x is not a fixed point. And a point x is
positively recurrent if x is in ω(x) and x is not a periodic or fixed point.
A local cross section λ of φ at a point x ∈ M is a closed subset λ of M containing x such that
for some η > 0 the map (x, t) → xt is a homeomorphism of λ × [−η,η] onto the closure of an
open neighborhood V of x, and the length of the section is 2η. If x is a moving point then there
exists a local cross section at x [8]. Because M is a surface, it can and will be assumed that every
local section is an arc, that is, homeomorphic to the closed unit interval [11].
The flow on M lifts to a unique flow φ˜ on M˜ such that the covering projection π : M˜ → M
is a homomorphism of flows, that is, π(x˜t) = π(x˜)t , and every covering transformation of M˜
is an automorphism of the flow φ˜. Moreover, π(x˜) ∈ F if and only if x˜ ∈ F˜ , where F˜ denotes
the fixed points of φ˜. These results are direct consequences of the covering space lifting criteria.
(See, for example, [3].)
To study the asymptotic behavior of unbounded positive orbits, it is convenient to extend the
lifted flow φ˜ to M˜ ∪ K by taking K to be fixed points of φ˜. Using the isometric property of the
covering transformations it is not difficult to show that this defines a flow on M˜ ∪ K. Obviously,
the linear fractional transformations in Γ are also automorphisms of this extended flow when
considered as maps from M˜ ∪ K to itself.
The map Γ × M˜ → M˜ given by (S, z) → S(z) defines a (left) group action of Γ on M˜ . As
with the flow φ˜, which is a (right) group action of R on M˜ , we will usually write Sz instead of
S(z). Since the elements of Γ are all automorphisms of the flow φ˜, we know that S(zt) = (Sz)t
and Szt is unambiguous.
The points in K that are fixed by some element of Γ are called rational points, and points
in K which are not fixed by any T ∈ Γ are called irrational points. A transformation T ∈ Γ is
called primitive if T = Sj , S ∈ Γ , implies |j | = 1. For each S ∈ Γ there exists a primitive T in
Γ such that S = T j for some j ∈ Z.
Let x˜ ∈ M˜ . The following definition can be found in [1] and [2]. The lifted positive orbit
O+(x˜) is unbounded if limt→∞dh(x˜, x˜t) = ∞. In other words, O+(x˜) is unbounded if and only
if there exists a sequence tn → ∞ such that x˜tn converges to a point in K. In the context of the
extension of the lifted flow to M˜ ∪ K, the positive orbit O+(x˜) is now unbounded if and only if
its omega limit set contains at least one point in K.
We will use the following notation for segments of arcs and orbits. If λ is an arc, like a local
cross section, and hence homeomorphic to an interval of R, and a and b lie on λ, then (a, b)λ
will denote the open segment of λ between a and b. If s, τ ∈ R, then [xs, xτ ]φ will denote
{xt : s  t  τ } or {xt : τ  t  s}, according as s < τ or τ < s. Of course, [a, b]λ and (xs, xτ)φ
will have the obvious meanings.
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The results about flows on surfaces in this paper depend on homotopy properties of loops
constructed from pieces of orbits and local cross sections. This section is devoted to constructing
these loops and proving the homotopy properties needed in the final three sections.
Let λ be a local cross section in M of length 2η and let x ∈ M . When xτ ∈ λ for some τ ∈ R,
then xτ is called a crossing of λ by the orbit of x. If xτ1 and xτ2 are two crossings of λ with
τ1 < τ2, then
L = [xτ1, xτ2]φ ∪ (xτ2, xτ1)λ (1)
is a closed curve or loop in M (Fig. 1), but it is not necessarily a simple closed curve. Of course
it can happen that xτ1 = xτ2 and x is periodic. In this paper, however, only nonperiodic points
will be of interest and xτ1 = xτ2 will be ruled out one way or another.
Although the parametrization of the closed curve L will be suppressed in the discussion, it
is necessary to have a standard parametrization in the background. First fix a homeomorphism
θλ : [−1,1] → λ. Then define θL as follows:
θL(s) =
{
x(2(τ2 − τ1)s + τ1) if 0 s  1/2,
θλ(2(σ1 − σ2)s + 2σ2 − σ1) if 1/2 s  1,
where θλ(σi) = xτi .
Let θ1(s) and θ2(s) be two closed curves on M , that is, θi : [0,1] → M is continuous
and θi(0) = θi(1) for i = 1,2. The closed curves θ1 and θ2 are homotopic if there exists a
continuous function H : [0,1] × [0,1] → M such that H(s,0) = θ1(s), H(s,1) = θ2(s), and
H(0, r) = H(1, r) for 0  r  1. Notice that for each r , 0  r  1, the curve s → H(s, r) is a
closed curve.
Alternatively, the closed curves θ1 and θ2 can be viewed as a continuous map from K into M
by defining ψi(e2πis) = θi(s) for 0 s  1 and verifying that this is a well-defined continuous
function on K. The added condition that H(0, r) = H(1, r) implies that two closed curves θ1
and θ2 are homotopic in the above sense if and only if ψ1 and ψ2 are homotopic maps from K
to M in the usual sense. In this context, it is easy to see that a closed curve θ1 is homotopic to a
constant closed curve if and only if ψ extends to the closed unit disk.
Now consider x˜ ∈ M˜ , a lift of x, and crossings xτ1 and xτ2 of λ with τ1 < τ2. Let λ˜ be the
lift of λ containing x˜τ1. It will be assumed that all local cross sections are contained in an open
disk U in M that is evenly covered by π , that is, the components of π−1(U) are open sets that
Fig. 1. L is a loop constructed from a piece of orbit and a local cross section.
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collection of disjoint local cross sections of φ˜ in M˜ . Clearly x˜τ2 ∈ Sλ˜ for some S ∈ Γ and
L˜ = [x˜τ1, x˜τ2]φ˜ ∪ (x˜τ2, Sx˜τ1)Sλ˜ (2)
is a lift of L. Note that L is null homotopic if and only if S is the identity transformation.
Two crossings xτ1 and xτ2 of λ are called consecutive crossings if τ1 < τ2 and (xτ1, xτ2)φ ∩
λ = ∅. When x is not periodic and there are consecutive crossings xτ1 and xτ2 of λ by the
orbit of x, then [xτ1, xτ2]λ is homeomorphic to the closed unit interval, and L = [xτ1, xτ2]φ ∪
(xτ2, xτ1)λ = (xτ1, xτ2)φ ∪ [xτ2, xτ1]λ is a simple closed curve on M .
Let xτ1 and xτ2 with τ1 < τ2 be consecutive crossings of λ, and suppose x˜τ1 ∈ λ˜. If L is not
null homotopic, then there exists a primitive S in Γ such that x˜τ2 ∈ Sλ˜ because L is a simple
closed curve in M . Set
J =
⋃
n∈Z
SnL˜. (3)
Clearly SJ = J . Of course, one can define J even when the crossings are not consecutive, but it
need not have the useful properties described in the next few paragraphs and, consequently, is of
no interest here.
When the crossings are consecutive, it is easy to see that J is homeomorphic to R and a
component of π−1(L). It follows that π restricted to J is a universal cover for L with {Sn: n ∈ Z}
as its group of covering transformations. The curve J is called a control curve. Clearly J is closed
in M˜ . Let α and β denote the fixed points of S. It is easy to verify that J ∪ {α,β} is closed in
M˜ ∪ K and divides M˜ ∪ K into two parts that are mapped onto themselves by S. Furthermore, it
is not difficult to show that the portion containing x˜(τ2 + η) is positively invariant, and the other
part is negatively invariant. These regions are denoted by J+ and J−, respectively. (See Fig. 2.)
A moving point yt can cross from J− to J+ as t increases but not from J+ to J− as t increases
and thus J exerts some control on the flow φ˜ on M˜ . The first lemma illustrates these ideas.
Fig. 2. The control curve J , and the regions J+ and J− .
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cal cross section λ. If O+(z˜) crosses TmJ for a sequence of distinct covering transformations
Tm ∈ Γ and an increasing sequence of crossing times tm, then z˜t → a ∈ K as t → ∞.
Proof. Note that each TmJ is also a control curve and hence O+(z˜) can cross TmJ at most
once. In particular, TmJ 	= TnJ for m 	= n. Consequently, TmJ ∩ TnJ = ∅ when m 	= n because
L = π(J ) is a simple closed curve in M . It follows that TnJ+ ⊂ TmJ+ when m < n because
tm < tn when m< n.
Let αm and βm denote the fixed points of Tm. There are two closed intervals of K with end-
points αm and βm; let Im denote the one that bounds TmJ+. It follows that Im+1 ⊂ Im for all m.
Therefore, because the action of Γ on M˜ is properly discontinuous,
∞⋂
m=0
Im = {a}.
From the construction of J , it follows that there exists c > 0 such that dh(w,A)  c for all
w ∈ J , where A is the axis of S. Because Tm is an isometry, we have dh(Tmw,TmA) c for all
w ∈ J and m 0 and hence
∞⋂
n=1
TnJ+ = {a}.
Finally, z˜t → a as t → ∞ because z˜t ∈ TmJ+ for t > tm. 
The following lemma about consecutive crossings will be useful in the final section.
Lemma 2. Let λ be a local cross section of the flow, let yτ1 and yτ2 be crossings of λ by the
orbit of y with τ1 < τ2, and let L be given by L = [yτ1, yτ2]φ ∪ (yτ2, yτ1)λ. If y is in ω(x) for
some x and y is not periodic, then L is a nonnull homotopic loop.
Proof. Let y˜ be a lift of y. If L is null homotopic, then y˜τ1 and y˜τ2 are crossings of a lift λ˜ of λ,
and there exist consecutive crossings of λ˜ by the positive orbit of y˜. So it suffices to assume that
y˜τ1 and y˜τ2 are consecutive crossings of λ˜ and derive a contradiction with a Poincaré–Bendixson
style argument.
It follows that L˜ = [y˜τ1, y˜τ2]φ˜ ∪ (y˜τ2, y˜τ1)λ˜ is a simple closed curve in M˜ . The points
y˜(τ2 +) and y˜(τ1 −) are on opposite sides of L˜ for small positive . And, as usual in Poincaré–
Bendixson theory, the interior {exterior} of L˜ is either positively invariant or negatively invariant
according as it contains y˜(τ2 + ) or y˜(τ1 − ) for small positive . Let R denote the interior
of L˜, so R is open and R is compact.
By the continuity of the flow there exists a neighborhood U of y˜(τ1 − ) such that when
w˜ ∈ U then w˜(τ2 − τ1 + 2) is on the same side of L˜ as y˜(τ2 + ). Because y ∈ ω(x), there exist
lifts x˜n of x and positive real numbers σn such that each x˜nσn is in U , the sequence converges
to y˜(τ1 − ), and σn → ∞. There are now two natural cases: R is either positively invariant or
negatively invariant. (See Fig. 3.)
If R is positively invariant, then y˜(τ1 − ) is exterior to L˜ as is U . Since x˜n(σn + τ2 − τ1 +2)
is in R, it follows that ω(x˜n) is a nonempty subset of R. It also follows that infinitely many of
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the x˜n must be distinct because U is exterior to L˜ and R is positively invariant. Without loss of
generality, we can assume that the x˜n is a distinct sequence of lifts of x, and Sn is a sequence of
distinct elements of Γ such that x˜n = Snx˜1.
If w˜ is in ω(x˜1) ⊂ R, then Snw˜ is in
Sn
(
ω(x˜1)
)= ω(Sn(x˜1))= ω(x˜n) ⊂ R.
Therefore, Snw˜ is an infinite sequence of distinct lifts of w in a compact subset of M˜ , contradict-
ing the proper discontinuity of Γ .
Now suppose that R is negatively invariant. Hence, x˜n = (x˜nσn)(−σn) must be in R for all n.
As above infinitely many of the x˜n must be distinct because x˜n(σn + τ2 − τ1 + 2) is in the
exterior of L˜ and cannot return to R and U in positive time. 
Suppose x˜t → a ∈ K as t → ∞. In [6] it was shown that if O+(x˜) ∩ λ˜ = {x˜}, then O+(x˜)
crosses T λ˜ at most once for any T ∈ Γ . This, of course, implies that consecutive crossings in
the positive orbit of x determine nonnull homotopic loops in M . The same proof can be used to
obtain the following slightly more general result:
Lemma 3. Suppose O+(x˜) is unbounded and O+(x˜) ∩ λ˜ = {x˜} for some lift λ˜ of a local cross
section λ in M . Then O+(x˜) crosses T λ˜ at most once for any T ∈ Γ . Furthermore, if xτ1 and
xτ2 are consecutive crossings of λ with 0 < τ1 < τ2, then the loop L given by (1) is not null
homotopic.
Several the proofs will depend upon analyzing the behavior of a sequence of crossings xτi
with τi increasing. The above notation will be adapted to this situation as follows: Set
Li = [xτi, xτi+1]φ ∪ (xτi+1, xτi)λ. (4)
Then for a fixed lift x˜ of x, let λ˜i denote the lift of λ containing x˜τi , let Si denote the element of
Γ satisfying x˜τi+1 ∈ Siλ˜i = λ˜i+1, and set
L˜i = [x˜τi , x˜τi+1]φ˜ ∪ (x˜τi+1, Si x˜τi)Si λ˜i . (5)
(See Fig. 4.)
When the sequence is infinite, τi must go to infinity as i increases because τi+1 − τi > 2η > 0
where 2η is the length of the local cross section λ. Not all the crossings xτi and xτi+1 will be
consecutive, but usually for a subsequence ik the crossings xτik and xτik+1 will be consecutive.
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For example, if ik = 2k, then the crossings xτ2k and xτ2k+1 would be consecutive and S2k 	= Id,
so that
Ji =
⋃
n∈Z
Sni L˜i (6)
would define a sequence of control curves in M˜ for i even.
Lemma 4. Suppose x is not periodic and xτ1, xτ2 and xτ3, xτ4 are two pairs of consecutive
crossings of λ by the orbit of x such that τ1 < τ2 < τ3 < τ4. If L1 and L3 described by Eq. (4)
are disjoint simple closed curves on M which are not null homotopic, then J+3 ⊂ J+1 where Ji is
described by Eq. (6).
Proof. First note that L1 ∩ L3 = ∅ implies that J1 ∩ J3 = ∅. The hypothesis that L1 and L3
are not null homotopic guarantees that J1 and J3 are control curves. Since [x˜τ3, x˜τ4]φ˜ ⊂ J+1 ,
it follows that J3 ⊂ J+1 . Similarly, J1 ⊂ J−3 . Therefore, either J+3 ⊂ J+1 or J+1 ⊂ J+3 . Since
x˜(τ2 + ) is in J−3 ∩ J+1 for small positive , it follows that J+1 	⊂ J+3 . 
Lemma 5. Suppose x is not periodic and xτ1, xτ2 and xτ3, xτ4 are two pairs of consecutive
crossings of λ by the orbit of x such that τ1 < τ2 < τ3 < τ4. If L1 and L3 described by Eq. (4)
are homotopic closed curves on M , then there exists T ∈ Γ such that S3 = T −1S1T where S1
and S3 are the elements of Γ satisfying x˜τi+1 ∈ Siλ˜i = λ˜i+1.
Proof. Let H : [0,1] × [0,1] → M be a homotopy between L1 and L3 and let H˜ : [0,1] ×
[0,1] → M˜ be a lift of H such that H˜ (0,0) = x˜τ1. Then H˜ (s,0) is the lift L˜1 and H˜ (1,0) =
S1x˜τ1. Furthermore, H˜ (s,1) is a lift of L3, but not necessarily L˜3. Thus there exists T ∈ Γ
such that H˜ (0,1) = T x˜τ3 and H˜ (1,1) = T S3x˜τ3. Now both H˜ (0, r) and H˜ (1, r), 0 r  1, are
lifts of the curve H(0, r) = H(1, r) in M from xτ1 to xτ3. Hence H˜ (1,0) = S1x˜τ1 implies that
H˜ (1, r) = S1H˜ (0, r), 0 r  1. In particular,
H˜ (1,1) = S1H˜ (0,1) = S1T x˜τ3,
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S1T x˜τ3 = H˜ (1,1) = T S3x˜τ3.
Since a covering transformation is completely determined by its value at one point, S1T = T S3
or S3 = T −1S1T . 
The next lemma is the key result in this section.
Lemma 6. Let xτi be an infinite sequence of crossings of the local cross section λ by the orbit
of x such that 0 < τi < τi+1 for i  0. Suppose that for all i the crossings xτ2i and xτ2i+1 are
consecutive. Let x˜ be a lift of x, and let Li , L˜i and Ji be defined by Eqs. (4), (5), and (6). If the
following hold:
(a) the simple closed curves L2i are not null homotopic for all i,
(b) L2i ∩L2i′ = ∅ for i 	= i′,
(c) L2i is homotopic to L2i′ for i 	= i′, and
(d) [xτ2m,xτ2m+1]λ ∩ω(x) = ∅ for at least one m,
then there exists S ∈ Γ such that S2i = S for infinitely many values of i.
Proof. By deleting a finite number of terms from the sequence we can assume without loss
of generality that [xτ0, xτ1]λ ∩ ω(x) = ∅. If the conclusion of the lemma is false, we can also
assume without loss of generality that S2i 	= S2i′ for i 	= i′. Note that the S2i must be primitive
because the L2i are simple closed curves that are not null homotopic. Since there are only two
primitive elements of Γ with the same axis, it can also be assumed that A2i 	= A2i′ for i 	= i′
where Ai is the axis of Si .
Since L2i is homotopic to L2i′ , by the previous lemma each S2i = γ2iS0γ−12i and A2i = γ2iA0
for some γ2i in Γ . Let αi and βi denote the end points of Ai in K. They divide K into two open
intervals. Let I2i be the one bounding J+2i .
Because distinct axes of elements in Γ have no endpoints in common, it follows from
Lemma 4 that {α2(i+1), β2(i+1)} ⊂ I2i . The proper discontinuity of Γ implies that the sequence
γ2iA0 has no limit points in M˜ and hence
⋂∞
i=1 I2i = {a} ⊂ K.
Now consider γ2kJ0. It is a control curve with axis A2k , and it has the same end points as J2k .
Hypothesis (b) implies that M˜ ∩ γkJ0 ∩ J2i = ∅ unless k = i = 0. Because the end points of
A2k are in I0 \ I2(k+1), points of γ2kJ0 near α2k or β2k must be in J+0 ∩ J−2(k+1), and hence
γ2kJ0 ⊂ J+0 ∩ J−2(k+1). Since J0 and J2(k+1) are on opposite sides of J2k , it follows that they are
also on opposite sides of γkJ0. Therefore, the orbit of x˜ must cross γ2kJ0 as well as J2k between
the times it crosses J0 and J2(k+1).
There are now two possibilities. Either O+(x˜) crosses γ2kJ0 as part of the orbit used to con-
struct γ2kJ0, or it crosses in a local section point of γ2kJ0. That is, either x˜σ = γ2kSn0 x˜τ0 for
some σ > τ0 and n ∈ Z or O+(x˜)∩ γ2kSn0 (x˜τ1, S0x˜τ0)S0λ˜0 	= ∅ for some n ∈ Z.
The first case would imply that x˜ is periodic, which it is not. Thus for all k the second case
holds and there exists sk such that xsk ∈ (xτ0, xτ1)λ. If 2η is the length of λ, then sk+1 > sk + 2η
and sk ↗ ∞. Therefore, ω(x)∩ [xτ0, xτ1]λ 	= ∅, a contradiction. 
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of Theorem 8 in [6]. Specifically, the last paragraph on page 231 of [6] does not show that
the required homotopies preserve the base point x as it should have. This paragraph can now
be replaced with the observation that Lemma 6 applies to the simple closed curves Jki in the
notation of that paper and thus without loss of generality it can also be assumed that the ki are
chosen so that for some S ∈ Γ we have x˜ki+1 ∈ SΣ˜ki = Σ˜ki+1 for all i.
The final lemma in this section will useful when the consecutive crossings cannot be selected
so that L2i ∩L2i′ = ∅.
Lemma 7. Let xτi be an infinite sequence of crossings of the local cross section λ by the orbit of
x such that 0 < τi < τi+1 for i  0 and let Li be defined by Eq. (4). If for all i the crossings xτ2i
and xτ2i+1 are consecutive and x is not a periodic point, then there exists a sequence of simple
closed curves L′2i and a point p in λ such that:
(a) L′2i ∩L′2j = {p} whenever i 	= j .
(b) If L˜2i and L˜′2i are lifts of L2i and L′2i beginning at x˜τ2i and p˜, respectively, in λ˜, a lift of λ,
then there exist Si ∈ Γ such that L˜2i and L˜′2i end at Six˜τ2i and Sip˜, respectively, in Siλ˜.
Proof. Let the length of λ be 4η. If θλ is a homeomorphism of [−1,1] onto λ, then h(s, t) =
θλ(s)t is a homeomorphism of [−1,1] × [−2η,2η] onto R = {wt : w ∈ λ and |t | 2η} mapping
vertical line segments onto pieces of orbits. In particular, we can use h to modify L2i within R.
By hypothesis xτi is a sequence of distinct points in λ. Consider the two sequences of points
in [−1,1] × [−2η,2η] given by
(
θ−1λ (xτ2i ), η
)
and
(
θ−1λ (xτ2i+1),−η
)
.
Let Λ2i be the line segment in [−1,1]×[−2η,2η] from (θ−1λ (xτ2i ), η) to (0,0) and Λ2i+1 be the
line segment from (θ−1λ (xτ2i+1),−η) to (0,0). The Λ2i and Λ2i+1 are all distinct line segments
emanating from (0,0) and the intersection of any two of them is the point (0,0). Set p = h(0,0).
Define L′2i as follows:
L′2i =
(
x(τ2i + η), x(τ2i+1 − η)
)
φ
∪ h(Λ2i )∪ h(Λ2i+1).
Clearly, each L′2i is a simple closed curve and L′2i ∩L′2j = p = h(0,0) when i 	= j . The two
curves L2i and L′2i traverse the same path outside of R. Suppose L˜2i and L˜′2i are lifts of L2i and
L′2i beginning at x˜τ2i and p˜ in λ˜, a lift of λ. Let R˜ = {wt : w ∈ λ˜ and |t | 2η}. Then x˜(τ2i + η)
is in R˜ and there exists Si ∈ Γ such that x˜(τ2i+1 −η) is in SiR˜. Since L2i and L′2i can only differ
inside R, and they both include the arc (x(τ2i + η), x(τ2i+1 − η))φ , it follows that Si satisfies the
conclusion of (b), because R is evenly covered. 
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Suppose the point y lies in ω(x) \ F . Then there exists a local cross section λ at y and
ω(x) ∩ λ is a nonempty closed subset of λ. Since λ is homeomorphic to the closed interval
[−1,1] = {s: −1  s  1} ⊂ R, the set E = ω(x) ∩ λ can be considered as a closed subset of
[−1,1] with y = 0. It follows that there are three possibilities:
(a) The point y is in the interior of E in λ or equivalently y ∈ (w1,w2)λ ⊂ E for some w1 and
w2 in λ.
(b) The point y is an isolated point of E or equivalently E ∩ (w1,w2)λ = {y} for some w1 and
w2 in λ.
(c) The point y is a limit point of both E and λ \ E or equivalently there exist sequences of
distinct points un in E and vn in λ \E such that limn→∞ un = y = limn→∞ vn.
The first case implies that x is positively recurrent because ω(x) must contain points from
O+(x) implying that xt is in ω(x) for some t > 0 and therefore x is in ω(x). Furthermore, ω(x)
has a nonempty interior in M , a situation that has been extensively studied by others (see [2] for
example) and will play only a small role here. In this section we will be primarily interested in
the second case.
The point y in ω(x) is said to be an isolated ω-limit point if y /∈ F and there exists a local
cross section λ at y such that y is an isolated point of ω(x) ∩ λ. It is not hard to show that if y
is an isolated point of ω(x) ∩ λ for one local cross section λ at y, then it is an isolated point of
ω(x)∩ λ for all local cross sections at y. Furthermore, if y is an isolated ω-limit point of x, then
every point of O(y) is an isolated ω-limit point of x. Also note that y is an isolated ω-limit point
if and only if there exists a local cross section λ at y such that ω(x)∩ λ = {y}.
Theorem 8. Suppose x˜t → a ∈ K as t → ∞ and ω(x) \ F 	= ∅. Then the following are equiva-
lent:
(a) Every y ∈ ω(x) \ F is an isolated ω-limit point of x.
(b) Some y ∈ ω(x) \ F is an isolated ω-limit point of x.
(c) a is a rational point of K.
Proof. Since (a) obviously implies (b), we begin with (b) implies (c). To this end suppose y is
an isolated ω-limit point of x.
If x is periodic, then y ∈ O(x) and a must be rational. (In particular, a is a fixed point of
a primitive T ∈ Γ such that TO(x˜) = O(x˜) because O(x) is a simple closed curve on M and
cannot be null homotopic because x˜t → a ∈ K.)
If y is in O(x) and x is not periodic, then x is positively recurrent and y is not an isolated
ω-limit point of x. Thus the proof is reduced to the case that x is not periodic and that y /∈O(x).
Since y is an isolated ω-limit point of x, there exists a local cross section λ at y such that
ω(x) ∩ λ = {y}. The point y divides the local cross section λ into two local cross sections and
O+(x) must cross one of them infinitely often. By choosing one of them, we can assume y is an
end point of λ and still have an infinite sequence of consecutive crossings of λ by O+(x). Since
λ∩ ω(x) = {y} still holds for the new λ, any infinite sequence of crossings of λ by O+(x) must
converge to y as the crossing time goes to infinity.
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that O+(x˜) can cross λ˜ only a finite number of times. By replacing λ with [y,w]λ for a suitable
w ∈ λ, it can be assumed that λ˜ intersects O+(x˜) in exactly one point, x˜σ , while retaining
the property that there exists an infinite sequence of consecutive crossings of λ by O+(x). By
replacing x with xσ , it can be assumed without loss of generality that λ˜∩O+(x˜) = {x˜}.
In this context, there exists an increasing sequence of nonnegative real numbers σk ↗ ∞
starting with σ0 = 0 such that xσk ∈ λ and such that xσk and xσk+1 are all the consecutive
crossings of λ by O+(x). It follows that xσk → y as k → ∞, and Lk defined by
Lk = [xσk, xσk+1]φ ∪ (xσk+1, xσk)λ
is a simple closed curve on M for all k. The next step is to construct a subsequence Lki of
Lk that satisfies the hypotheses of Lemma 6. Condition (d) will always be satisfied because
ω(x)∩ λ = {y}.
Of course, Lemma 3 already applies and each Lk is not null homotopic. Given Lk , it follows
that Lk ∩ Lk′ = ∅ for k′ sufficiently large, because xσk → y as k → ∞. Hence there exists a
subsequence Lki such that Lki ∩Lkj = ∅ when i 	= j .
Since there is only a finite number of disjoint nonhomotopic simple closed curves on a com-
pact surface, it can also be assumed that Lki is homotopic to Lkj for all i and j .
For convenience we will assume that the indexing of Lki begins with i = 0. Define τ0 = σk0 ,
τ1 = σk0+1 and more generally
τ2i = σki ,
τ2i+1 = σki+1.
With L2i = Lki , a slight abuse of notation, the hypotheses of Lemma 6 are now all satisfied.
Therefore, by passing to a subsequence, there exists without loss of generality a primitive S ∈ Γ
such that
L˜ki = [x˜σki , x˜σki+1]φ˜ ∪ (x˜σki+1, Sx˜σki )Sλ˜i
for all i. In particular, SJki = Jki for all i, where
Jki =
⋃
n∈Z
SnL˜ki .
Let α and β be the end points of the axis A of S. It suffices to show that a equals α or β .
Assume this is not true. Then for every c > 0 there exists a constant ρc such that dh(x˜t,A) > c
when t  ρc because x˜t → a ∈ K as t → ∞. It follows that
[x˜σki , x˜σki+1]φ˜ ⊂
{
w ∈ M˜: dh(w,A) > c
}
when σki  ρc.
Let δ be the hyperbolic diameter of λ˜. Since Γ is a group of isometries for the hyperbolic
metric dh,
Jki ⊂
{
w ∈ M˜: dh(w,A) > c − δ
}
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Therefore, Lki is not a simple closed curve for sufficiently large i, a contradiction that completes
the proof of (b) implies (c).
Now suppose a is rational. If x is periodic, then y is inO(x) and obviously an isolated ω-limit
point of x. If y is in O(x) and x is not periodic, then x is positively recurrent and a is irrational
[6, Theorem 7, p. 230]. Thus it can again be assumed that x is not periodic and y /∈O(x).
Since y is not a fixed point, Theorem 10 on page 233 of [6] implies that y ∈ ωB(x). (By
definition y is in ωB(x) if and only if there exists a sequence of real numbers tn → ∞ such that
xtn → y and the sequence dh(x˜tn,A) is bounded. Examples of a flow on a compact surface with
ω(x) 	= ωB(x) can be found in [5].) Using Theorem 18 and Lemma 19 of [6] it can be readily
shown that every point in ωB(x) \ F is an isolated ω-limit point of x when a is rational. 
Corollary 9. Suppose x˜t → a ∈ K as t → ∞ and ω(x) \ F 	= ∅. If a is irrational, then either
(a) ω(x) is the closure of an invariant open set containing x, or
(b) for any local cross section λ of the flow, ω(x) ∩ λ is either empty or a Cantor set (a closed
perfect nowhere dense subset of λ).
Proof. Since a is irrational, it follows from the theorem that either condition (a) or (c) in the
opening paragraph of this section holds for any y ∈ ω(x) \ F and any local cross section at y. If
for some y ∈ ω(x) \ F there exists a local cross section λ such that y ∈ (w1,w2)λ ⊂ ω(x) ∩ λ
for some w1 and w2 in λ, then it is easy to see that {wt : w ∈ (w1,w2)λ and t ∈ R} is an invariant
open set in M containing O(x) and contained in ω(x). It follows that its closure equals ω(x).
Otherwise for any local cross section λ such that ω(x)∩ λ 	= ∅, condition (c) holds for every
y ∈ ω(x)∩ λ and ω(x)∩ λ is a closed nowhere dense perfect set of λ. 
In part (a) of Corollary 9 x is recurrent. In the next section we begin exploring the question of
when the second case implies recurrence. But first we want to apply Theorem 8.
Theorem 10. If x˜t → a ∈ K as t → ∞ and y is a periodic point in ω(x), then a is rational.
Proof. It suffices to show that y is an isolated ω-limit point of x. Suppose it is not and let λ be
a local section at y. The point y divides λ into two pieces one of which contains infinitely many
points of ω(x) arbitrarily close to y. So without loss of generality λ is a local section with y as
an endpoint that contains infinitely many points of ω(x) arbitrarily close to y.
There are two cases: either the orbit of y is null homotopic or it is not. Suppose the orbit of
y is not null homotopic and let y˜ be a lift of y. Then y˜t → b ∈ K as t → ∞ and b is rational. If
S is the primitive element of Γ that fixes b, then SO(y˜) =O(y˜) and O(y˜) divides M˜ into two
disjoint invariant sets.
Let λ˜ be the lift of λ containing y˜. It follows from the construction of λ that there exist
consecutive crossings xτ1 and xτ2 of λ and with 0 < τ1 < τ2 such that x˜τ1 ∈ λ˜ and x˜τ2 ∈ Sλ˜ for
some lift x˜ of x. As usual let L, L˜, and J be given by Eqs. (1), (2), and (3).
Let R be the connected region between O(y˜) and J . Note that the closure of R consists of
R, b, and the other fixed point of S. Now there are two more cases: either O(y˜) is in J+ or it
is in J−. In the first case, R is positively invariant, contains {x˜t : t > τ2}, and forces x˜t → b as
t → ∞. Thus a = b and a is rational.
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P =
⋂
T ∈Γ
(M˜ \ T R) = M˜ \
⋃
T ∈Γ
T R
is positively invariant and containsO+(x˜τ2). Hence x˜t cannot cross any lift of (xτ1, y)λ because
all of its lifts are in M˜ \P . It follows that (xτ1, y)λ ∩ω(x) = ∅, contrary to the construction of λ.
A very similar proof works whenO(y) is null homotopic. In this caseO(y˜) is a periodic orbit
and hence a simple closed curve in M˜ for all lifts of y. Moreover, the lifts of λ cannot intersect
the interior of any of these periodic orbits because x˜t → a ∈ K as t → ∞.
Now there exist consecutive crossings such that L˜ is a simple closed curve containing O(y)
in its interior. Let R be the interior of L˜. Either R or M˜ \ R is positively invariant and contains
O+(x˜τ2). Obviously, O+(x˜τ2) cannot be contained in R because x˜t → a ∈ K as t → ∞.
Assuming that M˜ \R is positively invariant and contains O+(x˜τ2), construct P as above and
observe that the same contradiction is obtained. Thus y must be an isolated limit point. 
The following classical result is an immediate consequence of this theorem and Theorem 7
of [6]:
Corollary 11. If x is positively recurrent and not periodic, then O+(x) contains no periodic
points.
We conclude this section with another application of Theorem 8 that sharpens an earlier result
of the second author.
Theorem 12. If x˜t → a ∈ K as t → ∞, where a is rational, and ω(x) is locally connected at
every point in ω(x) ∩ F , then ω(x) contains a simple closed invariant curve that is not null
homotopic.
Proof. Let y be a moving point in ω(x). Since a is rational, Theorem 8 implies that y is isolated.
Let λ be a local cross section at y of length η. Without loss of generality, we may assume
ω(x) ∩ λ = {y}. Let λ′ be the section λ with its endpoints removed. It follows that ω(x) is
locally connected at y because {wt : w ∈ λ′ and |t | < η} is an open neighborhood of y and hence
{yt : |t | < η} is an open connected neighborhood of y in ω(x). Now Theorem 5.1 from [9] applies
to complete the proof. 
5. A density result
This section begins with a theorem establishing conditions on lifted orbits that imply the
existence of a dense positively invariant set in ω(x) \ F . Repeated applications of this theorem
then produce positively recurrent orbits in a second theorem with the same hypotheses.
Theorem 13. Let x be a point in M with a lift x˜ such that limt→∞ x˜t = a ∈ K. Suppose that
there is a local cross section λ containing a subset D with the following properties:
(a) D ⊂ ω(x)∩ λ.
(b) D is a Cantor set.
(c) The positive orbit O+(w˜) is unbounded for all w ∈ D.
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w ∈ D. Furthermore, the set {wt : w ∈ D and t > 0} is dense in ω(x) \ F .
Proof. Let λ′ be a local cross section at y ∈ ω(x) such that λ′ ∩ λ = ∅. Since y ∈ ω(x), there
exists t > 0 such that xt ∈ λ′ and so without loss of generality we can assume that x lies on λ′.
Let λ˜′ be the lift of λ′ containing x˜. Since limt→∞ x˜t = a ∈ K, the positive orbitO+(x˜) can in-
tersect λ˜′ at most a finite number of times. By replacing x with xτ such that τ = max{t : x˜t ∈ λ˜′},
it can be assumed that O+(x˜)∩ λ˜′ = {x˜}, so that Lemma 3 can be applied.
Let λ˜ be the first lift of λ that x˜t crosses for t > 0. Again the positive orbitO+(x˜) can intersect
λ˜ at most a finite number of times, say σ1, . . . , σk . By replacing λ with a suitable subinterval of
λ that contains exactly one of the points xσj , we can assume that O+(x˜) intersects λ˜ at exactly
one point. Moreover, we can clearly choose such a subinterval so that its intersection with D still
satisfies conditions (a), (b), and (c). Obviously it suffices to prove that O+(w)∩ λ′ 	= ∅ for some
w in this new smaller D. Thus Lemma 3 can now also be applied to λ˜ without loss of generality.
In particular, if T is in Γ , then O+(x˜) intersects both T (λ˜) and T (λ˜′) at most once.
Let xk = xτk be the consecutive crossings of λ′ by O+(x). So τk → ∞ as k → ∞. As usual
set
Lk = [xτk, xτk+1]φ ∪ (xτk, xτk+1)λ′ ,
and note that the simple closed curves Lk are not null homotopic by Lemma 3.
Let (am, bm)λ, m = 1, . . . , be the complementary intervals of D. If O+(x) intersects D,
then, using the continuity of the flow, O+(w) ∩ λ′ 	= ∅ for some w ∈ D as desired because
y ∈ ω(x) ∩ λ′. Alternatively, O+(x) can only intersect λ in the complementary intervals of D,
but must do so infinitely often because D ⊂ ω(x). It remains to show in this second case that
O+(w)∩ λ′ 	= ∅ for some w ∈ D.
There exist increasing subsequences ki and mi of integers such that
(xki , xki+1)φ ∩ (ami , bmi )λ 	= ∅.
Applying Lemma 7 to the crossings τki < τki+1 produces a sequence of simple closed curves
L′ki and a point p ∈ λ′ such that L′ki ∩ L′kj = p for all i, j . By passing to a subsequence, the
subsequence Lki can be constructed to have one additional property, namely, that the simple
closed curves L′ki are all path homotopic because on an orientable surface of genus g there are at
most 6g − 3 simple closed nonpath homotopic curves that intersect only at one common point.
Let x˜ki be the lift of xki in λ˜′ and let σi = τki+1 − τki . Let p˜ be the lift of p in λ˜′. Then there
exists T ∈ Γ such that the lift of any L′ki beginning at p˜ ends at T p˜. It follows from property (b)
of Lemma 7 that x˜ki σi is in T (λ˜′) for all i.
Set
J (i, j) = [x˜ki , x˜ki σi]φ˜ ∪ [x˜kj , x˜kj σj ]φ˜ ∪ (x˜ki , x˜kj )λ˜′ ∪ (x˜ki σi, x˜kj σj )T (λ˜′).
Clearly, J (i, j) is a simple closed curve in M˜ with interior I (i, j) whenever i 	= j . (See Fig. 5.)
Furthermore, (x˜ki , x˜ki σi)φ˜ must intersect a lift λ˜i of λ at c˜i in (a˜mi , b˜mi )λ˜i .
Lemma 14. There exists i and j such that either a˜mi or b˜mi is in I (i, j).
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Proof. Assume that neither a˜mi nor b˜mi is in I (i, j) = I (j, i) for all i 	= j and derive a contra-
diction.
Observe thatO+(x˜ki ) can intersect a lift of λ at most once because xki is inO+(x) andO+(x˜)
has this property. It follows from the Jordan curve theorem that on one side of c˜i in λ˜i , the points
near c˜i are in I (i, j). Unless (x˜kj , x˜kj σj )φ˜ also intersects λ˜i in
(a˜mi , b˜mi )λ˜i
,
either a˜mi or b˜mi is in I (i, j). Set j = 1 and let i go to infinity. If the conclusion of the lemma
is false, then (x˜k1, x˜k1σ1)φ˜ intersects (a˜mi , b˜mi )λ˜i for all i. Consequently, (xk1 , xk1σk1)φ inter-
sects λ infinitely often in a finite length of time. This contradiction completes the proof of the
lemma. 
If a˜mi or b˜mi is in I (i, j), then there exists w ∈ D with w˜ ∈ I (i, j). By hypothesis O+(w˜) is
unbounded for all w ∈ D and hence ω(w˜)∩ K 	= ∅. Therefore, O+(w˜) must intersect T (λ˜′) and
O+(w)∩λ′ 	= ∅ for some w ∈ D. This completes the proof of the first conclusion of the theorem.
Finally, to show that {wt : w ∈ D and t > 0} is dense in ω(x) \ F , let y be a point in
ω(x) \ F . It suffices to prove that one point of the negative orbit of y is in the closure of
{wt : w ∈ D and t > 0}. Hence, it can be assumed without loss of generalization that y does
not lie on λ. Let U be an open neighborhood of y such that U ∩ λ = ∅. Because y is not a fixed
point, there exists a local cross section λ′ at y such that λ′ ⊂ U . Now the first part of the theorem
applies and there exists w ∈ D and t > 0 such that wt ∈ λ′ ⊂ U . 
Although the statement of the preceding theorem gives the impression that the hypotheses are
specific to special sections, they are actually very transportable and scalable. In fact, they are
satisfied throughout ω(x) \ F because the set {yt : y ∈ D and t > 0} is dense in ω(x) \ F . Con-
sequently, Theorem 13 can be applied throughout ω(x) \ F to prove the existence of positively
recurrent orbits in ω(x).
Theorem 15. Let x be a point in M such that limt→∞ x˜t = a ∈ K. Suppose that there is a local
cross section λ containing a subset D with the following properties:
(a) D ⊂ ω(x)∩ λ.
(b) D is a Cantor set.
(c) The positive orbit O+(w˜) is unbounded for all w ∈ D.
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Proof. Set A = {yt : y ∈ D and t ∈ R}. Given y in D and τ in R, choose any w1 and w2 in λ \D
such that y is in [w1,w2]λ. Then [w1,w2]λτ is a local cross section at yτ and A ∩ [w1,w2]λτ
satisfies the hypotheses for D in Theorem 13.
If U is any open neighborhood of yτ , then we can choose w1 and w2 such that [w1,w2]λτ is
contained in U and apply Theorem 13. Thus (A∩ [w1,w2]λτ )R+ is dense in ω(x) \ F . Since(
A∩ [w1,w2]λτ
)
R
+ ⊂ (A∩U)R+ ⊂ A ⊂ ω(x) \ F,
it follows that (A∩U)R+ is dense in A for all open sets U such that U ∩A 	= ∅.
There exists a countable set of open sets Un in M such that Un ∩A is a countable base for A.
By the preceding paragraph, given m and n, there exists a positive time τ such that (A∩Um)τ ∩
(A ∩ Un) 	= ∅ or (A ∩ Um) ∩ (A ∩ Un)(−τ) 	= ∅. In other words, (A ∩ Un)R− is also an open
dense subset of A for all n.
It is easy to see that both the positive orbit and the negative orbit of any point in
B =
( ∞⋂
n=1
(A∩Un)R−
)
∩
( ∞⋂
n=1
(A∩Un)R+
)
⊂ A
is dense in A = ω(x) \ F , and thus both positively and negatively recurrent. By the Baire Cate-
gory Theorem applied to A, the set B is dense in A and, in particular, is not the empty set.
If y is in B , then O(y) contains the Cantor set D and y is not periodic. Therefore, there exist
nonperiodic points in ω(x) that are both positively and negatively recurrent. Moreover, the points
in D are not isolated ω-limit points of x. Therefore a is irrational by Theorem 8. 
The final theorem in this section uses only geometric conditions on lifted orbits to prove the
existence of positively recurrent points in an omega limit set.
Theorem 16. Let x be a point in M such that limt→∞ x˜t = a ∈ K. If there exist uncountably
many positive orbits in ω(x) with unbounded lifts in M˜ , then ω(x) contains a positively recurrent
orbit that is not periodic.
Proof. Since ω(x) \ F is second countable, there exist a countable collection λn of local cross
sections of length ηn such that the sets λn[−ηn, ηn] cover ω(x) \ F .
Let A = {y ∈ ω(x): O+(y˜) is unbounded}. By hypothesis, A contains uncountably many
orbits. Since an orbit can intersect a local cross section at most a countable number of times,
there exists λn such that B = A ∩ λn is uncountable. Since λn is homeomorphic to the closed
interval [0,1], the set C of condensation points of B is a perfect set and B \ C is countable or
finite. (See [7, Chapter II, Section 6] for example.) Note that C is a subset of ω(x), because C is
a subset of A.
If C contains an interval, then x is positively recurrent. Otherwise C is a Cantor set, that is, a
perfect nowhere dense subset of λn. Set D = B ∩C. Let w be an element of C. An interval of λn
containing w contains an uncountable number of points from B and hence must contain points
of D because B = (B ∩C)∪ (B \C) and B \C is countable or finite. Thus C ⊂ D and C = D.
Now Theorem 15 applies. 
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In 1943 the Russian mathematician A. Maier [4] published a seminal paper about flows on
surfaces. In this section we show that two of his most interesting theorems are consequences of
Theorem 13.
Theorem 17 (Maier). Let x be a positively recurrent nonperiodic point in M . If y in ω(x) is a
positively recurrent nonperiodic point, then
O(x) =O(y).
Proof. Using Lemma 1, it can be shown that if z˜ is the lift of a positively recurrent point, then
z˜t → a ∈ K as t → ∞. (As mentioned in [6] on page 229, this fact has been known for a long
time.) Thus for x˜ and y˜, lifts of x and y, respectively, limt→∞ x˜t = a and limt→∞ y˜t = b exist.
By Theorem 7 in [6] both a and b are irrational.
It suffices to show that x is in O+(y). Applying Corollary 9 to y, produces two cases: Either
ω(y) is the closure of an invariant open set containing y or for any local cross section λ of the
flow, ω(y)∩ λ is either empty or a Cantor set. In the first case, x is obviously in ω(y) ⊂O+(y)
because y is in ω(x).
For the second case, let λ be a local cross section at y and let D =O+(y)∩λ ⊂ ω(x). Clearly
D = ω(y)∩ λ is a Cantor set. By Theorem 13 O+(y) is dense in ω(x) \ F . Since x ∈ ω(x) \ F ,
the proof is complete. 
Although the next theorem follows from a second theorem of Maier (Theorem 19 below), we
will prove it using the ideas and results in the previous sections and then show that it implies
Maier’s theorem, so the two theorems are equivalent.
Theorem 18. Suppose z˜t → a ∈ K as t → ∞ and a is irrational. If x ∈ ω(z) and y ∈ ω(x) \ F ,
then O+(x˜) is unbounded and y is not an isolated ω-limit point of x.
Proof. If x is an element of O(z), then x˜t → a as t → ∞, where x˜ is the lift of x in O(z˜). Since
a is irrational by hypothesis, Theorem 8 implies that y is not an isolated ω-limit point of x. Thus
we can assume that x /∈O(z).
If x is periodic, then a is rational by Theorem 10. Hence x cannot be periodic.
Let λ be a local cross section at y. If O+(x˜) is bounded and hence contained in a compact
subset of M˜ , then some lift y˜ of y would be in ω(x˜). Let λ˜ be the lift of λ containing y˜. Then
there exist consecutive crossings x˜t1 and x˜t2 of λ˜. Obviously the loop [xt1, xt2]φ ∪ (xt2, xt1)λ
would be null homotopic, contradicting Lemma 2. Therefore, O+(x˜) is unbounded.
Suppose y is an isolated ω-limit point of x. In preparation for applying Lemma 6, construct,
as in the proof of Theorem 8, a local cross section λ with y as an endpoint such that any infinite
sequence of crossings of λ by O+(x) must converge to y as the crossing time goes to infinity.
Without loss of generality it can be assumed that x ∈ λ.
As in the proof of Theorem 8, there exists an increasing sequence of nonnegative real num-
bers σk ↗ ∞ starting with σ0 = 0 such that xσk ∈ λ and such that xσk and xσk+1 are all the
consecutive crossings of λ by O+(x). It follows that xσk → y as k → ∞, and Lk defined by
Lk = [xσk, xσk+1]φ ∪ (xσk+1, xσk)λ
is a simple closed curve on M for all k. By Lemma 2, every Lk is not null homotopic.
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homotopic to Lkj for all i and j with the indexing beginning at 0. Shifting to the notation of
Lemma 6, define τ0 = σk0 , τ1 = σk0+1 and more generally
τ2i = σki ,
τ2i+1 = σki+1.
In this notation, λ˜2i is the lift of λ containing x˜τ2i = x˜σki .
Therefore, with L2i = Lki , the hypotheses of Lemma 6 are now all satisfied and by passing to
a subsequence there exists without loss of generality a primitive S ∈ Γ such that
L˜ki = [x˜τ2i , x˜τ2i+1]φ˜ ∪ (x˜τ2i+1, Sx˜τ2i )Sλ˜2i
= [x˜σki , x˜σki+1]φ˜ ∪ (x˜σki+1, Sx˜σki )Sλ˜2i
for all i. In particular, SJki = Jki for all i, where
Jki =
⋃
n∈Z
SnL˜ki .
Because x is in ω(z), there exist z˜ and ν0 > 0 such that z˜ν0 ∈ [x˜τ0, S−1x˜τ1]λ˜0 by the con-
tinuity of the flow. Notice that the positive orbits of Snz˜ν0 as n runs through Z divide J+0 into
disjoint regions. We need to describe one of those regions precisely.
Form the region R bounded by the following arcs: O+(z˜ν0), SO+(z˜ν0), [z˜ν0, x˜τ0]λ˜0 ,[x˜τ1, Sz˜ν0]λ˜1 , [x˜τ0, x˜τ1]φ˜ , and [a,Sa]K. Clearly SR ∩R = ∅ and
J+0 =
⋃
n∈Z
SnR.
It is easy to see that x˜t is in the interior of R for all t > τ1. Hence x˜τ2i ∈ R and S−1x˜τ2i+1 ∈
S−1R. But both x˜τ2i and S−1x˜τ2i+1 lie on λ˜2i . Therefore, there exists νi > ν0 such that
z˜νi ∈
(
x˜τ2i , S
−1x˜τ2i+1
)
λ˜2i
.
Since J+kj ⊂ J+ki when j > i, it follows that νj > νi when j > i because z˜νj ∈ J2j . In fact,
νi+1 > νi + 2η where 2η is the length of the section λ. Hence νi → ∞ and z˜νi → a as i → ∞.
Consequently, x˜τ2i → a and x˜τ2i+1 → Sa as i → ∞ because the elements of Γ are isometries
of the hyperbolic metric.
The last step is to show that the above behavior of x˜τ2i and x˜τ2i+1 is impossible. The hy-
pothesis x ∈ ω(z) implies that O+(z˜) crosses infinitely many copies of J0 and these copies of J0
converge to a. Therefore, there exists T ∈ Γ such that O+(z˜) crosses T J0 putting z˜t in T J+0 for
all sufficiently large t and such that T J+0 is close enough to a to ensure that T J
+
0 ∩ ST J+0 = ∅.
For large i it follows that x˜τ2i is in T J+0 and x˜τ2i+1 is in ST J
+
0 . But x˜τ2i+1 is also in T J
+
0
because it is positively invariant and τ2i+1 > τ2i . This contradicts the disjointness of T J+0 and
ST J+0 and completes the proof. 
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periodic.
Proof. If x is periodic, there is nothing to prove. So we can assume that x is not periodic. Let
λ be a local cross section at y and let xτ1 and xτ2 be two consecutive crossings of λ with
τ1 < τ2. Then Eq. (1) defines a simple closed curve L on M , and L is not null homotopic by
Lemma 2. Define the control curve J using Eqs. (2) and (3) and note that O+(z˜) must cross SnJ
for a sequence of distinct covering transformations Sn in Γ because x is in ω(z). By Lemma 1,
z˜t → a ∈ K as t → ∞. Theorem 20 of [6] implies that a is irrational because y is not a fixed
point. By Theorem 18, O+(x˜) is unbounded and y is not an isolated limit point of x.
Let D =O+(x)∩λ. Since y is not isolated either condition (a) or (c) in the opening paragraph
of Section 4 holds. That is, either ω(x) is the closure of an open invariant set containing x, which
implies that x is positively recurrent, or ω(x) ∩ λ is a Cantor set for any local cross section λ,
which implies that D is a Cantor set. Observe that the hypotheses of Theorem 13 are satisfied
(with z replacing x in the statement). Choose σ < 0 such that xσ /∈ λ, let Un be a ball of radius
1/n about xσ , and let λ′n be a local cross section at xσ such that λ′n ⊂ U and λ ∩ λ′n = ∅. By
Theorem 13, there exists tn > 0 such that xtn = (xσ )(tn−σ) is in Un. Note that tn−σ > |σ | > 0.
It follows that there exists a sequence τn = tn − σ of positive real numbers bounded away from
zero such that (xσ )τn → xσ . If τn contains a bounded subsequence, then xσ and x are periodic,
contrary to our assumption that x is not periodic. Thus τn → ∞, and both xσ and x are positively
recurrent. 
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