Hyperspectral satellite imaging attracts enormous research attention in the remote sensing community, and hence, automated approaches for precise segmentation of such imagery are being rapidly developed. In this letter, we share our observations on the strategy for validating hyperspectral image segmentation algorithms currently followed in the literature, and show that it can lead to overoptimistic experimental insights. We introduce a new routine for generating segmentation benchmarks and use it to elaborate ready-to-use hyperspectral training-test data partitions. They can be utilized for fair validation of new and existing algorithms without any training-test data leakage.
I. INTRODUCTION
W ITH the current sensor advancements, hyperspectral satellite imaging (HSI) is becoming a mature technology that captures a very detailed spectrum (usually more than a hundred of bands) of light for each pixel. Such a big amount of reflectance information about the underlying material can help in accurate HSI pixelwise classification (deciding on each pixel's class label) and segmentation (deciding on the boundaries of objects of a given class; note that HSI classification and segmentation are interlinked, and segmentation involves classification of separate pixels) [1] . Hence, HSI is being actively used in multiple areas, including precision agriculture, military, surveillance, and more [2] . The state-of-the-art HSI segmentation methods include conventional machine-learning algorithms, which can be further divided into unsupervised [1] , [3] and supervised [2] , [4] , [5] techniques, and modern deep-learning (DL) algorithms [6] - [17] that do not require feature engineering. DL allows for extracting spectral features (e.g., using deep-belief networks [DBNs] [11] , [12] and recurrent neural networks [RNNs] [13] ) or both spectral and spatial pixel's information-mainly using convolutional neural networks (CNNs) [9] , [10] , [14] - [17] and some DBNs [6] , [7] .
Validation of the HSI segmentation algorithms is a challenging task, especially due to the limited number of manually annotated ground-truth sets. Virtually, all segmentation techniques have been tested using up to three HSI benchmarks (Table I) Valley images being the most popular (exploited in 15, 8, and 5 out of 17 recently published papers inspected in this letter). A common approach is to extract training T, test (used for quantifying the generalization of the trained model), and possibly validation V (used for hyperparameter selection or guiding the training process in DL approaches) subsets from the very same HSI. Almost all analyzed algorithms were validated using random splits (possibly drawn multiple times in the Monte Carlo setting), in which pixels from an input HSI are selected as training and test pixels at random (without overlaps). Unfortunately, different authors report different divisions (in terms of the percentages of pixels taken as training and test ones), which makes a fair comparison of new and existing techniques troublesome. Random selection of T and can easily lead to overestimating the performance of the validated HSI segmentation, if the features describing a single pixel are extracted from its neighborhood in the spatial domain. This problem is illustrated for Indian Pines in Fig. 1 and explained in Fig. 2 -three pixels (t i ) are selected to T and four pixels (ψ i ) are in . For such random selection, the 5 × 5 neighborhoods of the pixels in T and overlap. As a result, some of the pixels that are used for testing have been seen during training (marked as 1545-598X © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. Training (t i ) and test (ψ i ) pixels (dark and light gray areas show the training and test pixels' spatial neighborhoods, respectively). The overlapping pixels (red-shadowed area) are "leaked" across these sets-test pixels (ψ 1 , ψ 2 , ψ 3 ) which are either affected directly, or their neighborhood is affected by the training-test leakage problem are annotated with the red-dashed lines. red), and this even may concern the very pixels in (here, ψ 2 ). In this example, only ψ 4 is independent of T . The most commonly reported scenario is to select the pixels to T , while the remaining pixels form . In such cases, all pixels, which are not in T , but are in the neighborhood of the pixels from T, are used for evaluation, resulting in data leaks between training and test sets. In general, the pattern recognition and machine learning communities are well aware that training-test information leakage must be avoided while evaluating classifiers, and this has been addressed with applying cross validation. However, in some cases, there exist intrinsic dependencies between the data, which make the standard cross validation insufficient [18] . Such problems are case-specific and there is no universal solution here (there are works in various domains which report the implications of the data leakage [19] ). The efforts of researchers currently focus on ensuring that the data management does not cause any data leakage [18] and on understanding the pitfalls of cross validation [20] , [21] .
This observation may appear trivial, however, in practically all works which extract spatial-spectral features, it is not reported to exclude the entire neighborhoods of the pixels used for training from . This problem is even more apparent for deep CNNs, where the features used for classifying a given pixel p are extracted from an entire patch, whose central pixel is p. Although in the papers mentioned here, the dimensions of these patches do not exceed 10 × 10 pixels, it is not uncommon to see patches larger than 100 × 100, and some architectures, including a famous U-Net [22] , can process an entire image. Such networks are capable of learning high-level rules, which may be image-specific, leading to poor generalization, if derived from a single image. For example, a CNN may learn that a broccoli field is located alongside a bitumen road, in addition to some spectral and local features. Moreover, CNNs require lots of data in T for training, so their performance is often validated using cross validation with T much larger than . Hence-because of the training-test information leakage-it is possible that almost all pixels that lay in the neighborhoods of test pixels are seen during the training process (the leaked pixels are located in the red-shadowed areas in an example presented in Fig. 2 ; those areas will grow with the increase of the training set cardinality). Overall, the evaluation of HSI segmentation, especially performed using CNNs, may render overoptimistic conclusions.
In this letter, we analyze a recent spatial-spectral method from the literature that exploits a CNN [16] , alongside our spectral CNN which does not utilize spatial information, and we report our experiments (Section III) to demonstrate the potential consequences of such training-test information leakages. Our contribution lies in introducing a simple and flexible method for extracting training and test sets from an input HSI (Section II) which does not suffer from the training-test data leakage. We use it to generate a benchmark (based on the Salinas Valley, Pavia University, and Indian Pines images) that can be utilized for fair comparison of HSI segmentation algorithms. The results obtained using these data clearly show that training-test information leakages, together with other problems including intrinsic correlation of the training data and imbalanced representation (which can even mean absence of some classes in T), can drastically decrease the estimated accuracy for widely used benchmark scenes.
II. PATCH-BASED HSI SEGMENTATION BENCHMARKS
In our patch-based algorithm to generate HSI benchmarks, we randomly select a set of patches of size w p × h p from an input image, where w p and h p denote their width and height, respectively. The patch size is relative to the original image dimensions, and therefore, it is t w w I × t h h I , where w I and h I are the width and height of the image, and t w and t h (given in %) are the hyperparameters of our method. These hyperparameters are dependent on the size of the pixel neighborhood utilized by the HSI classification algorithm that is being validated, and they should be kept relatively small (in our experiments, they do not exceed 5% of the corresponding HSI dimension). To enhance the heterogeneity of both training and test sets, we recommend sampling a larger number of smaller patches to both sets (instead of a small number of large patches). The patches are being drawn until at least T pixels are selected, where T denotes the desired cardinality of the training set T (this set may be balanced or imbalanced). Importantly, for those test pixels whose spatial neighborhood is not entirely included in a patch, we perform zero padding (i.e., their missing neighboring pixels are zeroed to enable classifying them using the validated algorithm). Therefore, there are no overlaps between the patches contained within the training and test sets. Finally, note that drawing very small patches (i.e., using very small t w and t h values) may induce ignoring some of the spatial information for all training/test pixels. To avoid it, we recommend extracting the patches that include the entire spatial neighborhood information of at least their central pixel (e.g., to validate a method that benefits from a 5 × 5 pixel neighborhood while classifying the central pixel using an 200×400 pixel HSI, we should sample patches larger or equal to 5 × 5 pixels, thus t w ≥ 2.5% and t h ≥ 1.25%).
We created patch-based benchmarks over three most popular HSI: Salinas Valley [NASA Airborne Visible InfraRed Imaging Spectrometer (AVIRIS) sensor; 224 channels with wavelengths in a 400-2450-nm range, 10-nm bandwidth, calibrated to within 1 nm], Pavia University (Reflective Optics System Imaging Spectrometer; 115 channels in a 430-850nm range, 4-nm bandwidth), and Indian Pines (AVIRIS). All benchmarks generated using our method (discussed below), alongside its Python implementation, are available at https://tinyurl.com/ieee-grsl. To verify the impact of such partitions on the performance of a state-of-the-art method exploiting the spatial information, we created splits that contain similar numbers of training/test pixels as reported in [16] . In addition, our sets are imbalanced and may even not contain pixels from a given class (which reflects real-life satellite imaging scenarios where we cannot assume that all classes of interest appear within a scene), therefore should be considered much more challenging for any classifier.
1) Salinas Valley: This set (217 × 512 pixels) was captured over Salinas Valley in California, USA (different sorts of vegetation, 16 classes, 224 bands), with a spatial resolution of 3.7 m. We extract five folds (Fig. 3) , and w p = 10 and h p = 22 (in pixels), hence t w = 4.6% and t h = 4.3% (as discussed earlier, we kept t w ≤ 5% and t h ≤ 5% for all sets).
2) Pavia University: This set (340 × 610) was captured over Pavia University in Lombardy, Italy (urban scenery, 9 classes, 103 channels; 12 water absorption-dominated bands were removed), with a spatial resolution of 1.3 m. We extract five folds (Fig. 3) , w p = 17 and h p = 30 (t w = 5% and t h = 4.9%).
3) Indian Pines: This set (145 ×145) was captured over the Northwest Indiana, USA (agriculture and forest, 16 classes, 200 channels; 24 water-dominated bands were removed), with a spatial resolution of 20 m. We extract four folds (Fig. 3) , w p = 7 and h p = 7 (t w = t h = 4.8%).
III. EXPERIMENTS
The main objective of our experiments was to verify if a random division of pixels in an input HSI (into T and ) can lead to overoptimistic conclusions about the performance of the underlying models. We exploit two deep networks: 1) a recent state-of-the-art 3-D CNN (exploiting both spatial and spectral information [16] ), and our 2) 1-D convolutional network that uses only the spectral information (Fig. 4) . In all experiments, we keep the numbers of pixels in T and close to those reported in [16] (to ensure fair comparison), and train and validate the deep models using: 1) balanced T sets containing randomly selected pixels (B); 2) imbalanced T sets containing randomly selected pixels (IB); and 3) our patch-based data sets (P), discussed earlier in Section II. For each fold in (3), we repeat the experiments for five times, and for (1) and (2), we perform Monte Carlo cross validation with exactly the same number of repetitions (e.g., for Salinas we have five folds, each executed for 5 times, therefore we perform 25 independent Monte Carlo runs for B and IB). We report per-class, average (AA), and overall accuracies (OA), averaged across all runs.
Our deep models were implemented in Python 3.6 with Keras, and we used the ADAM optimizer [23] (learning rate of 0.001, β 1 = 0.9, and β 2 = 0.999). The deep-network training terminates if after 15 epochs the accuracy over V (a random subset of T ) plateaus. In our implementation of 3-D CNN, we do not benefit from the attribute profiles (APs) proposed in [16] , as the description was not detailed enough to fully reproduce this step. In spite of that, the obtained scores are close to those reported in [16] for Salinas Valley and Pavia University. The APs are extracted from a whole image before it is split into T and , which also implies information leak.
The classification scores are presented in Tables II-IV for  Salinas Valley, Pavia University, and Indian Pines, respectively.  TABLE II   PER In addition to the results obtained with our implementation, we also report the scores quoted from [16] (their approach was identical to our B for Pavia University and Salinas Valley, whereas the sets for Indian Pines were imbalanced in [16] ). In the Monte Carlo setting, AA is decreased by up to 6% for imbalanced sets when compared with their balanced counterparts (Pavia and Indian Pines) for 1-D deep network, and up to 3% for 3-D network (Indian Pines). Also, our implementation renders worse results than those reported in [16] (AA drops by ca. 2.5%, 6.5%, and 13% for Salinas Valley, Pavia University, and Indian Pines, respectively). These differences may be attributed to the lack of APs, which benefit from the global information within an image. The differences are more dramatic when we compare Monte Carlo cross validation (both B and IB) with our patch-based splits: OA drops by at least 20% (up to 37%) for the 3-D network, and 6%-19% for the 1-D network. The differences between (B−P) and (IB−P) variants are reported in Table V -they are substantially larger for 3-D CNN than for 1-D CNN in all cases. Contrary to 1-D CNN, in 3-D CNN, some pixels in are seen during training for B and IB variants (as discussed earlier in Section I), which in our opinion is the only reason why the (B−P) and (IB−P) drops in AA and OA are much larger for 3-D CNN when compared with 1-D CNN. The drop for 1-D CNN (as well as for 3-D CNN) can also be explained by the fact that our patch-based split results in much more imbalanced representation than IB-in P, we do not ensure including pixels which represent all classes in the training folds generated using the proposed technique, hence we can observe that the deep models are , hence such scenario is realistic. In addition to that, the patch-based approach extracts pixels located near each other, which may lead to higher correlation between the samples in T, therefore affecting the representativeness of the training set T . Finally, although the increased heterogeneity of T in P influences both 1-D and 3-D CNNs, the accuracy drop is more severe for the latter architecture, which also indicates the implication of the data leakage exploited by 3-D CNN in B and IB.
To shed more light on the statistical importance of the results, we executed two-tailed Wilcoxon tests over AA. The null hypothesis: "applying different validation strategies and models renders the same-quality segmentation" can be rejected for all cases ( p < 0.01). It proves the validity of our observations on the overoptimistic performance reported for the 3-D network tested using cross validation when compared with our patch-based settings. Although the differences are statistically important for the 1-D network as well (B and IB vs. P), they are much smaller than for 3-D, which helps understand the importance of avoiding the information leakages.
IV. CONCLUSION
In this letter, we showed that the Monte Carlo cross validation-which is currently followed in the literature as the strategy to verify emerging hyperspectral image segmentation methods-can very easily lead to overoptimistic conclusions about the performance of segmentation algorithms, because of possible data leaks between the training and the test sets. We introduced a simple method for creating training-test splits that are free from such shortcomings and elaborated three ready-to-use hyperspectral image segmentation benchmarks. The experiments, backed up with statistical tests, gave evidence that our patch-based benchmarks are fairly challenging. The results obtained using two deep-network models (especially the one exploiting the information on pixels' neighborhoods) are much different in the statistical sense (and much worse) compared with Monte Carlo validation, where the leak of information between the training and test sets occurs. It is especially harmful for algorithms that benefit from the spatial relations concerning a classified pixel, since their classification performance may be seriously overestimated. Currently, we focus on 1) elaborating balanced patch-based training-test splits and 2) applying methods for balancing HSI sets.
