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Scythe
Proceedings and Bulletin of the 
International Data Farming 
Community
It is appropriate that the publication 
supporting the International Data 
Farming Workshop is named after a 
farming implement. In farming, a 
scythe is used to clear and harvest. 
We hope that the “Scythe” will 
perform a similar role for our data 
farming community by being a tool 
to help prepare for our data farming 
efforts and harvest the results. The 
Scythe is provided to all attendees 
of the Workshops. Electronic copies 
may be obtained by request to the 
editors.  Please contact the editors 
for additional paper copies.
Articles, ideas for articles and 





What If? Workshop 26
"Data Farming a Network of 
Modeling Communities"
International Data Farming Community
Overview
The International Data Farming Community is a 
consortium of researchers interested in the study of 
Data Farming, its methodologies, applications, 
tools, and evolution.
The primary venue for the Community is the 
biannual Workshops, where researchers participate 
in team-oriented model development, 
experimental design, and analysis using high 
performance computing resources... that is, Data 
Farming. 
Scythe, Proceedings and Bulletin of the 
International Data Farming Community, Issue 14, 





This event was the 26th in a series of workshops where we have focused on gaining insights into our what-if? questions 
through data farming.  It marks a new beginning in several ways starting with the name. Because of our emphasis on questions 
and the fact that the key question we ask over and over again during the data farming process is “What if?”, we now are using 
the new name "What If? Workshop!"
We are also beginning a new NATO Modeling and Simulation Task Group "Developing Actionable Data Farming Decision 
Support for NATO." This Task Group has been designated MSG-124 and will apply the work from the recently completed 
MSG-088 Task Group that documented the data farming process. The initial work of MSG-124 is to seek appropriate application 
areas and use the now codified process in exploring these areas and the group started this task at What If? Workshop (WI?W) 26.
WI?W 26 was held from June 2nd through 7th, 2013. It was held in conjunction with MSG-124 Meeting One at the MCR 
Offices in Alexandria, Virginia, USA just south of Washington DC.  We had four teams and the first consisted of members of 
MSG-124 considering areas of application to pursue using data farming during the course of MSG-124. The other three teams had 
the goal during the week to use data farming methods to explore questions in particular topic areas.  These three teams were 
Cyber Attack Resilience, Data Farming in Support of NBC Detection, and Climate Change and Humanitarian Assistance.
I would like to express thanks to the team leaders, the plenary speakers, and all  of the participants in WI?W 26! And, of 
course, a large thank you to MCR for hosting the workshop! This issue, our fourteenth, of the Scythe contains a  summary of each 
team effort. And I would like to offer special thanks to Dr. Ted Meyer for orchestrating the production of this publication.
Looking ahead, you 
are invited to the 27th in 
the series of workshops 
where we will focus on 
gaining insights into our 
questions through data 
farming to be held in 
January 2014 in Helsinki, 
Finland and detail can be 
found on the inside back 
cover of this publication. 
And for those of you 
who would like to plan a 
little more in advance, 
What  If?  Workshop 28, is 
planned for October 
2014 in the Washington 
DC area. We hope to see 
you at both of these 
events!
Gary Horne
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Team 1 at WI?W 26 consisted of participants in the NATO 
Task Group MSG-124, Developing Actionable Data Farming 
Decision Support for NATO. The core objective of MSG-124 is 
to apply data farming capabilities that could contribute to the 
development of improved decision support to NATO forces. 
Codification of data farming took place in the recently 
completed task group MSG-088, including documentation of 
the six domains of data farming: Collaboration, Rapid 
Scenario Prototyping, Model Development, Design of 
Experiments, High Performance Computing, and Analysis & 
Visualization. During this first meeting of MSG-124, Team 1 
began the task of applying these six domains to relevant 
questions by first identifying appropriate question areas and 
the resources available to answer them.  Team 1 members 
worked with the other teams and with individuals from 
organizations such as the NATO Allied Command 
Transformation to discern possibilities for the application of 
data farming to current NATO needs. 
During the week, two topic areas were chosen for 
immediate exploration within MSG-124. The selection of these 
two areas does not mean that other topic areas are not 
possible for consideration during the three-year task group.  It 
simply means these are the two areas that the task group will 
form syndicates around at this time. The two initial topics 
that were selected by the team are Operational Defence 
Planning to be co-led by Sweden and Germany and Cyber 
Defense to be led by the USA.
The overall question to be addressed by the Operational 
Defence Planning Syndicate is: How can we best use what we 
have?   The initial scenario and questions are based on current 
Swedish studies, but will be scaled up to a larger scenario. 
This scenario will include a focus on long-range missile 
attacks on blue air  bases. It was decided that representatives 
from Sweden, Germany, and Finland would further discuss 
the scenario and questions before the next MSG-124 meeting 
to take place in September in Istanbul.
The overall question to be addressed by the Cyber 
Defense Syndicate is: How should cyber defence mechanisms 
be implemented to improve network security? The plan 
developed by the team included the creation of a list of 
questions and categories of questions that may be addressed 
before the next meeting in Istanbul. Another goal is to 
improve the current NetLogo Model used in Team 2 based on 
lessons learned at WI?W 26 and continue to exercise the data 
farming process.  And in Istanbul, the syndicate plans to start 
data farming using the improved model.
Two other areas were also considered to be amenable to 
data farming and might possibly be quite valuable to NATO. 
And the task group is reserving the option to pursue them in 
the future. One is data farming in support of NBC detection 
where a variety of detection capability and threat 
combinations could be examined. The other area is 
humanitarian assistance with an emphasis on missions 
necessitated by climate change.  In other words, the basic 
question here is: Given global climate change, how will it 
complicate various humanitarian support efforts and NATO’s 
role in them, given the complex interaction of multiple 
systems in a changing environment?
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Team 2: Data Farming to 















Team 2 focused on addressing the needs of NATO ACT 
regarding cyber defence as defined prior to What If? 
Workshop 26 (WI?W 26) and the results from this team at 
WI?W 26 are described in this article. In this work, we 
primarily explored how potential solutions could be 
prioritized, and how network characteristics impacted their 
ranking. Two approaches were explored. The first consisted in 
using expert opinion to rank a notional set of cyber security 
measures against a preliminary list of NATO CIS Capabilities 
and explore the impact that different network characteristics 
would have in the mapping between the two. The second 
approach consisted of leveraging the agent-based model to 
explore the impact of control variables on ability to detect 
cyber-attacks.
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TABLE	  I.	  MAPPING	  BETWEEN	  CYBER	  SECURITY	  CONTROLS	  AND	  NATO	  CIS	  CAPABILITIES.
The expert opinion approach consisted of establishing a 
mapping between the controls that could be implemented, 
and the capabilities that NATO intends to achieve. In this 
case, the SANS Framework controls were used as the security 
controls, but it is understood that these will not constitute the 
final set of controls to be explored by NATO. The set of higher 
level capabilities that NATO intended to achieve was derived 
from a preliminary list that was shared by the NATO 
participants at WI?W 26. This list had not been finalized nor 
fully approved, but it was deemed to be sufficiently mature to 
test the process described here. The final element necessary 
for this exercise is extensive subject matter expertise. Despite 
having a capable and diverse team at WI?W 26, the team 
recognized that it did not have extensive expertise on the 
subject, but attempted to complete the mapping as best it 
could to test the process. The preliminary results of this 
mapping are presented in Table I. The question that was used 
to populate the mapping was “How critical is it to implement 
the control in order to achieve the capability?” This was 
clarified to mean: “if the control is not implemented, or 
implemented poorly, what is the impact on the ability to 
implement the capability?” The scale used for the mapping 
ranged from: Very High (VH), High (H), Medium (M), Low 
(L), to Very Low (VL) and included the Not Applicable (NA) 
option in case it was deemed that a control had no effect on a 
particular capability. Two caveats were identified during the 
mapping process. There was a need to capture the fact that 
the capabilities were interdependent, e.g., in order to “Assess 
CIS Security Information” it is necessary to “Collect CIS 
Security Information.” This was reflected in the mappings by 
adding a “*” to the mapping. The second caveat was the fact 
that some of the controls were not truly necessary, but would 
improve the ability to achieve the capability. These mappings 
were represented by adding a “^” to the mapping. These 
mappings were then assessed by a custom Visual Basic for 
Applications (VBA) function (convertmapping) that filtered 
the mappings depending on whether or not they had one of 
these characters, and translated the categorical values into 
their numerical equivalent according to a predetermined 
scale. In this case, because the study was conducted as a proof 
of concept, the scale was set to: VH=100%, H=80%, M=60%, 
L=30%, VL=15%, and NA=0%. In a full study, the sensitivity 
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Figure 1. Notional User interface for the Expert-Opinion Control Prioritization Framework.
of the results to this scale would have to be tested to ensure 
the validity of the results.
The processed results were integrated with a simple user 
interface that allowed the user to explore the impact of a 
implementing the controls to different levels of satisfaction. 
The algorithm used to translate the mappings to a 
satisfaction of the capability was based on the concept that a 
capability that requires multiple controls to be implemented, 
will be done as well as the complement of its shortfall, i.e., 
inability to achieve it. And the shortfall of a capability can be 
estimated to be the average of N of the biggest weighted 
shortfalls of the controls, where the weight is derived from 
the expert opinion mappings and N is a function of the 
number of lower elements, in this case, the controls. 
Therefore the level of satisfaction of a capability is equal to 
100% minus the average of the largest values of weight times 
control shortfall, where control shortfall is equal to 100% 
minus its satisfaction. This model was developed to avoid the 
issue of compensation that weighted sums tend to produce, 
whereby if a large number of elements are present, and even 
though they may all be important, their individual impact 
can be “washed out” by the others. For example, if there are 
10 controls, and all of them are deemed critical, in a weighted 
sum, a capability would be achieved at a 90% level if 9 of the 
10 controls were fully implemented and one was not. This 
many indeed not be the case as the controls are 
interdependent and rely on each other to ensure that the 
capability is achieved. Conversely, this model was found to 
be suitable where no compensation could occur between the 
controls, i.e., the absence of one control could be remedied by 
the presence of another. In the event that that was to happen, 
this approach would not be suitable in its current form, but 
would require the compensating controls to be grouped, and 
assessed in a hierarchical form.
The resulting user interface is presented in Figure 1, 
where the weight (Wt) of each control is derived of how 
critical it is to each capability, the Implementation Level (Imp. 
Level) of each control can be specified by the user, and the 
level of achievement of each Cyber Defence Capability can be 
observed on the rightmost column. In addition the user can 
select/deselect the filters for the caveats described above, plus 
those controls deemed only applicable to third party entities.
This approach nonetheless proved to be difficult to study 
using traditional data farming techniques. A more suitable 
use of data farming is through the exploration of a 
quantitative model that can simulate various scenarios and 
conditions.
At this stage of the process the model was evolving, but it 
was necessary to study the impact that one control parameter 
may have on another, i.e., the relative importance of certain 
factors, and their interdependence. For this reason a fractional 
factorial design was developed for sensor and network 
parameters, as well as a few parameters that were beyond the 
control of the network architect. These results were then used 
to regress various surrogate models (also referred to as meta-
models) and compare their predictions. Figure 2 presents the 
contour profiler results for a 2nd order response surface 
model (on the left) and an artificial neural network model (on 
the right) for the 90% confidence interval of detecting at least a 
certain number of attacks. In these plots the white space 
represents the parameter space that yields a greater number of 
attacks than the threshold, while the shaded portion 
represents the converse. It is clear that number of sensors has 
minimal impact when compared to the probability of 
detection of those sensors. This result, which is notional and 
preliminary at best, indicates that it is better to acquire fewer 
sensors but with a higher probability of detecting attacks, than 
to acquire many poor quality sensors. Once again, this result 
must be understood to be illustrative in nature, and 
representative of the type of trades that could be performed if 
a more mature model was developed, and not a de facto 
statement that fewer better sensors is a  preferable to more less 
effective ones.
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Figure 2. Comparison of Response Surface
What If? Workshop 26
Team Work & Events
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The transport of illicit radiological and nuclear materials 
is of interest to the North Atlantic Treaty Organization 
(NATO) Allied Command Transformation (ACT). This 
problem, in practice, can be a complex one, when the entire 
operation, start to finish, is considered.  This working group 
sought to unravel the methodology that could be used to 
model and understand the behavior(s) associated with this 
problem.
The Dilemma
In 2006, a technical demonstration was conducted by 
NATO to establish whether the detection of chemical, 
biological, radiological and nuclear (CBRN) materials in 
sealed shipping containers was feasible. The results of this 
demonstration showed that detection of radiological and 
nuclear materials was possible, as long as the materials were 
not housed in shielded containers.  Drawing from this 
understanding, NATO patrol teams are currently being 
outfitted with the proper equipment to add radiological and 
nuclear examination to their ongoing patrols on the high seas.
One area of concern then becomes where and how to 
effectively patrol and which vessels to intercept.  The aim of 
this working group is to demonstrate data farming as a 
method of investigating this concern.  Other methodologies, 
including an optimization model and a Bayesian model, were 
suggested as alternative approach. These are not included in 
this paper.
Scenario Overview
Although this problem could be addressed for any body 
of water in any part of the world, in order to use data farming 
techniques effectively, the working group picked a generic 
body of land/water  to discuss ideas and come up with 
potential factors to begin modeling. The following is the 
scenario:
In this scenario (Figure 1), the NATO nation coastline 
(Country “X”) is represented in white.  The ocean is 
represented in blue and the nation’s territorial waters are 
marked with a dotted red line.  The bounding box (thin black 
line) marks the area to constrain the model.
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Figure 1: Constraints for Data Farming Model
Some of the first things to be determined are the 
following:
• How large of an area will be modeled?
• Is there any baseline shipping lane data from the area 
to be modeled?
• What are the established routes into and out of the 
closest port to the patrol area to be modeled?
Once the model is established, the working group 
developed several factors that could be farmed over. 
Although other modeling techniques were suggested, the 
group felt that several parameters could be varied using data 
farming techniques and interdependence may be able to be 
extracted.  For example, the efficiency of training the boarding 
parties in using and searching for radiological and nuclear 
materials could affect how effective the search was.
There were several parameters of interest to farm over for 
the working group.  They are listed below.  Please note, it was 
assumed that data for each of the parameters below could be 
obtained.
• Intelligence/Intel (Probability of accuracy; manifest 
accuracy; port of departure; route; port of destination)
• Number of patrol vessels available to search in the 
patrol area
• Reachback (Amount of time needed to verify illicit 
material spectra)
• Training boarding parties (How efficient was the 
training given and how much will they retain)
• Shipping routes (Probability that a vessel is away from 
a shipping lane reflects illicit activity)
• Reliability of radiological & nuclear sensors
• Backup/Help (Probability of backup being sent in a 
specific time or  varying the time it takes for a second 
boarding party to reach the vessel being searched)
• Number of shipping routes in the scenario 
• Number of vessels per lane (How far apart do they 
need to be; Are vessels loading/unloading cargo from 
one to another)
• Cargo shielding (Vary the percentage of cargo aboard 
a vessel being shielded to determine how this effects 
overall mission)
• Length of search time
• Vessel size
• Size of the boarding party
• Size of the patrol area
• Intercept distance (Speed, distance of patrol vessel to 
vessel in question/under search)
• Search effectiveness (Probability that a search will 
result in an illicit material determination)
• Route the patrol vessel uses/can travel on
The overall goal of this model is to minimize the number 
of unnecessary searches, maximize the number of 
interceptions of illicit radiological and nuclear material and to 
minimize the number of searches NATO conducted without 
compromising the ability to detect and find illicit 
radiological/nuclear material.  
Data Farming Tools
After a cursory examination of the problem, two data 
farming models came to mind.  The first is the SANDIS 
combat model, developed by the Finnish Defense Forces. 
Although the SANDIS model was developed for combat on 
land, routes can be easily added; shipping lanes could be 
translated from this method of route planning already in 
SANDIS.  The second tool, MANA, was developed by the 
New Zealand Defense Technology Agency.  This model 
allows for “blue” and “red” force interactions and both could 
include both tangible (vessel size, number of routes, etc) and 
intangible (trust, friendly/non-friendly boarding, etc).
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Team 4: Climate Change and Humanitarian 



















Team 4 worked on initial planning for examining 
humanitarian assistance using a What If?  Network approach. 
During Workshop 23, Team 3 explored interagency, 
interdisciplinary, and international questions addressing a 
suite of global crises. A “What If?” network (WIN) of models 
was proposed as a potential tool for beginning to examine the 
complex system of systems. 
For this workshop, Team 4 launched an effort to define a 
data farming capability using the WIN concept in the context 
of considering the impact of these global crises on 
humanitarian aid and disaster relief. Specifically, Team 4 
began an examination of the affect of climate change on 
humanitarian aid in Somalia. 
Additionally, Team 4 tested the application of “serious 
gaming” methods and tools as a step in understanding the 
systems to be modeled and in prototyping model processes 
and rules. Two questions were posed:
Application: Given global climate change, how will it 
complicate humanitarian assistance, support and roles in 
Somalia?
Capability: In order to build a network of modeling 
systems integrated through data farming what components, 
methods, tools and expertise are required? 
Application: Impact of Climate Change
In this workshop we consider a  scenario in Somalia 
paralleling the 2011 drought but stepping into the future. 
Increased population and declining crop productivity 
combine with a drought that requires larger Humanitarian 
Assistance/Disaster Relief (HA/DR) response including 
greater ship and airborne relief. 
The project examines future HA/DR operations from a 
new perspective. Existing work focuses on how climate 
change will drive HA/DR needs. This project expands the 
focus to consider also how climate change will complicate the 
HA/DR process. Impacts include:
• Operations at port facilities have been degraded by sea 
level rise and storm surge. 
• Intense storms can damage airfields, shipping facilities, 
and flash floods wash out key roads. 
• Medical, storage, and distribution facilities are taxed by 
an increased urban population experiencing new climate 
and disease stressors. 
• Maintenance of key infrastructure declines due to a failed 
government, greater demand, and lack of resources.
• Piracy reappears in more virulent form, and both 
terrorists and pirates interdict supply routes.
• Donor countries themselves experience changed climates 
resulting in external financing failing to keep pace with 
increased demand for aid.
• Droughts and storm damage in major global 
breadbaskets limit available food aid and increase prices. 
• Militaries are tested by a plethora of crises and declining 
budgets.
Together, these challenges complicate what was already a 
daunting HA/DR situation. Cumulative effects create chronic 
stress on populations and respondents. Thus, we face 
combined chronic and acute stressors. 
Climate change driven challenges may complicate HA/
DR response even if the crisis is not climate driven, such as an 
earthquake, tsunami, or political instability. Thus, the lessons 
to be learned must be widely understood and encompass a 
range of HA/DR operations.
Somalia has one of the highest growth rates in the world. 
Population, now over 10M, will increase over  50% by 2030. 
Population in urban areas will nearly double.
Capability: Serious Gaming
Serious gaming is a capability that was used during this 
workshop to hone the specifics of the application we wanted to 
address. Serious Games is a concept that exercises gaming 
technology for education and problem solving. Gaming can 
help people learn difficult and complicated subjects and 
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address complex problems. Gaming can be used as a method 
for a multi-disciplinary team to come together and shake out 
the important factors to be considered in a data farming effort. 
Gaming itself is a form of simulation that uses game rules 
as a model and players and game board as the 
computational environment. 
Figure 1 is an image of the game board that was 
developed for this workshop. “Crises in Somalia” is a 
cooperative game where the players collaborate to 
stabilize the country and a stem the growth of four 
“systems” that are disrupting Somalia: pirates, militants, 
disease, and crop damage. 
The team used the game construct to get analysts, 
modelers and subject-matter  experts to start examining 
the cross-sub-system feedback loops, uncover second and 
third order effects, and to foster collaboration across the 
multidisciplinary team. A “data farming” run of two 
games was executed with a different set of players for 
each game. Team members came away from the game 
with an understanding of the limitations of the game 
model and a set of ideas about the sub-systems that might 
be important in model construction.
Capability: What If? Networking
Team 4 intends to develop a prototype WIN to test the 
concept of linking models into a system of systems using 
data farming designs and results as the model interfaces. 
In Figure 2 we show an initial set of systems that were 
identified by the team as being tied to and having impact 
on humanitarian assistance activities. The team does not 
consider this set to be complete set of sub-
systems, but considers this to be a reasonable 
starting point in developing a WIN. Climate 
change, agriculture, government stability, crime, 
economics and trade, transportation and water 
are examples of systems that are individually 
complex, and that are cross-linked in a variety of 
ways. Together, along with a  variety of other real-
world systems, these form a network of 
interacting systems. Specifically, for the purposes 
of examining the impact of climate change, the 
team was able to identify concrete impact on 
these systems by climate variations. 
! Commonly, in developing a model, systems 
such as these are either replaced with single point 
static assumptions or become a dynamic parts of 
the model being developed. When dynamic 
additions to the model system are added, the 
process leads to models that: are more complex; 
require more computing resources; have longer 
developmental times, and limit the potential 
variability associate with the subsystems 
integrated. 
! The WIN approach expects that a system of 
systems is represented by independent 
distillations of the sub-systems. Each sub-system 
is distilled (computationally, conceptually, 
observationally, or manually) and data farmed. 
The distribution of outcomes from each sub-
system data farming is used to build an experimental design 
space for data farming the core model. Figure 3 represents this 
alternative WIN approach. Here models of these impacting 
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! Figure 1 – Network of Models
Figure 2 – Network of Models
systems (climate change in Figure 2) are data farmed and the 
distribution of outcomes is used to build an experimental 
design matrix for data farming the model of interest. In this 
way the inherent variability of impact of climate change is 
represented when the HA model is data farmed. 
A WIN consists of a collection of models, each of which 
can provide distributions of outcomes that can become the 
basis for  an experimental design that will better data farm the 
model of interest. Each of the models in this collection can be 
developed independently or can be acquired from 
communities of expertise in that particular subsystem.
Model Definition
In order to begin to develop a system of system model 
using the WIN paradigm, the team worked to define an initial 
set of systems and sub-system that might have impact on HA. 
Figure 2 represents the initial set of regional systems that the 
team determined should be represented in a prototype model 
network addressing the application. These included:
-­‐‑ Economy/Trade! -! Crime
-­‐‑ Logistics! -! Transportation
-­‐‑ Agriculture! -! Climate 
-­‐‑ Water! -! Power
-­‐‑ Cyber ! -! Culture
-­‐‑ Government Stability/Insurgency
Figure 4 represent global systems, external to Somalia 
and local control, that might be impacted by climate change 
and subsequently impact HA and other local systems. of 
systems that potentially impact HA efforts at a global level 
that the team initially identified for prototyping.
Going Forward
Team 4 identified a network of linked systems that 
potentially impact HA efforts in a state. Using the WIN 
approach each of these systems can be “modeled” by:
‒ Simple assumptions built into a base model;
‒ Static data acquired;
‒ Sampled dynamic data (metamodel); or 
‒ Data farming of a computational Model.
The working starting point is that the initial modeling 
effort will create a simple HA Agent model based on game 
dynamics for  purely illustrative purposes. Initially, three sub-
systems (climate, agriculture and insurgency) will be targeted, 
but development of any of the sub-systems should be able to 
be integrated.
Initially, the insurgent activity will be based on the game 
dynamic, agriculture will be based on simple weather impact 
model driven by climate, and the climate subsystem will be 
represented by five well established climate system models 
that have been vetted by the climate community:
• 20th Century/Historical Simulations




Other systems will be represented in the WIN with 
simple fixed data, but with the ability to be data farm over 
that input variable so that more sophisticated outcome 
distributes can be applied if desired.
Three modeling platforms are being considered for 
modeling and implementation of the core illustrative HA 
model: SimPy, PyABM, and NetLogo. Interfaces either exist of 
will be defined for data farming these systems.
As work moves forward, we plan to leverage the HA/
DR case study completed by MSG-088. We also plan to 
collaborate to integrate linked system models using data 
farming with simple file-based constructs to implement a 
WIN. Plans for the continuation of this effort are in place for 
WI?W 27 in Finland. 
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Figure 3 – Using the Data Farming Distribution of Outcomes as Basis of Experimental Design for Target Model
Figure 4 – Network of Models
What If? Workshop 27 
When:	
 27 - 31 January 2014
Where: 	
 Finnish National Defence University (NDU)
Santahamina, Helsinki
Hotel: 	
 The preferred lodging for participants is: Hotel Hilton Helsinki Strand, John Stenbergin ranta 4. www.hilton.fi/
helsinki-strand, tel: +358 9 39351, email: helsinkistrand@hilton.com. For reservations please call or email the 
hotel. Single room 136,20€; Double room 156,20€ Breakfast is included. (Use code: G1MAAA) A slot of 50 
rooms is available for workshop participants until 11 JAN 2014. Shuttle bus to the NDU departs in front of 
the hotel.
Contacts:	
 Niina Nissinen at niina.nissinen@mil.fi or Gary Horne at datafarming@verizon.net if you are interested.












 Hierarchic Use of Data Farming: Principles, Recommendations and Examples
No fee for Workshop!
Tentative Agenda 
Sunday, January 26: Opening Dinner at Hotel Hilton Helsinki Strand, starting with reception at 1800 (49€)
Monday, January 27: Opening team briefs and other plenary briefings
Tuesday - Thursday, January 28 - 30: Work in teams 
Wednesday, January 29: Social event, “Sport, Sauna, and Culture” (starting at 1400 with no-host dinner after the other activities)
Friday, January 31: Outbriefs and Closing Ceremony in the morning. 
Scythe - Proceedings and Bulletin of the International Data Farming Community
Issue 14- Workshop 26
