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Abstract 
The consistency in ratings provided by examiners can affect the reliability of the OSCE. This study was designed to identify the
inter-rater reliability among examiners. This was a cross-sectional study involving 22 clinicians from all disciplines of medicine. 
An OSCE video was shown to each group and the examiners were to give their marks. The results showed a strong agreement 
among examiner in mixed discipline group (ICC=0.83), obstetrics & gynaecology group (ICC=0.84) and psychiatry group  
(ICC=0.88). Further analysis showed a moderate agreement among expert examiner (ICC=0.70) and non-expert examiners 
(ICC=0.78). We concluded that regardless the number of clinicians used as examiners in OSCE assessment, early exposure on 
OSCE, comprehensive training and OSCE station briefing prior to the examination are recommended. 
© 2011 Published by Elsevier Ltd. Selection and/or peer reviewed under responsibility of the UKM Teaching and Learning 
Congress 2011. 
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1. Introduction 
1.1 Objective structured clinical examination (OSCE)
Measuring competencies among undergraduate medical students to produce a competent junior doctor is a 
critical issue among medical institutions. Epstein and Hundret (2002) defined competency as the habitual and 
judicious use of communication, technical skills,  knowledge, clinical reasoning, values, emotions and reflection in 
daily practice for the benefit of the individual and the community being served. Various methods of assessment 
have been devised to evaluate the clinical competence of undergraduate medical students. Combinations of different 
types of assessment were necessary to include the cognitive, psychomotor and affective domains.  
OSCE is a series of timed stations which examinees are assessed by a single or more examiners while 
performing a standardized clinical task during patient examination using a well defined structured marking sheet 
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(Newble 2004).  It is used as an assessment tool for both formative and summative evaluations of medical 
undergraduates and postgraduate students in most medical institutions. It is a well established method of assessment 
(Ward & Barratt 2005) and one of the most common methods of measuring clinical skills (Petrusa 2002; Touchie et 
al. 2010). Every process in OSCE development has to be done precisely to maintain the validity and reliability of 
the assessment.  
1.2 Examiner background 
There has been a concern that examiners selection may affect the reliability of the final professional OSCE. A 
borderline candidate can either pass or fail after being rated by two different examiners. Content experts should be 
the examiners who taught the competencies that should be achieved by the students. However, due to limited 
resources and time constraint, the content experts are usually replaced by non-experts which were other clinical 
examiners within their specialty. Examiner’s background such as specialities, good medical knowledge, experience 
in rating a candidate and level of qualification can show various range of inter-rater reliability in OSCE. Wong et al.
(2007) have suggested that clinician examiners would be the most appropriate person to be the examiner as they 
will be able to assess both communication and clinical competencies in OSCE stations.  
Non-clinicians examiners with a variety of background have been used in assessing generic skills stations. Using 
a non-clinician examiners can reduce the need for clinician examiners who otherwise will be distracted from their 
daily jobs. Several papers are analysing the inter-rater reliability using medical students (Chenot et al. 2007), trained 
assessors with a medical background such as nursing, pharmacy,  physiotherapy, occupational therapy, paramedics 
and psychology (Humphrey-Murto et al. 2005), standardized patients (Kevin et al. 2007;  Scheffer et al. 2008) and 
real patients (Thistlethwaite 2002).  
1.3 Inter-rater reliability in OSCE 
Reliability refers to the precision of measurement or the reproducibility of the scores obtained with the 
examination (Van Der Vleuten 2000). Using a structured and standardized scoring checklist can also improve the 
reliability of the OSCE. However, examiner’s interpretation of each item and candidates’ performances during the 
examination will determine the scores of the  candidates. Wilkinson et al. (2003) found that stations construction 
and mark sheets contributed 10.1% and examiners contributed 89.9% to the variation in interrater reliability. 
Improving the inter-rater reliability is one of the methods to maximize the reliability in OSCE. Inter-rater reliability 
is a specific aspect of reliability referring to the degree of measurement error due to bias caused by different raters 
or observers rating the same person or object (Kottner & Dassen 2008). Poor inter-rater reliability could be 
considered intrinsically unfair to the students (Bould 2009). 
The Intraclass Correlation Coefficient (ICC) is used to describe inter-rater agreement among examiners (Bould 
2009).  Classification by LeBreton and Senter (2008) in Table 1 was used as guidelines for interpretation of 
agreement.   
Table 1. Revised standards for interpreting inter-rater agreement (IRA) (LeBreton and Senter 2008) 
Substantive Interpretation Level of IRA 
Lack of  agreement 0.00-0.30 
Weak  agreement 0.31-0.50 
Moderate agreement 0.51-0.70 
Strong agreement 0.71-0.90 
Very strong  agreement 0.91-1.00 
The objective of this study is to determine the inter-rater reliability among clinician examiners in OSCE. This 
study would also like to identify the inter-rater reliability among expert and non-expert clinician examiners.   
445 Mohd Nasri Awang Besar et al. /  Procedia - Social and Behavioral Sciences  60 ( 2012 )  443 – 449 
2. Methodology 
This was a cross-sectional study examining the inter-rater reliability involving 22 clinicians from all disciplines 
of medicine who were selected by the respective heads of departments as examiners for the OSCE of final year 
undergraduate medical students in UKM Medical Faculty. The examiners were selected on the basis of clinical 
experience, teaching background and examination experience. The examiners were from various disciplines of 
medicine namely internal medicine, obstetrics and gynaecology, pediatrics, psychiatry, orthopaedic, surgery, 
emergency medicine, ophthalmology and family medicine. Examiners who did not view the 10-minute OSCE 
videos or complete their scoring checklist will be excluded from the study. 
2.1  OSCE video recording 
Three OSCE stations lasting ten minutes each were recorded in an examination room. Three final-year 
undergraduate medical students, two real patients, one standardized patient and three volunteered clinician 
examiners were involved in the OSCE video recording. Consent from participating patients and students were taken 
prior to the recording of the OSCE videos.  The recorded cases were from the disciplines of internal medicine, 
obstetrics and gynaecology and psychiatry which involved the examination of the central nervous system, 
examination of a pregnant woman and eliciting history of a schizophrenia patient respectively. The students 
received feedback from the examiner after completing the video recording session for educational purposes.
2.2  Examiner assessment 
All examiners were categorized by the disciplines into three groups. Group 1 was a mixed discipline group 
consisting of various disciplines ie. internal medicine, surgery, orthopaedics, family medicine, ophthalmology and 
emergency medicine. Group 2 was from discipline of obstetrics and gynecology and Group 3 was from discipline of 
psychiatry. Group 1 assessed student’s competency in examining the central nervous system, Group 2 assessed 
student’s performance in examining a normal pregnancy patient and Group 3 assessed student’s competency in 
eliciting history from a schizophrenic patient. In Group 1, the examiners from the discipline of internal medicine are 
recognized as expert examiners who are defined as clinician examiners who specializes in that discipline in which 
the student was assessed.  
Each examiner was given a package consisting of instructions to the student, instructions to the patient, 
instructions to the examiners and standardized structured checklist to assess student’s performance. OSCE video 
showing a final year medical student performing in OSCE was shown and the examiners were given five minutes to 
give their marks for each item in the checklist and subsequently completed a global rating. Examiners were 
instructed not to discuss their rating scores with the other examiners (Figure 1). 
Each item in the checklist were analysed using the Statistical Package for the Social Sciences (SPSS) Version 
19.0.  The study parameters were analyzed using the Intraclass Correlation Coefficient (ICC). The inter-rater 
reliability among examiners in each group was analyzed using ICC to identify the inter-rater reliability among 
examiners. Further analysis was performed for inter-rater reliability among expert and non-expert examiners. 
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Figure 1. Methodology of study 
3. Results  
The examiners are divided into three groups according to their discipline namely i) mixed discipline group which 
consisted of discipline of internal medicine, surgery, orthopaedics, family medicine, medical emergency, and 
ophthalmology, ii) obstetrics and gynaecology and iii) psychiatry group (Table 2).  
Table 2. Group designation of examiners attending the training 
Group Discipline No. of 
  examiners 
1 Mixed 13 
2 Obstetrics and gynaecology 4 
3 Psychiatry 5 
 Total 22 
There were five expert examiners and eight non-expert examiners in the mixed discipline group (Table 3).                      
Table 3. The number of expert and non expert examiners in the mixed discipline group 
Discipline Category No. of 
  examiners 
Internal medicine Expert 3 
  2 
Surgery  3 
Orthopaedics  2 
Medical emergency Non-expert 1 
Family medicine  1 
Examiner attending the training (n = 22) 
Group 1 
(Mixed discipline)               
 ( n = 13) 
Group 2  
(Obstetrics and gynecology)             
  ( n = 4) 
Group 3  
(Psychiatry)                 
 ( n = 5) 
Video A1  
(Examination of stroke patient)     
Video A2  
(Examination of  
normal pregnancy patient)              
Video A3  
(Examination of schizophrenia 
patient)                  
Examiner rating Examiner rating Examiner rating 
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Ophthalmology  1 
 Total 13 
 ICC scores showed strong agreement between the examiners in the mixed discipline group (ICC=0.83, 
p<0.0001); obstetrics and gynaecology group (ICC=0.84, p<0.0001) and psychiatry group (ICC=0.88, p<0.0001) 
(Table 4). 
Table 4. Intraclass correlation coefficient (ICC) among examiners in groups 
Group Intraclass correlation coefficient (ICC) 
 ICC p 
Mixed discipline (n=13) 0.83 0.0001 
Obstetrics and gynecology (n=4) 0.84 0.0001 
Psychiatry (n=5) 0.88 0.0001 
Table 5 showed a moderate agreement among expert examiners (ICC=0.70, p<0.0001) and among non-expert 
examiners (ICC=0.78, p<0.0001) in a mixed group.   
Table 5. Intra class correlation coefficient (ICC) among expert and non-expert examiners 
4. Discussions 
 This study showed that using a single clinician examiner can be recommended in OSCE examination. All 
examiners from the three groups showed a significant strong inter-rater agreement with ICC scores ranging from 
0.83-0.88 (Table 1.3). There are several factors that had been identified that might be contributing to the strong 
inter-rater agreement in this study. All examiners with purely medical qualification background and prior 
knowledge about the competencies tested in the OSCE may contribute to strong inter-rater agreement. The other 
possible factor is most examiners have had experience in OSCE assessment for third and fourth year medical 
students. This experience will give some advantage in terms of knowing the process and skills in using the OSCE 
checklist. Pairing with an experienced examiner in final year undergraduate OSCE followed by a discussion about 
the score on the checklist can give a good exposure to the new clinicians. Involvement of the examiners in 
constructing the OSCE station and checklist should be encouraged as they will be the one assessing the students on 
that particular station (Wilkinson et al. 2003).  
Another factor might be the use of clear and specific items in the checklist which can avoid the examiners from 
making subjective decisions about the students’ competence. Development of objectively structured checklist can 
minimize the subjectivity and enhance the inter-rater reliability among examiners (Newble 2004). The checklist 
rated the student’s performance into a series of discrete items and examiners were required to tick each element in 
the list as either ‘done or not done’, ‘not performed’, ‘performed poorly’, and ‘performed well’ or ‘excellent’, 
‘good’, ‘satisfactory’, ’borderline’ (Rushford 2007).  In this study, all item and marking weightage for each item 
had been decided by a selected committee at the departmental level. Even though the inter-rater reliability in each 
group showed a strong agreement, it cannot be generalized to all competencies as inter-rater reliability needs to be 
established for each competency independently (Chenot et al. 2007). Unfortunately, this study only covered a 
limited body system in the OSCE assessment. Further studies need be conducted to further assess the inter-rater 
agreement between examiners in a wider range of body system or competencies which are assessed at the OSCE 
stations.  
 Category Intraclass Correlation Coefficient (ICC) 
 ICC p 
Non-expert (n=8) 0.78 0.0001 
Expert   (n=5) 0.70 0.0001 
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Content experts should be the examiner who taught the respective competencies that should be achieved by the 
students to increase the reliability (Gupta et al. 2010). Most of the clinician examiners involved in the OSCE were 
expert in different subspecialty due to the shortage of content experts. Table 1.4 showed that there was only 
moderate agreement among expert examiners (ICC=0.7, p<0.0001) and strong agreement among non-expert 
examiners (ICC=0.78, p<0.0001). Most of the examiners were experienced in assessing year three and year four 
students in OSCE assessment. Experience in assessing different level of competencies and settings might produce 
various level of expectation among examiners toward the candidates and this could also affect the inter-rater 
reliability. The expert examiners might expect the final year medical student to perform up to the postgraduate level 
while the non-expert examiner might accept the performance just at the third or fourth year level. Chierakul et al.
(2010) found that examiners put higher expectation of the candidates for final assessment during the end-of-year 
examination. To overcome the differences, all examiners should view the performance of the students appropriate to 
their level to overcome this problem. Examiners must have clear definition of the clinical competencies required to 
be demonstrated and congruent with the module objectives and learning objectives. Refreshing the examiners about 
clear definitions of clinical competencies during the examiner training or briefing before the examination by the 
content expert can help them to standardize their level of expectation during the examinations. Attaching the 
objectives and the competencies needed at each OSCE station together with the checklist will also help to refresh 
the examiners. 
Miller (1990) noted that with a strong agreement, one examiner is as good as two. Most medical institutions 
normally use more than one examiner per OSCE station to reduce the subjectivity involved in students’ 
performance. A discussion among examiners towards the candidates’ performance before giving a final score at 
each component should be encouraged compared to just an average of total score among examiners. A further study 
is needed to know the best way to increase the reliability of OSCE that is being assessed by a single examiner. 
This study has some limitations. Inter-rater reliability among expert and non-expert examiner was compared in a 
relatively small number of examiners. In this study, time constraint and having other commitments affected the 
examiners’ attendance. Another reason was that examiners who had previously attended the training probably felt 
that they did not need to be retrained. The attendance among examiners should be improved to give more reliable 
result. Integration of the training as part of departmental activities is an alternative to improve the attendance of 
examiners at the training sessions.  The examiners can be made aware that attendance at trainings can be regarded 
as evidence of continuing professional development.  
5. Conclusion 
We concluded that regardless the number of clinicians used as examiners in OSCE assessment, early exposure 
about OSCE, examiner training and briefing regarding the OSCE stations prior to the examination are 
recommended in order to familiarize with the process and skills on assessing students and standardize the level of 
expectation among examiners toward the candidates. Comprehensive training with more number of examiners, 
including all systems which are assessed at OSCE stations, is highly recommended. 
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