Generating surfaces by refinement of curves  by Itai, Uri & Dyn, Nira
J. Math. Anal. Appl. 388 (2012) 913–928Contents lists available at SciVerse ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Generating surfaces by reﬁnement of curves
Uri Itai a,∗, Nira Dyn b
a Department of Mathematics, Technion, Haifa, Israel
b School of Mathematical Sciences, Tel-Aviv University, Tel-Aviv, Israel
a r t i c l e i n f o a b s t r a c t
Article history:
Received 21 March 2011
Available online 4 November 2011
Submitted by R. Gornet
Keywords:
Subdivision
Reﬁnement scheme
Curves
We propose to extend the corner cutting subdivision schemes from reﬁning control points
to reﬁning control curves. Such schemes are relevant to the design of a surface by a family
of curves. Our schemes replace averages between two consecutive control points by similar
weighted averages between two consecutive curves, based on a geometric correspondence
between points on the two curves. We show that the schemes converge under mild
conditions on the initial control curves, and derive properties of the limit.
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1. Introduction
Subdivision schemes have become in recent years an important tool in animation, in computer graphics and in computer
aided geometric design [1,11]. Their implementation is rather simple, yet there is a rich mathematical theory behind them
(see e.g. [7]). The “classical” subdivision schemes reﬁne points (control points). We generalize the corner cutting schemes,
to reﬁne curves in a geometry-based way, independent of any parametrization of the curves. The resulting schemes are
relevant to the design of surfaces by a family of curves which is repeatedly reﬁned.
A corner cutting scheme generates a set of reﬁned points from a given set of points {pi}ni=0 by the reﬁnement rule
p2i = (1− μ)pi + μpi+1, p2i+1 = μpi + (1− μ)pi+1, (1.1)
with i = 0,1, . . . ,n − 1 and 0 < μ < 12 [2,5].
We denote the reﬁnement rule formally by
{pi}2n−1i=0 = S{pi}ni=0.
The subdivision scheme generates a sequence of sets of control points by repeated reﬁnements of an initial set of control
points {p0i }n0i=0{
p ji
}n j
i=0 = S
{
p j−1i
}n j−1
i=0 = S j
{
p0i
}n0
i=0, j = 1,2, . . . (1.2)
with n j = 2n j−1 − 1 = 2 j(n0 − 1) + 1.
Note that S is the reﬁnement operator that adjust itself to the polygon.
Each set of control points {p ji }
n j
i=0 deﬁnes a polygonal curve L j through the points. The limit of the sequence {L j}∞j=0, if
it exists, is the limit of the subdivision scheme. The basic corner cutting scheme is Chaikin’s scheme [2] where μ = 14 . For
Chaikin’s scheme the limit curve is
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n0∑
i=0
p0i B2(t − i), t ∈
[
1
2
,n0 − 1
2
]
,
where B2(t) is the quadratic B-spline with integer knots and support [0,3]. Chaikin’s scheme is the simplest non-trivial
subdivision scheme.
In [5] de Boor extended Chaikin’s scheme to general “corner cutting” schemes by allowing μ in (1.1) to take any value in
(0, 12 ), and to be different for distinct values of i and j. In [5] the convergence of these schemes is proved, while in [6] their
smoothness is derived under certain limitations on the choice of μ. A survey on subdivision schemes can be found in [7].
A simpler subdivision scheme than the corner cutting is the mid-point scheme, with the reﬁnement rule
p2i = pi, p2i+1 = 12 (pi + pi+1), p2n = pn, i = 0, . . . ,n − 1.
This scheme is trivial, since the sequence {Li} is a constant sequence. When generalizing the mid-point scheme to curves
with our approach, the resulting scheme is a linear scheme which is equivalent to ﬁrst parameterizing the curves, and then
applying the mid-point scheme to each set of points on the curves with the same value of the parameter. It is clear that
this scheme cannot adapt itself to the geometry of the reﬁned curves. The generalization of the corner cutting scheme to
curves with our approach is geometrical, and non-linear, but is restricted to “admissible” sets of initial curves. We term the
generalized scheme “facet cutting”.
The paper is arranged as fellows. In Section 2 basic assumptions are discussed. In Section 3 the convergence of the facet
cutting scheme is proved. In Section 4 properties of the produced surfaces are considered. Section 5 reveals interesting facts
about the limit set. Properties of the facet cutting scheme are investigated in Section 6. Examples are provided in Section 7.
2. Basic assumptions and deﬁnitions
First we impose some basic conditions on the initial curves. We limit our discussion to curves in R3.
Assumption 1. The input consists of three or more initial curves all contained in a compact set K . Each initial curve is of
ﬁnite length and has only one connected component. The initial curves are either all closed or each has two end-points.
We term curves of the same topology curves such that each consists of one connected component, which is either close in
all curves, or has two end-points in all curves.
Next we introduce a central notion to this work.
Deﬁnition 1. Let C and C˜ be two curves of the same topology. We call any bijective map from C onto C˜ a correspondence
between the pair of curves (C, C˜). Any correspondence t : C → C˜ deﬁnes a set of ordered pairs
t(C, C˜) = {(p, t(p)), p ∈ C}= {(t−1(q),q), q ∈ C˜}.
If (p,q) ∈ t(C, C˜) we write q = t(p) and p = t−1(q).
Examples of correspondences can be found in [4] and [3]. To deﬁne the continuity of a correspondence we use the notion
of a geodesic distance along a curve C , denoted by dC .
Deﬁnition 2. A correspondence t(C, C˜) is said to be continuous, if for any  > 0 there exists δ = δ() > 0 such
that for any p1, p2 ∈ C with dC (p1, p2) < δ, dC˜ (t(p1), t(p2)) <  , and similarly for any q1,q2 ∈ C˜ with dC˜ (q1,q2) < δ,
dC (t−1(q1), t−1(q2)) <  .
The “facet cutting scheme” is well deﬁned only under additional mild conditions on the initial curves and the correspon-
dence.
2.1. Admissibility
Ensuring that the facet cutting scheme is well deﬁned on curves obtained by the reﬁnement step is a main diﬃculty in
the design of the scheme. Henceforth, we introduce the notions of “admissible correspondence”, and “admissible curves for
facet cutting”.
A pair of curves and a correspondence between the two curves, deﬁne a manifold. Similarly, a sequence of curves and a
sequence of correspondences between consecutive curves deﬁne a manifold.
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(C, C˜) under the correspondence t = t(C, C˜). For a vector of curves {Ci}ni=0 and a sequence of correspondences t = {ti}n−1i=0
between consecutive curves, the piecewise ruled surface is deﬁned as
PR = PR({Ci}ni , t)= n−1⋃
i=0
R
(
Ci,Ci+1, ti(Ci,Ci+1)
)
.
To ensure that the manifold, R(C, C˜ , t), is well deﬁned we need the next deﬁnitions.
Deﬁnition 4. Given a pair of curves (C, C˜) and a correspondence t = t(C, C˜), we deﬁne for every p ∈ C the functional
O (C, C˜, t, p) = lim
→0 inf{p`,dC (p,p`)<}
〈p − p`, t(p) − t(p`)〉
‖p − p`‖‖t(p) − t(p`)‖ , (2.1)
as the orientation of (C, C˜ , t) at the point p. Here 〈·,·〉 and ‖ · ‖ denote the standard inner product and the Euclidean norm
in R3 respectively.
Deﬁnition 5. If a pair of curves (C, C˜) and a correspondence t = t(C, C˜) satisfy
O (C, C˜, t) =min
p∈C O (C, C˜, t, p) ϑ > 0
for some positive ϑ , then t is termed orienting correspondence and the pair (C, C˜) is termed orientable with correspondence t .
The class of all orienting correspondences of (C, C˜) is denoted by T (C, C˜).
Deﬁnition 6. A pair of curves (C, C˜) with T (C, C˜) 	= ∅ is said to be orientable.
Lemma 2.1. Let C, C˜ be orientable with correspondence t. Then the ruled surface is self-intersection free in a local sense.
Proof. Assume the claim of the lemma is false, then there exists a local intersection. Let p,q ∈ C , dC (p,q) <  , such that
the intervals [p, t(p)] and [q, t(q)] intersect. Hence,〈
p − q, t(p) − t(q)〉< 0,
contradicting the orientability of the curves. This completes the proof. 
In order to deﬁne reﬁned curves based on the manifold PR (analogous to the polygonal line in schemes for points) the
manifold must be self-intersection free in a local sense. Thus to be able to reﬁne the curves {Ci}ni=0 we have to assume
that the pair of curves (Ci,Ci+1) is orientable for every possible i since α must be chosen in [0,1]. Moreover, to ensure
that the reﬁned curves have this property and can be further reﬁned, it is required that also the pair of curves (Ci,Ci+2) is
orientable, as is shown in the next subsection.
Deﬁnition 7. For a ﬁnite sequence of curves {Ci}ni=0, let t= {ti}n−1i=0 such that for all possible i
ti ∈ T (Ci,Ci+1), ti+1 ◦ ti ∈ T (Ci,Ci+2).
Then t is called an admissible correspondence vector. We deﬁne by T ({Ci}ni=0) the class of all admissible correspondence
vectors.
Deﬁnition 8. A ﬁnite sequence of curves {Ci}ni=0 for which T ({Ci}ni=0) 	= ∅ is termed admissible for facet cutting.
Given curves admissible for facet cutting, the correspondence vector
t∗ = {t∗i }n−1i=0 ∈ T ({Ci}ni=0)
used in our scheme has components satisfying
t∗i (Ci,Ci+1) = argmin
{
d(Ci,Ci+1, ti), t ∈ T
({Ci}ni=0)}, (2.2)
where
d(C, C˜ , t) = max
p∈C
∥∥p − t(p)∥∥. (2.3)
The vector t∗({Ci}n ) = t∗ = {t∗}n−1 is named optimal admissible correspondence vector.i=0 i i=0
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Remark 2.2. By Arzela–Ascoli theorem [10, p. 279], the minimum in (2.2) is achieved.
Remark 2.3. The optimal admissible correspondence vector is not unique.
2.2. The reﬁnement step
The curve reﬁning scheme reﬁnes a sequence of curves {Ci}ni=0 admissible for facet cutting, and generates the sequence
of curves {Ci}2n−1i=0 according to
C2i =
{
Seμp = (1− μ)p + μt∗i (p), p ∈ Ci
}
, i = 0,1, . . . ,n − 1, (2.4)
C2i+1 =
{
Soμp = μp + (1− μ)t∗i (p), p ∈ Ci
}
, i = 0,1, . . . ,n − 1, (2.5)
with t∗({Ci}ni=0) = t∗ = {t∗i }n−1i=0 an optimal admissible correspondence vector and with a ﬁxed μ, 0 < μ < 1/2.
We denote this reﬁnement rule formally by
{Ci}2n−1i=0 = Sμ{Ci}ni=0, (2.6)
with the reﬁnement operator Sμ .
Note that the facet cutting reﬁnement step is non-interpolatory, as is the reﬁnement step of the corner cutting scheme.
By Lemma 2.1 the piecewise ruled surface, PR({Ci}ni=0, t∗), is self-intersection free in a local sense. Thus, Ci is a well-
deﬁned curve, for i = 0,1, . . . ,2n − 1.
A reﬁnement step deﬁnes an “inherited correspondence” between each pair of consecutive reﬁned curves. The vector of
these correspondences is one of the main tools in our analysis.
Deﬁnition 9. By the notation of (2.4) and (2.5) with p ∈ Ci and q = t∗i (p) ∈ Ci+1, the inherited correspondence between
consecutive pairs of reﬁned curves is the correspondence
th2i = th2i(C2i,C2i+1)
(
Seμp
)= Soμp, th2i+1 = th2i+1(C2i+1,C2i+2)(Soμp)= Seμq.
The vector th({Ci}ni=0) = {thi }2n−1i=0 is termed the inherited correspondence vector.
An example demonstrating that the inherited correspondence and the optimal correspondence are not the same is given
in Fig. 1. The full lines represent three admissible curves for facet cutting before the reﬁnement step, the dash lines are the
reﬁned curves. One can see that for the point p (generated by the reﬁnement step) we have t∗(p) = q2 	= q1 = th(p).
The following two lemmas ensure that the curves {Ci}2n−1i=0 , deﬁned by (2.6), are admissible for facet cutting, therefore,
can be reﬁned.
Lemma 2.4. Let the pair of curves (C, C˜) be orientable curves with correspondence t = t(C, C˜) such that O (C, C˜, t, ϑ) ϑ > 0. Deﬁne
the curve
C [t]α = C [t]α (C, C˜) =
{
pα = αp + (1− α)t(p), p ∈ C
}
(2.7)
for ﬁxed α ∈ [0,1].
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tα
(
C,C [t]α
)
(p) = pα, p ∈ C .
Before the proof, we note that Lemma 2.1 guarantees that C [t]α is a well-deﬁned curve. Also we mention that C [t]0 = C˜
and C [t]1 = C .
Proof of Lemma 2.4. To prove that the pair of curves (C,C [t]α ) is orientable, it is suﬃcient to show that
O
(
C,C [t]α , tα
)= min
p∈C lim→0 inf{p`,dC (p`,p)<}
〈p − p`, tα(p) − tα(p`)〉
‖p − p`‖‖tα(p) − tα(p`)‖ > ϑ > 0.
Instead we show that f (α, p, p`) > ϑ > 0 where
f (α, p, p`) = 〈p − p`, tα(p) − tα(p`)〉‖p − p`‖(α‖p − p`‖ + (1− α)‖t(p) − t(p`)‖) ,
since
O
(
C,C [t]α , tα
)
min
p∈C lim→0 infp`,dC (p`,p)<
f (α, p, p`).
Note that
O
(
C,C [t]0 , t0
)= min
p∈C lim→0 infp`,dC (p`,p)<
f (0, p, p`) = O (C, C˜ , t) ϑ > 0 (2.8)
and
O
(
C,C [t]1 , t1
)=min
p∈C lim→0 inf{p`,dC (p`,p)<}
f (1, p, p`) = 1. (2.9)
For a ﬁxed p, p`, the function f (α) = f (α, p, p`) can be rewritten as a Möbius transformation
f (α) = aα + b
cα + d ,
where
a = ‖p − p`‖ − 〈p − p`, t(p) − t(p`)〉, b = 〈p − p`, t(p) − t(p`)〉,
c = ‖p − p`‖2 − ‖p − p`‖∥∥t(p) − t(p`)∥∥, d = ∥∥t(p) − t(p`)∥∥‖p − p`‖.
Differentiating with respect to α we have
df
dα
= ad − bc
(cα + d)2 .
Hence, f (α) is monotone for ad 	= bc and constant for ad = bc. By (2.8) and (2.9) f (α) is monotone increasing when ab 	= bd
and f (α) ≡ 1 when ad = bc.
Observing that
min
p∈C lim→0 inf{p`,dC (p`,p)<}
f (0, p, p`) = f (0) = O (C, C˜, t) > ϑ > 0, 1 > ϑ > 0
and using (2.8) and (2.9) one gets
1 O
(
C,Ctα
)
 ϑ > 0.
Thus the pair of curves (C,Ctα) is orientable with tα as a correspondence. 
The next corollary is a direct consequence of Lemma 2.4.
Corollary 2.5. Under the conditions and the notation introduced in Lemma 2.4, the pair of curves (Ctα1 ,C
t
α2
) with 0 α1 < α2  1, is
orientable with the correspondence
tα1,α2
(
Ctα1 ,C
t
α2
)
(r1) = r2,
where r1 = α1p + (1− α1)t(p) and r2 = α2p + (1− α2)t(p), for any p ∈ C.
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Lemma 2.6. Let the three pairs of curves (C, C˜), (C˜, Ĉ) and (C, Ĉ) be orientable with orienting correspondences t1(C, C˜), t2(C˜, Ĉ) and
t0(C, Ĉ) = t2(˜C, Ĉ) ◦ t1(C, C˜), (2.10)
respectively. Deﬁne curves by a ﬁxed β ∈ [0,1],
C [t2]β = C [t2]β (˜C, Ĉ) =
{
pβ = βp + (1− β)t2(˜C , Ĉ)(p), p ∈ C˜
}
(2.11)
then the pair of curves (C,C [t2]β ) is orientable with correspondence
tβ
(
C,C [t2]β
)
(r) = pβ = βt1(r) + (1− β)t0(r), r ∈ C . (2.12)
Proof. To prove the orientability of the pair of curves (C [t2]β ,C) one has to show that
O
(
C,C [t2]β , tβ
)= min
p∈C lim→0 inf{p`,dC (p`,p)<}
〈p − p`, tβ(p) − tβ(p`)〉
‖p − p`‖‖tβ(p) − tβ(p`)‖  ϑ > 0,
with tβ as deﬁned in (2.12). Obviously
O
(
C,C [t2]β , tβ
)
min
p∈C lim→0 inf{p`,dC (p`,p)<}
g(β, p, p`), p` ∈ C
where
g(β, p, p`) = β〈p − p`, t1(p) − t1(p`)〉 + (1− β)〈p − p`, t0(p) − t0(p`)〉‖p − p`‖(β‖t1(p) − t1(p`)‖ + (1− β)‖t0(p) − t0(p`)‖) .
Note that
O
(
C,C [t]0 , t0
)= min
p∈C lim→0 inf{p`,dC (p`,p)<}
g(0, p, p`) = O (C, C˜, t) ϑ > 0 (2.13)
and
O
(
C,C [t]1 , t1
)= min
p∈C lim→0 inf{p`,dC (p`,p)<}
g(1, p, p`) = O (C, Ĉ , t) ϑ > 0. (2.14)
Similar to the proof of Lemma 2.4, one can show that g(β, p, p`) is monotone or constant for β ∈ [0,1] when p, p` are held
ﬁxed.
By (2.13) and (2.14)
g(0, p, p`) O (C, C˜, t1) ϑ > 0, g(1, p, p`) O (C, Ĉ, t0) ϑ > 0.
Thus,
min
p∈C lim→0 inf{p`,dC (p`,p)<}
g(β, p, p`) > ϑ, ∀β ∈ [0,1],
and the pair of curves (C,C [t2]β ) is orientable with tβ as a correspondence. 
A direct consequence of Lemmas 2.6 and 2.4 is,
Corollary 2.7. In the notation of Lemmas 2.4 and 2.6 let C [t1]α = C [t1]α (C, C˜) and C [t2]β = C [t2]β (C˜, Ĉ). Then the pair of curves (C [t1]α ,C [t2]β )
is orientable with the correspondence
tα,β
(
C [t1]α ,C
[t2]
β
)
(r1) = r2,
where r1 = αt−11 (p) + (1− α)p and r2 = βp + (1− β)t2(p) for any p ∈ C˜ .
Corollaries 2.5 and 2.7 guarantee that if {Ci}ni=0 is a sequence of curves admissible for facet cutting (see Deﬁnition 7),
then for the sequence of reﬁned curves {Ci}2n−1i=0 , generated by (2.6), the inherited correspondence vector is an admissible
correspondence vector. Thus, T ({Ci}2n−1) 	= ∅, and we get the main result of this section,i=0
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the reﬁnement rule (2.6). Then the sequence of curves {Ci}2n−1i=0 is admissible for facet cutting.
Remark 2.9. In the reﬁnement step (2.4)–(2.5) we use a ﬁxed μ ∈ (0,1/2). Yet it is possible to use a variable μ as long as
it changes continuously along the curve, and is bounded away from 0 and 1/2. Also μ can differ from curve to curve and
from one reﬁnement step to another.
2.3. The facet cutting scheme
In Section 2.2 we have investigated a single reﬁnement step. In this subsection we introduce the facet cutting scheme as
repeated reﬁnement steps{
C ji
}n j
i=0 = Sμ
{
C j−1i
}n j−1
i=0 = · · · = S jμ
{
C0i
}n0
i=0, n j = 2n j−1 − 1, (2.15)
where Sμ is the reﬁnement step (2.6), with t∗ = t∗({C ji }
n j
i=0). By repeated use of Theorem 2.8 one gets,
Theorem 2.10. Let the sequence of curves {C0i }n0i=0 be admissible for facet cutting, then the sequences {C ji }
n j
i=0 generated by repeated
application of (2.6) are admissible for facet cutting, and the scheme (2.15) is well deﬁned.
In view of Theorem 2.10 we introduce a second assumption on the initial curves.
Assumption 2. The initial curves {C0i }ni=0 are admissible for facet cutting.
Remark 2.11. Theorem 2.10 ensures that {C ji }
n j
i=0 is admissible for facet cutting with the inherited correspondence vector.
Thus the class of admissible correspondence vectors reads T ({C ji }
n j
i=0) is not empty. We choose the optimal correspondence
in that class.
3. Convergence analysis
In this section we prove the convex hull property of the facet cutting scheme and its convergence.
3.1. Convex hull property
An important geometric property of the facet cutting scheme is the convex hull property, i.e., the convex hull of the
initial curves contains the convex hull of the curves at each reﬁnement level.
In this paper conv(A) denotes the convex hull of a set A ⊂ R3.
Lemma 3.1. Let {C0i }n0i=0 be a sequence of curves admissible for facet cutting, and satisfying Assumptions 1 and 2. Let {C ji }
n j
i=0 be deﬁned
by (2.15), then
conv
({
C ji
}n j
i=0
)⊆ conv({C0i }n0i=0), j = 1,2,3, . . . .
Moreover,
∞⋂
j=0
conv
({
C ji
}n j
i=0
) 	= ∅.
Proof. From (2.4) and (2.5) one can conclude that
conv
({
C j+1l
}n j+1
l=0
)⊆ conv({C ji }n ji=0)⊆ · · · ⊆ conv({C0i }n0i=0),
which proves the ﬁrst claim.
The second claim follows from the ﬁrst claim and Cantor’s intersection theorem [9, Section 7.8]. 
Another property of the initial curves which is “inherited” by the curves at all reﬁnement levels is described in
Corollary 3.2. If there exist 0 k0 < l0 < h0 <m0  n0 such that
conv
({
C0
}l0 )∩ conv({C0}m0 )= ∅i i=k0 i i=h0
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conv
({
C ji
}l j
i=k j
)∩ conv({C ji }mji=h j )= ∅.
Moreover,
conv
({
C ji
}mj−1
i=h j−1
)⊆ conv({C j−1i }mj−1i=h j−1).
Proof. By Lemma 3.1 there exist 0 k j < l j < h j <mj  n j such that
conv
({
C ji
}l j
i=k j
)⊆ conv({C0i }l0i=k0), conv({C ji }mji=h j )⊆ conv({C0i }m0i=h0).
Since
conv
({
C0i
}l0
i=k0
)∩ conv({C0i }m0i=h0)= ∅,
one conclude that
conv
({
C ji
}l j
i=k j
)∩ conv({C ji }mji=h j )= ∅. 
Remark 3.3. Lemma 3.1 and Corollary 3.2 hold for every scheme S that satisﬁes the convex hull property
conv
(
S
({Ci}ni=0))⊆ conv({Ci}ni=0), (3.1)
where {Ci}ni=0 is an arbitrary (ﬁnite) set of curves in R3 contained in a compact set.
3.2. Convergence
In this subsection we show that the facet cutting scheme converges. We prove three basic observations before stating
and proving the convergence theorem.
Lemma 3.4. Let PR j be the piecewise ruled surface generated at the j-th reﬁnement level, PR j = PR({C ji }
n j
i=0, t
[ j,∗]), with t[ j,∗] =
t∗({C ji }
n j
i=0).
Then
haus
(
PR j,
{
C ji
}n j
i=0
)
 1
2
max
i
d
(
C ji ,C
j
i+1, t
[ j,∗]
i
)
.
Here d(C, C˜, t) is deﬁned by (2.3) and haus(·,·) is the Hausdorff distance [12, p. 30] i.e., for A, B compact sets in R3,
haus(A, B) = max
{
max
a∈A minb∈B
‖a − b‖, max
b∈B
min
a∈A ‖a − b‖
}
.
Proof. Since {C ji }
n j
i=0 ⊆ PR j
max
p∈⋃n ji=0 C ji minρ∈PR j ‖p − ρ‖ = 0.
Let ρ ∈ PR j\{C ji }
n j
i=0. Then by Deﬁnition 3, there exist l ∈ {0,1, . . . ,n j − 1}, λ ∈ (0,1) and p ∈ C jl such that
ρ = (1− λ)p + λt[ j,∗]l (p).
Thus
‖ρ − p‖min{λ,1− λ}∥∥p − t[ j,∗]l (p)∥∥ 12 maxi d(C ji ,C ji+1, t[ j,∗]i ).
The proof of the lemma is completed by taking the maximum over all possible ρ . 
Lemma 3.5. Let {C ji }
n j
i=0 be the curves at reﬁnement level j generated by Sμ from a set of admissible curves for facet cutting {C0i }n0i=0 .
Then
max
i
d
(
C ji ,C
j
i+1, t
[ j,∗]
i
)
μ∗ max
i
d
(
C j−1i ,C
j−1
i+1 , t
[ j−1,∗]
i
)
μ j∗ max
i
d
(
C0i ,C
0
i+1, t
[0,∗]
i
)
,
where μ∗ = max{2μ,1− 2μ} < 1.
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ζ j+1 = max
i
d
(
C j+1i ,C
j+1
i+1 , t
[ j,∗]
i
)
max
i
d
(
C j+1i ,C
j+1
i+1 , t
[ j,h]
i
)
and
max
i
d
(
C j+1i ,C
j+1
i+1 , t
[ j,h]
i
)= μ∗ max
i
d
(
C ji ,C
j
i+1, t
[ j,∗]
i
)= μ∗ζ j.
Consequently ζ j+1 μ∗ζ j and the lemma follows. 
Remark 3.6. Note that μ∗  12 and that μ∗ = 12 holds only for μ = 14 . Thus, the fastest rate of convergence is attained for
μ = 14 .
Lemma 3.7. In the notation of Lemma 3.4 and Lemma 3.5
haus
(
PR j,PR j+1
)
 (1+ μ)max
i
d
(
C ji ,C
j
i+1, t
[ j,∗]
i
)
. (3.2)
Proof. We have
haus
(
PR j,PR j+1
)
 haus
( n j+1⋃
i=0
C j+1i ,
n j⋃
i=0
C ji
)
+ haus
(
PR j+1,
n j+1⋃
i=0
C j+1i
)
+ haus
(
PR j,
n j⋃
i=0
C ji
)
.
The ﬁrst term in the right-hand side is bounded, in view of (2.3) and (2.6), by
haus
( n j⋃
i=0
C ji ,
n j+1⋃
i=0
C j+1i
)
μmax
i
d
(
C ji ,C
j
i+1, t
[ j,∗]
i
)= μζ j .
This together with the bound in Lemma 3.4 leads to the claim of the lemma. 
Theorem 3.8. The facet cutting scheme deﬁned in (2.15), starting from initial curves satisfying Assumptions 1 and 2 converges in the
Hausdorff metric to a compact set in R3 .
Proof. By Lemmas 3.5 and 3.7, {PR j}∞j=0 is a Cauchy sequence in the Hausdorff metric. Since the collection of compact sets
in R3 under the Hausdorff metric is a complete metric space [12, p. 122], the limit exists and is a compact set in R3. 
An important property of the limit set, denoted by PR∞ , is the following
Theorem 3.9. Let {PR j}∞j=0 be the sequence of piecewise ruled-surfaces, deﬁned by the curves generated by the facet cutting scheme.
Then
conv
(
PR∞
)= ∞⋂
j=0
conv
(
PR j
)
.
The proof of this theorem is based on the observation,
Proposition 3.10. Let A and B be two compact sets in R3 such that haus(A, B) <  . Then haus(conv(A), conv(B)) <  .
Proof. For given  > 0 there exists j1 large enough such that haus(PR∞,PR j1 ) < 2 , and we get in view of Proposition 3.10,
haus
(
conv
(
PR∞
)
, conv
(
PR j1
))
<

2
.
Moreover, by Lemma 3.1
k⋂
conv
(
PRl
)= conv(PRk), ∀k ∈ Z+.l=0
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haus
( ∞⋂
l=0
conv
(
PRl
)
,
l2⋂
l=0
conv
(
PRl
))= haus( ∞⋂
l=0
conv
(
PRl
)
, conv
(
PRl2
))
<

2
.
Hence, for l = max{l1, l2},
haus
( ∞⋂
j=0
conv
(
PR j
)
, conv
(
PR∞
))
 haus
( ∞⋂
l=0
conv
(
PRl
)
, conv
(
PR j
))+ haus(conv(PR∞), conv(PR j))< .
This leads to the claim of the theorem. 
Remark 3.11. Theorem 3.9 holds for every converging scheme S with the convex hull property (3.1).
Simulations lead to
Conjecture 3.12. There exists a sequence { j}∞j=0 of positive numbers tending to zero such that
max
0i<n j
max
p∈C ji
∥∥t[ j,∗]i (p) − t[ j−1,h]i (p)∥∥<  j .
Furthermore, let
t[ j,o]i = arg max
t∈T (C ji ,C ji+i)
O
(
C ji ,C
j
i+1, t
)
then
max
0i<n j
max
p∈C ji
∥∥t[ j,∗]i (p) − t[ j,o]i (p)∥∥<  j .
4. Properties of the sequence {PR j}∞j=0
In this section we investigate the properties of the sequence {PR j}∞j=0 generated by the facet cutting scheme, under
several additional assumptions on the initial curves.
First we show that the curves generated by the facet cutting scheme at all reﬁnement levels satisfy Assumption 1. By
the continuity of the correspondence, the reﬁned curves consist of one connected component, and are either all closed or
each has two end-points. Next we show that they are of ﬁnite length.
Theorem 4.1. Let L be the upper bound of the lengths of the initial curves. Then L is the upper bound of the lengths of all the curves at
every reﬁnement level.
Proof. It is suﬃcient to show that the length of each curves in {Ci}2n−1i=0 deﬁned in (2.6) is bounded by L, if so is the length
of each curve in {Ci}ni=0. Let Πm(C2i) be the set of all possible partitions, with m points, of the curve C2i . Let πm ∈ Πm(C2i)
be deﬁned by the points {pl}m−1l=0 , with pl ∈ C2i . Then πm induces a partition of Ci and of Ci+1,
T1(πm) = {pl}m−1l=0 , pl ∈ Ci, T2(πm) =
{
t∗i (pl)
}m−1
l=0 ,
such that
pl = (1− μ)pl + μt∗i (pl), l = 0,1,2, . . . ,m − 1.
Let
var(πm) =
m−2∑
l=0
‖pl+1 − pl‖.
Note that
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m−2∑
l=0
∥∥((1− μ)pl+1 + μt∗i (pl+1))− ((1− μ)pl + μt∗i (pl))∥∥
 (1− μ)
m−2∑
l=0
‖pl+1 − pl‖ + μ
m−2∑
l=0
∥∥t∗i (pl+1) − t∗i (pl)∥∥.
Thus,
var(πm) (1− μ)var
(
T1(πm)
)+ μvar(T2(πm)).
By the deﬁnition of length
length(C2i) = lim
m→∞ sup
πm∈Πm(C2i)
var(πm)
 lim
m→∞ sup
π∈Π(C2i)
{
(1− μ)var(T1(π))+ μvar(T2(π))}
 (1− μ) lim
m→∞ supπm∈Πm(Ci)
var(π) + μ lim
m→∞ supπ∈Πm(Ci+1)
var(π)
= (1− μ) length(Ci) + μ length(Ci+1) L.
By similar arguments we obtain
length(C2i+1) L. 
A direct consequence of this theorem is,
Corollary 4.2. The curves S jμ({C ji }ni=0) satisfy Assumption 1 for all j ∈ Z+ .
The following theorem deals with the area of PR j , j ∈ Z+ . For that we need the next lemma.
Lemma 4.3. Let t[ j,∗] be the optimal correspondence vector at the j-th reﬁnement level, and let
σ j =
n j−1∑
i=0
max
p∈C ji
∥∥p − t[ j,∗]i (p)∥∥.
Then
σ j  σ j+1.
Proof. Denote by t[ j,h] the inherited correspondence vector at reﬁnement level j + 1. By the deﬁnition of the scheme we
have
σ j =
n j−1∑
i=0
max
p∈C ji
∥∥p − t[ j,∗]i (p)∥∥ n j+1−1∑
i=0
max
p∈C j+1i
∥∥p − t[ j,h]i (p)∥∥

n j+1−1∑
i=0
max
p∈C j+1i
∥∥p − t[ j+1,∗]i (p)∥∥= σ j+1. 
In case the curves are simple (have two end-points) we can also show that the area of a limit of the facet cutting scheme
is ﬁnite.
Theorem 4.4. The areas of all piecewise ruled surfaces {PR j} are uniformly bounded, from above by Lσ0 .
Proof. By the deﬁnition of area
area
(
PR j
)= n j−1∑
i=0
area
(
R
(
C ji ,C
j
i+1, t
∗
i
))= n j−1∑
i=0
∫
C j
∥∥p(s) − t[ j,∗]i (p(s))∥∥ds,
i
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area
(
PR j
)

n j−1∑
i=0
max
p∈C ji
∥∥p − t[ j,∗]i (p)∥∥∫
C ji
ds
( n j−1∑
i=0
max
p∈C ji
∥∥p − t[ j,∗]i (p)∥∥
)
max
l
∫
C jl
ds,
and we obtain
area
(
PR j
)
 σ j max
l
∫
C jl
ds σ0L < ∞. 
Next, we prove lower bounds on the length of the curves {C ji }
n j
i=0 and on the area of PR
j for all j ∈ Z+ . Since all
these curves are simple by Corollary 4.2, each has two end-points. It follows from the continuity and the objectivity of the
correspondence that the reﬁnement step Sμ maps bend-points to end-points. Thus, we can deﬁne,
Deﬁnition 10. Let {C ji }
n j
i=0, j ∈ Z+ be the sequence of curves generated by the scheme at the j-th reﬁnement level. Deﬁne
B0 to consist of one end-point p of C00 and the sequence of points
t[0,∗]i ◦ t[0,∗]i−1 ◦ · · · ◦ t[0,∗]0 (p), i = 1, . . . ,n − 1, (4.1)
and E0 to consist of the end-points of {C0i }n0i=0 which are not in B0. Further, deﬁne B j (E j) to be the set of points generated
by one reﬁnement step from B j−1 (E j−1).
Remark 4.5. The set B j ∪ E j consists of all the end-points of {C ji }
n j
i=0.
To guarantee that the length of the curves generated by the facet cutting scheme is bounded away from zero we further
require that the curves satisfy Assumption 3.
Assumption 3. The curves {C ji }
n j
i=0 are said to satisfy Assumption 3 if
conv
(
B j
)∩ conv(E j)= ∅.
Lemma 4.6. If Assumption 3 holds for the initial curves then it holds for the curves at each reﬁnement level. Moreover,
conv
(
B j
)⊆ conv(B0), conv(E j)⊆ conv(E0), ∀ j > 0. (4.2)
Proof. Using Remarks 4.1 and 4.5, one sees that the sequence B j (E j) is generated by a convex combination of B j−1 (E j−1).
Hence, (4.2) holds, which leads to the claim of the lemma. 
Theorem 4.7. Assume the initial curves satisfy Assumption 3. Denote by l j the minimal length of the curves at the j-th reﬁnement level
and let
d j = min
{‖b − e‖, b ∈ conv(B j), e ∈ conv(E j)}.
Then,
l j  d j  d0 > 0. (4.3)
Proof. Obviously l j  d j . By Lemma 4.6 we have d j  d0. Hence (4.3) holds. 
To ensure that the surfaces {PR j}∞j=0 have areas bounded away from zero an additional assumption is needed.
Assumption 4. The curves {Ci}ni=0 are said to satisfy Assumption 4 if there exist two subsequences of curves {Ci}g1i=l1 and
{Ci}g2i=l2 , with 0 l1 < g1 < l2 < g2  n, such that
conv
({Ci}g1i=l1)∩ conv({Ci}g2i=l2)= ∅.
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conv
({
C ji
}g j1
i=l j1
)∩ conv({C ji }g j2i=l j2)= ∅
for some 0 l j1 < g
j
1 < l
j
2 < g
j
2  n j .
This follows from the observation that
conv
({
C ji
}g j1
i=l j1
)⊂ conv({C j−1i }g j−11i=l j−11 ), conv({C ji }g
j
2
i=l j2
)⊆ conv({C j−1i }g j−12i=l j−12 ),
and consequently we get
conv
({
C ji
}g j1
i=l j1
)⊂ conv({C0i }g01i=l j−11 ), conv({C ji }g
j
2
i=l j2
)⊆ conv({C0i }g02i=l02).
Corollary 4.9. Let
d j = min
α1∈A1
min
α2∈A2
{‖α1 − α2‖},
where Aν = conv({C ji }gνi=lν ), ν = 1,2, then d j  d j−1 > 0.
Theorem 4.10. Under Assumptions 1–4 on the initial curves, the area of each piecewise ruled surface PR j is bounded away from zero.
Proof. By Corollary 3.2 we see that at reﬁnement level j there exist two subsequences of curves {C ji }
g j1
i=l j1
, {C ji }
g j2
i=l j2
such that
conv
{
C ji
}g j1
i=l j1
∩ conv{C ji }g j2i=l j2 = ∅.
Let PR j(g j1, l
j
2) be the subset of PR
j generated by the subsequence of curves {C ji }
l j2
i=g j1
, and let t[ j,∗,i]
g j1
(p) = t[ j,∗]
g j1+i−1
◦ t[ j,∗]
g j1+i−2
◦
· · · ◦ t[ j,∗]
g j1
(p), with t[ j,∗,0]
g j1
(p) = p. Then by Corollary 4.9
area
(
PR j
)
 area
(
PR j
)(
g j1, l
j
2
)= l j2−1∑
i=g j1
∫
C ji
∥∥p(s) − t[ j,∗]i (p(s))∥∥ds = ∫
C j
g
j
1
l j2−g j1−1∑
i=0
∥∥t[ j,∗,i]
g j1
(
p(s)
)− t[ j,∗,i+1]i (p(s))∥∥ds
 d j
∫
C j
g
j
1
ds l jd j  l0d0 > 0. 
Remark 4.11. The choice of l01 < g
0
1 < l
0
2 < g
0
2 may not be unique. However, any choice of such four integers for which
Assumption 4 holds is suﬃcient to prove Theorem 4.10.
5. Properties of the limit set
For the proof of the ﬁrst property (Property 5.2) of the limit set we introduce another properties of sets.
Deﬁnition 11. Let A ⊂ R3. If for every  > 0 and for every a,b ∈ A there exists a ﬁnite sequence {ai}ni=0 such that
a0 = a, an = b, ai ∈ A, ‖ai − ai+1‖ < , i = 0,1, . . . ,n − 1
then A is said to be  path connected set and the sequence {ai}ni=0 is the  path between a and b.
Lemma 5.1. Let A ⊂ R3 be a compact set. If A is an  path connected set then A is a connected set.
A proof can be found in [13, p. 23].
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Proof. First we prove that the limit set is a compact set. It is well known that any closed bounded set in R3 is compact. By
Assumption 1 and Lemma 3.1,
PR∞ ⊆ conv(PR∞),
conv
(
PR0
)⊆ K ,
with the compact set K of Assumption 1, containing the convex hull of the initial curves. Thus, PR∞ is bounded.
Next we prove that PR∞ is a closed set. Let a ∈ PR∞ where PR∞ is the closure of PR∞ . Then there exists a sequence
{al}∞l=1 such that al ∈ PR∞ and liml→∞ al = a. Hence, for every l there is a sequence al, j ∈ PR j such that lim j→∞ al, j = al .
Deﬁne the sequence b j = a j, j for all j ∈ Z+ . It is easy to see that
b j ∈ PR j, lim
j→∞
b j = a.
Thus a ∈ PR∞ and therefore, PR∞ = PR∞ . Hence, the limit set is closed.
By the compactness of PR∞ and Lemma 5.1 it is enough to prove the existence of an  path. Let a,b ∈ PR∞, then for
every  > 0 there exists j such that
haus
(
PR j,PR∞
)
<

3
.
Thus, for all a,b ∈ PR∞ there exist a j,b j ∈ PR j such that∥∥a − a j∥∥< 
3
,
∥∥b − b j∥∥< 
3
, a j,b j ∈ PR j.
Since PR j is connected, there exists an 3 -path between a
j to b j , {a ji }. By the Hausdorff distance between PR j and PR∞ there
exists a sequence {a∞i } such that
a∞0 = a, a∞n = b, a∞i ∈ PR∞,
∥∥a∞i − a ji ∥∥< 3 , ∀i.
Hence,∥∥a∞i − a∞i+1∥∥ ∥∥a∞i − a ji ∥∥+ ∥∥a ji − a ji+1∥∥+ ∥∥a∞i+1 − a ji+1∥∥< .
Consequently {a∞i } is an -path between a and b on PR∞ . 
Property 5.3. If the initial curves are planar then the limit set is planar.
The claim is a direct consequence of Theorem 3.9.
In view of Property 5.2 and Conjecture 3.12, we conjecture that the limit set is a surface.
6. Properties of the facet cutting scheme
An important property of the scheme follows from the observation that the correspondence vector is based on compar-
isons among Euclidean distances. Thus, the reﬁnement commutes with isometry transformations and scaling.
Property 6.1. The facet cutting scheme for curves commutes with isometry transformations and scaling.
Property 6.2. The scheme interpolates twice repeated initial curves.
Proof. Let C0i = C0i+1. The identity (Id) is an admissible correspondence between the pair of curves (C0i ,C0i+1). Furthermore,
d(C0i ,C
0
i+1, Id) = 0. Hence, the identity is the optimal admissible correspondence. Thus, C0i = C0i+1 = C j2 j i = C
j
2 j i+1 for all j
which yields C0i ∈ PR∞ . 
U. Itai, N. Dyn / J. Math. Anal. Appl. 388 (2012) 913–928 927Fig. 2. The sampled curves from the spout.
Fig. 3. The reﬁned curves after three iterations.
Fig. 4. The sampled curves from the duck.
7. Examples
We apply the facet cutting scheme to two known examples, the spout of the Utah Teapot and the Duck. The implemen-
tation, of the facet cutting scheme, is in C with the IRIT [8] kit. For the implementation of the spout we choose μ = 14 , and
for the duck μ = 1 (see Figs. 2 and 3).5
928 U. Itai, N. Dyn / J. Math. Anal. Appl. 388 (2012) 913–928Fig. 5. The reﬁned curves after three iterations.
Note that the reﬁned curves after three reﬁnement steps appear to be uniformly distributed and smooth (see Figs. 4
and 5).
Unlike the spout case the curves of the duck are not smooth nor uniformly disturbed after three iterations. We attribute
it to the fact that μ 	= 14 .
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