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Abstract
Reducing Bit Error Ratio (BER) and improving performance of modern coherent optical
communication system is a significant issue. As the distance travelled by the information
signal increases, the bit error ratio will degrade. Machine learning techniques (ML) have
been used in applications associated with optical communication systems. The most
common machine learning techniques that have been used in applications of optical
communication systems are artificial neural networks, Bayesian analysis, and support
vector machines (SVMs). This thesis investigates how to improve the bit error ratio
in optical data transmission using a trainable machine learning method (ML), that is,
a Support Vector Machine (SVM). SVM is a successful machine learning method for
pattern recognition, which outperformed the conventional threshold method based on
measuring the phase value of each symbol’s central sample. In order that the described
system can be implemented in hardware, this thesis focuses on applications of SVM with
a linear kernel due to the fact that the linear separator is easier to be built in hardware
at the desired high speed required of the decoder.
In this thesis, using an SVM to reduce the bit error ratio of signals that travel over
various distances has been investigated thoroughly. Especially, particular attention has
been paid to using the neighbouring information of each symbol being decoded. To
further improve the bit error ratio, the wavelet transforms (WT) technique has been
employed to reduce the noise of distorted optical signals; however the method did not
bring the sort of improvements that the proponents of wavelets led me to believe.
It has been found that the most significant improvement of bit error ratio over the cur-
rent threshold method is to use a number of neighbours on either side of the symbol
being decoded. This works much better than using more information from the symbol
itself.
Keywords: Machine learning (ML), Support vector machine (SVM), Signal processing,
Fiber optics, Wavelets, Bit errors ratio (BER), classification, Optical communication
systems.
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Chapter 1
Introduction
1.1 Motivation
In recent years, optical fibres have been widely used in transmitting information over long distances
with a high bandwidth demand (that is, that maximum rate of data transfer across a given path1),
for example, in Internet communication. As bandwidth demands increase and the tolerance for errors
decreases, there has been an increasing interest in the need for improving the quality of transmission.
Improving the Bit Error Ratio (BER)2 in optical transmission systems is a challenging problem.
The basic idea of optical communication is carrying the information encoded into the light beam,
to transmit the data between two points over different distances. Typical optical communication
systems consist of three main components, which are illustrated in Figure 1.1: an optical transmitter
(Tx 3) that converts the electrical signal into an optical signal, an optical fibre as the propagation
medium of the optical signal, and an optical receiver (Rx 4) that converts the received optical signal
into an electrical signal again.
To make the light carry the digital signals, the light is modulated using one of the modulation
methods such as QPSK (more details, see Chapter 2). There are many different causes of trans-
mitted signal degradation in optical communication systems (Bernstein et al., 2003). During the
transmission, the optical signals are exposed to many kinds of impairments such as attenuation,
dispersion broadening and nonlinear distortion (Kanprachar, 1999). By the end at the destination,
these impairments can lead to the optical transmission signals being decoded incorrectly and gen-
erate some information bits being in error at the receiver of the fibre link. Increasing the distance
travelled by the signal leads to a further loss in the quality of the signal and a larger Bit Error
1https://simple.wikipedia.org/wiki/Bandwidth(computing)
2Bit Error Ratio is defined by dividing the number of bit errors by the total number of bits, more details can be
seen in Section 4.6, page 72.
3“The optical transmit (Tx) Power is the signal level leaving the transceiver, and it should fall within the transmitter
output power range”, quoted from (Rhoads, 2016)
4“The optical receive (Rx) power is the incoming signal level being received from the far end transceiver”, quoted
from (Rhoads, 2016)
5“Fibre” has been used in this thesis. However, since this figure (Figure 1.1) and the other figure (Figure 2.2) are
cited from literature, “fiber” has been used.
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Figure 1.1: The optical fibre link configuration (Binjumah et al., 2015a). The transmission fibre
has a length of 100 km. Pin is a function of the fibre launch power at each span (Chughtai, 2012)
(Matsumoto, 2013). N denotes the number of spans, where the span is the cable length between
two amplifiers (Shahi et al., 2014) (StackExchange, 2017). EDFA, MUX, DEMUX, OSNR and DSP
are the short forms of erbium-doped fibre amplifier, multiplexer, de-multiplexer, optical signal to
noise ratio and digital signal processor, respectively (for more details, see Chapter 2). My work is
concerned with improving the performance of the decoding at the receiver (5).
Ratio (BER) degradation (Binjumah et al., 2015b). Obviously the high-speed and long distance
data transmission in optical systems needs to be accompanied with as low bit error ratio as possible
(Metaxas et al., 2013). Therefore, the reduction of Bit Error Ratio (BER) in optical data trans-
mission is a significant issue and is difficult to achieve. My work is concerned with improving the
performance of the decoding at the receiver (de-modulator in Figure 1.2) using machine learning
techniques (ML), and reducing the bit errors resulting from mis-classifying the optical transmission
signals. Hence this work is not error correction, which is usually achieved using some method of
redundancy in the data, but in reducing the actual number of errors that are made at the decoding
receiver.
Figure 1.2: My work is concerned with improving the performance of the decoding at the receiver
(de-modulator) using machine learning techniques (ML), and reducing the bit errors resulting from
mis-classifying the optical transmission signals inaccurately.
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Machine learning is ideally suited for reducing the bit error ratio in optical data transmission.
Initial work in using ML techniques to improve bit error ratios in adaptive electrical signal post-
processing in optical communication system has been analyzed in (Sun et al., 2008), (Hunt et al.,
2009) and (Hunt et al., 2010). Sun et al. (2008) have proposed using neighbouring information to
form different input (feature) vectors, and had a first look at examining its effectiveness for error
reduction of the signal.
Hunt et al. (2009) have further evaluated the method shown in (Sun et al., 2008) by applying
various feature extraction methods including wavelet transformation.
Thrane et al. (2017) show an overview of using different machine learning techniques and their
application in optical communication. One of these techniques is the support vector machine that
was used for modulation format classification (Thrane et al., 2017).
The Support Vector Machine (SVM) is a successful machine learning method for pattern recog-
nition. The initial study in (Metaxas et al., 2013) has shown that linear Support Vector Machines
(SVMs) outperformed other trainable classifiers for error reduction in optical data transmission and
mentioned that it should be easier to be built in the hardware for real time use. However, none of
these authors have investigated either how the linear SVM performs when signals travel over various
distances or the full effect of using neighbouring information as part of the input to the classifier.
The work in this thesis is the first systematic study of all these issues. It also uses the latest in
simulated data, and therefore offers more robust performance values.
Building an SVM classifier into a real-world system offers a promising future for achieving high
performance computation while keeping the power consumption and costs low (Afifi et al., 2015). Re-
cently, it has been proposed that a non-linear SVM can be implemented using a Field-Programmable
Gate Array (FPGA) (Afifi et al., 2015) and that this too may be fast enough for real-world appli-
cations in the future. This has led to further investigation on the performance of a non-linear SVM
in this work.
1.2 Research Questions
My research deals with the fundamental question of how to improve the Bit Error Ratio (BER)
in optical data transmission using a trainable machine learning method, that is, a Support Vector
Machine (SVM). This is to be done by classifying symbols at the receiving end more accurately so
that less errors are made when detecting them. The major challenge of this research is to provide
accurate predictions especially at and beyond a long distance of 8,000 km. Figure 1.3 shows that
the tolerable BER is 2 × 10−2 (the horizontal line). The green curve displays BER obtained using
the traditional threshold method (see Chapter 4). It can be seen that the BER obtained using the
threshold method exceeds the tolerable value after about 7,000km. Research questions in my study
include:
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Figure 1.3: Using the traditional classifier (threshold method) for this data exceeded the tolerable
bit error ratio (BER) after 7,000 km, which is 2×10−2 (Mizuochi et al., 2004). Note: BER stands for
Bit Error Ratio, SSMF denotes Standard Single Mode Fibre, OSNR stands for Optical Signal-To-
Noise Ratio that compares the level of a desired signal to the level of background noise (Wikipedia,
2018e) (it is measured by decibel (dB6)), and Pin denotes the input power to the fibre generated
by the transmitter used to launch the signal (Massa, 2000) (it is measured by decibel-milliwatts
(dBm7)).
1. Investigate thoroughly whether or not a linear SVM can be suitable for improving the bit error
ratio in optical data transmission over distances from 1,000km to 10,000km.
2. What methods can be used with classifiers so that together they further improve BER?
• Sun et al. (2008) have proposed the idea using neighbouring information. However, they
did not validate the methods over different distances travelled by signals, nor did they
investigate more distant neighbours, and the work did not have access to the latest sim-
ulated data. In this work, I shall investigate how many neighbours should be used over
various distances.
• Furthermore, I shall answer the question: to what degree, can wavelets be of help to
assist in improving bit error ratio on the distorted optical signals? Especially, I look into
whether or not wavelets can deal with noise in phase and/or frequency of optical signals.
6A decibel (dB) is a unit used to express relative differences in signal strength (CISCO, 2005).
7dBm is used in fibre-optical communication networks as a convenient measure of absolute power because of its
capability to express both very large and very small values (Wikipedia, 2018c)
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3. How reliable the proposed method is, that is, using an SVM together with feature selection
methods, when working on the meaningful-text data sets?
1.3 Contributions
The novel contributions in this research includes:
• I have thoroughly investigated the effect of using the neighbouring symbols to inform training.
My results show that it works well on most of my data over various distances traveled by
signals. In fact it is the most effective addition to the current method, namely the threshold
method. This is my most important contribution to knowledge.
• I have confirmed that the bit error ratio can be improved by using a trainable machine learning
model, that is, an SVM-based classifier. Especially, the proposed method works well on the
meaningful text data set, and I confirmed this result using much more comprehensive and
realistic data than has been used before.
• I have empirically demonstrated that the linear SVM, which is a hardware realisable algorithm,
can be of use in improving the bit error ratio, especially for simulated distances less than
8,000km.
• Despite the widespread use of wavelets in signal processing I have found little benefit in using
them in the context of my work.
1.4 Publications on this Thesis
Conference paper, see Appendix D
• Reducing Bit Error Rate of Optical Data Transmission with Neighboring Symbol
Information Using a Linear Support Vector Machine by Weam M. Binjumah, Alexey
Redyuk, Neil Davey, Rod Adams and Yi Sun - presented at the European Conference on
Machine Learning and Principles and Practice of Knowledge Discovery in Databases, from 7
to 11 September, 2015 in Porto, Portugal.
• Error Correction over Optical Transmission by Weam M. Binjumah, Alexey Redyuk,
Rod Adams, Neil Davey and Yi Sun - presented at ICPRAM 2017; 6th International Conference
on Pattern Recognition Applications and Methods, from 24 to 26 February, 2017 in Porto,
Portugal.
• Investigating Optical Transmission Error Correction using Wavelet Transforms by
Weam M. Binjumah, Alexey Redyuk, Rod Adams, Neil Davey and Yi Sun - presented at
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ESANN 2017; Investigating Optical Transmission Error Correction using Wavelet Transforms,
from 26 to 28 April, 2017 in Bruges, Belgium.
1.5 Typographical Conventions
In this thesis, I have used “10” in two different ways as follows:
• Symbol “10”: 10 in quotes is a binary number. It reads as symbol one zero, which is a
two-bit symbol. In this work, there are four unique symbols (classes), which are Symbol “10”,
Symbol “11”, Symbol “01” and Symbol “00”. Details can be found in Chapter 3.
• 10 symbols: here, 10 is a decimal. It reads ten symbols.
1.6 Expression of Phase Values
In this thesis, I have some figures that show the phase value along the y-axis. For example, see
Figure 3.18, where the phase value is ranged from zero to 2pi. In some other figures, the phase value
has been shown from zero to pi and then from −pi to zero. I would clarify that generating plots in
this thesis by using either way gives the same results, as illustrated in Figure 1.4.
Figure 1.4: Four different variants of the light after QPSK modulation. Panel (A) shows the phase
value in only positive angle. Panel (B) shows the phase value in both positive and negative angles.
1.7 The Computational Time in this Work
The computer used for carrying out experiments has an Intle (R) processor with Core (TM) i7 and
a 2.5 GHz CPU. The installed memory (RAM) is 8.00 GB. The operating system is 64-bit Windows
7 Enterprise.
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Most of the computational time was spent in training the classifier, when trying to find the
optimal parameters. The time spent in running each experiment depends on mainly: 1) the number
of features in the input vector; 2) the size of the parameter space (more details can be found in
Section 4.3.6); and 3) the RAM's capability. In general, it took about 4 days to one week to obtain
one result (that is one line) shown in those tables (for example, Table 8.2).
1.8 Thesis Outline
The rest of the thesis is organized as follows:
Chapter 2 introduces the background of data transmission including reviewing some questions
about optical fibre links and the modulation of the light. It also gives a literature review of using
machine learning techniques for signal processing applications, especially applications associated
with the optical communication systems, and of classifying the optical transmission signals.
Chapter 3 is in two parts: a description of all the data, that I have used for the purpose of this
study; and an introduction of data pre-processing including a brief description of wavelet transforms,
used to represent the data as input vectors of classifiers in this study.
Chapter 4 shows all the methods that I have used in this work, including the benchmark
method (the threshold method), which is currently used in the hardware. It also introduces prin-
cipal component analysis (PCA), which I have used for visualizing data. In addition, Chapter 4
describes the support vector machine (SVM), which is the main method I have used for improving
the classification in this work.
Chapter5 presents all the initial experimental results that have been obtained using an SVM on
the first type of optical transmission data. It describes an initial investigation of the methodology
that will be used in subsequent experiments.
Chapter6 presents the results for the second type of modulated data, which is the main data
in my research. This data represents probably the most realistic simulated data. The main focus
of my experiments in this chapter is to find out which set of features, including using neighbour
information, gives the best results.
Chapter7 shows experiments and results using an SVM with wavelets. This chapter investigates
the effect of applying the wavelet transforms (WT) prior to using an SVM.
Chapter8 presents results obtained using data based on a meaningful text dataset (the third
type of data). It discusses the effect of using the SVM classifier and wavelet transforms on the
optical transmission data that is simulated based on a meaningful text input.
Chapter 9 summarise all the findings in this thesis. Moreover, some future work is indicated
and discussed.
7
Chapter 2
Background and Literature Review
This chapter consists of two parts. In the first part, I shall introduce background information on the
basic knowledge of the transmission of optical data. The second part is a literature review, showing
relevant research using machine learning methods in the problem domain.
2.1 Background
Various books and web resources were used as sources for this section. Such sources have been
cited in each sub-section. In general, these resources are very good, and in some cases were so
well written and said exactly what I wanted to say so I have quoted them verbatim. This also
keeps the information as accurate as possible. Where the source is quoted verbatim I have given
the corresponding references right under each topic heading. All this directly quoted text is then
indented.
2.1.1 A brief history of data transmission systems
Data communication began with a simple wired link. Probably the first use of data transmission
using copper wire as an electrical conductor was when Samuel Morse sent the first telegraphic
message from Washington, D.C., to Baltimore (Library of Congress, n.d.). He invented Morse Code
and so the telegraph was the beginning of the digital communication using these electrical pulses
(Glesk, 2010).
In 1876, the telephone was invented by Alexander Graham Bell, which brought about a major
change in the way people interacted with each other. This lead to the development of other types of
cable including the coaxial cable used to communicate one television channel, that based on 3 MHz
system. The coaxial cable has many limitations such as the limited distance that signals can travel
before being 'refreshed' using a signal re-generator. Some help on this front was afforded by the use
of microwave technology.
All modern long-distance cable systems though use fibre optic cables. Their use had to wait until
the development of a coherent light source - the laser. Since then fibre optic technologies became
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the prevailing way to broadcast data. The combination of fibre optics, optical data multiplexing
techniques, and advanced signal processing helped to realize the current data transmission system.
Figure 2.1 shows a brief history of data broadcasting and communication.
Figure 2.1: A brief history of data broadcasting and communication (Glesk, 2010). Note: in (BL),
(B) indicates bit rate and (L) indicates the distance.
2.1.2 General characteristics of optical fibre
This section is quoted from (McCool, n.d.)
An optical fibre is a strand of silica based glass. Its diameter is slightly thicker than that
of a human hair, surrounded by a transparent cladding. Light can be transmitted along the
fibre over great distances at very high data transfer rates providing an ideal medium for the
transport of information is used. Figure 2.2 shows the typical structure of a basic optical
fibre used for communication links. It has an inner glass core with an outer cladding. This is
covered with a protective buffer and outer jacket. This design of fibre is light and has a very
low loss making it ideal for the transmission of information over long distances. The light
propagates along the fibre by the process of total internal reflection (for more information,
see Section 2.1.6), and it is contained within the glass core and cladding by careful design
of their refractive indices. The loss along the fibre is low and the signal is not subject to
electromagnetic interference which plagues other methods of signal transmission, such as
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radio or copper wire links. However, The signal is degraded by other means particular to the
fibre such as dispersion and non linear effects (caused by a high power density in the fibre
core).
Figure 2.2: Fibre-Optic cable construction. (Woodford, 2018). Commonly, the size of the optical
fibre is specified by its core, cladding and coating (Belden Inc., 2018). The core is between 8 (a
typical single-mode fibre) and 62.5 (a typical multi-mode fibre) microns (millionth of a meter (µm))
in diameter. The core is surrounded by the cladding, that is typically 125 microns in diameter and is
a little bit thicker than a typical human hair, which is about 100 microns in diameter. The coating
is typically half the diameter of cladding, and provides an extra protection to the fibre. The core
and the cladding together with the coating can increase the overall size of the optical fibre to 250
microns (Woodward, 2014).
2.1.3 How thick is the optical fibre?
The simplest type of optical fibre is called single-mode. It has a very thin core of 5-10 microns
(millionths of meter) in diameter. Cable TV, Internet, and telephone signals are generally carried
by single-mode fibres, wrapped together into a huge bundle. Cables like this can send information
over 100 km (60 miles).
Another type of fibre-optic cable is called multi-mode. Each optical fibre in a multi-mode cable is
about 10 times bigger than one in a single-mode cable. Multi-mode cables can send information
only over relatively short distances and are used (among other things) to link computer networks
together.
Even thicker fibres are used in a medical tool called a gastroscope (a type of endoscope), which
doctors use to see problems inside the patient's stomach. There is also an industrial version of the
tool, called a fibre-scope, which can be used to examine things like inaccessible pieces of machinery
in airplane engines (Woodford, 2018).
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2.1.4 How many signals can be transmitted in optical fibres?
This section is quoted from (Wikipedia, 2018d) and (Wikipedia, 2018f).
The per-channel light signals propagating in the fibre have been modulated at rates as high
as 111 gigabits per second (Gbit/s) by NTT (Nippon Telegraph and Telephone Corporation
) (NTT, News Release, 2006) (Alfiad et al., 2008), although 10 or 40 Gbit/s is typical in
deployed systems (Yao, 2003). In June 2013, researchers demonstrated transmission of 400
Gbit/s over a single channel using 4-mode orbital angular momentum multiplexing (Bozinovic
et al., 2013).
Each fibre can carry many independent channels, each using a different wavelength of
light (wavelength-division multiplexing (WDM)) (see below for the definition). The net data
transfer rate per fibre is defined as the per-channel data rate reduced by the forward error
correction (FEC) overhead, multiplied by the number of channels (usually up to eighty in
commercial dense WDM systems as of 2008). As of 2011 the record for bandwidth on a
single core was 101 Tbit/s (370 channels at 273 Gbit/s each) (Hecht, 2011). The record for
a multi-core fibre as of January 2013 was 1.05 petabits per second (Peach, 2013). In 2009,
Bell Labs broke optical transmission record, and set a new record of 100 Petabit per second
kilometer barrier (that is, 15.5 Tbit/s over a single 7,000 km fibre).
Wavelength-division multiplexing (WDM)
In fibre-optic communications, wavelength-division multiplexing (WDM) is a technology
which multiplexes a number of optical carrier signals onto a single optical fibre by using
different wavelengths (i.e., colors) of laser light. This technique enables bidirectional commu-
nications over one strand of fibre, as well as multiplication of capacity.
The term wavelength-division multiplexing is commonly applied to an optical carrier,
which is typically described by its wavelength, whereas frequency-division multiplexing typi-
cally applies to a radio carrier which is more often described by frequency. This is purely con-
ventional because wavelength and frequency communicate the same information (Wikipedia,
2018f).
Figure 2.3 illustrates a WDM system, where a multiplexer at the transmitter to join the
several signals together, and a demultiplexer at the receiver to split them apart.
2.1.5 How fast can light travel inside the glass?
The speed of light is normally 186,000 miles per second (or 300,000 km per second) in a vacuum,
but this slows to about two thirds of this speed in a fibre-optic cable (Woodford, 2018).
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Figure 2.3: A wavelength-division multiplexing (WDM) system (Wikipedia, 2018f). MUX denotes
a multiplexer at the transmitter and DEMUX denotes a demultiplexer at the receiver.
2.1.6 How to avoid light leak?
Light travels down a fibre-optic cable by bouncing repeatedly off the walls. If light hits glass at
a shallow angle (less than 42 degrees), it reflects back in again - as though the glass were really a
mirror. This phenomenon is called total internal reflection, see below. The other thing that keeps
light in the pipe is the interior structure of the cable, which is made up of two separate parts. The
middle of the cable is called the core and is where the light travels. Wrapped around the core is
another layer of glass called the cladding, see Figure 2.2. The cladding’s job is to keep the light
signals inside the core. It can do this because it is made of a different type of glass to the core and
has a lower refractive index (Woodford, 2018).
Total internal reflection
Waves going from a dense medium to a less dense medium speed up at the boundary. This causes
light rays to bend when they pass from glass to air at an angle other than along the normal to the
surface ( the line at 90◦ to the surface). This is called refraction. Beyond a certain angle from the
normal, called the critical angle, all the waves reflect back into the glass, they are totally internally
reflected. The critical angle for most glass is about 42◦ (BBC, 2014b). An optical fibre is a thin
rod of high-quality glass. Very little light is absorbed by the glass. Light getting in at one end
undergoes repeated total internal reflection, even when the fibre is bent, and emerges at the other
end, as shown in Figure 2.4 (BBC, 2014a).
2.1.7 What are repeaters and how far apart are they?
This section is quoted from (Davis, n.d.), (R. Sathya, 2014) and (McCool, n.d.).
Even though modern optical fibres are extremely transparent, attenuation of the intensity of
the light traveling along the fibre still occurs, and over long distances the light signal must be
boosted back to a larger value (Davis, n.d.). This process was traditionally carried out with
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Figure 2.4: Total internal reflection (BBC, 2014a).
a repeater. This is a device incorporating a light detector, processing electronics, and a new
laser. An incoming stream of optical pulses, corresponding to the transmitted information
in binary code, is detected and becomes an equivalent stream of electrical pulses. These
electrical pulses are amplified, reshaped electronically to restore their original shape, and are
then used to drive the new laser to re-transmit the information along the next stretch of fibre.
In this way, a stream of optical pulses can be transmitted over great distances, such as under
the Atlantic Ocean, by spacing a series of repeaters along the fibre cable. Typically repeaters
are spaced every 45-70 km. Consequently, a long fibre cable must incorporate conventional
electrical wires to provide the power to drive the repeaters (R. Sathya, 2014).
Erbium doped fibre amplifier (EDFA)
Otherwise known as a fibre or optical amplifier, the EDFA is an important component in
long distance fibre links. Fibre and component attenuation in modern telecommunications
links degrade the transmitted signal. When the signal power becomes too low, errors will
occur at the optical receiver as it struggles to recognize the transmitted signal from received
noise. Before the introduction of EFDAs, in order to transmit signals over long distances the
signal would be detected and re-transmitted at regular intervals, and this process was called
regeneration. EDFAs provide the telecommunications engineer with the means to optically
amplify the signal en-route without converting the signal from the optical back to the electrical
domain. The component works by the principle of stimulated emission. A piece of fibre doped
with Erbium irons is pumped by a laser at high powers. The excited erbium irons release
their energy when the data signal is passed through the fibre. The process is such, that the
energy they release matches the signal exactly, thus amplifying the signal (McCool, n.d.).
2.1.8 Coding and modulation
Coding and modulation are two different things. Coding is about how to convert data from one
format to another. For example, the decimal number ”3” can be encoded as a binary number ”11”.
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Modulation is a way to convert data into waves for transmission. The digital version of modulation
is called keying 1. The following sub-sections will give more details.
2.1.8.1 Coding
In this section, two types of coding, which are Non-Return-to-Zero (NRZ) and Return-to-Zero (RZ),
are introduced.
Non-Return-to-Zero (NRZ) coding
If the transmitted bit stream is simply the presence or absence of light on the fibre (or the changes
of voltage on a wire), then the simplest coding possible is NRZ. This is illustrated in Figure 2.5.
Here a one bit is represented as the presence of light and a zero bit is represented as the absence of
light. This method is used for some very slow speed optical links. (Dutton, 1998).
Figure 2.5: Non-Return to Zero (NRZ) coding. (Dutton, 1998)
Return-to-Zero (RZ) coding
Using RZ the signal returns to the zero state during every bit time. As illustrated in Figure 2.6, a “1”
bit is represented by a “ON” laser state for only half a bit time. This is not a good coding system in
a restricted bandwidth environment because there are two different line states required to represent
a “1” bit. In some environments, however, bandwidth is not a major constraint, for example in the
optical fibre environment or in the electronic environment using shielded cables (Dutton, 1998).
2.1.8.2 What is the frequency of the carrier wave?
Before I introduce what modulation is, I need to explain what a carrier wave is.
A carrier wave, carrier signal, or just carrier, is usually a sinusoidal waveform that is modulated
(modified) with an input signal for the purpose of conveying information. This carrier wave usually
has a much higher frequency than the input signal. The carrier is usually either to transmit the
1https://www.cse.wustl.edu/ jain/cse574-14/ftp/j03phy.pdf
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Figure 2.6: Return to Zero (RZ) coding. (Dutton, 1998)
information as an electromagnetic wave or pulse (for example, as in radio communication), or to
allow several carriers at different frequencies to share a common physical transmission medium by
frequency division multiplexing (as, for example, a cable television system)(Wikipedia, 2018b). With
laser transmission over an optical fibre media, a carrier can also be a laser-generated light beam on
which information is imposed (Rouse, 2007).
The primary reason that optical fibres have very much larger information-carrying capacity than
other media, is that they carry light. The frequency of the light beams that travel along optical
fibres is in the vicinity of two hundred trillion cycles per second (Hz) and the frequencies that
must be transmitted for voice communications covers the range (bandwidth) from about 50Hz to
20,000Hz (20kHz). Since there is very little need to include high frequencies for understandable
voice communications, the actual bandwidth needed is really only about 4 kHz. Hence it is possible,
in principle, to carry about 50 billion voice conversations on a single laser beam in an optical fibre,
(R. Sathya, 2014).
2.1.8.3 Modulation
A message signal containing information is used to control parameters of a carrier signal, in other
words, the information is embedded onto the carrier. The carrier could either be a ’sinusoidal wave’
or a ’pulse train’ 2.
In wired electronics digital signals take (ideally) one of two discrete states. When modulation
techniques are used for digital communication, the variations applied to the carrier are restricted
according to the discrete information being transmitted. Examples of common digital modulation
types are ASK (Amplitude Shift Keying), FSK (Frequency Shift Keying) and PSK (Phase shift
Keying). These schemes cause the carrier to assume one of two possible states depending on whether
2https://pdfs.semanticscholar.org/presentation/4f3c/530fb2cc239eef62d269737fecca55d93cc6.pdf
15
the system must transmit a binary 1 or a binary 0; each discrete carrier state is referred to as a
symbol (Keim, 2016).
Figure 2.7 shows an example of each modulation type. The top panel shows the desired digital
signal (information); the second panel shows the carrier wave. The bottom three panels show the
carrier wave after being modulated using two different amplitudes (ASK), two different frequencies
(FSK), and two different phases (PSK) for ’0’ and ’1’, respectively (Keim, 2016).
Figure 2.7: Digital Modulation. The top panel shows the desired signal, the second panel shows the
carrier wave, the next three panels show an example of Amplitude Shift Keying, Frequency Shift
Keying and Phase shift Keying(Faruque, 2017).
Figure 2.8 shows a further illustration regarding amplitude modulation. It shows how the am-
plitude modulated (AM) wave is interconnected with an imaginary line (the envelope). Amplitude
modulation is where the height of the carrier signal is changed in accordance with the height of the
message signal. In amplitude modulation, only the amplitude of the carrier wave is changed while
the frequency and phase of the carrier wave remain constant. The first panel in Figure 2.8 shows
the modulating signal or message signal which contains information, the second panel shows the
high frequency carrier signal which contains no information and the last panel shows the resultant
amplitude modulated signal. The third panel shows that the amplitude of both the positive and
negative half cycles of the carrier wave is varied in accordance with the instant amplitude of the
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message signal. It can be observed that the positive and negative peaks of the amplitude modulated
(AM) wave are interconnected with an imaginary line. This imaginary line on the AM wave is called
an envelope (Shaik, n.d.).
Figure 2.8: An amplitude modulated (AM) wave interconnected with an imaginary line (the enve-
lope), (Shaik, n.d.).
I/Q modulation
If you take two equal amplitude signals that are out of phase by 90◦, such as a sine and a cosine,
and add them together the resultant signal is of phase 45◦. This can be seen by using the standard
trig identity in Eq. 2.1:
sin(A) + sin(B) = 2 sin(
A+B
2
) cos(
A−B
2
), (2.1)
So that, Eq. 2.2:
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I +Q = cos(x) + sin(x),
= sin(x+ 90) + sin(x),
= 2 sin(x+ 45) cos(45),
=
√
2 sin(x+ 45)
(2.2)
Such a system is referred to as I/Q modulation. The term ”I/Q” is an abbreviation for ”in-phase”
and ”quadrature”. By convention, the I signal (”in-phase”) is a cosine waveform, and the Q signal
(”quadrature”) is a sine waveform. Another way to express this is that the sine and cosine waves
are in quadrature (AAC, n.d.).
Quadrature Phase-Shift Keying
The term ”quadrature modulation” refers to modulation that is based on the summation of two
signals that are in quadrature. In other words, it is an I/Q-signal-based modulation. Quadrature
phase shift keying (QPSK) is an example of quadrature modulation and is particularly interesting
because it actually transmits two bits per symbol. In other words, a QPSK symbol does not represent
0 or 1 - it represents “00 ”, “01 ”, “10 ”, or “11 ”. Therefore its bandwidth efficiency is (ideally)
higher by a factor of two.
If the I signal is a standard cosine and the Q is a standard sine then we get a phase difference of
45◦ when we add the two symbols as shown above.
However, if we invert either or both of the sinusoidal signals we get a set of 4 different phases when
we add the two signals together. See Table 2.1. For instance, an inverted sine wave is equivalent to
a sine wave of an angle with a phase difference of 180◦ from the non-inverted sine wave.
− sin(x) = sin(x+ 180) (2.3)
A similar calculation to the one shown above (Eq. 2.3) then gives all 4 results.
Summing I and Q signals that are either inverted or non-inverted are easily generated using
I/Q modulation techniques. Note that these 4 phase states are evenly separated around a circle to
maximise the possibility of a clean detection.
We can use these 4 different phases to represent 4 different codings of two consecutive bits, see
Figure 2.9. The state of the I signal, either normal or inverted, codes, say, for the first of the two bits,
and the state of the Q signal codes for the second of the two bits, so that the combination can then
code for the 4 different combinations. Note also that the phase-shift-to-digital-data correspondence
shown above (Figure 2.9) is a logical though arbitrary choice; as long as the transmitter and receiver
agree to interpret phase shifts in the same way, different correspondence schemes can be used (Keim,
2016).
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Figure 2.9: Four QPSK phase shifts are 45◦, 135◦, 225◦, and 315◦ (Keim, 2016). Note: this figure
illustrates the principal idea, but it does not show the carrier signal. In practice, we need a high
frequency carrier signal to send this signal (baseband signal) that contains the information, look at
the example shown in Figure 2.8.
I Q Phase shift of I+Q
non-inverted non-inverted 45◦
non-inverted inverted 135◦
inverted inverted 225◦
inverted non-inverted 315◦
Table 2.1: I/Q modulation techniques.
2.2 Literature Review
The second part of this chapter gives an overview of some published research papers that are most
relevant to my research. According to the topic of each paper under investigated, I have grouped
them into the following sub-sections:
1. General applications of signal processing using machine learning methods, Section 2.2.1.
2. Applications associated with the optical communication systems using machine learning meth-
ods, Section 2.2.2.
3. Applications, especially focusing on classifying the optical transmission signals using machine
learning methods, Section 2.2.3.
4. The implementation of Support Vector Machines(SVM) on FPGA, Section 2.2.4.
2.2.1 Applications of machine learning techniques to signal processing
There is a big trend to use machine learning techniques (ML) in various fields. Signal processing
is one of those fields. ML techniques have formed a successful combination with digital signal
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processing (DSP) in developing some areas such as speech recognition, bio-medical applications,
channel equalization, image/audio/video encoding and algorithms on the utilization of the radio
spectrum, and so on (Evgeniou et al., 2008). For example:
• Electroencephalogram (EEG)
– Hosseinifard et al. (2013) investigates improving the classification accuracy using machine
learning methods (ML) when classifying depressed patients from non-depressed subjects
based on their EEG signals. Authors summarized that using nonlinear features with ML
methods might provide an effective method of analyzing the EEG signals.
– In (Aaruni et al., 2015), support vector machines with wavelet kernel functions have been
used to classify EEG signals into two classes: seizure free and ictal when using EEG to
detect epileptic seizures. The proposed method gave an improvement on the classification
accuracy.
• Audio signal processing
– Heittola et al. (2018) has applied deep neural networks (DNN) for analyzing the audio
signals for sound scenes and events such as detecting a baby crying. The study shows the
techniques can be adapted for different sound classification and detection issues.
– Dhanalakshmi et al. (2009) proposed an algorithm to classify audio signals in broadcast-
ing. A support vector machine classifier (SVM) was used to classify audio clips into six
categories: news, music, advertisement, sport, movie and cartoon. Then, the experiments
were extended by using a radial basis neural networks (RBFNN) for classifying the audio
further.
– In (Lin et al., 2005), authors have used both support vector machine and wavelets to
classifying audio accurately. When the audio query is first given, the application of
wavelets takes place first to extract acoustical features like pitch information and sub-
band power. Then, the SVM is used to do the classification.
• Image processing
– Regniers et al. (2016) proposed a complete strategy to apply wavelet-based multivari-
ate models in a supervised classification procedure of textures in very high resolution
panchromatic data. This strategy relies on a learning a texture database made of texture
patches and on the preparation of the image that is to be classified. A classifier based
on a similarity measure or a likelihood criterion was next used to produce classification
results. The applicability of the proposed strategy was tested in two distinct contexts. In
both applications, the use of the proposed strategy has achieved satisfactory classification
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results with at least one of the tested multivariate models displaying higher classification
accuracy than the standard texture analysis methods.
– Anantrasirichai et al. (2013) describes a method for automated texture classification for
glaucoma detection using high-resolution retinal Optical Coherence Tomography (OCT).
OCT is a non-invasive technique that produces cross-sectional imagery of ocular tissue.
The proposed method relies on a support vector machine (SVM) where principal compo-
nent analysis (PCA) is also used to ensure the performance of classification is improved.
These researchers use a dual tree complex wavelet transform (DT-CWT) to extract the
texture features.
• The area of communication systems
– In (Fehske et al., 2005) the authors proposed a method for classification of communication
signals based on cyclic spectral analysis and pattern recognition performed by a neural
network. The neural network was used to avoid the problems of unknown bandwidths and
uncertain carrier of the signals. The researcher confirmed that the neural network method
was a robust technique for pattern recognition. In addition, using a neural network for
classification constitutes a highly flexible method since the network can be retrained easily
in order to incorporate new signal types.
– Maliuk et al. (2010) has investigated the use of hardware based neural networks for
making a built-in analog self-test for analog circuits. The role of this neural classifier
is to map a set of simple on-chip measurements to a single-bit decision, which indicates
whether the performances of the circuit complies to the specifications or not. The network
can be configured into any particular topology of one-hidden-layer network under the
restrictions of various inputs and neurons. The storage on digital devices provides a
very fast time for computation and in this case also very low power has been consumed.
Additionally, a fast training cycle has been obtained. The training algorithm used was
annealing-based parallel weight perturbation. Its efficiency in recognition of separating
the nominal from faulty circuits has been investigated. Software neural networks have
been compared with these results. The experiment illustrates that the hardware classifier
achieves similar performance compared to an ideal software classifier and is capable of
learning to discriminate good from faulty circuits.
2.2.2 Applications associated with the optical communication systems
using machine learning methods
Thrane et al. (2017) suggests that machine learning techniques should be of use for dealing with
challenges associated with the optical communication, due to the fact that machine learning meth-
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ods have been applied to address many tasks of a nonlinear nature and the optical fibre channel
characteristics are nonlinear.
In (Thrane et al., 2017), the authors provide an overview on the various machine learning methods
and their applications in optical communication. Their investigation shows that advanced machine
learning methods have been used in many areas of optical communication systems, for example:
• Blind modulation format classification. Blind modulation classification (MC) is an interme-
diate step between signal detection and demodulation, with application in both commercial
and military communication systems (Dobre et al., 2005). Studies in (Gonzalez et al., 2010)
(Borkowski et al., 2013) (Isautier et al., 2015) (Tan et al., 2014) have shown that neural
networks, K-means clustering and variational Bayesian methods for mixture models, Bishop
(2006) have been successfully employed for blind modulation format classification.
• Estimating optical channel parameters, such as: chromatic dispersion (CD) 3, baud rate 4 and
optical signal to noise ratio5(OSNR), using neural networks ((Wu et al., 2009) (Wu et al.,
2011) and (Dong et al., 2016)).
• Performing optimum classification for symbol detection, as shown in (Tan et al., 2011) (Wang
et al., 2015) (Koike-Akino et al., 2012) (Zibar et al., 2012) and (Li et al., 2013) using, for
example, support vector machine (details can be found in Chapter 4).
• In addition, machine learning methods, such as, nonlinear state-space based Bayesian filtering,
have been used to estimate the frequency, amplitude and phase of a noisy signal with time-
varying amplitude or phase. In the paper of (Zibar et al., 2015), Bayesian filtering methods are
utilized for the characterization or classification of the laser amplitude and phase noise. This
research applied the principles of Bayesian filtering and overtook the outdated time-domain
method in the presence of noise.
In the research of (Wu et al., 2009), applications utilize artificial neural networks (ANNs) for
monitoring the performance of optical networks. A simulation is conducted with a data rate of 40
Gb/s on-off keying and systems of differential phase shift keying. Verification is also conducted simul-
taneously for the identification of the OSNR, CD and the accumulated fibre nonlinearity. Moreover,
through the ANN approach damage has also been monitored. Finally, the ANNs have also been
3Chromatic dispersion is a phenomenon that is an important factor in fibre optic communications. Its effect is
essentially to stretch or flatten the initially sharply-defined binary pulses of information. This degradation makes the
signals (1s and 0s) more difficult to distinguish from each other at the far end of the fibre. Cited from (Miller, 2011)
4In telecommunication and electronics, baud is a common measure of the speed of communication over a data
channel. Technically speaking, it is the unit for symbol rate or modulation rate in symbols per second or pulses per
second. It is the number of distinct symbol changes (signaling events) made to the transmission medium per second
in a digitally modulated signal or a line code. Cited from (Wikipedia, 2018a)
5 Signal-to-noise ratio (abbreviated SNR or S/N) is a measure used in science and engineering that compares the
level of a desired signal to the level of background noise. SNR is defined as the ratio of signal power to the noise
power, often expressed in decibels. A ratio higher than 1:1 (greater than 0 dB) indicates more signal than noise. Cited
from (Wikipedia, 2018e)
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used for the recognition of in-phase/quadrature (I/Q) alignment and misalignment in differential
quadrature phase shift keying transmitters (Wu et al., 2009).
2.2.3 Classifying optical transmission signals using machine learning meth-
ods
Classifying optical transmission signals using ANN and wavelets
Rajbhandari et al. (2009b) proposed a receiver architecture using a discrete wavelet transform
(DWT) and artificial neural network (ANN) for indoor optical wireless (OW) systems (Rajbhandari
et al., 2009b). ANN was used for classifying signals in the channel, and DWT was used for denoising
the artificial light interference (ALI) in indoor OW system. The indoor and outdoor OW system
provide the same characteristics of the optical fibre and they offer a high speed system at a low
cost (Rajbhandari et al., 2009a). When it comes to indoor optic wireless communication, ANN and
DWT improve the link performance in any physical channel. However, there are constraints in the
way of getting a realization of the unlimited bandwidth in optical wavelengths, where ambient light
interferes and induces a multipath inter-symbol interference. It has been shown that using DWT and
ANN in a receiver can minimize the effect of fluorescent light interference (FLI) and inter-symbol
interference (ISI) (Rajbhandari, 2010).
Classifying optical transmission signals using ANN, support vector machine (SVM)
and wavelets
Sun et al. (2008), Hunt et al. (2008) and Hunt et al. (2009) analyze the bit-error ratio in adaptive
electrical signal post-processing in optical communication system. The authors recognized that this
is a critical problem which needs to be solved. In optical communication systems, often the data
transfer rate is very high. So, a little error can make a huge difference in the actual outcome.
Therefore, detection and correction must occur at high speed and has to be extremely accurate
depending on the signal speed. Also, it is very common that there are multiple channels which have
different characteristics and which can be changeable over time. The authors examined the effect
of using the contiguous bits to the bit that is being classified, since the bit might be affected by its
context. The feasibility has been provided through using simple artificial neural networks (ANN).
Furthermore, various representations of signal waveforms have been studied (Sun et al., 2008) (Hunt
et al., 2008) (Hunt et al., 2009).
• In (Sun et al., 2008), the data has been chosen from an electrical domain after converting to an
electrical current from an optical signal. This study has especially investigated the classification
performance on easy cases and hard cases, which are misclassified by the conventional threshold
method, separately. Authors argued that producing a highly accurate classifier but which is
sufficiently simple is a challenge but it may be possible. So, the experiment has been restricted
to use data for either just the pulse’s energy or the light waveform’s sampled version. They
23
have been successful in reducing the bit error ratio from 2.81% to 1.33% by using 1 bit either
side of the target (that is, using neighbouring information (the target bit, and a bit either
side) gives the best results with a SLN). Although this figure is still high, it may be because
that there are many more easy cases than hard cases in their experiment.
• In (Hunt et al., 2009), the authors extended their work in (Sun et al., 2008). Different feature
extraction methods, such as, the discrete wavelet transformation and independent component
analysis have been used. Although the improvement obtained by using wavelet coefficients and
independent components is minor, the number of inputs to the single layer network is much
smaller than the one using the waveform of each symbol.
Research in (Sun et al., 2008), (Hunt et al., 2008) and (Hunt et al., 2009) shows that searching
for a good separator using SLN (that is, training the perceptron) is difficult on a large-scale dataset.
Therefore, Metaxas et al. (2013) proposed to use a linear SVM to classify the optical transmission
signals, since the linear separator can be implemented easily in the hardware and it offers the high
speed required of a de-modulator. A linear SVM was used instead of a neural network as a classifier
for large-scale data. These authors argued that the most important feature when dealing with the
domain problem is the fact that the classifier needs to be extremely fast. Since the optical channels
are capable of operating at a speed of over 50GHz, a classifier should use in-built hardware if it is
to be used in practice.
2.2.4 Hardware Implementation of SVM on FPGAs
SVM software implementations can provide highly accurate classification. However, any method of
bit-error ratio reduction must be able to work in real time and consequently needs to be implemented
in hardware. So the SVM method needs to meet the high requirements of real-time embedded
applications in hardware such as fast execution and low cost of intensive computation in hardware
(Afifi et al., 2015). In this section, I review existing research about implementing an SVM classifier
in hardware.
Afifi et al. (2015) considers a popular re-configurable device that is a Field- Programmable Gate
Array (FPGA) to accelerate the SVM model and achieving high performance computing (HPC),
while also keeping the cost and the power consumption low. They conclude that the FPGA is
superior to the other main contender for hardware implementation, namely the use of a Graphics
Processing Unit (GPU).
As is explained on Wikipedia (Wikipedia, 2017), a field-programmable gate array (FPGA) is an
integrated circuit designed to be configured by a customer or a designer after manufacturing - hence
“field-programmable”. The FPGA configuration is generally specified using a hardware description
language, similar to that used for an application-specific integrated circuit. FPGAs contain an array
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of programmable logic blocks, and a hierarchy of re-configurable interconnects that allow the blocks
to be “wired together”, like many logic gates that can be inter-wired in different configurations.
Logic blocks can be configured to perform complex combinational functions, or merely simple logic
gates like AND and XOR. In most FPGAs, logic blocks also include memory elements, which may
be simple flip-flops or more complete blocks of memory (Wikipedia, 2017).
Lots of researchers Groleat et al. (2012), Cao et al. (2010), Bustio-Mart´ınez et al. (2010), Cutajar
et al. (2013) and Komorkiewicz et al. (2012) confirm that the most difficult thing in the implemen-
tation of classifier using an SVM is the training and classification stages and the computations of
a complex kernel. However, since the training can be done off line, using the copious amounts of
simulated training data that exists, this part of the process is not necessary to do in real time in
hardware. Hence most of the existing studies discuss the implementation of the SVM classification
stage using an FPGA after executing the training stage using software (Afifi et al., 2015). The
studies examine different hardware implementations of SVM classifier that have been done on an
FPGA using various hardware mechanisms.
Moreover, some studies (for example, (Koide et al., 2014), (Shigemi et al., 2013) and (Peng
et al., 2014)) have investigated achieving the balance between accurate classification and reaching
the requirements of the real-time embedded applications in hardware, which is the main aim in
most of the existing research. These requirements include high performance, the capacity to change
the scale of the computing process, the ability to undertake modification easily, and keeping the
consumption of cost and power low. The majority of the classification systems using SVM described
previously cannot be developed and adjusted from other applications. Consequently, this is outlined
as one of previous implementations’ limitations, but is of no real concern to us since a dedicated
FPGA would be required. In addition, using parallel processing to speed up the SVM, and the big
memory to reduce the time consumption for the large-scale problems are not effectively addressed.
Besides that lots of the developed designs were improved without consideration of meeting some of
the embedded applications requirements; and were performed on old versions of FPGAs.
Interestingly, there were few papers investigating the use of a non-linear SVM classifier with a
more complex kernel in hardware when I started my PhD study about five years ago. In (Ruiz-
Llata et al., 2010), the authors proposed a hardware implementation based on FPGAs, that can do
both support SVM classification and SVM regression. They presented a hardware-friendly kernel
function that can simplify the SVM computation in a constrained hardware while maintaining good
classification performance with respect to the widely used Gaussian kernel (see details in Chapter
4). However, in their system the parameters of the hardware-friendly kernel have to be fixed prior
the training step. Consequently, my research has mainly focused on using a linear classifier, since
I was confident that it can be implemented in hardware. Later on, Afifi et al. (2015) proposed
hardware implementation of a non-linear SVM using FPGA technology. Therefore, I have updated
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my experiments, and results have been added in some cases, for a non-linear classifier in case that
eventually it may become easily achievable in hardware (Afifi et al., 2015).
Recently, some research discusses hardware implementations of deep learning neural network,
which I indicate as a suitable topic for future work. Deep learning is able to solve many complex
problems, which makes the challenge of building a high performance hardware of deep learning
neural networks (DLAU) worth achieving (Wang et al., 2017). This study (Wang et al., 2017)
proposed a deep learning accelerator unit using a field-programmable gate array (FPGA). DLAU
can deal excellently with the large-scale neural networks. DLAU also can attain a 36.1x speedup
with suitable hardware costs and using low power. In (Wang et al., 2018), the authors discussed
hardware implementation of deep convolutional Neural Network (DCNN) models on FPGAs. They
conclude that the design outperformed the current ones successfully.
2.2.5 Conclusion
In this Chapter I have introduced some background information on the basic knowledge needed in
the area of the transmission of optical data, and reviewed some of the published papers that were the
most relevant to my research area. To summarise the literature review: the most common types of
machine learning techniques, such as artificial neural networks and support vector machine (SVM)
have been used in applications of optical communication systems. The wavelet transform based noise
reduction methods have also been widely applied in signal processing related work. The authors of
(Sun et al., 2008), (Hunt et al., 2008) and (Hunt et al., 2010) have shown that using an SLN can
improve the bit errors, and the best result was when using some neighbouring information. Since
training the perceptron to find a good separator is complicated with a large data set as mentioned
in (Metaxas et al., 2013), I have focused on using the SVM, which is done by a linear kernel, because
the linear separator is easier to be build in hardware at the desire high speed required by the decoder.
Also, I pay particular attention to using the neighbouring information in my study. Finally, note
that my work is to reduce the bit errors prior to any error correction being used.
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Chapter 3
Data and Data Pre-processing
This chapter is in two parts: a description of data and an introduction to data pre-processing which
I have used in my work.
In this research, there are three types of optical transmission data, and two types of sinusoidal
signals that I have used. All three types of optical transmission data are simulated employing the
most up to date methods as used by practitioners in the field; they are provided by one of my
supervisors Dr.Alexey Redyuk from the Institute of Computational Technologies in Novosibirsk,
Russia. Details on how these data are simulated can be found in Section 3.1.
In addition, to better understand how effective the wavelet transformation (see section 3.3.3)
of signals on the phase or frequency distortion in the optical transmission data, I have generated
sinusoidal signals in this study. In this way, the signal change over frequency, amplitude and phase
can be easily observed. In this study, I have focused on the signal change over frequency with
amplitude and phase with amplitude, that is I have generated two different types of sinusoidal
signals. Details can be found in Section 3.2.
Section 3.3 discusses data representations and data pre-processing.
3.1 Optical Transmission Signals
This section describes the optical transmission data used in this study. While the detailed mathemat-
ical description is shown in Appendix A.1, I shall briefly explain, in Subsection 3.1.1, the three most
important equations, which are used to generate the data used in this thesis. This data represents
the most realistic simulated data, which can better reflects the character of the real transmission
line with the real BER that would be obtained with real world transmitted data (Nasreen et al.,
2018), (Agrawal, 2018) and (Antoniades et al., 2011).
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3.1.1 The mathematical model of the simulated optical transmission data
The evolution of the complex field envelope A(z, t) in a fibre-optic link can be represented by the
stochastic general nonlinear Shro¨dinger equation (GNLSE) (Agrawal, 1997):
∂A
∂z
+
α
2
A+
i
2
β2
∂2A
∂2t
− iγ|A|2A = A
k=S∑
k=1
Gδ(z − kL) +
k=S∑
k=1
Nδ(z − kL), (3.1)
where A(z, t) is the complex field envelope, z is the distance along the fibre, t is the time, α is the
fibre loss, β2 is the dispersive term, γ is the nonlinear term, G is the gain coefficient of erbium doped
fibre amplifiers (EDFA), S is the number of spans, L is the length of each span. The term N(z, t) is
the one describing amplified spontaneous emission (ASE) noise generation. ASE can be represented
by the field that has the statistical properties of additive Gaussian noise. Without the noise term,
equation (3.1) can be numerically solved using the split-step Fourier method (SSFM) (Essiambre
et al., 2010), which requires the division of the fibre into small steps. The details of SSFM can be
found in Appendix A.1.
The complex field envelope at the position z + ∆z can be approximated by:
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where F{} and F−1{} denotes the forward and backward Fourier-transform operation respectively;
Dˆ and Nˆ are the linear and nonlinear operators, separately. With the noise term, we simply add
the noise discretely to the field. Therefore, The complex field envelope at at the position z+ ∆z can
be approximated by:
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(3.3)
Using the numerical model described above, the typical return-to-zero and non-return-to-zero
transmitters can be simulated.
3.1.2 Description of the optical transmission data
In this study, three types of optical transmission data including two non-return-to-zero and one
return-to-zero have been generated. Each simulated pulse is represented by 64 equally spaced phase
samples, and is decoded into one of four symbols. For each simulation, each symbol has a corre-
sponding two-bit label, which are “00”, “01”, “11” and “10”, respectively, as shown in see Figure
3.1. The initial encoding of the phase of the signal should be 0, pi2 , pi(or,−pi) or −pi2 , if the symbol
represents “00”, “01”, “11” or “10”, respectively.
The first type of data is initial data, which is used in order to determine if any of the ideas I
have for improving the Bit Error Ratio (BER) are worth pursuing further; the second one is the
main data used in this study, on which a set of comprehensive experiments have been undertaken;
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Figure 3.1: Four different variants of the light after QPSK modulation. It can be seen the four
classes that my optical transmission data types include. The discontinuity of the phase appears in
the area between pi and −pi. Note that the initial encoding of the phase of the signal could be 0, pi2 ,
pi(or,−pi) or −pi2 , if the symbol represents “00”, “01”, “11” or “10”, respectively.
the third type is constructed in order to test the effect of having meaningful text in the data. The
best methods determined on the second type have been applied on the third type of data at the
maximum distance only.
Table 3.1 presents a summary of description of these data. From the table, it can be seen that:
• The main differences between the first type of data and the last two types of data include the
channel bit rate, number of channels and format of modulation.
• The only difference between the second type and the third type is that the second one is sets
of random signals, while the third type is generated based on a meaningful text.
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Data Optical
fibre
Modulation Polarization Spectral
channel
Random Bit rate
1sttype Single
Mode Fibre
(SMF)
RZ-QPSK One
polarization
One spectral
channel
Random
signals
80Gbit/s
2ndtype
NRZ-QPSK
Dual
polarization
(DP)
Multi-channel
transmission
(3 spectral
channel)
Random
signals
120Gbit/s
per
channel
3rdtype Meaningful
text
120Gbit/s
per
channel
Table 3.1: A summary of description of the optical transmission data types that are used in this
research. The difference between the first type of data, and both the second and third type is the
signal properties: channel bit rate, number of channels and format of modulation. The only difference
between the second type and the third type is that the third type is generated based on meaningful
text. RZ and NRZ denote to the modulation type that is Return-to-Zero and Non-Return-to-Zero,
respectively. QPSK denotes to the Quadrature Phase Shift Keying (see Figure 3.1).
Next, I shall give more details on each type of data in the following three sub-points 3.1.2.1,
3.1.2.2 and 3.1.2.3. Further details of each type of data such as the number of symbols are described
in each chapter of results, see Chapter 5, 6 and 8.
3.1.2.1 The first type of data
This type of data has been simulated as a typical Return-to-Zero (RZ)-QPSK (Note: QPSK is
Quadrature Phase Shift Keying) transmitter (see Chapter 2). It is generated at the initial state,
that is prior to transmission, and at the distance of 3,000 km that the signal has travelled. (Note
that the initial state is the state that is before the data is transmitted through the optical link, in
other words, it is after modulating the digital bits directly.) The simulation has been repeated 50
times (data-sets/runs) with different random realizations of Amplified Spontaneous Emission (ASE)
noise and input Pseudorandom Binary Sequence (PRBS).
Figures 3.2 shows the amplitude of a signal including ten consecutive symbols. As one can see,
the amplitude in the initial state is identical over ten symbols due to the use of the return-to-zero
modulation. Figure 3.3 shows the phase of the same signal. Two green circles in the figure present
the angle’s discontinuity between pi and −pi. The phase value of these two points on the top and
bottom are actually next to each other. Note that only the first pair of discontinuous points is circled
as an example (see Figure 3.1). For more details about the first type of data, see Appendix A.2.
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Figure 3.2: The amplitude of a part of an optical transmission signal that contains ten symbols.
This signal is obtained from the first type of data, first data set, at the initial state and after a
distance of 3,000 km. The amplitude in the initial state is identical over ten symbols due to the use
of RZ modulation.
Figure 3.3: The phase of a part of an optical transmission signal that contains ten symbols. This
signal is obtained from the first type of data, the first data set, at the initial state and after a
distance of 3,000 km. The green circles, show an example of the angle’s discontinuity between pi and
−pi radians, where the phase values of the two points at the top and bottom are actually next to
each other (Note that only one pair of discontinuous points is circled as an example). More details
can be found in section 3.3.1 (see Figure 3.1). Note that PI denotes pi.
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3.1.2.2 The second type of data
This type of data has been simulated as a typical non-return-to-zero (NRZ)-DP-QPSK (Dual Polar-
ization Quadrature Phase Shift Keying) transmitter (see Chapter 2). Figure 3.4 shows an example of
how a signal is modulated using QPSK. The top panel shows two carrier signals, which are in-phase
and quadrature carriers as mentioned in Chapter 2, representing the first bit and the second bit of
each symbol, separately. The bottom panel shows the encoded signal using the QPSK modulation
type.
Figure 3.4: Quadrature Phase Shift Keying (QPSK) modulation. The top panel shows the digital
signal (I) which represents the first bit and the second bit is represented by the (Q) data. The
bottom panel shows the encoded signal using the QPSK modulation type, they are four symbols
obtained from the second type of optical transmission data, the first data set. Note that PI denotes
pi.
The simulation has been repeated ten times with different random realizations of ASE noise
and input PRBS for each different distance. The signal is detected at intervals of 1,000 km to the
maximum distance of 10,000 km. This type of data has been simulated with dual polarisation (that
is X- and Y- Polarizations). I have focused on X-Polarization data and used Y-Polarization data for
validating my results only.
Figures 3.5 and 3.6 show the amplitude and phase of an optical signal, respectively. This signal
contains ten consecutive symbols and is selected from the first data set, at the initial state and after
travelling a distance of 10,000 km using X-polarization. As one can see in Figure 3.5, the amplitude
in the initial state is different from symbol to symbol due to the use of the non-return-to-zero
modulation type, which is different from the first type of data (see Figure 3.2).
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Figure 3.5: The amplitude of a part of an optical transmission signal that contains ten symbols.
This signal is obtained from the second type of data (the first data set), at the initial state and after
a distance of 10,000 km using X-polarization. As one can see, the amplitude in the initial state is
different from one symbol to another, because of the NRZ modulation type (different from the first
type of data in Figure 3.2).
Figure 3.6: The phase of a part of an optical transmission signal that contains ten symbols. This
signal was obtained from the second type of data (the first data-set), at the initial state and after a
distance of 10,000 km, X-polarization. The green circles show the angle’s discontinuity between pi
and −pi radians, where the phase values of the two points at the top and bottom are actually next
to each other (Note that only the first pair of discontinuous points is circled as an example). More
details can be found in section 3.3.1 (see Figure 3.1). Note that PI denotes pi.
Comparing the signal in the initial state in Figure 3.6 with the one in Figure 3.3, one can see
that the phase value of each symbol changes in the second type of data, while they are consistent
in the first type. For example, looking at the first symbol (64 samples) in Figure 3.6, the phase
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value changes from a value near to zero to −pi/4, while in Figure 3.3, the phase value of the first
symbol is −pi/2 consistently. In addition, the green circles in Figure 3.6 (Note that only the first pair
of discontinuous points is circled as an example in the figure) again show the angle’s discontinuity
between pi and −pi, where the phase values of the two points on the top and bottom are actually
next to each other (see Figure 3.1).
As expected, since this is random data both the symbols (“00 ”, “01 ”, “10 ”, and “11”) and
the bits (0′s and 1′s) are evenly distributed in each data-set. Also, the test set keeps the same
distribution (see Figures A.1 and A.2 in Appendix A.3). For more details about the second type of
data, see Appendix A.3.
3.1.2.3 The third type of data
This type of data has been generated using the same modulation type and fibre characteristics as
used in simulating the second type of data. However, this type is generated based on a meaningful
text. The text is English and includes upper case letters, lower case letters, blank spaces, new lines,
some special symbols and some punctuation marks. In total, the text consists of 36,864 characters
(83 unique characters), which are divided into nine data sets. Each data set in the third type of
data consists of 4096 characters. The signal is detected at different distances from 1,000 km to a
maximum distance of 8,000 km at intervals of 1,000 km. Since each character contains 4 symbols,
that is 8 bits, there are 16, 384 symbols in each run (data set) in this simulation.
Figure 3.7 shows the frequency of some characters in the text obtained from the first data set. It
can be seen that the frequency of the space and some of the lower case letters are much more than
the other characters such as numbers or upper case letters. Therefore, I suppose for example if the
lower case letters appeared more frequently during the training process, the classifier would be more
familiar to them, and might predict them correctly more than the other patterns. For more details
about the text in the first data set, see Figure A.3 and Table A.1, in Appendix A.4.
Figure 3.8 shows the percentage of symbols and the percentage of bits of the first data-set from
the third type of data on the top and bottom panel, respectively. As can be seen, the number
of 1’s and the number of 0’s are roughly balanced, while the number of each symbol is not. For
example, the number of “01 ” symbols is double of the number of “11”symbols. This is different
from the second type of data, where data is generated randomly and has a very similar number for
each symbol in each data-set (see Figures A.1 and A.2 in Appendix A.3). A randomness test (The
MathWorks, 2018), which is a statistical test to check whether a data set is in random order or not,
has been undertaken for both the third and second type of data. The result on the third type of data
confirms that it is non-random, since the number of patterns of ones and zeros of different lengths
is not the same as the one generated from a random series of bits, for example, the second type of
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Figure 3.7: The frequency for some characters in the third type of data. It can be seen that the
frequency of the space and some of the lower case letters are much more than the other characters
such as numbers or upper case letters. Therefore, I suppose for example if the lower case letters
appeared more frequently during the training process, the classifier would be more familiar to them,
and might predict them correctly more than the other patterns. For more details, see Table A.1 in
Appendix A.4.
data. Figure 3.9 shows the percentage of symbols and the percentage of bits of the test set, which
has the similar distribution to the whole data-set as shown in Figure 3.8.
Figures 3.10 and 3.11 show the amplitude and phase of ten consecutive symbols, respectively.
This signal is randomly selected from the first dataset, at the initial state and a distance of 8,000
km (X-polarization). Comparing with the previous figures that are obtained from the second type
of data (Figures 3.5 and 3.6), it can be seen that the phase value of each symbol in the third type
of data changes over the 64 samples, which is the same as shown in the second type of data. This
is because both types of data are generated using the same modulation method.
3.2 Sinusoidal Signals
Optical transmission data can be distorted in its amplitude, frequency and phase during transmis-
sion. In order to fully quantify how effective my data pre-processing method (specifically, wavelet
transforms, which is shown in Subsection 3.3.3) might be with the distorted data I start with an-
alyzing how effective the method would be on simple data that has noise added to its amplitude,
frequency or to its phase. Therefore, I have generated the following two types of sinusoidal signal
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Figure 3.8: The top panel shows the percentage of symbols in each class. Note that the percentage of
symbols in each class are not similar as they were in the second type of data (Figure A.1, in Appendix
A.3). Class “01” has the highest percentage. The panel in the bottom shows the percentage of bits
for 1′s and 0′s, which are quite similar to each other. The percentages are obtained from the whole
first data-set of the third type of data.
shown in Sections 3.2.1 and 3.2.2, respectively.
3.2.1 Sinusoidal signals with frequency noise
Four classes A, B, C and D of sinusoidal signals have been generated with simulated noise added to
its frequency. This frequency noise was added via a Gaussian distribution based on a different value
of signal frequency (with a unit of (Hz)), which is 10 (A), 15 (B), 20 (C) and 12 (D), respectively.
Each class of data consists of 500 signals, and each signal consists of a vector of 640 equally spaced
sample values (y-values) samples. Each vector (wave) has a corresponding class label, that is either
A, B, C or D, namely. The signal is defined by:
Signal(t) = sin(2pi f˜ t) + Es , (3.4)
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Figure 3.9: The top and bottom panels in this figure provide the same information that is shown
in Figure 3.8, but about only the test set. Comparing with the test set of the second type of data
(Figure A.2, in Appendix A.3), there is a difference between the percentage values of the symbols for
each class because the data is generated based on real text. But all of them have similar percentages
of the bits′ patterns (0′s and 1′s). The percentage values are obtained from the first test set of the
third type of data.
where t is time, and f˜ is the noisy frequency defined as follows:
f˜ = f + Ef , (3.5)
where f is the signal frequency of the wave (Table 3.2). Es and Ef represent the signal noise and
frequency noise, respectively. The white Gaussian noise (E ) is defined as follows:
E ∈ N (0, σ2), (3.6)
where a value of 2 is used for σ to calculate Ef and a value of 0.5 is used for σ to calculate Es in
my simulation. Four data sets of sinusoidal signals are used, each is a different combination of two
37
Figure 3.10: The amplitude of a part of an optical transmission signal that contains ten symbols.
This signal is obtained from the third type of data (the first data set) at the initial state and after a
distance of 8,000 km (X-polarization). As one can see, the amplitude in the initial state is different
from one symbol to another, because of the NRZ modulation type. It is the same as the second
type of data (Figure 3.5), and different from the first type of data that is generated using a different
modulation type (RZ) (Figure 3.2).
classes: AC, AB, BD and AD, namely. For example, the data set AC is a combination of A and C
classes.
Figure 3.12 shows that the difference between the values of the signal frequency for class A and
C is quite high (a difference of 20 − 10 = 10), while the value of standard deviation for each class
is relatively small, that is a value of 2. Consequently, 1.33% of the waves are ambiguous. Figure
3.13 shows that for classes with closer values of signal frequency, such as A and B with a difference
between the values of signal frequency of 5, and with the same standard deviation value (that is
2), more data are overlapped. Note that Figure 3.12 and 3.13 will be important when you look at
results in Chapter 7.
3.2.2 Sinusoidal signals with phase noise
Two classes of sinusoidal signals are initialized with simulated phase noise via a Gaussian distribution
based on a different value of signal phase; that is 0 radians (first class), and pi2 radians (second class).
Again each class of data consists of 500 signals. Each signal has a corresponding class label, and is
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Figure 3.11: The phase of a part of an optical transmission signal that contains ten symbols. This
signal was obtained from the third type of data (the first data-set/run) at the initial state and after
a distance of 8,000 km (X-polarization). The green circles show the angle’s discontinuity between pi
and −pi radians, where the phase values of the two points at the top and bottom are actually next to
each other (Note that only one pair of discontinuous points is circled as an example). More details
can be found in section 3.3.1 (see Figure 3.1). The shape of the signal here is similar to the signal
from the second type of data since both types are generated using the same modulation method.
Note that PI denotes pi.
Data Type of
noise
Data sets Class f (Hz)
Sinusoidal signals with noisy frequency Es with Ef
AC
A 10
C 20
AB
A 10
B 15
BD
B 15
D 12
AD
A 10
D 12
Data Type of
noise
Data sets Class ϕ (◦)
Sinusoidal signals with noisy phase Es with Eϕ One
1st 90
2nd 0
Table 3.2: A summary of description of the sinusoidal signals. f and ϕ refer to the signal frequency
and signal phase of the wave in each class, respectively. Es with Ef refer to signal noise and fre-
quency respectively. Es with Eϕ refer to signal noise and phase noise, respectively. The number of
waves/signals in each class is 500 signals.
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Figure 3.12: The histogram of the test set (AC). The difference between the values of the signal
frequency for class A and C is quite high (a difference of 10). Consequently, only 1.33% of the waves
are ambiguous. Note: this figure will be important when you look at results in Chapter 7.
Figure 3.13: The histogram of the test set (AB). The difference between the mean values (signal
frequencies) of these two Gaussian distributions is 5. The figure shows that for these classes with
closer means the data are more overlapping compared with the test set (AC) in Figure 3.12. Note:
this figure will be important when you look at results in Chapter 7.
40
represented as a 640 vector (samples). A signal noise is again added at each y values of each signal.
The signal is generated as follows:
Signal(t) = sin(t+ ϕ˜) + Es , (3.7)
where t is time, ϕ˜ is the noisy phase, defined as follows:
ϕ˜ = ϕ+ Eϕ (3.8)
where ϕ is the signal phase of the wave (Table 3.2). Es and Eϕ represent the signal noise and the
phase noise, respectively. The white Gaussian noise (E) is defined previously in Eq. 3.6, where
a value of 0.5 is used for σ to calculate Eϕ and a value of 1 is used for σ to calculate Es in my
simulation. A data set of the sinusoidal signals having phase noise is generated from the two classes
0 and pi/2 radian.
3.3 Data Pre-processing
This section presents the types of processing that I have done on my data before starting the exper-
iments. All of them have been applied to the optical transmission data, but wavelet transformation
has been also applied to sinusoidal signals.
3.3.1 Continuity of the classes
Each symbol in my optical transmission data consists of 64 complex numbers as a + ib, which can
also be represented as r(cos θ+ i sin θ), and θ is the phase of the signal. The phase of the signal can
be calculated as follows:
tan θ =
b
a
The difficulty of using only phase values as input to the classifier is discussed in this section.
Figures 3.14 and 3.15 show plots of phase values for the central sample of the optical transmission
signal at the initial state and at the distance of 8,000 km, respectively. The reason that I use the
central sample is because this is the value widely used in decoding in the optical transmission field.
More details can be found in Section 4.1. It can be seen from both figures that class “11” was
split into two parts, which makes the classifier treat those two parts as two different classes. This is
caused by the discontinuity between the phase values pi and −pi (as it is shown by the green circles
in Figures 3.3, 3.6 and 3.11), or between the phase values 0 and 2pi (as it is shown by the green
circles in Figure 3.18). For this reason, values of cos and sin (the real and imaginary parts of the
complex number) have been used as input to the classifiers. As can be seen in Figures 3.16 and 3.17,
using the sin and cos value makes the four classes continuous.
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Considering symbol errors, there are two types: one-bit errors and two-bit errors. For example,
if a symbol from “00” (red) (see Figure 3.15) is mis-classified with a one-bit error, it can appear
either in the class of “01” (blue) or “10” (green). That is, the symbol from the current class appears
(or is predicted) in the next class. But in the case of a two-bit error, the symbol from the current
class passes the adjacent classes to appear in the class that follows the adjacent class. For instance,
it is clear in Figure 3.15 that some symbols have two bit errors and some have one bit errors, some
symbols from class “01” (blue dots) have a two-bit error, which make them appear between the
green dots, which are supposed to belonged to class “10”.
Figure 3.14: The phase value of the 33rd sample at the initial state, the first data set of the third
type of data, X-polarization. As can be seen here class “11” (in black) has split into two parts,
which makes the classifier considers those two parts as two classes. This because of the discontinuity
between the phase values pi and −pi. Note that PI denotes pi.
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Figure 3.15: The phase value of the 33rd sample at 8,000 km, the first data set of the third type of
data, X-polarization. As can be seen here class “11” (in black) has split into two parts, which makes
the classifier considers those two parts as two classes. This because of the discontinuity between the
phase values pi and −pi. Note that PI denotes pi.
Figure 3.16: The continuity of the classes using Trigonometric functions at the initial state, the first
data set of the third type of data, X-polarization. Using sine and cosine of the phase values ensures
that the four classes are continuous. As a result, the two parts of class “11”, which resulted from
using just the phase value of the signal (in Figure 3.14), can be distinguished as one class by the
classifier.
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Figure 3.17: The continuity of the classes using Trigonometric functions at 8,000 km, the first data
set of the third type of data, X-polarization. Using sine and cosine of the phase values ensures that
the four classes are continuous. As a result, the two parts of class “11”, which resulted from using
just the phase value of the signal (in Figure 3.15), can be distinguished as one class by the classifier.
3.3.2 Neighbouring information
Using information from either side of the symbol being analyzed as a part of the input to a classifier
can help to decrease the number of errors on decoding the signal. This has been shown in (Hunt
et al., 2009). The reason that using neighbouring information can help to improve the BER can
be illustrated in Figure 3.18, which shows three consecutive symbols at the initial state and at a
distance of 10,000 km (example taken from the second type of data).
As we can see from Figure 3.18, the first symbol has a phase of pi whereas the phase of the
middle symbol is 0 (or 2pi). However, at the distance of 10,000 km the central (second) symbol has
been degraded. Since the first (preceding) symbol has pulled the second symbol from 2pi towards
its own value of pi, which led to the prediction of the middle symbol at the middle point as having a
value nearer to 3pi/2 and so belonging to the class “10”. From this observation, I conclude that the
neighbouring symbols can affect the target symbol, for which I want to predict the label. Therefore,
I shall investigate the effect of using symbols either side of the target in an attempt to reduce the
bit error ratio by including a set of different numbers of neighbouring symbols over all distances.
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Figure 3.18: Three contiguous symbols show the effect caused by the symbols either side. First of
all, looking at the middle symbol (in blue) at the initial state and at the distorted signal (in red)
after 10,000 km which has been affected by the symbol either side, especially the preceding symbol.
Now if you look at the middle of the second symbol, where the red and blue lines cross, we can
notice that the red line has been dragged to be just in the area of class “10”. Note the green circles,
show the angle’s discontinuity between 2pi and 0 radians, where the phase values of the two points
at the top and bottom are actually next to each other, more details in Section 3.3.1. Note that the
y axis is plotted using the positive angle values from 0 to 2pi instead of from 0 to pi and from 0 to
−pi (see Section 1.6, Figure 1.4). Note that pi denotes pi.
3.3.3 Wavelet transformation
The first historical reference to the wavelet transform is the Haar wavelet, which was proposed by
the mathematician Alfrd Haar in 1909. At that time, the concept of wavelets did not exist, until
the geophysicist, Jean Morlet, proposed the idea in 1981. Then, the term wavelet was invented by
Jean Morlet and the physicist Alex Grossman in 1984. The Haar wavelet was the only orthogonal
wavelet people knew before 1985. In 1985, the second orthogonal wavelet was constructed by the
mathematician Yves Meyer, and it is called Meyer wavelet. A year after holding the 1st international
conference in France in 1987, many types of wavelets were proposed including the concept of multi-
resolution that was introduced by Stephane Mallat and Yves Meyer. Also, finding a systematical
method to construct the compact support orthogonal wavelet was proposed by Ingrid Daubechies
in the same year, 1988. In 1989, the fast wavelet transform was proposed by Stephane Mallat,
which helped in using wavelets in lots of signal processing applications (Chun-Lin, 2010), (Hubbard,
1998). Figure 3.19 shows different types of wavelets: Daubechies, Haar, Morlet, Symlets, Coiflets,
and Meyer (Alegria et al., 2015).
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Figure 3.19: Different types of wavelets: Daubechies, Haar, Morlet, Symlets, Coiflets, and Meyer
(Alegria et al., 2015).
Wavelet transform (WT) is a mathematical tool that can be used for extracting information
from a variety of data forms, such as image and audio signals (Lee and Lim, 2012). It is important
in the deconstruction of non-stationary and/or non-periodic signals. Therefore, it has been used in
different places in signal processing (Hunt et al., 2009). The theory of wavelet is currently utilized as
an essential technique in specialized research in electronics, mechanics, computers, communications,
medicine, biology, astronomy and so on. In the field of image and signal processing, the fundamental
use of wavelet is to compress and de-noise data (Liu et al., 2013). When undertaking the WT,
two components are extracted from the signal: the approximation and detail components. The
approximation sub-signal is defined as the high scale, low-frequency component of the original signal.
It is also referred to as a smoothed signal. The detail sub-signal is the low scale, high-frequency
component of the original signal (Hunt et al., 2009). In this work, I start with the simplest wavelet
transform: Haar wavelet transform, which can be used for signal decomposition (Walker, 2008).
Haar wavelets have been used extensively as examples in teaching due to its simplicity. In fact,
it is the simplest wavelet and has been a prototype for all other types of wavelet transforms (Varma
et al., 2012). Suppose a signal x consists of N elements, that is
x = {xi}Ni=1
By using Haar transform, the signal can be decomposed into the approximation part and the detail
part. The approximation part captures the trend of each signal and is defined as follows:
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a1 =
1√
2
[x1 + x2, x3 + x4, ..., xN−1 + xN ] (3.9)
It can be seen from Eq. (3.9), that the approximation part consists of a set of average values for
each pair in the original signal, divided by the square root of 2.
On the other hand, the detail part of the signal x keeps the small fluctuations of each feature
and is defined as follows:
d1 =
1√
2
[x1 − x2 , x3 − x4 , ..., xN−1 − xN ] (3.10)
Eq.(3.10) shows that the detail part captures the difference between each pair in the original signal,
divided by the square root of 2.
Note that an important property of the Haar transform is that it conserves the energies of signals.
The energy of the signal (E) is defined as follows:
E =
∫
x2dt, (3.11)
In the discrete case, where the energy is defined as the sum of the squares of signal values, that
is:
E =
N∑
i=1
x2i (3.12)
The energy of the approximation part accounts for a large percentage of the total energy.
√
2 is
used in Eq. (3.9) and (3.10) so that the Haar transform conserves the energy of a signal (Walker,
2008).
The Haar transform can be performed at multiple levels. At the top level, that is level one
(level-1), a signal is transformed to two sub-signals a1 (see Eq. (3.9)) and d1 (see Eq. (3.10)). The
second level is then carried out by computing a second trend a2 and a second fluctuation d2 for a1
only. That is, we can continue recursively with the same process to work on the next level, where
the signal is always the approximation part obtained from the preceding level.
For example, a signal x = [11, 9, 31, 4, 21, 5, 10, 8] consists of eight values. The first approximation
of the signal is computed as follows:
a1 = [
11 + 9√
2
,
31 + 4√
2
,
21 + 5√
2
,
10 + 8√
2
] = [10
√
2, 17.5
√
2, 13
√
2, 9
√
2]
The first detail is calculated as follows:
d1 = [
11− 9√
2
,
31− 4√
2
,
21− 5√
2
,
10− 8√
2
] = [
√
2, 13.5
√
2, 8
√
2,
√
2]
The approximation part keeps the trend of the original signal and the biggest difference comes from
the second pair of data shown in the detail.
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The second approximation and detail parts of the signal (x) is computed by decomposing the
first approximation part (a1). The second approximation of the signal (x) is computed as follows:
a2 = [
10
√
2 + 17.5
√
2√
2
,
13
√
2 + 9
√
2√
2
] = [27.5, 22]
The second detail is calculated as follows:
d2 = [
10
√
2− 17.5√2√
2
,
13
√
2− 9√2√
2
] = [−7.5, 4]
One more example is displayed in Figure 3.20, the top panel shows a sinusoidal signal with noise
(in purple). The panels in the middle and the bottom show the 2-level Haar transform of the noisy
signal at the top. It can be seen that the approximation part of the signal (in the middle panel)
becomes smoother than the original noisy one.
Figure 3.20: The top panel shows a sinusoidal signal with noise (in purple). The black signal is the
same noisy signal, but without any noise, to show how much the signal was distorted by the noise.
Haar wavelet decompositions (level-2) of the noisy signal in the top are shown in the middle and
bottom panels.
Apart from the Haar transform, there are many other different types of wavelet transforms. For
example, another widely used type is referred to Daubechies wavelets. Daubechies wavelet transform
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has been successfully applied in many engineering related works (Williams and Amaratunga, 1994).
Similar to the Haar wavelets, it decomposes signals into the approximation and detail parts, and
preserves the energy of each signal. However, Daubechies uses more data points to compute both
the trend and fluctuations rather than using just pairs of data as was done in the Haar transform.
Moreover, unlike the Haar wavelets using
√
2, Daubechies uses different numbers to multiply with
data points so that the signal’s energy can be kept. One of the Daubechies wavelet family is Daub4
wavelet transform. The scaling numbers in Daub4 transform are defined as follows:
α1 =
1 +
√
3
4
√
2
, α2 =
3 +
√
3
4
√
2
, α3 =
3−√3
4
√
2
, α4 =
1−√3
4
√
2
The wavelet numbers in Daub4 transform are defined as follows:
β1 =
1−√3
4
√
2
, β2 =
√
3− 3
4
√
2
, β3 =
3 +
√
3
4
√
2
, β4 =
−1−√3
4
√
2
Foe a signal x = {xi}Ni=1 has N elements, the first approximation part can be calculated using
the daub4 transform as follows:
a1 = [e
a
1 , e
a
2 , ... , e
a
N/2]
where ea1 , e
a
2 , ... , e
a
N/2 are values that can be computed using the scaling numbers α1, α2, α3
and α4 as follows:
ea1 = x1 × α1 + x2 × α2 + x3 × α3 + x4 × α4
ea2 = x3 × α1 + x4 × α2 + x5 × α3 + x6 × α4
...
eaN/2 = xN−1 × α1 + xN × α2 + x1 × α3 + x2 × α4
Also, the first detail part will be computed the same as calculating the first approximation part,
but using the wavelet numbers β1, β2, β3 and β4 as follows:
d1 = [e
d
1 , e
d
2 , ... , e
d
N/2]
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where ed1 , e
d
2 , ... , e
d
N/2 are values that can be computed as follows:
ed1 = x1 × β1 + x2 × β2 + x3 × β3 + x4 × β4
ed2 = x3 × β1 + x4 × β2 + x5 × β3 + x6 × β4
...
edN/2 = xN−1 × β1 + xN × β2 + x1 × β3 + x2 × β4
For instance, the first approximation part of the signal x = [11, 9, 31, 4, 21, 5, 10, 8] can be calcu-
lated as follows:
ea1 = 11× α1 + 9× α2 + 31× α3 + 4× α4
ea2 = 31× α1 + 4× α2 + 21× α3 + 5× α4
ea3 = 21× α1 + 5× α2 + 10× α3 + 8× α4
ea4 = 10× α1 + 8× α2 + 11× α3 + 9× α4
As a result, ea1 will be:
ea1 = (11× 0.483) + (9× 0.836) + (31× 0.224) + (4× (−0.129))
ea1 = 5.313 + 7.524 + 6.944 + (−0.516)
ea1 = 19.265
ea2 will be:
ea2 = (31× 0.483) + (4× 0.836) + (21× 0.224) + (5× (−0.129))
ea2 = 14.973 + 3.344 + 4.704 + (−0.645)
ea2 = 22.376
ea3 will be:
ea3 = (21× 0.483) + (5× 0.836) + (10× 0.224) + (8× (−0.129))
ea3 = 10.134 + 4.18 + 2.24 + (−1.032)
ea3 = 15.522
ea4 will be:
ea4 = (10× 0.483) + (8× 0.836) + (11× 0.224) + (9× (−0.129))
ea4 = 4.83 + 6.688 + 2.464 + (−1.161)
ea4 = 12.821
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Then a1 will be as follows:
a1 = [19.265 , 22.376 , 15.522 , 12.821]
The first detail part of the signal x is calculated as follows:
ed1 = 11× β1 + 9× β2 + 31× β3 + 4× β4
ed2 = 31× β1 + 4× β2 + 21× β3 + 5× β4
ed3 = 21× β1 + 5× β2 + 10× β3 + 8× β4
ed4 = 10× β1 + 8× β2 + 11× β3 + 9× β4
Then, the result will be as follows:
d1 = [20.549 , 10.246 , 0.667 , 1.767]
Figure 3.21: An example of One-Dimensional Wavelets, db6 and Haar wavelet transforms (cited
from Wavelet Toolbox, n.d.).
In this work the Daubechies wavelet representation has not provided better results than the Haar
wavelet transform. Therefore, I have focused on the Haar wavelet transform. Figure 3.21 shows an
example of the scaling and wavelet function of both Haar and Daubechies (db6) wavelet transforms.
As we can see from Figure 3.21, the Haar wavelets has two constant scaling and wavelet numbers
for the approximation and detail parts, but daub4 has four variable scaling and wavelet numbers for
both of them.
A MATLAB function, which is dddtree(), was used to decompose the signals. It takes four
parameters as follows:
wt = dddtree(typetree,x, level, df)
where discrete wavelet transform 'dwt' was used as a typetree, x is the input signal, level is the
number of times the transform is applied, and 'df' is the decomposition filters that is used by the
wavelet transform, which are 'haar' and 'db4' in this research. The argument 'wfilters' was used
for wavelet filters.
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3.4 Conclusion
In this chapter, I have presented the description of my data that I have used in this research. I have
described some data pre-processing that is used before using the data as an input to the classifier,
such as using neighbouring information and the wavelet transforms (WTs). I conclude that I am
going to use the neighbouring information in my research, since they have affected the target symbol
being classified, hence should reduce the bit errors. Also, in this research, I start with using the
simplest wavelet transform (Haar wavelet transform), for decomposing the signal. Next chapter
introduces all the methods that I have used in my research.
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Chapter 4
Methods
There are several categories in machine learning including: supervised learning, unsupervised learn-
ing and reinforcement learning (Sanjeevi, 2017). During my PhD study, I have learned and applied
methods from both supervised and unsupervised learning. In this chapter, I shall introduce all
methods that are used in my research.
We can divide data analysis into two separate areas: 1) when the data is labelled, supervised
learning is used; 2) when the data is unlabelled, unsupervised learning (or clustering, which is the
most important unsupervised learning method) is used (Mishra, 2017). Apart from clustering, data
visualisation and topological mapping also belongs to unsupervised learning. Supervised learning is
used to find a mapping from inputs to outputs, and then use this mapping to make the best guess
of the label of a new data point. Unsupervised learning is used to identify natural clusters in the
data.
In Section 4.1, I present the benchmark method, the threshold method, that is currently used in
the hardware implementation of the optical transmission set up. Then I shall introduce Principal
Component analysis (PCA) in Section 4.2. PCA can provide the best linear visualization of data
so that the structure of data can be easily analysed and interpreted. Section 4.3 describes Support
Vector Machine (SVM) for classification. Section 4.4 introduces the toolbox used to apply SVM.
The performance measurements that evaluate the efficiency of an SVM classifier are described in
Section 4.6.
4.1 The Threshold Method
The threshold method is used as a benchmark method in this work. It is based on the phase value of
each symbol’s central sample (33rd sample), where the pulse (symbol) is less distorted at the initial
state. Then, each symbol is classified to one of four classes according to this value (see Table 4.1).
That is: symbols whose central phase values are in the range of −pi4 and pi4 , belong to the class “00”;
in the range of pi4 and
3pi
4 belong to the class “01”; in the range of either
3pi
4 and pi, or −pi and − 3pi4 ,
belong to the class “11”; and in the range of − 3pi4 and −pi4 belong to the class “10”.
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Phase value of the central sample of
symbol (θ)
Label based on QSPK modulation
−pi4 ≤ θ < pi4 00
pi
4 ≤ θ < 3pi4 01
3pi
4 ≤ θ < pi (or) −pi ≤ θ < − 3pi4 11
− 3pi4 ≤ θ < −pi4 10
Table 4.1: The threshold method.
Another way to show how this threshold method works can be seen in a phase circle diagram
(Figure 4.1). For the purpose of convenience, I have presented the same figure (Figure 3.1) shown in
Chapter 3. As I have mentioned in Chapter 3, the discontinuity happens in the range of [− 3pi4 , 3pi4 ],
that is a change from −pi to pi.
Figure 4.1: Four different variants of the light after QPSK modulation.
4.2 Principal Component Analysis(PCA)
One of the most common mathematical algorithms for pre-processing and visualizing high-dimensional
data is Principal Component Analysis PCA (Zou et al., 2006). PCA captures the most variance of
the original data (Scholkopf and Smola, 2001) by rotating the data into a new orthogonal coordinate
system.
The sum of eigenvalues, which are obtained by computing the new orthogonal coordinates, equals
to the total variance in the original data. To visualize the data, we can obtain projections by taking
the dot product of the data (with mean of zero) with the eigenvectors. Note each of these projection
is a linear combination of the original variables, weighted by the corresponding element in each
eigenvector (principal component).
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In this work, PCA has been used to visualise, analyse and interpret the structure of the data
sets. Figure 4.2 shows a visualization plot obtained on one data set from the first type of data at
the initial state using the first two principal components that has captured almost 98.97% of the
original signals. As we can see from the figure, there are seven clusters represented by four classes.
Each color represents a class which in turn represents a range of phase values according to QPSK
modulation (see Figure 4.1). The class “11” is divided into four parts (black color), and that is
because of the discontinuity at (pi) and (−pi).
Table 4.2 shows a summary on figures (Figures 4.2 - 4.7 ) obtained using PCA. These figures
are produced on a randomly selected dataset from each data type. This table is very important, it
explains the difference between the first and second type of data. It can be seen that:
• The first two PCs can capture most (that is greater than 95%) of the variance of the data on
the first type of data at the initial state, which means that the data is close to be linear.
• The biggest change on variance captured by the first two PCs happened to the first type of
data, where the captured variance dropped from 98.97% to 58.62% from the initial state to
the maximum distance. That means the first type of data changed a lot after 3,000 km, and
got distorted more than the second and third type of data at the maximum distance.
• The first two PCs can capture most (that is greater than 80%) of the variance of the second
and third type of data at the initial state and the maximum distance, which means those types
of data are less distorted and more complicated in the classification process.
Figure Index Data type Variance captured
by the first two
PCs %
Distance (km)
4.2
1st
98.97 Initial state
4.3 58.62 3,000
4.4
2nd
83.53 Initial state
4.5 81.14 10,000
4.6
3rd
89.61 Initial state
4.7 84.65 8,000
Table 4.2: A summary of figures from Figure 4.2 to Figure 4.7. PCA has been done on both the
initial state and the maximum distance within each type of data. It can be seen that the first two
PCs can capture most of the variance of the original data in the initial state. The variance captured
by the first two PCs has been decreased at the maximum distance compared with the corresponding
initial state, where the largest decrease happened in the first type of data. That means the first
type of data changed a lot after 3,000 km, and got distorted more than the second and third type
of data at their maximum distance.
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Figure 4.2: PCA biplot with signals’ samples of the first type of data (The first data set) at the initial
state, plotted in two dimensions using their projections onto the first two principal components.
Figure 4.3: PCA biplot with signals’ samples of the first type of data (The first data set) at the
distance of 3,000km, plotted in two dimensions using their projections onto the first two principal
components.
56
Figure 4.4: PCA biplot with signals’ samples of the second type of data (The first data set) at
the initial state, X-polarization, plotted in two dimensions using their projections onto the first two
principal components.
Figure 4.5: PCA biplot with signals’ samples of the second type of data (The first data set) at the
distance of 10,000km, X-polarization, plotted in two dimensions using their projections onto the first
two principal components.
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Figure 4.6: PCA biplot with signals’ samples of the third type of data (The first data set) at the
initial state, X-polarization, plotted in two dimensions using their projections onto the first two
principal components.
Figure 4.7: PCA biplot with signals’ samples of the third type of data (The first data set) at the
distance of 8,000km, X-polarization, plotted in two dimensions using their projections onto the first
two principal components.
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4.3 Support Vector Machine (SVM) Classification
Support Vector Machines (SVM) have been used for classification and regression analysis. They are
one of the most popular machine learning (ML) methods that can solve difficult pattern recognition
tasks in many different domains when I began my PhD study. Even now they are arguably one of
the most successful methods in ML. SVMs can be both linear and non-linear. In the previous work,
a Single Layer Neural Network (SLN) was used for classifying the signals obtained from the optical
fibre (Wass et al., 2016; Hunt et al., 2008) for the purpose of comparison. The results showed that
the linear SVM outperformed SLN. In my research, I have used both linear and non-linear SVM
for classification, though the focus is still on the linear one due to the difficulty with any hardware
implementation of a non-linear one.
4.3.1 Linear Classification
A linear separator can be used as a classification method to classify a data point x∗ to a specific
group. Let’s consider a simple classification problem with only two classes. The data point is denoted
as x = [x1, x2, ..., xd] , where d is the number of input features.
Dot product
Classifying data using a linear classifier relies on the dot product as follows:
f(x) = sign(wT. x + b) (4.1)
where w denotes weight vector, and b bias. Once the best separator has been found it is straight-
forward to predict the class of a new data point by computing which side of the separator the point
lies on (see Figure 4.8). All points on one side of the plane have a dot product less than 0; all points
on the other side have a positive dot product value. Then, a new data point xnew can be classified
into one of the two classes based on the following:
xnew ∈ Class 1 if wT. xnew + b < 0 (4.2)
xnew ∈ Class 2 if wT. xnew + b > 0 (4.3)
Maximum margin
Figure 4.9 shows an example of data that consists of two classes. The data can be divided using a
linear separator as it is shown in Figure 4.10, and this separator, which is called a hyperplane, can
be placed any of the ways shown in Figure 4.11. The idea of the maximum margin classification is
to maximize the distance between the hyperplane and the nearest data points in each class. Figure
4.12 shows the margin and Figure 4.13 shows the maximum margin that defines the best separator
between the two classes. The data inputs that push up against the margin are called Support Vectors
as shown in Figure 4.14.
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Figure 4.8: Calculate the linear SVM classifier.
Figure 4.9: An example of data that is needed to be classified.
Generalizing the maximum margin performance
Figure 4.15 presents another example of data that can be classified into two classes using a linear
classifier. As we can see in this figure, the maximum margin hyperplane is being determined by
one support vector that could be an outlier or simply an inaccurate reading. Therefore, the better
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Figure 4.10: Separate the linear separable data.
Figure 4.11: The separable data can be separated using many separators.
separator should be as it is shown in Figure 4.16 which is seen to be more concerned with the width
of the margin than a single mis-classification.
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Figure 4.12: Separate data using a margin.
Figure 4.13: Separate data using the maximum margin.
4.3.2 Linear SVM and its Margin
A linear SVM has only one non-learnable parameter, which is the cost parameter C (Smola and
Scho¨lkopf, 1998). This parameter allows the cost of mis-classification to be specified. If C is 0
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Figure 4.14: Support vectors that determine the maximum margin.
then all the classifier cares about is the width of the margin. If C is large (say 10,000) then mis-
classifications are very costly. The Linear SVM model is trained on a set of training data; the training
data are linearly separable by a margin and categorized into groups. Each input data sample is tested
against the margin while the model tries to maximize the margin as much as possible (Wang et al.,
2012).
Separating the two classes without error using the decision separator is called as hard margin
SVM, as it can be seen in Figure 4.15. Allowing the classifier to mis-classify data points leads to a
margin with a better generalization performance, which can deal with the unseen data much better
later. The latter one is called the soft margin (see Figure 4.16).
Figure 4.17 shows an example of controlling the width of the maximum margin using the cost
parameter C. The data is linearly separable. It shows how the soft-margin SVM works with a set
of different values of C. As we can see from Figure 4.17, if C is large (C = 100), the soft-margin
SVM works as the hard-margin SVM. It leads to the resultant decision boundary classifying the
training data 100% correctly. As a result, the margin will be very narrow which generates a lower
level of classification performance, that results in what is called over-fitting the data. When the cost
value is small (C = 3), a larger margin is produced, and some data points fall within the margin.
Furthermore, if you use a smaller value of 1 for the cost parameter, the margin is further maximized
which causes under-fitting, that is the classifier can not classify the training data properly. Hence,
the middle panel in Figure 4.17 is expected to provide a better generalization behaviour than the
others.
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Figure 4.15: An unrepresentative support vector.
Figure 4.16: The outlier data point.
4.3.3 Non-linear SVM (Feature space)
For the non-linearly separable data as shown in Figure 4.18, the line or the hyperplane cannot be
used to separate the data. To solve this problem, a non-linear SVMs should be used instead of a
linear SVMs for the classification. The process of classifying the non-linearly separable training data
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Figure 4.17: Controlling the width of the maximum margin to obtain the optimal generalization of
the linear SVM classifier using the cost parameter C (BrainVoyager QX, 2015). In the left panel,
when C value is big, the margin is narrow and it works as a hard margin. In the right panel, when C
value is very small, the margin is very big and causes under-fitting. The middle panel is an example
of providing better generalization.
Figure 4.18: Non-linear separable data in the original space.
using a non-linear SVM involves two steps:
1. Projecting the data into a feature space where the data can be linearly separated;
2. finding the hyperplane of maximal margin in the feature space.
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As an example, in order to separate the data in Figure 4.18, the following steps have been taken:
1. The data is mapped from the original space in (x, y) coordinates into a different coordinate
system (feature space) that is the polar coordinates (r, θ), where r is the distance of the data
point from the centre (0,0), and θ is the angle that the data point makes with the horizontal
axis.
2. The data can then be separated linearly in this feature space, that is one class is nearer to the
centre (0, 0) than the other (see Figure 4.19).
3. As shown in Figure 4.19, the separator has a fixed value of r, which means that it represents a
circle in the (x, y) coordinates (a non-linear separator in the original space) (see Figure 4.20).
The separating hyperplane is a linear classifier in the feature space, but a nonlinear one in the
original space.
Figure 4.19: Classifying the non-linear separable data after projecting it into a feature space.
Usually, the feature space is a higher dimensional space where an SVM may find a linear separator
easily. To explain the idea behind this, let’s see the following example. Figure 4.21 shows a two-class
data set locating in a one-dimensional space where data can be classified by a single value. The top
panel of Figure 4.22 shows another set of two-class data which can not be classified by one single
value in the one-dimensional space. For this reason, a new feature y is added and we can use a linear
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Figure 4.20: The non-linear separator in the original space after classifying the data in the feature
space.
classifier in this two-dimensional space. The bottom panel of Figure 4.22 shows how the same data
can be classified easily after being mapped into a two-dimensional space using a quadratic function.
One more example can be seen in Figures 4.23, 4.24 and 4.25. Figure 4.23 shows a set of non-
separable data in the original 2-dimensional space that need to be classified using an SVM. Figure
4.24 shows the data is mapped into a feature space that is a 3-dimensional space, where a linear
separator can be found easily. This is called a non-linear SVM separator in the original space as it
is shown in Figure 4.25.
4.3.4 Kernel Trick for Nonlinear Classification
As is mentioned in the previous section, the general idea of using a feature space is that a higher-
dimensional space may give more chance to find a linear separator to classify the data.
Let x denote data in a d-dimensional original space and φ(.) is a function to project the data from
the original space into the high-dimensional feature space. A hyperplane separator in the feature
space is defined as follows:
f(x) = sign(wT. φ(x) + b) (4.4)
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Figure 4.21: Linear separator with data that is linearly separable. A modified figure from (Schu¨tze
et al., 2008).
Figure 4.22: Using a linear separator can be possible after the data, which is not linearly separable,
is projected into a higher dimensional space. A modified figure from (Schu¨tze et al., 2008).
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Figure 4.23: Non-linear separable data in original space for which a linear separator can not be
found.
Figure 4.24: Projecting the data into a high-dimensional space/feature space for which a linear
separator can be found.
where w is the vector of weights, T denotes the transpose, and b is bias. If we have data in a
two-dimensional space, (x, y), then any of the following could be features:
• x+ y
• xy
•
√
x2 + y2 (which is r in our previous example, see Section 4.3.3, Figure 4.19)
• or any other combination of x and y.
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Figure 4.25: The non-linear separator in the original space after classifying the data in the high-
dimensional/feature space.
Due to the complexity of calculating the dot product function in the feature space, the kernel
trick is used in the input space instead of computing the inner product in the feature space. The
kernel function k in the original space can be defined as follows:
k(x,y) = φ(x) . φ(y) (4.5)
where x and y are two input vectors. A kernel function measures the similarity between two input
vectors. There are some popular kernel functions:
• Linear: k(x,y) = x . y
• Polynomial: k(x,y) = (x . y + 1)d, where d is the degree of the polynomial
• Radial Basis Function (RBF) (see Section 4.3.5).
The non-linear SVM, which is used for classification in this research, is RBF.
4.3.5 Non-linear SVM, RBF kernel
The Radial Basis Function (RBF) kernel is also called a Gaussian kernel, which is defined as follows:
k(x,y) = exp(−γ‖x− y‖2) (4.6)
where x and y are two vectors in the original space, γ is a free parameter greater than 0 or equal to
γ = 1/2σ2 ( sigma (σ) sets the width of Gaussian distribution). The RBF kernel provides a function
that maps vectors into an infinite dimensional space, and measures the similarity between two input
vectors by calculating the distance (for example: Euclidian distance) between these vectors. If
70
‖x− y‖ is small, the vectors are similar to each other and the corresponding kernel value is relative
large. On the other hand, if γ is small, which means the width of Gaussian distribution (σ) is large,
then the corresponding kernel value is large.
4.3.6 Model Selection
SVM with a RBF kernel can be trained to effectively classify a data set. Its performance is affected
by two parameters, the cost parameter (C), and the kernel parameter (γ). Finding the best values
for parameters is called optimization of the model, or fitting the model to the data. If the model
cares too little about mis-classifications, it may under fit the data (the value of cost parameter C is
very small), or it may over fit the data when it cares too much about mis-classifications (the value
of cost parameter C is too big), as mentioned in Section 4.3.2.
Cross Validation
To fit an SVM model for a given data set, the data is divided into a training and a test set (typically
it is divided into four fifths training and one fifth test). The training set is used to train the model,
and the test set is used to find out how well the trained model performs on data it has never seen
before (the model must not see the test data in the training process). The next step is to find the
best values of C and γ, which provides the highest classification accuracy. The search process for
the best SVM model parameters is done using cross-validation. In the cross-validation process, the
training set is divided, with the selection of a cross validation data set (Figure 4.26), that acts as a
test set during the training phase (typically five, or ten folds cross validation is used), Figure 4.27
shows a visual representation of 10-fold. Then, a pair of values for C and γ are chosen, and the
SVM is trained on the remaining part of the training set. After that, the performance of the trained
model is estimated from on the validation set. Then, the search for the best pair of values of C and
γ is undertaken. This process is called as grid search. Once the best values have been found the
model is retrained on the whole training set, thus the result is given for the unseen (test set).
Figure 4.26: Visual Representation of Train/Test Split and Cross Validation.
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Figure 4.27: Visual representation of K-Folds (Bronshtein, 2017).
4.3.7 Multi-class Classification
I have shown how an SVM can be applied for simple two-class classification problems. When dealing
with multi-class problems, there are usually two strategies, which I shall show as follows.
One-against-all
Suppose there are K classes in a data set. The one-against-all strategy constructs K binary base
classifiers. Instances from the kth class of the training set are labeled as positive whereas the rest of
the instances in the training set are negative. The one-against-all method needs each base classifier
to produce a real-valued score rather than a class label. Then each of trained base classifiers gives
a prediction to the unseen data. The final predicted label for the unseen data is obtained from the
classifier whose confidence score is the highest among all base classifier.
One-against-one
One-against-one strategy constructs K(K − 1)/2 classifiers, where K is the number of classes and
each of which involves training data from two classes, as positive class and a negative class. In the
context of linear classification, one-against-one has shown better performance as compared to one-
against-all. The better performance of one-against-one comes at the cost (complexity) of O(K2n)
spaces for storing models and testing instances as compared to complexity of O(Kn) of one-against-
all, where n is the number of data points in the test set, (Huang, 2010). In study (Yuan et al.,
2012), it is identified that one-against-one is not ideal (suitable) for large-scale linear classification
because it requires large space to store K(K − 1)/2 classifiers. However, in the context of sparse
weight vectors, one-against-one can handle large-scale data for classification.
72
4.4 The SVM Toolbox for Classification
All my data sets in this study include four classes. I have used the toolbox LIBSVM (versions 3-1.17)
(Chang and Lin, 2011) and LIBLINEAR (version 1.94) (Fan et al., 2008) in my study.
LIBLINEAR: it follows the strategy of one-against-all
LIBLINEAR uses the one-against-all strategy and is considered as an efficient multi-class approach
for large scale classification as an open source machine learning library with different regularization
terms (for example, the supports L2-regularized logistics regression (LR), L2-loss, and L1-loss linear
SVM (Fan et al., 2008)) added into the cost function. The LIBLINEAR library has been developed
by the Machine Learning Group at National Taiwan University (Fan et al., 2008) and is easy to use
for new users.
LIBSVM: it follows the strategy of one-against-one
LIBSVM is an open source machine-learning library, which implements SVM for classification, re-
gression and density estimation. As an integrated toolbox, it has been widely used in different
applications such as computer vision, natural language processing, neuroimaging, bioinformatics
and so on. It is easy to employ LIBSVM, which mainly involves two steps (Chang and Lin, 2011):
1) training an SVM model using a training data set. 2) using the trained model to predict the
information of testing data.
All initial results obtained by using the LIBLINEAR toolbox are worse than the best result
obtained using the LIBSVM toolbox with the first type of data, which are shown in Appendix B.1.
So, I have decided to use the LIBSVM toolbox in the rest of my experiments.
4.5 SVM Experimental Set-up
As mentioned before, each symbol in my optical transmission dataset has 64 samples, which are
represented by complex numbers. The samples, which are used as an input vector to the SVM
classifier, are sin, cos of the phase of the samples and the amplitude of samples. As a result,
each symbol is represented by two types: 1) the number of samples ×2: when each sample is
converted into (sin θ, cos θ). 2) the number of sample ×3: when each sample is converted into
(sin θ, cos θ,Amplitude). For example, when the complete set of samples of each signal (64 samples)
are used as an input vector to the classifier, the number of the samples for each data point (symbol)
is 128 (64 ×2) using the sample representation (sin θ, cos θ); and it is considered as 192 (64 ×3) using
the sample representation (sin θ, cos θ,Amplitude).
I have divided each data set into two-thirds ( 23 ) of the data points as a training set and one-third
( 13 ) as a test set. Each of the training set and test data set are written in a LIBSVM format file
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with their corresponding labels. Then, the SVM model is trained using the training data set. I have
used the default range values to undertake a grid search to search for the most suitable parameters
when using the non-linear SVM (Radial Basis Function, RBF) kernel.
4.6 Performance Measurements
For each experiment, the average of Symbol Error Ratio (SER), and the average of Bit Error Ratio
(BER) over all data sets are computed. Also, p-values from t-tests, which measures the significance
of the improvement over the threshold method, are reported.
The SER is defined by the following equation:
SER =
NES
NS
(4.7)
where NES is the number of symbol errors and NS is the total number of symbols, respectively, in
each test set.
The BER is computed by the following equation:
BER =
NEB
NB
(4.8)
where NEB is the number of bit errors and NB is the total number of bits, respectively, in each test
set.
Note that my data is balanced, therefore I do not need to use a confusion matrix, and using
the bit and symbol error ratio is not a problem. All the results of SER and BER are multiplied by
(×10−4) to facilitate reading the results easily in tables.
4.7 Conclusion
This chapter describes in detail the SVMs that I consider are the best for classification in my research.
I have used both linear and non-linear SVM for classification. But I focus on the linear one because
it is easier to produce a fast hardware implementation of a linear one. A non-linear SVM can be
implemented in hardware using a field-programmable gate array (FPGA), but such implementations
may not be fast enough for my application, at least they were not at the point in my study when
the decision was made. There is no concrete evidence that they are fast enough even now at the
time of writing this.
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Chapter 5
Initial Study, Results for the First
Type of Modulated Data
This chapter describes an initial investigation of the methodology that will be used in subsequent
experiments as reported in chapters 6, 7 and 8. It presents all the initial experimental results that
have been obtained throughout this research using an SVM on the first type of optical transmission
data. Both linear and non-linear SVMs are applied on the first type of data of optical transmission
signals, which is generated (simulated) by a numerical model with a typical return-to-zero (RZ)-
QPSK transmitter. As is mentioned in Chapter 3, Section 3.1.2.1, the first type of data consists of 50
data sets, and each data set consists of 32,768 data points. Each data set is divided into two-thirds
(22,000 data points) as a training set, and one-third (10,768 data points) as a test set in the SVM
experiments. This type of data only has values after the signal has travelled 3,000 km, so all the
results are only for this distance. A summary of the experiments that are described in this chapter
are shown in the following:
Experiment A: Linear SVM with different number of samples from each symbol, section 5.1.
Experiment B: Non-Linear SVM with a Gaussian kernel (RBF), section 5.2.
Experiment C: Linear SVM using neighbouring information, section 5.3.
In this work, I have decided to use a linear SVM for classification using two strategies: one-
against-one and one-against-all to see which toolbox is the best. Appendix B.1 shows how I have
made my decision. Table 5.1 shows all the SVM results that are compared with the results obtained
using the traditional method: the threshold method. This method uses a hard threshold value. The
value of the signal at the centre of a symbol is compared to this threshold to determine the phase
of the received symbol, more details in Chapter 4, Section 4.1. Table 5.1 presents the Symbol and
Bit Error Ratio (SER and BER), which are averages over 50 data sets. Also, it shows the statistical
test results (p-value) of t-test that measures the probability under the assumption of no difference
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between the two methods’ performance: the threshold method and the Support Vector Machine
(SVM) method.
5.1 Experiment A: A Linear SVM
In this experiment, an investigation is undertaken by applying a linear SVM classifier using a different
number of samples from each optical transmission symbol. This is to see whether it is possible to
improve the classification performance above that of the threshold method by using an SVM and
also using more values of the signal than just the central one. I have used four different input vectors
to the linear SVM classifier:
1. The central sample (1× 2 is when the optical transmission symbol is represented as sin θ and
cos θ), and (1 × 3 is when the optical transmission symbol is represented as sin θ, cos θ and
amplitude).
2. The complete set of samples (all 64 of the available sample points on the curve) of the symbol
(64× 2 is when the optical transmission symbol is represented as sin θ and cos θ), and (64× 3
is when the optical transmission symbol is represented as sin θ, cos θ and amplitude).
Two thirds of the symbols in each data set are used to train the linear SVM model as a training set,
and the rest of the signals are used for testing the model. The SVM model is trained using different
values of the C parameter (0.01, 0.03, 0.5, 0.06, 0.13, 0.25, 1, 8, 64, 256, 512, 600, 800, 1000, 1028
and 2048).
The linear SVM results reveal that just using the central sample of the symbol as an input to
the linear SVM classifier gives similar results to the threshold method result. This is not really
surprising and p-values of t-test provide strong evidence that the observed slight difference between
both the linear SVM classifier using only the central sample and the threshold method is likely to be
due to chance, since the p-values are 0.56 and 0.42. However, using the complete set of samples of
the symbol shows a significant improvement over the threshold method, where the BER is reduced
to 28.09× 10−4, see Table 5.1. This is clear since the p-value of the t-test provides strong evidence
that the observed difference between the threshold method and linear SVM using the complete set of
samples of the symbol is unlikely to be due to the chance (the p-value is 1.28E-32). This is because
we now have a higher dimensional input vector and a linear SVM usually works better in such a
high-dimensional space. For example, the hyper-plane in two dimensional space is a line, in three
dimensional space is a plane, but in more than three dimensional space is a hyper-plane, which splits
the space into too many dimensional sub-spaces depending on the number of dimensions (see Figure
5.1). Consequently, using 128 features (64× 2 for the complete set of samples of the symbol) as an
input to the linear SVM classifier gives much better result than using just two features (1 × 2 for
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the central sample of the symbol), which does not give any improvement over the threshold method
in this experiment.
Method Kernel No. of
symbols
No. of
samples
No. of
features
SER
(×10−4)
BER
(×10−4) P-Value
1
Threshold - One Central - 121.27±26.16 60.9±13.21
SVM
Linear One
Whole 64× 2 55.78±13.87 28.09±6.99 1.28E-32
Whole 64× 3 58.38±14.44 29.36±6.24 1.99E-31
Central 1× 2 121.06±25.24 60.8±12.75 0.56
Central 1× 3 121.6±25.33 61.07±12.79 0.42
RBF One
Whole 64× 2 55.79±15.03 28.13±7.7 7.76E-36
Central 1× 2 121.06±25.35 60.80±12.81 0.52
Linear Three
128 128× 2 57.07±13.31 29.05±6.71 4.69E-32
192 192× 2 60.45±13.31 30.44±6.73 1.86E-31
Table 5.1: SVM results using the first type of data at the distance of 3,000 km. All the results
are averages over 50 data sets, and compared with the threshold method result. (×2) denotes that
each an optical transmission symbol input is represented by (sin θ,cos θ). (×3) denotes that each
an optical transmission symbol input is represented by (sin θ,cos θ, amplitude). 128 samples from
three symbols means that 32 samples of the preceding (from the 33rd sample to the 64th sample), 64
samples of target (The complete set of samples) and 32 samples of succeeding (from the first sample
to the 32nd sample) symbols are used as an input. 192 samples from three symbols means that the
complete set of samples of the preceding, target and succeeding symbols are used as an input. Using
only the central sample of the symbol with SVM gives a similar result to the threshold method (the
text in blue colour). Using the complete set of the samples of the symbol as (sin θ,cos θ) provides
the best result (the text in red colour). Using the amplitude and the neighbouring information does
not improve the result.
Moreover, adding the amplitude of the optical transmission symbol with the phase value as an
input to the classifier (giving 192 features since I am still using as sin θ and cos θ values) shows a
little bit worse result than the result obtained using just the phase, even though it is still much
better than the threshold method result. This might be because adding the amplitude value adds
some conflicting informative features to the classifier, which affects negatively on the accuracy of
the classification (Destrero et al., 2009). Consequently the rest of the results in the chapter do not
use the amplitude value.
1The P-value approach involves determining ”likely” or ”unlikely” by determining the probability (assuming the
null hypothesis were true) of observing a more extreme test statistic in the direction of the alternative hypothesis
than the one observed (The Pennsylvania State University, 2018). In my research, the null hypothesis represents that
the difference between the results is likely to be by chance. For example, if the P-value is small, less than (or equal
to) 0.05, then the difference between the results is unlikely to be by chance; then the null hypothesis is rejected. And,
if the P-value is large, for example, more than 0.05, then the difference between the results is likely to be by chance;
and the null hypothesis is accepted.
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Figure 5.1: A hyperplane in Rn (KDAG, 2015).
To conclude this section, it can be seen that using a linear SVM using on the complete symbol’s
set of samples as an input to the classifier gives much better classification result than the traditional
threshold method. In the next section, I intend to investigate the non-linear SVM classifier to see
whether or not it can improve the BER.
5.2 Experiment B: Non-linear SVM
In this section, a non-linear SVM classifier is used with the first type of data. A non-linear SVM
applies a particular transformation to the input vector(depending on the non-linear kernel being
used) before it tries to use a linear method for separation. In this experiment, I use a Gaussian
(Radial Basis Function/RBF) kernel, which usually give good classification accuracy. This section
investigates whether or not using the non-linear SVM kernel can further improve the classification
accuracy more than the linear SVM kernel. Since the best result for using the linear SVM is obtained
when using the complete symbol’s set of samples (128 features as sin θ and cos θ). I use the same
input vector to train the non-linear SVM model.
In the previous section, I used a range of log 2(C) values with the linear SVM from the minimum
(-6.6) to the maximum (11). Herein, I use the default range values of cost(C) and scaling(γ)
parameters in the toolbox to undertake a grid search to tune the parameters for the RBF kernel,
which means that I investigate a large range of values for the parameters log 2(C) and log 2(γ).
During this training process, the training data is divided into 5 parts, using cross validation, to find
a suitable pair of values for C and γ. The default range values of cost(C) and scaling(γ) are shown
in Table 5.2.
As we can see from Table 5.1, the non-linear SVM gives a similar result to the linear SVM
classifier. It seems that the data is mostly linearly separable, so the non-linear SVM classifier does
not improve the result much; even after I extend the range of log 2(C) and log 2(γ), Table 5.2.
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Parameter Minimum value Maximum value Step
Default range of parameters’ values
log 2(C) -5 15 2
log 2(γ) -15 3 -2
Extending the range of parameters’ values
log 2(C) -3 20 2
log 2(γ) -20 -2 -2
Table 5.2: The default values of the parameters that are used to train the non-linear SVM model
on the complete set of samples from one symbol. (C) is the cost parameter, and (γ) is Scaling
parameter.
Figure 5.2: Selecting the best values of C and γ using cross-validation. The green area in the console
plot shows the range that has the best values of C and γ for providing the highest classification
accuracy rate.
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Figure 5.2 shows the area that has the best parameters for the RBF kernel to provide the highest
classification accuracy. As is shown, this area is not completely surrounded, which is why I decided
to extend the γ value to be much smaller than that used previously (the default values), (see Table
5.2). These results can be seen in Appendix B.3. Since even extending γ values still gives a similar
result to the linear SVM classifier, I decided to stop at this point and focused on the linear SVM,
since the non-linear SVM provides a similar result. Also, crucially, the linear SVM classifier would
be much easier to be build into the hardware.
In next section I aim to investigate using the linear SVM with the neighbouring information to
see whether it can improve the BER more than using information from just one optical transmission
symbol as an input vector.
5.3 Experiment C: Using Neighbouring Information
Since the previous experiment reveals that the linear and non-linear SVM provide similar results, and
building the linear SVM classifier in the hardware would be easier, this section, only investigates the
use of a linear SVM classifier. Here it is used to investigate the effect of the neighbouring information
on improving the classification process when it is used as an input vector to the classifier. The linear
SVM classifier is applied for the classification process using different values of the cost parameter
C, and the best results are given here. This section presents two experiments using the linear SVM
based on two different input vectors: 1) using the target symbol, and half of each symbol on either
side. 2) using the target symbol, and the whole symbol either side.
5.3.1 Using 128 samples from 3 neighbouring symbols
In this experiment, each input signal has 128 samples (256 features (as sin θ and cos θ, see Chapter
3, Section 3.3.1)), which are the complete set of samples of the target symbol and 32 samples from
the symbol either side of the target. In other words, each data input consists of 64 samples from the
symbol being decoded, a range of samples from the 33rd sample to 64th from the preceding symbol,
and a range of samples from the 1st sample to sample 32nd from the succeeding symbol. See Figure
5.3.
As it is shown in Table 5.1, using the target symbol and half symbol either side does not show any
improvement compared with using the complete set of samples from only the symbol being decoded.
But still the result is much better than the threshold method. It might because the samples of
the neighboring waves are not so informative to help the linear SVM classifier learn. Therefore, I
extend this to use the target symbol and full symbol either side as an input vector to the linear
SVM classifier in next section.
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Figure 5.3: Using neighbouring information, the complete set of samples from the target symbol,
and 32 samples from symbols on either side. The target symbol is the symbol that is being decoded.
5.3.2 Using the complete set of samples from 3 neighbouring symbols
In this experiment, the input vector signal consists of 192 samples (384 features as (sin θ and cos θ,
see Chapter 3, Section 3.3.1)), which are the complete set of samples of the target symbol and both
of the symbols either side. As we can see in Table 5.1, using the complete set of samples from three
neighbouring symbols as an input to the linear SVM classifier also does not improve the bit error
ratio more than using the complete set of samples from only one symbol. It might because of the
same reason to that given previously, that not all the neighbouring samples are relevant and useful
to be used in training the classifier.
5.4 Conclusion
To conclude this chapter, I have shown that the BER can be improved significantly using the SVM
classifier, compared with the threshold method (the method used currently in the hardware). This
is because the threshold method is inflexible since it depends on measuring just the phase of the
mid-point of the optical transmission symbol, then classify it based on the given threshold values.
But the SVM classifier is trained on the examples of the symbol’s actual shape to classify the optical
transmission symbol. In particular the SVM can use more than one sample from the symbol as an
input, which increases the relevant information to train the SVM classifier; and, as shown in this
chapter, that improves the classification performance considerably. Interestingly the result obtained
using linear SVM classifier with only the central sample of the symbol gives a very similar result to
the threshold method despite the training. It is only when extra information is added to the training
vector that significant improvements are made.
Furthermore, the non-linear (the Gaussian kernel (RBF)) and the linear SVM classifier give
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Figure 5.4: An optical transmission symbol from class “10” is classified correctly using the linear
SVM where the complete target symbol’s set of samples are used as an input to the classifier, but
incorrectly as class “00” using the threshold method, the symbol is received at the distance of 3,000
km. Note: Look carefully about the 33rd sample, the mid-point in the red dotted line is just above
the boundary so the threshold method classifies the result as class “00” . However the SVM trained
on the complete set of samples of the symbol can classify it as class “10” . The phase values that
are denoted by circles are adjacent, they have the same angle values but different signs (referenced
in chapter 3, Section 3.3.1). Note that PI denotes pi.
very similar results. Moreover, using the neighboring information does not improve the BER more
that using just one symbol. This came as a surprise since I thought that further information from
neighbouring symbols ought to add information.
Figure 5.4 shows an optical transmission symbol that is classified correctly by the linear SVM
classifier using the complete set samples from one symbol, whereas it is mis-classified using the
threshold method. As can be seen at the 33rd sample, the mid-point in the red dotted line is just
above the boundary. This kind of distortion makes the threshold mis-classify the symbol as class “00”
when measuring the given phase value (class “10”) after it is distorted by distance travelled. Whereas
the linear SVM is trained on the complete set of samples of the symbol has more information, which
makes the SVM classifier able to detect the phase values correctly. Please note that the phase values
that are denoted by circles are really adjacent, they have the same angle values but different signs
(referenced in Chapter 3, Section 3.3.1). The way the signal is shown is just an artefact of the cyclic
nature of phase angles. For completeness Figure 5.5 shows another optical transmission symbol
that is mis-classified using both the linear SVM with neighbouring information and the threshold
method. The optical transmission symbol in this situation is completely distorted, which can not
be classified by the linear SVM classifier, this is called an irretrievable error.
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Figure 5.5: An optical transmission symbol from class “01” is classified incorrectly as class “00”
using the linear SVM classifier with neighbouring information and also using the threshold method.
The symbol is received at 3,000km (the red dotted line), and it is completely distorted, this is called
an irretrievable error. Note that PI denotes pi.
Having completed this initial investigation there is plenty of evidence that it is worth investigating
further. In the next chapter the second type of data is investigated. This data has values at all
distances out to 10,000 km and is generated using a more modern and better algorithm. The number
of errors found by the threshold method is greatly reduced so the SVM will have a harder task to
make such improvements as I have found here. Having found that including the amplitude value does
not help I have decided not to investigate this further other evidence from further testing (not given
here) justified this decision. The non-linear SVM was also found to have no benefit, so I have not
made much further use of it. This is further motivated by wanting to create a method that could be
incorporated into the hardware of the transmission line. A linear SVM can definitely be implemented
in hardware (Metaxas et al., 2013). Finally I have pursued using values from neighbouring symbols,
despite their mediocre performance in this chapter, since other evidence points to their possible
ability.
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Chapter 6
Results for the Second Type of
Modulated Data
In this chapter I use the second type of optical transmission data, namely Non-Return-to-Zero (NRZ)
modulated data. This represents probably the most realistic simulated data, which means that the
BER is very low and better reflects the character of the real transmission line with the real BER
that would be obtained with real world transmitted data ((Nasreen et al., 2018), (Agrawal, 2018)
and (Antoniades et al., 2011)). The main focus of my experiments in this chapter is to find out
which set of features gives the best results.
This second type of data consists of ten data sets for each distance, from zero km up to 10,000 km
in 1,000 km steps, and each data set consists of 32,768 symbols. Again, as described in Chapter 5,
to carry out my experiments each data set is divided into two-thirds (22,000 symbols) as a training
set, and one-third (10,768 symbols) as a test set. The aim of the experiments in this chapter is to
investigate whether or not a linear SVM classifier can help decode the received optical transmission
signals (the second type of data) using different input vectors.
A summary of the experiments that are described in this chapter are shown in the following:
Experiment A: To check whether the improvement of the classification I was able to achieve with
the first type of data was also achievable with the second type of data, Section 6.1.
Experiment B: Classifier with an input vector containing different number of input samples from
each symbol being decoded, Section 6.2.
Experiment C: Classifier using an input vector containing different number of input samples from
the target symbol and neighbouring symbols, Section 6.3.
Experiment D: Linear SVM using an input vector containing only the central sample from the
target symbol and the central sample from a different number of neighbouring symbols either side,
Section 6.4. Figure 6.1 shows an example of using the central sample from seven adjacent symbols
as an input to the classifier, in which the red dots represent the central sample of each symbol.
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Figure 6.1: An example of using the central sample from seven adjacent symbols as an input to
the classifier. The red dots represent the central sample of each symbol. T denotes the target
symbol that is being decoded. P denotes the preceding symbol of the target symbol. S denotes the
succeeding symbol of the target symbol. Note that PI denotes pi.
Finally, Section 6.5 discusses and analyzes the results in the whole chapter. All results in these
experiments are compared with the results obtained by applying the threshold method. They are
averages over the ten data sets. The results that are obtained from the received symbols at 1,000
km are not shown in this chapter since they do not show any bit errors using both the threshold
method and SVM methods.
Before starting with the experiments, I look into the results obtained on a class by class basis
using the threshold method. Table 6.1 shows the number of predicted symbols in each class using
the threshold method, at the distance of 8,000 km (8,000 km used so that I can compare the results
to the third type of data, which only goes as far as 8,000 km). The results in this table are obtained
from the first data set of the second type of data. It is shown that the number of symbols that are
classified correctly for each class is very high. Also, most of the symbol errors come from predicting
the symbol's class as one of the adjacent classes (See Figure 3.1), for example, predicting Class
“00” as Class “01” or “10” but less likely to be Class “11”, which results in one-bit error for each
mis-classified symbol. If the symbol that is from Class “00” is predicted as “11”, that means two-bit
errors. Figure 6.2 shows that the BER is very low, and there are few symbol errors that have two-bit
errors (in total 6 symbols).
6.1 Experiment A: Comparison between First and Second
Type of Simulated Optical Data
In this experiment, an investigation is undertaken by applying a linear SVM classifier using the
complete set of samples as inputs from each optical transmission symbol being decoded. As I said
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Symbol Predicted class
class 00 01 10 11
00 2528 42 49 2
01 55 2606 1 48
10 61 1 2640 37
11 2 44 50 2602
Table 6.1: The number of predicted symbols in each class. The result is obtained from using the
threshold method with the first data set of the second type of data, at a distance of 8,000 km. The
test set consists of 10,768 symbols in total. Most of the symbol errors have a one-bit error, where
usually the symbol's class is mistakenly determined as one of the adjacent classes. The number
of symbol errors that have a two-bit error are very few (in red). The number of symbols that are
classified correctly for each class is shown in blue.
Figure 6.2: The percentage of symbol errors for each class. The result is obtained from using the
threshold method with the first data set of the second type of data, at a distance of 8,000 km. The
test set consists of 10,768 symbols. Table 6.1 shows the same information in numbers.
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earlier, this is to check whether improving the classification I was able to achieve with the first type
of data was also achievable with the second type of data. The best result for the first type of data
was obtained using the complete set of samples (64 × 2) as input to the SVM. Hence the same
method was used here on the second type of data. The only distance used for the first type of data
was 3,000 km, so again the same distance was used here.
Table 6.2 shows the results including the Symbol Error Ratio (SER) and Bit Error Ratio (BER).
Note that results for the first type of data shown in the table are averages over ten data sets only.
Ten is used because I only have ten data sets for the second type of data (results in Table 5.1 are
results over all 50 data sets). Also, the SVM model is trained using the C parameter value of 512,
which provides the best BER with the first type of data (See Section 5.1). As described in Chapter
5, there is a large improvement over the threshold method when using the linear SVM classifier with
the first type of data. As for the second type of data, I have the following three findings:
1. The value of BER is low for both the SVM and the threshold method. This is presumably
because a higher quality transmission system is being modelled.
2. Using the linear SVM on both X- and Y- polarizations does not give any improvement over
the threshold method.
3. Using a linear SVM with X- and Y- polarizations gives similar results.
These findings suggest that, it is much harder to improve the BER because there is much less
room for improvement over such good BER values found using the threshold method. In addition,
since the X- and Y-polarization data give similar classification results, so for time constraints reasons
I shall focus on X-polarization data in the following study. But some results which are obtained
using the Y-Polarization have been used to validate my work, see Appendix C.1.4.
6.2 Experiment B: Using a Different Number of Samples
from One Symbol
The aim of experiments in this section is to investigate whether or not using a linear SVM with a
specific number of samples from each symbol can help decode signals accurately at different distances
starting with 2,000 km to 10,000 km. I use different input vectors to the linear SVM classifier: the
central sample, the complete set of samples, and a different number of samples (three, five or thirty-
two mid-samples) from the middle part of each symbol (see Figure 6.3).
Table 6.3 shows the SVM results using the second type of optical transmission data, received at
the distances of 3,000 km, 5,000 km, 8,000 km and the maximum distance of 10,000 km. Note that
I have shown results for four key distances only in this table. Results for all distances have been
shown in Appendix C.1.1. The table presents values of SER and BER, which are averages over ten
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Data set Method SER (×10−4) BER (×10−4)
First data set
Linear SVM 55.07 ±14.05 27.63±7.1
Threshold 120.91±28.66 60.64±14.56
Second data set (X-Pol)
Linear SVM 16.07±3 8.03±1.5
Threshold 15.51±2.87 7.75±1.44
Second data set (Y-Pol)
Linear SVM 15.14±2.87 7.62±1.44
Threshold 13.28±4.15 6.69±2.06
Table 6.2: A comparison between the improvement of the classification I achieved with the first
and the second type of data, using the linear SVM and the threshold method. The complete set of
samples of each symbol is used as an input to the classifier. Each optical transmission symbol is
represented by (sin θ,cos θ). The signal is received at the distance of 3,000 km. The SVM model is
trained using the C parameter value of 512, which provides the best BER with the first type of data
in Section 5.1. All results are averages over ten data sets. Ten data sets are selected randomly from
50 data sets of the first type of data. Using the SVM with the second type of data for both X- and
Y- polarisation does not show any improvement over the threshold method as it has achieved with
the first type of data. The BER obtained using the second type of data is low for both the SVM
and the threshold method. X- and Y-polarization data give similar classification results.
Figure 6.3: An explanation of using three, five or thirty-two mid-samples of each symbol as an input
to the linear SVM classifier, see Table 6.3. Using three mid-samples of each symbol means that using
the central sample (33rd) and a sample either side (samples number (32nd), (33rd) and (34th)) as an
input to the classifier, as shown as the black line in the middle, and the red lines on its sides.
Using five mid-samples of each symbol means that using the central sample (33rd) and two samples
either side (samples number (31st), (32nd), (33rd), (34th) and (35th)) as an input to the classifier, as
shown as the black line in the middle, and the red lines and the green lines on its sides. Using
thirty-two mid-samples means that using the samples from number 16th to 48th of each symbol as
an input to the classifier, look at the marks and text in orange. As can be seen, more samples give
the classifier more information. Note that PI means pi.
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data sets. Also, it shows the p-value results obtained using the t-test. All results are compared with
the threshold method. First, I focus on results obtained with the complete set of samples of the
symbol. It can be seen that the errors increase as the distance travelled increase (see the values in
red in Table 6.3).
Figure 6.4 shows the BER% of both the threshold method and the linear SVM using the complete
set of samples of symbol over the distances from 2,000 km to 10,000 km. We can see that the BER
obtained from the linear SVM is lower when compared with the threshold method from the distance
of 4,000 km to 10,000 km, that is the SVM does constantly better than the threshold method over
these distances. Figure 6.5 presents the improvement over the threshold method, that clearly shows
an improvement starting at a distance of 3,000 km, though the improvement is minor there. At
the distance of 2,000 km the linear classifier does not achieve any improvement, where the average
of the BER using the threshold method is 1.07 × 10−4, and the average of BER using the SVM is
1.49× 10−4. This means that there is about one error with the threshold method, and 2 errors with
the SVM among the 10,768 test symbols.
Starting from the distance of 4,000 km till the maximum distance of 10,000 km, the results
show that using the complete set of samples of each symbol as an input to the classifier gives the
best BER, compared with the other input vectors and the result of the threshold method. The
statistical results (p-value) of the t-test show that the results obtained at the distances of 2,000 km,
3,000 km and 5,000 km are likely to be due to the chance (p-value is equal to 0.12, 0.91 and 0.07,
respectively). The classifier could not further improve the BER at the long distances of 9,000 km
and 10,000 km so that the value of BER is less than (200 × 10−4), which is the tolerable BER in
the optical transmission field as mentioned in Chapter 1. For example, in Table 6.3d, the BER is
(300.06× 10−4) at the distance of 10,000 km. The best result I have obtained so far is when using
the complete set of samples of the symbol, compared with the other input vectors.
Now I discuss results obtained with other different numbers of samples from each symbol. As
can be seen in Table 6.3, in general, SVM results using the central sample of the symbol are similar
to the threshold results. Furthermore, using more samples from the symbol can improve the BER
result, but not better than using the complete set of samples of the symbol. The reason might be
because the signal distortion comes from many causes, and it is not just simple noise.
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Figure 6.4: The BER (plotted in a linear bar graph) obtained using the complete set of samples of
each optical transmission symbol as an input vector in the linear SVM classifier, over the distances
from 2,000 km to 10,000 km. Comparing with the threshold method, the BER obtained from the
linear SVM is lower, and the SVM constantly does better over the distances from 4,000 km to 10,000
km.
Figure 6.5: The improvement over the threshold method obtained using the complete set of samples
of each optical transmission symbol as an input in the linear SVM classifier, over the distances from
2,000 km to 10,000 km. Note that the linear classifier does not achieve any improvement at the
distance of 2,000 km, where the average of the BER using the threshold method is 1.07× 10−4, and
the average of BER using the SVM is 1.49× 10−4.
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Table 6.3: Using Different Samples from One Symbol
(a) Distance 3,000 km
Method No. of
samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold Central - 15.51±2.87 7.75±1.44
SVM
Whole 64× 2 15.42±3.87 7.71±1.94 0.91
Central 1× 2 15.14±3.61 7.57±1.81 0.42
3 Mid 3× 2 15.42±3.4 7.71±1.7 0.85
5 Mid 5× 2 15.32±2.98 7.66±1.49 0.64
32 Mid 32× 2 15.51±3.36 7.75±1.68 1
(b) Distance 5,000 km
Method No. of
samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold Central - 95.93±8.23 48.15±4.19
SVM
Whole 64× 2 91.75±10.85 46.06±5.47 0.07
Central 1× 2 95.56±8.03 47.97±4.06 0.58
3 Mid 3× 2 94.82±9.73 47.64±4.97 0.39
5 Mid 5× 2 95.84±10.28 48.06±5.2 0.88
32 Mid 32× 2 94.54±9.62 47.46±4.84 0.48
(c) Distance 8,000 km
Method No. of
samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold Central - 370.17±14.76 187.27±7.69
SVM
Whole 64× 2 356.24±13.74 179.84±7.36 0.001
Central 1× 2 370.54±16.23 187.41±8.36 0.85
3 Mid 3× 2 359.03±15.05 181.65±7.98 0.003
5 Mid 5× 2 359.68±16.22 181.93±8.59 0.01
32 Mid 32× 2 359.12±16.96 181.28±8.94 0.003
(d) Distance 10,000 km
Method No. of
samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold Central - 607.08±16.68 309.53±9.98
SVM
Whole 64× 2 588.5±23.71 300.06±13.05 0.01
Central 1× 2 610.33±19.01 311.2±10.95 0.06
3 Mid 3× 2 591.75±18.22 301.91±10.55 0.02
5 Mid 5× 2 589.34±17.75 300.66±10.02 0.004
32 Mid 32× 2 593.61±20.57 302.66±11.39 0.02
Table 6.3: The linear SVM results using different number of samples of each symbol at the distances
of 3,000 km, 5,000 km, 8,000 km and the maximum 10,000 km, compared with the threshold method.
SER and BER denote the average of Symbol and Bit Error Ratio over ten data sets, respectively.
(×2) denotes that each sample in the input vector is represented by (sin θ,cos θ). Using only the
central sample provides similar results to the threshold method (the text in blue), especially at the
long distances such as 8,000 km and 10,000 km. In some cases, using more samples from the middle
area of each symbol can improve the BER slightly. But it is not better than using the complete set
of samples of each symbol, which provides the best BER at most of the distances. The text in red
shows the best SVM results.
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6.3 Experiment C: Using a Different Number of Samples
from Neighboring Symbols
As mentioned in Section 3.3.2, my hypothesis is that the neighbouring symbols of the target symbol
that is being decoded can have an effect on it. Although in Chapter 5 results show that using
the neighbouring information does not improve the BER more than using just one symbol, I have
decided to investigate further whether or not using a linear SVM classifier with different number of
samples from the adjacent symbols can improve the BER on the second type of optical transmission
data.
Table 6.4 shows the results obtained using the second type of optical transmission data, received
at the distances of 3,000 km, 5,000 km, 8,000 km and the maximum 10,000 km. Again all other
results for all other distances have been shown in Appendix C.1.2. The table presents average values
of SER and BER over ten data sets. Also, it shows the statistical test results (p-value) of the t-
test between the SVM and the threshold method. All results are compared with the results of the
threshold method, and with the best linear SVM result I have obtained in the previous section 6.2,
which uses the complete set of samples of each symbol.
In general, the best SVM results at most of the distances which are 3,000 km, 4,000 km, 5,000
km, 7,000 km and 8,000 km, are obtained when using the central sample, from the target symbol
and symbol either side. The results show clearly that using more than one symbol as an input to the
classifier improves the classification performance above that of the threshold method. In particular,
using more than one symbol (adjacent symbols) gives better results than using only the symbol being
decoded. However, when using just the adjacent succeeding symbol gives poorer results than using
only the target symbol as an input to the classifier. This could be because the symbols are more
affected by the preceding symbols, not succeeding symbols, see Table 6.4. Again, the classifier fails
to further improve the BER at the long distances of 9,000 km and 10,000 km, where the tolerable
BER should be less than 200× 10−4 as has been mentioned earlier. For example, in Table 6.4d, the
BER at the distance of 10,000 km is 297.14× 10−4.
Figure 6.6 shows BER% over the distances from 2,000 km to the maximum 10,000 km, of both
the threshold method and linear SVM using the central sample of the target symbol and symbol
either side. It can be seen clearly that the SVM outperforms the threshold method from a distance
of 3,000 km to a distance of 10,000 km. Figure 6.7 presents the improvement over the threshold
method. It shows that there is an improvement at the distance of 2,000 km which can not be seen
easily in Figure 6.6.
In summary, so far the best improvement of the BER is obtained when using the linear SVM
with the central sample from each of three adjacent symbols. The t-test results indicate that the
difference between the threshold method and the SVM using this input vector across all distances
is not due to the chance. The reason that using central samples work better might be because the
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Figure 6.6: The BER (plotted in linear bar graph) obtained using the neighbouring information (the
central sample of the target symbol and symbol either side of each optical transmission symbol) as
an input in the linear SVM classifier, over the distances from 2,000 km to 10,000 km. From the
comparison, the SVM clearly outperforms the threshold method over the distances from 3,000 km
to 10,000 km.
symbol reaches the desired phase at the mid-point, and is affected less by the distortion than the
other samples. Therefore, in the next section, I shall investigate whether or not using only the
central samples from more neighbouring symbols as an input vector to the linear SVM classifier
improves things further.
6.4 Experiment D: Using only the Central Sample from the
Target Symbol and Symbols either Side
In this experiment, an investigation is undertaken by applying a linear SVM classifier using a different
number of neighbour’s information from symbols before and after the symbol being classified, that
is, the central sample from five or seven adjacent symbols (from the target symbol (the symbol being
decoded) and two or three symbols either side, respectively). As was mentioned in the introduction to
this chapter, Figure 6.1 provides an example of using the central sample from seven adjacent symbols.
Table 6.5 presents results which are averages of SER/BER over ten data sets at the distances of
3,000 km, 5,000 km, 8,000 km and the maximum 10,000 km. Again all other results for all other
distances have been shown in Appendix C.1.3. Also, the table shows the statistical results (p-value)
of the t-test between the linear SVM and threshold method. All the results are compared with the
threshold method, and with the best result I have obtained so far from the previous sections 6.2 and
6.3, namely, when using the SVM classifier with the complete set of samples from each symbol, and
with the central sample from the target symbol and symbol either side, respectively.
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Table 6.4: Using Samples from Neighboring Symbols: the letters P , T and S denote that preceding,
target and succeeding symbol respectively.
(a) Distance 3,000 km
Method No. of symbols
and samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold 1(Central/T) - 15.51±2.87 7.75±1.44
SVM 1(Whole/T) 64× 2 15.42±3.87 7.71±1.94 0.91
SVM
3(Central/P,T,S) 3× 2 9.85±1.87 4.92±0.93 0.00001
3(1
2
P ,Whole/T,1
2
S) 128× 2 13.65±3.64 6.83±1.82 0.11
3(Whole/P,T,S) 192× 2 12.54±3.31 6.27±1.66 0.01
2(Central/P,T) 2× 2 12.72±2.7 6.36±1.35 0.01
2(Central/T,S) 2× 2 12.91±2.95 6.45±1.48 0.001
3(Central/2P,T) 3× 2 11.98±2.82 5.99±1.41 0.0002
2(Whole/P,T) 128× 2 15.04±2.58 7.52±1.29 0.67
(b) Distance 5,000 km
Method No. of symbols
and samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold 1(Central/T) - 95.93±8.23 48.15±4.19
SVM 1(Whole/T) 64× 2 91.75±10.85 46.06±5.47 0.07
SVM
3(Central/P,T,S) 3× 2 83.13±8.83 41.75±4.41 0.00003
3(1
2
P ,Whole/T,1
2
S) 128× 2 87.12±9.36 43.7±4.65 0.001
3(Whole/P,T,S) 192× 2 85.45±10.58 42.91±5.34 0.002
2(Central/P,T) 2× 2 87.48±11.17 43.93±5.68 0.0004
2(Central/T,S) 2× 2 94.35±8.16 47.36±4.04 0.21
3(Central/2P,T) 3× 2 85.25±11.3 42.81±5.69 0.0002
2(Whole/P,T) 128× 2 87.76±7.21 44.07±3.68 0.0001
(c) Distance 8,000 km
Method No. of symbols
and samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold 1(Central/T) - 370.17±14.76 187.27±7.69
SVM 1(Whole/T) 64× 2 356.24±13.74 179.84±7.36 0.001
SVM
3(Central/P,T,S) 3× 2 342±13.65 173±7.43 0.0001
3(1
2
P ,Whole/T,1
2
S) 128× 2 343.46±8.8 173.49±4.79 0.00003
3(Whole/P,T,S) 192× 2 344.01±8.57 173.82±4.87 2.26E-05
2(Central/P,T) 2× 2 351.32±15.27 177.7±8.09 0.0002
2(Central/T,S) 2× 2 368.78±10.61 186.62±5.71 0.57
3(Central/2P,T) 3× 2 347.14±13.17 175.61±7.2 0.0001
2(Whole/P,T) 128× 2 349.18±12.16 176.45±6.57 0.00003
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Table 6.4: Using Samples from Neighboring Symbols (continued)
(d) Distance 10,000 km
Method No. of symbols
and samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold 1(Central/T) - 607.08±16.68 309.53±9.98
SVM 1(Whole/T) 64× 2 588.5±23.71 300.06±13.05 0.01
SVM
3(Central/P,T,S) 3× 2 583.32±19.93 297.14±11.51 0.0004
3(1
2
P ,Whole/T,1
2
S) 128× 2 576.39±17.95 294.00±10.15 0.0001
3(Whole/P,T,S) 192× 2 576.58±21.04 293.95±11.50 0.0004
2(Central/P,T) 2× 2 588.97±23.48 300.33±13.41 0.005
2(Central/T,S) 2× 2 606.8±20.44 309.39±11.73 0.88
3(Central/2P,T) 3× 2 577.64±18.38 294.39±10.91 0.00003
2(Whole/P,T) 128× 2 584.6±28.43 297.97±15.4 0.004
Table 6.4: The results using information from neighboring symbols at the distances of 3,000 km,
5,000 km, 8,000 km and the maximum 10,000 km, compared with the threshold method. SER and
BER show the average value over ten data sets, respectively. The letters P , T and S denote the
preceding, target and succeeding symbol, respectively. In M(X/NP, T,NS), M is the number of
symbols, X is the position of the samples of each used symbol, and N is the number of symbols that
are used from the preceding and succeeding symbols of the target symbol (T ). ( 12P ,Whole/T,
1
2S)
denotes that 32 samples (from sample 33rd to sample 64th) of the preceding symbol, the complete
set of samples (64 samples) of the target symbol, and 32 samples (from 1st sample to sample 32nd)
of the succeeding symbol are used as an input to the classifier. Note: using more than one symbol
as an input to the classifier improves the BER over the threshold method (the text in blue). Also,
it provides better results than using the complete set of samples of one symbol except when using
the central sample of the target and only the succeeding symbol. Using the central sample of the
target symbol and symbol either side gives the best SVM results at most of the distances. The text
in red shows the best SVM results.
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Figure 6.7: The improvement over the threshold method obtained using the neighbouring informa-
tion (the central sample of the target symbol and symbol either side) as an input in the linear SVM
classifier, over the distances from 2,000 km to 10,000 km. There is an improvement at the distance
of 2,000 km which can not be seen easily in Figure 6.6.
The linear SVM using the input vector including the central sample from seven consecutive
symbols (using three either side of the target symbol) provides the best results so far, especially, at
the long distances from 6,000 km to 10,000 km. Moreover, using the central sample from three and
five adjacent symbols gives similar results to the those obtained from seven neighbouring symbols.
Furthermore, all the results obtained using the central sample from different number of adjacent
symbols present an improvement over the threshold method, and the linear SVM using one symbol
as an input to the classifier. For example, considering 8,000 km and more than 10,000 test symbols.
There are about 172 errors using the central sample from seven adjacent symbols, which shows 15
errors less than the threshold method, and about eight errors less than using the complete set of
samples of the symbol as an input to the classifier. T-test conducted between using different inputs,
that is: the central sample from seven symbols and five symbols, and the central sample from seven
symbols and three symbols gives p-value of 0.1 and 0.49, respectively. This suggests that there is no
statistically significant difference between using these input vectors.
The statistical results of t-test for distances from 3,000km to 10,000 km provide evidence that the
improvement over the threshold method is not likely to be due to the chance, since all p-values are
less or equal to 0.01. However, the classifier still could not improve the BER at the long distances
of 9,000 km and 10,000 km, to the tolerable threshold 200× 10−4. It can be seen in Table 6.5d, the
BER value at the distance of 10,000 km is 292.85× 10−4.
Figure 6.8 shows the BER over the nine distances for both the threshold method and the SVM,
using the seven central samples from the target symbol and three symbols either side. Also, we can
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Figure 6.8: The BER (plotted in linear bar graph) obtained using the central sample from seven
adjacent symbols (the central sample from the target symbol and three symbols either side of each
optical transmission symbol) as an input in the linear SVM classifier, over the distances from 2,000
km to 10,000 km. The improvement of BER is clear compared with the threshold method.
see the improvement over the threshold method clearly along all the distances in Figure 6.9.
In summary, using the central sample from a different number of adjacent symbols as an input
vector to the linear SVM classifier improves the BER compared with using the threshold method.
Although in general using seven symbols gives slightly better results than using either three or
five symbols, the performance of using a different number of neighbouring symbols is very similar.
Considering the fact that the bigger an input vector is, the more computational time is needed, I
have decided to stop using more neighbouring symbols. Furthermore, using neighboring symbols
does not improve the BER to the allowable BER value in the optical transmission, that is less than
0.02 at the distances of 9,000 km and 10,000 km.
6.5 Conclusion
Results in this chapter show that, interestingly, using information from immediate preceding symbols
definitely helps successful decoding. Moreover, when information from the succeeding symbols is
also involved, the BER can be further improved. In this chapter, the best linear SVM results I have
got so far is the result obtained using the central sample from the target symbol and three symbols
either side. But the BER could not yet be improved to be less than 200× 10−4 at the distances of
9,000 km and 10,000 km. Figure 6.10 shows a comparison of the improvement over the threshold
method (IOT) when using three different input vectors to the classifier: 1) the central sample of the
target symbol only. 2) the central sample from the target symbol and symbol either side. 3) the
central sample from the target symbol and three symbols either side. It shows a decreasing trend
97
Table 6.5: Using Central Samples from Neighboring Information
(a) Distance 3,000 km
Method No. of symbols No. of SER BER
P-Value
and samples features (×10−4) (×10−4)
Threshold 1(Central/T) - 15.51±2.87 7.75±1.44
SVM
1(Whole/T) 64× 2 15.42±3.87 7.71±1.94 0.91
3(Central/P,T,S) 3× 2 9.85±1.87 4.92±0.93 0.00001
SVM
5(Central/2P,T,2S) 5× 2 10.4±2.96 5.2±1.48 0.000002
7(Central/3P,T,3S) 7× 2 10.87±2.81 5.43±1.4 0.0002
(b) Distance 5,000 km
Method No. of symbols
and samples
No. of
features
SER
(×10−4)
BER
(×10−4)
P-Value
Threshold 1(Central/T) - 95.93±8.23 48.15±4.19
SVM
1(Whole/T) 64× 2 91.75±10.85 46.06±5.47 0.07
3(Central/P,T,S) 3× 2 83.13±8.83 41.75±4.41 0.00003
SVM
5(Central/2P,T,2S) 5× 2 82.2±9.09 41.29±4.59 0.00002
7(Central/3P,T,3S) 7× 2 82.58±8.85 41.48±4.4 0.0001
(c) Distance 8,000 km
Method No. of symbols
and samples
No. of
features
SER
(×10−4)
BER
(×10−4)
P-Value
Threshold 1(Central/T) - 370.17±14.76 187.27±7.69
SVM
1(Whole/T) 64× 2 356.24±13.74 179.84±7.36 0.001
3(Central/P,T,S) 3× 2 342±13.65 173±7.43 0.0001
SVM
5(Central/2P,T,2S) 5× 2 347.02±17.05 175.51±8.8 0.002
7(Central/3P,T,3S) 7× 2 339.9±9.8 171.95±5.41 0.000004
(d) Distance 10,000 km
Method No. of symbols No. of SER BER
P-Value
and samples features (×10−4) (×10−4)
Threshold 1(Central/T) - 607.08±16.68 309.53±9.98
SVM
1(Whole/T) 64× 2 588.5±23.71 300.06±13.05 0.01
3(Central/P,T,S) 3× 2 583.32±19.93 297.14±11.51 0.0004
SVM
5(Central/2P,T,2S) 5× 2 576.07±17.1 293.7±10.08 0.00001
7(Central/3P,T,3S) 7× 2 574.27±15.81 292.85±9.561 0.000004
Table 6.5: The linear SVM results using the central sample from different numbers of adjacent
symbols at the distances of 3,000 km, 5,000 km, 8,000 km and the maximum 10,000 km, compared
with the threshold method. SER and BER show the average value over ten data sets. Note: Using
the central sample from the neighbouring symbols improves the BER, compared with the threshold
method (the text in blue). Using the central sample from seven neighbouring symbols gives slightly
better results than using either three or five symbols, but the performance of using a different number
of neighbouring symbols is very similar. The text in red presents the best SVM results.
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Figure 6.9: The improvement over the threshold method using the central sample from seven adjacent
symbols (the central sample from the target symbol and three symbols either side of each optical
transmission symbol) as an input in the linear SVM classifier, over the distances from 2,000 km to
10,000 km. The IOT decreases as the distance travelled by the optical transmission data increases.
of IOT when the distance travelled by the information is increased. Also, using more neighbouring
information gives better results than using only one symbol either side except for the distances of
3,000 km and 4,000 km.
Now I investigate prediction errors with each of the four classes. Table 6.6 shows the number of
predicted symbols in each class. The results are obtained from the first data set of the second type
of data, using an SVM at a distance of 8,000 km. The input vector that is used in the classifier is
the central sample of the target symbol and three symbols either side. As has been shown, most
of the symbol errors have just one-bit errors (the numbers in blue), that is, the symbol class is
mis-classified as one of the adjacent classes. Comparing with Table 6.1, one can see that some of
these errors are corrected using the SVM compared with the threshold method. But the symbol
errors that have two-bit errors were not corrected using the classifier (the numbers in red).
The final two figures show the information from Table 6.6 and the comparison with Table 6.1
diagrammatically. Figure 6.12 visualizes the number of errors in each class using a grouped-bar
plot. The highest two percentage values of mis-classified patterns within each group are the two
corresponding adjacent classes of each class. Furthermore, Figure 6.11 presents four bar graphs of
incorrectly predicted symbols for each class with two methods, the threshold and the best SVM
model, namely. As can be seen, the SVM can gives a slightly better results over all four classes at
the distance of 8,000 km on one-bit errors; while both methods perform the same on two-bit errors.
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Figure 6.10: A comparison of the improvement over the threshold method results, when using the
central sample from one symbol, three and seven adjacent symbols. There is a trend of decreasing
the IOT whenever the distance is increased.
Symbol Predicted class
class 00 01 10 11
00 2536 39 42 2
01 53 2610 1 46
10 56 1 2650 31
11 2 38 49 2609
Table 6.6: The number of predicted symbols in each class. The result is obtained from using the
linear SVM with the first data set of the second type of data, at a distance of 8,000 km. The test
set consists of 10,765 symbols in total. The input vector that is used in the SVM classifier of each
symbol being decoded includes the central sample of the target symbol and three symbols either
side. As it has shown, most of the symbol errors have a one-bit error. Comparing with Table 6.1,
one can see that some of these errors are corrected using SVM compared with the threshold method.
But the symbol errors that have a two-bit error are not corrected using the classifier (in red). The
number of symbols that are classified correctly for each class is shown in blue
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Figure 6.11: Four bar graphs on the percentage of incorrect prediction for each class (continued over
page). 101
Figure 6.11: Four bar graphs on the percentage of incorrect predictions for each class. The results
are obtained using the threshold method and the SVM with the first data set of the second type of
data, at a distance of 8,000 km. The input vector that is used in the SVM classifier of each symbol
being decoded includes the central sample of the target symbol and three symbols either side. Most
of symbol errors have only a one-bit error, which results by predicting the symbol's class as one of
the adjacent classes. Some of these errors are corrected using SVM compared with the threshold
method. But the symbol errors that have a two-bit error are the same for both the threshold method
(see Table 6.1) and the SVM classifier.
Figure 6.12: The percentage of incorrectly predicted symbols in each class. The result is obtained
using the linear SVM classifier with the first data set of the second type of data, at a distance
of 8,000 km. The test set consists of 10,765 symbols. The input vector that is used in the SVM
classifier of each symbol being decoded includes the central sample of the target symbol and three
symbols either side. Table 6.6 shows the same information in numbers.
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Chapter 7
Experiments and Results using an
SVM with Wavelets
Results in this chapter except for Table 7.4b have been published in the proceedings of ESANN 2017
(Binjumah et al., 2017b) and ICPRAM 2017 (Binjumah et al., 2017a).
Currently, in many areas such as digital processing and, in particular, image processing, wavelet
transforms are a widely used as feature extraction method (Yadav et al., 2015). At a conference
prior to the one that this work was presented several researchers extolled the virtues of wavelet
transforms and were of the opinion that they would aid my work considerably. This chapter is
outcome of those discussions.
In this chapter I shall investigate the effect of applying the wavelet transforms (WT) prior to
using an SVM in an attempt to improve the BER of the second type of optical data at the distances
of 8,000 km, 9,000 km and 10,000 km.
The wavelet transform method has been described in Chapter 3, Section 3.3.3. There are two
parts to this chapter. First, in Section 7.1 I investigate the use of wavelets by analyzing how effective
wavelet transformation would be on a general sinusoidal signal that has Gaussian noise added to the
amplitude (It is the signal noise (Es) that has been mentioned in Eq. 3.4 and Eq. 3.7), frequency
(Ef in Eq. 3.5) or to the phase (Eϕ in Eq. 3.8), more details can be found in Section 3.2. This
investigation was carried out to familiarize myself with the use of wavelets and to investigate which
sort of signals wavelets deal with best. Then, in Section 7.2 I apply the wavelet transformation to
the actual simulated optical transmission data.
A summary of the experiments that are described in this chapter is shown in the following:
Experiment A: Simple sinusoidal waves with frequency noise and phase noise, Section 7.1.
Experiment B: The linear SVM using wavelet transformations as inputs on the optical transmis-
sion data, Section 7.2.
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7.1 Experiment A: Wavelet Transform with Sinusoidal Waves
7.1.1 Results on Sinusoidal Waves with Frequency Noise
The aim of this section is to investigate whether using wavelet transforms can enable the SVM
to better distinguish data from two different wave classes containing frequency noise than without
using the wavelet transform (WT). A description on how these data classes are generated is shown
in Section 3.2.1. The data sets herein consist of different combinations of two classes of data; they
are AC, AB, AD and BD. As has been described in Chapter 3, each letter represents one class and
each class has a different value of signal frequency (f). For example, AC is a combination of the
two classes of data A and C, and so on. Each pair of classes have different distances between their
signal frequencies (see Table 3.2) and so represent a different level of difficulty when attempting to
classify the noisy data. The 1,000 data points/waves (500 from each class) are randomly selected to
give 700 waves that are used to train the model, and the rest of the data (300 waves) are used as a
test set.
The method of generating the individual classes A,B,C and D is by adding frequency noise to
the basic wave, so effectively we already have frequency noise (Ef in Eq. 3.5). We now investigate
also adding Amplitude noise (It is the signal noise (Es) that has been mentioned in Eq. 3.4). Six
tests are made for each data set: the waves with no added amplitude 'noise', without and with two
types of wavelet transforms; the waves with added amplitude 'noise', without and with two types
of wavelet transforms. The two wavelet transforms are: Haar and DB4 wavelet transforms. I have
tried at level 1, level 2 and level 3, but level 2 has given me the best results. Therefore, I have shown
results only at level 2. Then, the results are compared with each other to see the effect of using
wavelet transforms.
Table 7.1 shows the results, also the table presents the type and level of the wavelet trans-
forms that are used, and the accuracy (%) of the classification using the linear SVM. The following
observations can be seen from Table 7.1:
1. The difference between the values of the signal frequency for class A and C is quite high (a
difference of 10) and consequently the data could be partitioned with 98.67% accuracy. Using
the wavelet transforms on the test set AC with or without amplitude noise (Es) does not give
any improvement. This can be explained by the data distribution. As it has been shown
in Figure 3.12, 1.33% signals from the two classes are overlapped, which are exactly those
misclassified signals.
2. It can be seen that when two classes have closer values of signal frequency, the data is more
overlapped and the accuracy rate is further reduced. For example, the difference between
two values of signal frequency of the classes A and B is 5, and the accuracy rate is 91% on
this dataset with only frequency noise (Ef ) and without using WT (see Table 7.1b). When
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the difference becomes smaller, for instance, a value of 3 (the combination of BD) or 2 (the
combination of AD), the corresponding accuracy rate is reduced to 79% (see Table 7.1c) or
69% (see Table 7.1d), respectively. This is obvious and just reflects the degree of separation
of the data.
3. The use of wavelets does not have any effect on the data with just frequency noise in any of
the tests. For example, the accuracy rate is always 91% with or without using WT on the
dataset AB (see Table 7.1b).
4. Once the amplitude noise (signal noise (Es)) is added the use of wavelets does improve the
accuracy back towards the values obtained with the Frequency noise (Ef ) only version. For
instance, as shown in Table 7.1b, with classes A and B the wavelet transform on waves nearly
brought the fully noisy wave performance up to that of the frequency only noisy wave (from
84.33% to 90.67%, which is very close to the 91% frequency only-noisy version). This is the
biggest improvement I have obtained using WT over four groups of data.
These observations suggest that using wavelet transforms (WT) could not solve the problem of
frequency noise (Ef ) in the optical transmission data, since they did not improve the classification
accuracy with the simple data that has only frequency noise (Ef ). However, the wavelet transforms
did improve the performance of the data with added Amplitude/signal noise (Es) .
7.1.2 Results on Sinusoidal Waves with Phase Noise
The aim of these experiments is to investigate whether or not using wavelet transforms can affect
the signal decoding that have phase noise. The data set used in this experiment consists of 1,000
data points (waves/signals), and 640 equally spaced sample values for each data point. Half of the
data set has a phase of zero, and the other half has a phase of 90. A description on how the data
is generated can be found in Section 3.2.2. In this section, 600 signals are used to train the linear
SVM model, and the rest of the data (400 signals) are used as a test set. There are four types of
test set: the signals with no amplitude noise (It is the signal noise (Es) that has been mentioned
in Eq. 3.7), those with amplitude noise (noisy signals), and signals with and without using wavelet
transforms (extracted signals).
Figure 7.1 shows two signals: the red and blue lines, and also their noisy version, and ten signals
of each class after adding the random phase (Eϕ in Eq. 3.8) and amplitude noise (Es in Eq. 3.7).
Figure 7.2, shows ten extracted approximations from Haar wavelet transform at level 2. Since the
average of differences between the original (Figure 7.1) and extracted signal (the Approximation
part after WT, Figure 7.2) gets bigger after increasing the level of wavelet transforms. I also tried
to normalize the extracted signals to the range of [−1, 1] (as shown in the original waves (Figure
7.3)) to see if that would help in improving the classification process or not. In this section:
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Table 7.1: sinusoidal signals with the frequency noise
(a) Group of data AC (10)
Type of noise Type of (WT) Level of (WT) Accuracy%
Ef
No 0 98.67
Haar wavelet 2 98.67
db4 wavelet 2 98.67
Ef with Es
No 0 98.67
Haar wavelet 2 98.67
db4 wavelet 2 98.67
(b) Group of data AB (5)
Type of noise Type of (WT) Level of (WT) Accuracy%
Ef
No 0 91
Haar wavelet 2 91
db4 wavelet 2 91
Ef with Es
No 0 84.33
Haar wavelet 2 90
db4 wavelet 2 90.67
(c) Group of data BD (3)
Type of noise Type of (WT) Level of (WT) Accuracy%
Ef
No 0 79
Haar wavelet 2 79
db4 wavelet 2 79
Ef with Es
No 0 73
Haar wavelet 2 77.33
db4 wavelet 2 76.67
(d) Group of data AD (2)
Type of noise Type of (WT) Level of (WT) Accuracy%
Ef
No 0 69
Haar wavelet 2 69
db4 wavelet 2 69
Ef with Es
No 0 65.33
Haar wavelet 2 67.67
db4 wavelet 2 67
Table 7.1: Linear SVM results on four different data sets of noisy sinusoidal signals. Note: The
number in the brackets beside the name of group of data is the difference between the values of
the signal frequency (f). Ef denotes frequency noise only is added to the signal. Ef with Es denote
both Frequency and Amplitude (signal) noise are added to the signal. The text in blue refers to
the results that are obtained without applying wavelets. The text in red refers to the best wavelet
results. The text in bold refers to the data set that gives the best result absolutely in
section 7.1.1. Note: the high difference in the values of the signal frequency in data set AC allows
the partition of its signals easily, except the waves that are ambiguous, and can’t be classified even
with using the WT. The data with only frequency noise (Ef ) does not give improved results using
(WT). It gives an expectation that (WT) may not solve the problem of frequency noise in any other
type of data, but it does improve the classification accuracy in those cases where amplitude noise
(Es) is also added.
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Figure 7.1: Ten Sinusoidal waves with phase (Eϕ) and amplitude (Es) noise compared with non-noisy
waves (smoothed solid lines). Blue waves have a phase of 90 degree and red waves have phase of
zero degree. Note that the range of the samples of the noisy sinusoidal wave is bigger than [-1, 1]
because of the noise.
1. Haar wavelet transform at different levels from 1 to 5, and db4 wavelet transform at level 2
are implemented on noisy waves first.
2. The best wavelet representation from Point 1 is selected to be implemented on the waves with
no amplitude noise (waves that have phase noise (Eϕ) only).
3. Two types of input to the classifier have been used. The first type is the complete set of
samples extracted using wavelet transforms. The second one is the central sample of the
extracted waves.
7.1.2.1 Linear SVM Results using Extracted Waves without Normalization
Table 7.2 presents the accuracy of prediction on the non-normalized extracted waves. Table 7.2a
shows the results using the complete set of samples of the non-normalized extracted signals. The
results in Table 7.2a do not show a noticeable improvement, where the accuracy rate before using the
wavelet transform (using noisy signals) is 92.5%, and after using the wavelet transform is improved
to 92.75% using Haar wavelets at levels 1, 2 and 5. Table 7.2b shows the SVM results using just the
central sample of the non-normalized extracted waves. With less input information the classification
results from the Haar wavelet transform are worse than those in Table 7.2a. Interestingly, the best
result obtained is using the db4 wavelet transform at level 2, which is 93% and 1.25 % higher than
the result obtained on the noisy signal without a wavelet transformation. In summary, using WT
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Figure 7.2: Ten extracted waves using Haar wavelet transform, at level 2 (Approximation part),
compared with non-noisy extracted waves (smoothed solid lines). Blue waves have a phase of 90
degree and red waves have a phase of zero degree. The waves became smoother, but the average
of difference between the original noisy wave (Figure 7.1) and extracted wave gets bigger after
increasing the level of wavelet transforms (WT).
Figure 7.3: Ten extracted normalized waves using Haar wavelet transform, at level 2 (Approximation
part), compared with non-noisy extracted waves (smoothed solid lines). Blue waves have a phase of
90 degree and red waves have a phase of zero degree. The range of the extracted waves is re-scaled
to [-1, 1], similar to the original waves.
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Table 7.2
(a) The complete set of samples of the extracted signal
are used as an input to the classifier.
Type of
noise
Type of
(WT)
Level of
(WT)
Accuracy%
Eϕ + Es
No 0 92.5
Haar 1 92.75
Haar 2 92.75
Haar 3 92.5
Haar 4 92.5
Haar 5 92.75
Db4 2 92.25
Eϕ No 0 92.5Haar 2 91.5
(b) The central sample of the extracted signal are used as an
input to the classifier.
Type of
noise
Type of
(WT)
Level of
(WT)
Accuracy%
Eϕ + Es
No 0 91.75
Haar 1 91.75
Haar 2 91
Haar 3 91
Haar 4 90
Haar 5 87.25
Db4 2 93
Eϕ No 0 91.75Db4 2 91.75
Table 7.2: A comparison between linear SVM results using noisy sinusoidal waves and the extracted
waves. Note: Eϕ + Es denote both Phase and amplitude/signal noise are added to the signal. Eϕ
denotes only phase noise is added to the signal. The text in blue refers to the results that are
obtained without applying wavelets. The text in red refers to the best wavelet results. Note that
using wavelet transforms does not improve the classification accuracy with the data that has only
phase noise (Eϕ).
does not show any improvement with the data that has only phase noise with both types on input
vectors: the complete set of samples and the central sample of the wave.
7.1.2.2 Linear SVM Results using Normalized Extracted Signals
Table 7.3 presents the accuracy of prediction on the normalized extracted signals. Table 7.3a shows
the results using the complete set of samples of the extracted normalized signals. Again, the SVM
results do not show much improvement, where the accuracy is only improved from 92.5% to 92.75%
after using WT. Table 7.3b shows the results using the central sample of the extracted normalized
wave. Here the wavelet transformations do have an effect. The best result is obtained using the
DB4 wavelet transform at level 2, where the accuracy is improved to 93.75% (from 91.75%). Even
with normalizing the waves, using WT does not show any improvement with the data that has only
phase noise (Eϕ) with both types on input vectors: the complete set of extracted samples and the
central sample of the extracted wave.
Comparing Tables 7.2 and 7.3, we see that in general, using the normalization can slightly
improve the results, especially when using the central sample of the signals as inputs. However the
overall results show the difficulty that wavelets have with phase distorted data. The results in this
section suggests that wavelet transformation (WT) might not deal perfectly with the phase noise in
the optical transmission data, because it did not improve the classification accuracy with the simple
data that has only phase noise (Eϕ).
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Table 7.3
(a) The complete set of samples of the extracted normalized
signal are used as an input to the classifier.
Type of
noise
Type of
(WT)
Level of
(WT)
Accuracy%
Eϕ + Es
No 0 92.5
Haar 1 92.5
Haar 2 92.5
Haar 3 92.75
Haar 4 92.5
Haar 5 92.5
Db4 2 92.75
Eϕ No 0 92.5Haar 3 92.5
(b) The central sample of the extracted normalized signal
are used as an input to the classifier.
Type of
noise
Type of
(WT)
Level of
(WT)
Accuracy%
Eϕ + Es
No 0 91.75
Haar 1 93.5
Haar 2 93.5
Haar 3 90.5
Haar 4 93
Haar 5 88
Db4 2 93.75
Eϕ No 0 91.75Db4 2 91.75
Table 7.3: A comparison between linear SVM results using noisy signal and the extracted normalized
signals. Note: Eϕ + Es denote both phase and amplitude/signal noise are added to the signal. Eϕ
denotes only phase noise is added to the signal. The text in blue refers to the results that are
obtained without applying wavelets. The text in red refers to the best wavelet results. Note that
using wavelet transforms does not improve the classification accuracy with the data that has only
phase noise (Eϕ).
7.2 Experiment B: The linear SVM using wavelet transfor-
mations as inputs on the phase coded optical transmis-
sion data
Having familiarized myself with the use of wavelet transform and analysed how well they work on
some simple artificial data, I will now carried out experiments on the simulated optical transmission
data, namely the second type of data. The purpose of these experiments is to check whether or not
using WT can affect decoding the distorted optical transmission signals.
In this section, a linear SVM is applied using different input vectors: just the central sample, the
complete set of samples of each symbol (all 64 values) and neighbouring information from symbols
before and after the symbol being classified. I focus on using the central sample from seven adjacent
symbols (from the target symbol and three symbols either side), since it gives the best results in
Chapter 6. A selection of different wavelet transformations are employed, from Haar level 1 and 2
to db4 level 2 wavelets. The wavelets are applied on each original whole symbol to a certain level,
then either the whole approximation part or the central value of the approximation part is used as
WT features. For example, consider the use of Haar wavelets to level 2. First, I have used Haar
wavelets on the 64 samples of each symbol. This process generates an approximation part including
32 values at level 1, and a further approximation part including 16 values at level 2. For the whole
approximation, I use all sixteen values. For the central value, I have selected the 9th feature from
each extracted symbol (either just the target symbol or the target and three symbols either side) to
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be used as an input to the classifier. More details in Appendix C.2.2.
Figure 7.4 shows an example of using three neighbouring symbols (the target symbol and symbol
either side), at 8,000 km, as an input to the wavelet transformation. The top panel shows the
original signal. The bottom panel shows the approximation parts of the same symbols. In the case
of using only the central sample of three adjacent symbols after using WT, the final input vector to
the classifier is the set of central values of approximation coefficients from each symbol (the green
dots in the bottom panel), which are (0.8162, 0.2604, -3.0982)).
Table 7.4 shows the results at the distances of 8,000 km and 10,000 km with and without using
wavelet transform. These results are compared with the results obtained by the threshold method.
It presents averages of SER×10−4 and BER×10−4 over ten data sets. Also, it shows the statistical
test results (p-value) that measures the probability under the assumption of no difference between
the two methods’ performance: the threshold method and the support vector machine method. The
results at the distance of 9,000 km have been shown in Appendix C.2.1 C.2. For the purpose of
comparison, results at distances of 8,000 km and 10,000 km are shown again in the same appendix.
Looking at Table 7.4, we can see:
1. The best result I have got so far is the SVM result using the central sample from seven adjacent
symbols with a Haar wavelet transform at level 2, which gives BER equal to 168.32 × 10−4
and 289.13× 10−4 at the distance of 8,000 km and 10,000 km, respectively. P-values of these
best results give a strong evidence that the performances of the classifier over the threshold
method are not obtained by chance.
2. Using the extracted symbols obtained from db4 wavelet transform does not improve the clas-
sification result, and the p-value of the t-test confirms that the results obtained using db4
wavelet transforms (WT) are unlikely to be due to the chance.
3. Among results obtained without using WT, samples from seven consecutive symbols give the
best result, even though they only used the central value of each of the seven symbols. This is
the results I have discussed in Chapter 6 (Table 6.5c and 6.5d).
Figures 7.5, 7.6 and 7.7 show an example of a single optical transmission symbol at the initial
state (blue solid line), and at 8,000 km (red dotted line), respectively. The mid-point of the symbol
is the 33rd sample, where the phase is measured, because that represents the highest power level.
These figures are selected from the best results using the Haar wavelet at level 2, from the target
symbol and three symbols either side.
Figure 7.5 displays an optical transmission symbol that has been mis-classified as class “01”
using both SVM and the threshold method, while it belongs to class “00”. As we can see from this
figure, the middle sample (33rd) is a little bit above the boundary of class “00”. Even after applying
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Figure 7.4: The top panel shows an example of using three neighbouring symbols (the target symbol
and symbol either side), at 8,000 km, as an input to the classifier. The bottom panel shows the
approximation parts of the same symbols. In the case of using only the central sample of three
adjacent symbols, the input vector of the target symbol will be the green dots from the top panel
(which are (0.8821, 0.2609, -3.0908), at 8,000 km). The central values of approximation coefficients
from each symbol (the green dots in the bottom panel) will be used as inputs when using the
neighbouring information with wavelet transforms which are (0.8162, 0.2604, -3.0982)). Note: PI
denotes pi.
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Table 7.4: Results of linear SVM with WT on the second type of data
(a) Distance 8,000 km
Method No. of symbols
and sample
No. of
features
Type
and
level of
(WT)
SER
(×10−4)
BER
(×10−4) P-Value
Threshold 1(Central/T) - No/0 370.17±14.76 187.27±7.69
SVM
1(Central/T) 1× 2
No/0 370.54±16.23 187.41±8.36 0.85
Haar/1 363.67±16.13 183.97±8.48 0.01
Haar/2 358.56±15.93 181.51±8.55 0.004
db4/2 605.40±46.58 307.35±23.55 5.42E-08
1(Whole/T)
64× 2 No/0 356.24±13.74 179.84±7.36 0.001
32× 2 Haar/1 356.24±13.21 179.93±7.15 0.003
16× 2 Haar/2 354.94±12.87 179.33±7.02 0.0005
7(Central/3P,T,3S) 7× 2
No/0 339.9±9.8 171.95±5.41 0.000004
Haar/2 332.65±11.34 168.32±6.14 2.08E-07
db4/2 425.08±21.79 216.12±11.84 7.23E-06
(b) Distance 10,000 km
Method No. of symbols
and sample
No. of
features
Type
and
level of
(WT)
SER
(×10−4)
BER
(×10−4) P-Value
Threshold 1(Central/T) - No/0 607.08±16.68 309.53±9.98
SVM
1(Central/T) 1× 2
No/0 610.33±19.01 311.2±10.95 0.06
Haar/1 604.01±18.35 307.67±10.67 0.1
Haar/2 593.8±18.47 302.75±10.63 0.01
db4/2 871.19±25.19 447.39±13.22 2.36E-11
1(Whole/T)
64× 2 No/0 588.5±23.71 300.06±13.05 0.01
32× 2 Haar/1 586.27±24.62 298.89±13.62 0.005
16× 2 Haar/2 584.88±23.95 298.2±13.14 0.002
7(Central/3P,T,3S) 7× 2
No/0 574.27±15.81 292.85±9.561 0.000004
Haar/2 566.84±14.84 289.13±9.05 2.47E-06
db4/2 694.38±29.46 356.85±15.57 3.43E-08
Table 7.4: The linear SVM results using different input vectors of optical transmission symbols
before and after using wavelet transforms at the distances of 8,000 km and the maximum 10,000
km, compared with the threshold method result. SER and BER denote the average of Symbol and
Bit Error Ratio over ten data sets. (×2) denotes that each an optical transmission symbol input is
represented by (sin θ,cos θ). The letters P , T and S denote that preceding, target and succeeding
symbol respectively. In M(X/NP, T,NS), M is the number of symbols, X is the position of the
samples from each used symbol, and N is the number of symbols that are used from the preceding
(P ) and succeeding (S) of the target symbol (T ). The text in blue refers to the results that are
obtained without applying wavelets. The text in red refers to the best wavelet results. Using Haar
wavelets at level 2 to represent the signal provides the best SVM results, whereas using db4 gives
worse results than the threshold method.
WT, the symbol has not yet been classified correctly. This is one of the cases that using central
samples of neighboring symbols does not decode it correctly. However, the same distortion may be
correctly classified using the complete set of samples of the symbol, as we have seen in Figure 5.4
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Figure 7.5: An optical transmission symbol from class “00” is classified incorrectly using both linear
SVM with the central sample from seven adjacent symbols with Haar transform (level 2), and the
threshold method (the first data set in the second type of data). The symbol is received at 8,000
km (the red dotted line), the middle sample (33rd) is a little bit above the boundary of class “00”.
This is one of the cases that using central samples of neighboring waves does not solve, whereas it
was solved using the complete set of samples of the wave (see Figure 5.4, chapter 5). Note that PI
means pi.
(Chapter 5).
Figure 7.6 presents another optical transmission symbol that has been detected correctly as class
“00”, using both SVM and the threshold method. It can be seen clearly that the symbol did not
distorted so much compared with the initial state (the blue solid line).
Figure 7.7 shows one more optical transmission symbol that has been detected correctly using
the classifier, with WT as features but incorrectly using the threshold method. As we can see, the
symbol should belong to the class “00”, but was mis-classified as class “10” by the threshold method,
at the distance of 8,000 km. We can see that the mid-point (33rd) sample is on the boundary between
class “00” and “10”, which makes the threshold classifier fail to classifying it. Conversely the linear
SVM, which was trained on these types of distortion, classifies this symbol successfully.
Furthermore, Figures 7.8 and 7.10 show an example of optical transmission symbols that is
mis-classified using the central sample from seven adjacent symbols, but is classified correctly after
applying the WT, respectively. On the other hand, Figures 7.12 and 7.14 show two optical trans-
mission symbols that classified correctly using the neighbouring information, but are mis-classified
when using WT, respectively.
Interestingly, the wavelet transform gives a lossless representation for the original signal as shown
in Figures 7.9, 7.11, 7.13 and 7.15. In particular using the combination of neighbourhood information
and wavelets give much better results than using the threshold method.
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Figure 7.6: An optical transmission symbol has been classified correctly using both linear SVM using
the central samples from seven adjacent symbols with Haar transforms at level 2, and the threshold
method (the first data set in the second type of data). The symbol is received at 8,000 km (the red
dotted line). It is clear that the symbol did not distorted so much compared with the initial state
(the blue solid line). Note: PI denotes pi.
Figure 7.7: An optical transmission symbol has been classified correctly using linear SVM with the
central sample from seven adjacent symbols with Haar transforms at level 2, and mis-classified using
the threshold method (the first data set in the second type of data). The symbol is received at
8,000 km (the red dotted line). Look carefully at the mid-point 33rd sample, it is on the boundary
between class “00” and “10”, which makes the threshold classifier fail to classifying it. Conversely
the linear SVM, which was trained on these types of distortion classifies this symbol successfully.
Note that PI means pi.
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Figure 7.8: An optical transmission symbol from class “10” is classified correctly, using linear SVM
with the extracted features with Haar transform (level 2), but mis-classified by using seven adjacent
symbols only as class “11”. The symbol is extracted from the first data set in the second type of
data. The symbol is received at 8,000 km (the red dotted line). The figure shows seven symbols,
the target symbol that being decoded is marked in green. Note that PI means pi.
Figure 7.9: The extracted approximation part of seven adjacent symbols (the dotted line in Figure
7.8). The target symbol from class “10” is classified correctly, using linear SVM with the extracted
features with Haar transform (level 2), but mis-classified by using seven adjacent symbols only as
class “11”. The symbol is extracted from the first data set in the second type of data. The symbol
is received at 8,000 km (the red dotted line). The figure shows seven symbols, the target symbol
that being decoded is marked in green. The input vector consists of the central sample of the target
symbol and three symbols either side (the red dots on the mid-point of each sample). Note that PI
means pi.
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Figure 7.10: An optical transmission symbol from class “00” is classified correctly, using linear SVM
with the extracted features with Haar transform (level 2), but mis-classified by using seven adjacent
symbols only as class “01”. The symbol is extracted from the first data set in the second type of
data. The symbol is received at 8,000 km (the red dotted line). The figure shows seven symbols,
the target symbol that being decoded is marked in green. Note that PI means pi.
Figure 7.11: The extracted approximation part of 7 adjacent symbols (the dotted line in Figure
7.10). The target symbol from class “00” is classified correctly, using linear SVM with the extracted
features with Haar transform (level 2), but mis-classified by using seven adjacent symbols only as
class “01”. The symbol is extracted from the first data set in the second type of data. The symbol
is received at 8,000 km (the red dotted line). The figure shows seven symbols, the target symbol
that being decoded is marked in green. The input vector consists of the central sample of the target
symbol and three symbols either side (the red dots on the mid-point of each sample). Note that PI
means pi.
117
Figure 7.12: An optical transmission symbol from class “00” is classified correctly, using linear
SVM with seven adjacent symbols only, but mis-classified by using the extracted features with Haar
transform (level 2) as class “10”. The symbol is extracted from the first data set in the second type
of data. The symbol is received at 8,000 km (the red dotted line). The figure shows seven symbols,
the target symbol that being decoded is marked in green. Note that PI means pi.
Figure 7.13: The extracted approximation part of seven adjacent symbols (the dotted line in Figure
7.12). The target symbol from class “00” is classified correctly, using linear SVM with seven adjacent
symbols only, but mis-classified by using the extracted features with Haar transform (level 2) as class
“10”. The symbol is extracted from the first data set in the second type of data. The symbol is
received at 8,000 km (the red dotted line). The figure shows seven symbols, the target symbol that
being decoded is marked in green. The input vector consists of the central sample of the target
symbol and three symbols either side (the red dots on the mid-point of each sample). Note that PI
means pi.
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Figure 7.14: An optical transmission symbol from class “11” is classified correctly, using linear
SVM with seven adjacent symbols only, but mis-classified by using the extracted features with Haar
transform (level 2) as class “01”. The symbol is extracted from the first data set in the second type
of data. The symbol is received at 8,000 km (the red dotted line). The figure shows seven symbols,
the target symbol that being decoded is marked by green. Note that PI means pi.
Figure 7.15: The extracted approximation part of seven adjacent symbols (the dotted line in Figure
7.14). The target symbol from class “11” is classified correctly, using linear SVM with seven adjacent
symbols only, but mis-classified by using the extracted features with Haar transform (level 2) as class
“01”. The symbol is extracted from the first data set in the second type of data. The symbol is
received at 8,000 km (the red dotted line). The figure shows seven symbols, the target symbol that
being decoded is marked in green. The input vector consists of the central sample of the target
symbol and three symbols either side (the red dots on the mid-point of each sample). Note that PI
means pi.
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7.3 Discussion and Conclusion
Results in this chapter show that wavelets are more beneficial with the amplitude distorted data
than with the frequency and phase distorted data. From the results obtained using the simple data
with frequency noise in Table 7.1, we can see that the use of wavelets does not have any effect on the
data with just frequency noise. However, when the amplitude noise is added to signals, wavelets do
improve the classification accuracy, compared to results without using WT. Regarding the results
obtained using the simple data with phase noise in Tables 7.2 and 7.3, WT also does not show any
improvement on signals with only phase noise. However, it provides a slight improvement when
applied on signals with both phase and amplitude noise.
When working on simulated optical transmission data, wavelet transforms do have a small effect
on the accuracy (for example, see Figure 7.7), and in this field small effects can be worth a lot.
However, the best results for distances of 9,000 km and 10,000 km are still worse than the tolerable
BER (0.02) for optical transmission system. Although using a Haar wavelet at level 2 brings the
mean value of BER×10−4 at the distance of 10, 000 down from 292.85 to 289.13, we can see there is
no big improvement when using WT on this type of data.
Table 7.5 shows the prediction results. The results are obtained from a set of signals in the second
type of data that are decoded after travelling 8,000km. The input vector used to the classifier are
extracted features (the central sample of the target symbol and three symbols either side), using
Haar wavelets at level 2. Comparing with the threshold method (Chapter 6, Table 6.1), the number
of two bit errors are increased by one in this experiment when Class “00” was predicted as Class
“11” incorrectly (the numbers in red). Figure 7.16 visualises numbers in Table 7.5 in a grouped-bar
plot. It shows that the majority of errors are those one-bit errors.
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Symbol Predicted class
class 00 01 10 11
00 2540 36 40 3
01 56 2610 1 43
10 57 1 2653 27
11 2 39 46 2611
Table 7.5: The number of predicted symbols in each class. The result is obtained from using the
linear SVM with the first data set of the second type of data, at a distance of 8,000 km. The test
set consists of 10,765 symbols in total. The input vector that is used in the SVM classifier of each
symbol being decoded includes the extracted features (the central feature of the target symbol and
three symbols either side after applying Haar wavelets at level 2). However there is a small increase
in the number of symbols that are classified correctly in each class (in blue) compared with the
threshold method results in Chapter 6, Table 6.1, the number of symbol errors that have a two-bit
error have increased by one in this experiment (in red). All the improvement comes from correcting
the symbol errors that have only a one-bit error.
Figure 7.16: The percentage of incorrectly predicted symbols in each class. The result is obtained
from using the linear SVM with the first data set of the second type of data, at a distance of 8,000
km. The test set consists of 10,765 symbols. The input vector that is used in the classifier of
each symbol being decoded includes the extracted features (the central feature of the target symbol
and three symbols either side after applying Haar wavelets at level 2). Table 7.5 shows the same
information in numbers.
Figure 7.17 shows the error ratio for each symbol. This is a comparison of the best result in
this chapter with the threshold method. Looking at one-bit errors (for example, “01” or “10” in
Class “00”), in general, using wavelet transforms gives a slight improvement. The possible reason
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that wavelet transformation does not work well on the phase modulated data could be because the
phase modulated signal does not have a periodic nature, and it is not a wave such as the one shown
in Chapter 2 on the bottom panel of Figure 2.7.
Overall, this chapter shows that wavelet transforms can help a little with the noise on phase
modulated optical transmission data, however the method does not bring the sort of improvements
that the proponents of wavelets led me to believe.
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Figure 7.17: Four bar graphs on the percentage of incorrect prediction for each class (continued over
page). 123
Figure 7.17: Four bar graphs on the percentage of incorrect predicted symbols for each class. The
results are obtained using the threshold method (from Chapter 6, Figure 6.2) and the SVM with
the first data set of the second type of data, at the distance of 8,000 km. The input vector that is
used in the SVM classifier of each symbol being decoded includes the central sample of the target
symbol and three symbols either side after extracting them using Haar wavelets, at level 2. Most of
symbol errors have only a one-bit error, which resulted from the predicted symbol's class class being
predicted as one of the adjacent classes. Some of these errors are corrected using SVM compared
with the threshold method. But the symbol errors that have a two-bit error are increased using the
SVM classifier compared with the threshold method in Chapter 6.
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Chapter 8
Results using Data based on
Meaningful Text
In Chapter 7, wavelets do help a little on improving the decoding on the second type of optical
transmission data, although this improvement is not very significant. As mentioned in Chapter 3,
both the second and third type of data are generated by the same simulated optical link. The second
data type consists of a random series of binary bits (0’s and 1’s) and represents the best attempt to
simulate real data traffic, whereas the third type consists of a series of binary bits that is based on
meaningful (English) text (see Chapter 3, Section 3.1.2.3). It was seen as an interesting diversion to
test my methods on this sort of restricted data traffic. Certainly the use of neighbouring information
to train the classifier might prove to be even more effective due to the connection between consecutive
letters in a word. Therefore, the aim of this chapter is to investigate how effective a SVM classifier
and wavelet transforms might be when working on the optical transmission data that is simulated
based on a meaningful text.
As can be found in Chapter 3 (Section 3.1.2.3), the third type of data consists of nine data sets
for each distance up to 8,000km, and each data set consists of 16,384 data points. As before each
data set is divided into a training set including two-thirds (10,923) symbols, and a test set including
the rest of (5,461) symbols. A summary of the experiments that are described in this chapter is
shown in the following:
Experiment A: Representing symbols as the central sample or with neighbouring symbols, Section
8.1.
Experiment B: The linear SVM with inputs extracted using wavelet transforms, Section 8.2.
Experiment C: A comparison between the non-linear SVM and the linear SVM with same inputs,
Section 8.3.
Experiment D: A comparison of the effect on using the nonlinear classifier with the second type
and the third type of data, Section 8.4.
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Symbol Predicted class
class 00 01 10 11
00 1156 36 99 1
01 79 1654 10 192
10 162 11 1074 77
11 0 103 20 787
Table 8.1: The number of predicted symbols in each class. The result is obtained from using the
threshold method with the first data set in the third type of data, at a distance of 8,000 km. The test
set consists of 5461 symbols in total. The number of predicted symbols that are classified correctly
in each class (in blue) is much higher than the number of symbol errors. Most of the symbol errors
have a one-bit error. The number of symbol errors that have a two-bit error for each class is shown
in red.
Experiment E: An investigation on the relation between symbol errors and the number of training
examples, Section 8.5.
As shown in previous chapters, all tables showing experimental results present both the Symbol
and Bit Error Ratio (SER and BER). In this chapter, each of these values is an average over nine
data sets. Again, each table shows the statistical test results (p-value) measuring the probability
under the assumption of no performance difference between the threshold method and the SVM
method.
Before I show the main results in this chapter, first I look into the results obtained using the
threshold method. Table 8.1 shows these results, and displays the number of predicted symbols in
each class. This result is obtained using the first data set at the distance of 8,000 km from the third
type of data. We can see that:
• The number of symbols that are classified correctly (the number in blue) for each class is much
higher than the number of errors.
• Most of the symbol errors come from predicting the symbol's class as one of the adjacent
classes (See Figure 3.1), which is a one bit error. For example, predicting Class “00” as either
“01” or “10”, but less likely to be Class “11”.
Figure 8.1 shows the number of mis-classified symbols within each class in a grouped-bar plot.
Comparing with Figure 6.2, we can see that the percentage of errors in the third type of data is
much higher than those in the second type of data (where all percentages are less than 3%).
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Figure 8.1: The percentage of incorrectly predicted symbols in each class. The result is obtained
from using the threshold method with the first data set of the third type of data, at a distance of
8,000 km. The test set consists of 5461 symbols. Table 8.1 shows the same information in numbers.
8.1 Experiment A: Representing Symbols as the Central Sam-
ple or with Neighbouring Symbols
The aim of this section is to investigate whether or not different representations of the data can
improve the BER with the third type of optical transmission data. Since the best result obtained
on the second type of optical transmission data is when using the central sample from the target
symbol and three adjacent neighbouring symbols either side, I have decided to investigate the effect
on decoding by using the central sample from the target symbol together with the central sample of
the neighbouring symbols.
Now the decision that I need to make is the maximum number of neighbouring symbols I should
use in this experiment. I have to make a trade-off between getting a good BER and staying with a
low computational cost. On the one hand, the classification process may be slowed down due to the
need to use a long buffer on the input. On the other hand, the BER may be improved as the number
of neighbouring symbols is increased. I have decided that the maximum number of adjacent symbols
I would like to consider is twenty-one due to the fact that the average number of letters in a word
in English is about five letters (in fact, it is 5.1 letters according to (Bochkarev et al., 2015)), which
is equal to twenty symbols (Note: each character consists of eight bits, which are four symbols. So,
the average number of bits in a word in English is forty bits, which are twenty symbols).
The input vectors that I use herein are: either the complete set of samples of each symbol, or the
central sample from the target symbol and from one to six and ten adjacent neighbouring symbols
either side, respectively. All these results are compared with those obtained using the threshold
method.
127
Table 8.2 shows the results at the distances of 3,000 km, 5,000 km and the maximum distance of
8,000 km. Note that all results at distances of 1,000 km to 8,000 km are shown together in Appendix
C.3.1. Looking at the table, findings can be summarized as follows:
1. Using only the central sample of each symbol (in green) as an input vector gives a similar result
to the threshold method (in blue) over all distances. The statistical t-test provides evidence
that the performance difference between these two methods are likely obtained by chance,
since the p-values are higher than 0.05 at the distance of either 5,000 km or 8,000 km.
2. Using the complete set of samples of each symbol gives a much better result compared with the
threshold method over all three distances. For example, at the distance of 8,000km, the mean
value of BER is decreased from 706.12× 10−4 (using the threshold method) to 599.81× 10−4
(using SVM with the complete set of samples).
3. Furthermore, in general the BER has improved as the number of the neighbouring symbols is
increased. It might be because increasing the number of neighbouring symbols to train a SVM
model allows the classifier to learn the frequency with which one letter follows another, for
example 'h' often follows 't'. For instance, a classifier that has learned a three-letter word’s
structure, such as, 'the', when it tries to predict the middle letter between the preceding letter
(that is, t) and the succeeding letter (that is, e), it will predict that the letter should be 'h',
and hence it will predict the mid-bits correctly quite often. In natural language, the order with
which letters occur is not random. This result is as I would have predicted predicted before
analysing the data, namely that the SVM can additionally learn letter order when given text
based data.
4. The best result I have obtained so far is when using the classifier with twenty-one central
samples (the central sample from the target symbol and ten symbols either side). In general,
using the central sample from twenty-one adjacent symbols shows a considerable improvement
on the BER compared with using the threshold method, despite of the fact that the BER is
still greater than the tolerable threshold that is 200× 10−4 at the long distances like 8,000 km
(see Table 8.2c). For example, comparing with the threshold method, the BER at the distance
of 5,000 km (Table 8.2b) is improved from 386.99× 10−4 to 127.3× 10−4 whereas the BER at
the distance of 8,000 km (Table 8.2c) is improved from 706.12× 10−4 to 338.37× 10−4 when
using the SVM with twenty-one central samples.
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Table 8.2: Results using a Linear SVM
(a) Distance 3,000 km
Method No. of symbols
and samples
No. of
features
SER
(×10−4)
BER
(×10−4) P-Value
Threshold 1(Central/T) - 350.77±39.35 176±19.75
SVM
1(Whole/T) 64× 2 256.36±28.76 129.81±14.81 9.96E-06
1(Central/T) 1× 2 355.04±37.17 178.13±18.65 0.02
3(Central/P,T,S) 3× 2 225.27±18.72 113.35±9.29 4.53E-07
5(Central/2P,T,2S) 5× 2 203.33±20.32 102.28±10.22 5.13E-07
7(Central/3P,T,3S) 7× 2 156.55±21.82 78.99±11.09 1.15E-08
9(Central/4P,T,4S) 9× 2 127.46±22.95 64.34±11.9 8.66E-08
11(Central/5P,T,5S) 11× 2 133.8±16.19 67.41±7.9 7.05E-08
13(Central/6P,T,6S) 13× 2 104.7±16.43 52.86±8.12 3.1E-08
21(Central/10P,T,10S) 21× 2 73.38±20.67 37.51±10.39 9.32E-09
(b) Distance 5,000 km
Threshold 1(Central/T) - 762.38±39.66 386.99±20.88 P-Value
SVM
1(Whole/T) 64× 2 568.68±30.15 297.46±18.01 5.52E-08
1(Central/T) 1× 2 767.06±35.1 389.22±18.55 0.25
3(Central/P,T,S) 3× 2 555.35±43.19 283.37±23.68 5.64E-08
5(Central/2P,T,2S) 5× 2 514.95±47.38 264.09±25.64 3.22E-08
7(Central/3P,T,3S) 7× 2 434.43±39.57 224.24±22.42 1.33E-09
9(Central/4P,T,4S) 9× 2 357.95±37.06 185.29±20.57 9.47E-11
11(Central/5P,T,5S) 11× 2 364.33±40.24 189.6±22.23 3.25E-11
13(Central/6P,T,6S) 13× 2 316.94±26.7 165.5±14.97 1.27E-10
21(Central/10P,T,10S) 21× 2 244.2±32.37 127.3±18.36 2.59E-11
(c) Distance 8,000 km
Threshold 1(Central/T) - 1367.47±55.89 706.12±28.67 P-Value
SVM
1(Whole/T) 64× 2 1112.54±51.17 599.81±29.68 9.77E-08
1(Central/T) 1× 2 1370.12±61.46 707.44±31.93 0.66
3(Central/P,T,S) 3× 2 1130.65±55.58 590.05±30.99 2.81E-08
5(Central/2P,T,2S) 5× 2 1075.7±57.17 563.9±30.41 1.39E-08
7(Central/3P,T,3S) 7× 2 961.08±60.37 507.1±32.26 2.22E-10
9(Central/4P,T,4S) 9× 2 843.56±51.75 446.11±28.05 1.09E-10
11(Central/5P,T,5S) 11× 2 843.52±52.33 445.89±27.3 2.29E-11
13(Central/6P,T,6S) 13× 2 765.05±54.64 406.46±29.23 7.17E-11
21(Central/10P,T,10S) 21× 2 634.54±53.54 338.37±29.88 2.17E-10
Table 8.2: The linear SVM results at the distances from 3,000 km, 5,000 km and the maximum 8,000
km, compared with the threshold method result. SER and BER denote the average of Symbol and
Bit Error Ratio over nine data sets, respectively. (×2) denotes that each symbol is represented by
(sin θ,cos θ). The letters P , T and S denote the preceding, target and succeeding symbol, respectively.
In M(X/NP, T,NS), M is the number of symbols, X is the position of the samples from each used
symbol, and N is the number of symbols that are used from the preceding and succeeding of the
target symbol T . The text in blue refers to the results that are obtained using the threshold method.
The text in green refers to the results that are obtained using the SVM with only the central sample
of the target symbol. The text in red refers to the best results. Using only the central sample of the
target symbol does not show any BER improvement over the threshold method. Using more than
one sample from the target symbol (e.g the complete set of samples) improves the BER. However
increasing the number of the neighbouring central samples improves the BER even more. Looking
at the second and the fourth (BER) columns, each time I increase the neighbouring central samples,
the BER is further improved.
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Figure 8.2: An optical transmission symbol from class “10” is classified correctly using either linear
SVM with the central sample from twenty-one adjacent symbols and the threshold method. As we
can see the middle sample of the symbol after 8,000 km (the red dotted line) is not distorted too
much. Note that PI is pi.
In the following I shall show three symbol examples in Figures 8.2, 8.3 and 8.4. The classifier
has correctly classified two of them, but not the third one.
Figure 8.2 shows an symbol where the middle sample after 8,000 km (the red dotted line) is not
distorted too much. This symbol belongs to class “10”, and is classified correctly using either the
SVM with the central sample from the target symbol and ten adjacent symbols either side, or the
threshold method.
Figure 8.3 shows another symbol from class “10” that is classified correctly using the linear
SVM with the central sample from the target symbol and ten adjacent symbols either side, but
mis-classified using the threshold method. As we can see from this figure, the target symbol is
completely distorted to class “00” rather than the actual class “10”. As a result, the threshold
method can not classify it correctly by just measuring the phase of the mid-point of the symbol,
which is clearly distorted and pulled up to class “00”. However, the classifier has learned with this
kind of noise from using neighbouring information of the target symbol and has been able to predict
the symbol’s class correctly.
Figure 8.4 presents the third example of a symbol from class “01”. The middle sample, at 8,000
km (the red dotted line), is slightly below the boundary of class “00” and is in the class of “10”.
This kind of distortions is tricky, and can make an irretrievable error. It is classified incorrectly
using either the SVM with the central sample from the target symbol and ten adjacent symbols
either side, or the threshold method. The threshold method has classified the symbol as class “10”,
which is a two-bit error. As for the classifier, because it has learned from training examples having
more neighbouring information involved, where the preceding and succeeding symbols have an effect
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Figure 8.3: An optical transmission symbol from class “10” is classified correctly using the linear
SVM with the central sample from the target symbol and ten symbols either side, but mis-classified
using the threshold method. The symbol is received at 8,000 km (the red dotted line). Note that
PI is pi.
on the target symbol, it predicted the symbol as class “00”, which is just a one-bit error.
Figures 8.5 presents the BER obtained using either the threshold method, and the classifier
with the central sample from the target symbol and ten symbols either side as an input, at the
distances from 1,000 km to 8,000 km. The figure shows: 1) The BER increases as the distance
travelled by optical transmission data increases. 2) The SVM gives a considerable improvement over
the threshold method. Figure 8.6 further shows that the improvements of the classifier over the
threshold method for all distances is greater than 50 %.
In summary, using the linear SVM classifier provides a large improvement over the threshold
method when the neighbouring information is increased as an input to the classifier, although the
BER can not be improved to be less than 0.02 (the tolerable BER in the optical transmission system)
at the long distances 7,000km and 8,000km so far. In next section, I will investigate if using the
wavelets can improve further the BER or not.
8.2 Experiment B: The linear SVM with Inputs Extracted
using Wavelet Transforms
So far, the best BER value is still greater than the tolerable threshold (0.02) at the distance of either
7,000 km or 8,000 km. In this section I focus on the maximum distance 8,000 km only. The aim
is to investigate whether or not using wavelet transforms can further improve the BER. First, I use
wavelet transforms on three types of signals: just the target symbol, the target symbol with one
symbol either side and the target symbol with three symbols either side. I have set the level of WT
to 2, hence each symbol is reduced to sixteen approximation coefficients. Then, the central value
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Figure 8.4: An optical transmission symbol from class “01” is classified incorrectly using both the
linear SVM with the central sample from twenty-one adjacent symbols and the threshold method.
The middle sample, at 8,000 km (the red dotted line), is slightly below the boundary of class “00”.
That makes the threshold method classify the symbol as class “10” by measuring just the phase
value at this mid-point. This kind of distortions is a tricky, and gives rise to an irretrievable error.
The linear SVM classifier, because it has been trained with neighbouring information, classifies it
as belonging to the class “00”, representing just a one bit error. Note that PI is pi.
Figure 8.5: The BER (plotted in the bar graph) obtained using the neighbouring information (the
central sample of the target symbol and ten symbols either side of each optical transmission symbol)
as an input in the linear SVM classifier, over the distances from 1,000 km to 8,000 km. Comparing
with the threshold method, the SVM gives a considerable improvement.
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Figure 8.6: The improvement over the threshold method obtained using the central sample of the
target symbol and ten symbols either side of each optical transmission symbol as an input in the
linear SVM classifier, over the distances from 1,000 km to 8,000 km. The improvement of the SVM
classifier over the threshold method is greater than 50% for all the distances.
of the corresponding approximation part for each symbol is used. For example, when applying a
level-2 Haar wavelet transforms on a target symbol with three adjacent symbols either side, sixteen
approximation coefficients at level 2 for each symbol are obtained. Then, the ninth coefficient (that
is the central value) is selected from the target and the three symbols either side. Hence the final
wavelet feature vector is of size seven, each element of it is the selected central value from each
corresponding approximation part. A selection of different wavelet transformations are tried, which
are: original symbol, Haar and db4 at level 2.
Table 8.3 shows the SVM results before and after using the WT at the distance of 8,000 km,
compared with the threshold method. I have summarized the following results from the table:
1. The best wavelet result (in red colour) is obtained using the extracted information, where the
Haar wavelet is applied on the target symbol and three adjacent symbols either side. These
symbols are encoded into Haar wavelet transform at level 2. It can be seen that, the BER is
slightly improved from 507.1× 10−4 (without applying wavelet transforms) to 498.96× 10−4.
The statistical t-test (with the p-value is equal to 1.33E-10) suggests that using the extracted
approximation from WT as inputs to the classifier may be important.
2. Using wavelets on each symbol , that is, without using the neighbouring information, provides
much worse results than using the threshold method. The reason for this might be that
wavelet transforms extract irrelevant information from the signal in some cases which makes
the classification process more complicated.
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Method No. of symbols No. of Type SER BER
P-Valueand sample features and level
of (WT)
(×10−4) (×10−4)
Threshold 1(Central/T) - No/0 1367.47±55.89 706.12±28.67
SVM
1(Central/T)
1× 2
No/0 1370.12±61.46 707.44±31.93 0.66
Haar/2 3380.33±386.99 2821.62±219 1.31E-09
db4/2 3415.13±58.97 2788.97±58.15 2.44E-13
3(Central/P,T,S)
3× 2
No/0 1130.65±55.58 590.05±30.99 2.81E-08
Haar/2 1105.41±46.68 576.72±26.27 2.92E-08
db4/2 1287.55±57.18 678.27±30.59 0.001
7(Central/3P,T,3S) 7× 2
No/0 961.08±60.37 507.1±32.26 2.22E-10
Haar/2 948.66±49.01 498.96±26.68 1.33E-10
db4/2 1103.99±62.97 588.74±33.02 2.22E-06
Table 8.3: The linear SVM results using different input vectors of optical transmission symbols before
and after using wavelet transforms at the distance of 8,000 km, compared with the threshold method
result. The text in blue refers to the results that are obtained without applying wavelets. The text in
red refers to the best wavelet results. Using SVM with only the central sample of the target symbol
does not show any BER improvement over the threshold method. Using Haar wavelets with the
neighbouring information, and increasing the neighbouring information (from three to seven adjacent
symbols) helps to improve the BER slightly. Using db4 wavelets shows worse results compared with
the results obtained without using wavelets, and the threshold method.
The results of the t-test presented in Table 8.3 show that the difference between the threshold and
SVM, is unlikely due to the chance, since all p-values but the first one are less than 0.05.
8.3 Experiment C: A comparison between the Non-linear
SVM and the Linear SVM with the same Inputs
In this section, I investigate whether or not using a non-linear SVM classifier with the RBF kernel
can further improve the BER obtained from the linear SVM. I focus on the maximum distance 8,000
km again.
Table 8.4 presents the results, where for the purpose of comparison, I have shown corresponding
linear SVM results again, which have previously been displayed in Table 8.2c. From this table we can
see that using the non-linear SVM classifier provides a considerable improvement over the threshold
method. In addition, it shows that the BER decreases as the number of neighbouring symbols used
increases, especially when the number of neighbours increases from three to nine. Moreover, the
BER drops from 338.37 × 10−4 (in green) by using a linear SVM with the central sample of the
target symbol and 10 symbols either side, to 154.3× 10−4 (in red) by using a non-linear SVM with
the same inputs. This BER improvement is the highest I have got so far, it provides a BER of less
than 0.02 at a long distance of 8,000 km. Furthermore, the t-test provides a strong indication (where
the p-values are less than 0.05) that the presented results obtained in this section are far less likely
to be due to chance.
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Figure 8.7: An optical transmission symbol from the class “00” is classified correctly using the
non-linear SVM with the central sample from twenty-one adjacent symbols, but mis-clasified by the
linear SVM and the threshold method. Look at the middle sample, at the distance of 8,000 km (the
red dotted line), it is clear that the symbol was pulled down into the area of the class “10” because
of the distortion. Note that PI denotes pi.
Method No. of symbols and No. of SER BER
P-Value
samples features (×10−4) (×10−4)
Threshold 1(Central/T) - 1367.47±55.89 706.12±28.67
SVM
Linear
3(Central/P,T,S) 3× 2 1130.65±55.58 590.05±30.99 2.81E-08
9(Central/4P,T,4S) 9× 2 843.56±51.75 446.11±28.05 1.09E-10
21(Central/10P,T,10S) 21× 2 634.54±53.54 338.37±29.88 2.17E-10
RBF
3(Central/P,T,S) 3× 2 951.77±50.6 500.71±24.15 2.27281E-09
9(Central/4P,T,4S) 9× 2 411.91±45.23 221.33±24.22 5.86452E-11
21(Central/10P,T,10S) 21× 2 295.15±38.9 154.3±22.37 8.36412E-12
Table 8.4: The linear and non-linear SVM results using the central sample from the target symbol
and one, four and ten symbols either side, compared with the threshold method result, at the distance
of 8,000 km. The text in blue refers to the result that is obtained using the threshold method. The
text in green refers to the best linear SVM result. The text in red refers to the best non-linear SVM
result. The non-linear SVM shows a large BER improvement compared with the linear SVM and
the threshold method, which improved the BER to be less than (200 × 10−4). It should be noted
that the non-linear SVM provides similar results to the linear SVM with the first type of data in
the initial study (see Chapter 5, Section 5.2).
Figure 8.7 shows an optical transmission symbol from class “00” that is classified correctly using
the non-linear SVM with the central sample from twenty-one adjacent symbols, but mis-clasified
by the linear SVM and the threshold method. Looking at the middle sample in the figure (the red
dotted line), it is clear that the symbol was pulled down to the area of class “10” because of the
distortion.
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Symbol Predicted class
class 00 01 10 11
00 1248 24 15 1
01 25 1889 2 16
10 26 1 1269 26
11 0 32 13 864
Table 8.5: The number of predicted symbols in each class. The result is obtained from using the
non-linear SVM with the first data set of the third type of data, at a distance of 8,000 km. The test
set consists of 5,451 symbols in total. The input vector that is used in the SVM classifier of each
symbol being decoded includes the central sample of the target symbol and ten symbols either side.
It can be seen clearly that the number of symbol errors has been decreased in each class compared
with the threshold method (see Table 8.1). Note: the numbers in blue, namely the correct ones, are
increased when compared to those in Table 8.1. The number of symbol errors that have a two-bit
error for each class is shown in red.
Table 8.5 shows the number of predicted symbols in each class. The results are obtained from
the first data set of the third type of data, using the non-linear SVM at the distance of 8,000 km.
The test set consists of 5451 symbols. It can be seen clearly that the number of symbol errors has
been decreased in each class compared with the threshold method (see Table 8.1).
Figure 8.8 visualises the information in Table 8.5 in a grouped-bar plot, where it shows the
percentage of incorrect prediction in each class. We can see that the large percentage of incorrectly
classified patterns are those one-bit errors, as discussed in Chapter 7.
Furthermore, Figure 8.9 shows a comparison between using the threshold method and the non-
linear SVM, at a distance of 8,000 km. It shows four bar graphs of the percentage of incorrect
prediction for each class, obtained from the first data set of the third type of data. The input vector
that is used to the classifier is the central sample of the target symbol and ten symbols either side.
The figure shows the following: 1) The non-linear SVM classifier outperforms the threshold method
over all classes. 2) Most of two bit errors given by the threshold method in either Class “01” or
“10” are corrected by the non-linear classifier.
8.4 Experiment D: A comparison of the Effect on using the
Nonlinear Classifier with the Second Type and the Third
Type of Data
Now I shall compare the effect of using a nonlinear classier on the second type of data (random
simulated data) and the third type of data (meaningful text). Figure 8.10 shows two bar graphs.
The left panel presents a comparison of the BER between the threshold method and the non-linear
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Figure 8.8: The percentage of symbol errors in each class. The result is obtained from using the
non-linear SVM with the first data set of the third type of data, at a distance of 8,000 km. The
test set consists of 5451 symbols. The input vector that is used in the SVM classifier of each symbol
being decoded includes the central sample of the target symbol and ten symbols either side. Table
8.5 gives the same information in numbers.
SVM with both the second and third type of optical transmission data. The input vector to the
classifier is the central sample from the target symbol and ten symbols either side. It shows that
using the non-linear SVM gives a much better result with the third type of optical transmission
data. By contrast, using the non-linear SVM with the same input vector does not show a large
improvement over the threshold method with the second type of data. This can be see clearly from
the right panel of Figure 8.10, where it shows the improvement over the threshold method (IOT)
using both types of data. The IOT obtained using the third type of data is about 60% greater than
the one obtained using the second type of the data. For the purpose of comparison, I have shown
the detailed results on SER and BER obtained using the second type of data in Table 8.6.
8.5 Experiment E: An Investigation on the Relation between
Symbol Errors and the Number of Training Examples
In this section, I shall convert symbol errors to character errors. Alphanumeric characters are used
to make words and strings. They include uppercase and lowercase letters, digital numbers from
“0” to “9”, and punctuation like “?” and “!”. Table 8.7 shows the number of each case including
“spaces” in the training and test set separately. This information is obtained from the first data
set belonging to the third type of data. In total, there are 2, 728 characters in the training set and
1, 362 in the test set. As can be seen, the majority of characters are the lower case letters, that is
about 80% of the both training set and test set. Seven out of eight numbers of digits have been
mis-classified, this is very likely caused by the fact that the number of training examples for digits
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Method No. of symbols and
samples
No. of
features
SER (×10−4) BER (×10−4) P-Value
Threshold 1(Central/T) - 370.17±14.76 187.27±7.69 -
Non-linear SVM, RBF
SVM
3(Central/P,T,S) 3× 2 340.76±11.06 172.56±6.09 1.53E-05
7(Central/3P,T,3S) 7× 2 341.2±12.49 172.64±6.85 1.73E-06
9(Central/4P,T,4S) 9× 2 371.05±57.9 187.71±29.08 0.96
21(Central/10P,T,10S) 21× 2 340.3±11.46 172.34±6.05 1.57E-06
Table 8.6: The non-linear SVM results using different number of central samples from different
number of adjacent symbols from the 2nd type of optical transmission data at 8,000 km, compared
with the threshold method result. SER and BER are averages over ten data sets. The text in blue
refers to the result that is obtained using the threshold method. The text in red refers to the best
SVM result. Look carefully at the text in red: the non-linear SVM does not show a good BER
improvement over the threshold method (in blue) with the second type of data as when using the
third type of data (see Table 8.4).
is too low, that is about (15/2, 728) = 0.05% of the training set. On the contrary, “Space” has the
lowest error ratio. This may be because the number of training examples for “Space” is relative
high 378/2, 728 = 14%. Although the total percentage of errors of the lower case letters is not so
small as the one for “Space”, this must be because there are 26 different lower case letters.
The information in Table 8.7 suggests that increasing the number of training example for each
individual alphanumeric character may be of help to reduce the BER.
8.6 Conclusion
Results in this chapter show that importantly using neighbouring information provides a large im-
provement over the threshold method on the meaningful-text dataset. The BER can be further
improved slightly by applying Haar wavelet transform. Moreover, using a non-linear SVM with
neighbouring information can dramatically drop down the value of BER. The non-linear SVM de-
creases the BER less than 0.02 at the long distance of 8,000 km, which is considered to be a significant
improvement. However, this may require more hardware support than is currently available. Also,
my results suggest that increasing the number of training examples for various characters may im-
prove the BER.
Finally, some overall observations on the non-linear SVM results. This chapter shows that the
non-linear SVM dramatically improves the BER on the third type of data (the meaningful text).
However, it should be pointed out that the same is not true for the second type of data (random
simulated data). This can be seen by comparing the best results at 8,000 km using seven central
samples that is contained in Table 6.5, Table 7.4 and Table 8.6. The BER for the linear SVM (Table
6.5) is 171.95 × 10−4, the BER for the linear SVM with the best Wavelet Transform (Table 7.4) is
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Character Training set Test set Errors in
test set
Percentage
of errors %
Upper case 42 32 12 37.50
Lower case 2211 1088 135 12.41
Digits 15 8 7 87.50
Punctuation 72 28 5 17.86
Space 378 206 9 4.37
Total 2728 1362 168 12.33
Table 8.7: The table presents: 1) the total number of the upper, lower case letters, numbers,
punctuation and spaces in the training and test sets for each pattern. 2) the total number and
percentage of errors for each pattern in the test that mis-classified using the non-linear SVM model
(this model gives the best result in this chapter). The result obtained from the first data set belonging
to the third type of data. The big percentage of the errors in the test set comes from mis-classifying
the numbers patterns which have less frequency in the training set distributed between zero to two
and nine. While the “space” pattern has the smallest percentage of errors, but has the biggest
frequency for an individual symbol in the training set. Although the total percentage of errors of
the lower case letters is not so small as the one for “Space”, this must be because there are 26
different lower case letters.
168.32 × 10−4 and the BER for the non-linear SVM (Table 8.6) is 172.64 × 10−4, so there is little
difference in any of the results. Hence the non-linear SVM can extract more information from the
training on meaningful data than on random data. This is perhaps not surprising since there are
connections between the letters in words in the meaningful data that the SVM can work on. Note
also that even increasing the number of central samples to 21, while this helped the meaningful data
results it did not help the random data results, as Table 8.6 shows.
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Figure 8.9: Four bar graphs on the percentage of incorrect prediction for each class (continued over
page).
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Figure 8.9: Four bar graphs on the percentage of incorrect prediction for each class. The results are
obtained using the threshold method and the non-linear SVM with the first data set of the third
type of data, at a distance of 8,000 km. The input vector that is used in the SVM classifier of
each symbol being decoded includes the central sample of the target symbol and ten symbols either
side. The non-linear SVM classifier provides a very good improvement for the symbol error ratio
compared with the threshold method. Most of the symbol errors given by the threshold method
from Class “01” and “10” are corrected using the SVM classifier.
Figure 8.10: The BER and the IOT obtained using both the non-linear SVM and the threshold
method with the second and third type of data, at the distance of 8,000 km (plotted in linear bar
graph). The input vector that is used in the classifier of each symbol being decoded includes the
central sample of the target symbol and ten symbols either side.
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Chapter 9
Conclusion
In this chapter I shall summarise the major findings and contributions of my work. In addition, I
shall discuss some potential future work. It is worth mentioning that the work shown in this thesis is
an interdisciplinary research between Computer Science and fibre optics and optical communications.
Undertaking research on both sides has been a challenging experience for me.
9.1 Chapter Summary
This section summaries the main points in each chapter in the thesis.
Chapter 2 is in two sections: The first section gives a brief background of optical transmission
communication including a brief history of data transmission and basic information about optical
fibres and cables, amplifiers, multiplexers and modulation types that are used in optical communi-
cation systems. The second part of Chapter 2 investigates some of the most relevant papers to
my research. It discusses using machine learning techniques (ML) in applications of optical com-
munication systems. The literature review shows that artificial neural networks and support vector
machines (SVM) are the most common machine learning methods that have been used in applica-
tions of optical communication systems. As shown in (Sun et al., 2008), (Hunt et al., 2008) and
(Hunt et al., 2010), an artificial neural network succeeds in reducing the bit error ratio; and the best
results were obtained when using one bit either side of the target symbol as an input (neighbouring
information). Metaxas et al. (2013) proposed using a linear SVM to classify the optical transmission
signals, since the linear separator should be able to be implemented easily in hardware and it offers
the high speed required of a de-modulator.
Chapter 3 gives a description of all the types of data that were used for the experiments in this
thesis. Also, the chapter introduces the data representation and data pre-processing of the optical
transmission data. The optical transmission data is of three types, and was provided by one of my
supervisors Dr. Alexey Redyuk from the Institute of Computational Technologies in Novosibirsk,
Russia. In addition, I have generated two different types of sinusoidal waves in this study to examine
the effect of wavelet transformation on signals with phase or frequency distortion.
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In Chapter 4, all the methods used in my research are introduced. I present the threshold
method, which is currently used in hardware in real-world applications. It is considered as the
benchmark method in my research. This chapter also shows the principal component analysis (PCA)
that I used to visualize the data. Support vector machines (SVM) are described in this chapter with
its two toolboxes. Finally, the performance measurements that evaluate the efficiency of the SVM
classifier are presented in this chapter as well.
Chapter 5 provides an initial investigation of the methodology that was chosen to be used in
the rest of my research. It illustrates all initial experiments using the SVM on the first type of
optical transmission data and is used as a test-bed to indicate what methods to explore further in
later work. The main findings are shown as follows:
1. Using an SVM outperforms the threshold method, which is currently used in hardware, and
improves the BER significantly.
2. The results confirm that using a linear SVM classifier with only the central sample of the
symbol gives a very similar result to the threshold method despite the fact that the SVM is
more flexible than the threshold method.
3. Using extra information in the training vector, from the symbol being decode, to the SVM
classifier gives more significant improvements.
4. Using the non-linear (the Gaussian kernel (RBF)) and the linear SVM classifier gives very
similar results.
5. Moreover, using neighbouring information does not improve the BER more than using just
one symbol as I expected from the result in point two.
6. Including the amplitude information to the training vector does not help in improving the
result.
I decided at this point not to investigate the use of the non-linear SVM further, since there
appears to be no benefit and this is encouraging me to create a method that can easily be built in
hardware. Also, I have decided to not use the amplitude information, since using it does not help in
improving the BER result. Finally I have pursued using values from neighbouring symbols, despite
their mediocre performance in this chapter, since other evidence points to their possible ability.
Chapter 6 presents all the results obtained using the SVM on the second type of the optical
transmission data, which is the main and most realistic simulated data. I focus on finding the set
of features that give best results. The main findings include:
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1. Using information from immediate preceding symbols definitely helps successful decoding.
Moreover, when information from the succeeding symbols is also involved, the BER can be
further improved.
2. The best linear SVM results I have got in this chapter is the result obtained using the central
sample from the target symbol and three symbols either side. However the BER could not
be improved to be less than 200× 10−4 at the distances of 9,000 km and 10,000 km that was
desired.
3. There is a decreasing trend of the improvement over the threshold method when the distance
travelled by the neighbouring information is increased using only the central sample, see Figure
6.10.
4. The highest two percentage values of mis-classified patterns within each group are the two
corresponding adjacent classes of each class. For example, predicting Symbol “00” as Symbol
“01” or Symbol “10”, but less likely to be Symbol “11”. In addition, the SVM gives a slightly
better results over all four classes at the distance of 8,000 km on one-bit errors; while both
methods (the SVM and the threshold method) perform the same on two-bit errors.
Chapter 7 investigates the effect of applying the wavelet transforms (WT) prior to using an
SVM in an attempt to improve the BER of the second type of optical transmission data at the
distances of 8,000 km, 9,000 km and 10,000 km. The major findings are shown as follows:
1. The results confirm that wavelets are more beneficial with the amplitude distorted data than
with the frequency and phase distorted data.
2. Using wavelet transforms on simulated optical transmission data do have a small effect on the
accuracy of the classification, and in this field small effects can be worth a lot.
Overall, this chapter shows that wavelet transforms can help a little with the noise on phase modu-
lated optical transmission data, however the method does not bring the sort of improvements that
the proponents of wavelets led me to believe.
Chapter 8 investigates how effective an SVM classifier and wavelet transforms might be when
working on simulated optical transmission data that is based on a meaningful text. The major
results are shown as follows:
1. Using neighbouring information importantly provides a large improvement over the threshold
method on the meaningful-text data-set.
2. The BER can be further improved slightly by applying Haar wavelet transform.
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3. Moreover, the non-linear SVM can extract more information from the training on meaningful
data than on random data. Therefore, using a non-linear SVM with neighbouring information
can dramatically drop down the value of BER. It decreases the BER less than 0.02 at the long
distance of 8,000 km on the meaningful text data set, which is considered to be a significant
improvement.
The significant improvement in the BER results is not surprising, since there are connections
between the letters in words in the meaningful data that the SVM can work on. Note also that
even increasing the number of central samples to twenty-one, while this helped the meaningful data
results it did not help the random data results, which is the most realistic data in my thesis. Because
we know that the real data consists of text, images, videos and audio.. etc, and it does not consist
of only text, then random data is the best representation we can use, and is used in the industry
(the second type of optical transmission data).
9.2 Contribution
My major contribution is that through a set of comprehensive investigations my work has confirmed
that advanced machine learning techniques can be used for improving the bit error ratio (BER) in
fibre optical data transmission. My contributions are:
1. I have thoroughly investigated the use of neighbouring information. My results show that it
works well on most of my data, even if the data is generated randomly. This is my most
important contribution to knowledge.
2. I have shown that the bit error ratio can be improved by using a trainable machine learning
model. The linear classifier gives consistently better BER over all distances than the threshold
method on both random optical data and meaningful text data. Especially, I have empiri-
cally proved that the linear SVM, which is a hardware realisable algorithm, can be of use in
improving the bit error ratio.
3. The non-linear SVM decreases the BER to less than 0.02 at the long distance of 8,000km,
which is considered to be a significant improvement. However, this may require more hardware
support.
4. Despite the widespread use of wavelets in signal processing, I have found little benefit in using
them in the context of my work. Wavelets are more beneficial with the amplitude distorted
data then with the frequency and phase distorted data.
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9.3 Future work
The future work that may be performed after this research includes:
• Dealing with the nonlinear effect during data transmission in fibre optic systems:
As described in Chapter 3, the optical transmission data is modelled by a nonlinear Schrodinger
equation, which is commonly used in simulating the optical channel with nonlinear effects.
– Consider other algorithms (for example, the non-linear kernel based SVM) if/when hard-
ware implementations that work fast enough can be produced:
My results obtained using an SVM with a nonlinear (RBF) kernel show a big improvement
can be obtained comparing with using the linear SVM on the meaningful text data.
Implementation of non-linear SVM on FPGA is still difficult. However, progress can be
seen recently. For example: the study in (Machhout and Tourki, 2017) has shown a non-
linear SVM has been implemented, though it is designed for the test (classification) phase
only, that is, the proposed work does not work for the training stage.
– Deep learning:
Deep neural networks (DNN), which can approximate any nonlinear function (Goodfel-
low et al., 2016), have been shown to achieve state-of-the-art performance for various
applications such as image classification and automatic speech recognition. Recently,
the increasing efficiency of DNN may allow DNN to implement online adaptation and
learning. In (Aoudia and Hoydis, 2018), authors have implemented an optical fibre com-
munication system as an end-to-end deep neural network, including the complete chain of
transmitter, channel model, and receiver. However, authors have tested the performance
on some relative short distances, that is, less than 100 km.
• Results of Chapter 8 show using more training examples for different characteristics may be
of help in improving the bit error ratio. Therefore, more signals involving more realistic
characteristics need to be generated to validate our findings.
• Hardware implementation of wavelets on FPGA:
Although using wavelet transformation gives little improvement on BER, as I have discussed
before, a small improvement may be important in this problem domain. So it is worth investi-
gating the progress on implementing wavelets on FPGA. Authors in (Chuma et al., 2017) have
proposed an implementation in FPGA for de-noising using Haar wavelet transform to level
5. Their results show that FPGA can give a fast and reliable platform to make the wavelet
transform.
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• The use of real non-simulated data, and using more modern phase encoded data (including
phase encoded data with more phases (QPSK).
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Appendix A
Data Description
A.1 Principles of fiber-optic links simulation
The evolution of the optical field A(z, t) in a fiber-optic link based on lumped amplification scheme
with erbium doped fiber amplifiers (EDFA) can be represented by the stochastic general nonlinear
Shro¨dinger equation (GNLSE) (Agrawal, 1997):
∂A
∂z
+
α
2
A+
i
2
β2
∂2A
∂2t
− iγ|A|2A = A
k=S∑
k=1
Gδ(z − kL) +
k=S∑
k=1
Nδ(z − kL) (A.1)
where A(z, t) is the complex field envelope, z is the distance along the fiber, t is the time, α is
the fiber loss, β2 is the dispersive term, γ is the nonlinear term, G is the gain coefficient of EDFA,
S is the number of spans, L is the length of each span. The term N(z, t) is the one describing
amplified spontaneous emission (ASE) noise generation. ASE can be represented by the field that
has the statistical properties of additive Gaussian noise. The spectral noise density per polarization
at a frequency ν is given by NASE = (G− 1)nsp~ν, where nsp is the coefficient of the spontaneous
emission and ~ is Planck's constant (Essiambre et al., 2010).
The initial condition for A(z, t) usually is given by:
A(0, t) =
M∑
m=0
exp [iωmt]Am(t), (A.2)
where M is the number of spectral channels, ωm is the carrier frequency of mth channel and Am(t)
is the complex amplitude of mth channel. Am(t) can be written as
Am(t) =
N∑
n=0
cmn f(t− nTb), (A.3)
where N is the number of bits in bit stream, {cmn } is the modulation alphabet of mth channel, f(t)
is the pulse shape and Tb is the bit interval.
For example, Am(t) for QPSK modulation and Gaussian pulse shaping can be written as
Am(t) =
N∑
n=0
cmn
√
P 0 · exp
[
− (t− nTb)
2
2T 20
]
, (A.4)
148
where cmn ∈ {e
pi
4 , e
3pi
4 , e−
pi
4 , e−
3pi
4 }.
The GNLSE is solved through the split-step Fourier method (SSFM) (Hardin, 1973). The nu-
merical simulations of ASE noise model are described below.
ASE simulation using SSFM
Without the noise term, equation (A.1) can be numerically solved using the SSFM, which requires
the division of the fiber into small steps. For each step ∆z, the approximated solution is calculated
assuming that the linear and nonlinear effects act independently. Then, in the case of noiseless
propagation, we can write
∂A
∂z
= (Dˆ + Nˆ)A, (A.5)
where Dˆ and Nˆ are the linear and nonlinear operators, respectively. Linear part of (A.1) is solved
in the frequency domain whereas nonlinear term operates in the time domain. The optical field at
the position z + ∆z can be approximated by
A(z + ∆z, t) ≈ F−1
{
exp
[
∆z
2
Dˆ
]
F
{
exp
[
∆zNˆ
]
F−1
{
exp
[
∆z
2
Dˆ
]
F{A(z, t)}
}}}
, (A.6)
where F{} and F−1{} denotes the forward and backward Fourier-transform operation respectively.
In order to include the noise term, we add the noise discretely to the field. This means that the
noise that is created in EDFA is approximated by a certain amount of noise that is added to the field
at each point zk = kL of the SSFM. Using these approaches, the total optical field at the position
zk + ∆z can be written as
A(zk + ∆z, t) ≈ F−1
{
exp
[
∆z
2
Dˆ
]
F
{
exp
[
∆zNˆ
]
F−1
{
exp
[
∆z
2
Dˆ
]
F{A(zk, t)}
}}}
+ n(zk, t).
(A.7)
SSFM and generation of noise schematically:
1. applying the linear operator Dˆ in frequency domain over a distance ∆z/2
2. applying the nonlinear operator Nˆ in time domain over a distance ∆z
3. if z = zk: generating a white Gaussian distribution of points n(z, ti) with mean equal to zero,
〈n(z, ti)〉 = 0 and variance given by σ2 = (G − 1)nsp~νB, where B is the optical bandwidth of
simulation
4. if z = zk: adding the ASE noise n(z, ti) to the field A(z, ti)
5. applying the linear operator Dˆ in frequency domain over a distance ∆z/2
A.2 First Type of Data
This section presents some additional information about the first type of data.
This type of data was generated as follows: in the numerical model, a typical return-to-zero
(RZ)-QPSK (Note: QPSK is Quadrature Phase Shift Keying) transmitter with 40 Gbaud symbol
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rate (Tb = 25 ps) using 2
16 pseudorandom binary sequence (PRBS) was simulated. The input pulses
were unchirped Gaussian pulses with a duty cycle of 30% (7.5 ps pulse duration) and peak power
10 mW.
The signal channel at 1550 nm was propagated over the fiber along with 10 200 GHz spaced
similar cross-talk channels with decorrelated PRBS sequences. Transmission link consisted of 60
spans of single-mode fibre (SMF) 50 km long. The basic parameters of the fibres are β2 = −21.7 ps
2 km −1, γ = 0.00137 mW −1 km −1, α = 0.2 dB/km. After each EDFA the signal was noise loaded
by the white Gaussian noise calculated using a 4.5 dB amplifier noise figure.
At the receiver a Gaussian optical band pass filter was used and the chromatic dispersion was
fully compensated by multiplying the Fourier transformed optical field with the reverse dispersion
function. For phase estimation, an algorithm based on the 4th-power Viterbi-Viterbi method has
been used.
A.3 Second Type of Data
This section shows some additional information about the second type of data.
This type of data was generated as follows: in the numerical model we simulated a typical non-
return-to-zero (NRZ)-DP-QPSK (Note: DP-QPSK is Dual Polarization Quadrature Phase Shift
Keying) transmitter with 30 Gbaud symbol rate (Tb = 33 ps) using 2
18 pseudorandom binary
sequence was simulated. Input average power was 0.5 mW per channel.
The signal channel at 1550 nm was propagated over the fiber along with 10 50 GHz spaced similar
crosstalk channels with decorrelated PRBS sequences. That way we focus on investigation of mod-
ern 100 Gb/s channels using DP-QPSK modulation format operating over the 50 GHz wavelength
division multiplexing grid (Redyuk et al., 2014). Transmission link consisted of spans of typical
single-mode fibre (SMF) 100 km long. The basic parameters of the fibres are β2 = −21 ps2km−1,
γ = 0.0012 mW−1km−1, α = 0.2 dB/km. In order to model 2-polarization signal propagation over
the nonlinear fiber a system of coupled nonlinear Schro¨dinger equations for two complex amplitudes
AX and AY of X and Y polarizations has been used. After each EDFA the signal was noise loaded
by the white Gaussian noise calculated using a 6 dB amplifier noise figure.
At the receiver side the signal was filtered by a super Gaussian filter with 30 GHz 3 dB bandwidth.
The chromatic dispersion was fully compensated by multiplying the Fourier transformed optical field
with the reverse dispersion function. For phase estimation, an algorithm based on the 4th-power
Viterbi-Viterbi method has been used.
The simulation process was repeated 10 times with different random realizations of ASE noise
and input PRBS. The signal was detected at intervals of 1,000 km to a maximum distance 10,000
km. Each pulse was decoded into one of four symbols according to its phase. Each data point has a
corresponding two-bit label for each run. Each run generates one data set. I focus on X-Polarization
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data and use Y-Polarization data for verification of our results. Each pulse is represented by 64
equally spaced phase samples.
Figure A.1 shows the percentage of each symbol on the top panel and the percentage of each bit
(0′s and 1′s) on the bottom panel. The data is obtained from the first dataset of the second type. It
shows that both symbols and bits are evenly distributed. Furthermore, Figure A.2 shows the similar
information for the test set, which is extracted from the first dataset. In general, the test set keeps
the same distribution as shown in Figure A.1.
Figure A.1: The top panel shows the percentage of symbols in each class. The percentage of symbols
in each class are similar to each other due to the random simulation of the bits. The bottom panel
shows the percentage of bits for one or zero, which are similar to each other. The results are obtained
from the whole first data-set of the second type of data.
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Figure A.2: The top and bottom panels in this figure provide the same information that is showed
in Figure A.1, but about only the test set. Also in the test set, it is clear from the top panel that
the percentage of all the classes are similar because of the random generation of the bits, which
are generated in similar percentage also as it is shown on the bottom panel. The percentages are
obtained from the first test set of the second type of data.
A.4 Third Type of Data
This section shows some additional information about the third type of data.
This data has been simulated using the same modulation type and fibre characteristics as used
in simulating the second type of data. Figure A.3 presents the modulated text that used in the third
type of data. The text is English; and it is a technical text, not a spoken language which is familiar
and easy to be predicted.
Table A.1 shows the frequency of each character in the text in the first data set of the third type
of data. It can be seen that the frequency of the space (in red colour) and some of the lower case
letters (such as letter “e”, in blue colour) are much more than the other characters such as numbers
or upper case letters. Therefore, I suppose that as an example if the lower case letters appeared
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Figure A.3: The modulated text that is encoded as the first data set of the third type of data.
The text is English; and it is a technical text, not a spoken language which is familiar and easy to
be predicted. The following paragraph is a small part of the text ”Optical systems and networks
have evolved enormously in the last three decades with the creation of next generation optical
components, subsystems, systems and networks that are now utilized in all aspects of the network
structure starting from the in-house/building and access networks, all the way up to the backbone
and ultra long-haul infrastructures.”
more frequently during the training process, the classifier would be more familiar to them, and might
predict them correctly more than the other patterns. For example, in Table A.1, the frequency of
the small letter “e” (in red colour) is more than the small letter “z” (in blue colour), and I suppose
that letter “e” will appear more frequently during the training process. So, the classifier would be
more familiar to it, and might predict it correctly more than letter “z”.
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Character Frequency Character Frequency Character Frequency
Enter 5 E 3 f 63
New Line 5 F 1 g 81
Space 585 G 5 h 129
( 6 H 1 i 236
) 6 I 7 k 26
, 38 M 7 l 126
− 29 N 5 m 81
. 16 O 5 n 290
/ 4 R 1 o 228
0 11 S 2 p 87
1 6 T 13 q 4
2 1 U 2 r 191
4 2 V 2 s 247
8 1 W 7 t 326
9 2 a 252 u 84
: 1 b 36 v 31
A 3 c 135 w 51
C 1 d 130 x 10
D 10 e 409 z 3
Table A.1: The frequency for each character in the modulated text that was used to generate the
third type of data. This type of data consists of 4096 characters (58 unique characters). Each
character contains 8 bits (4 symbols). It can be seen that the frequency of the space and some of
the lower case letters are more than the other characters such as numbers or upper case letters.
Therefore, I suppose that as an example if the lower case letters appeared more frequently during
the training process, the classifier would be more familiar to them, and might predict them correctly
more than the other patterns.
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Appendix B
Additional Experiments in the
Initial study
B.1 Strategy of Classification using Linear SVM
In these experiments, I have used the data set as both the training set and the test set, to see which
software toolbox and the range of parameters can provide a better result initially, and should be
adopted in the rest of the study.
Two experiments have been shown in this section:
• Experiment A: Using the Toolbox (LIBSVM)for classification which follows the strategy
one-against-one (see, Chapter 4), Sub-section B.1.1.
• Experiment B: Using the Toolbox (LIBLINEAR) for classification which follows the strategy
one-against-all. Both toolboxes was described in the methodology in Chapter 4, Sub-section
B.1.2.
In the context of linear classification, one-against-one has shown a better performance compared
with one-against-all (Huang, 2010). But it is identified that one-against-one is not suitable for large-
scale linear classification because it needs to a large space to save the whole number of classifiers
that are generated during the training process (Yuan et al., 2012). However, in the context of
sparse weight vectors, one-against-one can deal with large-scale problems for classification. For this
reason, I undertook experiments using the toolbox LIBLINEAR to see whether or not it gives better
classification results. LIBLINEAR has been considered as an efficient multi-class approach for large
scale classification as an open source machine learning library (Fan et al., 2008).
B.1.1 Experiment A
In this experiment, I have used the Toolbox (LIBSVM) for classification which follows the strategy
one-against-one (see, Chapter 4). The whole data set is used to train the linear SVM model as a
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training set, and the same data set is used for testing the model. I have used five different input
vectors to the classifier:
1. The complete set of samples of the target symbol (64 × 2 is when the optical transmission
symbol is represented as sin θ and cos θ).
2. The central sample of the target symbol (1 × 2 is when the optical transmission symbol is
represented as sin θ and cos θ).
3. The three central samples of the target symbol (3× 2 is when the optical transmission symbol
is represented as sin θ and cos θ).
4. The five central samples of the target symbol (5 × 2 is when the optical transmission symbol
is represented as sin θ and cos θ).
5. The odd indices of samples of the target symbol (32×2 is when the optical transmission symbol
is represented as sin θ and cos θ).
Table B.1 shows the results for this section. The best result I have got when using the complete set
of samples of each symbol.
Cost
Parameter C
No. of samples of the
target symbol
No. of
features
SER % BER %
1 Central 1× 2 1.18±0.17 0.59±0.09
512 Whole 64× 2 0.27±0.07 0.14±0.04
2048 Three central 3× 2 1.13±0.16 0.57±0.08
2048 Five central 5× 2 1.11±0.16 0.56±0.08
256 Odd 32× 2 0.34±0.08 0.17±0.04
Table B.1: Linear SVM results using the toolbox LIBSVM on the first type of data at the distance
3,000 km. All the results are averages over 50 data sets. (×2) denotes each an optical transmission
symbol is represented as sin θ,cos θ. (×3) denotes each optical transmission symbol is represented
as sin θ, cos θ and amplitude. Note that the whole data set is used to train the linear SVM model
as a training set, and the same data set is used for testing the model. The text in red denotes the
best result.
B.1.2 Experiment B
Linear SVM classification results are obtained using the toolbox (LIBLINEAR (see, Chapter 4)).
The whole data set is used to train the linear SVM model as a training set, and the same data set
is used for testing the model. I have used two different input vectors:
1. The complete set of samples of the symbols.
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2. The central sample of the target symbol.
I have used different cost parameter C values (1, 8, 64, 256 and 2048). Table B.2 shows all the results
in this section. Using different cost parameter C values gives similar results. Furthermore, using
LIBLINEAR toolbox provides worse results than the best result obtained using LIBSVM toolbox
as shown in Table B.2. So, I have decided to use LIBSVM toolbox in the rest of my experiments.
No. of samples of the target
symbol
No. of features SER % BER %
Central 1× 2 1.19±0.17 0.6±0.09
Whole 64× 2 0.69±0.11 0.35±0.6
Table B.2: Linear SVM results using the toolbox LIBLINEAR on the first type of data at the
distance 3,000 km. All the results are averages over 50 data sets. The whole data set is used to
train the linear SVM model as a training set, and the same data set is used for testing the model.
The text in red denotes the best result.
B.2 Experiment C: Increasing the Information that is Used
to Train the SVM Classifier
This section investigates whether or not adding the amplitude value to the information that is used
to train the SVM classifier can improve classification accuracy. The whole data set is used to train
the linear SVM model as a training set, and the same data set is used for testing the model. I have
used four different input vectors to the classifier:
1. The complete set of samples of the target symbol (64 × 3 is when the optical transmission
symbol is represented as sin θ, cos θ and amplitude).
2. The central sample of the target symbol (1 × 3 is when the optical transmission symbol is
represented as sin θ, cos θ and amplitude).
3. The three central samples of the target symbol (3× 3 is when the optical transmission symbol
is represented as sin θ, cos θ and amplitude).
4. The five central samples of the target symbol (5 × 3 is when the optical transmission symbol
is represented as sin θ, cos θ and amplitude).
Table B.3 shows all the results about adding the amplitude to the information used to train the
SVM classifier. The best results I have obtained so far is when using the complete set of samples
of the target symbol, 192 features as (sin θ,cos θ and amplitude), (see the text in red color). The
result is a slightly better than using the complete set of samples of the target symbol as (128 as
sin θ,cos θ), and much better the the result obtained using the threshold method, since the BER is
0.61 %.
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Cost
Parameter C
No. of samples from one
symbol
No. of
features
SER % BER %
1028 Central 1× 3 1.18±0.17 0.59±0.09
512 Whole 64× 3 0.23±0.07 0.12±0.04
2048 Three central 3× 3 1.12±0.16 0.56±0.09
2048 Five central 5× 3 1.11±0.16 0.56±0.08
Table B.3: Linear SVM results using the toolbox LIBSVM on the first type of data at the distance
3,000 km. All the results are averages over 50 data sets. (×3) denotes each an optical transmission
symbol is represented as (sin θ,cos θ and amplitude). The whole data set is used to train the linear
SVM model as a training set, and the same data set is used for testing the model. The text in red
denotes the best result.
B.3 Experiment D: Extending the gamma (γ) value
I used here just the first and second data sets to implement this experiment. Because of that the
searching for the best values of γ and C usually takes long time to be finished. I used two different
input vectors to my classifier:
• The central sample (33rd) of the target symbol, 1× 2 as (sin θ, cos θ).
• The complete set of samples of the target symbol, 64× 2 as (sin θ, cos θ) and 64× 3 as (sin θ,
cos θ, amplitude).
The extending values of the parameters that are used to train the non-linear SVM model on the
complete set of samples from one symbol are shown in Chapter 5, Table 5.2. (C) is the cost
parameter, and (γ) is Scaling parameter.
The results of extending the γ parameter can be seen in Table B.4. By comparing the obtained
results in Table B.4 and the results obtained using the default values of C and γ parameters as
shown in Table B.5, extending gamma value would not give us much better result.
B.4 Experiment E: Understanding the SVM’s Work
This secton investigates how the SVM works to understand more about the steps implemented during
the classification process. I did the binary classification manually using the LIBSVM strategy, and
extracted the weight and bias that are usually used to set-up the hyper-plane. This experiment is
divided into two folds:
• Doing the binary classification manually.
• Extracting the weight and bais, and drawing the hyper-plan.
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Doing the binary classification manually:
I faced a problem during doing the previous experiments. It is that the accuracy of prediction is
getting worse after a specific increasing in the cost parameter value C. Logically, when the C value is
increased, the accuracy of prediction should be better than before. For this reason, this experiment
has been done to figure out why this problem happened.
In this experiment, linear SVM classification was repeated on only the first data set with setting
the same parameters; excepting the C value which was equal to 512. This specific C value is used
because it gives the best SVM models in the previous experiments. Each optical transmission symbol
is represented as sin θ, cos θ (128 features).
The classification process is implemented on two classes, not multi-class. In other words, since
I have four classes; each two classes are considered as one class. For instance, the first and second
classes are considered as the first class; and the third and fourth classes are considered as the second
class. Then, the binary classification is employed on these two classes using LIBSVM toolbox. After
that each combination of two classes is divided into the original classes to repeat the same experiment
again. After that I calculate the accuracy of prediction at each stage. The order of the classes is
being changed in each time as it is shown in Figure B.1.
Figure B.1: The order of the classes for each stage during doing the SVM classification manually.
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(12 34) C = 512
Number of symbols errors (NSE) Average of accuracy rate (AAR)
60.44 99.82±0.05
(12) C = 512 (34) C = 512
NSE (12) AAR (12) NSE (34) AAR (34)
87.52 99.73±0.08 87.5 99.73±0.08
(13 24) C = 512
Number of symbols errors (NSE) Average of accuracy rate (AAR)
61.68 99.81±0.04
(13) C = 512 (24) C = 512
NSE (13) AAR (13) NSE (24) AAR (24)
87.26 99.73±0.76 87.5 99.73±0.08
(14 23) C = 512
Number of symbols errors (NSE) Average of accuracy rate (AAR)
Experiment is terminated Experiment is terminated
(14) C = 512 (23) C = 512
NSE (14) AAR (14) NSE (23) AAR (23)
87.16 99.73±0.08 87.34 99.73±0.08
Table B.6: The result of doing the binary classification manually. There is no way to draw a line
that can separate the two classes (14) and (23), see Figure B.2.
Table B.6 shows the results of doing the binary classification manually. As we can see the
experiment has not been completed in the last stage, and I had to terminate the classification
process. The reason is that using linear SVM to classify these combination of classes (14) and (23)
is impossible, see Figure B.2, because there is no way to draw the line that can separate these two
classes.
Extracting the weight and bais, and drawing the hyper-plan:
This experiment investigates the difference between the hyper-plane that SVM produces, and the
boundaries that can be drawn using the threshold method. Herein, the first and second class are
separated as the first class, and the third and fourth class as the second class; and that is implemented
on the first data set of the first type of data.
To draw the Hyper-plane manually as SVM, the weight and the bias should be calculated. These
two values can be extracted from the information inside the model file, which resulted from the
training process. Because of the binary class is considered here, the weight can be given by:
w = SV s × Coef (B.1)
where SV s is the number of support vectors, and Coef is the support vector coefficient. Also, the
bias can be calculated by:
b = −rho (B.2)
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where rho is the bias term in the decision function.
All of SV s, Coef and rho can be found in the model file. Equation B.1 gives two values for
w that are w1 = −5.18, and w2 = −4.99. By these two points (−5.18 , −4.99), and y-intercept
(0 , b), which is (0 , 0.1), the vector line is drawn. Then, drawing the hyper-plane that is usually a
perpendicular line on the vector line and passes through the y-intercept point as well.
The result reveals that the hyper-plane that is drawn by SVM is parallel to the hyper-plane that
resulted from the threshold method. But the difference is only in the intercept value where is 0.1,
whereas the hyper-plane that is drawn by the threshold method passed through the center (0, 0), so
that its intercept value is 0.
Figure B.2 shows the two hyper-planes, where the black line is the hyper-plane that resulted
from the SVM method, while the red lines are the hyper-planes resulted from the threshold method.
Moreover, the hyper-plane resulted from SVM separated the two classes (12) and (34) better than
the one that is drawn by the threshold method.
Figure B.2: Drawing the Hyper-plane to separate two classes (12) and (34) on the first data set of
the first type of data. There is no way to draw a line that can separate the two classes (14) and
(23).
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Appendix C
Additional Results for Chapters 7,
8 and 9
This appendix presents all the additional results (tables).
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C.1 Results for the Second Set of Modulated Data (Chapter
6)
C.1.1 Using Different Samples from One Symbol (Section 6.2)
Table C.1: Using Different Samples from One Symbol
(a) Distance 2,000 km
Method No. of
samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold Central - 2.14±1.75 1.07±0.88
SVM
Whole 64× 2 2.97±1.22 1.49±0.6 0.12
Central 1× 2 2.79±1.64 1.39±0.82 0.07
3 Mid 3× 2 2.69±1.61 1.35±0.8 0.17
5 Mid 5× 2 2.6±1.5 1.30±0.75 0.21
32 Mid 32× 2 2.88±1.19 1.44±0.6 0.18
(b) Distance 3,000 km
Method No. of
samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold Central - 15.51±2.87 7.75±1.44
SVM
Whole 64× 2 15.42±3.87 7.71±1.94 0.91
Central 1× 2 15.14±3.61 7.57±1.81 0.42
3 Mid 3× 2 15.42±3.4 7.71±1.7 0.85
5 Mid 5× 2 15.32±2.98 7.66±1.49 0.64
32 Mid 32× 2 15.51±3.36 7.75±1.68 1
(c) Distance 4,000 km
Method No. of
samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold Central - 47.27±5.93 23.63±2.96
SVM
Whole 64× 2 43.55 ± 6.14 21.82±3.1 0.004
Central 1× 2 47.08±6 23.54±3 0.66
3 Mid 3× 2 46.43±6.73 23.22±3.36 0.23
5 Mid 5× 2 46.71±6.3 23.36±3.15 0.42
32 Mid 32× 2 45.32±6.45 22.71±3.21 0.003
(d) Distance 5,000 km
Method No. of
samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold Central - 95.93±8.23 48.15±4.19
SVM
Whole 64× 2 91.75±10.85 46.06±5.47 0.07
Central 1× 2 95.56±8.03 47.97±4.06 0.58
3 Mid 3× 2 94.82±9.73 47.64±4.97 0.39
5 Mid 5× 2 95.84±10.28 48.06±5.2 0.88
32 Mid 32× 2 94.54±9.62 47.46±4.84 0.48
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Table C.1: Using Different Samples from One Symbol (continued)
(e) Distance 6,000 km
Method No. of
samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold Central - 170.97±10.21 86.13±4.96
SVM
Whole 64× 2 157.69±10.57 79.49±5.22 0.00001
Central 1× 2 170.41±10.81 85.86±5.24 0.28
3 Mid 3× 2 164.93±13.45 83.07±6.69 0.02
5 Mid 5× 2 163.73±12.41 82.56±6.17 0.01
32 Mid 32× 2 164.65±11.55 83.02±5.69 0.0001
(f) Distance 7,000 km
Method No. of
samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold Central - 261.61±7.13 132.06±3.91
SVM
Whole 64× 2 250.74±8.38 126.67±4.22 0.003
central 1× 2 261.89±7.89 132.2±4.33 0.71
3 Mid 3× 2 254.83±6.01 128.76±3.17 0.0004
5 Mid 5× 2 254.18±6.65 128.53±3.49 0.003
32 Mid 32× 2 257.71±7.01 130.2±3.6 0.15
(g) Distance 8,000 km
Method No. of
samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold Central - 370.17±14.76 187.27±7.69
SVM
Whole 64× 2 356.24±13.74 179.84±7.36 0.001
central 1× 2 370.54±16.23 187.41±8.36 0.85
3 Mid 3× 2 359.03±15.05 181.65±7.98 0.003
5 Mid 5× 2 359.68±16.22 181.93±8.59 0.01
32 Mid 32× 2 359.12±16.96 181.28±8.94 0.003
(h) Distance 9,000 km
Method No. of
samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold Central - 488.48±16.13 247.72±8.67
SVM
Whole 64× 2 474.46±16.94 240.53±8.68 0.007
Central 1× 2 489.13±14.45 248.05±7.87 0.49
3 Mid 3× 2 478.36±17.01 242.48±9.33 0.001
5 Mid 5× 2 478.08±18.15 242.38±9.77 0.001
32 Mid 32× 2 480.03±21.04 243.31±11.1 0.02
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Table C.1: Using Different Samples from One Symbol (continued)
(i) Distance 10,000 km
Method No. of
samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold Central - 607.08±16.68 309.53±9.98
SVM
Whole 64× 2 588.5±23.71 300.06±13.05 0.01
Central 1× 2 610.33±19.01 311.2±10.95 0.06
3 Mid 3× 2 591.75±18.22 301.91±10.55 0.02
5 Mid 5× 2 589.34±17.75 300.66±10.02 0.004
32 Mid 32× 2 593.61±20.57 302.66±11.39 0.02
Table C.1: The linear SVM results using optical signals (using different samples from one symbol)
at distances from 2,000 km to the maximum 10,000 km, compared with the threshold method result.
SER denotes the average of symbol error ratio. BER denotes the average of bit error ratio. (×2)
denotes that each an optical signal (X-POL) input is represented by (sin θ,cos θ). The text in blue
refers to the results obtained using the threshold method. The text in red refers to the best SVM
result.
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C.1.2 Using Samples from Neighboring Symbols (Section 6.3)
Table C.2: Using Samples from Neighboring Symbols: the letters P , T and S denote that preceding,
target and succeeding symbol respectively
(a) Distance 2,000 km
Method No. of symbols
and samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold 1(Central/T) - 2.14±1.75 1.07±0.88
SVM 1(Whole/T) 64× 2 2.97±1.22 1.49±0.6 0.12
SVM
3(Central/P,T,S) 3× 2 1.86±1.38 0.93±0.69 0.04
3(1
2
P ,Whole/T,1
2
S) 128× 2 2.04±0.96 1.02±0.48 0.8
3(Whole/P,T,S) 192× 2 2.23±1.25 1.11±0.63 0.78
2(Central/P,T) 2× 2 1.58±1.39 0.79±0.69 0.02
2(Central/T,S) 2× 2 2.14±0.98 1.07±0.49 1
3(Central/2P,T) 3× 2 1.67±1.44 0.84±0.72 0.1
2(Whole/P,T) 128× 2 2.88±1.19 1.44±0.6 0.15
(b) Distance 3,000 km
Method No. of symbols
and samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold 1(Central/T) - 15.51±2.87 7.75±1.44
SVM 1(Whole/T) 64× 2 15.42±3.87 7.71±1.94 0.91
SVM
3(Central/P,T,S) 3× 2 9.85±1.87 4.92±0.93 0.00001
3(1
2
P ,Whole/T,1
2
S) 128× 2 13.65±3.64 6.83±1.82 0.11
3(Whole/P,T,S) 192× 2 12.54±3.31 6.27±1.66 0.01
2(Central/P,T) 2× 2 12.72±2.7 6.36±1.35 0.01
2(Central/T,S) 2× 2 12.91±2.95 6.45±1.48 0.001
3(Central/2P,T) 3× 2 11.98±2.82 5.99±1.41 0.0002
2(Whole/P,T) 128× 2 15.04±2.58 7.52±1.29 0.67
(c) Distance 4,000 km
Method No. of symbols
and samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold 1(Central/T) - 47.27±5.93 23.63±2.96
SVM 1(Whole/T) 64× 2 43.55 ± 6.14 21.82±3.1 0.004
SVM
3(Central/P,T,S) 3× 2 34.92±4.07 17.46±2.03 0.0001
2(1
2
P ,Whole/T,1
2
S) 128× 2 40.59±5.54 20.29±2.77 0.001
3(Whole/P,T,S) 192× 2 41.05±6.65 20.53±3.33 0.01
2(Central/P,T) 2× 2 38.82±5.14 19.41±2.57 0.0001
2(Central/T,S) 2× 2 43.83±5.25 21.92±2.62 0.02
3(Central/2P,T) 3× 2 37.43±4.15 18.71±2.08 0.00003
2(Whole/P,T) 128× 2 41.51±5.52 20.76±2.76 0.001
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Table C.2: Using Samples from Neighboring Symbols: the letters P , T and S denote that preceding,
target and succeeding symbol respectively (continued)
(d) Distance 5,000 km
Method No. of symbols
and samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold 1(Central/T) - 95.93±8.23 48.15±4.19
SVM 1(Whole/T) 64× 2 91.75±10.85 46.06±5.47 0.07
SVM
3(Central/P,T,S) 3× 2 83.13±8.83 41.75±4.41 0.00003
3(1
2
P ,Whole/T,1
2
S) 128× 2 87.12±9.36 43.7±4.65 0.001
3(Whole/P,T,S) 192× 2 85.45±10.58 42.91±5.34 0.002
2(Central/P,T) 2× 2 87.48±11.17 43.93±5.68 0.0004
2(Central/T,S) 2× 2 94.35±8.16 47.36±4.04 0.21
3(Central/2P,T) 3× 2 85.25±11.3 42.81±5.69 0.0002
2(Whole/P,T) 128× 2 87.76±7.21 44.07±3.68 0.0001
(e) Distance 6,000 km
Method No. of symbols
and samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold 1(Central/T) - 170.97±10.21 86.13±4.96
SVM Whole 64× 2 157.69±10.57 79.49±5.22 0.00001
SVM
3(Central/P,T,S) 3× 2 152.24±12.34 76.77±6.07 0.00004
3(1
2
P ,Whole/T,1
2
S) 128× 2 150.65±9.78 75.97±4.83 0.000001
3(Whole/P,T,S) 192× 2 151.11±12.73 76.25±6.3 0.00001
2(Central/P,T) 2× 2 153.79±11.28 77.54±5.49 0.000004
2(Central/T,S) 2× 2 163.63±8.45 82.47±4 0.002
3(Central/2P,T) 3× 2 152.12±9.71 76.71±4.69 0.000002
2(Whole/P,T) 128× 2 156.39±9.86 78.89±5 0.00001
(f) Distance 7,000 km
Method No. of symbols
and samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold 1(Central/T) - 261.61±7.13 132.06±3.91
SVM 1(Whole/T) 64× 2 250.74±8.38 126.67±4.22 0.003
SVM
3(Central/P,T,S) 3× 2 239.55±7.89 120.98±3.99 0.000002
3(1
2
P ,Whole/T,1
2
S) 128× 2 242.04±10.93 122.36±5.63 0.0002
3(Whole/P,T,S) 192× 2 242.22±6.17 122.32±3.48 1.86E-05
2(Central/P,T) 2× 2 243.5±8.94 123±4.41 0.00003
2(Central/T,S) 2× 2 258.36±8.09 130.43±4.26 0.04
3(Central/2P,T) 3× 2 241.08±7.37 121.8±3.74 0.000003
2(Whole/P,T) 128× 2 250.19±8.47 126.39±4.34 0.001
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Table C.2: Using Samples from Neighboring Symbols (continued)
(g) Distance 8,000 km
Method No. of symbols
and samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold 1(Central/T) - 370.17±14.76 187.27±7.69
SVM 1(Whole/T) 64× 2 356.24±13.74 179.84±7.36 0.001
SVM
3(Central/P,T,S) 3× 2 342±13.65 173±7.43 0.0001
3(1
2
P ,Whole/T,1
2
S) 128× 2 343.46±8.8 173.49±4.79 0.00003
3(Whole/P,T,S) 192× 2 344.01±8.57 173.82±4.87 2.26E-05
2(Central/P,T) 2× 2 351.32±15.27 177.7±8.09 0.0002
2(Central/T,S) 2× 2 368.78±10.61 186.62±5.71 0.57
3(Central/2P,T) 3× 2 347.14±13.17 175.61±7.2 0.0001
2(Whole/P,T) 128× 2 349.18±12.16 176.45±6.57 0.00003
(h) Distance 9,000 km
Method No. of symbols
and samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold 1(Central/T) - 488.48±16.13 247.72±8.67
SVM 1(Whole/T) 64× 2 474.46±16.94 240.53±8.68 0.01
SVM
3(Central/P,T,S) 3× 2 468.6±19.25 237.74±10.15 0.000005
3(1
2
P ,Whole/T,1
2
S) 128× 2 461.6±15.92 234.19±7.88 0.0004
3(Whole/P,T,S) 192× 2 459±19.52 233.03±10.17 0.0001
2(Central/P,T) 2× 2 468.33±18.88 237.65±9.85 0.00002
2(Central/T,S) 2× 2 483.75±16.48 245.31±8.81 0.07
3(Central/2P,T) 3× 2 466.66±18.35 236.77±9.72 0.00003
2(Whole/P,T) 128× 2 466.01±17.2 236.3±8.92 0.0001
(i) Distance 10,000 km
Method No. of symbols
and samples
No. of
features
SER (×10−4) BER (×10−4)
P-Value
Threshold 1(Central/T) - 607.08±16.68 309.53±9.98
SVM 1(Whole/T) 64× 2 588.5±23.71 300.06±13.05 0.01
SVM
3(Central/P,T,S) 3× 2 583.32±19.93 297.14±11.51 0.0004
3(1
2
P ,Whole/T,1
2
S) 128× 2 576.39±17.95 294.00±10.15 0.0001
3(Whole/P,T,S) 192× 2 576.58±21.04 293.95±11.50 0.0004
2(Central/P,T) 2× 2 588.97±23.48 300.33±13.41 0.005
2(Central/T,S) 2× 2 606.8±20.44 309.39±11.73 0.88
3(Central/2P,T) 3× 2 577.64±18.38 294.39±10.91 0.00003
2(Whole/P,T) 128× 2 584.6±28.43 297.97±15.4 0.004
Table C.2: The linear SVM results using neighboring information on the optical waves/symbols at
distances from 2,000 km to the maximum 10,000 km, compared with the threshold method result.
SER denotes the average of Symbol Error Ratio. BER denotes the average of Bit Error Ratio. (×2)
denotes that each an optical signal input is represented by (sin θ,cos θ). The letters P , T and S
denote that preceding, target and succeeding symbol respectively. The text in blue refers to the
results obtained using the threshold method. The text in red refers to the best SVM result.
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C.1.3 Using Central Samples from Neighboring Information (Section 6.4)
Table C.3: Using Central Samples from Neighboring Information, the letters P , T and S denote
that preceding, target and succeeding symbol respectively.
(a) Distance 2,000 km
Method No. of symbols
and samples
No. of
fea-
tures
SER
(×10−4)
BER
(×10−4)
P-Value
Threshold 1(Central/T) - 2.14±1.75 1.07±0.88
SVM
1(Whole/T) 64× 2 2.97±1.22 1.49±0.6 0.12
3(Central/P,T,S) 3× 2 1.86±1.38 0.93±0.69 0.04
SVM
5(Central/2P,T,2S) 5× 2 1.58±1.52 0.79±0.76 0.58
7(Central/3P,T,3S) 7× 2 1.3±1.09 0.65±0.55 0.33
(b) Distance 3,000 km
Method No. of symbols
and samples
No. of
features
SER (×10−4) BER
(×10−4)
P-Value
Threshold 1(Central/T) - 15.51±2.87 7.75±1.44
SVM
1(Whole/T) 64× 2 15.42±3.87 7.71±1.94 0.91
3(Central/P,T,S) 3× 2 9.85±1.87 4.92±0.93 0.00001
SVM
5(Central/2P,T,2S) 5× 2 10.4±2.96 5.2±1.48 0.000002
7(Central/3P,T,3S) 7× 2 10.87±2.81 5.43±1.4 0.0002
(c) Distance 4,000 km
Method No. of symbols
and samples
No. of
features
SER (×10−4) BER
(×10−4)
P-Value
Threshold 1(Central/T) - 47.27±5.93 23.63±2.96
SVM
1(Whole/T) 64× 2 43.55 ± 6.14 21.82±3.1 0.004
3(Central/P,T,S) 3× 2 34.92±4.07 17.46±2.03 0.0001
SVM
5(Central/2P,T,2S) 5× 2 36.41±4.4 18.21±2.2 0.0002
7(Central/3P,T,3S) 7× 2 36.04±3.81 18.02±1.91 0.0001
(d) Distance 5,000 km
Method No. of symbols
and samples
No. of
features
SER
(×10−4)
BER
(×10−4)
P-Value
Threshold 1(Central/T) - 95.93±8.23 48.15±4.19
SVM
1(Whole/T) 64× 2 91.75±10.85 46.06±5.47 0.07
3(Central/P,T,S) 3× 2 83.13±8.83 41.75±4.41 0.00003
SVM
5(Central/2P,T,2S) 5× 2 82.2±9.09 41.29±4.59 0.00002
7(Central/3P,T,3S) 7× 2 82.58±8.85 41.48±4.4 0.0001
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Table C.3: Using Central Samples from Neighboring Information, the letters P , T and S denote
that preceding, target and succeeding symbol respectively. (continued)
(e) Distance 6,000 km
Method No. of symbols
and samples
No. of
features
SER (×10−4) BER
(×10−4)
P-Value
Threshold 1(Central/T) - 170.97±10.21 86.13±4.96
SVM
1(Whole/T) 64× 2 157.69±10.57 79.49±5.22 0.00001
3(Central/P,T,S) 3× 2 152.24±12.34 76.77±6.07 0.00004
SVM
5(Central/2P,T,2S) 5× 2 150.29±10.45 75.84±4.87 0.00003
7(Central/3P,T,3S) 7× 2 148.07±9.87 74.69±4.72 0.0000004
(f) Distance 7,000 km
Method No. of symbols
and samples
No. of
features
SER
(×10−4)
BER
(×10−4)
P-Value
Threshold 1(Central/T) - 261.61±7.13 132.06±3.91
SVM
1(Whole/T) 64× 2 250.74±8.38 126.67±4.22 0.003
3(Central/P,T,S) 3× 2 239.55±7.89 120.98±3.99 0.000002
SVM
5(Central/2P,T,2S) 5× 2 240.94±7.91 121.73±4.07 0.0000005
7(Central/3P,T,3S) 7× 2 237.34±9.8 119.88±5.01 0.000001
(g) Distance 8,000 km
Method No. of symbols
and samples
No. of
features
SER
(×10−4)
BER
(×10−4)
P-Value
Threshold 1(Central/T) - 370.17±14.76 187.27±7.69
SVM
1(Whole/T) 64× 2 356.24±13.74 179.84±7.36 0.001
3(Central/P,T,S) 3× 2 342±13.65 173±7.43 0.0001
SVM
5(Central/2P,T,2S) 5× 2 347.02±17.05 175.51±8.8 0.002
7(Central/3P,T,3S) 7× 2 339.9±9.8 171.95±5.41 0.000004
(h) Distance 9,000 km
Method No. of symbols
and samples
No. of
features
SER
(×10−4)
BER
(×10−4)
P-Value
Threshold 1(Central/T) - 488.48±16.13 247.72±8.67
SVM
1(Whole/T) 64× 2 474.46±16.94 240.53±8.68 0.01
3(Central/P,T,S) 3× 2 468.6±19.25 237.74±10.15 0.000005
SVM
5(Central/2P,T,2S) 5× 2 466.28±19.06 236.53±10.23 0.002
7(Central/3P,T,3S) 7× 2 456.11±15.83 231.35±8.64 0.0000001
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Table C.3: Using Central Samples from Neighboring Information
(i) Distance 10,000 km
Method No. of symbols
and samples
No. of
features
SER (×10−4) BER
(×10−4)
P-Value
Threshold 1(Central/T) - 607.08±16.68 309.53±9.98
SVM
1(Whole/T) 64× 2 588.5±23.71 300.06±13.05 0.01
3(Central/P,T,S) 3× 2 583.32±19.93 297.14±11.51 0.0004
SVM
5(Central/2P,T,2S) 5× 2 576.07±17.1 293.7±10.08 0.00001
7(Central/3P,T,3S) 7× 2 574.27±15.81 292.85±9.561 0.000004
Table C.3: The linear SVM results using different number of central samples from different number
of adjacent symbols on the optical signals at the distances from 2,000 km to the maximum 10,000
km, compared with the threshold method result. SER denotes the average of symbol error ratio.
BER denotes the average of bit error ratio. (×2) denotes that each an optical signal input is
represented by (sin θ,cos θ). The letters P , T and S denote that preceding, target and succeeding
symbol respectively. The text in blue refers to the results obtained using the threshold method. The
text in red refers to the best SVM result.
C.1.4 Some Results about the Second Type of Data (Y-Polarization)
The experiments include:
1. The threshold method. See Table C.4.
2. Linear SVM and linear Search to find the best cost parameter C value:
• Investigate different number of samples of the target symbol:
– Experiment 1: Using the complete set of samples of the target symbol, See Table
C.5, Figure C.1.
– Experiment 2: Using the 33rd central sample of the target symbol, See Table C.6,
Figure C.2.
• Investigate the effect of the symbols either side:
– Experiment 1: Using the 33rd central sample of the target symbol and symbol either
side, See Table C.7, Figure C.3.
– Experiment 2: Using the 33rd central sample from the target symbol and two symbols
either side, See Table C.8, Figure C.4.
– Experiment 3: Using the 33rd central sample of the target symbol and three symbols
either side, See Table C.9, Figure C.5.
– Experiment 4: Using the 33rd central sample of the target symbol and four symbols
either side, See Table C.10, Figure C.6.
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– Experiment 5: Using the 33rd central sample of the target symbol and two preceding
symbols, See Table C.11, Figure C.7.
– Experiment 6: Using the complete set of samples of the target and the preceding
symbol, See Table C.12, Figure C.8.
Figure C.1: A comparison between the BER (log-scaled) obtained using linear SVM and the thresh-
old method. The input vector to our classifier is the complete set of samples of the target symbol,
at the distances from 1,000 km to 10,000 km, Y-Polarization.
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Figure C.2: A comparison between the BER (log-scaled) obtained using linear SVM and the thresh-
old method. The input vector to our classifier is the central sample of the target symbol, at the
distances from 1,000 km to 10,000 km, Y-Polarization.
Figure C.3: A comparison between the BER (log-scaled) obtained using linear SVM and the thresh-
old method. The input vector to our classifier is the central sample of the target symbol and symbol
either side, at the distances from 1,000 km to 10,000 km, Y-Polarization.
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Figure C.4: A comparison between the BER (log-scaled) obtained using linear SVM and the thresh-
old method. The input vector to our classifier is the central sample of the target symbol and two
symbols either side, at the distances from 1,000 km to 10,000 km, Y-Polarization.
Figure C.5: A comparison between the BER (log-scaled) obtained using linear SVM and the thresh-
old method. The input vector to our classifier is the central sample of the target symbol and three
symbols either side, at the distances from 1,000 km to 10,000 km, Y-Polarization.
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Figure C.6: A comparison between the BER (log-scaled) obtained using linear SVM and the thresh-
old method. The input vector to our classifier is the central sample of the target symbol and four
symbols either side, at the distances from 1,000 km to 10,000 km, Y-Polarization.
Figure C.7: A comparison between the BER (log-scaled) obtained using linear SVM and the thresh-
old method. The input vector to our classifier is the central sample of the target symbol and two
preceding symbols, at the distances from 1,000 km to 10,000 km, Y-Polarization.
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Figure C.8: A comparison between the BER (log-scaled) obtained using linear SVM and the thresh-
old method. The input vector to our classifier is the complete set of samples of the target and
preceding symbol, at the distances from 1,000 km to 10,000 km, Y-Polarization.
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C.2 Experiments and Results using an SVM with Wavelets
(Chapter 7)
C.2.1 Results using Optical Data (Complex Data) (Section 7.2)
Table C.13: Results of linear SVM based on wavelets, optical data, The letters P , T and S denote
that preceding, target and succeeding symbol respectively.
(a) Distance 8,000 km
Method No. of symbols
and sample
No. of
features
Type
and
level of
(WT)
SER
(×10−4)
BER
(×10−4) P-Value
Threshold 1(Central/T) - No/0 370.17±14.76 187.27±7.69
SVM
1(Central/T) 1× 2
No/0 370.54±16.23 187.41±8.36 0.85
Haar/1 363.67±16.13 183.97±8.48 0.01
Haar/2 358.56±15.93 181.51±8.55 0.004
db4/2 605.40±46.58 307.35±23.55 5.42E-08
1(Whole/T)
64× 2 No/0 356.24±13.74 179.84±7.36 0.001
32× 2 Haar/1 356.24±13.21 179.93±7.15 0.003
16× 2 Haar/2 354.94±12.87 179.33±7.02 0.0005
7(Central/3P,T,3S) 7× 2
No/0 339.9±9.8 171.95±5.41 0.000004
Haar/2 332.65±11.34 168.32±6.14 2.08E-07
db4/2 425.08±21.79 216.12±11.84 7.23E-06
(b) Distance 9,000 km
Method No. of symbols
and sample
No. of
features
Type
and
level of
(WT)
SER
(×10−4)
BER
(×10−4) P-Value
Threshold 1(Central/T) - No/0 488.48±16.13 247.72±8.67 P-value
SVM
1(Central/T) 1× 2
No/0 489.13±14.45 248.05±7.87 0.49
Haar/1 484.21±17.06 245.64±8.99 0.06
Haar/2 479.10±19.23 242.80±10.42 0.0003
db4/2 722.98±23.52 368.92±12.44 2.51E-12
1(Whole/T)
64× 2 No/0 474.46±16.94 240.53±8.68 0.01
32× 2 Haar/1 473.07±17.25 239.92±8.88 0.003
16× 2 Haar/2 474.37±16.65 240.57±8.52 0.002
7(Central/3P,T,3S) 7× 2
No/0 456.11±15.83 231.35±8.64 0.0000001
Haar/2 451.28±15.06 228.75±8.37 5.64E-07
db4/2 558.2±29.34 285.14±15.54 1.41E-06
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Table C.13: Results of linear SVM based on wavelets, optical data (continued)
(c) Distance 10,000 km
Method No. of symbols
and sample
No. of
features
Type
and
level of
(WT)
SER
(×10−4)
BER
(×10−4) P-Value
Threshold 1(Central/T) - No/0 607.08±16.68 309.53±9.98 P-value
SVM
1(Central/T) 1× 2
No/0 610.33±19.01 311.2±10.95 0.06
Haar/1 604.01±18.35 307.67±10.67 0.1
Haar/2 593.8±18.47 302.75±10.63 0.01
db4/2 871.19±25.19 447.39±13.22 2.36E-11
1(Whole/T)
64× 2 No/0 588.5±23.71 300.06±13.05 0.01
32× 2 Haar/1 586.27±24.62 298.89±13.62 0.005
16× 2 Haar/2 584.88±23.95 298.2±13.14 0.002
7(Central/3P,T,3S) 7× 2
No/0 574.27±15.81 292.85±9.561 0.000004
Haar/2 566.84±14.84 289.13±9.05 2.47E-06
db4/2 694.38±29.46 356.85±15.57 3.43E-08
Table C.13: The linear SVM results using different input vectors of optical waves before and after
using wavelet transforms at the distances from 8,000 km to the maximum 10,000 km, compared
with the threshold method result. SER denotes the average of symbol error ratio. BER denotes the
average of bit error ratio. (×2) denotes that each an optical signal input is represented by (sin θ,cos θ).
The letters P , T and S denote that preceding, target and succeeding symbol, respectively. In
M(X/NP, T,NS), M is the number of symbols, X is the number and position of the samples
from each using symbols, and N is the number of symbols that are used from preceding (P ) and
succeeding (S) of the target symbol (T ). The text in blue color denotes corresponding results are
obtained without applying wavelets. The text in red color refer to the best wavelet result.
C.2.2 Applying Wavelet Transform (WT) on Optical Transmission Data
The experiment investigates whether applying WT on the optical transmission data using two dif-
ferent ways can provide the same results or not. These two methods are:
1. Method 1: Applying the WT on the complex number, then calculate the sin θ and cos θ
values from the extracted features.
2. Method 2: Calculate the phase value of the complex number, then compute sin θ and cos θ
values. Then applying the WT on the resulted values.
In this experiment, I applies the Haar wavelet (level 2), using two input vectors to the linear SVM
classifier:
1. The whole set of samples of the target symbol. After using the WT, this point means that
using the complete set of values (coefficients) of the approximation part, which is extracted
from the target symbol, as an input to the classifier.
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2. The central sample of the target. After using the WT, this point means that using the central
coefficient value of the approximation part, which is extracted from the target symbol, as an
input to the classifier.
The optical transmitted signal, which is used herein, is received at the distance of 10,000 km.
Table C.14 shows the linear SVM results obtained using the previous two methods. There is a
slightly difference in the prediction accuracy between both methods when the input vector is the
whole set of samples of the target symbol. But when the input vector is only the central sample of
the target symbol, the results are the same using both methods. I adopted the first method in my
experiments.
Method Input vector NSE SAR% NBE BAR%
Method 1
ALL 626 94.19 637 97.04
Mid 652 93.95 662 96.93
Method 2
ALL 628 94.17 639 97.03
Mid 652 93.95 662 96.93
Table C.14: Comparing of using two ways to prepare the input vector for the SVM classifier. The
results obtained from the first data set of the second type of data at the distance of 10,000 km. ALL
denotes the whole set of samples of the target symbol, and Mid denotes the central sample of the
target symbol. NSE and NBE denote the number of symbol and bit errors, respectively. SAR and
BAR denote the symbol and bit accuracy rate, respectively. As it has shown when the input vector
is the whole set of samples of the target symbol, there is a slightly difference between both methods.
But when the input vector is only the central sample, the results are the same using both methods.
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C.3 Results using Data based on Real Text (Chapter 8)
C.3.1 Results using a Linear SVM (Section 8.1)
Table C.15: Results using a Linear SVM
(a) Distance 1,000 km
Method No. of symbols
and samples
No. of
features
SER
(×10−4)
BER
(×10−4) P-Value
Threshold 1(Central/T) - 35.81±14.28 17.9±7.14
SVM
1(Whole/T) 64× 2 28.69±9.9 14.34±4.95 0.02
1(Central/T) 1× 2 34.59±13.38 17.29±6.69 0.41
3(Central/P,T,S) 3× 2 22.18±9.04 11.09±4.52 0.001
5(Central/2P,T,2S) 5× 2 18.32±7.09 9.16±3.55 0.001
7(Central/3P,T,3S) 7× 2 12.83±5.79 6.41±2.9 0.0002
9(Central/4P,T,4S) 9× 2 8.76±5.99 4.38±3 5.77E-05
11(Central/5P,T,5S) 11× 2 9.78±6.01 4.89±3 6.26E-05
13(Central/6P,T,6S) 13× 2 6.93±4.47 3.46±2.23 7.32E-05
21(Central/10P,T,10S) 21× 2 3.67±3.55 1.83±1.78 4.34E-05
(b) Distance 2,000 km
Method No. of symbols
and samples
No. of
features
SER
(×10−4)
BER
(×10−4) P-Value
Threshold 1(Central/T) - 158.5±34.84 79.35±17.42
SVM
1(Whole/T) 64× 2 121.06±22.88 60.94±11.72 6.79E-05
1(Central/T) 1× 2 158.09±31.41 79.15±15.69 0.84
3(Central/P,T,S) 3× 2 97.27±18.28 48.74±9.2 4.79E-05
5(Central/2P,T,2S) 5× 2 82.64±14.32 41.42±7.14 2.15E-05
7(Central/3P,T,3S) 7× 2 61.68±11.33 30.94±5.84 6.15E-06
9(Central/4P,T,4S) 9× 2 42.35±9.36 21.28±4.64 1.95E-06
11(Central/5P,T,5S) 11× 2 48.47±10.96 24.34±5.48 3.46E-06
13(Central/6P,T,6S) 13× 2 37.89±10.85 19.04±5.36 3.13E-06
21(Central/10P,T,10S) 21× 2 25.07±9.66 12.64±4.81 8.17E-07
(c) Distance 3,000 km
Method No. of symbols
and samples
No. of
features
SER
(×10−4)
BER
(×10−4) P-Value
Threshold 1(Central/T) - 350.77±39.35 176±19.75
SVM
1(Whole/T) 64× 2 256.36±28.76 129.81±14.81 9.96E-06
1(Central/T) 1× 2 355.04±37.17 178.13±18.65 0.02
3(Central/P,T,S) 3× 2 225.27±18.72 113.35±9.29 4.53E-07
5(Central/2P,T,2S) 5× 2 203.33±20.32 102.28±10.22 5.13E-07
7(Central/3P,T,3S) 7× 2 156.55±21.82 78.99±11.09 1.15E-08
9(Central/4P,T,4S) 9× 2 127.46±22.95 64.34±11.9 8.66E-08
11(Central/5P,T,5S) 11× 2 133.8±16.19 67.41±7.9 7.05E-08
13(Central/6P,T,6S) 13× 2 104.7±16.43 52.86±8.12 3.1E-08
21(Central/10P,T,10S) 21× 2 73.38±20.67 37.51±10.39 9.32E-09
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Table C.15: Results using a Linear SVM (continued)
(d) Distance 4,000 km
Method No. of symbols
and samples
No. of
features
SER
(×10−4)
BER
(×10−4) P-Value
Threshold 1(Central/T) - 547.52±44.22 275.9±22.13
SVM
1(Whole/T) 64× 2 406.93±33.5 209.67±17.96 1.43E-08
1(Central/T) 1× 2 551.38±39.94 277.73±20.15 0.46
3(Central/P,T,S) 3× 2 377.29±36.96 191.29±19.36 2.56E-07
5(Central/2P,T,2S) 5× 2 348.66±36.57 177.28±19.26 2.95E-08
7(Central/3P,T,3S) 7× 2 287.85±23.74 146.78±12.88 3.54E-09
9(Central/4P,T,4S) 9× 2 230.29±25.21 118.1±13.09 6.08E-10
11(Central/5P,T,5S) 11× 2 243.56±25.57 124.84±13.84 1.54E-09
13(Central/6P,T,6S) 13× 2 204.91±25.73 105.31±14.04 8.23E-10
21(Central/10P,T,10S) 21× 2 144.52±26.74 74.71±14.56 7.4E-11
(e) Distance 5,000 km
Method No. of symbols
and samples
No. of
features
SER
(×10−4)
BER
(×10−4) P-Value
Threshold 1(Central/T) - 762.38±39.66 386.99±20.88
SVM
1(Whole/T) 64× 2 568.68±30.15 297.46±18.01 5.52E-08
1(Central/T) 1× 2 767.06±35.1 389.22±18.55 0.25
3(Central/P,T,S) 3× 2 555.35±43.19 283.37±23.68 5.64E-08
5(Central/2P,T,2S) 5× 2 514.95±47.38 264.09±25.64 3.22E-08
7(Central/3P,T,3S) 7× 2 434.43±39.57 224.24±22.42 1.33E-09
9(Central/4P,T,4S) 9× 2 357.95±37.06 185.29±20.57 9.47E-11
11(Central/5P,T,5S) 11× 2 364.33±40.24 189.6±22.23 3.25E-11
13(Central/6P,T,6S) 13× 2 316.94±26.7 165.5±14.97 1.27E-10
21(Central/10P,T,10S) 21× 2 244.2±32.37 127.3±18.36 2.59E-11
(f) Distance 6,000 km
Method No. of symbols
and samples
No. of
features
SER
(×10−4)
BER
(×10−4) P-Value
Threshold 1(Central/T) - 973.37±41.21 497.26±20.94
SVM
1(Whole/T) 64× 2 756.88±45.56 401.13±24.39 1.54E-08
1(Central/T) 1× 2 977.44±41.55 499.4±21.25 0.21
3(Central/P,T,S) 3× 2 752.95±36.42 387.26±18.97 1.1E-09
5(Central/2P,T,2S) 5× 2 703.43±39.88 363.31±20.76 3.45E-09
7(Central/3P,T,3S) 7× 2 613.17±41.45 318.09±22.56 5.35E-10
9(Central/4P,T,4S) 9× 2 514.12±29.76 268.16±17.28 1.22E-10
11(Central/5P,T,5S) 11× 2 521.34±33.88 272.58±17.91 6.23E-11
13(Central/6P,T,6S) 13× 2 465.63±39.75 243.51±22.23 2.51E-10
21(Central/10P,T,10S) 21× 2 366.91±38.11 193.54±20.71 8.26E-12
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Table C.15: Results using a Linear SVM (continued)
(g) Distance 7,000 km
Method No. of symbols
and samples
No. of
features
SER
(×10−4)
BER
(×10−4) P-Value
Threshold 1(Central/T) - 1187±49.72 611.3±24.33
SVM
1(Whole/T) 64× 2 937.76±45.17 501.03±25.71 1.39E-08
1(Central/T) 1× 2 1178.86±55.07 607.74±27.79 0.24
3(Central/P,T,S) 3× 2 936.71±48.19 487.08±26.79 3.29E-08
5(Central/2P,T,2S) 5× 2 894.95±46.09 466.92±25.45 1.65E-08
7(Central/3P,T,3S) 7× 2 775.62±60.72 408.57±32.64 2.22E-08
9(Central/4P,T,4S) 9× 2 682.1±39.85 360.19±22.69 3.96E-10
11(Central/5P,T,5S) 11× 2 674.49±51.52 357.20±27.6 4.18E-10
13(Central/6P,T,6S) 13× 2 613.71±45.09 326.2±24.32 8.19E-11
21(Central/10P,T,10S) 21× 2 495.73±36.64 263.56±20.81 9.36E-11
(h) Distance 8,000 km
Method No. of symbols
and samples
No. of
features
SER
(×10−4)
BER
(×10−4) P-Value
Threshold 1(Central/T) - 1367.47±55.89 706.12±28.67
SVM
1(Whole/T) 64× 2 1112.54±51.17 599.81±29.68 9.77E-08
1(Central/T) 1× 2 1370.12±61.46 707.44±31.93 0.66
3(Central/P,T,S) 3× 2 1130.65±55.58 590.05±30.99 2.81E-08
5(Central/2P,T,2S) 5× 2 1075.7±57.17 563.9±30.41 1.39E-08
7(Central/3P,T,3S) 7× 2 961.08±60.37 507.1±32.26 2.22E-10
9(Central/4P,T,4S) 9× 2 843.56±51.75 446.11±28.05 1.09E-10
11(Central/5P,T,5S) 11× 2 843.52±52.33 445.89±27.3 2.29E-11
13(Central/6P,T,6S) 13× 2 765.05±54.64 406.46±29.23 7.17E-11
21(Central/10P,T,10S) 21× 2 634.54±53.54 338.37±29.88 2.17E-10
Table C.15: The linear SVM results at the distances from 1,000 km to the maximum 8,000 km,
compared with the threshold method result. SER denotes the average of symbol error ratio. BER
denotes the average of bit error ratio. (×2) denotes that each an optical wave/symbol input is
represented by (sin θ,cos θ). The letters P , T and S denote that preceding, target and succeeding
symbol respectively. In M(X/NP, T,NS), M is the number of symbols, X is the total number and
position of the samples from each used symbols, and N is the number of symbols that are used
from preceding and succeeding of the target symbol T . The text in blue color denotes corresponding
results are obtained using the threshold method. The text in green color denotes corresponding
results are obtained using the SVM with only the central sample of the target wave/symbol. It can
be seen that there is not any BER improvement over the threshold method when using SVM with
only the central sample of the target wave. The text in red color refer to the best result. Using
more than one sample from the target symbol (e.g the whole set of samples) improves the BER.
Increasing the number of the neighbouring central samples helps to improve the BER.
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Appendix D
Publications on this Thesis
I have published three conference papers during my studying as I mentioned in the introduction in
Chapter 1:
• Reducing Bit Error Rate of Optical Data Transmission with Neighboring Symbol
Information Using a Linear Support Vector Machine by Weam M. Binjumah, Alexey
Redyuk, Neil Davey, Rod Adams and Yi Sun - presented in European Conference on Machine
Learning and Principles and Practice of Knowledge Discovery in Databases, from 7 to 11
September, 2015 in Porto, Portugal.
• Error Correction over Optical Transmission by Weam M. Binjumah, Alexey Redyuk,
Rod Adams, Neil Davey and Yi Sun - presented in ICPRAM 2017; 6th International Conference
on Pattern Recognition Applications and Methods, from 24 to 26 February, 2017 in Porto,
Portugal.
• Investigating Optical Transmission Error Correction using Wavelet Transforms by
Weam M. Binjumah, Alexey Redyuk, Rod Adams, Neil Davey and Yi Sun - presented in
ESANN 2017; Investigating Optical Transmission Error Correction using Wavelet Transforms,
from 26 to 28 April, 2017 in Bruges, Belgium.
The papers are presented on the following pages as published:
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Reducing Bit Error Rate of Optical Data
Transmission with Neighboring Symbol
Information Using a Linear Support Vector
Machine
Weam M. Binjumah1, Alexey Redyuk2, Neil Davey1, Rod Adams1, Yi Sun1
1The School of Computer Science, University of Hertfordshire, Hatfield, AL10 9AB,
UK, weam.m.j@gmail.com, [n.davey, R.G.Adams, y.2.sun]@herts.ac.uk.
2Novosibirsk State University, Novosibirsk, 2 Pirogova Street, 630090, Russia,
alexey.redyuk@gmail.com.
Abstract. Improvement of bit error rate in optical transmission sys-
tems is a crucial and challenging problem. Whenever the distance trav-
elled by the pulses increases, the difficulty of it being classified correctly
also increases. We apply a linear support vector machine for classifying
Wavelength-Division-Multiplexing Non-Return-to-Zero Dual-Polarization
Quadrature-Phase-Shift-Keying (WDM NRZ DP QPSK) signals with
neighboring information. We demonstrate a bit error rate (BER) im-
provement in comparison with the traditional threshold method.
Key words: Support Vector Machine (SVM), Classification, Machine
Learning, Bit Error Rate (BER), Signal Processing, Optical Data Trans-
mission.
1 Introduction
In optical communication systems, there are many different causes of loss in the
quality of the signal [1]. Increasing the distance travelled by the pulses leads
to an increase in the number of bit errors. As is normally the case the phase is
measured at the mid point of the pulse because that represents the highest power
level. Both linear and nonlinear distortions can be present in the signal. Pulse
linear distortion can be modeled, and therefore factor it out. The same is not
true for non-linear distortion. And so, we are using machine learning technique
to detect and correct such distortions. Metaxas et al. demonstrates that linear
Support Vector Machines (SVM) outperformed other trainable classifiers for
error correction in optical data transmission, such as using neural networks [2].
In this paper, we investigate the most significant samples that can be used
for training the linear SVM classifier to reduce the number of bit errors during
the classification process. In particular, we take into account the neighboring
information from each symbol.
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2 Motivation
There is an on going need to increase global bandwidth. Due to its capacity and
speed at long distances optical links are currently used and probably will also
be used in the foreseeable future. The greater distance signals travel the more
likely noise will corrupt the signal, giving rise to an ever increasing bit error rate
(BER). Errors can be dealt with by adding check bits to the signal, but this
uses bandwidth. In our work, we use an alternative approach in which we train
a machine learning system to automatically detect and correct errors.
3 Background
3.1 Related Work
One technique that can be used to reduce the effect of signal distortion is using
machine learning systems. In earlier works, we demonstrated the possibility of
using simple artificial neural networks to help error correction and detection
accurately at a high speed [3]. Since the system is trainable, it could cope with
the change over the time of a channel’s characteristics. The decoder used a
perceptron which can classify at high speed. In fact, it could be built in hardware
and give real time error correction even at bit rates of over 100 GHz. One problem
of using a perceptron is to regularize the decision boundary to avoid over/under
fitting. [2] demonstrated the efficiency of a trainable classifier at improving the
bit error rate. It is known that a support vector machine (SVM) is a better
classifier than perceptron. In the work reported here, we show how a linear SVM
can be used to perform error detection and correction.
3.2 Computational Model
Fig. 1 shows the link configuration under investigation. In the numerical model
we simulated a typical non-return-to zero (NRZ)-DP-QPSK transmitter which
consisted of a laser, modulated at 30 Gbaud using a 215 pseudorandom binary
sequence (PRBS) and filtered by a 2nd order super Gaussian filter with 30 GHz
3 dB bandwidth. The signal channel at 1550 nm was propagated over the fiber
along with 10 50 GHz spaced similar crosstalk channels, with decorrelated PRBS
sequences. In order to model signal propagation over the nonlinear fiber a sys-
tem of coupled nonlinear Schrödinger equations (CNLSE) was used. CNLSE has
been solved using the split-step Fourier method [4]. After each erbium doped fiber
amplifier (EDFA), the signal was noise loaded with the white Gaussian noise,
calculated using a 6 dB amplifier noise figure. At the receiver side the signal was
filtered by a 2nd order super Gaussian filter with 30 GHz 3 dB bandwidth. The
chromatic dispersion was fully compensated by multiplying the Fourier trans-
formed optical field with the reverse dispersion function. For phase estimation,
an algorithm based on the 4th-power Viterbi–Viterbi method has been used.
The effects of signal digitization, polarization rotation and PMD have not been
considered in the simulations.
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Fig. 1: The fiber link configuration.
(a) Four different variant of the phase
for PI/4 QPSK modulation with Gray
coding.
(b) Gaussian carrier wave superimposed
on an sinusoidal light wave
Fig. 2: PI/4 QPSK modulation and Gaussian carrier wave.
The data we are analyzing consists of 32,768 symbols. Our data was generated
by a dual-polarization optical communication system, X and Y polarization.
The simulation process was repeated 10 times with different random realizations
of the amplified spontaneous emission (ASE) noise and input PRBS, each run
generates 32,768 symbols. The signal was detected at intervals of 1,000 km to a
maximum distance 10,000 km.
Each pulse was decoded into one of four symbols; see Fig. 2(a), according to
its phase. Each data point has a corresponding two-bit label for each run. Each
run generates one data set. Fig. 2(b) shows a Gaussian carrier wave superimposed
on an sinusoidal light wave. In this paper we focus on X-Polarization data and
use Y-Polarization data for verification of our results. Each pulse is represented
by 64 equally spaced phase samples. Fig. 3 shows the phase of central sample of
one of the data sets at 10,000 km. As we can see from Fig. 3, the phase of some
pulses is different from their actual encodings (provided by labels). This means
these signals were distorted after traveling 10,000 km.
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Fig. 3: The phase of the sample 33, XPOL, run1, at 10,000 km.
4 Machine Learning Decoder
In this work, we used a trainable classifier to help decode the received pulses.
Note that the data used in this work is simulated data. Since this decoding must
take place in real time, the classifier must be capable of being hardware based.
To this end, we used a linear support vector machine (SVM) [2]. SVM is a soft
maximum margin classifier, see Fig. 4. It has only one non-learnable parameter,
which is the regularizing cost parameter C [2]. This parameter allows the cost of
misclassification to be specified. The Linear SVM is arguably the most successful
method in machine learning.
In order to have a continuously varying phase value, both the Sine and Co-
sine of the phase were used as input to our decoding (The phase angle has a
discontinuity at 0 / 2pi).
We had used a variety of inputs to our decoder as can be seen in Table 1.
From Fig. 5, we see the reason behind using symbols on either side of the symbol
being analyzed. Fig. 5 shows three consecutive symbols at 0 km and at 10,000
km. At 10,000 km the middle symbol was incorrectly decoded (the dotted line)
when using the threshold method. As we can see from Fig.5, the first symbol has
a phase of (pi) whereas the phase of the middle symbol is (0) or (2pi). However,
at 10,000 km the central symbol has been degraded. At the distance of 10,000
km, the first symbol tries to pull the second symbol from (2pi) to (pi), which led
to the prediction of the middle symbol at the middle point as (3pi/2). From the
above observation, our hypothesis is that the neighboring symbols can affect the
target symbol, for which we want to predict the label. Therefore, in this work we
investigate the effect of using the symbol either side of the target in an attempt
to reduce the bit error rate. Table 1 shows a description of some experiments
that had done on our data in terms of the samples used and features considered.
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Fig. 4: The margin and support vectors[5].
Table 1: A description of the experiment that were implemented on our data.
In the experiment D we used the central sample from the target symbol and
symbol either side. In the experiment E we used the central sample from the
target symbol and two symbols either side. In the experiment F we used the
central sample from the target symbol and two preceding symbols.
Exp. Method Sample Feature’s type Symbol
A Threshold Central Phase value (θ) One symbol
B Linear SVM Central sin(θ),cos(θ) One symbol
C Linear SVM 64 samples sin(θ),cos(θ) One symbol
D Linear SVM 3 samples sin(θ),cos(θ) Three symbols
E Linear SVM 5 samples sin(θ),cos(θ) Five symbols
F Linear SVM 3 samples sin(θ),cos(θ) Three symbols
5 Experiments Setup and Results
In each experiment, we divided each data set into 2/3 training and 1/3 testing.
LIBSVM [6] program was used to classify our data sets linearly. We divided the
data in the training set into 5 parts and used 5-fold cross validation to find a
perfect value for C.
Table 2 shows a comparison between the number of bit errors that obtained
from using the threshold method (column A), and the linear SVM using differ-
ent numbers of samples and symbols (columns B, C, D, E and F, (see Table 1
for details)). Each number in Table 2 from column A to F is the average of the
number of bit errors over 10 data sets; and the best result in each distance has
been shown in bold font. As we can see from Table 2, the best results obtained
so far is from the linear SVM when using 3 samples, the central sample from
the target symbol and symbols either side. And also when using 5 samples, the
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central sample from the target symbol and two symbols either side. Compared
with the result obtained from using the traditional threshold method, the lin-
ear SVM has showed a useful improvement when using more than one sample.
Especially, when those samples were taken from more than one symbol. For ex-
ample, the experiment D correctly classified the middle symbol shown in Fig. 5,
whereas experiment A, B and C, which did not involve neighboring information
misclassified the symbol.
Fig. 6 shows the percentage of the improvement over the threshold method
against the distance for the experiments D in Fig. 6 (a) and E in Fig. 6 (b). As
can be seen using the neighboring information, an improvement can be obtained
from the distance of 2,000 km; with the best improvement was obtained at the
distance 3,000 km.
Table 2: How the number of bit errors varies with distance (Note that each
number in columns A to F is the average of the number of bit errors over 10
data sets).
Distance A B C D E F
0 km 0 0 0 0 0 0
1,000 km 0 0 0 0 0 0
2,000 km 2.3 3 3.2 2 1.7 1.8
3,000 km 16.7 16.3 16.5 10.6 11.2 12.9
4,000 km 50.9 50.7 46.9 37.6 39.2 40.3
5,000 km 103.7 103.3 98.3 89.9 88.9 92.2
6,000 km 185.5 184.9 172.3 165.3 163.3 165.2
7,000 km 284.4 284.7 273.1 260.5 262.1 262.3
8,000 km 403.3 403.6 386.6 372.5 377.9 378.2
9,000 km 533.5 534.2 517.4 511.9 509.3 509.9
10,000 km 666.6 670.2 642.1 639.8 632.4 634
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Fig. 5: Three contiguous symbols to show the effect of the symbols either side.
(a) Experiment D. (b) Experiment E.
Fig. 6: The improvement over the threshold method (%). (a) Experiment D:
applying linear SVM using 3 samples (the 33rdcentral sample from the target
symbol and symbol either side). (b) Experiment E: applying linear SVM using
linear SVM with 5 samples (the 33rdcentral sample from the target symbol and
two symbols either side).
6 Summary and Conclusions
In this work we demonstrated the bit error rate can be reduced using machine-
learning techniques. So far, the best results has been obtained for all distances
using a linear SVM trained on data from the target symbol with either the
symbol either side, or two symbols either side.
We are investigating that how many neighboring symbols should be used as
inputs of our machine learning decoder. At the current stage, the target symbol
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with three, four, five symbols either side respectively are being investigated.
Furthermore, since essentially, the sequence of pulses is time series, we shall
apply embedding dimension [7] as a guide to find out a suitable number of
neighbors.
We expect that our investigations with nonlinear SVM allow us to obtain
further BER improvement along all distances. In addition, features extracted
from the signal wave will be investigated in the future work as well. Moreover,
we will investigate our methods on different kinds of modulation.
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Abstract: Reducing bit error rate and improving performance of modern coherent optical communication system is a
significant issue. As the distance travelled by the information signal increases, bit error rate will degrade.
Support Vector Machines are the most up to date machine learning method for error correction in optical
transmission systems. Wavelet transform has been a popular method to signals processing. In this study, the
properties of most used Haar and Daubechies wavelets are implemented for signals correction. Our results
show that the bit error rate can be improved by using classification based on wavelet transforms (WT) and
support vector machine (SVM).
1 INTRODUCTION
Improving the bit error rate (the number of bit errors
divided by the total number of transmitted bits) in op-
tical transmission systems is a crucial and challeng-
ing problem. There are many different causes of the
transmitted signal degradation in optical communica-
tion systems, for instance optical losses, fiber nonlin-
earity, dispersive properties of the medium etc (Bern-
stein et al., 2003). Increasing the distance travelled
by the optical pulses along long-haul fiber links also
leads to an increase in the number of error bits. In op-
tical telecommunications an information signal may
be encoded by amplitude or the phase of the optical
pulses. In this work, we consider phase encoding sig-
nals. Metaxas et al. demonstrates that linear Support
Vector Machines (SVM) outperformed other trainable
classifiers, such as using neural networks, for error
correction in optical data transmission; besides that it
is easier to build the hardware for an SVM in real time
(Metaxas et al., 2013).
The purpose of signal decomposition is to extract
the relevant information from the signal and reduce
the level of interfering noise. The wavelet transform
has become widespread in analyzing and processing
signals. Wavelet signal processing can be applied to
extract the underlying information of the signal (Ri-
oul and Vetterli, 1991). For various kinds of signals,
different kinds of wavelets can be selected. In this pa-
per, we investigate whether wavelets can be used on
the distorted optical signals to extract the reliable in-
formation of the original signals or not. Especially,
we look into whether wavelets can deal with noise in
phase and/or frequency of optical signals.
2 PROBLEM DOMAIN
Typical optical communication systems consist of
three main components, see Figure 1: an optical trans-
mitter (Tx in Figure 1) that converts the electrical sig-
nal into an optical signal, an optical fiber as the prop-
agation medium of the optical signal and an optical
receiver (Rx in Figure 1) that converts the received
optical signal into an electrical signal again. Dur-
ing the transmission, the optical signals are exposed
to many kinds of impairments such as attenuation,
dispersion broadening and nonlinear distortion (Kan-
prachar, 1999).
Figure 1: The optical fiber link configuration (Binjumah
et al., 2015).
These impairments generate some error informa-
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tion bits at the receiver of the fiber link. Increasing
the distance travelled by the signal leads to a loss
in the quality of the signal and further bit error rate
(BER) degradation (Binjumah et al., 2015). With the
increase in speed currently achievable, the complex-
ity of reduction in bit error rates increases. The high-
speed and long distance data transmission in optical
systems needs to be accompanied with as low bit error
rate as possible (Metaxas et al., 2013). Therefore, the
reduction of bit error rate in optical data transmission
is a significant issue and is difficult to be achieved.
In earlier work, we investigated how a linear SVM
classifier can be trained to automatically detect and
correct bit errors. We took into consideration the
most important neighbouring information, which can
be used for training the linear SVM classifier, from
each signal (Binjumah et al., 2015).
In this paper, a linear SVM classifier was used to
classify the bits accurately, which reduces the error
rate while transmitting the data across a specific dis-
tance. In addition, we investigate using wavelet trans-
forms to remove noise from the signals prior to classi-
fication in order to improve the system performance.
3 METHODS
3.1 Representation of Signals using
Wavelet Transforms
Wavelet transform is a mathematical tool that can be
used for the extraction of information from a vari-
ety of data forms, such as images and audio signals
(Lee and Lim, 2012). The theory of wavelet stands
out amongst the present day scientific techniques in
producing effective methods for the extraction of op-
timal data. It was mostly created by French scientists,
according to (Plonka et al., 2013). This theory is cur-
rently utilized as an essential technique in specialized
research in electronics, mechanical, computers, com-
munications, medicine, biology, astronomy etc. In the
field of image and signal handling, the fundamental
uses of wavelet is to compress and de-noise them (Liu
et al., 2013). In this work, we started with the simplest
wavelet transforms: Haar wavelet transform. We have
also used Daubechies wavelet transforms, which have
been successfully applied in many engineering related
works (Williams and Amaratunga, 1994).
3.1.1 Haar Wavelet Transforms
Haar wavelets have been used extensively as exam-
ples in teaching due to its simplicity. In fact, it is
the simplest wavelet and has been a prototype for all
other types of wavelet transforms. The Haar trans-
form can be used for signal decomposition. It can
be carried out at several levels. At the top level that
is 1-level, a signal is transformed to two sub-signals,
which are the approximation part and the details part.
The approximation part is obtained by calculating the
inner (scalar) product between the signal and the Haar
scaling signals, while the details part is obtained by
calculating the inner product between the signal and
the Haar wavelets. Both Haar scaling signals and
Haar wavelets are defined as basis functions, which
can be seen in most of textbooks for wavelets (for
example (Walker, 2008)). Once 1-level Haar trans-
form is carried out, we can continue with the same
process to work on the next level, where the signal is
always the approximation part obtained from the pre-
vious/preceding level.
3.1.2 Daubechies Wavelet Transforms
The only difference between Daubechies and Haar
transform is the definition of their scaling signals and
the wavelets (Walker, 2008). All Daubechies wavelet
transforms are similar to each other. The simplest
type, that is Daub4 wavelet transform, is used in this
work.
3.2 Linear SVM
Support Vector Machines (SVM) defines a class of
machine learning algorithms and method used for
classification, recognition and regression analysis. It
is arguably the most successful method in machine
learning. SVMs can be both linear and non-linear
models. The SVM is a soft maximum margin clas-
sifier. Linear SVM has only one non-learnable pa-
rameter, which is the regularising cost parameter C
(Smola and Scho¨lkopf, 1998). This parameter allows
the cost of mis-classification to be specified. The Lin-
ear SVM model is trained on a set of training data; the
training data are linearly separable by a margin (su-
pervised learning) and categorized into groups. Each
input data sample is tested against the margin while
the model tries to maximize the margin as much as
possible (Wang et al., 2012).
3.3 The Threshold Method
The threshold method is based on using the middle
point of the signal, where the signal (pulse) reaches
the peak at the initial state. In this method, each signal
is classified to one of four classes by measuring the
phase value of its central sample. More details can be
seen in section 4.3.
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4 DESCRIPTION OF DATA
Optical signal data once it has been transmitted is
subjected to a distortion in its amplitude, frequency
and phase. As far as we can tell wavelet transforma-
tions have not been applied to data of this type, in
particular when the data is to be subsequently anal-
ysed using an SVM. In order to fully quantify how ef-
fective wavelets might be with this distorted data we
started by analysing how effective wavelet transfor-
mation would be on very simple data that had simu-
lated noise added to its amplitude, frequency or to its
phase. After that we then applied the wavelet trans-
formation to our optical data. So the data we are an-
alyzing is divided into two types, which have been
transformed using wavelets and then used as input to
the linear SVM classifier. The first type is sinusoidal
waves/signals (simple data), and the second type is
simulating optical signals (complex data).
4.1 Simple Data with Frequency and
Amplitude Noise
Four classes A, B, C and D of Sinusoidal signals were
generated with simulated noise added to its frequency
via a Gaussian distribution based on a different mean
frequency. Each class has a different mean value of
frequency that is 10 (A), 15 (B), 20 (C) and 12 (D)
respectively. All of them have the same standard de-
viation for the added ’noise’, which is 2. Each class
of data consists of 500 data points (each data point
being a wave form/signal), and each wave consists of
a vector of 640 y coordinates (samples). Each vec-
tor (wave) has a corresponding label. We then added
Gaussian amplitude ’noise’ with a mean value of 0
and standard deviation of 0.5 to the signal, this was
added at each y coordinate of each generating signal.
4.2 Simple Data with Phase and
Amplitude Noise
This time phase ’noise’ was simulated, but no fre-
quency ’noise’. Two classes of Sinusoidal signals
were generated. Each class was initialized with differ-
ent mean value of phase that is 0 radians (first class),
and pi2 radians (second class). The Gaussian ’noise’
has the same standard deviation in each class, which
is 0.5. Again each class of data consists of 500 data
points (wave forms/signals). Each wave has a cor-
responding label, and is represented as a 640 vector
(samples). We then added Gaussian amplitude noise-
with a mean value of 0 and standard deviation of 1,
this was again added at each y coordinate of each gen-
erating signal. The signal was generated according to
the following equation:
s = sin(t +a)+AN (1)
where s is the signal, t is the index for the total num-
ber of time series, a is the phase value and AN is the
amplitude noise of the signal.
4.3 Optical Signals (Simulated Data)
This part of data was generated using a simulating op-
tical fibre link. It consists of 32,768 symbols per one
WDM channel encoded by the quadrature phase shift
keying (QPSK) modulation scheme. We consider a
dual-polarization optical communication system (X
and Y polarization). The simulation process was re-
peated 10 times with different random realizations of
Amplified Spontaneous Emission (ASE) noise and in-
put pseudorandom binary sequence (PRBS), each run
generates 32,768 symbols.
The signal was detected at intervals of 1,000 km to
a maximum distance 10,000 km. Each pulse was de-
coded into one of four symbols according to its phase.
Signals that their phase values were bigger than −pi4
and smaller than pi4 will belong to the class 00. Sig-
nals that their phase values were bigger than pi4 and
smaller than 3pi4 will belong to the class 01. The class
11 have all signals that their phase values were big-
ger than 3pi4 and smaller than pi, or were smaller than
− 3pi4 and bigger than −pi. And the last class 10 has all
pulses that their phase values were bigger than − 3pi4
and smaller than −pi4 (Binjumah et al., 2015). Each
data point has a corresponding two-bit label for each
run. Each run generates one data set. Each pulse is
represented by 64 equally spaced phase samples. In
this paper we focus on X-Polarization data at the dis-
tance 8,000 km. Furthermore, neighbouring informa-
tion was used as input to the linear SVM classifier as
well. The neighbouring information is using different
numbers of samples from the symbol (signals) that
will being decoded and different symbols either side.
5 EXPERIMENTAL SET-UP AND
RESULTS
The aim of these experiments is to observe whether
using wavelets can extract the original information
from the distorted signals, and remove the noise that
corrupts them. A linear SVM classifier was used to
help decode the received signals with or without us-
ing wavelets. Linear SVM results that obtained us-
ing the noisy signals were compared to the results
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obtained using the extracted signals after using the
wavelet transforms.
5.1 Experiments and Results using
Simple Data
5.1.1 Simple Data with Frequency and
Amplitude Noise
The aim of these experiments is to investigate whether
using wavelet transforms can enable the SVM to bet-
ter distinguish between the two sets of noisy data than
without using the transforms. The data sets that were
used in these experiments consist of a combination of
two classes of data; they are AC, AB, AD and BD.
For example, AC is a combination of the two classes
of data A and C, and so on. Each pair of classes have
different distances between their means and so repre-
sent a different level of difficulty when attempting to
classify the noisy data. The 1,000 data points (500
from each class) was randomly selected to give 700
data points (signals) that were used to train the model,
and the rest of the data (300 data points) were used as
a test set.
Six tests were made: the signals with no added
amplitude ’noise’, without and with two types of
wavelet transforms; the signals with added amplitude
’noise’, without and with two types of wavelet trans-
forms. The two wavelet transforms were: Haar and
DB4 wavelet transforms, both at level 2. Then, the
results were compared with each other to see if using
wavelet transforms can help in improving the classifi-
cation process or not.
Table 1 shows the linear SVM results for four dif-
ferent data sets with and without using wavelet trans-
forms. As we see from the final column, the dif-
ference between the mean values of the frequency
for class A and C is quite high (a difference of 10)
and consequently the data could be partitioned with
98.67% accuracy. As a result, using the wavelet trans-
forms on the test set AC did not give any improve-
ment, with or without amplitude ’noise’. Essentially
1.33% of the waves were ambiguous even with no
amplitude noise added. However, on the classes with
closer means the data were more overlapping and the
accuracy rates were further reduced. Significantly
the use of wavelets did not have any effect on the
data with just frequency noise in any of the tests.
However, once the Amplitude noise was added the
use of wavelets did improve the accuracy back to-
wards the values obtained with the Frequency noise
only version. For instance with classes A and B the
wavelet transformed waves nearly brought the fully
noisy wave performance up to that of the Frequency
only noisy wave (from 84.33% to 90.67%, which is
very close to the 91% Frequency only-noisy version),
this being the best result obtained.
5.1.2 Simple Data with Phase and Amplitude
Noise
The aim of these kind of experiments is to investi-
gate whether using wavelet transforms can improve
the signals that have phase noise or not. The data set
used herein consists of 1,000 data points/signals, and
640 samples for each data point. Half of the data set
has the phase value of zero, and the other half has
phase value of 90 degrees. In this experiment, a linear
SVM was applied on the data set for classification of
the received signals. 600 data points (signals) were
used to train the model as a training set, and the rest
of the data (400 data points) were used as a test set.
Tests that were made are three types: the signals with
no amplitude noise, noisy signals, and signals after
using wavelet transforms (extracted signals).
Here we also tried to normalize the extracted sig-
nals to see if that would help in improving the clas-
sification process or not. The average of difference
between the original and extracted signal got bigger
after increasing the level of wavelet transforms. In
the normalization process, the range of the extracted
signals is re-scaled to be between -1 and 1 as the orig-
inal signals. Figure 2 shows two original signals with-
out any noise from two classes using solid lines (Red
for phase of 0 and blue for phase of 90 degrees), and
ten signals of each class after adding random phase
and amplitude noise. Figure 3, shows ten extracted
signals, using Haar wavelet transform at level 2 with-
out normalisation, and Figure 4 shows the same with
normalization. As we can see from the Figures, the
signal samples become between the range [-1,1] after
the normalization.
In this section, Haar wavelet transform at different
levels from 1 to 5, and db4 wavelet transform at level
2 were implemented. Then, the linear SVM classifier
was applied using the extracted signals. The classifi-
cation process was done using two types of input. The
first type using the whole samples (i.e the vector of
all 640 points), and the second type using the central
sample (the middle point of the wave) of the extracted
signals. Results were obtained without normalisation
and with normalisation.
1) Linear SVM Results using Extracted Signals
without Normalization
Table 1 presents the accuracy rate of prediction us-
ing linear SVM classifier on the non-normalized ex-
tracted signals. Table 1 (A), shows the linear SVM re-
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Table 1: Linear SVM results on 4 different data sets.
Group of Data Type of data Type of (WT) Level of (WT) Accuracy rate%
- - 98.67%
F-noise only Haar wavelet 2 98.67%
AC db4 wavelet 2 98.67%
(10) - - 98.67%
F + A noise Haar wavelet 2 98.67%
db4 wavelet 2 98.67%
- - 91%
F-noise only Haar wavelet 2 91%
AB db4 wavelet 2 91%
(5) - - 84.33%
F + A noise Haar wavelet 2 90%
db4 wavelet 2 90.67%
- - 69%
F-noise only Haar wavelet 2 69%
AD db4 wavelet 2 69%
(2) - - 65.33%
F + A noise Haar wavelet 2 67.67%
db4 wavelet 2 67%
- - 79%
F-noise only Haar wavelet 2 79%
BD db4 wavelet 2 79%
(3) - - 73%
F + A noise Haar wavelet 2 77.33%
db4 wavelet 2 76.67%
Note: The number in the brackets underneath the data is the difference between the means of the frequency. F-noise means
Frequency noise only. F + A noise means both Frequency and Amplitude noise were used. ( - ) denotes corresponding
results are obtained without applying wavelets.
sults using the whole samples of the non-normalized
extracted signals. Unfortunately, the results in Table
1 (A) did not show a noticeable improvement, where
the accuracy rate before using wavelet transform (us-
ing noisy signals) is 92.5%, and after using wavelet
transform is improved to 92.75% using Haar wavelets
at levels 1, 2 and 5. Table 1 (B) demonstrated the lin-
ear SVM results using just the central sample of the
non-normalized extracted signals. With less input in-
formation these values are lower than those in Table
1 (A). Interestingly, the best result obtained was us-
ing db4 wavelet transform at level 2, which is 93%
from the noisy signal level of 91.75%. Whereas Haar
wavelet transform did not show any improvement in
the result.
2) Linear SVM Results using Normalized
Extracted Signals
Table 2 presents the accuracy rate of prediction us-
ing linear SVM classifier on the normalized extracted
signals. Table 2 (A), shows the linear SVM results
using the whole samples of the extracted normalized
signals. Again, unfortunately, the linear SVM results
using the whole samples did not show any improve-
ment, where the accuracy rate was only improved
from 92.5% to 92.75% after using wavelet transform.
Table 2 (B) show the linear SVM results using the
central sample of the extracted normalized signals.
Here the wavelet transformations did have an effect,
perhaps representing that they had more work to do
when only using the central sample. The best result
was obtained using DB4 wavelet transform at level
2, where the accuracy rate is 93.75% (from 91.75%).
Comparing Tables 1 and 2 we see that generally, us-
ing the normalization improved the results, especially
when using the central sample of the signals as in-
puts. However the overall results show the difficulty
that wavelets have with phase distorted data.
5.2 Experiments and Results using
Optical Signals (Complex Data)
Finally we experiment on the full optical data. The
purpose of this experiment is to figure out whether us-
ing wavelet transforms can process the distorted opti-
cal signals or not. In this experiment, a linear SVM
was implemented using lots of different input vectors:
just the central sample, the whole set of samples from
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Figure 2: Ten Sinusoid signals with phase and amplitude noise compared with non-noisy signals (solid lines). Blue signals
has phase of 90 and red signals has phase of 0 degrees.
Figure 3: Ten extracted signals using Haar wavelet transform, level 2 (Approximation part). Blue signals has phase of 90 and
red signals has phase of 0 degrees.
the wave (all 64 values) and neighbouring informa-
tion from waves before and after the wave being clas-
sified. A selection of different transformations were
tried, from none at all (original signal) to Haar level
1 and 2 and db4 level 2 wavelets. Regarding using
the neighbouring information, we focused on using 7
central samples from 7 adjacent symbols (from the
target symbol and three symbols either sides). We
have found that using 7 central samples from 7 neigh-
bouring symbols gave the best linear SVM results
when we have used neighbouring information previ-
ously. In this experiment, 23 of the symbols/signals
were used to train the linear SVM model, and the rest
of the data (a third of the symbols) was used as a test
set.
Table 3 shows the linear SVM results using the
optical signals at the distance 8,000 km, with and
without using wavelet transform. These results were
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Figure 4: Ten extracted normalized signals using Haar wavelet transform, level 2 (Approximation part). Blue signals has
phase of 90 and red signals has phase of 0 degrees.
Figure 5: An optical signal has been classified incorrectly using both linear SVM using central samples from 7 symbols, Haar
transforms at level 2, and the threshold method (the first data set).
compared with the results obtained by measuring
the phase of the mid-point of the signal (threshold
method) which is the current hardware implemented
method. The Table presents the symbol accuracy rate
(SAR%), number of bit errors (NBE) and bit error rate
(BER%), which are an average over ten data sets. As
we can see from Table 3, the results using samples
from 7 consecutive symbols (using 3 either side of
the target symbol) were best, even though they only
used the central value of each of the 7 waves. This
is the result we have obtained before. Using a lin-
ear SVM using the extracted signals obtained from
DB4 wavelet transform did not improve the classifi-
cation process. The best result we have got so far is
the linear SVM result using 7 central samples from
7 neighbouring extracted signals, obtained from Haar
wavelet transform, level 2 which is a 1.68 BER.
Figures 5, 6 and 7 show some examples of optical
signals at the initial state (blue solid line), and after
8,000 km (red dotted line). The mid-point of the sig-
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Figure 6: An optical signal has been classified correctly using both linear SVMusing central samples from 7 symbols, Haar
transforms at level 2, and the threshold method (the first data set).
Figure 7: An optical signal has been classified correctly using linear SVM using central samples from 7 symbols, Haar
transforms at level 2, and misclassified using the threshold method (the first data set).
nal is the 33rd sample, where the phase is measured,
because that represents the highest power level. These
figures were selected from the best linear result using
the Haar wavelet at level 2, from the target signal and
three signals either side. From Figure 5, we can see
an optical signal that has been mis-classified as class
01, using both linear SVM and the threshold method,
where it belongs to class 00. Figure 6 presents an opti-
cal signal that has been detected correctly as class 00,
using both linear SVM and the threshold method. Fig-
ure 7 shows an optical signal that has been detected
correctly using linear SVM, but incorrectly using the
threshold method. As we can see, the signal should
belong to the class 00, but was mis-classified as class
10 by the threshold method, at the distance 8,000 km.
From our observation, we can say that using linear
SVMs based on wavelets transformations can ensure
some types of distorted signals be classified correctly
(for example, Figure 7).
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Table 4: The linear SVM results using optical signals before and after using wavelet transforms at the distance 8,000 km,
compared with the threshold method result.
Method Number of samples Signal types SAR % NBE BER %
Threshold Central sample Original signal 96.3± 0.15 403.3± 16.55 1.87 ± 0.08
Linear SVM Central sample Original signal 96.29 ± 0.16 403.6 ± 18.001 1.87 ± 0.08
Linear SVM Central sample Haar level 1 96.36 ± 0.16 396.2 ± 17.37 1.84 ± 0.08
Linear SVM Central sample Haar level 2 96.41 ± 0.16 390.9 ± 17.15 1.82 ± 0.09
Linear SVM Central sample db4 level 2 93.95 ± 0.47 661.9 ± 50.71 3.07 ± 0.24
Linear SVM Whole samples Original signal 96.44 ± 0.14 387.3 ± 15.85 1.8 ± 0.07
Linear SVM Whole samples Haar level 1 96.44 ± 0.13 387.5 ± 14.22 1.8 ± 0.07
Linear SVM Whole samples Haar level 2 96.45 ± 0.13 386.2 ± 13.86 1.79 ± 0.07
Linear SVM Central samples from 7 symbols Original signal 96.6 ± 0.1 370.2 ± 11.65 1.72 ± 0.05
Linear SVM Central samples from 7 symbols Haar level 2 96.67 ± 0.11 362.4 ± 13.21 1.68 ± 0.06
Linear SVM Central samples from 7 symbols db4 level 2 95.75 ± 0.22 465.3 ± 23.45 2.16 ± 0.12
Table 2: A comparison between linear SVM results using
noisy signals and the extracted signals.
A) The whole samples of the extracted signal were used as input
to the linear SVM classifier.
Data set Type of (WT) (WT) level Accuracy rate %
P-noise - - 92.5 %Haar 2 91.5 %
P + A noise
- - 92.5 %
Haar 1 92.75 %
Haar 2 92.75 %
Haar 3 92.5 %
Haar 4 92.5 %
Haar 5 92.75 %
Db4 2 92.25 %
B) The central sample of the extracted signals was used as input
to the linear SVM classifier.
Data set Type of (WT) (WT) level Accuracy rate %
P-noise - - 91.75 %Db4 2 91.75 %
P + A noise
- - 91.75%
Haar 1 91.75%
Haar 2 91%
Haar 3 91%
Haar 4 90%
Haar 5 87.25%
Db4 2 93%
Note: P-noise means Phase noise only. P + A noise means both Phase
and Amplitude noise were used. ( - ) denotes corresponding results are
obtained without applying wavelets.
6 DISCUSSION AND
CONCLUSION
In this work, we have demonstrated that the bit error
rate can be improved by using classification based on
wavelet transforms (WT) and support vector machine
(SVM). From the results obtained using the simple
data with frequency noise in Table 1, we can see that
the best linear SVM result was when we used the
data set (AB) after using wavelet transform level 2.
Regarding the results obtained using the simple data
with phase noise in Table 2, the best linear SVM result
Table 3: A comparison between linear SVM results using
noisy signals and the extracted normalized signals.
A) The whole samples of the extracted normalized signal were
used as input to the linear SVM classifier.
Data set Type of (WT) (WT) Accuracy rate %
P-noise - - 92.5 %Haar 3 92.5 %
P + A noise
- - 92.5%
Haar 1 92.5%
Haar 2 92.5%
Haar 3 92.75%
Haar 4 92.5%
Haar 5 92.5%
Db4 2 92.75%
B) The central sample of the extracted normalized signal were
used as input to the linear SVM classifier.
Data set Type of (WT) (WT) Accuracy rate %
P-noise - - 91.75 %Db4 2 91.75 %
P + A noise
- - 91.75%
Haar 1 93.5%
Haar 2 93.5%
Haar 3 90.5%
Haar 4 93%
Haar 5 88%
Db4 2 93.75%
Note: P-noise means Phase noise only. P + A noise means both Phase
and Amplitude noise were used. ( - ) denotes corresponding results are
obtained without applying wavelets.
was when we used the central sample of the extracted
normalized signals resulted from DB4 wavelet trans-
form at level 2, which was 93.75%. Wavelets were
more beneficial with the frequency distorted data than
with the phase distorted data. However, overall the
use of wavelet transforms was disappointing.
The second part of the results were obtained using
wavelets on the optical signals at a distance of 8,000
km. The best result was when using a linear SVM
trained on the extracted data (using Haar wavelet level
2) from the target symbol and three symbols either
side. So wavelet transforms did have a small effect
on the accuracy, and in this work small effects can be
worth a lot. In particular using the combination of
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neighbourhood information and wavelets gave much
better results than using the threshold method, see Ta-
ble 3. This is crucial since Bit Error Rates less than
2 are required for optical data and the further we can
drive this rate down the better. Furthermore, this work
shows that wavelet transforms can help a little with
the noise on both frequency and phase since optical
data has both.
In this paper, our initial work on wavelets has been
presented; different types of the wavelets will be in-
vestigated in the future.
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Abstract. Reducing bit error rate and improving performance of mod-
ern coherent optical communication system is a significant issue. As the
distance travelled by the information signal increases, bit error rate will
degrade. Support Vector Machines are the most up to date machine learn-
ing method for error correction in optical transmission systems. Wavelet
transform has been a popular method to signals processing. In this study,
results show that the bit error rate can be improved by using classification
based on wavelet transforms (WT) and support vector machine (SVM).
1 Introduction
Improving the bit error rate in optical transmission systems is a crucial and
challenging problem. There are many different causes of the transmitted sig-
nal degradation in optical communication systems [1]. Linear Support Vector
Machines (SVM) outperformed other trainable classifiers for error correction in
optical data transmission; besides that it is easier to be build in the hardware
in real time [2]. The wavelet transform has become widespread in analyzing
and processing signals. It can be used for signal decomposition to help extract
the relevant information from the signal and reduce the level of interfering noise
[3]. In this paper, we investigate whether wavelets can be used on the distorted
optical signals to extract the reliable information of the original signals or not.
Especially, we look into whether wavelets can deal with noise in phase and/or
frequency of optical signals.
2 Problem Domain
During the transmission, the optical signals are exposed to many kinds of im-
pairments such as attenuation, dispersion broadening and nonlinear distortion
[4]. These impairments generate some error information bits at the receiver of
the fiber link. Increasing the distance travelled by the signal leads to a loss in
the quality of the signal and further bit error rate (BER) degradation [5]. With
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the increase in speed currently achievable, the complexity of reduction in bit
error rates increases. The high-speed and long distance data transmission in
optical systems needs to be accompanied with as low bit error rate as possible
[2]. Therefore, the reduction of bit error rate in optical data transmission is
a significant issue and is difficult to be achieved. In earlier work, we investi-
gated how a linear SVM classifier can be trained to automatically detect and
correct bit errors. We took into consideration the most important neighbouring
information, which can be used for training the linear SVM classifier, from each
signal [5]. In this paper, we investigate using wavelet transforms to remove noise
from the signals prior to classification.
3 Method
In this work, the classifying and processing of the signals was based on two
methods: linear SVM and wavelet transforms (WT). Linear SVM is a soft max-
imum margin classifier, which has only one non-learnable/cost parameter C [6].
Wavelet transforms are a mathematical tool that can be used for the extraction
of information from a variety of data forms [7]. In the field of image and signal
handling, wavelet is used to compress and de-noise them [8]. In this work, we
started with the simplest wavelet transform: Haar wavelet transform, which can
be used for signal decomposition [9]. We have also investigated other types of
wavelet; for example, Daubechies. However, the results we have obtained are
very similar.
4 Description of data
Optical signal data once it has been transmitted is subjected to a distortion in its
amplitude, frequency and phase. As far as we can tell wavelet transformations
have not been applied to data of this type, in particular when the data is to be
subsequently analysed using an SVM. In order to fully quantify how effective
wavelets might be with this distorted data we started by analysing how effective
wavelet transformation would be on very simple data that had simulated noise
added to its amplitude, frequency or to its phase. After that we then applied
the wavelet transformation to our optical data.
4.1 Simple data with frequency noise
Four classes A, B, C and D of Sinusoidal signals were generated with simulated
noise added to its frequency. This frequency noise was added via a Gaussian
distribution based on a different mean frequency, which is 10 (A), 15 (B), 20
(C) and 12 (D) respectively. Each class of data consists of 500 signals, and each
signal consists of a vector of 640 y coordinates (samples). Each vector (wave)
has a corresponding class label. Gaussian amplitude ’noise’ was added at each
y coordinate of each generating signal.
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4.2 Simple data with phase noise
Two classes of Sinusoidal signals were initialized with simulated phase noise via a
Gaussian distribution based on a different mean values of phase; that is 0 radians
(first class), and pi2 radians (second class). Again each class of data consists of
500 signals. Each signals has a corresponding class label, and is represented as
a 640 vector (samples). Gaussian amplitude noise was again added at each y
coordinate of each generating signal.
4.3 Optical signals (simulated data)
The data was generated using a simulating optical fiber link. It consists of
32,768 signals per one WDM channel encoded by the quadrature phase shift
keying (QPSK) modulation scheme. The signal was detected at distance 8,000
km. Each pulse was decoded into one of four symbols according to its phase
[5]. Each signal has a corresponding two-bit label. Each pulse is represented by
64 equally spaced phase samples. Furthermore, neighbouring information was
used as input to the linear SVM classifier as well. The neighbouring information
is using different numbers of samples from the symbol (signal) that will being
decoded and different symbols either side.
5 Experimental set-up and results
The aim of these experiments is to observe whether using wavelets can extract
the original information from the distorted signals, and remove the noise that
corrupts them. A linear SVM classifier was used to help decode the received
signals with or without using wavelets.
5.1 Experiments and results using simple data
5.1.1 Simple data with frequency noise
In these experiments, we investigate whether using wavelet transforms can enable
the SVM to better distinguish between the two sets of noisy data than without
using the transforms. The linear SVM was implemented using the whole samples
of the signal as input vector. The data sets that were used in these experiments
consist of a combination of two classes of data; they are AC, AB and AD. Each
pair of classes have different distances between their means and so represent a
different level of difficulty when attempting to classify the noisy data. The 1,000
data points (500 from each class) was randomly selected to give 700 data points
(signals) that were used to train the model, and the rest of the data (300 data
points) were used as a test set. The wavelet transforms used were Haar at level
2, although others have been tried giving similar results. Table 1 shows the
linear SVM results for three different data sets with and without using wavelet
transforms. As expected we can see from the final column that as the difference
between the mean values of the frequency decreases so does the accuracy rate.
However, the use of wavelets did improve the accuracy for the classes with a
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closer mean. For instance with classes A and B the wavelet transformed waves
improved accuracy from 84.33% to 90%. This is the best result obtained.
Data set Type of WT Level of WT Accuracy rate %
AC (10)
- - 98.67 %
Haar wavelet 2 98.67 %
AB (5)
- - 84.33 %
Haar wavelet 2 90 %
AD (2)
- - 65.33 %
Haar wavelet 2 67.67%
Note: The number in the brackets is the difference between the means of the frequency. The
data (noisy signals) has both Frequency and Amplitude noise. (-) denotes corresponding results
are obtained without applying wavelets.
Table 1: Linear SVM results on 3 different data sets of noisy signals.
5.1.2 Simple data with phase noise
In these experiments, we investigate whether using wavelet transforms can im-
prove the signals that have phase noise or not. The data set used herein consists
of 1,000 data points/signals. Half of the data set has the phase value of zero,
and the other half has phase value of 90 degrees. 600 data points (signals) were
used to train the model as a training set, and the rest of the data (400 data
points) were used as a test set. Here we also normalized the extracted signals to
values between [-1,1] in order to help in improving the classification process. In
this section, Haar wavelet transform at level 2 is reported although others were
used with similar results. The classification process was done using two types
of input: the whole samples (i.e the vector of all 640 points), and the central
sample (the middle point of the wave) of the extracted signals. Table 2 presents
the accuracy rate of prediction using linear SVM classifier on the noisy and the
normalized extracted signals. As we can see, the linear SVM results using the
whole samples did not show any improvement. But, the wavelet transformations
using the central sample did have an effect. interestingly the best result obtained
was 93.5% (from 91.75%) which was better than that obtained using the whole
samples.
Samples No. Type of (WT) Level of (WT) Accuracy rate %
Whole samples
- - 92.5 %
Haar wavelet 2 92.5 %
Central sample
- - 91.75 %
Haar wavelet 2 93.5 %
Note: The data (noisy signals) has both Phase and Amplitude noise. (-) denotes corresponding
results are obtained without applying wavelets.
Table 2: A comparison between linear SVM results using noisy signals and the
extracted normalized signals.
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5.2 Experiments and results using optical signals (complex data)
The moderate success found using wavelets on the simple data meant it was
worth experimenting on the full optical data. In this experiment, a linear SVM
was implemented using lots of different input vectors. A selection of different
transformations were tried, from none at all (original signal) to Haar levels (1
and 2), and other wavelets. Again for space reasons we only give the results for
Haar 2, although the other results are very similar or worse. Regarding using the
neighbouring information, we focused on using 7 central samples from 7 adjacent
symbols (from the target symbol and three symbols either sides). We have found
that using 7 central samples from 7 neighbouring symbols gave the best linear
SVM results when we have used neighbouring information previously. In this
experiment, 23 of the symbols/signals were used to train the linear SVM model,
and the rest of the data (a third of the symbols) was used as a test set.
Method No. of samples Signal types SAR % BER %
Threshold Central sample Original signal 96.3±0.15 1.87±0.08
Linear SVM
Central sample
Original signal 96.29±0.16 1.87±0.08
Haar (level 2) 96.41±0.16 1.82±0.09
Whole samples
Original signal 96.44±0.14 1.8±0.07
Haar (level 2) 96.45±0.13 1.79±0.07
Neighbouring Info.
Original signal 96.6±0.1 1.72±0.05
Haar (level 2) 96.67±0.11 1.68±0.06
Note: Neighbouring information means that using 7 central samples from 7 adjacent symbols.
Table 3: The linear SVM results using optical signals before and after us-
ing wavelet transforms at the distance 8,000 km, compared with the threshold
method result.
Table 3 shows the linear SVM results using the optical signals at a distance
of 8,000 km, with and without using wavelet transform. These results were
compared with the results obtained by measuring the phase of the mid-point
of the signal (threshold method) which is the current hardware implemented
method. The Table presents the symbol accuracy rate (SAR%) and bit error
rate (BER%), which are an average over ten data sets. As we can see from Table
3, the results using samples from 7 consecutive symbols (using 3 either side of
the target symbol) were best, even though they only used the central value of
each of the 7 waves. The best result we have got so far is the linear SVM result
using 7 central samples from 7 neighbouring extracted signals, obtained from
Haar wavelet transform, level 2, which is a 1.68 BER.
6 Discussion and conclusion
In this work, we have demonstrated that the bit error rate can be improved
by using classification based on wavelet transforms (WT) and support vector
machine (SVM). From the results obtained using the simple data with frequency
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noise in Table 1, we can see that the best result was when we used the data
set (AB) after using Haar wavelet transform at level 2. Regarding the results
obtained using the simple data with phase noise in Table 2, the best result was
when we used the central sample of the extracted normalized signals, which was
93.5%. Wavelets were more beneficial with the frequency distorted data than
with the phase distorted data. However, overall the use of wavelet transforms
was a bit disappointing. The second part of the results were obtained using
wavelets on the optical signals at a distance of 8,000 km. The best result was
using a linear SVM trained on the extracted data (using Haar wavelet level 2)
from the target symbol and three symbols either side. So wavelet transforms did
have a small effect on the accuracy, and in this work small effects can be worth
a lot. In particular using the combination of neighbourhood information and
wavelets gave much better results than using the threshold method, see Table
3. This is crucial since Bit Error Rates less than 2 are required for optical data
and the further we can drive this rate down the better. Furthermore, this work
shows that wavelet transforms can help a little with the noise on both frequency
and phase since optical data has both.
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