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ABSTRACT
Urban arterials connect multiple areas in the city and encourage non-motorist activities.
Hence, the safety and operations on urban arterials is vital as they improve the mobility of daily
commuters and road users. This research aims to facilitate traffic operations on urban arterials by
proposing multiple mythological approaches to estimate and predict turning movement counts at
signalized intersections using traffic data from adjacent intersections. Further, it aims to improve
the safety by developing crash prediction models, identifying the hotspots for multiple crash types,
and indicating the factors contributing to operating speed as well as non-motorist crashes. The
analyses included tuning, testing, and comparing multiple parametric and machine learning
models. First, a framework was proposed to estimate cycle-level turning movements’ counts at
signalized intersections based on traffic data from adjacent intersections. As a result, generic
Extreme Gradient Boosting (XGBoost) models were developed to estimate through and left turn
movements with Mean Absolute Error (MAPE) 9.53% and 4.7%, respectively. Afterwards,
multiple machine learning models were trained and compared to predict through and left turning
movements. The GRU models outperformed other developed models and were able to provide
accurate time horizon predictions for five cycles in the future. The developed models for estimation
and prediction could emulate detection systems at signalized intersections, improve traffic signals
optimization, assist in corridor management and safety, and save capital by eliminating the need
for equipment investment at many intersections. On the other hand, aiming to improve road users’
safety on urban arterials, this research proposed an integrated approach to identify the hotspots by
developing crash prediction models (Safety Performance Functions) considering context
classification. The study utilized big data and compared a wide array of statistical and machine
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learning models that were developed to estimate reliable non-motorist exposure. The results
indicated that XGBoost is the best model to estimate non-motorist exposure at intersections and
along the roadway segments. Further, the proposed approach included developing Safety
Performance Functions (SPFs) to identify the hotspots for two types of crashes (i.e., vulnerable
road users’ crashes at intersections and bike crashes along the road). It was found that the hotspots
were more likely to be located near the city of Orlando. Coastal roadways were classified as cold
categories regarding bike crashes. Finally, the research investigated the factors contributing to
operating speed considering context classifications. The analyses indicated the significant factors
that influence operating speed or non-motorist crashes such as average block length, shoulder
width, proportion of population below poverty, and number of signalized intersections per mile. It
also illustrated the potential speed management countermeasures that significantly influence the
operating speed. These countermeasures could have potential influence on roadway safety if
implemented. This could help the decision makers to determine the best countermeasures to be
implemented along roadway segments for different context classification roads.
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CHAPTER 1: INTRODUCTION
1.1 Overview
Traffic safety and operations are vital and inter-related issues on urban arterials. Many
efforts should be devoted to mitigating traffic crashes along with providing a safe operation system
that ensures the mobility of people and goods, enhances economic prosperity, and preserve the
quality of our environment and communities. One of the complex issues that affect traffic safety
is vulnerable road users’ crashes at intersections and along the roadway segments. Hence,
identifying crash hotspots and implementing certain countermeasures is a comprehensive approach
that is highly required to reduce different types of crashes, fatalities, and injuries (Speed
Management Program Plan, 2005).
On the other hand, identifying hotspots and potential safety problems illustrates the
roadway sections that suffer from high crash risk. This process aims to capture different crash
patterns, conclude contributing factors, and suggest potential countermeasures (Montella, 2010).
Hence, engineering improvements and speeding countermeasures could be considered at the
identified hotspots to reduce crashes. Safety Performance Functions play a vital role in identifying
crash hotspots (also known as network screening) and evaluating vulnerable road users’ safety.
This approach relates crashes to potential explanatory variables and identifies the high-risk
sections (Thakali et al., 2015).
Due to the high and continued population growth in Florida, urban residential,
commercial, and mixed-use development have significantly increased. To accommodate the
additional demand, adjacent arterial highways have been expanded by adding multiple lanes,
resulting in many facilities with the context classification of C3C and C3R (suburban commercial
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and suburban residential) that with further development will transition to C4 (urban general),
where we also have a lot of people walking, biking, and using transit. These corridors present
several challenges and it is essential to understand the effects of roadway design and land use on
vehicle speeds and traffic safety for various road users (e.g., passenger cars, buses, pedestrians,
bicyclists). On multi-lane corridors, drivers are more likely to exceed the posted speed which might
increase the risk of crashes and severe injuries or fatalities. The risk is even higher for vulnerable
road users (i.e., pedestrians and bicyclists).
In the last decade, analyzing vulnerable road users’ safety and the effectiveness of
implementing various interventions on different road types were deployed in different studies all
over the world. In general, experimental studies were carried out to estimate the exposure, predict
different types of crashes, identify the hotspots, and conclude the potential countermeasures.
However, the concept of context classification and complete streets or similar were not addressed
in the literature.
Focusing on traffic operations particularly at signalized intersections, accurate real-time
turning movement counts are important for transportation engineers to conduct various
transportation studies, including transportation planning, geometric design, signal timing, and
coordination. Usually, sensors such as cameras and loop detectors are installed at intersections to
collect approach volumes. For collecting short-term traffic counts and classification, pneumatic
tube detectors are usually utilized. Further, inductive loops combined with axles’ sensors are
utilized for long-term traffic counts and vehicle classification.
In general, estimating short-term traffic conditions could be vital in economizing traffic
data collection. Hence, expensive cost of collecting traffic information at signalized intersections
could be reduced. It could also help to extend the coverage of the provided intersection data.
2

Various traffic prediction approaches were developed and introduced to estimate traffic parameters
(e.g., traffic flow and travel time). Choosing the foremost acceptable methodology in estimating
traffic parameters is important to provide accurate traffic data.
To address the limitation, this research’s objectives include understanding and analyzing
vulnerable road users’ safety and countermeasures for certain context classification. Moreover, at
signalized intersections, real-time cycle-level traffic movement estimation and prediction will be
addressed to bridge the gap in previous research.
1.2 Research Objectives
The work in this study focuses on safety and operations of urban arterials including
signalized intersections. The study has two main objectives:
1- Select the appropriate methodological approach to estimate/predict traffic movements
at signalized intersections using more microscopic cycle-based data from adjacent
intersections to optimize signal controls.
2- Improve the safety of arterials including the concepts of context classifications and
complete streets.
The first objective has been achieved in Chapters 3 and 4 by the following tasks:
a) Estimating real-time cycle-level traffic movements at signalized intersections based
on upstream and downstream traffic data.
b) Conducting an extensive comparison between different developed estimation
models.
c) Predicting real-time cycle level traffic movements at signalized intersections by
3

utilizing a set of cycles to predict the upcoming one(s).
The second objective has been achieved in Chapters 5 and 6 by the following tasks:
a) Estimating vulnerable road users’ exposure at intersections and along the roadway
segments based on multi-source Big Data.
b) Identifying hotspots for different crash types by developing Safety Performance
Functions (SPFs) using explanatory variables including the estimated vulnerable
road users’ exposure at intersections and along the roadway segments.
c) Identifying factors affecting vulnerable road users’ crashes at intersections and
along the roadway segments.
d) Identifying factors contributing to operating speed considering context
classification
e) Improving vulnerable road-users safety at urban arterials by concluding the
significant

non-motorist/speeding

countermeasures

for

specific

context

classifications.
1.3 Dissertation Organization
The proposal is organized as follows: Chapter 2 summarizes the literature review which
includes traffic movement prediction and estimation, vulnerable road users’ exposure estimation,
crash prediction models, factors contributing to non-motorist crashes, and factors contributing to
operating speed and speed choice. Chapter 3 provides discussion about cycle-level real-time
turning movement estimation based on adjacent intersections’ data. Followed by Chapter 4 where
real-time through and left turn movements were predicted at signalized intersections using
machine learning models. Chapter 5 identifies vulnerable road users’ crash hotspots on multi-lane
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arterials using estimated exposure and considering context classifications. Chapter 6 illustrates the
factors contributing to operating speed considering speed management countermeasures for
different context classifications. Finally, Chapter 7 summarizes the overall dissertation, concludes
the findings, and proposes a set of recommendations for implementation and future studies.
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CHAPTER 2: LITERATURE REVIEW
2.1 Traffic Volume Prediction/Estimation Studies
For predicting/estimating short-term traffic parameters, several methodologies were
addressed in previous research. Research studies were mostly based on two modelling approaches:
parametric and nonparametric models. In addition, some simulation models were also utilized to
forecast short-term traffic parameters.
2.1.1

Studies Predicting/Estimating Traffic Volume Based on Parametric Approaches

Previous studies mainly focused on predicting traffic volume either at signalized
intersections, or on freeways. Generally, both parametric and nonparametric approaches have been
widely employed in previous short-term traffic volume (5 minutes to 15 minutes) prediction
studies (Qiao et al., 2013). The parametric models could be divided into statistical parametric
techniques (such as time-series models) and state space models (Qiao et al., 2013; Xie et al., 2007).
The nonparametric models comprise regression techniques and machine learning approaches
(Vlahogianni et al., 2004). In addition, some simulation models have also been used in the shortterm traffic estimation. For instance, a multivariate time-series state space parametric model to
predict the real-time traffic flow at downstream locations from upstream detector data was
developed (Stathopoulos and Karlaftis, 2003). Their results showed that using the multivariate
state space model was recommended in the urban roadway system. In addition, the Autoregressive
Integrated Moving Average (ARIMA) family is common when dealing with traffic time-series
data. The ARIMA model and its diverse variants were a common approach to predict time series
traffic volume in many studies, including Seasonal ARIMA (SARIMA), Space-Time
Autoregressive Integrated Moving Average (STARIMA), Dynamic STARIMA, and Generalized
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STARIMA (GSTARIMA) (Ghosh et al., 2007, 2005; Kamarianakis and Prastacos, 2005; Min et
al., 2010, 2009; Williams and Hoel, 2003). These studies proved that the performance of the
ARIMA family models was acceptable in predicting short-term traffic flow with acceptable
accuracy.
Moreover, Guo et al., (2013) introduced Grey System Model (GM) to reduce the
dependency on model training. They also used the technique of Singular Spectrum Analysis (SSA)
in a novel two-stage prediction structure to enhance forecasting accuracy. In their study, the
accuracies of the estimated traffic parameters for both SSA and non-SSA model structures were
compared. It was concluded that SSA data smoothing techniques before applying either machine
learning, or statistical prediction methods could enhance the accuracy of the traffic parameters.
Moreover, GM and SARIMA prediction models were compared in terms of the accuracy of
estimated traffic parameters. Traffic flow data from a corridor in Central London were used to
train and calibrate those models. Traffic parameters were estimated for 15 minutes ahead using
both GM and SARIMA methods, not only under normal traffic conditions but also in case of
incidents. The results showed that the accuracy of the GM method outperformed the SARIMA
model under both conditions.
Some studies developed algorithms that consider both spatial and temporal (i.e.,
spatiotemporal) features of traffic flow. For instance, a Spatial-Temporal Random Effect (STRE)
model was presented by Wu et al., (2016) with less complexity due to mathematical dimension.
Totally 105 detectors in the downtown area of the city of Bellevue, Washington were used to
collect the data for model development. The data were sent to the traffic management center every
minute and the data were aggregated into 5 minutes interval in order to reduce the random noise
effect. The STRE model estimated the traffic volumes effectively with the MAPE of 16%. The
7

model comparison results indicated that the STRE model outperformed the ARMA model, the
spatiotemporal ARMA model, and the Artificial Neural Networks (ANN) model.
Other parametric models have been developed to predict traffic parameters such as traffic
volume (Wu et al., 2016; Zhan et al., 2018), travel speed, and travel time (Rong et al., 2015). Statespace models such as Kalman Filter (KF) and Wavelet Kalman Filter (WKF) have been utilized to
predict travel time and traffic flow at interstate highways. The prediction results showed that the
WKF model outperformed the direct KF when predicting traffic flow (Chen and Chien, 2001; Xie
et al., 2007). In another study, the Adaptive Kalman Filter (AKF) model was developed to predict
15-min traffic volume at highways. The model was found to be adaptable when the traffic flow is
unsteady (Guo et al., 2014). Moreover, Bayesian Network (BN) models were widely applied for
traffic flow forecasting when considering spatiotemporal features (Castillo et al., 2008). Further,
Linear Conditional Gaussian Bayesian Network (LCG-BN) model was utilized by Zhu et al.,
(2016) for short-term traffic counts predictions. The performance of the developed model showed
that the prediction accuracy increased significantly when utilizing speed data along with spatial
data. However, the trade-off between model’s complexity and prediction accuracy makes it
difficult to determine which variables to be included in the model (Li et al., 2019).
2.1.2

Studies Predicting/Estimating Traffic Volume Based on Non-Parametric
(Machine Learning) Approaches

Machine learning nonparametric models were widely used in traffic parameters predictions
and estimations. The first K-Nearest Neighbor (KNN) model for traffic volume prediction was
developed by Davis and Nihan, (1991). The KNN method performed well compared to the linear
time-series approach. In Addition, it was concluded that larger databases may improve the
accuracy of the KNN method. Further, other KNN techniques were also proposed in recent studies
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to predict short-term traffic volume at signalized intersections such as K-Nearest Neighbor–Trend
Adjustment Model (KNN-T), K-Nearest Neighbor Non-Parametric Regression (KNN-NPR), KNearest Neighbor enhanced by Least Square Probabilistic Classification (KNN-LSPC), and
Spatial-Temporal Weighted K-Nearest Neighbor (STW-KNN) models. In most cases, KNN
techniques were found to have significantly higher efficiency and scalability than parametric
models (i.e., ARIMA and Kalman Filter) due to higher flexibility and extensibility of the KNN
techniques (Clark, 2003; Guo et al., 2018; Qiao et al., 2013; Xia et al., 2016; Yoon and Chang,
2014; Zheng and Su, 2014). Rong et al., (2015) compared three prediction models for predicting
traffic parameters: ARIMA model, BPNN model, and nonparametric regression (KNN) model.
Their study was executed by collecting traffic volume, speed, and occupancy data by every 5
minutes. These data were collected from two sites: Jianguomen and Jimen Bridges in Beijing,
China. Absolute Error (AE), RMSE, error distribution, and model probability were calculated to
evaluate the three models. The results showed that in case of gentle time series fluctuation, the
three models can give the same accuracy. However, the KNN model seemed to be significantly
more accurate when time series fluctuated dramatically.
Aiming to promote the accuracy and efficiency of short-term traffic flow prediction, many
studies adopted different machine learning techniques such as Neural Networks (NN) and Gradient
Boosting Decision Trees (GBDT). A basic three-layered back-propagation Multilayer Perceptron
(MLP) model was utilized to develop the first NN by Clark et al., (1993). The model consisted of
one input layer, one hidden layer, and one output layer. In recent years, many studies adopted
Neural Networks to predict short-term traffic volume at signalized intersections. Vlahogianni et
al., (2005) concentrated on developing a neural network model for forecasting short-term traffic
volume at signalized intersections on congested urban arterials. The model was developed based
9

on error back-propagation feed-forward MLP techniques and genetic algorithms by considering
both spatial and temporal traffic flow features. In order to test the model, univariate and
multivariate data from signalized urban arterials were used to evaluate the developed neural
network. The results showed that the multivariate data were helpful in the case of multiple-step
forecasting. Moreover, the results showed that the neural networks model performed better than
the univariate ARIMA and multivariate State-Space models in forecasting short-term traffic flow
(Vlahogianni et al., 2005). In another study, in order to predict traffic volume, a model that
combines both ARIMA and NN models was developed and compared with basic ARIMA and NN
models ANN models’ performance in forecasting traffic flow. The results showed that the
combined ARIMA and NN model produced more accurate estimated traffic flows than using a
single model (ARIMA or NN) (Chang et al., 2000). Other NN techniques (i.e., recurrent Wavelet
Neural Network (WNN), Radial Basis Function Neural Network (RBFNN), Bayesian Combined
Neural Network (BCNN), and Time Lag Recurrent Network (TLRN)) were developed using data
aggregated in 5, 10, or 15 minutes interval in order to carry out an effective short-term traffic flow
prediction. The results showed that the NN techniques outperformed the ARIMA techniques in
many cases. Further, the BCNN model outperformed the single neural network models (NN and
RBFNN) in predicting traffic flow at freeways (Dia, 2001; Jiang et al., 2005; Zheng et al., 2006;
Zhu et al., 2014).
Other studies utilized a machine learning approach by developing a GBDT model which
takes into consideration the relation between the search sliding time and feature extension. For
instance, a GBDT method that combines the correlation between the search of sliding time
windows and feature extension was developed to forecast traffic flow at intersections (Xia and
Chen, 2017). Furthermore, the GBDT model was proposed to predict short-term traffic volume on
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freeways (Yang et al., 2017). They proved that GBDT outperformed the Support Vector Machine
(SVM) and Back Propagation Neural Networks (BPNN) models. Multiple studies showed that the
GBDT model’s predictions for different time horizons (5, 10, and 15 minutes ahead) were more
accurate than both Support Vector Machine (SVM) and Back Propagation Neural Networks
(BPNN) models (Cheng et al., 2019; Li and Bai, 2017; Xia and Chen, 2017; Yang et al., 2017;
Zhang et al., 2016; Zhang and Haghani, 2015a; Zhao et al., 2017).
Recently, deep learning techniques were found to have promising results in many traffic
predictions’ research due to their flexibility and the ability to model nonlinearity and capture
spatiotemporal features in traffic flow. For instance, Long Short-Term Memory (LSTM) was
widely developed in recent researches to predict short-term traffic parameters (e.g., traffic volume,
travel time, traffic speed and queue length) by learning from the time series data (Cui et al., 2018;
Li and Ban, 2019; Rahman and Hasan, 2020; Yang et al., 2019; Zheng et al., 2019). Zhao et al.,
(2017) utilized LSTM for traffic volume forecast concluded that LSTM is robust in predicting
traffic parameters (e.g., traffic volume, travel time, traffic speed and occupancy). They integrated
a designed Origin-Destination Correlation (ODC) matrix with LSTM. Moreover, Liu et al. (2017)
developed Singular Point Probability LSTM (SPP-LSTM) model that was integrated with ARIMA
model to predict high accuracy and stability long-term traffic flow. Li and Ban, (2019) also
developed a Convolutional Neural Network LSTM (CNN-LSTM) model to predict real-time
traffic volume at signalized intersections. Traffic volumes were considered as an input to the CNN
by transferring them into a 2D image, then LSTM was trained using the output of the CNN. In
another study, Dia, (2001) aimed to predict speed by five minutes in the future with a high degree
of accuracy. Thus, he developed an object oriented Time Lag Recurrent Network (TLRN) to
forecast traffic speed parameters. Speed and traffic flow data collected by inductive loops on a
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section of the Pacific Highway in Queensland, Australia were utilized to train, validate, and test
the developed model. He anticipated the MSE as a measure of effectivness to test and compare
different neural network models: MLP, Hybrid, Recurrent and TLRN. The results showed that the
dynamic neural networks outperformed MLP. Also, he concluded that those neural networks can
predict speed for the upcoming 5 minutes with the accuracy between 90 and 94%. However, they
could also be used to predict travel time up to the following 15 minutes with the accuracy of 9395%, which could be considered as a high degree of accuracy. Finally, Hierarchical Temporal
Memory (HTM) was proposed by Mackenzie et al., (2018) to investigate and evaluate it over realworld Sydney Coordinated Adaptive traffic system data. They used time series data that contained
a timestamp and traffic data counts per lane. The data were collected from two separate links, i.e.,
one was along a corridor and the other was at an intersection. The results of HTM were compared
to the Long Short Term Memory (LSTM) method. The results showed that HTM outperformed
LTSM in terms of MAPE, RMSE, and Mean GEH1. The Gated Recurrent Unit (GRU) model was
also utilized to achieve better prediction results. It adopts the same gated mechanism as LSTM
models. Further, it has simple structure as well as faster training ability. The GRU model was
found to have better results than the History Average (HA) model, the ARIMA model, and the
Support Vector Regression (SVR) model (Cao et al., 2017; Fu et al., 2016; Zhao et al., 2019).
2.1.3

Studies Predicting/Estimating Turning Movements

In the literature, limited studies attempted to estimate/predict turning movements at
signalized intersections, with the availability of total entering and exiting volumes at all
approaches. For instance, Chen et al. (2012) developed a model to estimate turning movement

1

GEH: a statistic commonly used to evaluate predictive traffic models, named after its creator, Geoffrey E. Havers.
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counts at intersections by using a nonlinear Path Flow Estimator (PFE). They utilized grouped
inbound and outbound peak hour volumes as an input in their model to derive the vehicles’ path
and calculate the turning movements’ volumes. In addition, they assumed a constraint that the
estimated volume cannot exceed the capacity of the approach. Their results showed that the error
was acceptable for main corridors, but not good for minor ones. They concluded that the accuracy
of the estimated turning movements could increase when more traffic counts and turning
movements’ data are available. Another study aimed to estimate a reliable hourly turning
movement estimation model using machine learning (Ghanim and Shaaban, 2018). An Artificial
Neural Network (ANN) model was developed to estimate turning movements at a high level of
accuracy using only approach volumes as an input. The model was trained to analyze the
relationship between the approach volumes and the corresponding turning movements. Their
results showed that the estimated through movements are close in different traditional estimation
approaches. However, the right and left turn movements estimations were significantly better when
using ANN model. Their developed model was limited to peak hours. Finally, a latest study aimed
to develop a short-term prediction algorithm of movements at intersections based on the Partial
Least Square model (PLS) (Li et al., 2020). Trajectory data was utilized in developing their
prediction model. This data represents traffic conditions by providing different features (number
of sampled trajectories, number of stops, and average speed) per 15 minutes. Their performance
measures of Root Mean Squared Error (RMSE) and Mean Absolute Percentage Error (MAPE)
were 8.34 and 16.68%, respectively. The developed PLS algorithm was compared to different
prediction models (i.e., ARIMA, K-NN and Support Vector Regression) and outperformed them.
All these studies estimate/predict the movements in 15 minutes or one hour . To our best
knowledge, no study attempted to estimate movement counts at intersections at the cycle level.
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Past research focused on predicting traffic volume at intersections and freeways. Limited
studies have been conducted to estimate/predict turning movement counts at signalized
intersections. Table 1 summarizes the different methodologies that were adopted in the literature
to estimate/predict traffic parameters, the estimation/prediction duration, and the achieved
accuracy. To the best of the authors’ knowledge, no one attempts to estimate short-term turning
movement counts at signalized intersections at the cycle level. Hence, this research aims to extend
past research and bridge the gap, as previous studies focused on estimating 15 minutes or one-hour
traffic movements at signalized intersections with the total entering and exiting movements
considered as inputs in the developed models.
Table 1: Summary of the adopted estimation/prediction methodologies in literature
Reference
(Chen et al.,
2012)
(Ghanim and
Shaaban, 2018)
(Li et al., 2020)
(Stathopoulos
and Karlaftis,
2003)
(Williams and
Hoel, 2003)
(Ghosh et al.,
2005)
(Ghosh et al.,
2007)
(Kamarianakis
and Prastacos,
2005)
(Min et al.,
2009)
(Min et al.,

Objective
Predicting turning
movements at urban
signalized intersections
Predicting turning
movements at urban
signalized intersections
Predicting turning
movements at urban
signalized intersections
Predict traffic volume at
urban arterials
Predict short term traffic
flow at fixed locations on
freeways
Predict traffic volume at
urban signalized
intersections
Predict traffic volume at
urban signalized
intersections
Predict traffic volume at
urban signalized
intersections
Predict traffic volume at
urban signalized
intersections
Predict traffic volume at

Method

Estimation/Predict
ion Duration

Performance
Measures

Path Flow
Estimator

One hour

RMSE = 28.89

Artificial Neural
Network

One hour

RMSPE = 4.7%

Partial Least Square
Model

15-min

RMSE = 8.34
MAPE = 16.68%

Multivariate TimeSeries State Space
Model

15-min

MAPE = 15%

Seasonal ARIMA
Model

15-min

MAPE = 8.6%

Seasonal ARIMA
Model

15-min

RMSE = 42.89
MAPE = 28.5%

Seasonal ARIMA
With Bayesian
Inference Model

15-min

APE = 5.4%

STARIMA Model

7.5-min

RMSE = 42.11

Dynamic
STARIMA Model

5-min

MRE = 9.49%

GSTARIMA model

15-min

MRE = 11.49%
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Reference
2010)
(Clark, 2003)

(Guo et al.,
2018)

Objective

Method

Estimation/Predict
ion Duration

urban signalized
intersections
Predict traffic volume
along a motorway network

K-Nearest
Neighbor

10-min

KNN Fusion Based
Model

5-min
15-min

Spatial-Temporal
Weighted KNN

5-min

MAPE = 28.56%

KNNNonparametric
Regression

5-min

MAPE = 12.84%

KNN-LSPC

1.5-min

MAPE = 11.31%

KNN-Trend

5-min

MAPE = 9.74%

GBDT

10-min

MAPE = 9.74%

GBDT

5-min

MAPE = 7.4%

Predict traffic volume at
fixed locations on urban
corridors

Performance
Measures

RMSE = 6.6
MAPE = 10.4%
MAPE = 6.28%
(normal conditions
5-min)
MAPE = 19.4%
(incident period 15min)

(Yang et al.,
2017)

Predict traffic volume at
urban signalized
intersections
Predict traffic volume at
urban signalized
intersections
Predict traffic volume at
urban signalized
intersections
Predict travel time on
freeways
Predict traffic volume at
urban signalized
intersections
Predict traffic volume at
fixed locations on freeways

(Zhang and
Haghani, 2015b)

Predict traffic volume at
fixed locations on freeways

GBDT

5-min

(Cheng et al.,
2019)

Predict travel time at fixed
locations on freeways

GBDT

5-min
10-min
15-min

(Zhang et al.,
2016)

Predict travel time on
congested urban road
networks

GBDT

30-min

MAPE = 9.6%

(Jiang et al.,
2005)

Predict traffic volume at
fixed locations on freeways

One hour

Absolute error = 9%

(Zheng et al.,
2006)

Predict traffic volume at
fixed locations on freeways

15-min

MAPE = 6.10%

Artificial Neural
Network

15-min

MAPE = 13.58%

LSTM

15-min

MRE = 6.21

(Xia et al., 2016)
(Yoon and
Chang, 2014)
(Zheng and Su,
2014)
(Qiao et al.,
2013)
(Xia and Chen,
2017)

(Zhu et al., 2014)
(Zhao et al.,
2017)

Predict traffic volume at
urban signalized
intersections
Predict traffic volume at
fixed locations on freeways

Dynamic Wavelet
Neural Network
Model
Bayesian Combined
Neural Network
model

15

MAPE = 2.9% (nonpeak)
MAPE = 9.9%
(peak)
MAPE = 2.45% (5min)
MAPE = 3.94% (10min)
MAPE = 4.66% (15min)

2.2 Vulnerable Road Users’ Safety
This research aims to improve vulnerable road users’ safety by analyzing different types
of crashes considering different context classifications. Further, vulnerable road users’ exposure
was estimated to be utilized as explanatory variables in the crash prediction models. Hence, this
section covers the literature of non-motorist exposure estimation, non-motorist crash prediction
models, and factors contributing to operating speed and non-motorist crashes.
2.2.1

Vulnerable Road Users’ Exposure Estimation

Vulnerable road users’ exposure identifies the number of pedestrians and bicyclists that are
at risk of being hit by a vehicle on the roadway. In safety analysis, non-motorist exposure is highly
correlated with pedestrian and bike crashes (Harkey et al., 2004). Hence, identifying the robust
method to estimate exposure is very crucial as it could be a reliable explanatory variable in the
development of crash prediction models (Qin and Ivan, 2001).
Extensive research was carried out to obtain the pedestrian and bike exposure at
intersections and along the roadway segments. Further, many studies investigated the site attributes
that are associated with vulnerable road users’ exposure and crashes (Hess et al., 1999). Counting
the number of pedestrians walking and crossing the roadway manually was adopted in multiple
studies to measure pedestrian exposure (Molino et al., 2012; Zegeer et al., 2005). For instance,
Ivan et al., (2000) conducted manual counts at 32 locations to obtain the pedestrian crossing
exposure in rural areas of Connecticut. Their study focused on investigating the relationship
between different explanatory variables and pedestrian exposure using linear statistical modeling
methods. Similarly, Sanders et al., (2017) developed a Poisson regression model to estimate
pedestrian and bike exposure. They utilized manual counts data collected from 50 intersections in
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Seattle and screen-line bicycle counts for pedestrian and bikes exposure estimation, respectively.
As manual data collection is a time consuming process and needs intensive labor; some studies
utilized computer vision and automatic image processing to obtain pedestrians and bicyclists
exposure (Muthukumar et al., 2015; Zaki et al., 2013).
Based on the literature, statistical regression modeling approaches were commonly used to
estimate vulnerable road users’ exposure (pedestrians/bikes exposure) such as linear regression,
negative binomial, log linear regression, ordinary least squares, and Tobit models (Kennedy, 2008;
Lam et al., 2014; Lee et al., 2019a; Sanders et al., 2017). For instance, Molino et al., (2009)
employed general linear statistical models to estimate pedestrian and bike counts that are exposed
to risk. Focusing on estimating pedestrian counts at signalized intersections, Pulugurtha and
Repaka, (2008) estimated hourly pedestrian counts at signalized intersections using multiple
regression models along with land use features, socioeconomic and demographic characteristics,
and traffic factors. However, their study was calibrated and limited to daytime. In another study,
Miranda-Moreno and Fernandes, (2011) estimated hourly pedestrian counts at intersection level
in Montreal, Canada, using a log linear regression model. Similarly, Hankey and Lindsey, (2016)
and Lu et al., (2018) utilized a stepwise linear regression model to estimate hourly pedestrians and
bikes counts at signalized intersections. Nevertheless, some studies focused on estimating weekly
and annual average pedestrian counts. For example, Schneider et al., (2009) employed an ordinary
least squares regression approach to estimate average weekly pedestrian counts in Alameda
County, California. Similarly, Griswold et al., (2019) utilized a log-linear regression model to
estimate the annual number of pedestrians crossing at the intersections on the California State
Highway System. Space syntax approach was adopted in some studies which also utilized
regression modeling to investigate the relationship between the network layout, the explanatory
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variables such as network characteristics, and the potential bike and pedestrian movement patterns
(Schneider et al., 2009). Generally, the space syntax approach is considered a tool to predict travel
patterns over different network configurations (McCahill and Garrick, 2008; Raford and Ragland,
2006).
On the other hand, a nonlinear relationship between vulnerable road users’ exposure and
the explanatory variables were concluded from some research (Zajac and Ivan, 2003). However,
few studies adopted flexible statistical models and deep learning models to estimate vulnerable
road users’ exposure. For instance, Kwigizile et al., (2019) estimated bike exposure using Random
Forest model which outperformed other statistical and machine learning models (i.e., Negative
Binomial, Support Vector Machines, Artificial Neural Networks, and K-Nearest Neighbors). They
also concluded that using crowdsourced data (Strava counts) significantly improved the developed
Random Forest (RF) model by explaining the hourly variations in bike volume. Similarly, in a
recent study, Dadashova et al., (2020) utilized the Random Forest method to estimate Average
Annual Daily Bikes Counts using Strava counts. This approach was adopted as it’s easy to interpret
and illustrate the important variables that significantly influence bike exposure. Generally, landuse attributes, traffic characteristics, and socioeconomic variables were utilized in previous
research as independent variables in the developed exposure estimation models (Hankey et al.,
2017; Lu et al., 2018; Pulugurtha and Repaka, 2008).
2.2.2 Crash Prediction Models
The Highway Safety Manual (HSM) illustrates the vital role of crash prediction models in
identifying different crash types hotspots (i.e., network screening) (AASHTO, 2010). The most
common approach that was adopted to identify the hotspots was using statistical crash models (i.e.,
Safety Performance Functions). This approach relates crashes to potential explanatory variables
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such as traffic information, roadway features, land use attributes, and socio-demographic
characteristics. Based on the developed statistical models, the high-risk sections could be identified
(Thakali et al., 2015). Several studies adopted this approach in the United States including but not
limited to Florida, Kansas, Louisiana, Oregon, Alabama, and Utah (Abdel-aty et al., 2014; AbdelAty et al., 2016; Dixon and Monsere, 2011; Lee et al., 2017; Schrock et al., 2011; Turner et al.,
2014). Crash prediction models were commonly developed in micro-level (i.e., intersection,
segment, or corridor levels). Some researchers adopted developing crash models in macro-level
(i.e., zones) incorporate safety in transportation planning (Lee, 2014; Park et al., 2015). However,
the micro-level model was found to have better performance than macro-level (Huang et al., 2016).
The Negative Binomial model has been commonly used in literature to predict crash
frequencies since it can account for overdispersion (Abdel-Aty and Radwan, 2000; Daraghmi et
al., 2012; Shankar et al., 1995). Overdispersion occurred when the variance is larger than the mean
as in crash data. The number of crashes is non-negative integers, which are not normally
distributed. Poisson and NB models have the ability to develop crash frequencies with explanatory
variables. However, the Poisson model has been criticized because of its implicit assumption that
the variance equals mean (Lord and Mannering, 2010). However, other studies aimed to model
crash frequencies using other approaches such as Finite Mixture of Negative Binomial (FMNB)
and Zero Inflated Negative Binomial (ZINB) Models due to the excessive zeros in crash data
(Jamali and Wang, 2017; Miranda-Moreno, 2006; Park et al., 2010; Zou et al., 2013).
In the last decade, many studies analyzed non-motorist crashes at intersections and along
the roadway segments. Statistical methods were utilized along with field data analyses to identify
the significant factors contributing vulnerable road users’ crashes. For instance, Lee and AbdelAty (2005) conducted a comprehensive analysis using 4 years of crash data for six counties in
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Florida to identify the explanatory variables that were correlated to pedestrian crashes. Similarly,
other studies aimed to explore the factors associated with different types of non-motorist crashes
(Pande and Abdel-Aty, 2009; Park and Abdel-Aty, 2016; Theofilatos, 2017). Shankar et al. (2003)
summarized a combination of exposure variables that have significant impact on vulnerable road
users’ crashes such as average daily traffic, traffic control factors, network supply factors, and
presence of center-turn lanes. Generally, previous studies indicated that speed limit, road width,
median width, shoulder width, AADT, age of pedestrian/driver, gender of pedestrian/driver,
vehicle type, driver’s intoxication, environmental characteristics, and signal control significantly
affect crash occurrence and severity (Alshehri, 2017; Das and Sun, 2015; Imprialou et al., 2016;
Wang et al., 2015; X. Wang et al., 2018).
Previous studies aimed to identify the hotspots using multiple statistical approaches and
explanatory variables. However, the analyses were limited to different types of roads. No studies
related the evaluated variables, the crash prediction models, or the estimated vulnerable road users’
exposure to specific context classification. This study aims to identify the hotspots by developing
crash prediction models (Safety Performance Functions) considering context classification.
2.3 Factors Contributing to Non-motorist Crashes and Operating Speed
In order to improve traffic safety by reducing speed, vehicle crashes, and vulnerable users’
crashes, contributing factors that affect vehicle speeding behavior and non-motorized crashes
should be determined. Exploring the literature showed that many studies aimed to determine such
factors while introducing new countermeasures. Hence, the proposed countermeasures would be
more effective. In general, speed limit, road width, median width, shoulder width, AADT, and
pedestrians’ age and gender were found to have significant effects on non-motorist crashes in
20

previous research (Rifaat et al., 2011).
2.3.1

Factors Contributing to Non-motorist Crashes

In the last decade, statistical methods were utilized along with field data analyses to identify
the significant factors contributing to vulnerable road users’ crashes. For instance, Lee and AbdelAty (2005) conducted a comprehensive analysis using 4 years of crash data for six counties in
Florida: Brevard, City of Orlando, Dade, Hillsborough, Orange, and Seminole. They utilized loglinear models to identify the groups of drivers and pedestrians, and traffic and environmental
characteristics that were correlated to pedestrian crashes. Afterwards, factors affecting pedestrian
injuries and fatalities were determined using an ordered probit model. The results showed that
middle-age male drivers and pedestrians, passenger cars, and undivided roads are significantly
correlated to crash rates. Further, it was found that pedestrian and driver age, vehicle speed,
pedestrian and driver vision and reaction, and vehicle size affect injury severity significantly. Thus,
they recommended several countermeasures to enhance safety and decrease pedestrian crashes
such as intensive driver education and restrictive traffic regulation, more traffic signals, and street
lighting. Jang et al. (2010) also utilized an ordered probit model along with pedestrian-involved
crash data that occurred in the city of San Francisco from 2002 to 2007 to determine potential
factors that lead to increase in the probability of severe injury and fatality. They illustrated both
pedestrian and environmental characteristics such as alcohol involvement, cell phone use, age,
night-time, weekends, and rainy weather that were associated with an increase in the probability
of severe and fatal crashes. Zhang et al. (2008) determined that impact speed, pedestrian age, and
vehicle factors (front bumper central height, front bumper lead, ground to front/top transition point
height (FTTPH), and rear hood opening distance (RHOD)) are statistically significant predictors
that contribute vulnerable users’ crash severity. In another study, Tay et al. (2011) identified the
21

contributing factors that significantly affect the severity of pedestrian-vehicle crashes in South
Korea by developing a multinomial logit model. They concluded that pedestrians’ age/gender,
drivers’ age/gender, drivers’ alcohol intoxication, pedestrians’ location, road width (especially
roads wider than 9m), vehicle type and size, inclement weather conditions, and time of day
significantly increase pedestrian fatal and severe injuries. Similarly, Kim et al. (2008) identified
factors associated with fatal injuries such as age, gender, drivers’ intoxications, traffic signs, land
use, streetlights, road geometry, vehicle type, and speeding. The same approach was adopted by
Dong et al. (2019) to investigate contributing factors to the injury severities of vulnerable roadway
user’ crashes. The modelling results showed four main contributory factors: non-motorist,
motorist, roadway, and environmental characteristics. Further, Haleem and Gan (2011) identified
the significant factors that influence crash severity on major urban roadways. They included traffic
volume, speed limit, drivers’ age, drivers’ alcohol intoxication, and shoulders widths.
Binary logistic regression model was utilized by Sze and Wong (2007) along with
comprehensive Hong Kong crash data along to explore the factors associated with pedestrian fatal
and severe injuries. The study concluded that the possible contributory factors were pedestrians’
demographic characteristics, traffic flow, and crash environment. Moreover, potential
determinants of non-motorized injury severity were considered by Eluru et al. (2008). They
included driver characteristics, motorized vehicle attributes, roadway characteristics,
environmental factors and crash characteristics. Pande and Abdel-Aty (2009) identified significant
factors associated with severe rear-end crashes on segments/mid-blocks of multi-lane arterials with
partially limited access. They concluded that the significant factors are speed limit, Annual Daily
Traffic (ADT), time of day/day of week, median type, pavement condition, and presence of
horizontal curvature.
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Dasilva et al. (2003) analyzed pedestrian crashes in the United States using 4 years of crash
data from eight states: California, Illinois, Maine, Michigan, Minnesota, North Carolina, Utah, and
Washington. They investigated the prominent contributing factors in pedestrian crashes. The
analysis results showed that pedestrian’s age, drivers’ intoxication, pedestrian’s location on the
roadway, and type of control contribute to pedestrian crash rate and severity. Sarkar et al. (2011)
in their study aimed to evaluate the association between possible contributory factors and
pedestrian fatal crashes on National Highways in Bangladesh. The identified contributory factors
include pedestrian’s age, pedestrians walking on the edge of the road (also known as pedestrian’s
location on the roadway), vehicle type, the presence of traffic control devices, and weather
conditions. Further, the Generalized Nonlinear Models (GNM) were developed by Park and
Abdel-Aty, (2016) using 5- years roadway characteristics data along with crash records for urban
roadways in Florida. The results indicated that lane width, bike lane, median, and shoulder width
were significantly effective to reduce crash rates.
In another study, Theofilatos, (2017) explored factors associated with accident occurrence
and severity. The researcher analyzed real-time traffic and weather data collected from urban
arterials in Athens, Greece using Bayesian logistic. The results showed that accident occurrence
and severity are significantly influenced by traffic variations. Nevertheless, in this study weather
parameters didn’t have a direct impact on accident likelihood or severity. Shankar et al. (2003)
summarized a combination of exposure variables that have significant impact on vulnerable road
users’ crashes such as average daily traffic, traffic control factors, network supply factors, and
presence of center-turn lanes. In addition, Multiple Correspondence Analysis (MCA) was carried
out using 7 years of categorical crash data to evaluate factors contributing pedestrian safety. As a
result, roadways with multiple lanes, roadways without lighting at night, and drivers’ gender were
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found to be significantly associated with pedestrian crashes (Das and Sun, 2015). However,
Alshehri (2017) concluded that posted speed limits, alcohol-related, gender, and age were not
significant in his study to analyze factors affecting crash severity of pedestrian and bicycle crashes
at intersections. The study was conducted in Ohio using a logistic regression model along with 3
years of crash data. Other factors were found to be significant such as road contour, light condition,
and pedestrian characteristics. Furthermore, some studies analyzed crash studies aiming to explore
crash-speed relationships. It was concluded that average speed is associated with crash frequencies
on urban arterials (Imprialou et al., 2016; Wang et al., 2015; X. Wang et al., 2018).
Poisson regression and Negative Binomial models were utilized to quantify the influence
of contributory factors on different types of crashes (Killed and Severe Injury (KSI) and slight
injury crashes) at signalized intersections in Hong Kong (Wong et al., 2007). The results showed
that KSI crashes were influenced by the presence of tram stops, number of pedestrians, road
environment, proportion of commercial vehicles, average lane width, and degree of curvature.
Further, they determined that the factors affecting slight injury crashes are as follows: road
environment, degree of curvature, and presence of tram stops. These three factors were common
in both KSI and slight injury crashes. Rifaat et al. (2011) examined factors contributing to the
frequency and severity of crashes as well. Loops and curves designs were found to have a
significant effect on crashes as they related to drivers’ sight distances. On the other hand, road
features, vehicle features and environmental conditions such as seasonal variation, natural
lightening conditions were found to be significant in contributing to non-motorist crashes as well.
Furthermore, Zhang et al. (2012) concluded that longer average geodesic distance, higher network
betweenness centrality, and a larger overall clustering coefficient were related to fewer nonmotorist-involved crashes.
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Cai et al. (2017) developed conventional count regression models to explore exogenous
factors affecting pedestrian and bicyclist crashes at the macro level. The models’ results
emphasized the significance of traffic, roadway, socio-demographic characteristics and
commuting variables. It also showed that density and proportion of population age 65 or over were
more significant at signalized intersections. In another study, Zhang et al. (2012) conducted
statistical analysis to identify factors contributing pedestrian-bicyclists crashes. They derived a
conclusion that the factors significantly affecting number of pedestrian-bicyclists crashes are block
density, intersection density, street density, mean block length, street network, traffic behavior,
and transportation facility data.
A macro-level planning analysis for pedestrian and bicycle crashes was conducted by Cai
et al. (2016b) at a Traffic Analysis Zone (TAZ) level in Florida. The study aimed to identify factors
that substantially increase crash risk for pedestrians and bicyclists. It concluded that traffic (such
as VMT and heavy vehicle mileage), road- way (such as signalized intersection density, length of
sidewalks and bike lanes, and etc.) and socio-demographic characteristics (such as population
density, commuters by public transportation, walking and cycling) of the targeted and neighboring
TAZs have significant effect on pedestrian and bicycle crash frequency. Other studies also
investigated macro-level factors affecting intersection crashes significantly (Cai et al., 2017,
2016c). The authors determined that higher population density, proportion of young people, public
transit commuters, motorcyclists and cyclists, walking commuters, and household income have
significant effects on intersections crashes.
Amoh-Gyimah et al. (2016) employed the Random Parameter Negative Binomial (RPNB)
models to examine the association between various planning factors and bicycle crashes in
Melbourne, Australia. Thus, the factors influencing the occurrence of vulnerable users’ crashes
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were identified. They found that vehicle kilometers traveled (VKT), population, percentage of
commuters cycling or walking to work, percentage of households without motor vehicles, and
mixed land use have a significant impact on the number of pedestrian and bicycle crashes.
Similarly, Hamann et al. (2015) utilized 10 years of crash and population-level data to identify
Bicycle-Motor Vehicle (BMV) crashes in Iowa. They concluded that age, crash location, driver
vision, and roadway lighting have a significant influence on BMV crashes.
Focusing on bicycle safety at intersections, Saad et al. (2019) in his research proposed a
method to adjust bicycle exposure at intersections based on STRAVA data. Then, the study
determined that signal control system, intersection size, and bike lanes are critical factors that
affect cyclists’ crashes. Finally, Lee et al., (2018) found that race (e.g., black, Hispanic), the
specific type of house structure (e.g., manufactured/mobile homes) poverty, and land-use have
significant impacts on cyclists crashes. Generally, previous studies showed that road features,
drivers socio-economic characteristics and environmental conditions significantly contribute to
drivers’ operating speed as well as vulnerable road users’ crashes.
In general, the literature showed that the most common contributing factors that have
significant influence on crash frequency are: age of pedestrian/driver, gender of pedestrian/driver,
type of vehicle, driver’s intoxication, environmental characteristics (weather, and road lighting
condition), and signal control (Dong et al., 2019; Eluru et al., 2008; Jang et al., 2010; Ma et al.,
2010; Verzosa and Miles, 2016)
2.3.2

Factors Contributing to Operating Speed

In the literature, many studies aimed to analyze vehicle speed in order to explore the
effective contributing factors. Operating speed is defined as “the speed at which drivers are
observed operating their vehicles” (Fitzpatrick et al., 2003). It was analyzed by modelling
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vehicular mean speed and the 85th percentile speed (Eluru et al., 2013). In addition, the 85th
percentile speed is widely utilized as a quantifiable descriptive statistics for the operating speed
(Fitzpatrick et al., 2001). It represents drivers’ behavior along roadway segments (Donnell et al.,
2009).
In the last decade, extensive analysis was carried out in this research topic. Speed profiles
were explored for different roadway function classes: two lane highways, multi-lane highways,
local, collector, and arterial roads (Fitzpatrick et al., 2001). Previous studies mainly focused on
analyzing speed profiles to improve road safety, geometric design, and determining potential speed
management strategies (Dangeti et al., 2008). They adopted both simple statistical approaches
(e.g., linear regression, graphical plots, Analysis of Variance (ANOVA), least-squares multiple
regression) and advanced approaches (e.g., Neural Networks) in their analysis (Semeida, 2014).
For instance, Bhowmik et al., (2019) proposed a Panel Mixed Generalized Ordered Probit
Fractional Split (PMGOPFS) model to determine the factors contributing to vehicles’ operating
speed. The model analyzed one-year weekday speed data on 8 arterials in Orlando, Florida. The
researchers considered road geometry, traffic information, and land use and environmental
characteristics while estimating the model. The analysis concluded that the lane drop has
significant variability on the vehicular speed proportion. Moreover, direction of movement and
day of week were significant factors that affect vehicular speed profiles (Bhowmik et al., 2019).
In another study that aimed to explore factors affecting the speed selection behavior of drivers, a
panel mixed logit fractional split model was proposed. The model was estimated using speed data,
roadway geometric characteristics, spatial features of surrounding land use, and driver behavior
factors that were obtained along major arterials in Queensland, Australia. The results showed that
road geometric factors (radius of horizontal curves) and traffic factors significantly contributed to
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speed selection behavior of drivers (Afghari et al., 2018). Similarly, a study conducted an analysis
to investigate factors affecting the choice of drivers’ speed on urban residential roads with speed
limit 30 km/h. The analysis showed that almost all drivers had exceeded the speed limit and had
intended to do so to reduce their travel time. They found out that six factors significantly affect the
speed choice at the 5% significance level: favorable driving conditions, current mood,
responsibility to others, responsibility for safety of vulnerable street users, and traffic situation
(Dinh and Kubota, 2013).
Aiming to predict the operating speed, Gong and Stamatiadis, (2008) developed multiple
linear regression models that focused on horizontal curves of rural four-lanes highways. Their
results showed that the significant factors for inside lane and outside lane were different. However,
some common factors that influence operating speed were determined such as shoulder type,
section grade, and curve length. Further, the analysis showed that median type and pavement type
have significant effect on the inside lane only (Gong and Stamatiadis, 2008). On the other hand,
some studies focused on analyzing operating speed at horizontal curves. In their analysis, they
concluded that radius of curve as well as vehicle type had a significant influence on operating
speed (Jacob and Anjaneyulu, 2013; Perco, 2008; B. Wang et al., 2018). Elasticity analysis was
also conducted. It indicated that segment length is the most significant contributing factor that was
associated with high vehicular speed. Further, AADT, intersection density, and proportion of
industrial area are the most important factors influencing speed reduction.
Speeding is one of the significant factors that contribute to vehicles and non-motorist
crashes. For instance, a study showed that speeding behavior is related to the drivers’ lifestyle and
the surrounding environment. It showed that when drivers see safety measures such as well paved
wide roads, central median barriers, and wildlife fences, they are more likely to exceed the speed
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limits. Thus, it was recommended to utilize engineering countermeasures such as speed humps,
road narrowing, and roundabouts combined with enforcement measures (e.g., police surveillance
and speed cameras) to make it harder for drivers to exceed the posted speed limits (Warner, 2006).
In another study, Ketphat et al. (2013) aimed to analyze the contributing attributes influencing
speeding behavior for young drivers. The researchers used a multiple linear regression model that
considers the average speed as dependent variable and includes the following independent
variables: socio-economic characteristics of the drivers, driving experience, vehicle use
characteristics, activities mostly performed, and attitude towards speeding behavior. The analysis
showed that gender, age, university type, university location, annual household income level,
habits of watching auto racing movies, habits of seeing auto racing, and affective attitude towards
speeding are significant factors at 10% threshold that influence speeding behavior on national
highways in urban areas. Similarly, Giles (2004) used least squares regression models to conclude
that 62% of variation in vehicle speeds is related to road environment variables.
Focusing on motorcyclists’ speeding behavior, some studies aimed to determine factors
contributing to this behavior as well. Abdul Sukor and Fujii (2011) looked into speeding factors
for motorcyclists from the psychological perspective. They found out that drivers intend to speed
when driving in exclusive motorcycle lanes. Moreover, perception of others’ behavior and
perceived behavioral control had significant influence on speeding behavior for motorcyclists.
Furthermore, Chen and Chen (2011) analyzed factors affecting motorcyclists speeding behavior
as well. Their results showed that the psychological flow variables (i.e. perceived enjoyment and
concentration) are statistically significant unlike the Theory of Planned Behavior variables (TPB)
(i.e. the subjective norm and perceived behavioral control) which are not significant in their
research. Generally, the analysis of the studies that investigated the effect of geometric design and
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road characteristics on the operating speed indicated that roadway geometry, length of curvature,
posted speed limit, lane width, and type of road are influencing the operating speed (Himes and
Donnell, 2010; Perco, 2008; Poe and Mason, 2000). Further, the length of the segment was found
to have a significant effect on the 85th percentile speed (Polus et al., 2000).

2.4 Summary
The conducted literature review covers the following: estimating and predicting traffic
volume studies, vulnerable road users’ safety studies, and factors contributing to non-motorist
crashes and operating speed. First, for traffic volume studies, past research focused on predicting
traffic volume at intersections and freeways. Limited studies have been conducted to
estimate/predict turning movement counts at signalized intersections. To the best of the authors’
knowledge, this study is the first attempt to estimate/predict short-term turning movement counts
at signalized intersections at the cycle level. It extends past research and aims to bridge the gap, as
previous studies focused on estimating 15 minutes or one-hour traffic movements at signalized
intersections with the total entering and exiting movements considered as inputs in the developed
models. Moreover, in this study, it was assumed that the target intersection has no traffic volume
data. Thus, implementing estimation/prediction algorithms at target intersections to provide traffic
volumes will save the extensive cost of data collections; as detector systems cost more than
20,000$ per intersection.
The study also proposed a framework to identify different variables considering the
characteristics of cycle-level turning movement estimation during data processing. A method was
proposed to generalize different intersection approaches in the processed dataset. Finally, aiming
to achieve the research objective of estimating/predicting short-term turning movements at
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signalized intersections at the cycle level, both statistical parametric and non-parametric (machine
learning) techniques were trained, tested, and compared. An extensive comparison study was
conducted to conclude the best modelling approach to be utilized in developing turning movement
estimation and prediction algorithms.
In terms of safety, many previous studies adopted estimating vulnerable road users’
exposure and developed crash prediction models to identify hotspots. Further, many studies
concluded the contributing factors that influence operating speed and different types of crashes.
However, to the best of the author’s knowledge, previous studies were limited to studying different
types of roads. No studies related the analysis to specific context classification and complete streets
or something similar. Hence, this research aims to bridge the gap and take into consideration the
concept of context classifications and complete streets while investigating how to improve safety
on multi-lane arterials. Further, the research proposes an integrated framework to identify crashes
hotspots and improve road users’ safety. The proposed framework includes the following:
1- Utilizing big data in the developed models including ATSPM data, Strava data, crash
data, traffic and roadway features, land-use attributes, and socio-demographic
characteristics.
2- Obtaining the ground truth data using Closed Circuit Television (CCTV) surveillance
camera recorded videos at 83 intersections. Both manual counts and automatic video
recognition techniques were utilized to obtain the ground truth counts.
3- Developing machine learning models to estimate hourly vulnerable road users’
exposure at the intersection level and bike exposure at the segment level considering
context classification. These models were utilized to project vulnerable road users’
exposure at all intersections and roadway segments in District 5, Florida.
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4- Identifying the hotspots for different context classifications by developing crash
prediction models based on big data.
5- Concluding the factors contributing to vulnerable road users’ crashes at intersections
and bikes crashes along the roadway segments.
6- Conducting speed analysis to identify the factors contributing to operating speed and
suggest the potential countermeasures that could improve road users’ safety when
implemented.
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CHAPTER 3: CYCLE-LEVEL REAL-TIME TURNING MOVEMENT
ESTIMATION BASED ON ADJACENT INTERSECTIONS’ DATA
3.1 Introduction
Accurate traffic movement counts at intersections are vital for transportation engineers to
conduct various transportation studies, including transportation planning, geometric design, signal
timing, and coordination. Usually, sensors such as cameras and loop detectors are installed at
intersections to collect approach volumes. For collecting short-term traffic counts and
classification, pneumatic tube detectors are usually utilized. Turning movement counts are
predominantly collected using several techniques such as manual counts, vehicle trajectory,
inductive loops, video monitoring, and Video Collection Units (VCU) developed by Miovision
technologies and other companies (Schneider, 2011). However, the data coverage using sensors is
limited since the cost of implementation and maintenance is high.
As the rapid advancement of different technologies is changing the way we travel,
Intelligent Transportation System (ITS) technologies are becoming vital in enhancing traffic
network management (Chen and Grant-Muller, 2001), which could provide various traffic
information to users about real-time traffic conditions (e.g., traffic flow and travel time). ITS
technologies information should represent future traffic conditions accurately and efficiently.
Moreover, it should be updated in real-time to guarantee the reliability and efficiency of the traffic
system. Short-term traffic estimation horizon has been widely employed in ITS applications to
feed the system. Thus, this information could be useful to economize traffic data collection and
enhance traffic flow, traffic management, and safety. It could also help to extend the coverage of
the provided intersection data. Various approaches were developed and introduced to estimate
different traffic parameters. Choosing the foremost acceptable methodology in estimating traffic
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parameters is important to provide accurate traffic data. This could improve ITS user services by
providing the system with accurate real-time traffic movement counts at cycle level that could be
utilized in optimizing signal plans at target intersections. Further, it would be a step towards
utilizing Advanced Traffic Management (ATM) solutions to reduce traffic congestion through
intersection signal optimization using real-time data. Hence, decision-makers could benefit from
such applications to obtain movement counts, reduce the extensive cost of traffic detectors, and
provide the latest intelligent traffic management solutions.
Past research focused on predicting traffic volume at intersections and freeways. Limited studies
have been conducted to estimate/predict turning movement counts at signalized intersections.
Table 1 summarizes the different methodologies that were adopted in the literature. This study
extends past research and aims to bridge the gap, as previous studies focused on estimating 15
minutes or one-hour traffic movements at signalized intersections. The main contributions of this
study are as follow:
(1) This study is the first attempt to estimate short-term traffic movement counts at signalized
intersections at the cycle level.
(2) The traffic movement estimation was carried out by developing Gradient Boosting
Decision Tree (GBDT) algorithms that utilized only the adjacent intersections’ traffic
movement data along with signal data. The developed models could estimate through and
left-turn movements at one intersection using traffic volume data from upstream and
downstream intersections as well as signal data. It was assumed that the target intersection
has no traffic volume data.
(3) The study proposed a framework to process the raw data and identify different variables
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considering the characteristics of cycle-level traffic movement estimation during data
processing. A method was proposed to generalize the traffic movement estimation at the
corridor level. For example, it generalized estimating through movements along the whole
corridors in the study area, whether vehicles’ moving towards North or South.
Aiming to achieve the research objective, the proposed models were trained, tested, and
compared to both parametric and nonparametric (machine learning) techniques. An extensive
comparison study was conducted to conclude the best modelling approach to be utilized in
developing traffic movement estimation algorithms.
3.2 Data Preparation
In recent years, with the advancement of big data, abundant data can be used for better
vehicle movement estimation. Traffic data from different locations could provide data such as
volume, travel time, and speed. Among the traffic data, traffic volume data is the basic data source
for vehicle counts estimation. Several studies tried to incorporate signal status data with traffic
volume data to better estimate vehicle counts (Kong et al., 2013; Zheng and Liu, 2017).
GRIDSMART is one of the detection systems that could provide detailed volume data considering
different turning movements (i.e., right-turn, left-turn, and U-turn movements). In the system, the
signal timing data is also provided (“GRIDSMART USERGUIDE,” 2019).
GRIDSMART is a single-camera system that gathers traffic data. Figure 1 shows the view
of the GRIDSMART system. GRIDSMART empowers traffic engineers to adjust signal timing
and traffic flow strategies and enables real-time monitoring and visual assessment. Automated
video data analysis is used by GRIDSMART cameras to identify vehicles crossing through userdefined regions at intersections. Processing the downloaded data could generate volumes per
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approach, turning movement counts and speeds. The system contains a fisheye camera mounted
high above the respective location to gather data. The horizon-to-horizon approach offers highly
accurate turn counts, views and functionality from the center of the intersection. However, the
expensive cost might limit the data coverage. This section will define the study area, the different
groups of intersections, and data processing and aggregation for algorithms’ development.

Figure 1: View of GRIDSMART system

3.2.1

Study Area and Data Collection

Real-time traffic counts data were collected through the GRIDSMART system by using
the provided IP addresses from the Florida Department of Transportation (FDOT). The data were
collected along two main corridors in Orange county, Florida: Orange Blossom Trail (US 441) and
Mills Avenue (US 17/92). Considering the data availability and quality, one-month data for 11
intersections on US 441 corridor and 8 intersections on US 17/92 were downloaded. Figure 2
shows the study area intersections on both corridors. The downloaded data contain event
information per lane per approach at each signalized intersection. It was essential to understand
GRIDSMART vehicle counts’ accuracy before using its data as ground truth in developing the
estimation algorithm(s). Thus, GRIDSMART was validated by comparing it to manually counted
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traffic movements from video records over a given time period (AM and PM peak periods). The
results indicated that the GRIDSMART system could provide reasonable counts with MAPE less
than 10% for all validated traffic movements.

Figure 2: Intersections with consistent and complete data on GRIDSMART

3.2.2

Data Grouping

To ensure the accuracy of the estimation results, intersections were grouped depending on
the distance between intersections, number of access points/minor roads between two consecutive
intersections, and data availability. Each group consists of three consecutive intersections (an
upstream intersection, a downstream intersection, and a middle intersection at which turning
movement volumes are estimated). A total of 19 intersections were divided into four groups on
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US 17/92 and seven groups on US 441. It should be noted that an intersection could be included
into multiple groups as different intersection locations. Those groups were utilized in developing
turning movement estimation algorithms which will be discussed in the upcoming sections. Table
2 lists different groups of intersections on US 17/92 and US 441 corridors, respectively. Although
the target intersections have GRIDSMART sensors, in the future the sensors could be removed if
the developed algorithms could estimate accurate movement counts. Data coverage could be
extended by combining the sensor-and algorithms-based movement data collection.
Table 2: Intersections Groups
Mills Corridor
US 17/92

Intersection 1

Intersection 2 (Target
intersection)

Intersection 3

Grp 1

Rollins St.

Princeton St.

Nebraska St.

Grp2

Princeton St.

Nebraska St.

Virginia St.

Grp3

Nebraska St.

Virginia St.

Lk. Highland St.

Grp4

Webster St.

Gay St.

Morse St.

OBT Corridor
US 441

Intersection 1

Intersection 2 (Target
intersection)

Intersection 3

Grp1

Colonial Dr.

Amelia St.

Robinson St.

Grp2

Amelia St.

Robinson St.

Washington St.

Grp3

Robinson St.

Washington St.

Central St.

Grp4

Washington St.

Central St.

Church St.

Grp5

Anderson St.

Long St.

Carter St.

Grp6

Long St.

Carter St.

Gore St.

Grp7

Carter St.

Gore St.

Grand St.

3.2.3

Data Processing and Aggregation

The GRIDSMART data includes two main types of data sources: signal data and vehicle
data. The signal data is represented by 16 different digits that correspond to different signal phases
at an intersection. Each record represents a change in an event (change in any of the 16 digits).
Those 16 digits show whether the signal phase is red (R), yellow (Y), or green (G). On the other
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hand, the data records each vehicle that occupies a specific lane and approach at an intersection.
The vehicles’ information including arrival time, turning movements, vehicle length, vehicle
speed, and corresponding signal indication. The signal timing and movement counts could be
aggregated at the cycle level. Finally, some general features were considered while processing the
data. Figure 3 shows the three main data sources that were utilized: traffic volume, signal data, and
general features. The main challenge was to process and combine different sources of the dataset
along with identifying different variables considering the characteristics of cycle-level turning
movement estimation. Thus, a framework was proposed to combine data, identify variables, and
aggregate data at the cycle level.

Figure 3: Data sources

Specifically, traffic volume data from different intersections could provide data such as
counts of turning movements and total entering volumes calculated from upstream and
downstream intersections movement counts. Besides, cycle length and movements’ green time
could be calculated from the signal data sources. Finally, general features such as time periods
(AM peak, off peak, PM peak or nighttime), directions of movements, group number, and corridor
name were also considered while developing the estimation algorithms. The time periods were
determined based on the fluctuation of the real-time hourly traffic volumes from the GRIDSMART
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system. The following Figure 4 shows the average hourly traffic counts of all intersections along
US 17/92 and US 441. The hourly traffic volume trend was the same for both corridors. Thus, the
four time periods were identified as follow: 1) AM peak period from 07:00 to 9:00, 2) PM peak
period from 16:00 to 18:00, 3) off-peak period from 09:00 to 16:00, 4) night-time period from
18:00 to 07:00.

Figure 4. Average hourly traffic volume

The collected data was preprocessed by two steps. First, the travel direction was identified.
Second, the clockwise method was utilized to rename the other approaches based on the travel
direction in the nomenclature as shown in Figure 5 (Yuan and Abdel-aty, 2018). For example, if
the approach of interest is northbound at the target intersection, the northbound approach was
labeled with number “1” and other approaches were labelled as well in the clockwise direction
(eastbound: “2”, southbound: “3”, westbound: “4”). Similarly, when the approach of interest is
southbound, it was labelled with number “1” and other approaches were labelled clockwise as well
(westbound: “2”, northbound: “3”, eastbound: “4”). This process was to generalize the movement
approach estimation at the corridor level. Initially, two datasets where prepared, one for
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northbound, and the other for southbound. Then, both datasets were combined. Hence, a generic
model could be developed to estimate a certain movement using the final dataset regardless of the
direction of the movement.

Figure 5: The nomenclature of the four approaches

The raw data were processed and aggregated at the cycle level. The data processing and
aggregation procedures are shown in Figure 6. First, for the raw signal data, the coordination phase
at intersection was determined and movements phases were identified. Thus, the start and end of
cycle timestamps could be calculated based on the coordination phase of the intersection.
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Afterwards, the intersection’s cycle lengths along the whole month as well as the green time for
each movement per approach per cycle were calculated. Second, the approach direction
(Northbound, Southbound, Eastbound, or Westbound) and movements’ type (through, left, right,
U-turn) of the raw traffic counts data were determined for each record. Then, the downloaded data
by each day were combined in one file. The two processed datasets for both signal and traffic
counts data were merged into one big dataset. This dataset was aggregated by grouping the counts
of each movement per cycle. As a result, a final dataset for each intersection including turning
movement counts, cycle lengths, and green times for each movement were prepared. The data of
both Northbound and Southbound directions were combined into one dataset.

Figure 6: Data processing and aggregation

A framework was proposed to identify different variables considering the characteristics
of cycle level. Each individual group dataset includes the signal data and turning movements
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aggregated counts of upstream and downstream intersections. It also includes signal data for the
middle intersection (the target intersection at which turning movements were estimated). Further,
weekends (Saturdays and Sundays) were removed from the dataset as their traffic patterns differ
from weekdays. The three intersections were appended based on the defined cycle lengths for the
target (middle) intersection. Distances between consecutive intersections and queued platoons at
red time signals could lead to delay in vehicles arrivals to the target intersection. Hence, two signal
cycles were merged (current cycle and previous cycle) for developing the movement estimation
algorithms. Figure 7 shows the procedure of defining cycles in a certain group of intersections. It
shows that the start of cycle and the end of cycle is defined by the middle intersection’s cycle.
However, the upstream/downstream intersection cycle length start and end times could be
inconsistent with their corresponding times in the target intersection. In that case, the volume and
signal green times were multiplied by the proportion of adjacent intersection cycle length of target
intersection cycle length. Finally, the calculated volumes were summed based on the defined start
and end times of the target intersection cycle length.

Figure 7: Defining signal cycles in one group
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General features such as time period (AM peak, off peak, PM peak, or nighttime), direction
of movement, group number, and corridor name were included in the datasets in order to identify
the records in the general models. In addition, the total entering volume for the Northbound and
Southbound approaches were calculated per cycle using the turning movements’ counts for the
upstream and downstream intersections. Figure 8 shows a flowchart that summarizes the
arrangement of the final dataset. The final dataset was prepared and compiled to develop generic
turning movement estimation algorithms. The dataset includes 327,636 records and 110 features
(traffic counts, green times, cycle length, and general features), and the description of those
features were summarized in Table 3.

Figure 8: Summary of datasets arrangement
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Table 3: Features labelling and description
Variable
X1Ent
X1LD
X1LU
X1RD
X1RU
X1SD
X1SU
X2LD
X2LU
X2RD
X2RU
X2SD
X2SU
X3Ent
X3LD
X3LU
X3RD
X3RU
X3SD
X3SU
X4LD
X4LU
X4RD
X4RU
X4SD
X4SU
Variable
X1LGD
X1LGM
X1LGU
X1SGD
X1SGM
X1SGU
X2LGD
X2LGM
X2LGU
X2SGD
X2SGM
X2SGU
X3LGD
X3LGM
X3LGU
X3SGD
X3SGM

Traffic Volume Features
Description
Total volume entering intersection (direction of movement)
Left-turn movements at downstream intersection (direction of movement)
Left-turn movements at upstream intersection (direction of movement)
Right-turn movements at downstream intersection (direction of movement)
Right-turn movements at upstream intersection (direction of movement)
Through movements at downstream intersection (direction of movement)
Through movements at upstream intersection (direction of movement)
Left-turn movements at downstream intersection (East-West direction)
Left-turn movements at upstream intersection (East-West direction)
Right-turn movements at downstream intersection (East-West direction)
Right-turn movements at upstream intersection (East-West direction)
Through movements at downstream intersection (East-West direction)
Through movements at upstream intersection (East-West direction)
Total volume entering intersection (opposed to direction of movement)
Left-turn movements at downstream intersection (opposed to direction of movement)
Left-turn movements at upstream intersection (opposed to direction of movement)
Right-turn movements at downstream intersection (opposed to direction of movement)
Right-turn movements at upstream intersection (opposed to direction of movement)
Through movements at downstream intersection (opposed to direction of movement)
Through movements at upstream intersection (opposed to direction of movement)
Left-turn s at downstream intersection (West-East direction)
Left-turn movements at upstream intersection (West-East direction)
Right-turn movements at downstream intersection (West-East direction)
Right-turn movements at upstream intersection (West-East direction)
Through movements at downstream intersection (West-East direction)
Through movements at upstream intersection (West-East direction)
Signal Features
Description
Left-turn green time at downstream intersection (direction of movement)
Left-turn green time at middle intersection (direction of movement)
Left-turn green time at upstream intersection (direction of movement)
Through movement green time at downstream intersection (direction of movement)
Through movement green time at middle intersection (direction of movement)
Through movement green time at upstream intersection (direction of movement)
Left-turn green time at downstream intersection (East-West direction)
Left-turn green time at middle intersection (East-West direction)
Left-turn green time at upstream intersection (East-West direction)
Through movement green time at downstream intersection (East-West direction)
Through movement green time at middle intersection (East-West direction)
Through movement green time at upstream intersection (East-West direction)
Left-turn green time at downstream intersection (opposed to direction of movement)
Left-turn green time at middle intersection (opposed to direction of movement)
Left-turn green time at upstream intersection (opposed to direction of movement)
Through movement green time at downstream intersection (opposed to direction of
movement)
Through movement green time at middle intersection (opposed to direction of movement)

45

Variable
X3SGU
X4LGD
X4LGM
X4LGU
X4SGD
X4SGM
X4SGU
CycleLengthD
CycleLengthM
CycleLengthU

Description
Through movement green time at upstream intersection (opposed to direction of movement)
Left-turn green time at downstream intersection (West-East direction)
Left-turn green time at middle intersection (West-East direction)
Left-turn green time at upstream intersection (West-East direction)
Through movement green time at downstream intersection (West-East direction)
Through movement green time at middle intersection (West-East direction)
Through movement green time at upstream intersection (West-East direction)
Cycle length at downstream intersection
Cycle length at middle intersection
Cycle length at upstream intersection
General Features
Variable
Description
Corridor
Corridor Name
Direction
Direction of Estimation
ID
Group ID
Period
AM peak, PM peak, Off peak, Night-time
Note: Previous cycle variables labels starts with "X1" then the same label as current cycle variables

3.3 Methodology
Different approaches have been widely employed in previous short-term traffic forecasting
studies (i.e., parametric, machine learning, and deep learning models). These approaches were
used to develop a comprehensive turning movement estimation model using the processed dataset.
The developed models were tuned, tested, and compared based on some performance measures.
The developed models were utilized to estimate through and left turn movements at the corridorlevel signalized intersections (North-South direction). They were trained to estimate one traffic
movement at a time. For the East-West direction, it’s hard to estimate turning movements as there
is no data at the upstream and downstream intersections. Furthermore, each dataset was split into
the training dataset and test dataset with a ratio of 80%:20%, respectively.
3.3.1 Finite Mixture Model
The finite mixture model is considered as a highly flexible approach that has been widely
used in considerable applications. Usually, the finite mixture model deals with the stagnant

46

stochastic processes as it considers the mixed components as Gaussian distributions. Nevertheless,
it can deal with nonstationary processes by applying the finite mixture model on several time
intervals. The generalized Equation (1) of the finite mixture model is as follow:
𝐾

𝑓(𝑦𝑖 ) = ∑ 𝜋𝑘 𝑓𝑘 (𝑦𝑖 )

(1)

𝑘=1

Where 𝜋𝑘 is the mixing probability of component k, 0 ≤ 𝜋𝑘 ≤ 1, and ∑𝐾
𝑘=1 𝜋𝑘 = 1 for k = 1, 2,
3, … K. Moreover, 𝑓𝑘 (𝑦𝑖 ) could follow any probability distribution (Chen et al., 2014).
3.3.2

Multivariate Adaptive Regression Spline

Multivariate Adaptive Regression Splines (MARS) is a nonparametric regression approach
that was widely adopted in various data analyses including traffic flow prediction (Ermagun and
Levinson, 2018). It could model non-linearities as well as high-dimensional predictors and
responses interactions (Friedman, 1991). The MARS model aims to build a regression function
using a combination of basis functions. The sum of the basis functions represents the regression
function (Xu et al., 2013). Generally, the MARS model is shown in Equation (2):
𝑟

𝑌 = 𝑓(𝑋)+ ∈ = 𝛽𝑜 + ∑ 𝛽𝑚 ℎ𝑚 (𝑋)+ ∈

(2)

𝑗=1

Where Y is the response variable, X is a predictor, 𝛽𝑜 is the intercept, each ℎ𝑚 (𝑋) is a basis
function or a product of two or more such functions, 𝛽𝑚 are the coefficients which are usually
estimated by minimizing the sum of squares error and ∈ is the regression error.
3.3.3

Neural Networks

Neural Network (NN) is a non-parametric flexible approach that could model nonlinearities and complex relations between predictors and response variables. A three layered NN
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that contains two hidden layers and one output layer was utilized to estimate the traffic movement
counts at the middle intersection. Input vectors were processed by the input layer, and then weights
and biases were applied by the hidden layer to the signals received from the input layer. The NN
model adjusts weights and biases in order to improve the performance of the model. Moreover,
the Rectified Linear Unit (ReLU) was utilized as an activation function. After several iterations,
the first hidden layer was set to contain 100 neurons, while the second one contained 40 neurons.
Finally, the output layer received the signal from the second hidden layer and transferred it into
the outcome of the NN which represented the predicted movement.
3.3.4

Random Forest

Random Forest (RF) is one of the machine learning techniques that have been adopted
across multiple disciplines and regression purposes (Harb et al., 2009; Kwigizile et al., 2019;
Mahmoud et al., 2021a). It was first introduced by Breiman (2001). The RF regression model
comprises a collection of decision trees that were built from the bootstrapped samples (Breiman,
1996). This technique generates multiple training datasets that were sampled from the original one
with replacement. The generated datasets are utilized to train the base models and grow individual
trees in the ensemble. Further, RF adopts the random predictors selection method to avoid
overfitting by generating diverse subsets of data. It reduces the variance by combining the grown
individual trees, hence, improves the accuracy (Zhang and Haghani, 2015). A n-dimensional
random vector X = (X1, X2, … Xn)T represents the predictor variables and Y represents the
response variable. Random Forest assumes a joint distribution 𝑃𝑋𝑌 (𝑋, 𝑌). In order to predict Y, a
prediction function is determined by minimizing the expected values of the loss function 𝑓(𝑋).
The utilized loss function in case of regression is commonly the squared error loss as shown in
Equation (3).
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𝐿(𝑌, 𝑓(𝑋)) = (𝑌 − 𝑓(𝑋))2

(3)

The number of trees was tuned based on the performance measures in Equations (4, 5, and 6).
3.3.5

Gradient Boosting Decision Trees

Gradient Boosting is an ensemble machine learning approach based on sequentially trained
decision trees. It fits the negative gradients (residual errors) in order to learn the decision trees (Ke
et al., 2017). This approach emphasizes the incorrectly estimated training records in the model.
Thus, it generates multiple models in sequence. Incorrect estimates in previous base models appear
more frequently in the training data than the correctly estimated ones. Consequently, the main aim
of a new base model is to correct the errors of the previous models. The main concept is to combine
several weak models to create one highly accurate model (Zhang and Haghani, 2015a). Gradient
Boosting Decision Trees (GBDT) differs from Random Forest (RF) in the way the trees are built.
In the latter, trees are built independently from each other. However, in Gradient boosting the
model adds a new tree in each step to complement existing trees (Pan, 2018).
When using Gradient Boosting Decision Trees (GBDT), it is considered as an optimization
approach that adds a base model in each step to minimize a certain loss function (mean absolute
error or the mean squared error loss functions). In boosting, the loss function measures the
deviation of the predicted values from the corresponding ground truth. In short, the GBDT
develops consecutive models. In each model, training data is resampled in order to provide the
model with the most useful information. Then, weights are adjusted in each training step based on
the produced error from the previous step. Thus, incorrectly estimated records have higher weights
in the consecutive model.
In this research, both standard gradient boosting and eXtreme Gradient Boosting
(XGBoost) algorithms were trained. XGBoost is an implementation of gradient boosting structure
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in a precise and efficient way (Friedman et al., 2000). It uses second order tailored expansion to
approximate the loss function. This is done by using both first and second derivatives of the loss
function (Dong et al., 2018). Model’s hyperparameters (number of trees, interaction depth, and
shrinkage) were tuned. Number of trees corresponds to the number of basis functions and iterations
in the additive expansion. Interaction depth enumerates the maximum allowed variable
interactions of each tree. Shrinkage describes the learning rate or the step-size reduction.
Moreover, cross-validation was implemented in the GBDT model using a tuned number of folds
to avoid model’s overfitting (Greenwell et al., 2019). Variables with zero relative influence were
excluded from the model. The remaining variables were utilized to train the model. Further, those
variables were reduced gradually using the backward method. Variables were excluded from the
dataset one by one. In each iteration the performance measures for training and testing datasets
were calculated. If removing a variable while training the model improves the performance
measures, the variable should be excluded from the dataset. Moreover, if performance measures
got worsened, then the variable should be kept in the dataset.
3.3.6

Long-Short Term Memory

Long-Short Term Memory networks (LSTMs) is a special kind of Recurrent Neural
Networks (RNN) that was first introduced by Hochreiter and Schmidhuber (1997). Vanishing and
exploding gradients are common problems in the traditional RNN. These problems occur as a
result of multiplying the processed gradient along the hidden layer by the weight matrix of the
neurons. The gradient is affected by the weight matrix. Too small gradients could cause learning
to stop while too large gradients could make learning diverges. However, LSTMs could address
gradient problems as well as avoid long-term dependency problems (connect previous information
to the present task). LSTM includes a memory cell that contains three gates (input, output, and
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forget gates) associated with its neuron. Input and output gates permit the movement of the signal
inside or outside the neuron. Further, the memory cell neuron has a self-recurrent connection which
blocks any outside interference and helps the state of the memory cell to keep constant along
different timesteps. Forget gate can modify this self-recurrent connection and controls forgetting
the previous state (Shao and Soong, 2016).
The utilized dataset contained the defined variables in Table 3. However, some variables
were removed from the dataset (ID, Period, and Direction). The processed dataset was
standardized and split into train, test, and validation datasets. A multilayer LSTM was developed
to estimate through and left turn movements at signalized intersections for the current cycle based
on sequence inputs. Six input vectors for the current cycle and the previous five cycles (six time
slices) were used to estimate turning movement at the output layer. In the same time step, the input
LSTM layer is the hidden state of the LSTM unit in the previous LSTM layer (Yuan et al., 2019).
Figure 9 and Figure 10: illustrate the LSTM architecture as well as the LSTM unit at each timestep
respectively. Where the input vector is X = (X1, X2, X3, X4, X5, X6).

Figure 9: LSTM architecture
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Figure 10: LSTM unit at each timestep

3.3.7

Performance Measures

Three performance measures were utilized to evaluate the developed models: Mean
Absolute Error (MAE), Root Mean Square Error (RMSE), and Mean Absolute Percentage Error
(MAPE). The smaller the calculated value, the better the performance of the developed algorithm.
Those measures are defined in Equations (4, 5, and 6).
𝑀𝐴𝐸 =

1
∑|𝑦𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑦𝑝𝑟𝑒𝑑 |
𝑛

(4)

2 1
2
𝑅𝑀𝑆𝐸 = √ ∑|𝑦𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑦𝑝𝑟𝑒𝑑 |
𝑛

(5)

1 𝑦𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑦𝑝𝑟𝑒𝑑 2
𝑀𝐴𝑃𝐸 = ( ∑ |
| ) ∗ 100
𝑛
𝑦𝑎𝑐𝑡𝑢𝑎𝑙

(6)

Where 𝑦actual is the observed movement, 𝑦𝑝𝑟𝑒𝑑 is the estimated movement’s volume from the
developed algorithms, and n is the number of observations. GRIDSMART system data was treated
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as the ground truth (observed data) in this study. Moreover, for testing data, performance measures
were relaxed by assuming the estimated movement’s volumes correct if they are below minimum
green time’s volume for through and left-turn movements for urban signalized intersections
(Urbanik et al., 2015).
3.4 Analysis and Results
In total, fourteen generic models were developed to estimate through and left-turn
movements. Since right-turn movements were very few per cycle and they are not controlled by
signal timing; they weren’t included in this research. The models were trained to estimate one
movement at a time. Hence, seven different models were developed for each movement.
Afterwards, the developed models were compared using the previously defined performance
measures. The compared performance measures were summarized to conclude the best modelling
approach to estimate cycle-level traffic movements at signalized intersections. Table 4 shows the
compared performance measures for both train and test datasets. The results indicate that machine
learning models outperformed other parametric models in estimating cycle-level through and leftturn movements at signalized intersections as learning algorithms have the ability to improve in
accuracy and efficiency over time and capture the spatiotemporal features of traffic flow.
Moreover, machine learning models could illustrate specific trends and patterns of traffic flow
which helps in better understanding the performance of the transportation system.
Further, Gradient Boosting Models (Standard GB and XGBoost) had the best performance
in capturing and estimating small left-turn movements. The best developed model was the gradient
boosting (XGBoost) model which had the lowest values for all the performance measures among
all developed models. Its performance measures (MAE, RMSE, and MAPE) were 2.54, 4.75, and
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9.53%, respectively for through movement estimation and were 0.29, 1.10, and 4.70% for left turn
movement estimation.
Table 4: Performance measures for the developed models
Train Data

Through Movement

Left Turn Movement

Corridor

MAE

RMSE

MAPE

MAE

RMSE

MAPE

Finite Mixture Model

3.93

7.06

25.10%

0.63

1.82

16.24%

Multivariate Adaptive Regression Splines

3.97

7.16

22.90%

0.38

1.43

7.61%

Neural Networks

3.44

5.45

29.22%

0.50

1.28

20.21%

Random Forest

2.89

5.10

11.11%

0.62

1.54

9.80%

Gradient Boosting

2.90

5.04

12.70%

0.30

1.11

4.90%

Gradient Boosting (XGBoost)

1.68

3.20

6.20%

0.19

0.87

2.79%

Long-Short Term Memory Model

2.76

5.50

10.12%

0.89

1.86

25.89%

Test Data

Through Movement

Left Turn Movement

Corridor

MAE

RMSE

MAPE

MAE

RMSE

MAPE

Finite Mixture Model

3.96

7.08

25.18%

0.64

1.88

16.36%

Multivariate Adaptive Regression Splines

4.10

7.30

25.31%

0.40

1.48

8.45%

Neural Networks

3.67

5.62

32.30%

0.52

1.32

22.86%

Random Forest

3.43

5.16

13.39%

1.00

1.55

10.11%

Standard Gradient Boosting

3.00

5.06

12.90%

0.30

1.20

4.90%

Gradient Boosting (XGBoost)

2.54

4.75

9.53%

0.29

1.10

4.70%

Long-Short Term Memory Model

3.02

5.50

12.95%

0.93

1.88

28.61%
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The Gradient Boosting (XGBoost) variables were reduced gradually one by one using the
backward method. The performance measures for training and testing datasets were calculated in
each iteration. If they remained constant or improved thus the variable should be removed from
the dataset. Moreover, if they get worse, the variable should be kept in the dataset. As a result, the
numbers of utilized variables to train the generic through and left-turn movement models were 23
and 53, respectively. The XGBoost model outputs relative influence value for each variable that
indicates its importance in the model as shown in Figure 11. This value is computed based on the
Mean Squared Error (MSE) for each split in each tree. Then, each variable’s improvement is
averaged across all the trees. A variable is considered most important when it has the largest
average decrease in MSE. Total entering volume variables for current and previous cycles (X1Ent
and X1X1Ent) were the most significant variables through the movement estimation model. For
the left turn movement model, left turn green time at the middle intersection for the previous cycle
(X1LGM) was found to be the most significant. Moreover, it was noticeable that green times for
previous signals are significantly important in left turn movement estimation.
Finally, the estimated counts were plotted along with their corresponding true volumes
from the GRIDSMART system. The plots were divided based on different time periods: AM peak,
off peak, PM peak, and night-time as shown in Figure 12. Moreover, the same performance
measures were calculated for each time period. Table 5 shows the calculated performance
measures for the through and left turn movement generic models. The results show that the
performance measures for AM and PM peak periods were higher than off-peak and night-time
periods for both through and left turn movement models.

55

Relative Influence - Generic Model (Through
Movement)

X1Ent

33.302

X1X1Ent

20.598

X1SD

12.192

X4SD

8.013

CycleLengthM

7.579

X1X1LD

6.517
3.354

X1X3Ent

1.574

X3Ent

1.200

X4LD

1.025

X1SU

0.853

X1LD

0.632

X2LGM

0.478

X4SU

0.464

X1SGM

0.318

X1X1SU

0.313

X3LGD

0.296

CycleLengthU

0.286

X3SU

0.260

X3SGM

0.258

X4RU

0.218

CycleLengthD

0.161

X3SD

0.109

Variable

Variable

Period

Relative Influence - Generic Model (Left Turn
Movement)
X1LGM
X1Ent
X4LGU
X1X4LGU
X1SGU
X1X1Ent
X1X1LGM
X1SD
X3LU
X4SGU
X2SGM
X4SGM
X4RU
X3SGU
X1SGM
X2LGM
X1X1SGU
X1X2SGM
X1X1SD
X1X2SGD
X1X4SGM
X1RD
X1X4RU
Period
X4SD
Direction
X1LU
X2SGD
CycleLengthM
X1LGD
X1X3LU
X3SGM
X3SGD
X2RU
X4LD
X1SU
X3LGM
X1X3SGD
X1X3SU
X1X4RD
X3SU
CycleLengthU
X1X3SGU
X3LD
X1X1LGD
X1LGU
X1X2RU
X1X3LGM
X1X4LD
X1RU
X3LGU
X4SGD
X1X4LGD

22.193
12.288
10.619
10.052
4.450
3.507
3.224
2.817
2.524
2.474
2.391
2.378
2.183
1.232
1.004
0.874
0.824
0.806
0.767
0.712
0.712
0.696
0.669
0.668
0.646
0.637
0.615
0.571
0.528
0.522
0.502
0.493
0.489
0.464
0.464
0.425
0.406
0.350
0.340
0.283
0.264
0.237
0.222
0.191
0.190
0.190
0.187
0.175
0.165
0.148
0.141
0.049
0.042

0.000

0.000 5.000 10.000 15.000 20.000 25.000 30.000 35.000

5.000

10.000

15.000

Relative Influence

Relative Influence

Figure 11: Relative influence value for each variable – XGBoost model
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20.000

25.000

Figure 12: Estimated turning movement counts and their corresponding GRIDSMART counts
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Table 5: Performance measures per time period
Time period
AM Peak

Off Peak

PM Peak

Night-time

Train Data
Through
Left
3.20
0.30
4.41
0.90
8.90%
7.26%
2.91
0.30
4.02
0.89
7.90%
5.10%
3.16
0.45
4.36
1.24
7.38%
6.82%
0.90
0.05
2.29
0.32
5.04%
0.78%

Performance Measure
MAE
RMSE
MAPE
MAE
RMSE
MAPE
MAE
RMSE
MAPE
MAE
RMSE
MAPE

Test Data
Through
Left
4.95
0.62
6.80
1.54
12.80% 10.88%
3.98
0.55
5.55
1.43
10.77%
8.59%
5.27
0.84
7.06
2.02
13.38% 10.06%
1.39
0.09
3.57
0.61
8.13%
1.89%

3.5 Discussions
Aiming to obtain more accurate movement estimations, a model was developed to estimate
through and left turn movements at each corridor separately. Thus, the processed dataset was
divided into two datasets (one for Mills Avenue (US 17/92) and the other for OBT Corridor (US
441)). Afterwards, XGBoost models were trained, tuned, and tested following the proposed
methodology. Moreover, the same performance measures were utilized to evaluate the developed
models as shown in Table 6. The results indicate that through movement estimation, the MAPE
for the developed model at Mills Avenue (US 17/92) outperformed the generic model by 1%.
However, for the OBT corridor (US 441) model, the MAPE was almost the same as the generic
model. For left turn movement estimation, the MAPE was higher for Mills Avenue (US 17/92)
model by around 2%. Nevertheless, the developed model at OBT (US 441) corridor outperformed
the generic model in terms of MAPE by 1%.
The transferability of the developed corridors’ models was tested by estimating traffic
movements at one corridor using the other corridor’s model. The results indicated that the
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developed models have the potential to be utilized in other corridors. For instance, the MAPE of
estimating through and left turn movements at the US 441 corridor using the US 17/92 corridor
model was around 20% and 5%, respectively. However, while the results are promising, training
data limitations presents one of the major obstacles to potential transferability of machine learning
models. Thus, it’s recommended to include more data records as an input in future analysis for
better transferability results.
Table 6: Performance measures for corridor models
Train Data

Through Movement

Left Turn Movement

Corridor

MAE

RMSE

MAPE

MAE

RMSE

MAPE

Mills Avenue (US 17/92)

1.10

2.20

4.37%

0.20

0.60

3.44%

OBT Corridor (US 441)

1.40

0.26

5.30%

0.10

0.40

1.00%

Test Data

Through Movement

Left Turn Movement

Corridor

MAE

RMSE

MAPE

MAE

RMSE

MAPE

Mills Avenue (US 17/92)

2.59

4.84

8.53%

0.50

1.45

6.70%

OBT Corridor (US 441)

2.41

4.50

9.42%

0.18

0.85

3.55%

Turning movement estimation models were trained for each group separately following the
same XGBoost methodology and using more refined data. Hence, three consecutive intersections’
datasets were utilized (target, upstream, and downstream intersections) for each group. Note that
each developed model estimates one movement at a time. The calculated performance measures
for the developed group models are shown in Table 7. It shows that the performance measures
improved when the utilized datasets were more refined. As a result, this could be a start of
implementation for the developed algorithms by removing the detection equipment at the main
corridor approaches at some target intersections. However, the equipment should be kept at
upstream and downstream intersections to provide the algorithm with the required data. Figure 13
shows that the developed turning movement counts (TMC) estimation algorithms could be
implemented at six intersections (two at US 17/92 and four at US 441).
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Generally, the performance measures for all developed models (generic model, corridor
models, group models) were better than its corresponding values of the proposed models to
estimate turning movement in the most recent literature as shown in Table 1. For instance, the
performance measures were compared to a latest study that aimed to develop a short-term
prediction algorithm of movements at signalized intersections based on the Partial Least Square
model (PLS). The RMSE and MAPE in their study were 8.34% and 16.68%, respectively (Li et
al., 2020).
Table 7: Performance measures for individual groups models

OBT Corridor

Mills
Avenue

Corridor

OBT Corridor

Mills
Avenue

Corridor

Group

Target
Intersection

Grp1
Grp2
Grp3
Grp4
Grp1
Grp2
Grp3
Grp4
Grp5
Grp6
Grp7

Princeton St.
Nebraska St.
Virginia St.
Gay St.
Amelia St.
Robinson St.
Washington St.
Central St.
Long St.
Carter St.
Gore St.

Group

Target
Intersection

Grp1
Grp2
Grp3
Grp4
Grp1
Grp2
Grp3
Grp4
Grp5
Grp6
Grp7

Princeton St.
Nebraska St.
Virginia St.
Gay St.
Amelia St.
Robinson St.
Washington St.
Central St.
Long St.
Carter St.
Gore St.

Through Movement
MAE
1
2.28
2.44
1.79
2.54
1.1
1.79
2.68
1.02
1.05
1.51

Train
RMSE
1.77
3.32
4.87
3.8
3.58
2.2
2.5
3.67
2.73
2.05
2.8

MAE
0.3
0.36
0.12
0.2
1.22
0.18
0.18
0.25
0.15
-0.24

Train
RMSE
0.73
1.17
0.45
0.4
0.32
0.37
0.71
0.48
0.36
-0.46
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Test
MAPE
MAE
RMSE
4.75%
2
3.7
5.54%
2.99
5
8.39%
4.21
5.77
7.54%
3.42
5.91
9.27%
3.72
6.14
4.90%
2.17
4.63
7.42%
2.55
4.58
8.91%
3.63
5.72
5.00%
2.04
4.03
5.47%
2.12
4.01
6.20%
2.43
4.89
Left Turn Movement
Test
MAPE
MAE
RMSE
2.45%
0.7
1.88
4.82%
0.63
1.61
2.24%
0.28
1.02
0.60%
0.45
1.1
1.52%
0.29
0.69
0.54%
0.42
1.19
3.98%
0.39
1.24
1.20%
0.53
1.13
0.58%
0.47
1.18
---2.29%
0.52
1.14

MAPE
6.70%
9.15%
11.23%
10.89%
12.37%
7.54%
9.57%
11.39%
7.13%
7.63%
9.64%

MAPE
4.72%
7.58%
4.19%
2.10%
2.36%
2.17%
6.44%
3.84%
2.00%
-5.52%

Figure 13: Suggested locations to utilize developed algorithms

The transferability of developed models for the abnormal traffic was validated. Two
accidents were selected for analysis, one at each corridor. The results show that the estimated
model could instantaneously capture both accidents. Moreover, the MAPEs for both through and
left turn movements models were 10% at US 17/92. For the US 441 corridor, MAPEs were 8.7%
and 6.9% for through and left turn movements models, respectively. Figure 14 illustrates the
estimated turning movements when an accident had occurred. The performance measures were at
the same level as those in a normal situation for both through and left-turn movement estimation.
The generic models were able to estimate through and left-turn movements with MAPE 9.53%
and 4.7%, respectively. However, specific group models’ results show that the performance
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measures got improved when the utilized datasets were more refined. All the developed models
were found to be more accurate when estimating through and left-turn movement at signalized
intersections compared to other studies in literature. The models outperformed the performance
measures of the developed models in previous research shown in Table 1.

Figure 14: Estimated turning movement counts and their corresponding GRIDSMART counts

3.6 Conclusions

This study sought to develop an algorithm that could estimate real-time traffic movement
at one intersection at cycle level using traffic information from adjacent intersections (upstream
and downstream intersections). The algorithm could emulate the main corridor’s detectors
implementation at intersections. Thus, the expensive cost of collecting real-time traffic movement
counts could be reduced. The contributions of this research are as follow: it is the first attempt to
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estimate cycle-level turning movements at signalized intersections. In addition, a framework was
proposed to compile, aggregate, and identify variables considering the characteristics of cyclelevel turning movement estimation. In addition, a method was proposed to generalize the
intersection approach, and the developed generic model could estimate any movement regardless
of the direction of movement. Finally, an extensive comparison was conducted based on different
algorithms to test the processed data. The proposed method was validated based on the
GRIDSMART data of 19 intersections that were collected and processed. The intersections were
divided into eleven groups considering distance between intersections, number of access points,
minor roads, and data availability. Each group consists of three consecutive intersections. Traffic
volume and signal data from the GRIDSMART system was processed and aggregated at the cycle
level for weekdays. Afterwards, general features such as time periods, directions of movements,
group number and corridor name were added to the processed dataset.
Based on previous short-term traffic forecasting studies, parametric and non-parametric
(machine learning) models were applied, tuned, and tested (i.e., negative binomial model, finite
mixture model, multivariate adaptive regression spline, neural networks, random forest, standard
gradient boosting, XGBoost, and long-short term memory). An extensive comparison study was
conducted. It was obvious that machine learning models had better performance measures than the
parametric models. Gradient Boosting models (standard GB and XGBoost models) outperformed
both parametric and machine learning developed models. Furthermore, the Gradient Boosting
Models (Standard GB and XGBoost) outperformed other developed models in capturing and
estimating small left turn movements. Finally, the gradient boosting (XGBoost) model was found
to have the best performance in estimating short-term turning movements at signalized
intersections.
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XGBoost models hyperparameters were tuned and cross-validation was implemented to
avoid overfitting. Moreover, variables selection was carried out based on relative influence values.
Variables’ reduction was carried out one by one using the backward method. The performance
measures for training and testing datasets were calculated in each iteration to determine whether
to keep the variable or remove it. The performance measures were acceptable for both through and
left turn movement estimation. The generic models were able to estimate through and left turn
movements with MAPE 9.53% and 4.7%, respectively. However, specific group models’ results
show that the performance measures got improved when the utilized datasets were more refined.
All the developed models were found to be more accurate when estimating through and left turn
movement at signalized intersections compared to other studies in literature. The models
outperformed the performance measures of the developed models in previous research as shown
in Table 1. In addition, the transferability of the developed models for the abnormal traffic was
validated. Two accidents were selected for analysis, one at each corridor. The results show that the
estimated model could instantaneously capture the accident. The results concluded that the
developed turning movement estimation algorithms could emulate the GRIDSMART detection
system at several intersections based on the performance measures.
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CHAPTER 4: PREDICTING CYCLE-LEVEL TRAFFIC MOVEMENTS AT
SIGNALIZED INTERSECTIONS USING MACHINE LEARNING
MODELS
4.1 Introduction
Intelligent Transportation System (ITS) is a multidisciplinary approach that was adopted
in many countries to enhance traffic management including transportation planning, signal plans,
and traffic safety (Shoup et al., 2013). It enriches users with information such as traffic congestion
levels and travel time estimation. Thus, frequently updated and reliable information that represents
future conditions should be collected. In general, the provided traffic data are collected using
several techniques such as loop detectors, video cameras, GPS, and various types of sensors.
Further, predicting accurate traffic parameters is fundamental and cost effective in providing ITS
traffic applications with the required information. In the last decade, extensive efforts were carried
out to predict various traffic parameters (e.g., travel time, speed, and traffic volume) using accurate
and efficient traffic forecasting models.
Short-term real-time traffic movement counts are considered significant inputs to ITS
(TSM&O) traffic management systems. Considering the importance of traffic signals, the
predicted traffic counts could be utilized to optimize and manage real-time traffic operations at
signalized intersections. Further, traffic prediction could provide real-time information to users,
thus, commuters could avoid traffic congestion when forecasted in the upcoming time period (Zhu
et al., 2016).
Over the years, many studies developed statistical and machine learning prediction models
using temporal information (Lin et al., 2008). However, aiming to improve the efficiency of the
developed algorithms spatial data from adjacent intersections were considered along with temporal
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information (Vlahogianni et al., 2007). In this research, both spatial and temporal data were
utilized to develop a machine learning algorithm that aims to predict cycle-level short-term traffic
movement counts at signalized intersections.
In summary, previous research focused on predicting traffic parameters such as traffic
volume, travel speed, and travel time in 5, 10, and 15 minutes (Qiao et al., 2013). Moreover, few
studies aimed to predict turning movement counts at signalized intersections. To the best of the
authors’ knowledge, no study attempted to predict traffic movement counts at the cycle level.
Moreover, no study adopted turning movements forecasting for the next five cycles. Therefore,
this study aims to bridge the gap by predicting cycle-level traffic movement counts at signalized
intersections. The main contributions of this research are as follow:
1- Developing a machine learning model that can predict accurate short-term cycle-level
through and left-turn movements at signalized intersections at the corridor level.
2- Training the model using cycle-level aggregated traffic volume data from upstream and
downstream intersections as well as signal data at the corridor level (only North-South
direction). No data from upstream or downstream intersections in East-West direction
were available and thus utilized.
3- Exploring the model accuracy in different time horizons (up to five cycles ahead).
4- The predicted cycles could be utilized in several applications to improve the corridor’s
traffic situations such as predicting traffic queues and improving traffic management
during incidents.
In general, this research aims to develop a machine learning model that could predict
precise and accurate through and left-turn movements at signalized intersections at cycle level that
outperformed other proposed models in literature. Moreover, it aims to predict different time
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horizons with good performance metrics. Aiming to achieve these objectives and based on the
previous literature results; three machine learning models were adopted: LSTM, XGBoost, and
GRU.
4.2 Data Collection and Processing
In this research, one-month real-time traffic data were collected from 16 intersections along
two main corridors (US 441 and US 17/92) in Orange County, Florida. The data were obtained
from the GRIDSMART system using provided IP addresses from Florida Department of
Transportation (FDOT). The GRIDSMART system is a detection system that provides both
turning movement counts and traffic signal data based on automated analysis for the videos that
were collected using a single-camera system. Some studies utilized both signal data and traffic
volume data in their analysis to improve the prediction results (Kong et al., 2013; Zheng and Liu,
2017). Figure 15 shows the study area and the intersections that were utilized in developing the
machine learning prediction model. The weekday data were utilized in this research.
The 16 intersections were divided into 6 groups, each three consecutive intersections
creating an individual group. The middle intersection is considered the target one at which through
and left-turn movements were predicted. The intersections in each group were defined as upstream
intersection (intersection 1), target intersection (intersection 2), and downstream intersection
(intersection 3). An intersection could take different positions when included in multiple groups.
Table 8 lists the different groups of intersections in the study area.
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Figure 15: Study area
Table 8: Intersections groups

Corridor

Mills Corridor
(US 17/92)

OBT Corridor
(US 441)

Group Number

Intersection 1

Intersection 2
(Target intersection)

Intersection 3

Group 1

Rollins St.

Princeton St.

Nebraska St.

Group 2

Webster St.

Gay St.

Morse St.

Group 1

Amelia St.

Robinson St.

Washington St.

Group 2

Washington St.

Central St.

Church St.

Group 3

Anderson St.

Long St.

Carter St.

Group 4

Carter St.

Gore St.

Grand St.
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The GRIDSMART detection system provides raw data that represent each single vehicle
as a record. These traffic counts data were provided for each lane separately. Further,
GRIDSMART also provides single event data for any change in signal phasing at intersections
(“GRIDSMART USERGUIDE,” 2019). Both traffic counts and signal data were utilized in
developing the short-term prediction model. The data were aggregated at the cycle level based on
the provided signal data. First, signal data were processed to calculate the start of cycle, end of
cycle, and cycle length for each intersection. The start and end of cycles were determined based
on the coordination phase at the intersection. They were represented by the start of red and the end
of yellow for the intersection, respectively. Also, the signal data were utilized to calculate each
movement’s green time per cycle. On the other hand, the traffic counts data for all intersections
were combined into one dataset. Clockwise labelling was given to each approach based on the
travel direction; aiming to generalize the approach movement prediction. For example, number
“1” was given to the approach of interest at which through and left-turn movements will be
predicted. Then, the other approaches were renamed “2”, “3”, and “4” respectively in clockwise
direction. Both signal data and traffic counts were combined. Finally, all the features were
aggregated at the cycle-level. This aggregation was carried out based on the cycle data for the
middle intersection (target intersection). The final dataset contains 53 features. Table 9 shows the
processed features and their description. In this research, different number of time slices (4, 6, and
8 cycles) were utilized to develop the prediction model. Hence, different datasets were compiled
to be utilized in the model development. The number of features in each dataset is a function of N
as shown in Equation (7). Where N is the number of utilized time slices.
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 = 53 ∗ 𝑁
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(7)

Table 9: Features labelling and description
Variable
1Ent
1LD
1LGD
1LGM
1LGU
1LU
1RD
1RU
1SD
1SGD
1SGM
1SGU
1SU
2LD
2LGD
2LGM
2LGU
2LU
2RD
2RU
2SD
2SGD
2SGM
2SGU
2SU
3Ent
3LD
3LGD
3LGM
3LGU
3LU
3RD
3RU
3SD
3SGD
3SGM
3SGU
3SU
4LD
4LGD
4LGM
4LGU
4LU
4RD
4RU
4SD
4SGD
4SGM

Description
Total volume entering intersection (direction of movement)
Left-turn volume at downstream intersection (direction of movement)
Left-turn green time at downstream intersection (direction of movement)
Left-turn green time at middle intersection (direction of movement)
Left-turn green time at upstream intersection (direction of movement)
Left-turn volume at upstream intersection (direction of movement)
Right turn volume at downstream intersection (direction of movement)
Right turn volume at upstream intersection (direction of movement)
Through movement volume at downstream intersection (direction of movement)
Through movement green time at downstream intersection (direction of movement)
Through movement green time at middle intersection (direction of movement)
Through movement green time at upstream intersection (direction of movement)
Through movement volume at upstream intersection (direction of movement)
Left-turn volume at downstream intersection (East-West direction)
Left-turn green time at downstream intersection (East-West direction)
Left-turn green time at middle intersection (East-West direction)
Left-turn green time at upstream intersection (East-West direction)
Left-turn volume at upstream intersection (East-West direction)
Right turn volume at downstream intersection (East-West direction)
Right turn volume at upstream intersection (East-West direction)
Through movement volume at downstream intersection (East-West direction)
Through movement green time at downstream intersection (East-West direction)
Through movement green time at middle intersection (East-West direction)
Through movement green time at upstream intersection (East-West direction)
Through movement volume at upstream intersection (East-West direction)
Total volume entering intersection (opposed to direction of movement)
Left-turn volume at downstream intersection (opposed to direction of movement)
Left-turn green time at downstream intersection (opposed to direction of movement)
Left-turn green time at middle intersection (opposed to direction of movement)
Left-turn green time at upstream intersection (opposed to direction of movement)
Left-turn volume at upstream intersection (opposed to direction of movement)
Right turn volume at downstream intersection (opposed to direction of movement)
Right turn volume at upstream intersection (opposed to direction of movement)
Through movement volume at downstream intersection (opposed to direction of movement)
Through movement green time at downstream intersection (opposed to direction of
movement)
Through movement green time at middle intersection (opposed to direction of movement)
Through movement green time at upstream intersection (opposed to direction of movement)
Through movement volume at upstream intersection (opposed to direction of movement)
Left-turn volume at downstream intersection (West-East direction)
Left-turn green time at downstream intersection (West-East direction)
Left-turn green time at middle intersection (West-East direction)
Left-turn green time at upstream intersection (West-East direction)
Left-turn volume at upstream intersection (West-East direction)
Right turn volume at downstream intersection (West-East direction)
Right turn volume at upstream intersection (West-East direction)
Through movement volume at downstream intersection (West-East direction)
Through movement green time at downstream intersection (West-East direction)
Through movement green time at middle intersection (West-East direction)
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Variable
Description
4SGU
Through movement green time at upstream intersection (West-East direction)
4SU
Through movement volume at upstream intersection (West-East direction)
CycleLengthD Cycle length at downstream intersection
CycleLengthM Cycle length at middle intersection
CycleLengthU Cycle length at upstream intersection
Note: Previous cycle variables labels starts with "No. of previous cycle" + letter “P” as indication of the
previous cycle, then the same label as current cycle variables

4.3 Methodology
Based on the literature review and preliminary investigation, machine learning models
have shown good potential and promising performance when utilized in predicting short-term
traffic parameters (i.e., speed, travel time, and traffic volume). Hence, in this research, one machine
learning model (eXtreme Gradient Boosting (XGBoost)) and two deep learning models (LongShort Term Memory (LSTM) and Gated Recurrent Unit (GRU)) were proposed to predict cyclelevel through and left-turn movements at signalized intersections using previous cycles’ data.
Figure 16 shows the adopted methodology in this research.

Figure 16: Research methodology
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First, the data were processed, and different datasets were compiled based on the number
of utilized cycles in prediction (4, 6, or 8 cycles). Then the data were split into train and test datasets
with a ratio of 4:1. Both dependent and independent variables were normalized using a standard
scaler. The models were trained, tuned, and tested to predict through and left-turn movements at
the corridor level (North-South Direction). Right turn movements weren’t considered in this
research since they are few per cycle as well as they are not controlled by the signal timing. Hence,
the concentration was on through and left-turn movements’ predictions. It should be noted that the
models were developed to predict one traffic movement at a time. Further, the hyperparameters in
each developed model (XGBoost, LSTM, or GRU) were tuned for each utilized dataset (4, 6, or 8
cycles data). Thus, values of the hyperparameters were different in the developed models.
Eventually, the prediction results were compared to the GRIDSMART observations. Mean
Absolute Error (MAE) and Root Mean Squared Error (RMSE) were utilized to capture the
prediction performance of the developed models. Afterwards, the developed models were
compared and the best modelling approach as well as the best number of utilized previous cycles
in the dataset were chosen based on the calculated performance measures. Finally, the selected
model was utilized to predict through and left-turn movements for different future time horizons
(up to five cycles).
4.3.1

Extreme Gradient Boosting Model

The eXtreme Gradient Boosting (XGBoost) is a scalable and efficient machine learning
algorithm that adopts the Gradient Boosting Decision Trees (GBDT) framework (Friedman et al.,
2000). It improves learning accuracy by generating weak learners at each step. In each step, these
weak learners correct the model error by minimizing the loss function and adjusting the weights.
Eventually, the developed weak learners accumulated to generate a high accurate decision tree
72

model (Pan, 2018; Zhang and Haghani, 2015a). XGBoost is considered more accurate than the
regular Gradient Boosting model as it’s able to find the best tree model by utilizing more accurate
approximations. It provides more information about the gradients direction by utilizing the second
order derivative of the loss function as approximation. Moreover, the XGBoost model has
advanced regularization. The regression tree model can be illustrated in Equation (8) (Dong et al.,
2018).
𝑓 = 𝑤𝑞(𝑥(𝑡))

(8)

Where q represents each regression tree structure that maps a sample to the corresponding leaf
index, w represents the leaf weight, and x(t) is the train data sample at iteration t. For the XGBoost
model, the regularized loss function at iteration t can be written as shown in Equation (9) (Chen
and Guestrin, 2016).
(𝑡−1)

𝑛
ℒ (𝑡) = Σ𝑖=1
𝑙(𝑦𝑖 , 𝑦̂𝑖

+ 𝑓𝑡 (𝑥𝑖 )) + Ω (𝑓𝑡 )
(𝑡)

Where 𝑙 is a differential convex loss function, 𝑦𝑖 is the target and 𝑦̂𝑖

(9)

is the prediction of the i-th

instance in the t-th iteration, 𝑥𝑖 is the i-th instance of the training sample, and Ω (𝑓𝑡 ) is illustrated
in Equation (10) (Dong et al., 2018).
Ω (𝑓𝑡 ) = 𝛾𝑇 +

1
𝑇
𝜆 Σ𝑖=1
𝑤𝑖2
2

(10)

Where 𝑇 is the leaf nodes number, 𝛾 and 𝜆 are the regularization parameters. In this research, the
XGBoost algorithm was utilized to predict cycle-level through and left-turn movements at
signalized intersections. Variable reduction was carried out based on the features importance
values which is computed based on the Mean Squared Error (MSE) for each split in each tree.
Hence, only variables with significant influence were included in the developed XGBoost model.
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Aiming to achieve high prediction accuracy, the models’ hyperparameters were tuned (i.e.,
shrinkage, interaction depth, and number of utilized trees). Furthermore, to avoid overfitting,
cross-validation was considered and the number of folds were tuned (Greenwell et al., 2019).
4.3.2

Long-Short Term Memory Model

Long-Short Term Memory (LSTM) is an effective deep learning model that deals
effectively with sequential data problems. It was first proposed in 1997 to solve the gradient
vanishing or blowing up problems in a Recurrent Neural Network (RNN) (Hochreiter and
Schmidhuber, 1997). LSTM has a gated sophisticated structure that is similar to the RNN. Its
architecture includes the hidden layer component which is not in the RNN architecture. The gated
structure allows the LSTM network to keep the significant information. Further, the forget units
can determine the optimal time lags by determining which information needs to be forgotten (Fu
et al., 2016). The backpropagation algorithm adjusts the weight matrices automatically and allows
the model to control the influence of each input parameter. Figure 17 shows the typical structure
of LSTM cells. A standard LSTM structure includes an input gate (𝑖𝑡 ), an output gate (𝑜𝑡 ), a forget
gate (𝑓𝑡 ), a memory cell (𝐶𝑡 ), and a hidden state (ℎ𝑡 ) . Equations (11 to 17) illustrates the
calculations of the LSTM components as well as the output vector (𝑌𝑇 ).

Figure 17: Typical LSTM cell structure (Graves et al., 2013)
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𝑖𝑡 = 𝜎𝑔 (𝑊𝑖 𝑥𝑡 + 𝑈𝑖 ℎ𝑡−1 + 𝑏𝑖 )

(11)

𝑜𝑡 = 𝜎𝑔 (𝑊𝑜 𝑥𝑡 + 𝑈𝑜 ℎ𝑡−1 + 𝑏𝑜 )

(12)

𝑓𝑡 = 𝜎𝑔 (𝑊𝑓 𝑥𝑡 + 𝑈𝑓 ℎ𝑡−1 + 𝑏𝑓 )

(13)

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶̃𝑡

(14)

𝐶̃𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑐 𝑥𝑡 + 𝑈𝑐 ℎ𝑡−1 + 𝑏𝑐 )

(15)

ℎ𝑡 = 𝑜𝑡 ∗ tanh (𝐶𝑡 )

(16)

𝑌𝑡 = 𝑊𝑦ℎ ℎ𝑡−1 + 𝑏𝑦

(17)

Where 𝑊𝑖 , 𝑊𝑜 , 𝑊𝑓 represents the weight matrices from the hidden layer input to the three gates.
While 𝑈𝑖 , 𝑈𝑜 , 𝑈𝑓 represents the weight matrices from the output of the previous cell and the three
gates. 𝑊𝑐 is the weight metrices from the input of the hidden layer and the input cell state. 𝑈𝑐 is
the weight metrices from the input of the output of the previous cell and the input cell state. The
𝑏𝑖 , 𝑏𝑜 , 𝑏𝑓 , 𝑏𝑐 represents the bias vectors. 𝜎𝑔 is the sigmoid activation function, while 𝑡 is the time
iteration. In this research, the LSTM model was trained and validated using the processed data for
different time steps (4, 6, and 8 cycles).
The network architecture of the developed LSTM model consists of one input layer, four
LSTM hidden layers, and one output layer. The Rectified Linear Unit (ReLU) was used as an
activation function. Moreover, aiming to prevent overfitting; dropout layers were included. The
input layer shape was (S, T, F) where S is the number of observations, T is the time-steps, and F
is the number of features. The processed time-series data were utilized in developing LSTM
models for different time-slices (4, 6, and 8 cycles). Hence, the input layer shape varied based on
the time-slice value. The output layer represents the predicted number of through or left-turn
movements from the developed models. On the other hand, finding the ideal values of the model’s
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hyperparameters is vital as they could significantly influence the resulting accuracy. Hence, to
achieve the best performance; automatic hyperparameters tuning was carried out. The grid search
approach was followed to explore the alternative configurations of the developed model (Koch et
al., 2017). In this research, the grid included the following hyperparameters: batch size, training
epochs, learning rate, and optimizer.
4.3.3 Gated Recurrent Unit Model
The Gated Recurrent Unit (GRU) has a gated structure that is similar to the RNN
architecture as in LSTM. However, GRU is considered simpler to compute and implement than
the LSTM model. It was first proposed in 2014 by Cho et al (Cho et al., 2014). The typical structure
of the GRU cell includes a reset gate (which is similar to LSTM’s forget gate) and an update gate
(Fu et al., 2016). The update gate (𝑧𝑡 ) determines whether to update the hidden state (ℎ) or not.
Further, the reset gate (𝑟𝑡 ) determines whether to ignore the previous hidden state or not. Where
[ ]𝑡 denotes the t-th element of a vector. The calculations for GRU components and the activation
function are illustrated in Equations (18 to 21) (Cho et al., 2014).
𝑟𝑡 = 𝜎(𝑊𝑟 𝑥𝑡 + 𝑈𝑟 ℎ𝑡−1 )

(18)

𝑧𝑡 = 𝜎(𝑊𝑧 𝑥𝑡 + 𝑈𝑧 ℎ𝑡−1 )

(19)

ℎ𝑡 = 𝑧𝑡 ∗ ℎ𝑡−1 + (1 − 𝑧𝑡 ) ℎ̃𝑡

(20)

ℎ̃𝑡 = 𝜙 (𝑊𝑥𝑡 + 𝑈(𝑟 ⨀ ℎ𝑡−1 )

(21)

Where 𝑥 is the input, 𝑡 is the time iteration, 𝜎 is the sigmoid activation function, and (𝑟 ⨀ ℎ𝑡−1 )
denotes elementwise (Hadamard) multiplication between the reset gate (r) and the previous hidden
state (ℎ𝑡−1 ). While 𝑊𝑟 , 𝑊𝑧 , 𝑈𝑟 , 𝑈𝑧 are the weight matrices. Equation (21) indicates that when the
reset gate approaches zero, the hidden state reset and drops any insignificant information. On the
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other hand, in order that the RNN remembers long-term information, the update gate determines
the amount of information that will be transferred between consecutive hidden states (similar to
LSTM’s memory cell) (Bengio et al., 2013). The GRU model’s network structure is similar to the
LSTM model. They both have the same input layer and output layer. Dropout layers were also
included to prevent overfitting. Further, the same grid search approach was followed to tune the
model’s hyperparameters automatically (batch size, training epochs, learning rate, and optimizer).
4.4 Results and Discussion

Initially, simple GRU models were developed to predict through and left-turn movements
using only the duration of green time of the predicted movement as the independent variable. The
models were developed using 6 cycles’ data as an input. The preliminary results show that the
calculated performance measures were significantly lower in the final model. This indicates that
other variables have significant influence on predicting turning movements besides the green time
and must be included in the developed models in order to improve the prediction accuracy. Hence,
three datasets were processed to be utilized in developing the final prediction models, one for each
utilized time slices (4, 6, and 8 cycles). The number of variables included in the model for these
datasets were 212, 318, and 424, respectively. Aiming to achieve the research objectives, a total
of eighteen models were developed to predict cycle-level through and left-turn movements at
signalized intersections. Afterwards, the developed models’ performance measures (MAE and
RMSE) were calculated, compared, and the best modelling approach was determined. Table 10
shows the calculated performance measures for the developed models and the utilized number of
cycles in each model to predict the next cycle.
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Table 10: Developed models’ performance measures
Through Movement
Developed Model

LSTM

XGBoost

GRU

Train Data
MAE
RMSE
5.24
9.43
4.72
9.54
5.10
9.07
4.83
8.55
4.64
8.33
4.56
8.30
4.88
8.89
4.26
8.11
4.24
8.12

No. of Cycles
4
6
8
4
6
8
4
6
8

MAE
5.80
5.76
5.54
5.50
5.41
5.37
5.38
5.26
5.53

Test Data
RMSE
10.41
10.47
9.82
9.84
9.86
9.85
9.87
9.80
9.95

Left-turn Movement
Developed Model

LSTM

XGBoost

GRU

Train Data
MAE
RMSE
0.82
1.62
0.97
1.77
0.81
1.58
0.79
1.50
0.77
1.23
0.76
1.20
0.82
1.58
0.83
1.60
0.84
1.62

No. of Cycles
4
6
8
4
6
8
4
6
8

Train Data
MAE
RMSE
0.90
1.73
0.99
1.82
0.87
1.68
0.94
1.71
0.93
1.67
0.93
1.65
0.87
1.66
0.86
1.64
0.86
1.66

The performance measures values for both machine learning approach (XGBoost) and deep
learning approach (LSTM and GRU) didn’t differ much. However, the GRU model that was
developed using the previous six cycles data achieved a little better performance than the LSTM
and XGBoost models. Its performance metrics were the best in predicting both through and leftturn movements. The MAE and RMSE values for test data were 5.26 and 9.80 for through
movements and 0.86 and 1.64 for left-turn movements, respectively. Moreover, the results
concluded that utilizing six prior cycles achieved the best performance and no improvement
occurred when increasing the utilized cycles to eight. Figure 18 and Figure 19 show plots for
samples of the predicted through and left-turn traffic movements, respectively, and their
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corresponding observed volumes.

The plots show that the predicted through and left-turn

movements follow the same patterns of the corresponding observed movements. Moreover, the
figures indicate the potential of the model to capture traffic variability and fluctuation in
consecutive cycles. For instance, the model could predict a through movement of 80 vehicles then
a movement of 40 vehicles in two consecutive cycles. This could be very useful to improve traffic
management during incidents and optimize signal control systems.

Figure 18: Sample of observed and predicted through movements

Figure 19: Sample of observed and predicted left-turn movements
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As the performance of the GRU model was better than both LSTM and XGBoost models;
the same approach was followed to predict through and left-turn movements for the next time
horizons (5 cycles ahead). Each model was developed to predict a single forecast horizon (one
cycle in the future). Moreover, the dataset that contains 6 previous cycles were utilized in
developing these models. Figure 20 shows the architecture of the followed approach to predict five
cycles ahead.

Figure 20: Time horizon prediction architecture

Similar performance measures were calculated to evaluate the developed models as shown
in Table 11. The results showed a slight increase in both MAE and RMSE when the number of
predicted cycles increased. Nevertheless, the performance measures for different time horizons
were on the same range. For instance, MAE and RMSE for the fifth cycle’s through movement
prediction model were increased by 11.9% and 2%, respectively, when compared to the base case
(predicting one cycle ahead). Further, for left-turn movements prediction, the values increased by
3.4% and 4.21%, respectively. Hence, the GRU model was able to predict traffic movements for
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five cycles in the future with acceptable MAE and RMSE values. This could be beneficial in many
applications to improve corridors’ traffic management during congestion and incidents, adjust
adaptive signals, and provide better TSM&O strategies.
Table 11: Performance measures for the predicted time horizon
Through Movement
Model

Predicted Cycle

GRU

1
2
3
4
5

Train Data
MAE
RMSE
4.26
8.11
5.52
9.42
5.64
8.88
5.76
9.75
5.47
9.60

Test Data
MAE
RMSE
5.26
9.80
5.70
9.60
5.75
9.62
5.88
9.96
5.89
9.99

Left-turn Movement
Model

Predicted Cycle

GRU

1
2
3
4
5

Train Data
MAE
RMSE
0.83
1.60
0.85
1.64
0.82
1.60
0.85
1.65
0.86
1.67

Test Data
MAE
RMSE
0.86
1.66
0.88
1.72
0.88
1.72
0.89
1.73
0.89
1.73

In order to check the transferability of the developed models; GRU models were trained on
one corridor (US 441) and validated on the other one (US 17/92). The models were trained to
predict the next cycle using previous six cycles’ data. The calculated performance measures were
promising. They showed that the results were close to the corresponding developed models (Test
data performance for through movements: MAE = 5.96, RMSE = 9.6; for left turn movements:
MAE = 2, RMSE = 3.25). Training data limitations presents one of the major obstacles to potential
transferability of machine learning models. It’s not optimal to transfer a model trained on only four
intersections data to predict two intersections’ turning movements. Hence, more work with a larger
sample of data could be considered in future work to capture all the variabilities in intersection
data.
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4.5 Conclusions
In this research, XGBoost, LSTM and GRU models were developed and compared to
predict short-term through and left-turn movements at signalized intersections at corridor level.
Hence, real-time data from 16 intersections along two main corridors were collected. The data
included both traffic movement counts and signal data for each real time event. Afterwards, signal
data were compiled with traffic movement counts and processed to aggregate traffic counts and
calculate green times in cycle-level. Three datasets were created to be utilized in models’
development. Each dataset contains a different number of previous cycles (4, 6, and 8 cycles) and
aims to predict the next cycle(s). This research is considered the first attempt to predict cycle-level
through and left-turn movements at signalized intersections at corridor level using traffic data from
upstream and downstream intersections in North/South direction. Each three consecutive
intersections create one group. The objective is to predict through and left-turn movements at the
middle intersection in each group. Thus, the 16 intersections were divided into six groups. The
proposed approach sought to predict traffic movements at six intersections along two different
corridors at once using one generic model. The three models were trained, tuned and tested for
through and left-turn movements’ predictions. Hence, a total of 18 models were developed. The
performance measures (MAE and RMSE) were calculated for each developed model and
compared. The results showed that the performance measures for the three models were slightly
close. However, the GRU model outperformed the other models in both through and left-turn
movements’ predictions. Also, the results concluded that the best performance was achieved when
utilizing the dataset that contains six previous cycles; no further improvement occurred when
increasing the number of utilized cycles to eight. The MAE and RMSE for the GRU model were
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5.26 and 9.80 for through movements and 0.86 and 1.66 for left-turn movements, respectively.
Afterwards, as the GRU modelling approach achieved the best performance, it was
developed to predict through and left-turn movements for the next time horizons (up to 5 cycles
ahead). Similarly, the dataset that contains six previous cycles were utilized in the time horizons
prediction. Following the same approach, the GRU model was trained, tuned, and tested. Then,
the same performance measures were computed. The results showed a slight increase in MAE and
RMSE when the number of predicted cycles increased. However, the performance measures for
the 5 cycles were in the same range. Thus, the GRU model was able to predict through and leftturn movements for five cycles ahead with good performance measures. In conclusion, the adopted
GRU model outperformed other proposed models in this research as well as in the previous
literature. Furthermore, the developed GRU model also provided accurate time horizon predictions
for five cycles in the future. This could be useful in several applications that help in improving
corridor management and safety. Generally, the developed models to estimate and predict cyclelevel turning movements at signalized intersections could be implemented at some locations and
emulate the detection system. The models could be tested by comparing the estimation/prediction
movements to the ground truth data from the detectors. After the testing period, the detector
systems could be removed to other intersections. This could help the FDOT to reduce the extensive
cost of traffic detectors and provide the latest intelligent traffic management solutions. It could
also be utilized to optimize signal controls and manage real-time traffic operations at signalized
intersections
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CHAPTER 5: VULNERABLE ROAD USERS’ CRASH HOTSPOT
IDENTIFICATION ON MULTI-LANE ARTERIAL ROADS USING
ESTIMATED EXPOSURE AND CONSIDERING CONTEXT
CLASSIFICATIONS
5.1 Introduction
Identifying hotspots and potential safety problems illustrates the roadway sections that
suffer from high crash risk. This process aims to capture different crash patterns, conclude
contributing factors, and suggest potential countermeasures (Montella, 2010). Theoretically, a
crash hotspot is a location at which a higher number of crashes occurred compared to other similar
locations (Elvik, 2007). Hence, engineering improvements and speed reduction countermeasures
could be considered at the identified hotspots. Many previous research aimed to develop segment
and intersection-based crash models (i.e., Safety Performance Functions) for different types of
crashes (Lee et al., 2017). Safety Performance Functions play a vital role in identifying crash
hotspots (also known as network screening) and evaluating vulnerable road users’ safety. This
approach relates crashes to potential explanatory variables and identifies the high-risk sections
(Thakali et al., 2015).
On the other hand, vulnerable road users’ exposure (pedestrians and bikes exposure) is
essential to understand the risk that they are exposed to (Molino et al., 2009). Nevertheless,
measuring trips of pedestrians and bikes at all locations is costly and requires many resources.
Population density is commonly used as a substitute for the pedestrian exposure in crash prediction
models. However, it was found to be unreliable and not related directly to the ground truth numbers
(Lee et al., 2019a; Zajac and Ivan, 2003). This research aims to address the situation by estimating
the exposure of pedestrians and bikes on multi-lane arterials based on big data, including
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Automated Traffic Signal Performance Measures (ATSPM) data, crowdsourced data (STRAVA),
Closed Circuit Television (CCTV) surveillance camera videos, traffic information, roadway
features, land use, and socio-demographic characteristics. Different statistical and machine
learning models were developed and compared to provide the best and robust approach for
exposure measures estimation. Afterwards, the vulnerable road users’ exposure was estimated at
crosswalks and along the road. The developed models were utilized to project the vulnerable road
users’ exposure at all segments and intersections in District 5, Florida. Further, the estimated
exposure was utilized as input variables along with other parameters to develop the Safety
Performance Functions (SPFs) and identify the hotspots considering context classification.
Previous studies aimed to identify the hotspots using multiple statistical approaches and
explanatory variables. However, the analysis was limited to different types of roads. No studies
related the evaluated variables, the crash prediction models, or the estimated vulnerable road users’
exposure to specific context classification. This study aims to identify the hotspots by developing
crash prediction models (Safety Performance Functions) considering context classification.
Further, it adopted tree-based machine learning approaches to develop models that could estimate
vulnerable road users’ exposure. Only few studies in literature adopted this approach. Hence,
aiming to bridge the gap and achieve the research objectives an integrated framework was
proposed. The proposed framework contributes the following:
1- Utilizing big data in the developed models including ATSPM data, Strava data, crash
data, traffic and roadway features, land-use attributes, and socio-demographic
characteristics.
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2- Obtaining the ground truth data using Closed Circuit Television (CCTV) surveillance
camera recorded videos at 83 intersections. Both manual counts and automatic video
recognition techniques were utilized to obtain the ground truth counts.
3- Developing statistical and machine learning models to estimate hourly vulnerable road
users’ exposure at the intersection level and bike exposure at the segment level
considering context classification. These models were utilized to project vulnerable
road users’ exposure at all intersections and roadway segments in District 5, Florida.
4- Identifying the hotspots for different context classifications by developing crash
prediction models based on big data.
5- Concluding the factors contributing to vulnerable road users’ crashes at intersections
and bikes crashes along the roadway segments.
5.2 FDOT Context Classification System
The Florida department of transportation (FDOT) has introduced a new context-based
approach that could be utilized in planning, designing, and operating the transportation network in
Florida. The proposed system helps to identify the road users, the traffic demand, and the potential
challenges that face road commuters everyday (FDOT Context Classification Guide, 2020). It
provides a broad description of the various built environments in Florida. The description includes
the land use, development patterns, roadway connectivity, and type and intensity of road users that
usually utilize the roadway. For instance, roadways from classifications C4, C5, and C6 have more
pedestrians and bicyclists than other classification categories. Further, the system provides
roadway information such as on-street parking, street trees, and roadway lighting (FDOT Context
Classification Guide, 2020).
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Generally, the context classification system comprise eight different categories for all
unlimited access state roads: C1-Natural, C2-Rural, C2T-Rural Town, C3R-Suburban Residential,
C3C-Suburban Commercial, C4-Urban General, C5-Urban Center, and C6-Urban (Gamaleldin et
al., 2020). Figure 21 illustrates the FDOT context classification as well as the land area
characteristics for each identified classification (R2CTPO Presentation, 2018). The context
classification of a roadway or an intersection should be determined to identify the appropriate
design criteria. Hence, a roadway segment or an intersection must meet primary measures (i.e.,
building height, building placement, and intersection density) to be assigned to a specific context
classification along with some secondary measures (i.e., population, residential density, and retail
density) (FDOT Context Classification Guide, 2020). Engineering guidance in the FDOT Design
Manual (FDM) and other FDOT manuals provides appropriate ranges of travel speeds for each
context classification, and the ability to establish Target Speed to achieve this. FDM illustrates
speed management strategies that could be utilized to achieve target speed across all context
classifications based on national practices for low-speed facilities. These strategies are allowable
on arterials and collectors when consistent with the context classification of the roadway (FDOT
Design Manual-202 Speed Management, 2020). This research mainly focused on three context
classifications: C3C, C3R, and C4 as these categories have more speeding related problems and
vulnerable road users’ activities. In addition, some FDM speed management countermeasures were
considered as input variables when exploring the factors influencing operating speed on roadways
from different context classifications.
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Figure 21: Florida Department of Transportation (FDOT) context classification system (FDOT Context
Classification Guide, 2020)

5.3 Data Collection and Preparation
Input data are crucial to provide accurate estimation results. Hence, big data were collected
from several data sources: Automated Traffic Signal Performance Measures (ATSPM) Data,
crowdsourced data (STRAVA), other data sources (i.e., traffic and roadway features, land-use
attributes, and socio-demographic characteristics), vulnerable road users’ ground truth data, and
crash data. The data were collected for segments and intersections to be utilized in developing the
SPFs. The data were covering 560 miles and included three context classifications (i.e., C3C, C3R,
and C4). Figure 22 represents the studied intersections and roadway segments classified by context
category. The data included 1,360 segments and 871 intersections classified as C3C context
classification, 148 segments and 50 intersections as C3R, and 296 segments and 231 intersections
as C4. In total around 1,300 segments and 1,152 intersections were included in the study.
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Figure 22: The study intersections and roadway segments by context classification

5.3.1

Automated Traffic Signal Performance Measures (ATSPM) Data

The automated Traffic Signal Performance Measures (ATSPM) system of Seminole
County was utilized to obtain the pedestrian’s signal information. The ATSPM system includes a
collection of data analytics tools and approaches that automatically collect and convert highresolution traffic controller data into actionable performance measures. The ATSPM is promoted
by the Federal Highway Administration (FHWA) as a means to enhance the traditional retiming
process by providing continuous performance monitoring capability (FHWA, 2020). The ATSPM
data were downloaded for the 83 intersections, where the ground truth data were obtained from
CCTV videos for estimating bikes/pedestrians’ exposure at each crosswalk. The data were
downloaded and processed for the same dates and hours in the corresponding CCTV locations.
To develop the intersection-level estimation models, more ATSPM data were downloaded
to be utilized. In total, ATSPM data from 125 intersections in Seminole County were utilized to
estimate bikes/pedestrians’ exposure data at the intersection level. The data were collected and
processed for six weekdays (Tuesdays) in the last quarter of 2020. The 125 intersections included
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the data along three major urban arterials: US 17/92, SR 434, and SR 436. Figure 23 shows the
intersection locations where the ATSPM data were collected. ATSPM provides event data that
contain four variables: Signal ID, Timestamp, Event Code, and Event Parameter. The Event Code
indicates the signal phase while the Event Parameter indicates the detector. The Event Code
recorded in the log includes active phase event (phase on, phase green, etc.), active pedestrian
event, detector event (detector on/off), barrier/ring events, phase control events, overlap events,
preemption events, coordination events, and cabinet/system events (Lee et al., 2019b).

Figure 23: ATSPM locations that were utilized in developing exposure estimation models at intersection-level

In this research, variables related to pedestrian signals were obtained using the phase event
codes illustrated in Table 12 (Day et al., 2014). The event codes 21, 22, and 23 were utilized to
calculate the total pedestrian phase timing, the “Walk” time, and the “Don’t walk” time for each
phase. Further, the event codes 45 and 49 were utilized to obtain the “Pedestrian Calls” and the
“Pedestrian Logs”. The “Pedestrian Calls” indicate the number of “calls” for a pedestrian phase
registered to the signal controller. However, the “Pedestrian Logs” means the number of actual
pedestrian phases activated (Wetzel, 2016).
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Table 12: ATSPM pedestrian phase and detector events (Day et al., 2014)
Event Code
ID

Name

21

Pedestrian Begin Walk

22

Pedestrian Begin
Clearance

23

Pedestrian Begin Solid
Don’t Walk

45

Pedestrian Call
Registered

Call to service on a phase is registered by
pedestrian demand. This event will not be set if a
recall exists on the phase.

Ped Detector On

Ped detector events shall be triggered post any
detector delay/extension processing and may be
set multiple times for a single pedestrian call (with
future intent to eventually support ped presence
and volume).
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5.3.2

Description

Set when the walk indication becomes active.

Set when flashing don’t walk indication becomes
active.

Set when don’t walk indication becomes solid
(non-flashing) from either termination of ped
clearance, or head illumination after a ped dark
interval.

Crowdsourced data (STRAVA)

Crowdsourced GPS trackers are the most preferred data source because of their low cost
and the availability of cyclist characteristics in a wide area compared with other available sources.
STRAVA is a crowdsourced smartphone application that tracks runners’ and cyclists’ activities
via GPS. Over 90 million users and more than 2.5 million activities tracked by GPS are uploaded
every week to STRAVA (Romanillos et al., 2016). STRAVA is the first company to sell cycling
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GPS data. In May 2014, the company launched STRAVA Metro, a commercial brand of the
company focused on providing data services to local authorities, research institutions, and other
interested parties (“STRAVA METRO: Comprehensive User Guide,” 2017). The data includes
cyclists’ temporal and spatial information (Boss et al., 2018; Conrow et al., 2018). Thus, the
STAVA data is considered a reliable source of bicycle exposure. The data consist of several
variables, including the number of bicyclists, number of bicycle trips, and the average bicycle trip
time for each segment (Saad et al., 2019). In this research, STRAVA data were downloaded for
the segments of the CCTV locations. The data includes hourly ranges as follow (“STRAVA
METRO: Comprehensive User Guide,” 2017):
▪

Early AM hours: from 12:00 am to 5:59 am

▪

Peak AM hours: from 6:00 am to 9:59 am

▪

Mid-day hours: from 10:00 am to 2:59 pm

▪

Peak PM hours: from 3:00 pm to 7:59 pm

▪

Evening hours: from 8:00 pm to 11:59 pm

In this research, AM peak, Mid-day, and PM peak hours were utilized in the models’
development to obtain vulnerable road users’ (bikes) exposure along the road per period. More
discussion could be found in the next section.
5.3.3

Other data sources

Traffic information, roadway characteristics, land use attributes, and socio-demographic
characteristics data for each segment were collected. Traffic data and roadway characteristics were
collected from the Florida Department of Transportation (FDOT), including Annual Average
Daily Traffic (AADT), frequency of daily transit, proportion of trucks, information about road
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surface, lane width, block length, number of lanes, existence of raised median, inside and outside
shoulders information, sidewalk, and bike lane information.
The land-use attributes were collected from the Florida Department of Revenue. The data
include the proportion of residential, commercial, governmental, industrial, and mixed land use,
which were calculated within a 1-mile buffer around the roadway. In addition, the land use mix
was computed using Equation (22).
Land use mix =

− ∑𝑘(𝑝𝑘 (ln (𝑝𝑘 )))
𝑙𝑛𝑁

(22)

where k is the category of land use, p is the proportion of land use category k, and N is the number
of land use categories. The socio-demographic variables, including the proportion of population
under poverty, the proportion of zero-vehicle household, the proportion of young and older
population, and the proportion of commuters by walking and biking, were collected from FDOT
District 5 Transped data. The data were collected for each segment to be utilized in estimating
vulnerable road users’ exposure at each segment. Further, the same data were collected for each
intersection to be utilized in projecting the vulnerable road users’ exposure data to all intersections
in Orlando. Table 13 and Table 14 summarize the collected variables that were utilized in
estimating vulnerable road users’ exposure crossing roads at the approach and intersection levels,
respectively. Table 15 shows the summary of the collected variables used in estimating bikes’
exposure along the road.
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Table 13: Summary of collected data to estimate vulnerable road users’ exposure at the approach level
Variable

mean

S.D.

min

max

Average flashing time (second)

8.578

14.500

0

55

Average pedestrian phase (second)

10.527

17.530

0

62

Average walk time (second)

1.949

3.215

0

12

Total number of pedestrian signal logs

0.481

1.001

0

7

total number of pedestrian signal calls

1.592

5.735

0

71

Total flashing time (second)

15.533

33.355

0

260

Total pedestrian phase (second)

19.042

40.264

0

303

Total walk time (second)

3.508

7.300

0

60

Annual Average Daily Traffic (AADT)

26455

21623

2567

75500

Proportion of heavy vehicle volume

0.050

0.038

0

0.165

Median width (feet)

17.963

15.389

0

52

Median type (1: raised, 0: other)

0.524

0.500

0

1

Pavement condition

3.205

1.878

2

5

Average speed limit (mph)

30.236

18.883

25

49

Number of lanes per direction

3.841

2.393

2

8

Roadway width (feet) by two directions

ATSPM Variables

Traffic Variables

Roadway Variables

42.986

28.258

18

96

Presence of sidewalks

a

1.287

0.940

0

2

Presence of bike lanes

a

0.288

0.702

0

2

0.066

0.249

0

1

Proportion of residential land use

0.318

0.177

0.033

0.703

Proportion of commercial land use

0.422

0.217

0.007

0.961

Proportion of industrial land use

0.047

0.073

0.010

0.034

0
0

0.307

Proportion of agricultural land use
Proportion of institutional land use

0.050

0.081

0

0.422

Proportion of governmental land use

0.101

0.122

0

0.508

Land use mix

0.538

0.149

0.079

0.820

Population density (Number of people per square mile)

10360

7770

2590

31080

Proportion of population below poverty

0.152

0.074

0.025

0.341

0

0.151

Presence of bike slots

a

Land use and socio-demographic variables

a

Proportion of zero-vehicle household
0.049
0.035
0: no presence; 1: presence on one direction; 2: presence on both directions
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0.206

Table 14: Summary of collected data to estimate vulnerable road users’ exposure at the intersection level
Variable

mean

S.D.

min

max

Traffic Variables
Annual Average Daily Traffic (AADT) - Major road

36675

19460

2567

75500

Proportion of heavy vehicle volume - Major road

29293
0.055

20685
0.030

2567
0

75500
0.166

Proportion of heavy vehicle volume- Minor road

0.068

0.037

0

0.166

Median width (feet) - Major road

22.749

12.522

0

64

Median width (feet) - Minor road

19.836

12.776

0

52

Pavement condition - Major road

4.006

1.443

2

5

Pavement condition - Minor road

3.739

1.605

2

5

Average speed limit (mph) - Major road

40.592

9.595

27.5

62.5

Average speed limit (mph) - Minor road

36.961

12.580

22.5

47.5

Number of lanes per direction - Major road

4.895

1.851

0

8

Number of lanes per direction- Minor road

4.372

1.870

0

8

Roadway width by two directions (feet) - Major road

57.485

21.824

18

96

Roadway width by two directions (feet) - Minor road

48.801

23.304

18

96

Presence of sidewalks a - Major road

1.603

0.748

0

2

Presence of sidewalks a - Minor road
Presence of bike lanes a - Major road
Presence of bike lanes a - Minor road

1.442
0.323
0.155

0.827
0.714
0.535

0
0
0

2
2
2

Presence of bike slots a - Major road

0.088

0.246

0

1

Presence of bike slots a - Minor road

0.044

0.178

0

1

Proportion of residential land use

0.342

0.198

0.009

0.848

Proportion of commercial land use

0.419

0.220

0.961

Proportion of industrial land use

0.034

0.055

0.003
0

Proportion of agricultural land use

0.008

0.056

0

0.519

0.087

0

0.506
0.723

Annual Average Daily Traffic (AADT) - Minor road

Roadway Variables

Land use and socio-demographic variables

Proportion of institutional land use

a

0.050

0.307

Proportion of governmental land use

0.099

0.127

0

Land use mix

0.516

0.144

0.079

0.777

Population density (Number of people per square mile)

10360

7770

2590

33670

Proportion of population below poverty

0.149

0.069

0.027

0.356

0.031

0

0.151

Proportion of zero-vehicle household
0.048
0: no presence; 1: presence on one direction; 2: presence on both direction
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Table 15: Summary of collected data to estimate bikes’ exposure along the road
Variable

mean

S.D.

min

max

15.683

35.404

0

311

44653
5.263

16009
2.903

17923
2.747

74667
13.809

Segment Context Classification (C3C/C3R = 1, C4 = 0)

0.950

0.219

0

1

Median width (feet)

24.632

11.030

10.508

52

Pavement condition

4.366

0.741

3

5

Average speed limit (mph)

44.979

3.468

35

50

Number of lanes per direction

5.633

1.402

4

8

Roadway width by two directions (feet)

33.189

8.459

24

48

Sidewalk length (mile)

0.227

0.196

0

1.039

Bike lane length (mile)

0.047

0.099

0

0.420

Bike slot length (mile)

0.004

0.020

0

0.140

Proportion of residential land use

0.400

0.242

0

0.916

Proportion of commercial land use

0.281

0.243

0

1

Proportion of industrial land use

0.068

0.127

0

0.495

Proportion of agricultural land use

0.001

0.003

0

0.018

Proportion of institutional land use

0.053

0.158

0

0.792

Proportion of governmental land use

0.114

0.154

0

0.574

Land use mix

0.483

0.160

0

0.738

STRAVA Variable
Bikes count per period
Traffic Variables
Annual Average Daily Traffic (AADT)
Proportion of heavy vehicle volume
Roadway Variables

Land use and socio-demographic variables

Population density (Number of people per square mile)

2590

2590

0

5180

Proportion of population below poverty

0.059

0.093

0

0.406

Proportion of zero-vehicle household

0.025

0.041

0

0.184

5.3.4

Vulnerable Road Users’ Ground Truth

Aiming to obtain reliable ground truth counts of the vulnerable road users’; video data were
collected from 83 intersections using CCTV camera systems. The videos were recorded during
weekdays in September 2020 for around 13 hours per intersection. Afterwards, the recorded videos
were trimmed automatically where pedestrian or bike movements were detected using computer
vision techniques.
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Obtaining the ground truths of the vulnerable road users’ exposure at the study intersections
(83 intersections) was carried out using manual counts and automatic counts. Automatic counts
were considered besides the manual counts as the latter was time-consuming. Figure 24 shows the
procedures that were followed to obtain the ground truths and illustrates the number of
intersections at each step. The intersections were divided into zones and labeled based on the
approach and the vulnerable road users’ movement type, as illustrated in Table 16. It should be
noted that the jaywalking zones for pedestrians and the zones along the roads for bicyclists should
be the same.

Figure 24: Procedures to obtain the ground truths of vulnerable road users’ exposure
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Table 16: Intersections zones’ labels
Approach
Southbound (SB)

Westbound (WB)

Northbound (NB)

Eastbound (EB)

Movement Area
Crosswalk
Jaywalking/ Along the road
Sidewalk along the entrance approach
Sidewalk along the exit approach
Crosswalk
Jaywalking/ Along the road
Sidewalk along the entrance approach
Sidewalk along the exit approach
Crosswalk
Jaywalking/ Along the road
Sidewalk along the entrance approach
Sidewalk along the exit approach
Crosswalk
Jaywalking/ Along the road
Sidewalk along the entrance approach
Sidewalk along the exit approach

Zone
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

The approaches were labelled in a clockwise direction. Further, four movement areas were
identified: crosswalk area, the area of sidewalk along with the entrance approach, the area of
sidewalk along with the exit approach, and jaywalking/along the road area. These zones were
applied to confirm that the collected exposure data were consistent during both manual and
automatic counts. Figure 25 shows examples of some intersections where the zones were defined.

Figure 25: Examples of some labeled intersections
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5.3.4.1 Manual counts
The manual observation of the processed (trimmed) videos was conducted at the 63
intersections to extract the following information: timestamp, approach, zone number, the
direction of movement, and the number of pedestrians/bikes. Each row in the data represents an
event of pedestrian(s) or bike(s) at the intersection. The collected data were grouped by
intersection, approach, zone, and hour. Finally, the hourly counts of pedestrians/bikes were utilized
as the ground truths of the vulnerable road users’ exposure in the developed exposure estimation
models.
5.3.4.2 Automatic Counts
Detecting objects in video frames is key for several important application domains in
computer vision. This process includes two steps: (1) detecting the objects; (2) classifying the
detected objects based on primarily visual features (shape, motion, and texture) (Gawande et al.,
2020). From a computer vision perspective, it’s challenging to classify the detected object with the
variations in human pose, backgrounds, abrupt motion, and environmental conditions (Munder
and Gavrila, 2006).
In this research, motion detection was utilized to count the number of objects at the
identified zones and classify whether the object is walking (pedestrian), riding a bike (bicyclist),
or a motorcycle (motorcyclist). Further, tracking algorithms to obtain objects’ trajectories, which
were utilized to identify the moving directions of the detected objects. It should be noted that only
pedestrian and bike counts were utilized in this research. Instead, the objects’ speeds were used to
differentiate between bikes and motorcycles since it is difficult to tell the difference between them
based on the detecting technologies directly. Each row in the automatic data counts represents an
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object detection. The output files include the following features: start frame, end frame, object ID,
withBike, withMotor, avgCourse, and avgSpeed. The start frame and end frame were utilized to
calculate the timestamp. The object ID is the unique ID given to each object to be tracked in the
sequence of frames. The features withBike and withMotor represent the classification of the
detected object. For example, if withBike equal 1 that means the detected object was a bicyclist.
Nevertheless, if both withBike and withMotor features are equal to 0, that means the detected
object was pedestrian. The avgCourse feature was used to determine the direction of movement.
Finally, the avgSpeed feature represents the speed of the moving detected objects. Different speed
thresholds were tested and tuned for each intersection individually in order to achieve the best
object classification. Figure 26 shows examples of objects’ detection and tracking from some
CCTV videos. Finally, the automatic counts data were aggregated hourly and combined with the
manual counts data to be utilized in the exposure estimation models development.

Figure 26: Example of objects detection and tracking from some CCTV videos
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5.3.4.3 Automatic Counts Validation
It was essential to validate the accuracy of the proposed automatic object detection and
tracking process before including its outputs in the developed models. Thus, manual vulnerable
road users’ (pedestrians and bikes) counts were carried out at ten intersections to be utilized in the
validation process. The manual and the automatic counts were aggregated to include the total
number of pedestrians/bikes during the daytime hours when the CCTV videos were recorded. The
counts were also grouped by the movement area and zones to include three categories: crosswalks,
sidewalks, and jaywalking/along with the road areas. Afterward, the MAE and RMSE were
calculated to compare the difference between the manual observation and the automatic counts.
Figure 27 shows the MAE and the RMSE for the three movement categories. The results showed
that the MAE and RMSE values were a and 1.5 respectively for the three categories, except for
the bike counts at jaywalking/along with the road area, the values were a bit higher. Generally, the
performance measures were relatively acceptable for the three categories. Hence, based on the
validation results, the automatic count data were reliable to be considered as ground truth data for
20 intersections in estimating vulnerable road users’ exposure. The automatic count method could
be extended to different intersections. Given the fact that CCTV cameras are available at
intersections on most major roads, it could be cost-effective to use the developed automatic method
to count pedestrians and bikes in a wide area.
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Mean Absolute Error (MAE)

Root Mean Square Error (RMSE)

2

4

1.8

3.5

1.6
3
1.4
2.5

1.2

2

1
0.8

1.5

0.6
1
0.4
0.5

0.2

0

0
Crosswalks

Sidewalks
Pedestrian

Crosswalks

Jaywalking/Along
the road

Sidewalks
Pedestrian

Bike

Jaywalking/Along
the road

Bike

Figure 27: Example of objects detection and tracking from some CCTV videos

5.3.5

Crash Data

The crash data were collected for four years (2016 – 2019). The data include different crash
types (i.e., vulnerable road users’ crashes at intersections and bike crashes along the segments).
The vulnerable road users’ crashes at intersections are the summation of pedestrian and bike
crashes at the intersection area. A buffer size of 250 feet was applied to determine the intersection
area. Crash data for each type were utilized as the dependent variables in the developed crash
prediction models.
5.4 Methodology
5.4.1 Vulnerable Road Users’ Exposure
The proposed methodology aims to accurately measure the exposure of pedestrians and
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bikes on multi-lane arterials based on big data. Figure 28 shows a flowchart that summarizes the
proposed research methodology to obtain vulnerable road users’ exposure at the approach level.
First, the data were collected from multiple data sources, including Automated Traffic Signal
Performance Measures (ATSPM), crowdsourced data (STRAVA), traffic and roadway features,
land-use attributes, and socio-demographic characteristics. ATSPM and STRAVA data were
processed to provide pedestrian signal data and bike ridership information, respectively. Moreover,
the ground truth data were obtained using CCTV videos at intersections. The data collection,
processing, and validation will be discussed later in this section. The collected data were utilized
to develop multiple pedestrians and bike exposure models. Based on the literature, statistical
approaches were commonly used to estimate vulnerable road users’ exposure (pedestrians/bikes
exposure), such as linear regression, negative binomial, and Tobit models (Lam et al., 2014; Lee
et al., 2019a; Sanders et al., 2017). Nevertheless, many previous studies concluded a nonlinear
relationship between vulnerable road users’ exposure and the independent variables (Zajac and
Ivan, 2003). Hence, tree-based machine learning approaches were considered as well in the
development of exposure estimation models. A total of ten models were trained and tested, as
shown in Figure 28. Afterwards, an extensive comparison was carried out based on two
performance measures: Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE).
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Figure 28: Research methodology to estimate vulnerable road users’ exposure

Based on the calculated performance measures, the best model was identified to estimate
bike/pedestrian exposure at intersections as well as the bike exposure along the roads at the
approach level. The best model to estimate bike exposure along the road at the segment level was
utilized to estimate daytime and nighttime exposure at all segments on study roads in District 5.
On the other hand, for bikes/pedestrians’ exposure at intersections, the best model was utilized to
estimate vulnerable road users’ exposure at 125 intersections. The estimated exposure was utilized
in developing the exposure models at the intersection level. The flow chart in Figure 29 illustrates
the procedures to estimate the bikes/pedestrians’ exposure at the intersection level.

104

Figure 29: The procedures to estimate the bikes/pedestrians’ exposure at intersection level

The estimated exposure was aggregated per intersection and utilized as the dependent
variable in developing models to estimate bikes/pedestrians’ exposure at crosswalks at the
intersection level. Data were aggregated during daytime (from 6:00 am to 6:00 pm) and nighttime
(from 6:00 pm to 6:00 am) periods and utilized to develop the exposure estimation models at the
intersection level. The developed models were compared using the same performance measures:
MAE and RMSE. Eventually, the best method to obtain pedestrians and bike exposure at the
intersection level was identified and utilized to project daytime and nighttime exposure at
crosswalks at all intersections on the study roads.
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This study applied several statistical and tree-based machine learning models to estimate
the vulnerable road users’ exposure at crosswalks and along the road. In total, ten models were
developed (eight statistical models and two tree-based machine learning models) to identify the
most appropriate modeling technique to estimate vulnerable road users’ exposure. Brief
descriptions of the modeling techniques that are adopted in this study are as follow:
5.4.1.1 Linear Regression Model
The Linear regression is a statistical approach that has been widely used to model the linear
relationship between a response variable and one or more explanatory variables assuming that they
are not correlated to each other. The model uses the Ordinary Least Square (OLS) estimator to
calculate the regression coefficients in the model (Poole and Farrell, 1971). The linear regression
model Equation (23) can be written as:
Y = 𝛽𝑖 𝑋𝑖 + 𝜀

(23)

Where Y is the dependent variable, 𝛽𝑖 is the coefficients of input parameters, 𝑋𝑖 is the vector of
explanatory variables, and 𝜀𝑖 is the error term.
5.4.1.2 Quadratic Regression Model
The quadratic regression is a statistical approach that is similar to the linear regression
model in using the least square method. The difference compared to the linear regression model is
that the relationship between the dependent variable and the explanatory variables is assumed to
be quadratic (a parabola when plotted). Equation (24) illustrates the mathematical form of the
quadratic regression (Imprialou et al., 2016).
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Y = 𝛼𝑖 𝑋𝑖2 + 𝛽𝑖 𝑋𝑖 + 𝜀

(24)

Where Y is the dependent variable, 𝛼𝑖 and 𝛽𝑖 are the coefficients of input parameters, 𝑋𝑖 is the
vector of explanatory variables, and 𝜀𝑖 is the error term.
5.4.1.3 Negative Binomial Model
The Negative Binomial (NB) regression is an extension of the Poisson model that has been
widely used to estimate the overdispersed count data (Daraghmi et al., 2012). Overdispersion
occurred when the variance is larger than the mean. The generalized linear model of the Negative
Binomial Equation (25) can be written as:
ln (𝑌) = 𝛼 + 𝛽𝑖 𝑋𝑖 + 𝜀

(25)

Where Y is the response variable, α is the intercept, 𝑋𝑖 is the predictor matrix (𝑖 = 1, 2, 3, … 𝑛), 𝑛
is the number of predictors, 𝛽 is the regression coefficients vector, and 𝜀 is the regression error
vector which is independent of all predictors.
5.4.1.4 Tobit Model
The Tobit regression model is considered an appropriate statistical method to illustrate the
relationship between a non-negative continuous dependent variable 𝑌𝑖 and independent variables
𝑋𝑖 (Tobin, 1985; Wali et al., 2019). Thus, the Tobit model was selected to estimate vulnerable road
users’ exposure as it was commonly used in previous research to model similar regression
problems using several types of data (i.e., pedestrian exposure, crash, and speed data) (Debnath et
al., 2014; Hou et al., 2020; Lee et al., 2019a; Zeng et al., 2017). The Tobit model can be expressed
as shown in Equations (26-28).
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𝑌𝑖∗ = 𝛽𝑋𝑖 + 𝜀𝑖 = 𝛽𝑜 + 𝛽1 𝑋1 + 𝛽2 𝑋2 + , … , + 𝛽𝑚 𝑋𝑚 + 𝜀𝑖

(26)

𝑌𝑖 = 𝑌𝑖∗ 𝑖𝑓 𝑌𝑖∗ > 0

(27)

𝑌𝑖 = 0 𝑖𝑓 𝑌𝑖∗ ≤ 0

(28)

Where 𝑖 is the observation, 𝑌𝑖 is the dependent variable, 𝑌𝑖∗ is the latent variable observed only
when positive, 𝛽𝑜 is the intercept, 𝛽1 , 𝛽2 , … , 𝛽𝑚 are the coefficients of input parameters, 𝑋𝑖 is the
vector of explanatory variables, and 𝜀𝑖 is a normally and independently distributed error with zero
mean and variance 𝜎 2 as given in Equation (29) (Debnath et al., 2014; Guo et al., 2020). The
estimated coefficients (𝛽) represent the effect of the explanatory variables on the latent variable.
𝜀𝑖 ̴ 𝑁 (0, 𝜎 2 )

(29)

5.4.1.5 Finite Mixture Model
The finite mixture model is considered a flexible approach that deals with heterogeneous
input parameters. It has been widely used in many considerable applications to estimate different
traffic parameters (Theofilatos, 2017). The generalized Equation (30) of the finite mixture model
is as follow:
𝐾

𝑓(𝑦𝑖 ) = ∑ 𝜋𝑘 𝑓𝑘 (𝑦𝑖 )

(30)

𝑘=1

Where 𝜋𝑘 is the mixing probability of component k, 0 ≤ 𝜋𝑘 ≤ 1, and ∑𝐾
𝑘=1 𝜋𝑘 = 1 for k = 1, 2,
3, … K. Moreover, 𝑓𝑘 (𝑦𝑖 ) could follow any probability distribution (Chen et al., 2014).
5.4.1.6 Multivariate Adaptive Regression Spline Model
This approach was widely adopted in various data analyses, including traffic parameters
estimation (Ermagun and Levinson, 2018). The MARS model is shown in Equation (31):
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𝑟

𝑌 = 𝑓(𝑋)+ ∈ = 𝛽𝑜 + ∑ 𝛽𝑚 ℎ𝑚 (𝑋)+ ∈

(31)

𝑗=1

Where Y is the response variable, X is a predictor, 𝛽𝑜 is the intercept, each ℎ𝑚 (𝑋) is a basis
function or a product of two or more such functions, 𝛽𝑚 are the coefficients which usually
estimated by minimizing the sum of squares error and ∈ is the regression error.
5.4.1.7 Zero Inflated Negative Binomial Model
The Zero Inflated Negative Binomial (ZINB) model is utilized to account for the excessive
zeros that could be present in the vulnerable road users’ exposure data. Hence, to address this issue
ZINB model was considered in some cases where excessive zeros were present in the dataset
(Lambert, 1992). The zero inflated models could handle both excess zero and non-zero counts
(Shiyuka, 2018). It assumes that the data is divided into two states: true zero and non-zero states.
The non-zero state follows the Negative Binomial distributions that was illustrated in Equation
(25) (Lord et al., 2007). The probability function for a ZINB regression model is expressed in
Equation (32).
𝑟 𝑟
)
𝜇+ 𝑟
𝑟
𝑃(𝑦) =
Γ(y + r)
r
r 𝑦
(1 − 𝜙) + (
) (1 −
)
)(
Γ(r)Γ(y + 1 𝜇 + 𝑟
𝜇+𝑟
{
𝜙 + (1 − 𝜙)(

𝑖𝑓 𝑦 = 0
(32)
𝑖𝑓 𝑦 ≥ 0

Where 𝜙 is the probability of an extra zero response, 𝜇 is the mean and 𝑟 is called the dispersion
parameter.
5.4.1.8 Hurdle Model
Another approach to handle the excessive zeros in the model is the Hurdle model. The
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Hurdle model was first proposed by Mullahy (1986). The Hurdle model is considered as a twopart model. It combines a count model (𝑓𝑐𝑜𝑢𝑛𝑡 (𝑦, 𝑥, 𝛽)) (left-truncated at 1) and a zero-hurdle
model (𝑓𝑧𝑒𝑟𝑜 (0, 𝑧, 𝛾)) (Cai et al., 2016a). The term “hurdle” represents a threshold that must be
exceeded before events occur (Shiyuka, 2018). The hurdle model is defined in Equation (33).

𝑓ℎ𝑢𝑟𝑑𝑙𝑒

𝑓𝑧𝑒𝑟𝑜 (0, 𝑧, 𝛾)
𝑓𝑐𝑜𝑢𝑛𝑡 (𝑦, 𝑥, 𝛽)
={
1 − 𝑓𝑧𝑒𝑟𝑜 (0, 𝑧, 𝛾).
𝑓𝑐𝑜𝑢𝑛𝑡 (0, 𝑥, 𝛽)

𝑖𝑓 𝑦 = 0
𝑖𝑓 𝑦 > 0

(33)

Where 𝛽 and 𝛾 are the Hurdle model’s parameters.
5.4.1.9 Tree-based machine learning models
Scalable and efficient machine learning algorithms that adopt the trees framework were
developed to estimate vulnerable road users’ exposure (i.e., Random Forest and Extreme Gradient
Boosting ). Tree-based models aim to improve learning accuracy at each step (Friedman et al.,
2000). Random Forest and Extreme Gradient Boosting were developed following the approaches
that were illustrated previously in Chapter 3
The aforementioned models were trained and tested to estimate vulnerable road uses’
exposure. The hyperparameters were tuned based on the model’s framework using the grid
approach. Finally, the train and test performance measures MAE and RMSE were calculated and
compared to determine the best and robust model in vulnerable road users’ exposure.

5.4.2 Safety Performance Functions
The proposed research methodology is consistent with the Highway Safety Manual (HSM,
2010) in using the Negative Binomial (NB) model to develop the Safety Performance Functions
(SPF). A safety performance function is an equation used to predict the average number of crashes
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per year at a location as a function of exposure and roadway or intersection features. Figure 30
shows a flowchart that summarizes the proposed methodology. The utilized data included traffic
and roadway characteristics, land-use attributes, socio-demographic data, and the estimated
vulnerable road users’ exposure as explanatory variables.

Figure 30: Research methodology to identify hotspots

The data were used to develop the SPFs for vulnerable road users’ crashes at intersections
and bike crashes along the road. Multiple models were developed for each crash type with a
different combination of vehicle traffic, exposure and vulnerable road users, and speeding
variables. The models were developed and compared based on the Akaike Information Criterion
(AIC) and the Bayesian Information Criterion (BIC) values. Hence, the best SPFs were identified,
and the significant contributing factors were concluded for each crash type. The marginal effects
were calculated to quantify the instantaneous change in crashes for a unit increase in a significant
independent variable. Afterward, the Potential for Safety Improvement (PSI) was calculated to
identify the hotspots.
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5.4.2.1 Statistical modeling methodology
The Negative Binomial model has been commonly used in literature to predict crash
frequencies since it can account for overdispersion (Abdel-Aty and Radwan, 2000; Daraghmi et
al., 2012; Shankar et al., 1995). Overdispersion occurred when the variance is larger than the mean
as in crash data. The number of crashes is non-negative integers, which are not normally
distributed. Poisson and NB models have the ability to develop crash frequencies with explanatory
variables. However, the Poisson model has been criticized because of its implicit assumption that
the variance equals mean (Lord and Mannering, 2010). The NB model can relax the overdispersion
issue, thus, it was adopted to develop the SPFs and predict crash frequencies. The mean-variance
relationship in the NB distribution is as in Equation (34).
𝑉𝑎𝑟 (𝑌) = 𝜇 + 𝛼𝜇 2

(34)

Where, 𝑌 is response variable, μ is the mean response of the observation, and 𝛼 is overdispersion
parameter. Thus, if the dispersion parameter 𝛼 is zero, the variance is also equal to the mean, which
is the basic assumption of the Poisson distribution. The existence of over-dispersion is adjusted by
the log-linear relationship between the expected number of crashes and explanatory covariates.
Equation (35) shows the relationship between the expected number of crashes and variables (i.e.,
Annual Average Daily Traffic (AADT), segment length) for segment SPFs. This was followed to
develop the SPFs for bike crashes on the segments.
log(𝜇𝑖 ) = 𝛽0 + 𝛽1 ln(𝐴𝐴𝐷𝑇) + 𝛽𝑋 + ln(𝑙𝑒𝑛𝑔𝑡ℎ) + 𝜀𝑖

(35)

Where, 𝑖 is an observation unit, 𝜇𝑖 is the expected number of crashes per mile per year on segment
𝑖, 𝛽0 is the intercept, 𝛽1 is the estimated coefficients, and 𝜀𝑖 is the random error term. X is other
explanatory variables which also include the bike exposure for bike crashes. 𝛽 is the set of
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coefficients corresponding to different variables. The over-dispersion parameter in segment SPFs
is a function of segment length. It can be calculated as shown in Equation (36).
𝛼 = 1⁄exp(𝑐 + ln(𝑙𝑒𝑛𝑔𝑡ℎ))

(36)

Where, 𝛼 is overdispersion parameter, and 𝑐 is a regression coefficient used to compute the overdispersion parameter.
For intersections SPFs, Equations (37) and (38) show the relationship between the expected
number of crashes and variables (i.e., major/minor AADT, Total Entering Volume (TEV)). This
was followed to develop the SPFs for vulnerable road users’ crashes at intersections.
log(𝜇𝑖 ) = 𝛽0 + 𝛽1 ln(𝑀𝐽𝐴𝐴𝐷𝑇 ) + 𝛽2 ln(𝑀𝑁𝐴𝐴𝐷𝑇 ) + 𝛽𝑋 + 𝜀𝑖

(37)

log(𝜇𝑖 ) = 𝛽0 + 𝛽3 ln (𝑇𝐸𝑉) + 𝛽𝑋 + 𝜀𝑖

(38)

or

Where, 𝑖 is an observation unit, 𝜇𝑖 is the expected number of crashes per year on
intersection/roundabout 𝑖, 𝛽0 is the intercept, 𝛽1 , 𝛽2 and 𝛽3 are the estimated coefficients and 𝜀𝑖
is the random error term. X is other explanatory variables that also include the exposure variables
of vulnerable road users at intersections and 𝛽 is the set of coefficients corresponding to different
variables. Equation (38) was used if either the natural log of AADT at the major road of
intersections: ln(𝑀𝐽𝐴𝐴𝐷𝑇 ) or the natural log of AADT at the minor road of intersections:
ln(𝑀𝑁𝐴𝐴𝐷𝑇 ) is not significant in Equation (37). It should be noted that the over-dispersion
parameter could be directly obtained from the model.
Following the proposed methodology, multiple SPFs were developed to estimate
vulnerable road users’ crashes at intersections and bike crashes along the segments. Some
interaction terms between AADT and other exposure variables were considered in some models.
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The developed SPFs were compared to conclude the best model that describes the relationship
between each crash type and the explanatory variables. More discussion could be found in the next
chapter.
The developed SPFs were compared based on the values of the Akaike Information
Criterion (AIC) and the Bayesian Information Criterion (BIC) values which measure the model’s
fitting and complexity. The AIC introduces a penalty term that is represented by the parameter
number in the AIC. Further, the BIC introduces the penalty term as a combination between the
parameter number and sample size (Xie et al., 2017). The AIC and BIC could be expressed as
shown in Equations (39) and (40).
𝐴𝐼𝐶 = −2𝐿𝐿𝑚𝑎𝑥 + 2𝑘

(39)

𝐵𝐼𝐶 = −2𝐿𝐿𝑚𝑎𝑥 + 𝑘 ln(𝑁)

(40)

Where 𝐿𝐿𝑚𝑎𝑥 is the maximum log likelihood, 𝑘 is the parameter number, and 𝑁 is the sample
size. Further, the marginal effects were calculated to capture the instantaneous change in a unit
increase in a specific independent variable 𝑋𝑘 when the other covariates are kept fixed. The
following Equation (41) shows the calculations of the marginal effects (Debnath et al., 2014).
𝜕𝐸[𝑦|𝑋𝑘 ]
𝜕𝐹(𝛽 ′ 𝑋𝑘 )
=[
] 𝛽 = 𝑓(𝛽 ′ 𝑋𝑘 )𝛽
𝜕𝑋𝑘
𝜕𝛽 ′ 𝑋𝑘

(41)

Where 𝛽 denotes the parameters, F(x) denotes the cumulative distribution function, and f(x)
denotes the density function that corresponds to the cumulative function.
5.4.2.2 Identifications of hotspots
The Potential for Safety Improvements (PSI), or excess crash frequency using SPF, was
applied as a performance measure in the study to identify a hotspot. The PSI is the difference
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between the expected crash count and the predicted crash counts of each site. The PSI is an
effective performance measure to identify those sites experiencing more crashes than others with
similar characteristics (Hauer et al., 2002; Persaud et al., 1999). PSIs were calculated for each
facility type and the crash type and all the segments and intersections were ranked based on the
computed PSI. A site is considered safe if its PSI is smaller than zero, indicating it has fewer
crashes compared with other sites with comparable features. In contrast, a site is considered
dangerous if the calculated PSI value is greater than zero and among the top 10% of the PSI values.
This indicates that the site has more crashes than other sites with similar characteristics. Equation
(42) illustrates the calculation of the PSI.
𝑃𝑆𝐼 = 𝑁𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 − 𝑁𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

(42)

Where 𝑁𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 is the expected number of crashes and 𝑁𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 is the predicted number of
crashes. The predicted number of crashes can be obtained from SPFs. The expected number of
crashes calculations using Empirical Bayes method is shown in Equation (43).
𝑁𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 = 𝑊 × 𝑁𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 + (1 − 𝑊) × 𝑁𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑

(43)

Where, 𝑊 is the Empirical Bayes weight and 𝑁𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 is the observed crash counts. The weighted
adjustments are calculated using Equation (44).
𝑊=

1
1 + 𝛼 × 𝑁𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

(44)

Where 𝛼 is the over-dispersion parameter of the SPF.
5.5 Results and Discussions
5.5.1 Vulnerable Road Users’ Exposure
The proposed statistical and machine learning models were developed to estimate the
bikes/pedestrians’ exposure at crosswalks and along the roadway segments. For exposure
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estimation at intersections, the models were developed at approach-level first then at intersection
level. An extensive comparison was carried out between the developed models to conclude the
best modeling approach.
5.5.1.1 Analysis and Results for Exposure at Intersections
To train the model, the processed ATSPM data were combined with traffic information,
roadway characteristics, land use attributes, and socio-demographic data for each segment of the
83 intersections. The exposure at intersections could include three parts: pedestrians at crosswalks
at intersections, bikes at crosswalks at intersections, and jaywalking pedestrians. Hence, the
dependent variable that was utilized in these models was the summation of pedestrians and bikes
at crosswalks and the number of pedestrians at jaywalking areas from the CCTV videos. The
collected data (i.e., Automated Traffic Signal Performance Measures (ATSPM), traffic and
roadway features, land-use attributes, and socio-demographic characteristics) were combined with
the dependent variable and aggregated at the hourly and daily levels, respectively. Hourly and
daily statistical and machine learning models were trained and tested. The performance measures
MAE and RMSE were calculated for each model. Table 17

and Table 18 show that the

performance measures for train and test data for the hourly and daily models, respectively. It
should be noted that the daily aggregated data didn’t have excessive zeros. Thus, ZINB and Hurdle
models weren’t developed when using the daily aggregated data.
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Table 17: Hourly models performance measures
Model
Linear Regression
Quadratic
Negative Binomial
Tobit
Finite Mixture
MARS
ZINB
Hurdle
Random Forest
XGBoost

Train Data
MAE
RMSE
1.06
1.68
1.04
1.65
1.05
1.63
0.8
1.5
1.05
1.67
0.85
1.24
0.94
1.57
1.02
1.39
0.77
1.25
0.8
1.2

Test Data
MAE
RMSE
1.07
1.45
1.19
0.89
1.13
1.1
1.21
1.05
1.02
0.95

1.73
1.83
1.66
1.53
1.51
1.55
1.64
1.67
1.38
1.35

Table 18: Daily models performance measures
Model
Linear Regression
Quadratic
Negative Binomial
Tobit
Finite Mixture
MARS
Random Forest
XGBoost

Train Data
MAE
RMSE
6.43
8.01
6.22
9.62
6.91
8.88
6.37
7.91
7.51
8.23
6.66
8.67
4.15
7.88
5.37
9.5

Test Data
MAE
RMSE
6.94
11.96
7.88
7.33
6.13
6.78
8.24
7.56

8.89
14.93
9.35
8.77
8.44
9.58
9.67
9.76

For each model, variables were chosen based on stepwise selection for statistical models
and the effect of relative influence values for machine learning models. The results show that the
hourly and daily performance measures were improved when using more flexible statistical models
(Finite Mixture and MARS) and machine learning models. The models were compared using the
previously defined performance measures. For the hourly models, the XGBoost model
outperformed the other developed models. The MAE and RMSE for the XGBoost test data were
0.95 and 1.35, respectively. However, in order to compare between hourly and daily models, the
hourly estimations were aggregated per day and compared to the daily ground truth exposure. The
performance measures were calculated for daily aggregated exposure and then compared to their
corresponding in the daily models as shown in Figure 31.
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Figure 31: Comparison between the performance measures of the daily models and the hourly models
aggregated per day

The figure shows that the performance in the case of hourly models aggregated per day
was much better in most of the developed models. The MAE and RMSE for test data for the hourly
aggregated estimates per day were 5.69 and 7.76, respectively. Hence, it was concluded that the
hourly XGBoost model is the best approach to estimate vulnerable road users’ exposure at
intersections.
The downloaded ATSPM data for six weekdays (Tuesdays) in the last quarter of 2020 were
processed and combined with other data to estimate the exposure at intersections. Afterward, the
developed hourly XGBoost model was utilized to estimate vulnerable road users’ exposure at 125
intersections. The estimated exposure was aggregated per intersection and utilized as the
dependent variable in the development of the exposure models at the intersection level. The data
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were divided and aggregated into daytime (from 6:00 am to 6:00 pm) and nighttime (from 6:00
pm to 6:00 am) periods. Eight models were developed to estimate daily vulnerable road users’
exposure at intersection-level during daytime and nighttime. The developed models are as follows:
1) Linear regression, 2) Quadratic, 3) Negative Binomial, 4) Tobit, 5) Finite Mixture, 6) MARS,
7) Random Forest, 8) XGBoost. Table 19 and Table 20 show the train and test performance
measures for the developed models for daytime and nighttime, respectively.
Table 19: Daytime models performance measures
Model

Train Data

Test Data

MAE

RMSE

MAE

RMSE

Linear Regression

20.35

28.96

22

32

Quadratic

17.69

24.6

21.53

29.41

Negative Binomial

18.57

27.25

20.38

30.82

Tobit

21.5

31.49

22.47

34.03

Finite Mixture

25.43

34.62

28.44

37.65

MARS

8.78

11.89

9.71

13.11

Random Forest

6.47

9.71

7.62

11.33

XGBoost

6.34

9.68

7.52

10.97

Table 20: Nighttime models performance measures
Model
Linear Regression
Quadratic
Negative Binomial
Tobit
Finite Mixture
MARS
Random Forest
XGBoost

Train Data
MAE
RMSE
9.39
14.74
8.97
13.24
9.11
14.68
9.43
14.8
12.05
17.66
4.81
6.84
4.08
6.16
3.89
5.88

Test Data
MAE
RMSE
10.83
16.83
10.87
16.66
10.56
17.37
10.48
16.83
14.09
19.99
5.13
7.03
5.03
6.97
4.9
7.24

The performance measures show that the MARS model and the machine learning models
outperformed the other developed statistical models. Moreover, the XGBoost performance
measures were the best in both daytime and nighttime models. Figure 32 shows the plots of the
observed exposure (ground truth) and the corresponding estimated counts at intersections.
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Figure 32: The observed vulnerable road users’ exposure and the corresponding estimated counts at
crosswalks

In conclusion, the XGBoost was the best method to obtain pedestrian and bike exposure at
intersections. Hence, it was utilized to project daytime and nighttime exposure at intersections on
the study roads in District 5. Figure 33, Figure 34, and Figure 35 illustrate the projected vulnerable
road users’ exposure at intersections for the daytime period, nigh-time period, and total exposure
per day. The total exposure is the summation of daytime and nighttime counts. The figures show
that the pedestrian and bike exposure at daytime are higher than that at nighttime. The estimated
exposure will be utilized as the input variable along with other parameters to develop the Safety
Performance Functions (SPF) and identify the hotspots.
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Figure 33: Projected bikes/pedestrians exposure at intersections (daytime)

Figure 34: Projected bikes/pedestrians exposure at intersections (nighttime)
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Figure 35: Projected bikes/pedestrians exposure at intersections (total per day)

5.5.1.2 Analysis and Results for Exposure Along the Roads
To obtain the bikes’ exposure along the roads, the models were trained to estimate the
exposure at the segment level. STRAVA data at study area segments were combined with traffic
information, roadway features, land use attributes, and socio-demographic characteristics for each
segment. The dependent variable was the ground truth collected from the CCTV videos along the
road. The collected data were combined with the dependent variable and aggregated per period
and per day at the segment level. According to the collected ground truth and STRAVA data, the
aggregation was carried out based on three time periods:
▪

AM hours: from 6:00 am to 9:59 am

▪

Mid-day hours: from 10:00 am to 2:59 pm

▪

Peak PM hours: from 3:00 pm to 7:59 pm
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Statistical and machine learning models were trained, tuned, and tested. The performance
measures MAE and RMSE were calculated for each model.
Table 21 shows the performance measures for train and test data for the period models.
ZINB and Hurdle models weren’t developed to estimate bike exposure along the road, as there
weren’t excessive zeros in the processed datasets. The results were consistent with the results of
estimating vulnerable road users’ exposure at intersections. Generally, the performance of the
machine learning models was better than statistical models. Further, the XGBoost model
outperformed all other developed models in terms of MAE and RMSE. In addition, the estimated
data were aggregated daily and compared to daily developed models. Only flexible statistical
models (e.g., MARS) and machine learning models (e.g., Random Forest and XGBoost) were
developed using daily data. Figure 36 shows the comparison between the performance measures
of the daily models and the periods models aggregated per day. It shows that the period models
could provide more consistent performance in train and test datasets compared to the daily models.
Further, the XGBoost period model was found to have the best performance measures.
Table 21: Periods models performance measures
Model
Linear Regression
Quadratic
Negative Binomial
Tobit
MARS
Random Forest
XGBoost

Train Data
MAE
RMSE
0.91
1.31
0.97
1.38
0.98
1.51
1.06
1.72
1.01
1.59
0.86
1.33
0.95
1.1
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Test Data
MAE
RMSE
1.48
1.81
12.91
17.02
1.33
1.75
1.36
1.75
1.98
2.62
1.01
1.3
0.96
1.22

Figure 36: Comparison between the performance measures of the daily models and the periods models
aggregated per day

Afterward, the developed XGBoost model using periods data was utilized to estimate
bikes’ exposure along the road based on the STRAVA data. Based on the time periods of STRAVA
data, the estimated exposure was aggregated into daytime and nighttime periods datasets. The
estimated data were projected at all segments on the study roads. Figure 37, Figure 38, and Figure
39 illustrate the projected bikes’ exposure along the road for the daytime period, nighttime period,
and total exposure per day. The total exposure is the summation of daytime and nighttime counts.
The estimated exposure will be utilized as an input variable along with other parameters to develop
the Safety Performance Functions (SPF) and identify the hotspots for bike crashes at segments.
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Figure 37: Projected bikes’ exposure along the road (Day-time)

Figure 38: Projected bikes’ exposure along the road (Night-time)
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Figure 39: Projected bikes’ exposure along the road (Total per day)

5.5.1.3 Summary
Vulnerable road users’ exposure at intersections and along the road were estimated using
the proposed statistical and machine learning. For the estimation of exposure at intersections, the
models were developed at the crosswalk level first. The models were trained to estimate the
bikes/pedestrians’ exposure at intersections using the processed ATSPM data combined with
traffic information, roadway features, land use attributes, and socio-demographic characteristics.
Hourly and daily statistical and machine learning models were trained, tuned, and tested. The
estimated exposure at the hourly level was aggregated per day and compared to the daily model.
It suggested that the hourly model could provide better performance compared to the daily model.
The best model is the XGBoost model, which was utilized to estimate vulnerable road users’
exposure at other intersections. The exposure estimations were utilized as a dependent variable in

126

the developed models to estimate vulnerable road users’ exposure at intersection level. The results
indicated that the XGBoost method is the best approach as well. The models were developed for
data that were aggregated per daytime and nighttime. Finally, it was utilized to project daytime
and nighttime exposure at intersections on the study roads.
For the bikes’ exposure along the road, STRAVA data at study segments were combined
with the other data and utilized in the models’ development. The dependent variable was the
ground truth collected from the CCTV videos at the jaywalking/along the road area. The collected
data were combined with the dependent variable and aggregated per period and per day at the
segment level. Statistical and machine learning models were trained, tuned, and tested. The models
were compared, and the results indicated that the XGBoost model outperformed all other
developed models in terms of MAE and RMSE. Eventually, it was utilized to estimate bikes’
exposure along the study roads by using the STRAVA data for daytime and nighttime periods.
5.5.2 Safety Performance Functions
The proposed methodology was followed to develop the SPFs vulnerable road users’
crashes at intersections and bike crashes along the segments using the collected data. The
significant contributing factors were concluded at a 90% threshold (p-value < 0.1) and the PSIs
were calculated. Hence, the hotspots were identified and visualized.
5.5.2.1 Crashes of Vulnerable Road Users at Intersections
Similarly, SPFs were developed using vulnerable road users’ crashes at intersections as a
dependent variable. Different models were developed with some changes in exposure measures
(i.e., AADT and ped/bike exposure) as follow:
▪

Model 1: include AADT at the major road, AADT at the minor road, and the ped/bike
exposure at intersections.
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▪

Model 2: include the total entering AADT volume and the ped/bike exposure at
intersections. The total entering AADT volume is the summation of the AADT at minor
and major roads.

▪

Model 3: include the total exposure variable which is the product of the total entering
volume and the ped/bike exposure at intersections.

Note that the remaining input variables were the same in the three developed. Further, all
continuous variables were used in the natural logarithmic form. The models’ comparison results
indicated that Model 3 outperformed the other models in terms of AIC and BIC. The model
includes the total exposure variable which represents the interaction between the total entering
AADT volume and the vulnerable road users’ exposure at intersections. Table 22 and Figure 40
show the developed SPFs results and the calculated marginal effects for the best model,
respectively.
Table 22: Modeling results for vulnerable road users’ crashes at intersections
Model 1

Model 2

Estimate

Standard
Error

P_value

Estimate

Standard
Error

P_value

Estimate

Standard
Error

P_value

Intercept

-5.0491

1.0336

<0.001

-5.0798

1.0417

<0.001

-3.9256

1.017

<0.001

Log(ped/bike exposure)

0.3621

0.1343

0.0070

0.3711

0.1345

0.0058

-

-

-

Log(AADT_Major road)

0.2045

0.1063

0.0543

-

-

-

-

-

-

Log(total Entering AADT)

-

-

-

0.2373

0.0993

0.0168

-

-

-

Log(total Exposure)

-

-

-

-

-

-

0.15957

0.0737

0.0304

-

-

-

-

-

-

0.3434

0.1052

0.0011

0.3427

0.1184

0.0038

0.3135

0.1188

0.0083

0.3125

0.1210

0.0098

0.1764

0.0841

0.0359

-

-

-

-

-

-

-

-

-

0.1907

0.1041

0.0668

-

-

-

-

-

-

-

-

-

0.4152

0.2012

0.0390

0.7316

0.4251

0.0853

0.7562

0.4290

0.0779

1.0898

0.3524

0.0019

-

-

-

-

-

-

0.3170

0.1483

0.0326

Variable

Log(high frequency
transit)
Context Classification
(C4=1, C3C/C3R = 0)
Log(roadway width_
Minor road)
Presence of narrow lane
Proportion of commercial
land use
Proportion of population
below poverty
Log(number of sidewalks
on major road)
Dispersion parameter
AIC
BIC

0.6572
2159.504
2195.564

0.6556
2160.034
2196.094
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Model 3

0.6055
2148.017
2189.229

0.25

0.2

0.15

0.1

0.05

0

Marginal Effects

Context Classification (C4=1, C3C/C3R = 0)
High frequency transit
Total Exposure
Number of sidewalks on major road
Proportion of population below poverty
Proportion of commercial land use

Figure 40: The calculated marginal effects for the significant variables (vulnerable road users’ crashes at
intersections model)

The results show that six variables were found to have significantly positive effects on the
vulnerable road users’ crashes at intersections at the 90% threshold (p-value < 0.1). Focusing on
traffic and roadway characteristics, the results showed that four variables have significantly
positive effects on the modeled crashes. The total exposure which reflects both ped/bike exposure
and AADT was significantly associated with the crashes related to vulnerable road users at
intersections. Many studies concluded the same positive association between the vulnerable road
users’ crashes and traffic exposure variables (i.e., AADT and Ped/bike exposure) (Elvik, 2009;
Harwood et al., 2008; Lee et al., 2015). Further, the results indicated that the modeled crashes
increase when the roadway segment is classified as C4 (urban general). It’s expected to find more
vulnerable road users on the C4 road, which leads to more crashes. On the other hand, the presence
of high-frequency transit and the number of sidewalks indicate more pedestrian activity which
could lead to more vulnerable road users’ crash potential.
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Regarding the land use and socio-demographic features, only the proportions of
commercial land use and the proportion of population below poverty were found to have a
significant influence on the modeled crashes. The proportion of commercial land use indicates
more pedestrians and bike activities which could cause more crashes when crossing roads.
Similarly, the increase in the proportion of the population below poverty increases the number of
vulnerable users on the road, which leads to more crashes.
5.5.2.2 Bike crashes Along the Roads
Negative binomial and zero-inflated negative binomial models were developed to estimate
bike crashes on the segments. In total, six models were developed using the same input variables
with some changes in the exposure measures (i.e., AADT and bike exposure). The models are as
follow:
Negative Binomial Models:
▪

Model 1: include bikes exposure and AADT as categorical variables (low, med, high)

▪

Model 2: include bikes exposure and AADT as categorical variables (low, high)

▪

Model 3: include the total exposure variable (the product of AADT and bikes exposure)

▪

Model 4: include AADT and categorical bikes exposure (low, high)

In some iterations, the average AADT and bike exposure were treated as categorical variables
based on the distribution of each variable. In the first trial, the categories include low, medium,
and high volumes. In another trial, the categories include only low and high volumes. The variables
were categorized based on the 25th, 50th, and 75th percentiles as follow:
Average AADT
▪

First trial: the categories are "low AADT" if x <= 23000 (25th percentile), "medium
AADT" if 23000 (25th percentile) < x <= 40000 (75th percentile), and "high AADT" if x
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> 40000 (75th percentile).
▪

Second trial: the categories are "low AADT" if x <= 30000 (50th percentile) and "high
AADT" if x > 30000 (50th percentile).

Bikes Exposure
▪

First trial: the categories are "low bikes exposure" if x <= 7(25th percentile), "medium
bikes exposure" if 7 (25th percentile) < x <= 10 (75th percentile), and "high bikes
exposure" if 10 > 40000 (75th percentile).

▪

Second trial: the categories are "low bikes exposure" if x <= 8 (50th percentile), and "high
bikes exposure" if x >= 9 (50th percentile).
The developed models were compared based on the AIC and BIC values. Table 23

illustrates the modeling results. Further, Figure 41 shows the calculated marginal effects for the
best model. The results show that model 2 that includes the categorical AADT and bike exposure
(low and high) outperformed all other developed models with the lowest AIC and BIC values. The
model included 11 explanatory variables that have significant influences on bike crashes along the
road. The estimates of some variables were consistent with vulnerable road users’ crashes at
intersections such as AADT, high-frequency transit, and context classifications. . Further, the low
bike exposure along the segments was found to have a significant negative influence on the
corresponding modeled crash type. This relationship is consistent with previous studies’ results
that concluded the significant correlation between bike exposure and crashes (Blaizot et al., 2013;
Ding et al., 2020; Miranda-Moreno et al., 2011). Roadway segments that are classified as C4
expect more bike crashes due to the higher bike exposure on urban roads compared to other context
classifications. Furthermore, the presence of the high-frequency transit should be associated with
the higher number of bicyclists along the segment and lead to more bike crash potential. The results
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show that the surface width has a positive estimate which indicates that wider roads increase the
frequency of crashes. This could be explained as the increase in surface width is significantly
correlated with speeding behavior which could lead to more bike crashes (Himes and Donnell,
2010; Perco, 2008; Poe and Mason, 2000). Some roadway characteristics were found to have
negative significant effects on bike crashes (i.e., the number of poles per mile, the outside shoulder
width, and average block length). Wider shoulders could provide more space for bicyclists to ride
their bikes. Thus, it decreases the crash frequency and increases cyclists’ safety (Haleem and Gan,
2011; Tulu et al., 2015). On the other hand, increasing the number of poles per mile provides better
illumination for bicyclists along the segment which could reduce the crash frequencies and
severities. These results were consistent with previous researches (Chen and Shen, 2016; Kim et
al., 2007). The average block length represents one of the speed management countermeasures. It
was found to have a significant influence on bike crashes. The model indicates that shorter blocks
reduce the bikes’ crash potential as drivers have a shorter distance to increase speed. Regarding
socio-demographic and land use attributes, the proportions of commercial, residential, and
agricultural areas were found to be positively correlated to bike crash frequency.
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Table 23: Modeling results for bike crashes along the segment (Negative Binomial Models)
Variable
Intercept
Log(Average AADT)
Log(total Exposure)

Model 1

Model 2

Model 3

-0.5635

Standard
Error
0.2524

-

-

Estimate

P_value

Estimate

-0.5635

-2.8058

Standard
Error
1.4857

-

-

-

P_value

Estimate

0.0590

-15.430

Standard
Error
1.9511

-

-

-

Model 4
P_value

Estimate

<0.001

-23.7286

Standard
Error
2.4414

-

1.7410

0.2645

<0.001

P_value
<0.001

-

-

-

-

-

-

0.6988

0.1647

<0.001

-

-

-

Medium average AADT

-1.1973

0.1819

-1.1973

-

-

-

-

-

-

-

-

-

Low average AADT

-2.1614

0.2469

-2.1614

-1.1252

0.1861

<0.001

-

-

-

-

-

-

Medium bikes exposure

0.8089

0.2092

0.8089

-

-

-

-

-

-

-

-

-

Low bikes exposure
Context Classification (C4=1,
C3C/C3R = 0)
Proportion of residential land use

0.6152

0.239

0.6152

-0.5176

0.1711

0.0025

-

-

-

-0.4710

0.1704

<0.001

0.3925

0.2079

0.3925

0.3500

0.2116

0.0981

0.4881

0.2177

0.0249

0.4730

0.2087

0.0234

-0.8937

0.2544

-0.8937

-0.5675

0.2550

0.0260

-0.7680

0.2566

<0.001

-0.6903

0.2627

0.0086

Proportion of commercial land use

-1.1724

0.6222

-1.1724

-1.8224

0.6422

0.0045

-1.7586

0.6518

<0.001

-1.1360

0.6103

0.0626

Proportion of agricultural land use

-2.7558

1.0544

-2.7558

-1.9822

1.0065

0.0489

Narrow lane

0.4864

0.1659

0.0033

-

-

-

-

-

-

0.3303

0.1609

<0.001

High frequency transit

1.0664

0.1654

<0.001

1.1418

0.1667

<0.001

1.3594

0.1736

<0.001

1.1811

0.1706

<0.001

Log(average block length)

-0.4357

0.1456

<0.001

-0.4284

0.1407

0.0023

-0.5368

0.1469

0.0002

-0.4942

0.1446

<0.001

Log(pavement condition)

-

-

-

-

-

-

2.8492

0.5799

<0.001

2.4113

0.5696

<0.001

Log(outside shoulder width)

-

-

-

-1.4220

0.2458

<0.001

-1.3037

0.2483

<0.001

-1.2870

0.2398

<0.001

Log(surface width)

-

-

-

1.4649

0.4042

0.0003

-

-

-

0.8901

0.4320

0.0393

Log(number of poles per mile)

-

-

-

-0.0920

0.0493

0.0236

-0.1091

0.0497

0.0282

-0.1348

0.0480

0.0050

Log(number of lanes)
Log(number of bike lanes)
Dispersion parameter

-

-

-

-

-

-

1.8583

0.4865

<0.001

-

-

-

-0.3822

0.2051

0.0624

-

-

-

-

-

-

-

-

-

0.3863

0.416

0.3935

0.4685

AIC

1768.716

1749.5680

1755.372

1752.605

BIC

1835.313

1811.4080

1815.455

1819.202
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Marginal Effects

Context Classification
High frequency transit
Surface width
Low bikes exposure
Number of poles per mile
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Proportion of commercial land use
Proportion of agricultural land use
Low average AADT
Average block length
Outside shoulder width

Figure 41: The calculated marginal effects for the significant variables (bikes’ crashes along the road)

5.5.2.3 Hotspots Identification
Safety Improvement (PSI) based on Safety Performance Functions (SPFs) was calculated
following Equations (42, 43, and 44). In this study, two different PSIs values can be obtained: the
PSI of crashes of vulnerable road users at intersections and the PSI of bike crashes along the road.
The roadway segments and intersections were classified into Hot (H), Normal (N), and Cold (C)
categories based on the corresponding calculated PSI value. A segment or intersection was
identified as Hot (H) if its PSI value was positive and among the top 10%. Hotspots were identified
where more frequent crashes occurred. Further, a segment or intersection having a positive PSI
value but not among the top 10% was classified as Normal (N). The normal classification indicates
less frequent crashes; however, safety improvements could still be needed. Finally, if the PSI value
is less than zero, the segment or intersection was categorized as Cold (C). Cold segments or
intersections experience less crash frequency compared to segments or intersections with similar
characteristics. The PSI was calculated, categorized, and visualized for each crash type for
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segments and intersections on C3C/C3R and C4 roadways, separately. The identified hotspots for
the vulnerable road users’ crashes at intersections were visualized in Figure 42 and Figure 43.

Figure 42: Hotspots identification for vulnerable road users’ crashes at intersections – C3C/C3R segments

Figure 43: Hotspots identification for vulnerable road users’ crashes at intersections – C4 segments
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A total of 115 intersections were identified as hotspots of vulnerable road users’ crashes at
intersections on both C3C/C3R and C4 roadway segments. The hot intersections were found to be
more clustered on C3C/C3R roads and sparser on C4 segments. Further, multiple intersections
along US 441 and SR 434 were identified as hotspots. The same visualization was carried out for
the bikes’ crashes on the segments as shown in Figure 44 and Figure 45. It was noticeable that the
hotspots for bike crashes were concentrated in the Orlando area. The coastal roadway segments on
both C3C/C3R and C4 context classifications were identified as cold categories. Further, most of
the segments in downtown Orlando encounter high bike crash frequency. The identified hotspots
include multiple roadway segments of US 441 and SR 434 that were selected for the driving
simulator experiments in the upcoming task.

Figure 44: Hotspots identification for bikes’ crashes at along the segment – C3C/C3R roadway segments
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Figure 45: Hotspots identification for bikes’ crashes at along the segment – C4 roadway segments
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5.5.2.4 Summary
SPFs were developed for vulnerable road users’ crashes at intersections and bike crashes
along the segments using the collected data. Negative Binomial models were used to be consistent
with the Highway Safety Manual. The developed SPFs were compared based on the AIC and BIC
values in order to conclude the optimal SPF with the best fit. The significant contributing factors
were concluded at a 90% threshold (p-value < 0.1). In addition, the marginal effects were
calculated to capture the unit change of the explanatory variables for each crash type. The results
show that the exposure variables (i.e., AADT, total exposure, and bike exposure) have positive
significant influences on the two types of crashes. Further, the results indicated that the context
classification is significantly related to crashes. The two crash types (i.e., crashes of vulnerable
road users at intersections and bike crashes along the segments) were found to increase when the
roadway context classification is C4. Average block length was found to have negative significant
influence on the two types of crashes. Hence, this should be considered by the decision makers
when implementing this method as a speed management measure. Other variables were found to
have negative correlations with bike crashes such as outside shoulder width, the proportion of
residential land use, and proportion of population below poverty. Based on the developed SPFs,
the Potential for Safety Improvement (PSI) was obtained for the two crash types. The calculated
PSIs were classified into three categories (Hot, Normal, and Cold). The hot categories indicated
the top 10% roadway segments or intersections with the highest PSI values, hence, the highest
crash frequencies. The normal and cold categories indicate lower crash frequencies. The results
indicated that the hotspots for vulnerable road users crashes at intersections were clustered on
C3C/C3R roads and sparser on C4 roads. Finally, higher bike crash frequency was found around
the city of Orlando, while coastal roadways were classified as cold categories.
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5.6 Conclusions
The main objective of this study is to identify the hotspots by developing crash prediction
models considering context classification. Further, it aims to estimate reliable vulnerable road
users’ exposure using machine learning approaches. Hence, an integrated framework was
proposed. A wide array of statistical and machine learning models was developed and compared
to determine the best model for exposure estimation. The models comparison based on MAE and
RMSE values suggested that the hourly XGBoost models could provide the best performance for
estimating vulnerable road users’ exposure at the intersection level and bikes’ exposure along the
road. The best models were utilized to project vulnerable road users’ exposure at the intersection
level and along the roadway segments on the study roads and intersections in District 5.
Focusing on identifying the crash hotspots and potential safety problems along the multilane arterials of C3C, C3R, and C4 context classifications in terms of non-motorist crashes. Safety
Performance Functions (SPFs) were developed to relate different crash types to potential
explanatory variables. The results were consistent with the previous research and indicated that
the exposure variables (i.e., AADT, total exposure, and bike exposure) were significantly
correlated with the two crash types. Further, C4 roadway segments were found to be significantly
related to the increase of vulnerable road users’ crashes at intersections, and bike crashes along
the segments. Average block length was found to have negative significant influence on the two
types of crashes. Hence, this should be considered by the decision makers when implementing this
method as a speed management measure. Further, outside shoulder width, the proportion of
population below poverty, and the proportion of residential, commercial, and agricultural land uses
were significantly correlated with lower bike crashes. Afterward, the PSIs were calculated to
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identify the hotspots using three categories (Hot, Normal, and Cold). It was found that hotspots
were more likely to be located near the city of Orlando. Coastal roadways were classified as cold
categories regarding bike crashes. Engineering improvements and speeding countermeasures
could be considered at the identified hotspots to improve safety of vulnerable road users.
In conclusion, this research developed algorithms that could provide a reliable estimation
of vulnerable road users’ exposure at intersections and bike exposure along the roadway segments
for different context categories. Further, the developed SPFs were utilized to identify the hotspots
which could help FDOT to improve the safety at intersections and roadway segments where
different types of non-motorist crashes occur. It also concludes the potential factors that should be
considered to improve vulnerable road users’ safety. Based on the findings of this study, it’s
recommended to use short blocks and increase outside shoulder width to enhance vulnerable road
users’ safety. Further, according to the association between the two crash types and C4 roads, the
FDOT should consider implementing non-motorist safety countermeasures along this context
category to reduce crash frequency.
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CHAPTER 6: FACTORS CONTRIBUTING TO OPERATING SPEEDS ON
ARTERIAL ROADS BY CONTEXT CLASSIFICATIONS
6.1Introduction
Operating speed plays a vital role in the fields of transportation safety, traffic operations,
and road management. It is considered a complex issue which involves many factors such as public
attitudes, road users’ behavior, vehicle performance, roadway design, posted speed limits, and
enforcement strategies. Further, operating speed is considered a significant factor that affects crash
risk and severity especially when over speeding behavior is captured (Eluru and Bhat, 2007).
Hence, speed management is a comprehensive approach that is highly required to reduce speedrelated crashes and enhance safety of vulnerable road users. It comprises the relationship between
operating speed, speeding behavior, and safety. Moreover, it aims to obtain appropriate speeds by
setting reasonable and safe speed limits and applying road design and engineering
countermeasures.
Aiming to provide a safe transportation system that ensures the mobility of people and
goods, many studies analyzed the relationship between operating speed and different exogenous
factors including traffic data, socio-demographic information, and land use characteristics. Both
85th percentile speed and full speed distributions were considered as operating speed were
explored in previous research (Fambro et al., 2000; Gattis and Watts, 1999; Krammes et al., 1995;
Medina and Tarko, 2005). Due to the high and continued population growth in Florida, urban
residential, commercial, and mixed-use developments have significantly increased. To
accommodate the additional demand, adjacent arterials have been expanded by adding multiple
lanes, resulting in many facilities with the Context Classification of C3C and C3R (suburban
commercial and suburban residential) that were converted to C4 (urban general), where there are
141

people walking, biking, and using transit. These corridors present several challenges and it is
essential to understand the effects of roadway design and land use on vehicle speeds and traffic
safety for various road users (e.g., passenger cars, buses, pedestrians, bicyclists). On multi-lane
corridors, drivers are more likely to exceed the posted speeds which might increase the risk of
crashes and severe injuries or fatalities. The risk is even higher for vulnerable road users (i.e.,
pedestrians and bicyclists) (Bhowmik et al., 2019). Thus, it is important to explore different
variables that affect the operating speed along with the influence of speed management
countermeasures that have been installed on different types of roads (Rifaat et al., 2011). This
research aims to identify the factors contributing to the operating speed on arterial roads by context
classification. In addition, the study identifies potential speed management countermeasures that
have significant impact on the 85th percentile speed which could reduce speed-related crashes and
enhance vulnerable road users’ safety.
Based on the literature review, previous studies were limited to evaluating factors
influencing operating speed on different types of roads. No studies related the evaluated variables
to specific context classification and complete streets or similar. This research aims to develop
models which investigate and identify the contributing factors that affect operating speed
considering context classification. Further, it identifies the influence of different speed
management strategies by including the existed countermeasures as input variables in the
developed models. Thus, it illustrates the potential speed countermeasures that should be
considered to achieve a certain target speed based on empirical analysis. These countermeasures
could enhance road users’ safety by reducing speed-related crashes when employed by
transportation agencies. The analysis in this research relied on big data including traffic data, road
information, socio-demographic data, land use characteristics, and speed management
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countermeasures data. Moreover, this study included INRIX speed data to calculate the operating
speed in the models’ estimation. INRIX smart network provides more accurate speed measures
that reflect drivers’ behavior along roadway segments. The majority of previous studies included
spot speed, free flow speed, or speed data calculated from video recording.

6.2 Data Description
Aiming to achieve the objectives of this study, INRIX data were obtained from urban and
suburban roadways in Central Florida. The data were covering 600 miles and included three
context classifications (i.e., C3C, C3R, and C4). Figure 46 represents the studied roadways
segments classified by context category. INRIX speed data is compiled from Regional Integrated
Transportation Information System (RITIS) and includes information of around 1800 roadway
segments. The data was collected by 5 minutes for three years (from 2017 to 2019). It included
segment ID, travel time, and reference speed. The data was processed to calculate five minutes
speed from the measured travel time. Afterwards, the 85th percentile speed was calculated for each
segment that has a unique context classification and direction. In total, the INRIX data included
more than 163 million observations that were processed for 1804 roadway segments. The data
included 1360 segments classified as C3C context classification, 148 segments as C3R, and 296
segments as C4. The calculated 85th percentile speed should be lower than the real operating speed
on the roadway segment due to the existence of intersections along arterials which disrupt traffic
flow. Thus, the calculated 85th percentile speed was adjusted before being included in the analysis
as illustrated in the following section. The 85th percentile speed was included as the dependent
variable in the empirical analysis to identify the factors contributing to the operating speed for
different context classification roadways.
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In this study, exogenous variables were explored to determine the significant factors that
influence operating speed on roadway segments. Hence, traffic information, roadway
characteristics, land use attributes, and socio-demographic data for each segment were collected.
Table 24 summarizes the collected variables for different context classifications. Traffic data and
roadway characteristics were collected from Florida Department of Transportation (FDOT)
including Annual Average Daily Traffic (AADT), frequency of daily transit, proportion of trucks,
information about road surface, lane width, block length, number of lanes, existence of raised
median, inside and outside shoulders information, sidewalk, and bike lane information.

Figure 46: Study roadways by context classification

Also, information about the existence of the median island at pedestrian crossing was
collected manually from Google Earth. The land use attributes were collected from the Florida
Department of Revenue. It includes the proportion of residential, commercial, governmental,
industrial and mix land use. The socio-demographic variables including proportion of population
under poverty, proportion of zero-vehicle household, proportion of underage and older population,
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and proportion of commuters by walking and biking were collected from FDOT District 5
Transped data. In the empirical analysis, four roadway variables were utilized to represent the
effect of speed management countermeasures:
1- Road surface represents textured surface countermeasure which provides skid resistance
along with drainage channels in all weather conditions (Federal Highway Administration,
2014).
2- Lane width when it is less than 12 feet representing lane narrowing countermeasure that
improves road safety, decreases speeding problems and reduces crossing widths for
pedestrians (FDOT Design Manual-202 Speed Management, 2020).
3- Average block length represents short blocks countermeasure that is utilized to limit the
drivers’ acceleration distance between intersections; thus, managing speed by creating
engagement (FDOT Design Manual-202 Speed Management, 2020).
4- Existence of median island at pedestrian crossing is a countermeasure that adopts both
deflection and engagement concepts by forcing drivers to stay in the travel lane on curved
roadway sections (FDOT Design Manual-202 Speed Management, 2020).
Finally, at the time of the analysis, additional speed management countermeasures’
variables were available to be collected manually from Google Earth for C4 context classification
only as shown in Table 25. These variables were included in estimating the C4 Tobit model which
is discussed later in the next section. The variables include on-street parking information, short
block length, presence of curve on roadway segment, presence of curb extension on roadway
segment, and length of Two-Way Left-Turn Lane (TWLTL) that represents road diet. These
variables were utilized in developing a specific model for C4 context classification as illustrated
in the following section.
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Table 24: Summary of Exogenous Variables
C3C (N=1360)
S.D.
min.
0.58
0.1
0
0
1
0

Variable

mean
Length (mile)
0.66
Segment Context Classification C4
0
Segment Context Classification C3C
1
Traffic variables
Annual Average Daily Traffic (AADT)
33,853 13,724
Proportion of truck traffic (%)
6.41
3.29
Average daily transit frequency
17.43
16.67
Roadway variables related to speed management countermeasures
Indicator of Asphalt Road Surface (1: yes; 0: no)
0.97
0.17
Lane width: Indicator of narrow lane (lane width<12
feet) (1: yes; 0: no)
Average block length (mile) (1.609 km)
Existence of median island at pedestrian crossing
(1:
yes;roadway
0: no) variables
Other
Number of lanes
Speed limit (mph)
Pavement condition
Raised median (1: yes; 0: no)
Median Width (feet)
Curb, gutter inside shoulder type (1: yes; 0: no)
Width of inside shoulder (feet)
Curb, gutter outside shoulder type (1: yes; 0: no)
Width of outside shoulder (feet)
Proportion of sidewalk length
Sidewalk width (feet)
Proportion of bike lane length
Proportion of bike slot length
Number of signalized intersections per mile

max.
5.29
0
1

mean
0.67
0
0

C3R (N=148)
S.D.
min.
0.82
0.1
0
0
0
0

max.
5.5
0
0

mean
0.52
1
0

C4 (N=296)
S.D. min.
0.37
0.1
1
0
0
0

5,167
1.99
0

74,667
31.37
72

22,078
7.34
7.8

11,299
3.61
11.58

5,133
2.88
0

50,922
27.43
67

29,873
6.76
19.97

9,566
3.31
18.05

9,833
1.77
0

66,833
16.19
72

0

1

0.99

0.08

0

1

0.84

0.36

0

1

max.
1.8
1
0

0.26

0.44

0

1

0.34

0.47

0

1

0.36

0.48

0

1

2.04
0.04

3.24
0.2

0.06
0

15.06
1

2.19
0.05

2.5
0.23

0.1
0

11.4
1

1.6
0.07

3.26
0.25

0.06
0

10.33
1

2.35
46.39
4.12
0.81
25.81
0.5
1.57
0.21
4.26
0.64
4.28
0.21
0.05
2.04

0.64
5.52
0.77
0.39
11.19
0.5
1.54
0.41
1.96
0.44
2.97
0.4
0.13
2.62

1
25
0
0
0
0
0
0
0
0
0
0
0
0

4
65
5
1
75
1
17.44
1
22
1
58
1
0.99
18.6

1.76
48.28
4.12
0.5
22.55
0.22
1.03
0.08
4.36
0.4
2.76
0.09
0.02
1.1

0.61
6.22
0.81
0.5
16.84
0.42
1.91
0.27
1.81
0.47
2.96
0.28
0.07
2.01

1
35
0
0
0
0
0
0
1
0
0
0
0
0

3
65
5
1
80
1
13.13
1
12
1
12
1
0.42
9.07

2.1
38.59
4.17
0.44
16.53
0.34
0.97
0.48
3.45
0.91
5.09
0.12
0.01
3.11

0.52
5.2
0.8
0.5
9.32
0.47
1.47
0.5
1.88
0.25
1.35
0.3
0.05
3.15

1
25
0
0
0
0
0
0
0
0
0
0
0
0

4
55
5
1
55.07
1
9
1
10
1
10
1
0.64
16.98
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Variable
Number of access per mile
Land use and socio-demographic variables
Proportion of residential land use
Proportion of commercial land use
Proportion of governmental land use
Proportion of industrial land use
Land use mix
Proportion of population below poverty
Proportion of zero-vehicle household
Proportion of underage and older population
(age<18
andof>65)
Proportion
commuters by walking or biking
Dependent Variable
85th Percentile Speed from INRIX data

mean
5.43

C3C (N=1360)
S.D.
min.
5.15
0

max.
38.76

mean
6.11

C3R (N=148)
S.D.
min.
5.98
0

max.
31.03

mean
9.52

C4 (N=296)
S.D. min.
5.86
0

max.
28.37

0.31
0.08
0.08
0.03
0.11
0.07
0.03
0.17
0.02

0.35
0.15
0.18
0.11
0.25
0.11
0.06
0.21
0.06

0
0
0
0
0
0
0
0
0

1
1
1
1
0.86
0.97
0.57
0.87
1

0.4
0.03
0.08
0.03
0.04
0.08
0.04
0.17
0.03

0.4
0.07
0.17
0.15
0.16
0.13
0.07
0.23
0.05

0
0
0
0
0
0
0
0
0

1
0.38
0.82
1
0.68
0.54
0.37
0.79
0.2

0.29
0.04
0.04
0.02
0.04
0.06
0.02
0.17
0.02

0.38
0.09
0.13
0.09
0.15
0.11
0.04
0.21
0.04

0
0
0
0
0
0
0
0
0

1
0.62
1
0.72
0.83
0.73
0.22
0.73
0.2

45.16

7.31

26

68

50.36

6.65

38

68

36.77

5.57

23

53

Table 25: Summary of Speed Management Countermeasures Variables for C4 roadway segments
Variable

mean

S.D.

min.

max.

Speed Management Countermeasures for C4 roadway segments
On-street parking length (ft)

53

259

0

2,165

On-street parking width (ft)

0.42

1.67

0

8

Short block length

43.98

190.98

0

1489

Presence of curve on the roadway segment

0.11

0.31

0

1

Presence of curb extension on the roadway
segment

0.05

0.22

0

1

Length of Two-Way Left-Turn Lane (TWLTL)

0.16

0.32

0

1.73

147

6.3 Methodology
To examine the influence of the different roadway and traffic characteristics on the
operating speed, a methodology that includes developing several Tobit models was employed.
Figure 47 shows the adopted research methodology where the first step was to process the collected
data and combine it to be utilized in the developed models. Then, these data were utilized as inputs
in the development of a Tobit model to adjust the estimated 85th percentile speed, as the existence
of intersections along the INRIX segments disrupt the traffic flow. The final step was utilizing the
adjusted 85th percentile speed as a dependent variable in different Tobit models. These models
were developed to illustrate the factors contributing to the operating speed on all roadway types,
C3C/C3R segments, and C4 segments.

Figure 47: Research Methodology

To handle any negative estimation of the 85th percentile speed, the Tobit model was utilized
(Lee et al., 2019a; Sigelman and Zeng, 2000). Tobit regression model is considered an appropriate
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statistical method to illustrate the relationship between a non-negative continuous dependent
variable (censored variable) 𝑌𝑖 and independent variables 𝑋𝑖 (Tobin, 1985; Wali et al., 2019).
Thus, in the Tobit model’s framework the 85th percentile speed was considered left-censored with
a lower bound equals to zero (Debnath et al., 2014). In this research, the Tobit model was selected
to identify the factors contributing to the operating speed, similarly it was commonly used in
previous research to model similar regression problems using several types of data (i.e., pedestrian
exposure, crash, and speed data) (Debnath et al., 2014; Hou et al., 2020; Lee et al., 2019a; Zeng et
al., 2017). The Tobit model can be expressed as shown in Equations (45-47).
𝑌𝑖∗ = 𝛽𝑋𝑖 + 𝜀𝑖 = 𝛽𝑜 + 𝛽1 𝑋1 + 𝛽2 𝑋2 + , … , + 𝛽𝑚 𝑋𝑚 + 𝜀𝑖

(45)

𝑌𝑖 = 𝑌𝑖∗ 𝑖𝑓 𝑌𝑖∗ > 0

(46)

𝑌𝑖 = 0 𝑖𝑓 𝑌𝑖∗ ≤ 0

(47)

Where 𝑖 is the observation, 𝑌𝑖 is the dependent variable (85th percentile speed), 𝑌𝑖∗ is the
latent variable observed only when positive, 𝛽𝑜 is the intercept, 𝛽1 , 𝛽2 , … , 𝛽𝑚 are the coefficients of
input parameters, 𝑋𝑖 is the vector of explanatory variables, and 𝜀𝑖 is a normally and independently
distributed error with zero mean and variance 𝜎 2 as given in Equation (48) (Debnath et al., 2014;
Guo et al., 2020). The estimated coefficients (𝛽) represent the effect of the explanatory variables
on the latent variable. Further, the explanatory variables include traffic information, roadway
characteristics, land use attributes, and socio-demographic data for each segment that were
collected as shown in Table 24.
𝜀𝑖 ̴ 𝑁 (0, 𝜎 2 )

(48)

The Tobit model was developed to estimate the calculated 85th percentile speed from
INRIX data. Afterwards, since the existence of intersections along the INRIX segments disrupts
the traffic flow, the calculated 85th percentile speed was adjusted using the calculated marginal
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effects of the independent variable “number of intersections”. The marginal effects could capture
instantaneously the change in the 85th percentile speed for each unit increase in a specific
independent variable 𝑋𝑘 when the other covariates are kept fixed. The following Equation (49)
shows the calculations of the marginal effects (Debnath et al., 2014).
𝜕𝐸[𝑦|𝑋𝑘 ]
𝜕𝐹(𝛽 ′ 𝑋𝑘 )
=[
] 𝛽 = 𝑓(𝛽 ′ 𝑋𝑘 )𝛽
𝜕𝑋𝑘
𝜕𝛽 ′ 𝑋𝑘

(49)

Where 𝛽 denotes the parameters, F(x) denotes the cumulative distribution function, and f(x)
denotes the density function that corresponds to the cumulative function. The calculated marginal
effects were calculated and averaged for specific speed ranges and context classification as shown
in Figure 48. The figure shows a consistent trend in the three context classifications. It shows that
when the 85th percentile speed increases, the average marginal effect’s value increases as well.
Further, the negative marginal effects indicate the speed reduction for each unit increase in the
number of intersections along the roadway segment. Thus, the calculated 85th percentile speed was
adjusted aiming to reflect the real operating speed. However, the limitation in this research is that
the adjusted 85th percentile speed couldn’t be validated. Figure 49 illustrates the distribution of the
calculated 85th percentile speed from INRIX data and the adjusted corresponding values.
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Figure 48: Calculated marginal effects for different context classifications

Figure 49: The distribution of the calculated 85th percentile speed and the adjusted corresponding values
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6.4 Empirical Analysis and Discussion
In the current study context, the empirical analysis includes estimation of the adjusted 85th
percentile speed by developing a Generic Tobit model that includes data for all roadway segments.
Further, individual Tobit models for C3C/C3R and C4 roadway segments were developed to
estimate the influence of exogenous variables on the 85th percentile speed for a specific context
classification category. The INRIX segments are too long and include several speed limits, number
of lanes, and sometimes more than context classification along the same segment. Hence, the
INRIX segments were divided into smaller ones that have unique context classification, number
of lanes, and speed limit. For example, INRIX segment’s speed limit is 40 mph on a part of the
segment while the rest of the segment’s speed limit is 45 mph. Therefore, the segment is divided
into two separate segments, each segment has a unique speed limit. Eventually, the dataset
included around 2600 roadway segments after dividing INRIX segments into smaller ones.
The analysis of the 85th percentile speed estimation using a Tobit model was conducted to
determine the statistically significant variables at a 90% threshold (p-value < 0.1). The model was
a good fit with R-squared value equals to 0.75. The coefficient estimates, standard error, and pvalue for the estimated generic model are listed in Table 26. In total, 21 variables were found to
have significant influence on the 85th percentile speed. A positive (negative) coefficient indicates
the increase (decrease) in the 85th percentile speed for each unit increase (decrease) in the
corresponding variable. For the ease of presentation, the estimation results discussed by variable
groups.
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Traffic Characteristics

The results indicate that the 85th percentile speed is influenced by the AADT and daily
transit volumes on the road. The estimated results for both variables indicate negative impact on
the 85th percentile speed. As the increase in traffic volume and daily transit will result in low
vehicular speed. The same results were also observed in previous research (Bhowmik et al., 2019;
Islam and El-Basyouny, 2013).
Table 26: Summary of the Tobit Model Estimates and Statistical Significance (Generic Model)
Coefficients

Estimate

Intercept
log (Annual Average Daily Traffic (AADT))
Segment Context Classification C4
log (Average daily transit frequency)
Curb, gutter inside shoulder type
log (Width of inside shoulder)
log (Width of outside shoulder)
log (Speed limit)
Proportion of population below poverty
Proportion of residential land use
Proportion of commercial land use
Proportion of bike lane length
Proportion of bike slot length
Proportion of sidewalk length
log (Sidewalk width)
log (Number of lanes)
log (Pavement condition)
log (Number of signalized intersections per
mile) median
Raised
Indicator of Asphalt Road Surface
Indicator of narrow lane
log (Average block length)

2.6998
-0.0698
-0.0626
-0.0142
-0.0216
0.0186
0.0442
0.4277
-0.0678
0.0137
-0.0710
0.0252
-0.0681
-0.0530
-0.0109
0.0627
0.0299
-0.0170
0.0160
0.0400
0.0177
0.0280

Standard
Error
0.1220
0.0088
0.0090
0.0021
0.0075
0.0061
0.0089
0.0273
0.0250
0.0080
0.0195
0.0079
0.0252
0.0114
0.0058
0.0219
0.0167
0.0039
0.0080
0.0136
0.0101
0.0046

z value

Pr(>|z|)

22.1360
-7.8930
-6.9430
-6.5970
-2.8840
3.0310
4.9570
15.6450
-2.7090
1.7200
-3.6450
3.2010
-2.7030
-4.6570
-1.8820
2.8650
1.7900
-4.3020
1.9990
2.9470
1.7550
6.0680

<0.0001
<0.0001
<0.0001
<0.0001
0.0039
0.0024
<0.0001
<0.0001
0.0067
0.0854
0.0003
0.0014
0.0069
<0.0001
0.0599
0.0042
0.0735
`<0.0001
0.0456
0.0032
0.0793
<0.0001

Log-likelihood: 1290.468 on 3179 degrees of freedom; AIC: -2534.937; BIC: -2411.234

Roadway Characteristics Related to Speed Management Countermeasures

The results indicate that the variables associated with speed management countermeasures
that have significant influence on the 85th percentile speed are as follows: indicator of asphalt road
surface, indicator of narrow lane (represented by lane width), and the length of short block. The
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coefficient of the indicator of asphalt road shows that the speed increases when the road surface is
asphalt and other road surface materials (e.g., concrete) result in speed reduction. Further, the
indicator of narrow lane variable coefficient implies that narrow lanes result in lower speed.
Finally, the short block length variable indicates that the higher speed is associated with longer
block length.
Other Roadway Characteristics

Focusing on other roadway characteristics, the results showed that eleven roadway
variables significantly affect the 85th percentile speed. The segment context classification C4
coefficient estimate indicates negative significant influence on the 85th percentile speed. When the
roadway segment is classified as C4 (urban general), the operating speed was found to be lower
than roadway segments classified as C3C or C3R (suburban commercial and suburban residential
respectively). The inside shoulder type coefficient estimate indicates that the speed decreases when
the inside shoulder type is curb or gutter. Moreover, an increase in the inside or outside shoulder
width is positively associated with the 85th percentile speed. Further, expected significant positive
relationship was found between the 85th percentile speed and speed limit, pavement condition,
number of lanes, and raised median. It is reasonable that a driver will be more confident to speed
up when there are multiple lanes on a well paved road with high-speed limits and raised medians.
The same results were concluded from Literature. For instance, speed limit signs and raised median
were found to have significant influence on operating research in previous research (Afghari et al.,
2018; Gaca and Kiec, 2016; Lantieri et al., 2015; Yuan et al., 2012). Further, Distefano and
Leonardi (2019) concluded that there is a positive significant relationship between the number of
lanes and operating speed. The estimate of the number of signalized intersections along the
segment indicates a negative relationship between the presence of intersections and operating
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speed. It could work as short blocks by forcing the vehicles to make several stops along the
segments.
Focusing on characteristics related to vulnerable road users, sidewalk width and length
shows a negative effect on 85th percentile speed as higher pedestrian activity leads to lower
operating speed. A positive relationship was found between the proportion of bike lanes and the
operating speed. The same results were concluded in recent research conducted by Park et al.
(2021). The results concluded that bike lanes have an indirect significant effect on operating speed.
It positively influences the drivers operating speed when the cyclists are not sharing the road with
other vehicles and have their exclusive lane. Unlike the proportion of bike slots, which has a
negative relationship with operating speed as the bike lane is in the middle of the road makes the
drivers more cautious.
Land Use and Socio-demographic Characteristics

The results showed that a higher proportion of commercial land use area is negatively
associated with the 85th percentile speed. There will be more traffic and pedestrian activities which
potentially result in lower operating speed. However, the proportion of residential area results
implies positive impact on the 85th percentile speed. Also, the results indicate that the proportion
of the population below poverty has a negative significant influence on operating speed. As when
the population of poverty level increases, the number of vehicles per household decreases which
may reduce traffic flow and hence increase the operating speed.
6.4.1

C3C and C3R Context Classifications

Following the same methodological approach, another Tobit model was developed to
explore the influence of the exogenous variables on the 85th percentile speed for C3C and C3R
roadways segments only. C3C and C3R categories include roadway segments for the suburban
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commercial and residential areas respectively. Thus, the segment context classification C4 variable
wasn’t included while developing the model. Table 27 illustrates the 17 significant variables
included in the developed estimation model as well as the coefficient estimates, standard errors,
and p-values. The results show that the significant variables in the developed model were similar
to their corresponding ones in the generic model except for three variables that were found to be
insignificant for the C3C/C3R roadway segments. The insignificant variables include the
proportion of residential land use, the indicator of asphalt road surface, and the indicator of narrow
lane.
Table 27: Summary of Tobit Model Estimates and Statistical Significance for C3C and C3R Roadway
Segments
Coefficients

Estimate

Standard Error

z value

Pr(>|z|)

Intercept
log (Annual Average Daily Traffic
(AADT))
log (Average daily transit frequency)

2.8385

0.1328

21.3720

<0.0001

-0.0748

0.0093

-8.0480

<0.0001

-0.0122

0.0023

-5.2600

<0.0001

Curb, gutter inside shoulder type

-0.0303

0.0079

-3.8330

0.0001

log (Width of inside shoulder)

0.0196

0.0065

3.0040

0.0027

log (Width of outside shoulder)

0.0583

0.0098

5.9580

<0.0001

log (Speed limit)

0.4107

0.0297

13.8370

<0.0001

Proportion of population below poverty

-0.0719

0.0270

-2.6690

0.0076

Proportion of commercial land use

-0.0741

0.0200

-3.7070

0.0002

Proportion of bike lane length

0.0301

0.0082

3.6860

0.0002

Proportion of bike slot length

-0.0763

0.0257

-2.9690

0.0030

Proportion of sidewalk length

-0.0493

0.0117

-4.2010

0.0000

log (Sidewalk width)

-0.0124

0.0059

-2.0990

0.0359

log (Number of lanes)

0.0517

0.0237

2.1830

0.0290

log (Pavement condition)
log (Number of signalized intersections per
mile)
Raised median

0.0398

0.0188

2.1160

0.0343

-0.0129

0.0043

-3.0130

0.0026

0.0243

0.0091

2.6570

0.0079

log (Average block length)

0.0293

0.0048

6.1250

0.0000

Log-likelihood: 1103.591 on 2695 degrees of freedom; AIC: -2169.182; BIC: -2070.163
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6.4.2

C4 Context Classification

Speed management countermeasures’ data were collected manually for C4 roadway
segments including the variables that are listed in Table 25. These data were considered in the
model estimation process along with the exogenous variables data for C4 context classification
category. Table 28 shows a summary of the Tobit model estimates and corresponding statistical
significance. The results indicate that, on C4 roadway segments, only ten variables had a
significant impact on the 85th percentile speed. However, from the compiled speed management
countermeasure variables for C4 roads, only the presence of curb extension on the roadway
segment variable was found to have a significant impact on the vehicle speed. Parking information,
short block variables, and presence of curve indicator were found to be insignificant for the C4
roadways at a significance threshold of 90%. Moreover, the results showed that the proportion of
industrial land use and the proportion of underage and older population indicate significant effect
on 85th percentile speed, even though it was insignificant in both generic and C3C/C3R models.
The other seven significant variables were similar to the previous models. The following variables
were found to be insignificant in the estimated model: AADT, average daily transit, curb/gutter
inside shoulder type, outside shoulder width, proportion of commercial land use, proportion of
bike lane length, proportion of bike slot length, proportion of sidewalk length, sidewalk width,
number of lanes, pavement condition, number of signalized intersections per mile, raised median,
indicator of narrow lane, and average block length.
The analysis indicated that the speed limit was the most significant contributor associated
with higher 85th percentile speed for the three developed models (generic, C3C/C3R, and C4). As
a result, the influence of changing posted speed limits on operating speed could be quantified at
roadway segments for different context classification. Further, target speed and lower operating
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speed could be achieved by considering statistically significant countermeasures and design
criteria that were deduced from the developed models. Thus, road users’ safety could be enhanced
when crash rates decreased as a result of lower operating speed. This shows the practical
significance of the developed models for the existing traffic facility environment. For the generic
and C3C/C3R models, AADT, proportion of population below poverty, proportion of commercial
land use, proportion of bike slot length, proportion of sidewalk length, and number of lanes had
significant estimates as well. Further, C4 model analysis indicated that the variables with relatively
high estimates were as follows: width of inside shoulder, proportion of population below poverty,
proportion of underage and older population, and presence of curb extension. Figure 50 shows a
summary of the significant coefficient estimates for the three developed models.
Table 28: Summary of Tobit Model Estimates and Statistical Significance for C4 Roadway Segments
Coefficients

Estimate

Standard Error

z value

Pr(>|z|)

Intercept

2.1779

0.2402

9.0660

<0.0001

Curb, gutter outside shoulder type

0.0787

0.0209

3.7670

0.0001

log (Width of outside shoulder)

0.1311

0.0287

4.5720

<0.0001

log (Speed limit)

0.3227

0.0647

4.9850

<0.0001

Proportion of population below poverty

0.2708

0.1051

2.5770

0.0100

Proportion of underage and older population

-0.2160

0.0486

-4.4410

<0.0001

Proportion of residential land use

0.0675

0.0201

3.3510

0.0008

Proportion of industrial land use

-0.1621

0.0722

-2.2460

0.0247

log (Number of signalized intersections per
mile)
Indicator of Asphalt Road Surface

-0.0466

0.0099

-4.7180

<0.0001

0.0884

0.0215

4.1200

<0.0001

-0.1916

0.0332

-5.7780

<0.0001

Presence of curb extension on the roadway
segment

Log-likelihood: 194.8637 on 439 degrees of freedom; AIC: -365.7274; BIC: -324.6809
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Figure 50: Summary of the significant coefficients estimates for the three Tobit models

6.5Conclusions
Operating speed plays a key role in many fields of transportation engineering including
traffic safety, transportation planning, and geometric design. Hence, several studies focused on
exploring the influence of different exogenous variables on the operating speed such as traffic
characteristics, land use information, and roadway characteristics. In the literature, the majority of
studies utilized 85th percentile speed in the model estimation to examine the critical factors
contributing to operating speed (Bhowmik et al., 2019). The current study contributes to the
literature by evaluating and identifying the factors influencing operating speed considering context
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classifications. Furthermore, it identifies the potential speed management countermeasures that
have significant influence on operating speed for specific context classification categories by
including them in the analysis. Hence, a Tobit model was proposed and developed using big data
including traffic data, road information, socio-demographic data, land use characteristics, and
speed management countermeasures data.
INRIX data were obtained for three years from the Regional Integrated Transportation
Information System (RITIS). It was utilized to calculate 5 minutes travelling speed for around
1800 roadway segments. Then, the 85th percentile speed for each INRIX segment was calculated
for three context classification categories (C3C, C3R, and C4). Furthermore, traffic and roadway
data were collected from the FDOT, the land use attributes were collected from the Florida
Department of Revenue, and the socio-demographic data were collected from DOT District 5
Transped data. The final dataset included 33 independent variables and one dependent variable
(85th percentile speed).
A Tobit regression model was developed to estimate the calculated 85th percentile speed
from INRIX data using the exogenous variables. Nevertheless, since traffic flow on arterials could
be disrupted by intersections and traffic signals, the calculated 85th percentile speed needed to be
adjusted first. Thus, the marginal effects of the number of intersections variable were calculated
and utilized to adjust the 85th percentile speed. Moreover, the INRIX segments were too long and
included several speed limits, number of lanes, and sometimes more than one context classification
along the same segment. Hence, the INRIX segments were divided into smaller ones that have
unique context classification, number of lanes, and speed limit. The processed dataset included
around 2600 roadway segments after dividing INRIX segments into smaller ones.
Empirical analysis was conducted by developing three Tobit models: Generic, C3C/C3R,
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C4 models using the adjusted 85th percentile speed along with the processed dataset. First the
Generic Tobit model that includes data for all roadway segments was developed. Then, individual
models for C3C/C3R and C4 roadway segments were estimated to explore the influence of
exogenous variables on the 85th percentile speed for a specific context classification category. The
analysis resulted in determining the statistically significant variables at a 90% threshold (p-value
< 0.1) for each developed model.
In conclusion, for the three developed models, five common variables were found to have
significant influence on the 85th percentile speed. The variables are as follows: inside shoulder
type, inside shoulder width, speed limit, proportion of population below poverty, and number of
signalized intersections per mile. Moreover, speed limit was the most significant contributor
associated with higher 85th percentile speed for the three developed models (generic, C3C/C3R,
and C4). The empirical analysis also identified the potential speed management countermeasures
that have significant impact on the 85th percentile speed for different context classification. For
instance, the short block length was concluded to have a positive significant relationship with the
operating speed on C3C/C3R roadway segments. Similarly, for the C4 roadway segments,
indicator of asphalt surface has positive significant influence on the 85th percentile speed, while
the presence of curb extension was found to have negative significant influence on the dependent
variable. Further, the results indicated that the lane narrowing indicator which is represented by
lane width has significant relationship with the operating speed based on the Generic model. It
indicates that for narrower lane width, the operating speed decreases. In conclusion, the
recommended speed management countermeasures for C3C/C3R and C4 roadway segments are
as follow:
▪

Lane narrowing and short blocks for C3C/C3R roadway segments.
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▪

Lane narrowing, indicator of asphalt surface, and curb extension for C4 roadway
segments.

The aforementioned speed management strategies could have potential significant influence if
implemented along C3C, C3R, or C4 roadway segments. This could be practical for decision
makers to determine the best countermeasures to be implemented along roadway segments for
different context classification. Further, implementing speed calming measures would help in
reducing speeding related crashes as well as vulnerable road users’ crashes. This emphasizes the
practical significance of the concluded significant variables on road users’ safety and traffic safety
management.
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CHAPTER 7: CONCLUSIONS
7.1 Summary and Conclusions
This dissertation aims to investigate safety and operations of urban arterials incorporating
the context classification system. Specifically, the dissertation has two main objectives. The first
objective is to propose a methodological approach to estimate/predict cycle-level traffic
movements at signalized intersections using microscopic data. This objective could help in
optimizing signal controls at signalized intersections. The second objective is to improve the safety
of arterials including the concept of context classifications. It includes estimating vulnerable road
users’ exposure at intersections and along the roadway segments to be utilized in developing crash
prediction models for non-motorist crashes. Finally, the factors contributing to operating speed
and different types of crashes were identified.
In Chapter 3, the study proposed a framework to estimate cycle-level turning movements
counts at signalized intersections based on traffic data from adjacent intersections. The analysis
included an extensive comparison between multiple parametric and non-parametric models. The
proposed method was validated based on the GRIDSMART data of 19 intersections that were
collected and processed. The results concluded that machine learning models had better
performance measures than the parametric models. Further, the XGBoost model outperformed
other developed models in capturing and estimating small left turn movements. The generic
models were able to estimate through and left turn movements with MAPE 9.53% and 4.7%,
respectively. In addition, the transferability of the developed models for the abnormal traffic was
validated. The estimated model was able to instantaneously capture accidents. The results
concluded that the developed turning movement estimation algorithms could emulate the

163

GRIDSMART detection system at several intersections based on the performance measures.
In Chapter 4, cycle-level real-time traffic movements prediction based on data from
adjacent intersections was considered. A set of cycles stacked together will be utilized to develop
a machine learning model that could predict the upcoming one(s). XGBoost, LSTM and GRU
models were developed and compared to predict short-term through and left-turn movements at
signalized intersections at corridor level. The proposed approach sought to predict traffic
movements at six intersections along two different corridors at once using one generic model. The
results showed that the performance measures for the three models were slightly close. However,
the GRU model outperformed the other models in both through and left-turn movements’
predictions. The best GRU model was developed using data from the six previous cycles. The
model could predict the movements with MAE and RMSE equal 5.26 and 9.80 for through
movements and 0.86 and 1.66 for left-turn movements, respectively. Following the same approach,
GRU models were developed to predict up to five cycles in the future. The results showed a slight
increase in MAE and RMSE when the prediction horizon increases. However, the performance
measures for the 5 cycles were in the same range. The developed GRU model was able to provide
accurate time horizon predictions for five cycles in the future. This could be useful in several
applications that help in improving corridor management and safety.
In Chapter 5, this research proposed an integrated approach to evaluate safety on multilane urban arterials. The research aimed to develop safety performance functions and identify the
potential hotspots based on estimated vulnerable road users’ exposure at intersections and along
the roadway segments. The study utilized big data and compared a wide array of statistical and
machine learning models that were developed to estimate the exposure. The results indicated that
the XGBoost model was the best model to estimate vulnerable road users’ exposure at intersections
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as well as bike exposure along the roadway segments. Afterwards, the estimated exposure was
utilized to develop the crash prediction models that relate different crash types to potential
explanatory variables. The results indicated that the exposure variables (i.e., AADT, total
exposure, and bike exposure) were significantly correlated with the two crash types. Average block
length was found to have negative significant influence on the two types of crashes. Hence, this
should be considered by the decision makers when implementing this method as a speed
management measure. On the other hand, based on the developed models, the PSIs were calculated
and the hotspots were identified for the two crash types (i.e., vulnerable road users’ crashes at
intersections and bikes crashes along the road). It was found that hotspots were more likely to be
located near the city of Orlando. Coastal roadways were classified as cold categories regarding
bike crashes. Further, C4 roadway segments were found to be significantly related to the increase
of vulnerable road users’ crashes at intersections and bike crashes along the segments.
In Chapter 6, the research investigated the factors contributing to operating speed
considering context classifications. Hence, a Tobit model was proposed and developed using big
data including traffic data, road information, socio-demographic data, land use characteristics, and
speed management countermeasures data. Empirical analysis was conducted by developing three
Tobit models: Generic, C3C/C3R, C4 models using adjusted 85th percentile speed along with the
processed dataset. The three developed models concluded that five common variables were found
to have significant influence on the 85th percentile speed. The variables are as follows: inside
shoulder type, inside shoulder width, speed limit, proportion of population below poverty, and
number of signalized intersections per mile. Moreover, speed limit was the most significant
contributor associated with higher 85th percentile speed for the three developed models (generic,
C3C/C3R, and C4). The analysis also illustrated the potential speed management countermeasures
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that significantly influence the operating speed such as short blocks, asphalt surface, curb
extension, and lane narrowing. These countermeasures could have potential influence on roadway
safety if implemented. This could help the decision makers to determine the best countermeasures
to be implemented along roadway segments for different context classification.
7.2 Implications
The developed algorithms to estimate and predict turning movements at signalized
intersections in Chapters 3 and 4 might be implemented at multiple locations on the studied urban
arterials. This could reduce the expensive cost of the detector system (GRDSMART). The
GRIDSMART real-time traffic data from adjacent intersections could be fed into the implemented
estimation/prediction algorithms to obtain the through and left turn traffic movements at the target
intersections (where the algorithms were implemented). The estimated and predicted turning
movements could be utilized to optimize signal controls and manage real-time traffic operation at
signalized intersections. Further, where the implementation took place, the GRIDSMART
detectors could be moved to other intersections. Hence, this could increase the coverage of the
provided traffic data on urban arterials.
Chapters 5 and 6 focused on the safety of road users on urban arterials considering context
classification. The proposed integrated framework could provide a reliable estimation of
vulnerable road users’ exposure at intersections and bike exposure along the roadway segments
for different context categories. Further, it identifies the hotspots which could help FDOT to
improve the safety at intersections and roadway segments where different types of non-motorist
crashes occur. It concludes the potential factors that influence vulnerable road users’ crashes.
Based on the findings of this study, it’s recommended to use short blocks and increase outside
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shoulder width to enhance vulnerable road users’ safety. Further, according to the association
between the two crash types and C4 roads, the FDOT should consider implementing non-motorist
safety countermeasures along this context category to reduce crash frequency. On the other hand,
the proposed framework concluded the potential factors contributing to the operating speed. The
FDOT could benefit from the findings by implementing the potential countermeasures such as
narrow lanes, curb extension, short blocks, and asphalt surface to achieve the target operating
speed on specific context category.
Generally, the proposed framework and the developed models could be extended in future
studies to be included in more ITS applications. For instance, the estimated and predicted turning
movement counts could be utilized to predict queue lengths; hence, this could help to avoid
shockwave and traffic delays. Afterwards, the obtained traffic information including turning
movements, pedestrian and bike exposure, and queue lengths could be implemented in multiple
Infrastructure to Vehicle (I2V) technologies to avoid delays, suggest alternative routes, and
improve safety. For instance, when traffic movement at certain directions exceeds a defined
threshold, a warning could be sent to the vehicles and vulnerable road users crossing an
intersection. Hence, vehicles’ drivers could change their route to avoid delays and vulnerable road
users could be more cautious while crossing the intersection. Further, this could be utilized to
optimize adaptive signal control’s timing and phasing based on the estimated and predicted traffic
parameters.
On the other hand, future studies could be carried out to extend the proposed framework to
calculate the 85th percentile speed based on exogenous variables and utilize it to identify variable
speed limits at roadway segments. The analysis could include speed limit variability based on
actual speed profiles as well as time of day. Hence, it is recommended to conduct more analysis in
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the future to explore the relationship between speed limits, speeding behavior, and time of day.
This could be utilized to obtain the ideal speed limit and target speed for different roadway
segments.
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