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ABSTRACT 
This dissertation focuses on the human-computer interaction elements of task 
presentation and task structure in the programming of Programmable Logic Controllers 
(PLCs). Task presentation methods that were explored included a natural language (GE 
Fanuc's State Logic), and a mixed modality language (GE Fanuc's Logicmaster Relay Ladder 
Logic). Task Structure elements utilized in this study were linear procedural tasks and 
conditional branching tasks. 
A two-level factorial analysis of covariance determined that task presentation was a 
significant contributor to programming development times. Task structure and the interaction 
between task presentation and task structure did not yield significant p-values at the .05 alpha 
level to allow the rejection of their associated null hypotheses. The covariates utilized in the 
study included gender, age, status, computer experience, and English. None of the covariates 
appeared to prove significant in influencing program development times. 
The population utilized in the quasi-experiment consisted of 26 general university 
students fi"om Iowa State University with no prior PLC programming experience. The subjects 
underwent two hours of videotape training on how to program a single state or rung of code 
prior to the one hour testing portion of the study. The instruction consisted of basic education 
of a PLC, input and output fiinctions and how they relate to associated hardware, and 
software navigation. 
Significant contributions of this research include the distinction of a natural language 
fi-om the alphanumeric categorization. Previous research documents the alphanumeric 
X 
categorization as one that does not distinguish a difference between a natural language and a 
syntactical language. This study indicates that the use of a natural language is superior to the 
use of a mixed modality language in programming development times for PLCs. Previous 
studies had documented that mixed modality platforms were superior to alphanumeric 
(syntactical elements only) or pictorial languages alone. 
Industry should strongly consider the implementation of a natural language into its 
process control. In addition, it is strongly recommended that a natural language be considered 
its own classification instead of lumping into in to the alphanumeric category. This study 
warrants this based on the natural language's performance superiority. 
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CHAPTER 1. GENERAL INTRODUCTION 
Introduction 
Programmable Logic Comrollers (PLCs) were first introduced into manufacturing in 
1969, and as of 1998 were the most widely employed industrial process control technology 
used (Lauzon, Mills, & Benhabib, 1997, p. 91). Typically. PLCs are used to control conveyor 
systems, to sequence robots, and to collect and disseminate information in the industrial 
environment. "As with most microprocessor-based technology, PLCs have evolved from 
awkward systems with rather limited capabilities and memories to state-of-the-art systems that 
sometimes rival distributed digital control systems in both flexibility and capability" (Dartt, 
1984, p. 54). According to Hee (1995): 
The National Electrical Manufacturers Association (NEMA) defines a PLC as a 
digitally operating electronic apparatus which uses a programmable memory for 
internal storage of instructions by implementing specific flinctions, such as logic, 
sequencing, timing, counting, and arithmetic to control through digital or analog 1/0 
[Input/Output] modules various types of machines or processes, (p. 20) 
Basically, it's a device that can manipulate, execute, and/or monitor data from a process or 
communication system. Robert Hee, an Electronic/Electrical Engineer in private practice in 
Virginia Beach, Virginia, stated that PLCs have gained a substantial hold in the manufacturing 
environment (Hee, 1995, p. 20). A block diagram of how a PLC interacts with its environment 
is illustrated below in Figure 1. 1 .  As the PLC receives inputs (i.e. voltage or no voltage), it 
examines them against the programmed code within the PLC and then executes the proper 
outputs associated or specified within the programmed code. 
POWER 
SUPPLY 
PROGRAMMING 
DEVICE 
INPUTS OUTPUTS PLC 
Figure 1.1 PLC block diagram 
Typically, PLCs are programmed using a language known as Relay Ladder Logic 
(RLL). This language is a mixed modality language which has been around since the inception 
of the Programmable Logic Controller. A mixed modality language is one which uses both 
graphics and short syntactical statements to prompt the programmer on the use of 
programming functions. In 1969, RLL consisted of only input and output symbols with their 
respective short syntactical descriptors, and performed tasks which required relay operations. 
By 1998, RLL had been modified to include more functions such as timing, counting, and 
communication. Figure 1.2 shows some typical RLL mixed modality representations which a 
programmer uses to select certain desired functions in a program. When picking the graphic 
symbols (i.e.. Figure 1.2) during RLL programming, the programmer is confi^onted by menus 
which contain both a symbol and a respective short syntactical descriptor. RLL is considered a 
muced modality language or task presentation because it uses both symbols and syntactical 
representation to communicate a desired function to the programmer. 
An alternative to RLL is known as State Logic. State Logic is a natural 
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Examine On (XIC) Examine OFF (XIO) Output 
Figure 1.2 Examples of RLL's mixed modality representations 
language and allows the programmer to have the freedom of writing commands in his/her own 
natural words. This technology, known as a natural language, differs from syntactical 
languages because syntactical languages require the programmer to memorize specific 
commands to input into the programming envirormient. Natural languages use a technology 
known as Natural Program Language Processing (NPLP) to allow its programmers the 
freedom of commanding a device in his/her own normal means of communication or words. 
"KPLP is a branch of artificial intelligence that allows the user to interact with the system in 
his or her own natural language" (Fountain, 1994, p. 85). Programming consists of writing 
text statements, in the programmer's natural language (i.e., English) in the software program 
and executing a menu choice which initiates a check through the words used. Similar to the 
way a word processor performs a spell check, any words that are not known to the software 
are flagged to the user. The system then asks the user to identify the word by stating a similar 
word that it may recognize. For instance, the word "power" may not be instantly known to the 
State Logic software. The computer would then ask the programmer to identify a similar 
word which means the same thing. The programmer might type in "execute'^ or "turn on" and 
the software will now understand the definition of the word "power." The software then asks 
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the programmer if it should memorize this new term. If the programmer says yes, the term 
"power" will be added to its large vocabulary of terminology and will be recognized in all 
fiiture programming. Natural languages, such as State Logic, may learn new words, even if 
they are misspelled, if the programmer so desires. 
One of the key attributes to selecting an operator interface, the software, is ease of 
programming and use (Morris, 1997, p. 63). State Logic and Relay Ladder Logic represent 
two different types of task presentation in the human-computer interaction. State Logic is a 
natural language, a programming interface which uses artificial intelligence to allow the user 
to program in his/her own natural words, and Relay Ladder Logic is a mixed modality 
language, one that uses both graphical and syntactical representation. Coury & Pietras (1989) 
codified the two major types of task presentation as alphanumeric and graphic. The 
alphanumeric term has been used in prior studies to represent all text-based programming 
languages. It is important to make the distinction between a syntactical language and a natural 
language. Although both languages were grouped together under the classification of 
alphanumeric, previous studies have focused upon and often compared syntactical languages 
to graphic languages. Graphic languages are those that do not use any syntactical short 
statements to help define an icon. Zhao & Salvendy (1996) and Guastello et al. (1989) would 
consider Microsoft Windows 95 to be a graphic type of task presentation. Since Windows 95 
uses short syntactical statements, which appear when the icon is selected with the mouse 
pointer, this language representation would be better classified under the mixed modality type 
of task representation. Prior studies performed by many researchers (Coll et al., 1991; Coury 
& Pietras, 1989; Guastello et al., 1989; Howes & Payne, 1990; Joma, 1988; 
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Schaubroeck & Muralidhar, 1991) have tried to move from symbol versus text recognition 
studies to the evaluation of computer languages. It is very- difficult to find a pure graphic 
language to compare against one that is purely syntactical (i.e., DOS). Therefore, previous 
studies between alphanumeric and graphic presentations have often yielded inconclusive 
findings or provided inconsistent results because of the lack of purity in the task presentations 
and because of the task structure effect which was ignored until it was discovered by Zhao & 
Salvendy (1996). In their 1996 article. Zhao and Salvendy (1996) state: 
However, it is still inconclusive which presentation facilitates performance in general. 
The studies by many researchers (Coll, Thyagarajan, & Chopra, 1991; Coury & 
Pietras, 1989; Guastello et al., 1989; Howes & Payne, 1990; Joma, 1988; 
Schaubroeck & Muralidhar, 1991) have indicated that there is no one presentation 
better than another in general, (pp. 163-164) 
Guastello et al. (1989) found that mixed modality metaphors are rated as more meaningful 
than icons that utilize syntactical or pictorial elements alone. Supporting theories, known as 
the Brain Lateralization Theory and the Parallel Processing Theory of Cognition, are cited by 
Guastello et al. (1989). Guastello et al wrote; 
Brain lateralization theory (e.g. Perelle & Ehrman, 1983) would suggest that mixed 
modality metaphors would be more meaningful than other types. The human brain 
contains two cerebral hemispheres. One side is dominant and contains the verbal 
processing center. The other side is nondominant, and contains spatial processing sites. 
The term "dominant" refers only to left- or right-handedness. Intellectually, however, 
an individual may be more skilled in verbal processing or spatial processing, or vice-
versa, irrespective of handedness, (pp. 101-102) 
The Brain Laterialization Theory suggests that the human brain's ability to recognize either 
text or graphics is dependent upon the individual and has nothing to do with whether they are 
right- or left-handed. Therefore the mixed modality type of task presentation would be the 
"best" choice for everyone. Jensen & Rohwer (1966, as cited in Guastello et al.. 
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1989) further state: 
The parallel processing theory of cognition (Egeth, Jonides, & Wall, 1972; Lachman. 
Lachman & Butterfield, 1979) proceeds from this circumstance. According to this 
view, when a human perceives a stimulus of mixed verbal and spatial content, both 
sides of the cerebrum process the data simultaneously. The side with the better 
developed set of connections or skills finishes processing first. Thus each human has a 
short and long possible reaction time; mixed modality stimuli increase the chances for 
activating the faster mechanism. In addition, reaction time is faster when the verbal 
and pictorial stimulus elements are compatible with each other, rather than conflictual. 
(pp. 101-102) 
This theory also supports the use of mixed modality task presentations. If the brain processes 
in parallel, both the graphic image and the syntactical representation, it would make sense that 
each individual would be able to increase his or her processing time or speed by the exposure 
to both elements at the same time. The human brain acts as two separate computers, both 
processing different types of information, graphic and verbal. 
These theories are both based upon recognition. They assume the individual is familiar 
with the graphic or syntactical statements. Both the Brain Lateralization Theory and the 
Parallel Processing Theory of Cognition address the brain's ability to process information and 
support the use of mixed modality-type task presentations. Natural languages use only the 
verbal processing cerebral hemisphere, yet because the programmer uses his/her own natural 
language (i.e., English), they are not required to memorize graphics and syntactical statements 
prior to their programming efforts. 
Recently, the element of task structure was included in a study conducted in the 
School of Engineering at Purdue University and was published in 1996 by Zhao and Salvendy. 
They divided task structure into two types, linear procedural or conditional branching. Linear 
procedural tasks are those which produce an outcome as a direct result of an input. 
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An example of this type of task may be the ability to bold a block of selected text when the 
BOLD mixed modality icon is clicked using WORD, a word processing program. Conditional 
branching tasks are those which require a decision to be made prior to bringing about an 
outcome from an input. An example of this type of task may be an IfiThen Statement in 
BASIC. Two computer languages were used in Zhao & Salvendy's (1996) study. C and 
Flowchart. C language represented an alphanumeric presentation and Flowchart represented a 
graphic presentation. A statistically significant difference in program completion time was 
found to exist between the two languages when the task structure consisted of conditional 
branching-type problems. Linear procedural-type problems did not reveal a significant level of 
difference in program completion times between the two languages. 
This research will examine two different types of PLC programming control 
languages: a mixed modality language (Logicmaster Relay Ladder Logic) and a natural 
language (State Logic). Previous studies compared graphic and alphanumeric task structures 
where syntactical languages (i.e., C language) represented the alphanumeric presentation. The 
human-computer interaction no longer requires the user to have to memorize long lists of 
syntactical commands. 
There is an enormous amount of debate on this subject. It appears that an independent 
study has not been completed on the assessment of programming development time for the 
two different methodologies where NPLP has been included. GE Fanuc, a worldwide leader in 
PLC technology, had done some internal comparisons; however, the comparisons were not 
performed utilizing an experimental design. According to Phill Unti of ProCom Systems, a 
system integrator company, "there have been no formal studies performed on the 
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State and Relay Ladder Logic programming languages to the best of my knowledge" (P Unti. 
personal communication, February 18, 1998). Further conversation with Phill Unti revealed 
that an approximate program development time savings of 50% was not uncommon in his 
experience when State Logic was utilized in lieu of the Relay Ladder Logic. This research will 
show whether the inclusion of a natural language in the study of program development times 
(in both linear procedural and conditional branching type programming problems), will follow 
existing theory that mixed modality task presentation is superior to verbal or graphic 
representation alone. 
Problem of the Study 
The problem of this study was to determine whether there was a significant difference, at an a 
= 05 level, in programming development time between general students from Iowa State 
University with no prior programming experience using a mixed modality language or a 
natural language on linear procedural and conditional branching tasks after having received 
introductory, basic programming instuction on one of two different types of PLC 
programming languages. Relay Ladder Logic or State Logic. 
Purposes of the Study 
There were three purposes of this study: 
1. To determine if there was a statistically significant difference in programming 
development times between a natural langus^e and a mixed modality language for 
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programming PLCs. 
2. To determine if there was a statistically significant difference in programming 
development times between a linear procedural task and a conditional branching task 
for programming PLCs. 
3. To add to the existing body of knowledge and research in the area of task presentation 
and task structure, and how they will be impacted by the examination of a natural 
language. 
Need for the Study 
"With the rapid introduction of computer systems into various practical settings, there 
has been a great need for theoretical guidance, and for system development strategies" (Wang, 
1989, p. 1391). A large portion of symbol/word processing recognition has been in the area of 
traffic sign research. However, some user-interaction research comparing symbol and verbal 
abbreviations has been conducted on office equipment and computers (Howard et al., 1991, p. 
218). In a published study conducted by Howard et al. (1991) on the effectiveness of symbols 
and words in conveying photocopier functions, the authors reported that keywords and 
generated symbols did not differ statistically in matching accuracy. Their results suggested 
that careful ergonomic research can produce icons which are as effective as keywords in 
conveying the photocopier functions (Howard et al., 1991, p. 218). Jones, Wickens, & 
Deutsch, 1990; Umanath, Scamell, & Das, 1990 (as cited in Schaubroeck & Muralidhar, 
1991) stated the following; 
Given that developers and users of decision-support software must make costly 
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commitments to a chosen presentation format, the literature has continued to 
recognize the practical utility of any firm conclusions concerning the relative efficacy 
of various presentation modes, (p. 127) 
In other words, the literature has continually stated that a practical need exists in the 
determination of a superior presentation format. 
Typically the research conducted between graphic and alphanumeric computer 
languages has reported inconclusive results because the element of task structure was not 
examined (Zhao & Salvendy, 1996, p. 163). Additional research is needed to suppon or 
contest the findings submitted by Zhao & Salvendy (1996). Since very few studies have been 
conducted with this factor taken into consideration, the repetition of the examination of this 
factor also contributes to the research. Fleishman & Quaintance (1984) stated the following: 
There is a need to conceptualize tasks and their characteristics to resolve central 
problems in the study of human behavior. If we are going to generalize about 
conditions affecting human performance, it is necessary to consider the properties of 
tasks as important constructs in psychological research and theory as well as in our 
conceptions of human work and achievement. Such constructs may help to address 
many common concerns in basic and applied psychology and to integrate concepts and 
research in a number of seemingly diverse fields, (p. I) 
The examination of a natural language has not been found in the literature review in the 
evaluation on programming development times. Walker (1992) states the value of considering 
a natural language for computer programming: 
Standardized interfaces will soon be needed to permit greater expansion of computers 
throughout society, no matter what the task. Natural language interfaces represent one 
possible solution to the impediments to communication created by the many extremely 
varied computer interfaces we now have. By a natural language interface, we mean 
one that communicates like a human being, and has a two-way interaction with the 
user in fiill English sentences, (p. 294) 
Although mixed modality languages yield many advantages over languages which use 
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syntactical statements or graphics alone, they still require associated functions which need to 
be memorized and associated with the mixed modality representations. Natural languages do 
not require this association process. In 1989, Coury & Pietras stated the need for examining 
task presentation in a dynamic process plant environment: 
. .. there remains a need to provide an answer to the fundamental question facing 
system designers: What is the appropriate representation for system information? 
Although there are a number of guidelines for designing control room displays ([Frey 
& Sides, 1984; Rouse & Hunt, 1984]), there remains a paucity of research evidence to 
indicate the appropriateness of a particular type of display format (or format 
combination) for presenting process plant data under specific conditions. The question 
still remains whether the formats currently in use or proposed for control systems are 
appropriate for the information needs of the operator, (p. 1373) 
The use of a natural language on the factory floor might provide a simpler platform for the 
systems operators. Information would be examined and communicated in the operator's own 
natural language. The PLC is the most widely employed automated control device on the 
factory floor. "The visual display is one of the most important aspects of a user interface; this 
much is recognized. There has been much research into the relative merits of different display 
designs, although of course, many questions remain unanswered" (Howes & Payne, 1990, p. 
637). 
Research Questions 
Research Question 1 
Does the type of task presentation (natural language or mixed modality language) significantly 
impact the programming development times associated with programmable logic controllers? 
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Research Question 2 
Does the type of task structure (linear procedural or conditional branching) significantly 
impact the programming development times associated with programmable logic controllers'' 
Research Question 3 
Does a significant level of interaction exist between task presentation (natural language or 
mixed modality language) and task structure (linear procedural or conditional branching) 
when programming development times were analyzed in programming programmable logic 
controllers? 
Research Question 4 
Do any of the covariates used in the study impact the subjects' programming development 
times significantly? 
Hypotheses of the Study 
This study was comprised of three main hypotheses with many subhypotheses under 
each of the main hypotheses. It should be noted that although the following hypotheses and 
their corresponding subhypotheses have been separately written for clarity purposes, all of the 
covariates used in the study were included in each of the main hypotheses. 
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Null Hypothesis 1 
There is no difference in mean programming development times at the a = 05 level between 
general university students at Iowa State University with no previous PLC programming 
experience using a mixed modality language (Logicmaster Relay Ladder Logic) and students 
using a natural language (State Logic) in programming development times. 
Statistical Hypothesis I 
HO; p,RLL = M-Slatc 
HI; liRLL liSUtc 
Null Hypothesis la 
There is no difference in mean programming development times at the a = 05 level 
between general university students at Iowa State University with no previous PLC 
programming experience using a mixed modality language (Logicmaster Relay Ladder 
Logic) and students using a natural language (State Logic) in programming 
development times, controlling for gender. 
Null Hypothesis lb 
There is no difference in mean programming development times at the a = .05 level 
between general university students at Iowa State University with no previous PLC 
programming experience using a mixed modality language (Logicmaster Relay Ladder 
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Logic) and students using a natural language (State Logic) in programming 
development times, controlling for status (freshmen, sophomore, junior, senior, or 
graduate) 
Null Hypothesis Ic 
There is no difference in mean programming development times at the a = .05 level 
between general university students at Iowa State University with no previous PLC 
programming experience using a mixed modality language (Logicmaster Relay Ladder 
Logic) and students using a natural language (State Logic) in programming 
development times, controlling for age (under 20, 20-30, 30-40, or over 40). 
Null Hypothesis Id 
There is no difference in mean programming development times at the a = .05 level 
between general university students at Iowa State University with no previous PLC 
programming experience using a mixed modality language (Logicmaster Relay Ladder 
Logic) and students using a natural language (State Logic) in programming 
development times, controlling for computer experience (no experience, little 
experience, somewhat experienced, experienced, or expert). 
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Null Hypothesis le 
There is no difference in mean programming development times at the a = .05 level 
between general university students at Iowa State University with no previous PLC 
programming experience using a mixed modality language (Logicmaster Relay Ladder 
Logic) and students using a natural language (State Logic) in programming 
development times, controlling for language (native English or native other). 
Null Hypothesis 2 
There is no difference at the a = .05 level in mean programming development times between 
general university students at Iowa State University with no previous PLC programming 
experience performing a linear procedural task and those performing a conditional branching 
task. 
Statistical Hypothesis 2 
HO; ^ILP ~ HcB 
H1: |j,LP ^ l^cB 
Null Hypothesis 2a 
There is no difference at the a = .05 level in mean programming development times 
between general university students at Iowa State University with no previous PLC 
programming experience performing a linear procedural task and those performing a 
conditional branching task, controlling for gender. 
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Null Hypothesis 2b 
There is no difference in mean programming development times at the a = .05 level in 
programming development times between general university students at Iowa State 
University with no previous PLC programming experience performing a linear 
procedural task and those performing a conditional branching tasL controlling for 
status (freshmen, sophomore, junior, senior, or graduate). 
Null Hypothesis 2c 
There is no difference in mean programming development times at the a = .05 level in 
programming development times between general university students at Iowa State 
University with no previous PLC programming experience performing a linear 
procedural task and those performing a conditional branching task, controlling for age 
(under 20, 20-30, 30-40, or over 40). 
Null Hypothesis 2d 
There is no difference in mean programming development times at the a = .05 level in 
programming development times between general university students at Iowa State 
University with no previous PLC programming experience performing a linear 
procedural task and those performing a conditional branching task, controlling for 
computer experience (no experience, little experience, somewhat experienced, 
experienced, or expert). 
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Null Hypothesis 2e 
There is no difference in mean programming development times at the a = 05 level in 
programming development times between general university students at Iowa State 
University with no previous PLC programming experience performing a linear 
procedural task and those performing a conditional branching task, controlling for 
language (native English or native other). 
Null Hypothesis 3 
There is no interaction at the a = .05 level between task presentation (of a mixed modality 
language (Logicmaster Relay Ladder Logic) and a natural language (State Logic)), and task 
structure (of linear procedural and conditional branching) among general university students 
at Iowa State University with no previous PLC programming experience. 
Statistical Hypothesis 3 
HO: Absence of Interaction 
H1; Presence of Interaction 
Null Hypothesis 3 a 
There is no interaction at the a = .05 level between task presentation (of a mixed 
modality language (Logicmaster Relay Ladder Logic) and a natural language (State 
Logic)), and task structure (of linear procedural and conditional branching) among 
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general university students at Iowa State University with no previous PLC 
programming experience, controlling for gender. 
Null Hypothesis 3b 
There is no interaction at the a = .05 level between task presentation (of a mixed 
modality language (Logicmaster Relay Ladder Logic) and a natural language (State 
Logic)), and task structure (of linear procedural and conditional branching) among 
general university students at Iowa State University with no previous PLC 
programming experience, controlling for status (freshmen, sophomore, junior, senior, 
or graduate). 
Null Hypothesis 3 c 
There is no interaction at the a = .05 level between task presentation (of a mixed 
modality language (Logicmaster Relay Ladder Logic) and a natural language (State 
Logic)), and task structure (of linear procedural and conditional branching) among 
general university students at Iowa State University with no previous PLC 
programming experience, controlling for age (under 20, 20-30, 30-40, or over 40). 
Null Hupothesis 3d 
There is no interaction at the a = .05 level between task presentation (of a mixed 
modality language (Logicmaster Relay Ladder Logic) and a natural language (State 
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Logic)), and task structure (of linear procedural and conditional branching) among 
general university students at Iowa State University with no previous PLC 
programming experience, controlling for computer experience (no experience, little 
experience, somewhat experienced, experienced, or expert). 
Null Hypothesis 3e 
There is no interaction at the a = .05 level between task presentation (of a mixed 
modality language (Logicmaster Relay Ladder Logic) and a natural language (State 
Logic)), and task structure (of linear procedural and conditional branching) among 
general university students at Iowa State University with no previous PLC 
programming experience, controlling for language (native English or native other). 
Procedure of the Study 
1 Identify the research problem. 
2. Conduct a literature review on parallel programming studies and psychological 
operator/computer programming interface theories. 
3. Identify a sample of general university students at Iowa State University with no prior 
PLC programming experience. 
4. Identify and label dependent and independent variables. 
5. Develop a series of linear procedural and conditional branching programming tasks. 
6. Validate the programming task with a panel of individual experts. 
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7. Film a PLC language expert giving basic introductory instruction on how to program 
simple linear procedural and conditional branching tasks. 
8. Conduct pilot studies. 
9 Obtain approval from the Human Subjects in Research Committee. 
10. Collect the data on the main study. 
11. Code the research data. 
12. Analyze the data using a factorial design statistical procedure with Minitab statistical 
software. 
13. Write the final report, conclusions, and recommendations based on the findings from 
the data. 
14. Present findings in the final oral presentation. 
Assumptions of the Study 
1. The subjects participated with maximum effort. 
2. The sample, even though not random, is typical of Iowa State University students with 
no prior PLC programming experience. The treatment combinations were randomly 
assigned. 
3. The sample size is sufficient to make generalizations to the population. 
4. The variables did not change over the time taken to complete the study. 
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Limitations of the Study 
1. Due to the time constraint in the data collection, the programming task was designed 
to be completed within one hour by the subjects. Because of this constraint, 
icnowledge of aif of the possible programming fiinctions was not required by the 
subject in order to complete the program. 
2. The assigned task only demanded that the programmer have knowledge of the 
following programmable logic controller functions: inputs and outputs. 
Definition of Terms 
Alphanumeric Presentation: A type of computer command language that allows the user to 
present task requests through letters and numbers in sequence(s) during the human-computer 
interaction (Zhao & Salvendy, 1996, p. 165). 
Artificial Intelligence: 'The branch of computer science that is concerned with the automation 
of intelligent behavior" (Luger & Stubblefield, 1998, p. 1). 
Conditional Branching Task: "A computer programming structure which accomplishes its 
task by choosing from different paths of activities upon the condition associated with each 
path. The task with the conditional branching structure . . . requires mziking a choice fi-om 
alternative paths or branches of activities or operations" (Zhao & Salvendy, 1996, pp. 165-
166). 
Graphic Presentation: A type of computer command language which allows the user to 
present task requests through graphic presentation and manipulation of object images (Zhao & 
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Salvendy, 1996, p. 164). 
High-Level Language: A language which requires all logic capabilities and data handling to be 
written into the application program (Castor & Hurd. 1988, p. 152). 
Language: "(a) Any means of expressing or communicating, as gestures, signs, animal sounds, 
etc. (b) A special set of symbols, numerals, rules, etc. used for the transmission of information, 
as in a computer" (Guralnik, 1978 (as cited in Perlman, 1984, p. 374)). 
Linear Procedural Task: "A computer programming structure which accomplishes its task by 
carrying out activities of the task in a sequential order. The linear procedural task with the 
simple linear sequencing structure . . . requires little decision making" (Zhao & Salvendy, 
1996, pp. 165-166). 
Microprocessor: "A semiconductor device consisting of electronic circuits manufactured by 
using either a large-scale (LSI) or very-large-scale (VLSI) technique" (Gaonkar, 1989, p. 7). 
Mixed Modalitv: A combination of pictorial and short abbreviated textual statements 
(Guastello et al., 1989, p. 101). 
Natural Language: "A language occurring naturally in the world, usually having evolved over 
a long period of time. Examples: English, American Sign Language" (Perlman, 1984, p. 378) 
Parallel: "An arrangement or state that permits several operations or tasks to be performed 
simultaneously rather than consecutively" (Mish et al., 1989, p. 853) 
Programmable Logic Controller (TLC): "An industrial control device, designed specifically for 
controlling machines and processes by means of a stored program and feedback fi-om field 
sensing and actuating devices" (Jones, 1996, p. 2). 
Relay Ladder Logic: "A graphic element language [used to program PLCs], 
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consisting of electrical schematic-type symbols similar to those of hardwired relay logic 
diagrams" (Jones, 1996, p. 4). 
State Logic: A real-time, multitasking, input/output scanning language for PLCs which 
reduces the complexity of a control system by incorporating a natural language in combination 
with a state engine that uses stuctured analysis to simplify and identify the control process. 
(Fountain, 1994, pp. 84-85). 
Syntactical Language: "A computer programming structure where the sequence of 
alphanumeric characters, e.g., 'm,' 'k,' 'd,' 'i,' and 'r' in sequence for command 'makdir,' is 
crucial for the effectiveness of human-computer interaction, that is, the syntactic feature of the 
command language plays an important role in task presentation. Comprehension of computer 
programs presented through program code relies on the syntactic sequence of elements in 
program code" (Zhao & Salvendy, 1996, p. 165). 
Task Presentation: How information is presented externally on a task to the user (Zhao & 
Salvendy, 1996, p. 164). 
Task Structure: How cognitive tasks are structured or carried out within a program (Zhao & 
Salvendy, 1996, p. 165). 
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CHAPTER 2. LITER.\TLRE REVIEW 
Overview 
This chapter reviews the literature and research associated with this study's topic. 
Information associated with the human-computer interaction, task presentation, task structure, 
artificaiai intelligence and NPLP, and the PLC language debate are presented in this chapter 
The Human-Computer Interaction 
"With the development of world-wide information technology innovations, an 
increasing number of computer systems have been introduced into different areas of 
production, education and social life" (Wang, 1989, p. 1391). The need to understand the 
human-computer interaction has spawned much research because of the technological impact 
of the integration of computer systems into everyday life. 
The human-computer interaction is the subject of a paper published by Wang (1989) 
Of fourteen latent variables which were analyzed in the study, three were identified after a 
confirmatory factor analysis. These factors include; (1) programming task, (2) system 
performance, and (3) organizational climate. A theory was presented on how these factors and 
their interactions may relate to the success of the human-computer interface (Wang, 1989, p 
1396). Close relationships among user, task, and organizational interfaces are supported by 
Wang's 1989 model. Based on Wang's 1989 article and his previous research, he proposed 
the following theory; 
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in technological innovations (such as system development in an industrial 
environment) human-computer interaction forms a basis for a kind of hierarchical 
system consisting of three facets or dimensions (i.e.. computer expertise, system 
connectivity [or networking] and organizational climate [or participation]), the 
interface hierarchy system develops dynamically in the organizational context, 
depending upon the degree of'interface uncenainty.' The interaction among the three 
facets determines the degree of interface uncertainty and facilitates the development of 
the human-computer interface hierarchy, (p. 1398) 
This theory simply states that the human-computer interaction is dependent upon three 
multicollinear factors, the type of programming task [task structure], the computer hardware 
utilized [system performance], and the degree of panicipation [organizational climate] that the 
individual puts forth. 
A meta-analysis of the relative effects of tabular and graphic display formats on 
decision-making performance was conducted at the University of Nebraska-Lincoln and at 
Florida International University in 1991. Schaubroeck and Muralidhar (1991) found that there 
were no significant differences between tabular and graphic display formats in decision­
making performance. Comprehension, recall, and timeliness of solution were not investigated 
in their research for three reasons; (1) the effect sizes were too low for adequate statistical 
power and confidence, (2) the greater volume of decision accuracy studies in the literature 
was consistent with the primacy of the relative effectiveness of presentation formats, and (3) 
v/ith the exception of recall performance, research results for other studies followed a fairly 
consistent pattern. Investigation of the timeliness of solution research consistently supports 
the conclusion that graphical formats are more effective than tabular data formats 
(Schaubroeck & Muralidhar, 1991, p. 127). 
Research conducted by Coury & Pietras (1989) on alphanumeric and graphic displays 
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for dynamic process monitoring and control found that a multiple display format [mixed 
modality presentation] resulted in the best optimized performance and minimal time to detect 
failures compared to graphic or tabular data alone. 
Task Presentation 
Task presentation, related to computer programming, is the element concerned with 
how information is obtained and communicated. Previous research has separated it into three 
types of languages: graphic, syntactical, and mixed modality. An example of a graphical 
language, illustrated in the literature, is Flowchart. Flowchart is a program that allows you to 
pick symbols in order to describe a process. A symbol that appears to be a diamond represents 
a decision block and an oval shape may represent the start or end to a process. 
An example of a mixed modality type of task presentation exists in the computer 
operating system known as Windows 95. Windows uses several icons, which allow the user 
to perform tasks by selecting symbols or picture-like representations of desired functions. 
Although they are often considered to be a graphic type of task presentations, many programs 
such as Windows 95 use some textual representation in addition to the symbols. For example, 
to execute the PRINT command an icon showing a printer is available on the tool bar but also 
a flyout with the word 'Trint" on it also appears when the cursor is held over the icon. 
Syntactical languages make up the final type of task presentation in the literature. 
DOS, the computer operating system which preceded Windows 95, is a syntactical computer 
language. A user must know precisely stated short instructions which are made up of a 
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combination of textual and numerical characters in order to operate the software. For 
example, if an operator wanted to view which computer files existed on a floppy disk, the user 
would type A;\DIR. DIR stands for directory and A:\ tells the computer which drive it should 
examine. 
Previous studies which examined only this one element have reported inconclusive 
results. Studies performed by Coil, Thyagarajan^ and Chopra (1991), Coury and Pietras 
(1989), Guastello et al. (1989), Howes and Payne (1990), Joma (1988), and Schaubroeck and 
Muralidhar (1991) all indicated that neither alphanumeric nor graphic task presentations has 
been shown to be better than one the other (Zhao & Salvendy, 1996). 
Task Structure 
A study conducted at Iowa State University concentrated on the effectiveness of 
symbol and word recognition in photocopier functions. Howard et al. (1991) stated: 
As a general axiom, it appears that as photocopier functions become more complex 
(i.e. involving a greater number of cognitive or linguistic transformations for 
understanding), the greater the ergonomics difficulty in developing effective symbols, 
(p 221) 
The International Journal of Man-Machine Studies published a study in 1984, titled "An 
Investigation of the Utility of Flowcharts During Computer Program Debugging." In this 
paper, the results suggested that the nature of the task and the individual programmer's 
characteristics (i.e. motivation, relevance, cognitive style, and level of ability) are both primary 
determinants of flowchart utility (Gilmore & Smith, 1984, p. 357). Brooke and Duncan 
(1980) found that "[flowcharts] may be a useful tool for the programmer in certain stages of 
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the error deteaion process but their usefulness diminishes as the task demands change fi^om 
tracing of execution sequences to the conceptualization of relationships between parts of a 
program that are not linked directly in sequence" (p 1089) In other words, as the difficulty of 
task increases from linear procedural tasks to those which are comprised of conditional 
branching elements, the usefulness of the flowchart (a pictoral language) diminishes 
Studies that examined the timeliness of locating and correcting preset errors in 
computer programs showed much ambiguity on whether a significant difference truly exists 
between flowchart and serial listing usage. Although these studies do not attempt to analyze 
the task structure which is essential to legitimatize comparisons across multiple studies, they 
set the tone for what many published articles and papers report. Brooke & Duncan (1980) 
stated the following: 
there is much ambiguity in the results of these studies, with some finding the 
flowchart superior to serial listings, and others finding no difference. Fitter and Green 
(1979) have suggested that this ambiguity arises from differences in the nature of the 
diagrams used by different experimenters; that flowcharts are superior when they 
represent branching, tree-like procedures, but they lose their advantage when they 
incorporate iterative structures and jumps, turning the procedure into a network 
structure, (p. 1058) 
Zhao and Salvendy (1996) state the importance of task structure in the evaluation of task 
presentations. These two researchers performed a study which explored the compatibility 
between task presentation and task structure at Purdue University. Using the two broad 
categories of task presentation, alphanumeric and graphic, Zhao and Salvendy classified tasks 
as two different types, linear procedural and conditional branching. A comparison of 
Flowchart and C programming language was performed. It was found that a significant 
interaction existed between task presentation and task structure. For each type of 
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task structure, an additional analysis of variance procedure was carried out While linear 
procedural tasks showed no significant difference between the two different task 
presentations, a significant difference was found between the alphanumeric and graphic task 
presentations for conditional branching tasks. The dependent variable for the study was 
program completion time. 
Although Zhao and Salvendy (1996) contributed to the research by examining the 
element of task structure in the human-computer interaction, they made some assumptions 
regarding the task presentation element that Guastello et al. (1989) would contest. In Zhao 
and Salvendy's 1996 article, they described Windows 95 as an example of a graphic type of 
task presentation. According to Guastello et al. (1989), any representation that depicts both 
pictorial and verbal representations would constitute a mixed modality type of task 
representation. Windows 95 depicts both pictorial and verbal representations, and therefore 
would be classified better as a mixed modality type of task presentation. All icons in Windows 
95 show a short syntactical statement when the cursor, controlled via a mouse, rests over the 
icon. Zhao and Salvendy (1996) fijrther stated: 
The various methods of presenting information can be classified into the general 
categories of alphanumeric and graphic. For example, commands, questions-answers, 
and natural languages use the alphanumeric type of presentation, while direct 
manipulation uses the graphic type of presentation, (p. 163) 
The results reported in their study may be misinterpreted and possibly misleading because only 
a syntactical language (C programming language) was used to represent the alphanumeric task 
presentation. A natural language was not utilized in their study. 
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Artificial Intelligence and NPLP 
Natural languages, or those languages that possess a component of artificial 
intelligence known as NPLP (Natural Program Language Processing), may be classified as 
pure alphanumeric languages. The distinction between natural languages and those described 
as syntactical is immense. In a syntactical, alphanumeric language, a predetermined 
combination of numeric and textual characters must be entered into a program to achieve a 
desired outcome. If one keystroke is off, the program will not execute the function desired 
Therefore, with a syntactical, alphanumeric type of task presentation, one must memorize the 
desired commands. 
Natural languages allow the user or programmer to type commands into the computer 
in his/her own natural words, usually in sentence type structure. This type of programming is 
accomplished through the use of artificial intelligence. "Artificial intelligence (AJ) may be 
defined as the branch of computer science that is concerned with the automation of intelligent 
behavior" (Luger & Stubblefield, 1998, p. 1). This is not a new concept to the human 
imagination, as illustrated by Simons (1984) when he states: 
Homer was acquainted with the concept of AI, perhaps 800 years B.C., and the 
ancient historian Polybios believed that Nabis, a dictator of Sparta (about 200 B.C ), 
used a robot to compel rich but recalcitrant citizens to pay their taxes, (p. 37) 
Some may argue whether it is possible for AI to exist or whether these technologies are 
nothing more than expert systems. "An expert system may be regarded as a means of 
recording and accessing human competence in a particular specialist field'" (Simons, 1984, p. 
175). Often the term expert system is regarded as a subset of Artificial Intelligence. 
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Regardless of the classification to which natural languages may belong, they may add a new 
and powerful capability to programming. 
The ability to translate and comprehend typed or spoken instructions relayed to the 
computer in an individual's natural words eliminates the need to memorize, type, and/or pick 
predetermined syntactical and/or icon based instructions. Gevarter (1983) stated the 
following; 
As natural language interfaces coupled to intelligent computer programs become 
widespread, major changes in our society are likely to result. There is a trend now to 
replace relatively unskilled white collar and factory work with trained computer 
personnel operating computer-based systems. However, with the advent of fnendly 
interfaces (and eventually even speech understanding systems and automatic text 
generation fi-om speech) relatively unskilled personnel will be able to control complex 
machines, operations, and computer programs. As this occurs, even relatively skilled 
factory and white collar work may be taken over by these lesser skilled personnel with 
their computer aids-the experts and computer personnel moving on to develop new 
programs and applications, (p. 48) 
"One of the long-standing goals of anificial intelligence is the creation of programs that are 
capable of understanding human language. Not only does the ability to understand natural 
language seem to be one of the fundamental aspects of human intelligence, but also its 
successful automation would have an incredible impact on the usability and effectiveness of 
computers themselves" (Luger & Stubblefield, 1998, p. 22). 
The PLC Language Debate 
The method of programming which was originally introduced with the PLC is known 
as Relay Ladder Logic (RLL). The advantage of using RLL is described by Crater (1997): 
The principal advantage offered by combinational languages is the existence of trained 
technicians. There is a long tradition of expressing machine control programs in 
combinational terms, using ladder logic or Boolean expressions. These languages use a 
limited range of symbols, and perform simple associations using them, which makes 
modest combinatorial programs easy to understand for a broad range of individuals, 
(p. 91) 
Although Crater (1997) describes RLL as a symbolic type of task presentation, it does 
utilize short syntactical prompts which Guastello et al. (1989) would describe as a 
mixed modality type of task presentation. According to Pollard's (1994) article 
''Ladder Logic Remains the PLC Language of Choice," there are ten reasons why RLL 
has been around for a long time and has not out-lived its usefulness. These reasons 
include: 
1. RLL is symbolic and picture-like 
2. it is very simple to interpret 
3. control engineers are familiar with it 
4. maintenance personnel can understand it 
5. it executes quickly 
6. it is productive for design and troubleshooting disciplines 
7. it has vast third-party software and vendor support 
8. it allows for on-line programming with real-time compilation 
9. each of its instructions is an object, allowing for future developments and 
integration 
10. it easily allows for user extensions, (p. 77) 
Approximately half of the above reasons stated by Pollard (1984) focus upon the human-
interface element of task presentation. Where programming times are concerned, RLL 
enthusiasts insist that symbols are easier to use than text. According to Dick Hollbeck, 
President of Tele-Denken Resources, "You can't get more symbolic than ladder logic. There 
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is no real reason to abandon it" (Pollard, 1994, p 78). 
Some anicles have stated that RLL is better than higher-level languages (HLLs) for 
programming the PLC. When a HLL is defined as one that has more programming flexibility' 
for any number of desired applications, RLL seems to be favored because it is more focused 
to its intended use of process control. An example of this definition of a HLL would be C 
language. Castor and Hurd (1988) consider C language to be an example of a HLL and state; 
"RLL is more 'friendly' in a programming and debug mode than HLLs (Higher Level 
Languages), indicating a keyboarding error immediately, not later after trying to recompile" 
(p. 154). According to Castor and Hurd (1988), "we want to go fiirther than that, and state 
unequivocally that RLL is and will remain the best programming language available for PLCs" 
(p. 152). 
"Today, relay ladders are long gone, but RLL is still with us in most of the PLCs 
currently on the market. It has become the de facto standard like the English system of 
measures—outdated yet too widely used to replace entirely" (VanDoren, 1996, p. 110) Over 
the years RLL has been modified to keep up with the increasing demands of industry's control 
needs. RLL was originally designed for easy use and understanding of its users. At the time 
these users consisted primarily of electricians. VanDoren (1996) stated the following; 
Unfortunately, that plan backfired. RLL did prove to be familiar to the electricians 
who had formally been responsible for creating relay ladder circuits, but RLL 
programs longer than a few rungs quickly became incomprehensible to anyone else. 
Programming a PLC with RLL turned out to be much like writing a doctoral 
dissertation with hieroglyphics—the results could be absolutely brilliant, but no one else 
would ever be able to truly understand it, much less improve upon it. (p. 110) 
"While ladder logic is still the industry standard programming language, the trend is 
34 
toward state logic, sequential function chaas, graphics, and versions that are programmed in 
Basic, C, or other high-level languages" (Pics speak, 1995, p 158). Brookings (1991) stated 
the following: 
Relay ladder logic (RLL) is great for the jobs that it fits. Even in those jobs it doesn't 
quite fit, a skilled and clever user with plenty- of time can often make it work. 
However, if you started with a clean piece of paper to design the software tool to 
solve most automatic control problems most effectively, it probably would not be 
RLL. (p 36) 
This is due to the changing needs of industry and their control problems. RLL was created in 
the late 1960's, and has continually been adapted over the last 30 years to meet the late 
1990's control applications. State Logic, on the other hand, was created with the 1990's 
control needs in mind. With the use of State Logic, "program development and modification 
time is decreased substantially compared to traditional control methodologies because the 
program is a direct description of the desired system" (Brookings, 1991, p. 38). The added 
ability of artificial intelligence allows increased flexibility to standard text (syntactical- based) 
programming languages. 
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CHAPTER 3. MATERIALS AND METHODS 
Overview 
This chapter explains the methods and procedures employed in the study. A 
randomized two-by-two factorial design was utilized where each factor possessed two levels. 
This resuhed in a total of four different treatment combinations. Several covariates were 
included in the study; gender, status (freshmen, sophomore, junior, senior, or graduate), age 
(under 20, 20-30, 30-40, over 40), computer experience (no experience, little experience, 
somewhat experienced, experienced, and expert), and English (native English or non-native 
English). The following topics are discussed in this section: population, experimental design, 
the pilot studies, instrumentation, sampling, data collection, analysis, and summary 
Quasi-Experimental Design 
The objective of this study was to determine whether a natural language differs 
significantly from a mixed modality language in programming development time. These two 
types of computer programming languages are defined in the literature as task presentation. 
Linear procedural tasks and conditional branching tasks comprise the two levels of task 
structure on which the task presentations were tested. The quasi-experiment is considered to 
be a randomized two-by-two factorial design where a total of four treatment combinations 
were achieved. Table 3.1 below illustrates the experimental design. Programming 
development time was the dependent variable in this study. The independent variables include 
the type of task presentation (natural language or mixed modality language), the type 
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of task stnicture (linear procedural or conditional branching), and the covariates gender, 
status (freshmen, sophomore, junior, senior, or graduate), age (under 20, 20-30, 30-40, over 
40), computer experience (no experience, little experience, somewhat experienced, 
experienced, and expert), and English (native English or non-native English). 
Table 3.1 Factorial design 
TASK STRUCTURE 
Linear Procedural 
Task 
Conditional 
Branching Task 
Natural Language 
(State Logic) 
Mixed Modalit>-
Language (RLL) 
Population and Sample 
The population of this study was general university students at Iowa State University 
with no previous PLC programming experience enrolled during the summer session from June 
8-13, 1998. The subjects were solicited from two classes. Marketing 340, Principles of 
Marketing and Computer Science 207, C Programming I. Both of these classes generally 
have a wide cross-section of student majors. The Computer Science 207 class is designed for 
non-majors. 
During the study, up to six subjects were trained and evaluated at a time due to the 
availability of PLC hardware and software. Subjects signed up in advance to participate in a 
training session and the treatment combination was assigned to the individual subject as they 
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arrived for the experiment The individual subject was the experimental unit in the study 
Replication, therefore, was equal to the number of subjects who participated in the individual 
treatment combinations. 
Since the instruction was video-taped, two classrooms were run at the same time. The 
classrooms were set up to show instruction on either State Logic or Relay Ladder Logic, the 
two possible task presentation methods. The two classrooms were equipped with a TVA^'CR, 
two tables, and three chairs, and were located close to a separate laboratory where the PLC 
equipment was located. 
The sample size of the study consisted of 30 students. This was a sample of 
convenience and thus constitutes a limitation of the quasi-experiment. The individual subject 
was the experimental unit; thus the number of subjects randomly assigned without 
replacement to each of the treatment combinations equals the amount of replication achieved. 
Subjects were gathered over a one-month time frame due to the limited equipment resources 
and subject availability. Table 3.2 shows the number of students assigned to each cell of the 
two-by-two quasi-experiment. 
Useable data were collected on 26 subjects. Four sets of data could not be used in the 
analysis because they were considered outliers. Three of the four sets of data did not complete 
the assigned task within the allotted time due and the fourth data point was removed to 
achieve the assumption of normality. Further discussion is provided in Chapter 4. 
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Table 3 2 factorial design with the number of students assigned to each treatment 
TASK STRUCTURE 
TASK PRESENTATION 
Linear F^rocedural 
Task 
Conditional 
Branching Task 
Natural Language 
(State Logic) 
8(7) 7(7) 
Mi.\ed Modalit> 
Language (RLL) 
6(6) 9(6) 
Note: The number within parenthesis indicates the actual number of subjects utilized in the data analysis. 
Instruction 
Two hours of taped video instruction was viewed by each subject and can be located 
in Appendices G and H. The instruction was delivered by an industry expert. The use of 
researcher designed video instruction was chosen to control the variability of repeated 
instruction over time. 
During the instruction, the subjects were provided with a copy of all presentation 
materials (hard copy of the transparencies, examples, etc.) and were instructed to take notes 
along side these materials for additional clarification of the lectured material. Examples of the 
presentation materials which were given to the subjects can be found in Appendix F. The 
content included the following content areas in the listed order below: 
1. Basic education on how a PLC works. 15% 
2. Basic function instruction on inputs, outputs and associated hardware. 70% 
3. The ability to navigate through the software programming language 15% 
(programming, editing, documentation, and downloading). 
The approximate amount of instruction is also included above with the content areas. The 
areas were researcher designed based on the researcher's experience as a PLC instructor at 
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Iowa State University combined with collaboration from Crescent Electric Supply Company, 
which services the Nebraska and Iowa states for PLC training and support. All of the 
instruction was knowledge-based, pertaining to the cognitive domain. 
The subjects were allowed to use their lecture notes and examples during the 
development of their PLC program which yielded their programming development times, the 
dependent variable. The content of each presentation. State Logic and Relay Ladder Logic, 
was scripted and evaluated by the researcher and the industry expert presenter to ensure that 
the same skills and emphasis would be presented to the subjects. The attempt was to make the 
two presentations as similiar as possible and change only the method of computer coding. 
Hardware 
Each of the six testing stations was equipped with an AT&T 386 computer and a 
programmable logic controller. Subjects using the State Logic software used the GE Fanuc 
90-30 PLC and those that were tested on the Logicmaster Relay Ladder Logic software used 
the GE Fanuc Series 90 Micro PLC. Although the 90-30 units are capable of running 
Logicmaster Relay Ladder Logic, only three units were available for this study so they were 
used to run only the State Logic software. The Series 90 Micro PLCs ran Logicmaster Relay 
Ladder Logic software. 
The input switches used were also slightly different. Subjects who experienced the 
State Logic platform used an input simulator module which plugs into the backplane of the 
PLC. The module consisted of several two-state or toggle switches. Those who experienced 
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the Logicmaster Relay Ladder Logic platform used a custom made switch box which 
contained three two-state or toggle switches. 
All of the platforms utilized Spalding Model SF002 Stopwatches which were 
hardwired to the PLC's outputs. These stopwatches were used to record the programming 
development time within one-second accuracy. Appendix E contains ail of the associated 
serial numbers and hardware model descriptions used for each of the six testing stations. 
Instrumentation 
Subjects were asked to perform a task using either State Logic or Logicmaster Relay 
Ladder Logic for one of the randomly assigned (without replacement) treatment 
combinations. The program criteria for each of these treatment combinations is depicted in 
Table 3 .3. 
Table 3 .3 Program descriptions for the treatment combinations 
TREATMENT 
COMBINATION 
PROGRAM DESCRIPTION 
Slate Logic/Linear 
Procedixral 
IDociunent AND successfully run an e.\isting program which executed output # I 
when inputs #1 and #2 were on and #3 was off. LABEL the I/O as follows; 
START 1, START2. STOP, and LED I. 
State 
Logic/Conditional 
Branching 
Write and successfully run a program which executed outputs # I and #2 when 
input #1 was on and #2 was off. Document and LABEL the I/O as follows; 
STARTl, START2. LEDl. and LED2. 
RLL/Linear 
Procedural 
Document AND successfully run an existing program which executed output # 1 
when inputs #I and #2 were on and #3 was off. LABEL the I/O as follows; 
STARTl. START2. STOP, and LEDl. 
RLL/Conditional 
Branching 
Write and successfully run a program which executed outputs #1 and #2 when 
input #I was on and #2 was off. Document and LABEL the 1/0 as follows; 
STARTl. START2. LEDl. and LED2. 
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The measure of program development time was accomplished via the use of a stopwatch 
which was hard-wired to the desired output(s) of the PLC. When the desired output task was 
successfully executed, the time was halted. The researcher then verified whether all the desired 
tasks had been completed. If they were completed, the researcher then recorded the results 
and turned off the computer monitor. Each subject was started individually by the researcher 
If the subject successfully stopped the timer, yet did not complete the entire task (i.e., failing 
to document the program), the researcher told the subject that he or she did not complete all 
the desired tasks as stated in the task directions sheet and was then asked to continue. The 
researcher then proceeded to take the program off-line, or out of the run mode, and the timer 
was reactivated. 
Prior to beginning the video training or programming task, a set of directions was read 
to the subject. The directions, which were included in the modified consent letter, are shown 
in Appendix B. The task description was communicated on a typed, one-page handout. This 
handout also was explained verbally to the subjects individually immediately before they were 
to begin the assigned task. The actual task direction sheets used in the study are included in 
Appendix B. The timer was initiated by the researcher when the subject was instructed to 
Stan. 
A survey instrument also was administered to each of the subjects. This instrument 
surveyed information relevant to the covariates used in the study. An example of the survey 
instrument can be located in Appendbc B. 
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The Pilot Studies 
Students enrolled in an Intrudiiction to Automation Systems (I Tec 446) class at Iowa 
State University participated in the first pilot study during the spring semester of 1998 The 
students had received prior instruction in the class on both Relay Ladder Logic and State 
Logic PLC programming languages. The amount of instruction favored RLL. The students 
had experienced approximately six hours of lab and lecture instruction on RLL while they 
received only approximately two hours of lab and lecture instruction on State Logic. These 
subjects were utilized to obtain information on the clarity of the instrumentation which was 
used in the final study. 
The subjects were awarded an additional 10 percentage points toward their PLC 
examination for participating in the pilot study. The subjects were randomly assigned, without 
replacement, to the treatment combinations (Table 3.1) and were required to perform the 
tasks identified in Table 3.3. They were also instructed to use their lecture notes and examples 
if so desired. At the completion of the subject's assigned task, the subjects were asked to 
express any conmients that may help the study Examples of the actual task sheets were given 
to the subjects; the directions that were read to the subjects by the researcher are included in 
Appendix A. Twenty-eight subjects participated in the first pilot. Table 3 .4 shows how they 
were assigned to the different treatment groups. 
A second pilot study was conducted in May, 1998 for the primary purpose of gaining 
experience with coordinating multiple computer stations which were to run as part of the final 
study. During the first pilot, only two computer stations were evaluated at a time. 
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Table 3 .4 Pilot 1 factorial design with the number of students assigned to each treatment 
TASK STRUCTURE 
TASK PRESENTATION 
Linear Procedural 
Task 
Conditional 
Branching Task 
Natural Language 
(State Logic) 
7 7 
Mi-xed Modalit>-
Language (RLL) 
7 7 
To collect data more efficiently, the number of stations was increased to six. This number was 
chosen solely based on the availability of the testing computer hardware and software. In 
addition to piloting the increased number of subjects per session, the video instruction was 
incorporated for the first time. The second pilot tested an additional 12 graduate students 
fi-om I Tec 580, Applied Techniques in AutoCAD class. Each of the students received extra 
credit for their participation. Table 3.5 shows how the students were assigned to the different 
treatment combinations. 
Table 3 .5 Pilot 2 factorial design with the number of students assigned to each treatment 
TASK STRUCTURE 
TASK PRESENTATION 
Linear Procedural 
Task 
Conditional 
Branching Task 
Natural Language 
(State Logic) 
3 3 
Mixed Modality 
Language (RLL) 
3 3 
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Data Collection 
During the data collection, the same laboratory room was utilized so that the 
researcher could record the program development times accurately and be available for any 
major malfunctions or programming mishaps. These mishaps could happen by an accidental 
keystroke (i.e., the subject hit the wrong Function Key), which would require additional 
knowledge not contained in the video tape instruction, or could occur from a computer crash. 
During the pilot studies, several subjects failed to complete their tasks during the allotted time 
due to accidental keystrokes. Therefore, the definition of a mishap was expanded to include 
(I) a failure which occured because of lack of knowledge not covered in the video instruction 
and/or (2) lack of retention of knowledge presented in the video instruction. In the final study 
the researcher could also assign a mishap to a subject if the subject's progress had been halted 
for a significant amount of time, approximately two minutes of no progress made. When this 
occurred, the subject was brought back to a familiar part of the program and explained the 
reason for the error (the time was not halted). The number of mishaps was recorded by the 
researcher. 
Upon successful completion of the task, the program development time was recorded 
by the researcher, the computer monitor was shut off, and the subject was escorted from the 
laboratory. Each subject's program was recorded on a 3 .5" disk. After the last subject of that 
session had finished, the computers were reset and prepared for the next session. 
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Analysis and Sumniar>-
Minitab Version 11 0 was used to aid in the analysis of this experiment. A two-by-two 
factorial design was analyzed with the dependent variable being program development time. 
Program development time was the time a subject took to successfiilly program, debug, and 
run the program that met the criteria stated. The following statistical procedures were 
employed in the study. 
1. normality tests 
2. basic statistics calculations 
3. fitted factorial model 
The results are reported in Chapter 4. 
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CHAPTER 4. FINDINGS 
Overview 
This chapter explains the findings of the study. The pilot studies, descriptive statistics, 
inferential statistics, tests of hypotheses, and summary are discussed in this chapter. 
Pilot Studies 
Pilot #1 Study Findings 
The primary purpose of the first pilot test was to test whether the desired tasks were 
achievable in the time allotted. The subjects' input was collected at the conclusion of their 
testing trial through written comments which were solicited by the researcher. The twenty-
eight subjects, taken as a sample of convienence fi-om two sections of an 1 Tec 446, 
Automation Systems, class during the spring semester of 1998, were instructed "to please give 
any input which may help to improve the study." Table 4.1 below includes all of the data 
collected fi'om the first pilot including the subjects' comments, as well as the researcher's 
observations. 
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Table 4.1 Pilot 1 summary 
Subjea Treat­
ment 
Devel. 
Time 
(sec) 
Mishaps 
& 
Restarts 
Subject's Conunents Researchers 
Observations 
2 1.1 726 IM 
OR 
list I/O 
problem 
6 1.1 849 OM 
OR 
Ma)^  ^- give an instruction sheet to test subject 
and then go through instructions. 
1 hr. lab only 
missed lecture 
11 1.1 508 OM 
OR 
As for the stud\-. I was a bit confused of the task 
description. It seemed to sound more difficult 
than it was. So. 1 had some trouble figuhng out 
exactly what I was to do. Other than that it went 
real well. 
FIO Zoom 
problem 
16 1.1 853 OM 
OR 
1 was a little bit confused at the beginning of the 
assignment task. I thought that I would need to 
write the code or add to what was alreadv' there. 
Once I realized what I was supposed to do. the 
process was simple. 
21 1.1 917 OM 
OR 
I had trouble imderstanding the wording of 
Task A. Once I understood what it was asking, 
it only took a few minutes to complete. 
26 1.1 499 OM 
OR 
I hadn't done to much with State other than in 
class. But even with my limited exposure. 1 still 
foimd mv way around easily. 
27 l.I 257 OM 
OR 
Very easy. Required only the step by step 
handout that was given to us. Also, a knowledge 
of State Logic and the Eclips probably helps too. 
3 1.2 897 IM 
IR 
Easy task, almost seemed to easy. 1 tried to 
make it more difficult than it was. I had 
forgotten some of the operations of ECLIPS 
from the lecture, but quickly remembered once I 
saw the screens. The program is self-
explanatory. 
Ust I/O 
problem 
7 1.2 669 OM 
OR 
The menus provided are extremely helpful in 
this language. I did not need to know how to 
nm it very much beforehand or really need 
assistance in running the programmer as 1 
always do after several weeks on Relay Ladder 
Logic. 
10 1.2 2400+ IM 
2R 
My program would not allow me to turn off the 
LED's. It said you can not turn them off. More 
training on I/O listing. 1 couldn't get the name 
changed. 
list I/O 
problem 
15 1.2 877 IM 
IR 
The e.xperiment was not difficult but I didn't 
enter the descriptive language correctly the first 
time. I then had trouble redefining my I/O's. 
list I/O 
problem 
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Table 4.1 (continued) 
18 1.2 2400+ 2M 
2R 
Once I became familiar with where I was in the 
program, things went smoother. Confusion with 
part B of exercise pre\ ented me from 
completing. Task w as able to e.\ecute program 
successfully just did not meet part B. 
new file 
list I/O 
problem 
23 1.2 500 OM 
OR 
This was very simple. Almost too simple. I was 
e.\pecting a trick. I had trouble getting my 
program to run. but 1 think I was looking at m> 
notes wTong. 
25 1.2 2400+ OM 
OR 
The task seemed eas\ but the "help" didn't 
define "operand" and I couldn't get that error to 
go away. The big problem is that 1 haven't had 
a lot of e.\perience or training on the software. 
The task was easy to understand, but lack of 
e.vperience prevented it from getting done. 
5 2.1 1756 OM 
IR 
Reading each individual task thoroughly and 
imderstanding what it implies is important. I 
made or assumed bv- inferring that my code was 
saying what the task asked for. Instead. I should 
have noted documenting and explicitly coding 
the codes as laid out on task. The task is not 
very difficult but trying to understand what it is 
the task want you to e.\actly do can be 
confusing. I spent more time guessing what it is 
e.\actly the task requires me to do. even though 
the code works (stopwatch). Directions at first 
were clear, though. 
8 2.1 2400+ OM 
OR 
Due to lack of repetitious practice the Ladder 
Logic test caused me some difficulty in 
performing the task. 
FIO Zoom 
problem 
12 2.1 2400+ OM 
OR 
More emphasis needs to be put on commands 
such as zoom. 
FIG Zoom 
problem 
14 2.1 247 OM 
OR 
This wasn't too hard, but I never would have 
gotten it without the use of my notes! 
17 2.1 162 OM 
OR 
Like working w/ Relay Ladder Logic. placed labels 
in 3rd colimm 
24 2.1 2400+ IM 
OR 
Zoom on other software means something 
totally different than it does on Ladder Logic. 
Help menus aren't user friendly. 
exited software 
FIO Zoom 
problem 
28 2.1 561 OM 
OR 
I feel that if I didn't have my command sheet 
for this program. I wouldn't have finished it. I 
was verv luckv. 
4 2.2 2169 OM 
IR 
Couldn't remember how to nickname 
inputs/outputs. Software provides very little 
guidance & help. 
9 2.2 2400+ 2M 
IR 
logic problem 
FIO Zoom 
problem 
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Table 4.1 (continued) 
13 2.2 1384 OM 
6R 
Frustrating due to lack of checking each step to 
figure out what I forgot. 
took ~4.5 min 
for code onlv 
19 2.2 324 OM 
OR 
I had no problems understanding what was 
being asked of me. 
20 2.2 397 OM 
OR 
It was pretty easy. It would have been ven 
difficult without the ITEC 446 Lab e.xperiences. 
1 feel very comfortable using RLL and can see a 
lot of usefulness in manufacturing. 
22 2.2 462 OM 
OR 
Test seemed ok. It was easy because of the 
simplicity of the task. [X)cumentation took most 
of the time 1 used. Longer tasks would take 
much more time in RLL. 
29 2.2 2400+ OM 
4R 
Didn't bring notes. Assimied descriptors had to 
be abbreviated. Help files in windows stvle. 
vertical link 
problem 
'l.l = State Logic, Linear (Procedural Task 
^1.2 = State Logic. Conditional Branching Task 
'2.1 = Relay Ladder Logic. Linear Procedural Task 
''2.2 = Relay Ladder Logic. Conditional Branching Task 
M = Number of Mishaps 
R = Number of Restarts 
The data collected for the programming development times contained a large degree 
of variability. This variability was attributed to the following: 
1. The directions for the tasks lacked clarity. 
Approximately 25% of the subjects reported that the directions could be improved or that 
they were difficult to understand what was being asked. 
2. Learning involvement varied for the pilot test group. 
The subjects were taken from two sections of a 1998 spring semester I TEC 446 class. Due to 
the number of available PLC stations and computers, students were asked to work in a team 
environment. Although they were instructed to share the amount of hands-on experience (take 
turns using the programming language), the instructor had observed that this was seldom 
achieved. 
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3. The subjects' attendance ivos not controlled for during the instruction. 
Students from the I Tec 446 classes could not be forced to to attend all of the instruction 
given in the class. 
4. The amount of training was different between RLL and State Logic Programming 
Methodologies. 
Because the pilot subjects were obtained from two sections of I TEC 446 classes where more 
instructional emphasis was placed on RLL, the amount of variation could also be attributed to 
this attribute. The RLL instruction consisted of approximately 10 hours of lecture and lab, 
while the State Logic instruction only consisted of approximately 2 hours of lecture and lab. 
5. Several subjects participated in the pilot without the use of their notes. 
Although all the subjects were instructed that the use of their notes would be permitted during 
the pilot, several students choose not to bring their materials to their scheduled testing time. 
6. The subject's note taking ability was not controlledfor in the pilot. 
Several key programming notes were often missing from a subject's I Tec 446 class notes. 
The following changes were enacted as a result of the first pilot. 
I. The instruction time across both programming platforms, RLL and State Logic, was 
staiuJardized to two-hours of video instruction. 
The use of video instruction was chosen because of the availability of an industry training 
expert and the variation which might occur with an interactive instructor across different 
training classes was minimized. 
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2. Powerpomt presentation notes were provided to the subjects which contained all of 
the necessary information for one to complete a desired task. 
This was done for two reasons. The first reason was to ensure that all of the necessary 
information would be given to the subjects. This important information could be used by the 
subjects during the testing portion of the study. The second reason was to decrease the 
amount of training time which the subject would have to undergo. By giving the notes to the 
subjects, it would allow the instructor to cover more information in a shorter period of time. 
The most frequent problems which had occurred due to poor notetaking involved the Zoom 
command in RLL and the LIST I/O command in State Logic. 
3. The task directions were changed to improve clarity. 
An instruction which directed the subjects to "Do all the steps prior to the downloading and 
running" was changed to "All programming should be done prior to running the attempted 
solution." The original direction was confusing to State Logic users because the labeling 
instruction step is performed by the programmer during the downloading sequence. Another 
instruction was added to those who were tested on the RLL platform. Several of the subjects 
in the first pilot used both the Nickname and I/O Description options when only the use of 
Nicknames was required. As a result, some of the subject's programming development times 
were slightly longer than they could have been. State Logic uses only the equivalent of the 
Nicknames option in RLL. 
4. The testing time h-os increasedfrom 40 minutes to 60 minutes. 
Originally, the time of 40 minutes was chosen because of the accuracy of the stopwatch 
equipment. Its directions indicated that the accuracy would change from 1/100 of a 
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second accuracy to 1 second accuracy after 40 minutes had been timed. During the pilot it 
was observed that the accuracy did not change as indicated in the equipment directions; 
rather, it changed accuracy after 30 minutes of use. This, combined with two observations 
where the subject was very close to completion when the 40-minute time had elapsed, 
comprised the reasoning to increase the testing time up to 60 minutes. 
Pilot #2 Study Findings 
A second pilot was necessary to test the changes from the first pilot. In addition to the 
enacted changes listed in the previous section, the use of more computer testing stations was 
to be employed to collect the data more efficiently. The number of stations was increased 
from two to six. This required more work on the part of the researcher in coordinating the 
study. Due to this increase in the number of subjects who were tested at a time, the researcher 
was unable to perform observations on the participants. The subjects of the second pilot were 
asked again to give their input on how the study might be improved. The most significant 
change, however, was the change in the type of instruction. Table 4.2 below summarizes the 
second pilot test results. Only 12 subjects, a sample of convience taken from a section of I Tec 
580, Applied Techniques in AutoCAD, class in May 1998, were utilized in the second pilot. 
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Table 4.2 Pilot 2 summ'ary 
Subject Treat­
ment 
Oevel. 
Time 
(sec) 
Mishaps 
& 
Restarts 
Subject s Comments 
1 1.2 626 OM 
OR 
Good stud\'. Viewing of \ideo was a little long. Section on 
program menus was a little conhising. 
Learn to use state logic was not difficult but navigating through 
software was. Should hav e an overhead with first \iewing screen. 1 
spent 2-3 minutes trying to figure out where to start programniing. 
Make sure that all the instructions that you give during the 
second(lab) portion of the study is written. This removes the 
chance of leaving out information. 
2 2,2 3600+ IM 
OR 
1 wish that 1 have a computer to pla\' with when the instructor 
e.xplain the PLC. 1 run into problem of actually saving the file first 
after creating the program which cause me always running an 
emptv' program. I wish 1 can follow the instruaor better. 1 am a 
kind of person that always want to get the end result quickly which 
make me skip several "important" step -(ESC) which result in my 
problem. 
3 I.l 906 OM 
OR 
1 modified the progranu just to be e.\plicit. so that there is no 
confusion to the switches for on and off. 
4 2.1 1235 OM 
OR 
5 1.2 375 OM 
OR 
If the video is going to used to train other users, you may improve 
it by the following two small points; (1) E.xplain a little clearer 
about the status of "on" and "off." The relationship between 
"depress" "don't touch" "normally closed" "normally open" and 
"on" ."o£F." 1 understand it by reading the notes 3 times back and 
force. (2) The instruaor tried about 3 codes in the video program 
before running a new one. he stopped the ciurent one. 1 noticed it 
very late. Other than the above, the video and the e.\periment itself 
are great. 
6 2.1 620 OM 
OR 
Suggestions; (1) Take into consideration the differences between 
native and non-native English speakers of the examines. (2) 
Choose a time section when people are not generally tired. 
7 1.1 3600+ 3M 
OR 
F^roblem is that the definition of terminology is not clear to me. 
8 2.2 3600+ 2M 
OR 
The information from the F keys are not clear. 
9 2.2 3600+ OM 
OR 
(1) Seems a lot of communication put in the front part of lecture. 
(2) Put some emphasis on normal on/off (make clearer difierence). 
(3) Write program with step by step. 
10 1.1 831 OM 
OR 
(1) The presenter could show a motor nmning when he gets to the 
run mode of each project. (2) The te.xt on the screen could be 
larger because we are glued to the screen. (3) The pace of the 
presentation is good. (4) The presenter has done a good job. (5) 
The ta«;lf is fairlv demanding. 
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Table 4.2 (continued) 
11 2.1 369 OM 
OR 
For this particular e.xercise. the redundanc\ of the video. going 
over the e.\amples over and over w/in the software helped 
tremendously. I caught myself in monitor mode when I was t\ing 
to change it to on/off-line but the recalling from the video it was 
prett\- eas> to get out of any trouble spots. Good luck! 
12 1.2 3600+ 2M 
OR 
I had problem understanding where I was in the software when the 
monitor was turned on. Then the cursor was above the task. The 
was no where in the video that the guy stated that writing the code 
has to be below the state. Overall I knew how to nm the software 
but I got lost at the start. You should let us start &om creating a 
prpjea screen. 
*1.1 = State Logic. Linear Procedural Task 
''l.I = State Logic. Conditional Branching Task 
• .^1 = Reia>' Ladder Logic. Linear Procedural Task 
"*2.2 = Relay Ladder Logic, Conditional Branching Task 
M = Number of Mishaps 
R = Number of Restarts 
The second pilot study indicated several key issues that also would need to be 
addressed in the final study. These key issues include: 
1. A better orientation to the computer's screen atui task were needed. 
Several subjects had indicated that they had problems understanding what was being asked of 
them. 
2. A possible problem might exist if subjects who do not possess English as a first 
language are used in the study. 
The second pilot utilized students from a graduate class at Iowa State University where a 
larger number of foreign students were enrolled. 
3. Several subjects failed to complete their task within the 60 minutes allotted. 
This may have resulted fi^om many factors, including language (native English or native other) 
and level of computer experience. 
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In order to address these key issues, the following changes were incorporated into the 
final study; 
1. Interactive instruction of the directions was incorporated into the experiment. 
The researcher explained individually the current computer screen and the task which was 
asked of the subject. The subject could then ask any needed questions concerning the task or 
the software screen that they were to work within. The timers were activated after the 
subjects had individually stated they were ready to begin the test. 
2. Covariates were incorporated into the study. 
Several covariates were used which included; gender, status (undergraduate or graduate), 
undergraduate classification (fi-eshmen, sophomore, junior, or senior), age (under 20, 20-30, 
30-40, or over 40), computer experience (no experience, little experience, somewhat 
experienced, experienced, or expert), and language (native English or native other). 
3. The mishap definition was modified. 
The definition of a mishap was expanded to include the inability to proceed as judged by the 
researcher. This then would increase the likelihood that all the subjects would complete the 
task in the allotted time. 
Descriptive Statistics 
The population of this study was general university students at Iowa State University 
with no previous PLC programming experience during the summer session from June 8-13, 
1998. The subjects were solicited from two classes. Marketing 340 and Computer Science 
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207. Both of these classes generally have a wide cross-section of student majors. 
Development Times 
Figure 4.1 shows the mean development times and standard deviations obtained from 
the study. The subjects that received the State Logic(SL) treatments generated a mean 
program development time of 310.7 seconds while the subjects which received the Relay 
Ladder Logic treatments generated a mean program development time of 1090.5 seconds. 
This difference equates to a 779.8 second savings (71.5%) in programming development times 
attributed to the natural language over its counterpart, the mixed modality language. Figure 
4.1 also depicts a change in mean development times associated with the type of task 
performed. The linear procedural(LP) task had a mean program development time of 545.9 
seconds, and the conditional branching(CB) task had a mean program development time of 
855.2 seconds. The change in mean times for LP and CB equate to a difference of 309.3 
seconds. Therefore, the mean programming development times across the two different types 
Mean StDev 
tp 
SL 310, .7 110.9 
RLL 1090. ,5 121.9 
ts 
LP 545. ,9 121.3 
CB 855. 2 120.5 
cp' ts 
SL LP 202. 1 167.7 
RLL LP 889, ,7 168.4 
SL CB 419, , 2 178.0 
RLL CB 1291, .2 164.9 
Figure 4.1 Mean program development times and standard deviations 
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of task structure show that the linear procedural task utilized in the study could be completed 
36.2% faster than conditional branching task utilized 
Gender 
The number of male and female participants were almost equal. Of the 26 subjects 
who participated in the study, 12 (46.2%) were males and 14 (53.8%) were females. 
Status 
The majority of the participants were undergraduates. There were 22 (84.6%) 
undergraduates and 4 (15.4%) gratuate students in the sample. A further breakdown of the 
participants is represented as follows: 0 (0%) freshmen, 3 (11.5%) sophomores, 4 (15.4%) 
juniors, 15 (57.7%) seniors, and 4 (15.4%) graduate students. Figure 4.2 below illustrates the 
distribution of subjects by their status. 
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Figure 4.2 Distribution of subjects by status 
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Age 
The majority of the participants fell into the 20-30 year old age classification. The 
breakdown of age classifications is as follows; 1 (3 8%) under 20 years old, 20 (77.0%) 20-30 
years old, 4 (15.4%) 30-40 years old, and I (3.8%) over 40 years old. Figure 4.3 below shows 
the distribution of subjects by age. 
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Figure 4.3 Distribution of subjects by age 
Computer Experience 
The level of computer experience reported by the participants varied fi"om "little 
experience" to "experienced." This factor's breakdown is as follows: 0 (0.0%) no experience, 
5 (19.2%) little experience, 15 (57.7%) somewhat experienced, 6 (23 .1%) experienced, and 0 
(0.0%) expert. Figure 4.4 shows the distribution of subjects by their computer experience. 
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Figure 4.4 Distribution of subjects by computer experience 
English 
The study reported that 20 (76.9)% of the subjects spoke English as their native 
language, while 6 (23.1)% of the participants did not have English as their first language. 
Inferential Statistics 
Identifying the Outliers 
A two-level factorial analysis of covariance was performed. Originally, there were 30 
subjects who provided data for the study. Four of the subjects were identified as outliers and 
thus were removed to meet the assumption of normality using Ryan-Joiner Tests of Normality 
results. Three of the four subjects did not complete the RLL/Conditional Branching Task 
T 1 r 
2 3  i  
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within the allotted 60 minutes. Interviews with these subjects, which occurred immediately 
following their programming efforts, yielded some explanation for their performance. 
Two reasons were stated for not completing the tasks; (1) lack of understanding due 
to language and (2) a vision problem. Two subjects were non-native English speakers and 
indicated that they had little or no previous computer experience. They did not understand the 
material or the task and therefore were overwhelmed and unable to perform the required 
work. A third subject was unable to complete the task because of a severe vision problem. She 
was sitting in a position during the material presentation so that she could not see the video 
instruction. When she was asked why she did not notify the researcher about the problem, she 
responded that she did not realize that she was missing any important information. The fourth 
subject was removed fi^om the data to meet the assumption of normality for the State 
Logic/Linear Procedural Task. The raw data of the study and identified outliers can be located 
in Appendix C. 
Tests of Normality 
Each of the four treatment combinations were analyzed using the Ryan-Joiner Test of 
Normality. The results are shown in Figure 4.5. 
For three of the four treatment-level combinations, the data met the assumption of 
normality at an a = .05 level. For p-values less than .05, the null hypothesis of normality 
should be rejected. For the State Logic/Conditional Branching Task, the p-value of .0269 
leads to the rejection of the null hypothesis of normality. 
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State Logic/Linear Procedural Task 
W-tes t  fo r  Normal i ty  
R 0  9942 
P*Va lue (approx)  >0  1000 
State Logic/Conditional Branching Task 
Average 463 857 
StOev 308 561 
N 7  
W- tes t  fo r  Normal i ty  
R 0  871 1  
P-Va lue (approx)  0  0269 
Figure 4.5 Rvan-Joiner Tests for Normality Results 
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RLL/Conditional Branching Task 
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R 0  9673 
P 'Vatue (approx)  >0  1000 
Figure 4.5 (Continued') 
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Factorial Results 
The two-level factorial analysis of covariance output is shown in Table 4.3 below. 
When a p-value from the output shown in Table 4.3 is less than the level of significance ( .05), 
the attribute associated with that p-value is considered to be a significant factor in the study. 
Task presentation was coded in the output as "tp" and task structure was coded as "ts." Their 
interaction was represented as "tp*ts." 
Table 4.3 Two-level factorial analysis of covariance results 
Estimated Effects and Coefficients for dt 
Term Effect Coef StDev Coef •P p 
Constant 415.86 774.69 0. 54 0. 598 
Gender 129.94 170.18 0. 76 0. 456 
Status 27.86 117.85 0. 24 0. 816 
Age -37.71 156.20 -0. 24 0. 812 
Computer -83.03 137.53 -0. 60 0. 554 
English 255.73 249.02 1. 03 0. 319 
tp 779.81 389.91 91.42 4. 26 0. 001 
ts 309.34 154.67 96.98 1. 59 0. 129 
tp*ts 92.18 46. 09 76.56 0. 60 0. 555 
Analysis of Variance for dt 
Source DF Seq SS Adj SS Adj MS F P 
Covariates 5 2073492 515827 103165 0. 77 0. 586 
Main Effects 2 2943408 2927670 1463835 10. 89 0. 001 
2-Way Interactions 1 48705 48705 48705 0. 36 0. 555 
Residual Error 17 2284613 2284613 134389 
Lack of Fit 13 1919335 1919335 147641 1. 62 0. 343 
Pure Error 4 365278 365278 91320 
Total 25 7350218 
Unusual Observations for dt 
Obs dt Fit StDev Fit Residual St Resid 
24 1520.00 841.97 211.84 678.03 2.27R 
26 703.00 1233.64 265.94 -530.64 -2.10R 
R denotes an observation with a large standardized residual 
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Graphs of the main effects and interaction are illustrated in Figures 4 6 and 4 .7, where 
"dt" represents the development time (dependent variable measures in seconds), "tp" 
represents the task presentation main effect, and "ts" represents the task structure main effect. 
Figure 4.6 appears to show that "tp" is a more significant main effect than "ts." Figure 4.7 
shows an interaction plot for the main effects. Again, "dt" represents the development time 
(dependent variable measures in seconds), "tp" represents the task presentation main effect, 
and "ts" represents the task structure main effect. Since the lines depicted in Figure 4.7 appear 
to be "almost" parallel, the graph would appear to support a lack of interaction between the 
main effects. 
Main Effects for dt 
STATE LOGIC RLL STATE LOGIC RLL 
1 2 1 2 
1100 
900 
700 
500 
300 
is 
Figure 4.6 Graphs of the main effects 
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Interaction Plot for dt 
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Figxire 4.7 Graph of the interaction 
Tests of Hypothesis 
Using the results of the two-level factorial analysis with covariates, each of the 
hypotheses was either rejected or accepted based on a significance level (p-value). The cut off 
level of significance equal to .05 was applied universally to each of the null hypotheses. 
Null Hypothesis 1 There was no difference in mean programming development times at the 
a = .05 level between general university students at Iowa State University with no previous 
PLC programming experience using a mixed modality language (Logicmaster Relay Ladder 
Logic) and a natural language (State Logic) in programming development times. 
Null Hypothesis 1 was rejected because the fi-actional factorial resuks depicted in 
Figure 4.5 show a p-value of .001 for task presentation (tp). A significant difference in the 
programming development times of students at Iowa State University with no prior PLC 
experience was seen between subjects who were asked to program PLCs using a mixed 
modality language and a natural language. 
66 
Null Hypothesis 2 There was no difference at the a  ^ .05 level in mean programming 
development times between general university students at Iowa State University with no 
previous PLC programming experience performing a linear procedural task and those 
performing a conditional branching task. 
Null Hypothesis 2 was not rejected (fail to reject) because the fractional factorial 
results depicted in Figure 4.5 show a p-value of. 129 for task structure (ts). Therefore, there 
was no significant diflFerence in the programming development times of students at Iowa State 
University with no prior PLC experience between those who performed a linear procedural 
task and those who performed a conditional branching task. 
Null Hypothesis 3 There was no interaction at the a = . 05 level between task presentation 
(of a mixed modality language (Logicmaster Relay Ladder Logic) and ttatural language 
(State Logic)) and task structure (of linear procedural and conditional branching) among 
general university students at Iowa State University with no previous PLC programming 
experience. 
The Null Hypothesis 3 was not rejected (fail to reject) because the fractional factorial 
results depicted in Table 4.3 show a p-value of .60 for the interaction (tp*ts). Therefore, there 
was no significant interaction between task presentation and task structure. 
Additionally, none of the covariates used in the study appears to have a significant 
influence on programming development times for programming PLCs in this study. Therefore 
all of the sub-hypotheses that were included under the main hypotheses, 1, 2 and 3, were not 
rejected. Table 4.4 shows the associated p-values of the covariates utilized in the study from 
the fractional factorial output in Table 4.3. 
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Table 4.4 Covariates and their associated p-values 
Covariate P-value Criteria Conclusion 
Gender .456 .05 Fail to reject 
Status .816 .05 Fail to reject 
Age .812 .05 Fail to reject 
Computer Experience .554 .05 Fail to reject 
English .319 .05 Fail to reject 
Note: All hypotheses were analyzed with the abo\-e cov-ariates included 
Summary 
The results of the statistical analysis for testing the hypotheses were presented in this 
chapter. The results indicated that task presentation between a mixed modality language and a 
natural language was significant in their effects on programming development times for PLCs. 
Subjects who used Relay Ladder Logic to program a PLC took longer to complete a task than 
did subjects who used State Logic. 
The second hypothesis which focused on whether task structure was significant, was 
not rejected. Further analysis; however, indicate that task stucture was very close to being 
significant in the RLL treatments (p-value = .051). Appendix D shows a analyis of covariance 
outputs for the two types of languages independently performed. Although none of the 
covariates used in the study was considered to be a significant predictor of program 
development time, they did serve to explain part of the error variance. 
There appears to be an absence of interaction between task presentation and task 
structure. Therefore, the third hypothesis concerning this question also was not rejected. 
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Additionally, the covariates utilized in the study (gender, status, age, computer experience, 
and English) were not proved to be significant in their contribution to programming 
development times. 
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CHAPTERS. SUMMARY 
The preceeding four chapters have presented the general introduction to the study, the 
literature review, the methodology, and the findings. This chapter presents a summary of the 
previous chapters, and conclusions and recommendations that may be drawn fi-om the study. 
Summary of the Study 
The current literature defines an alphanumeric language as one comprised of 
syntactical statements or one which uses a natural language. Studies than have been performed 
to date have focused largely on alphanumeric versus pictoral computer language methods. 
Fewer studies indicate that mbced modality computer language methods (combination of 
alphanumeric and pictoral) yield superior programming development times over either the 
alphanumeric or pictoral methods alone. 
Although the current literature includes a natural language method of prograrrmiing 
under the alphanumeric definition, the performance of a natural language may be 
underrepresented by the absence of testing and distinction fi-om its counterpart, the syntactical 
language. The purpose of this study was to compare the programming development times of a 
natural language with a mixed modality language for programming programmable logic 
controllers. GE Fanuc's State Logic PLC programming language was used to represent the 
natural language method, and GE Fanuc's Logicmaster Relay Ladder Logic was used to 
represent the mixed modality language method. 
Although Relay Ladder Logic (RLL) is the dominant PLC programming language 
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used today in industry, the State Logic PLC language consistently yielded lower programming 
development times accross the literature's defined two types of computer programming tasks, 
linear procedural and conditional branching. 
The specific purposes of this study were to: 
1. Determine if there were significant differences in programming development times for 
those subjects who have not experienced either a natural language or a mixed modality 
language. Both are different types of task presentation for programming programmable 
logic controllers. 
2. Determine if there were significant differences in programming development times for 
subjects who had experienced either a linear procedural task or a conditional branching 
task. Both are different types of task structure for programming programmable logic 
controllers. 
3. Determine if there were significant levels of interaction between the task presentation and 
task structure variables when programming development time is being measured. 
4 Determine if any of the several covariates used in the study (gender, status, age, computer 
experience, and English) were significant predictors of programming development times 
for programming programmable logic controllers. 
Findings of the Study 
A two-by-two factorial analysis with covariates was used to analyze the data. Twenty-
six of the original thirty data points were utilized in the final analysis. Four of the data points 
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were removed because of a failure to complete the desired task within the alotted time or 
because on one case the data point was removed to meet the assumption of normality using 
Ryan-Joiner statisical tests of analysis. The reserach questions and the null hypotheses were 
analyzed using the two-by-two factorial analysis with covariates. Null hypotheses that 
depicted a probability greater than 0.05 were rejected. 
Research Question 1 
The first research question asked whether the type of task presentation (natural 
language or mixed modality language) significantly impacted the programming development 
times associated with programmable logic controllers. The associated hypothesis 1 was 
rejected and the alternative hypothesis was accepted, which stated that a significant difference 
in programming development times did exist between subjects who had experienced a natural 
language type of task presentation and subjects who had experienced a mixed modality type of 
task presentation for programming programmable logic controllers. The natural language type 
of task presentation had significantly lower recorded programming development times 
compared to the mixed modality type of task presentation. The associated p-value for task 
presentation was .001. 
Research Question 2 
The second research question asked whether the type of task structure (linear 
procedural or conditional branching) significantly impacted the programming development 
times associated with programmable logic controllers. The associated hypothesis 2 
was not rejected (fail to reject) and the null hypothesis was accepted stating that there was no 
significant difference in programming development times between subjects who had 
experienced a linear procedural type of task structure and subjects who had experienced a 
conditional branching type of task structure in programming programmable logic controllers. 
The associated p-value with task structure was .129 
Research Question 3 
The third research question asked whether a significant interaction existed between 
task presentation (natural language or mixed modality language) and task structure (linear 
procedural or conditional branching) when programming development times were analyzed 
with programmable logic controllers. The associated hypothesis 3 was not rejected (fail to 
reject) and the null hypothesis was accepted which stated that there was no significant level of 
interaction between the main efifects of task presentation (natural language or mixed modality 
language) and task structure (linear procedural and conditional branching) in programming 
programmable logic controllers. The p-value associated with the interaction was .555. 
Research Question 4 
The fourth research question asked whether any of the covariates used in the study 
(gender, status, age, computer experience, and English) significantly impacted the subjects' 
programming development times. None of the covariates utilized in the study had significantly 
impacted the subjects' programming development times. The associated p-values for the 
covariates were: gender (.456), status (.816), age (.812), computer experience 
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(.554), and English (.319). 
Discussion and Conclusions 
The results of this study indicate that task presentation significantly impacts 
progranuning development times in programming programmable logic controllers. Further, 
because of the two types of task presentation that were analyzed, natural language and mixed 
modality language, a contribution to existing knowledge has also been made. Until this study, 
a natural language had been included under the alphanumeric language classification. Existing 
literature had indicated that mixed modality, a combination of alphanumeric and pictoral 
languages, had significantly lower programming development times than that of either 
alphanumeric or pictoral alone. This study's results indicate that a natural language does not 
belong under the language classification termed alphanumeric because of its superior 
performance ability (71.5% savings in mean program development times) over mixed modality 
languages, which syntactical languages had failed to accomplish. 
Although the literature identifies two basic types of task structure, linear procedural 
tasks and conditional branching tasks, this study could not support that they have a significant 
impact on programming development times for programming programmable logic controllers. 
Due to the fact that most PLC programming tasks are comprised of a combination of the two 
with conditional branching tasks more likely out-numbering the linear procedural, it is 
questionable whether this failure to support the existing literature constitues a real concern for 
those purely interested in selecting a PLC language. Perhaps a larger sample size could also 
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reveal a significant difference in programming developments times. With an N = 26, it could 
be possible that the sample size was not large enough to witness a significant difference. The 
descriptive statistics did yield a mean development time for the linear procedural task of 545 .9 
seconds. This mean time, although not recognized as significantly lower than the mean time of 
855.2 seconds for the conditional branching task, realizes a 36.2% reduction in mean 
programming development times. It is also important to note that further analysis of 
covariance procedures were performed on State Logic and RLL independently. This 
information is located in Appendix D. According to the separate analyses, task structure does 
show to be almost significant (p-value = .051) on the mixed modality language, but not on the 
natural language (p-value = .882). 
There appeared to be no significant level of interaction between task presentation and 
task structure. Unlike Flowchart, a pictoral language identified in the literature, which loses its 
utility as the task difficulty changes from a linear procedural to a conditional branching type of 
structure, the natural language. State Logic, did not appear to lose any of its utility over the 
other type of task presentation analyzed, the mixed modality language. 
Industry should strongly consider the implementation of a natural language into its 
process control. State Logic is a natural language that is currently commercial available 
through GE Fanuc and yields significantly lower programming development times over its 
counterpart. Relay Ladder Logic. In addition, it is strongly recommended that a natural 
language be considered its own classification instead of lumping into in to the alphanumeric 
category. This study warrants this based on the natural language's performance superiority. 
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Summary of Chapter 5 
Task presentation was shown in this study to contribute significantly to the 
progrmming development times of general university subjects from Iowa State University with 
no prior PLC programming experience. Specifically, the use of a natural language appears to 
lower the programming development times significantly as compared to the use of a mixed 
modality language which is most commonly used today in industry for programming PLCs. 
Task structure, although not identified in this study to significantly reduce the 
programming development times of PLCs, did yield a large difference which may be identified 
with a larger sample. Due to the large variation in programming development times across 
both types of task structure, this study could not witness a significant difference between 
linear procedural and conditional branching tasks. Task structure, when examined only on the 
RLL treatment, did reveal a significant difference. 
The study failed to reject the absence of interaction between the main effects, task 
presentation and task structure. The covariates used in the study did not appear to 
significantly influence the programming development times of general university students at 
Iowa State University with no prior programming experience. The use of equally weighted (# 
subjects) blocks would improve and verify the observations and conclusions of this study. 
Recommendations 
During the process of collecting and analyzing the data for this study, several areas 
which may further this area of research have been identified and suggested. These areas are 
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identified as follows: 
1. This study could be replicated using a larger number of subjects. 
2. The study could also be performed on subjects with a more technically similiar 
background, interest level, and first language (English) thus reducing some of the inherent 
variability. 
3. Several different, yet parallel, tasks could be implemented in order to increase the 
generalizability of the quasi-experiment. 
4. SFC and C programming languages could also tested in a similiar study where SFC could 
represent another type of mixed modality language and C could represent a pure 
syntactical, alphanumeric language. Both languages are also methods of programming 
PLCs. 
5. The instruction portion of the study could try to implement a "hands on experience" 
portion of instruction in order to reduce performance anxiety and variation. 
6. Personality analysis could be included to determine if the subjects' personalities have an 
effect on their programming development times. 
7. State Logic's state engine ability was not utilized in this study through the limitation of a 
task to one rung. Further research on this element of State Logic could provide additional 
information on this product's capabilities. 
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APPENDIX A: PILOT STUDY DIRECTIONS, LINEAR 
PROCEDURAL TASK SHEET - PILOT, AND CONDITIONAL 
BRANCHING TASK SHEET - PILOT 
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PILOT STUDY DIRECTIONS 
Both: 
1. All programming should be done prior to download and running of the solutions 
attempted, (also posted) 
2. Please do not to touch the current states of the physical input switches. 
3. Shut off the computer monitor when the stopwatch is stopped via the successful output 
desired. Raise your hand and signal the researcher to verify that the proper task 
was accomplished. If the task was not accomplished correctly, the stopwatch will 
again be enabled and you will be asked to continue. 
4. I can not answer any questions regarding the programming skills or PLC functions. 
Further, I can not clarify the task any further than what is presented on your task 
sheet. 
5 . You may use your notes. 
6. If a major mishap occurs where you can not proceed (i.e., a computer crash), I will help 
correct the situation, but the time will not be halted and a record of the mishap will 
be recorded. 
7. You will have a maximum time of 40 minutes to complete the task. 
8. You may use as much blank computer paper (supplied) as needed. The paper used will be 
collected at the end of the session. 
9. Your performance will have no adverse impact on your ITEC 446 grade. In exchange for 
your cooperation, confidentiality, and best efforts you will receive an additional 10 percentage 
points on your ITEC II (PLC EXAM). Confidentiality is extremely vital to this experiment 
and thus you must not reveal what type of task you were asked to perform over the duration 
of the pilot 
10. Please write any comments on your experience at the conclusion of the test period at the 
bottom of the task directions sheet. 
11. Use the output lights on the PLC as indicators of the outputs. 
State Logic:* 
1. You must violate the fundamental of going to another state from a conditional. 
2. You may only use one state to complete the desired task. 
RLL:* 
1. Only use one rung in the solution. 
•Instructions were given because a higher le\'ei of content was covered in the ITEC 446 class than what was to 
be required in the pilot. 
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LINEAR PRODURAL TASK - PILOT 
PLC PILOT TEST 
Subject: 
Date & Time slot: 
Programming Time: 
a) Document this existing program so that it associates the Descriptive Language 
Identifier with the proper I/O (Input/Output). 
Descriptive Language Identifier I^ 
STARTl 11 
START2 12 
STOP 13 
LEDl Ql 
b) Download the program to the PLC and Run it. 
Comment Section 
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CONDITIONAL BRANCHING TASK - PILOT 
PLC PILOT TEST 
Subject: 
Date & Time slot: 
Programming Time: 
a) Turn on LEDl and LED2 only when the START 1 switch is on and the 
START2 switch is off. If the switches are altered from this specification, the 
LEDs will turn off. 
b) Document this existing program so that it associates the Descriptive Language 
Identifier with the proper I/O (Input/Output). 
Descriptive Language Identifier I/O 
STARTl 11 
START2 12 
LEDl Qi 
LED2 Q2 
c) Download the program to the PLC and Run it. 
Comment Section 
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APPENDIX B: PLC MODIFIED CONSENT LETTER, LINEAR 
PROCEDURAL TASK SHEET, CONDITIONAL BRANCHING 
TASK SHEET, AND SURVEY INSTRUMENT 
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PLC MODIFIED CONSENT LETTER 
Thank you for your participation in the PLC study. Your performance today will have 
no adverse impact on your Class grade. In exchange for your cooperation, confidentiality, 
and best efforts you will receive additional bonus points from your Class instructor. 
Confidentiality is extremely vital to the experiment and thus you must not reveal what type of 
task you were asked to perform over the duration of the study. 
Your partial Social Security Numbers have been coded to a Subject Number (i.e. 1). 
The coding and the partial Social Security Numbers will be destroyed at the completion of this 
study. Therefore, your performance and identity will be kept confidential and will not be 
released to anyone except myself 
The study will require you to participate for the next three hours. The first two hours 
will involve the active viewing of a PLC programming video. Following the video instruction, 
you will be conducted to the computer lab and will be required to develop a program or 
complete a desired task. You will have a maximum time limit of one hour to complete the 
desired task. At no time during the video presentation or during the programming evaluation 
will you be allowed to leave the room. Therefore, you should take advantage of the 10 minute 
break issued between the second and third hours. 
The risks involved in this study are similar to those which you experience in the 
classroom or lab. You will be required to view a two hour video tape of instruction. At the 
completion of this viewing, you will then be required to operate a personal computer. A 
moderate amount of stress may be imposed upon you during the testing portion of this study. 
Although, this study is not designed to promote competition between individuals, one may feel 
fhistrated and disappointed in his/her performance. Remember, everyone will be randomly 
assigned a task. Your treatment may be one of four possible treatments and average times to 
complete the desired tasks may vary. 
Today you will be introduced to the "most widely employed industrial process control 
technology used" (Lauzon, Mills, & Benhabib, 1997, p. 91). Typically PLCs are used to 
control conveyor systems, to sequence robots, and to collect and disseminate information in 
the industrial environment. At this time, I would like to offer to anyone who wishes not to 
continue with this study to withdraw his/her implied consent and discontinue participation in 
this study. One may withdrawal his/her consent at any time during the study without prejudice 
to the subject (45 CFR 46.116). By participating throughout the entire study (full three 
hours), you are implying you consent to participate in the study and will thus be elgible for 
bonus points from your instructor. 
I would like to read the following directions to you: 
PLC STUDY Directions: 
1. All programming should be done prior to running the attempted solution. 
2. Shut off their computer monitor when they have stopped the stopwatch via the 
successful output desired. Raise your hand and signal the researcher to verify that the 
proper task was accomplished. If the task was not accomplished correctly (or only 
partially), the stopwatch will be enabled again and you will be asked to continue. 
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3. I can not answer any questions regarding the programming skills or PLC functions. 
Further, I can not clarify the task any further than what is presented on your sheet. 
4. You may use your notes from the video presentation. 
5. If a major mishap occurs where they can not proceed (i.e. a computer crash), I will 
help correct the situation, but the time will not be halted and a record of the mishap 
will be recorded. 
6. You will have a maximum time of 60 minutes to complete the task. 
7. You may use as much blank computer paper (supplied) as needed. The paper used 
will be collected at the end of the session. 
8. Use the input and output lights on the PLC as indicators of the inputs and outputs 
current state. 
State Logic; 
Only use one state in the solution. 
RLL: 
Only use one rung in the solution. 
If you have any questions or concerns, I would be happy to address them now. 
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LINEAR PROCEDURAL TASK SHEET 
PLC STUDY 
Subject: 
Date & Time slot: 
Programming Time: 
a) Label the existing program (given to you on your computer monitor) so that it 
associates the following Common Name Identifiers with the proper I/O 
(Input/Output) address. Be specific and use the exact Common Name Idenfier 
shown below. Download the program to the PLC. 
Common Name Identifier I/O address 
STARTl 11 
START2 12 
STOP 13 
LEDl Ql 
b) Run the program. 
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CONDITIONAL BRANCHING TASK SHEET 
PLC STUDY 
Subject: 
Date & Time slot: 
Programming Time: 
a) Turn on LEDl and LED2 only when the START! switch is on and the 
START2 switch is off. If the switches are altered from this specification, the 
LEDs will turn off. 
b) Label this existing program so that it associates the following Common Name 
Indentifiers with the proper I/O (Input/Output) address. Be specific and use the 
exact Common Name Idenfier shown below. Download the program to the PLC. 
Common Name Identifier I/O address 
STARTl 11 
START2 12 
LEDl Q1 
LED2 Q2 
c) Run the program. 
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SURVEY INSTRUMENT 
Subject 
PLC STUDY SURVEY 
Please take a few minutes to complete this survey for the PLC study so that I may gather a 
little background data on you. This information will be kept confidential and the individual 
information will not be released to anyone except myself the researcher. This information will 
be coded into a subject number (i.e. I) and your partial Social Security Number information 
will be destroyed. Thank you for your participation. Please answer every question below by 
circling the "best" answer. 
1. What sex are you? 
2. What type of student are you? 
Male 
Female 
Undergrad 
Grad 
3. If you answered Undergrad in question #2, what are you classified as? 
4. What is your age? Under 20 20-30 
5. Do you have any prior PLC experience? 
6. Is your first language English'' 
7. Describe your level of computer experience. 
Freshmen 
Sophomore 
Junior 
Senior 
30-40 Over 40 
Yes No 
Yes No 
Expert 
Experienced 
Somewhat Experienced 
Little Experience 
No Experience 
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APPENDIX C: RAW DATA - OUTLIERS REMOVED AND 
RAW DATA - IDENTIFIED OUTLIERS 
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RAW DATA - OUTLIERS REMOVED 
Subject Code tp ts dt Mishaps Restarts Gender Status Age Computer Exp English 
1 2 2 1 443 0 0 2 4 2 3 1 
2 3 2 1 738 2 0 2 4 2 3 1 
3 11 2 2 1820 8 0 1 5 2 2 2 
4 13 1 2 245 0 0 1 4 2 4 1 
5 16 2 2 1261 5 2 2 4 2 3 1 
6 17 2 2 970 3 0 2 4 3 3 1 
7 19 1 1 219 0 0 1 4 2 4 1 
8 20 1 1 243 0 0 1 2 2 2 1 
9 21 2 1 841 2 0 1 4 2 3 1 
10 23 1 2 581 1 0 1 5 3 3 2 
11 24 1 2 533 2 0 1 5 2 3 2 
12 26 1 1 186 0 0 1 3 1 2 2 
13 29 2 2 1864 7 1 2 4 2 3 1 
14 30 1 2 254 0 0 1 4 2 4 1 
15 33 2 1 1321 4 2 2 3 2 2 1 
16 34 1 1 105 0 0 2 2 2 3 1 
17 36 1 1 156 0 0 2 4 2 4 1 
18 38 1 2 278 0 0 1 4 2 3 1 
19 39 2 2 1147 5 1 1 4 2 4 1 
20 41 2 1 312 2 0 1 4 2 3 1 
21 42 1 1 194 0 0 2 4 2 2 1 
22 43 1 1 145 0 0 2 2 2 4 1 
23 44 1 2 269 0 0 2 3 2 3 
24 46 2 1 1520 6 0 2 3 3 3 1 
25 47 1 2 1087 2 0 2 5 3 3 
26 51 2 2 703 2 0 2 4 4 3 1 
tp(1 =State Logic. 2=RLL) 
t^ 1 ^ Linear Procedural. 2=Condit)onal Branching) 
Gender(1 =Maie. 2=Female) 
Status(1=Freshmen. 2=Sophocnore. 3=Junior. 4=Senior. 5=Gracluate) 
Age(1 =Under 20. 2=2C>30. 3=30-«, 4=0ver 40) 
Computer Expenence(1=No Experience. 2=Uttle Experience. 3=So(newtiat Experienced. 4=Experienced. 5=Expert) 
English(1 =English as 1 st Language. 2=English not as 1 st Language) 
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RAW DATA - IDENTIFIED OUTLIERS 
Subject Code tp ts dt Mishaps Restarts Gender Status Age Computer Exp. English 
27 27 2 2 3600 15 2 1 4 2 2 2 
28 28 2 2 3600 17 0 1 4 2 1 2 
29 35 2 2 3600 10 0 2 4 2 3 1 
30 31 1 1 571 1 0 1 4 2 3 1 
tp(1 =State Logic, 2=RLL) 
ts(1 =ljnear Procedural, 2=CorKlitional Branching) 
Gender(1 =Male, 2=Fen)ale) 
Status<1 =Freshmen, 2=Sophomore. 3=Junior, 4=Senior, 5=Graduate) 
Age(1=Under 20. 2=203D, 3=30-0, 4=0ver 40) 
Computer Expenence<1=No Experience, 2=Uttte Experience. 3=Somewtiat Experienced. 4=Expenenced. 5=Expert) 
English(1=Englisti as 1st Language. 2=English not as 1st Language) 
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ADDITIONAL FINDINGS 
Analysis of Covariance (Orthogonal Designs) 
Factor 
ts 
Levels Values 
2 1 
Analysis of Covariance for dt 
Source 
Covariates 
ts 
Error 
Total 
DF 
5 
1 
5 
11 
Adj SS 
1639303 
748349 
576749 
2775061 
MS 
327861 
748349 
115350 
F P 
2.34 0.138 
6.49 0.051 
Covariate 
Gender 
Status 
Age 
Computer 
English 
Coef 
203.3 
-969.6 
-324.1 
144.4 
1742.1 
StDev 
306 
342 
182 
351 
803 
T 
0.664 
-2.837 
-1.778 
0.412 
2.170 
P 
. 536 
,036 
.136 
.698 
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Analysis of Covariance (Orthogonal Designs) 
Factor 
ts 
Levels Values 
Analysis of Covariance for dt 
Source 
Covariates 
ts 
Error 
Total 
DF 
5 
1 
7 
13 
Adj SS 
413239 
581 
171149 
869817 
MS 
82648 
581 
24450 
F 
3. 38 
0 .  0 2  
P 
0.072 
0 . 8 8 2  
Covariate 
Gender 
Status 
Age 
Computer 
English 
Coef 
5.16 
54.94 
290.68 
-36.14 
192.99 
StDev 
100. 9 
57.5 
1 2 1 . 2  
67.8 
117.9 
T 
0.0511 
0.9560 
2.3983 
-0.5329 
1.6367 
P 
0.961 
0.371 
0.048 
0 . 6 1 1  
0.146 
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APPENDIX E: HARDWARE DESCRIPTIONS 
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Station #1 
HARDWARE DESCRIPTIONS 
Computer Monitor 
Computer Keyboard 
Computer CPU 
PLC 
Input Switches T\pe 
Stopwatch 
AT«&T CRT 329D. SN 918604175315 
AT&T. SN 915336000260 
AT&T 6386SX/EL WGS CPU-M42. SN 91TY29145936 
GE FANUC SERIES 90 MICRO MODEL IC693LT>R001GP1. SN 9610849 
CUSTOM MADE SWITCH BOX; 
(3) RADIO SHACK 275-602A SPST TOGGLE SWITCHES 
(1) RADIO SHACK 270-235 ALUMINUM PROJECT ENCLOSURE 
SPALDING MODEL SF002 
Station #2 
Computer Monitor 
Computer Keyboard 
Computer CPU 
PLC 
Input Switches Type 
Stopwatch 
AT&T CRT 329D. SN 918604175312 
IBM MODEL M ED# 2248837 - PART NUMBER 1391401 
AT&T 6386SX/EL WGS CPU-M42. SN 91TY29144268 
GE FANUC SERIES 90 MICRO MODEL 1C693UDR001GP1. SN 9612442 
CUSTOM MADE SWITCH BOX; 
(3) RADIO SHACK 275-602A SPST TOGGLE SWITCHES 
(1) RADIO SHACK 270-235 ALUMINUM PROJECT ENCLOSURE 
SPALDING MODEL SF0()2 
Station #3 
Computer Monitor 
Computer Keyboard 
Computer CPU 
PLC 
Input Switches T>tx: 
Stopwatch 
AT&T CRT 329D, SN 918604175316 
AT&T. SN 915336000379 
AT&T 6386SX/EL WGS CPU-M42. SN 91TY29144216 
GE FANUC SERIES 90 MICRO MODEL IC693UDR001GP1. SN 9612441 
CUSTOM MADE SWITCH BOX; 
(3) RADIO SHACK 275-602A SPST TOGGLE SWITCHES 
(I) RADIO SHACK 270-235 ALUMINUM PROJECT ENCLOSURE 
SPALDING MODEL SF002 
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Station #4 
Computer Monitor 
Computer Keyboard 
Computer CPU 
PLC 
Input Switches T>'pe 
Stopwatch 
AT&T CRT 329D, SN 918604175325 
AT&T MODEL 305D. SN 915341004550 
AT&T 6386SX/EL WGS CPU-M42. SN 91TY29144246 
GE FANUC SERES 90-30: 
IC693CPU313K BASE 5-SLOT WITH CPU 
IC395-033DV. 3.10 
IC693PWR321M 120/240 VAC I25VDC 30W POWER SUPPLY 
IC693MDL940C OUTPUT RELAY 2A 16PT 
GE FANUC IC693ACC300D INPUT SIMULATOR MODULE 
SPALDING MODEL SF002 
Station #5 
Computer Monitor 
Computer Keyboard 
Computer CPU 
PLC 
Input Switches Type 
Stopwatch 
AT&T CRT 329D. SN 918604175321 
AT&T MODEL 305D. SN C915006555 
AT&T 6386SX/EL WGS CPU-M42. SN 91TY29144265 
GE FANUC SERIES 90-30; 
IC693CPU313E BASE 5-SLOT WITH CPU 
IC395-033DV. 3.10 
IC693PWR321P 120/240 VAC 125VDC 30W POWER SUPPLY 
IC693MDL940E OUTPUT RELAY 2A 16PT 
GE FANUC IC693 ACC300D INPUT SIMULATOR MODULE 
SPALDING MODEL SF002 
Station #6 
Computer Monitor 
Computer Keyboard 
Computer CPU 
PLC 
Input Switches Type 
Stopwatch 
AT&T CRT 329D, SN 918604175317 
AT&T MODEL 305D. SN C915006173 
AT&T 6386SX/EL WGS CPU-M42. SN 91TY29144264 
GE FANUC SERIES 90-30: 
IC693CSE313B BASE 5-SLOT WITH CPU 
IC395-033DV. 3.10 
IC693PWR321R 120/240 VAC 125VDC 30W POWER SUPPLY 
IC693MDL940B OUTPUT RELAY 2A 16PT 
GE FANUC IC693ACC300C INPUT SIMULATOR MODULE 
SPALDING MODEL SF002 
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AND STATE LOGIC INSTRUCTIONAL HANDOUT/NOTES 
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RLL INSTRUCTIONAL HANDOUT/NOTES 
Introduction to 
Relay Ladder Logic 
Dan Wisner 
Applications Engineer 
Crescent Electric 
Des Moines. lA 
Rcto« LaMc> U>«* C>r*«M9«u  ^ R 
What is a PLC? 
• PLC stands for a Programmable 
Logic Controller. 
- "a special-purpose computer that has 
been manufactured to stand up to 
harsh environments often found in 
manufacturing and process plants." 
(Johnson. 1996) 
What is a PLC? 
- generally used to control processes 
(robots, conveyors, machines, etc..) 
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The Parts of a PLC 
• Input Module 
- where input devices are physically 
wired to (i.e. push buttons, selector 
switches, limit switches, temperature 
and pressure sensors, etc..) 
The Parts of a PLC 
• Output Module 
- where real-world field devices are 
wired to (i.e. motors, relays, lights, 
solenoids, etc..) 
- devices may be discrete or analog 
The Parts of a PLC 
• Central Processing Unit (CPU) 
- the Computer part of the device 
where the program resides 
- provides the "connection" between 
the Input Module and the Output 
Module 
The Parts of a PLC 
Example: "if a pushbutton is wired to the 
input pomt and a motor starter is w ired to an 
output point the logic control program 
written in the CPU may be designed to cause 
the motor to start when the pushbutton is 
depressed." (Johnson. 1996) 
The Parts of a PLC 
• The Power Supply 
- prov ides operational power to the 
industrial computer (PLC) 
- power for the inputs and outputs are 
generally separate and not in any 
wa> connected 
Relay Ladder Logic (RLL) 
• uses a program structure which 
resembles electrical control 
"ladder" drawings. 
•designed for electricians and uses 
symbols in its control logic. 
• uses "rungs" programmed on a 
"ladder". 
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RLL Basic Input/Output 
Symbols 
• Examine On Input- if input has 
voltage (is on), then symbol will 
match in the RLL program. 
• Examine Off Input- if input has no 
voltage (is off), then symbol will 
match in the RLL program. 
RLL Basic lnput/(Jutput 
Symbols 
• Output - if a rung is true, an output 
on the same rung will become true. 
RLL Basic Input/Output 
Symbols 
• What the symbols look like. 
Examine On Examine OfT Output 
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RLL Rungs and Ladder 
• Several rungs may appear on a 
ladder. 
• Example rung shown below: 
RLL Rungs and Ladder 
I Ladder 
II 02 
Rung 
Input Devices 
• Normal Open 
- Normal Open devices are those 
which normal iv do not close a 
circuit. 
- E.xample: ^ 3 
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Input Devices 
•Normal Closed 
- Normal Closed devices are those 
which normally close a circuit. 
- Example; 
n ^ 
L«likr Matcnif* Un«ta«cil ^  iultm U 
Input Devices 
• Momentary" 
- use normal states (normal open or 
normal closed) 
- must press and hold to retain the 
non-normal state. 
•<« •« (Ivxiovcit luM a 
Input Devices 
• Two-State 
- not momentary and usually not 
described with a normal state. 
Input Devices and the 
PLC Logic 
• The PLC Ladder Logic means 
nothing to the user unless he/she 
knows what types of physical input 
devices are tied to it. 
input Devices and the 
PLC Logic 
• The logic symbol which is chosen 
in the RLL depends on the 
physical input device type and the 
desired action to be required of the 
operator or field sensor. 
input Devices and the 
PLC Logic 
• For Example: 
- a punch press machine is to be 
operated by a person which needs to 
push and hold two buttons in order 
for the machine to start. 
- the physical input devices are 
normal open, momentary devices. 
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Input Devices and the 
PLC Logic 
12 Ql 
V«Mnat% <• 
Input Devices and the 
PLC Logic 
• A simple change of the input 
device type to momentary, normal 
closed devices require a change in 
the logic. 
II 12 Ql 
Input Devices and the 
PLC Logic 
• The code may need to change if 
the desired action is also changed 
• Instead of the operator having to 
press and hold the buttons, now 
he/she does not have to do 
anything to start the punch press. 
Input Devices and the 
PLC Logic 
• The input devices are still 
normally closed, momentary 
devices. 
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Input Devices and the 
PLC Logic 
II 12 01 
input Devices and the 
PLC Logic 
• If only one of the buttons needs to 
be depressed. 
• And the inputs are normally open, 
momentary devices. 
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Input Devices and the PLC Logic 
Input Devices and the 
PLC Logic 
• Symbol Selection Matrix 
Input Put State Symbol Selection Symbol Action 
ON Examine On Matchcd = ON 
OFF Examine On No Match = OFF 
ON Examine Off No Match = OFF 
OFF Examine 0(T Match - ON 
Practice Exercise # 1 
•A light (tied to QI) is to turn on 
w h e n  a  s t a r t  b u t t o n  ( t i e d  t o  I I )  i s  
depressed. 
• Write the code to resemble the 
situation. 
- Start button is a normally open. 
momentar> device. 
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Practice Exercise # 1 
II 
t«ta* I «|iMr L)r> elupiil tuka il  ^»(«• 
Practice Exercise #2 
• A light (tied to Q5) is to turn on 
when a start button is depressed 
(tied to 12) and a stop button (tied 
to 13) is not touched. 
Practice Exercise #2 
• Write the code to resemble the 
situation. 
- Start button is a normalK open, 
momentarv device. 
- Stop button is a normally closed, 
momentary device. 
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Practice Exercise #2 
Ida* 1 mUat 
12 U Q5 
H. >U«mi 9 U 
Practice Exercise #3 
• A light (tied to Q1) is to turn on 
when either start button 1 (tied to 
II) or start button2 (tied to 12) is 
depressed and a stop button (tied to 
13) is not touched. 
Practice Exercise #3 
• Write the code to resemble the 
situation. 
- Start button 1 is a normally open, 
momentarv device. 
- Start button2 is a normally closed, 
momentarv device. 
- Stop button is a normally closed, 
momentarv device. 
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Practice Exercise #3 
II u QI 
12 
Q 
MaWntu, Untlcvol loM B AR|kt 
Practice Exercise #4 
• A light (tied to Q1) and a motor 
(tied to Q2) are to turn on when 
e i t h e r  s t a r t  b u t t o n  1  ( t i e d  t o  I I )  o r  
start button2 (tied to 12) is 
depressed and a stop button (tied to 
13) is not touched. 
Practice Exercise #4 
• Write the code to resemble the 
situation. 
- Start button 1 is a normally open, 
momentary device. 
- Start button2 is a normally closed, 
momentary device. 
- Stop button is a normally closed, 
momentary device. 
Practice Exercise #4 
II u QI 
12. , Q2 
 ^ Wtunti* iM> «lsvcJ lr>« fl 'A 
Navigation Skills 
• Use F keys to navigate. 
• may require SHIFT F key for 
more menus. 
• Demo 
How to Select or Create a 
Program Folder 
• C I..M90M e Esc back, twice to 
« Fl - Micro Main Menu after 
® F8 - Program Folder 
Functions 
O Fl - Selecl'Create 
I nier folder name or 
•«leci Irom table 
It create Program 
program has been 
created and/or 
selected. 
® Bottom of monitor 
screen in the middle 
should indicate the file 
f^older Does Noi E*t« name vou are 
CreatcOnc' N» 
I ENTERI 
currentK in. 
B 1  ^  s'tnM •  K ' 4 M  ^  A  
Writing the Code (Program) 
• From Main Menu. 
Pick F1 - Program 
Display/Edit 
• Pick and insert desired 
logic symbols from F 
keys at top of monitor 
screen. 
Note Shift - an F lew 
ma\' bnng more 
options 
• make sure vou are 'n 
Scop & Oniirie Vtoiics 
<ALT Rand ALT 
I •ttrr I Mavnato D»\cli d * 
• After each rung is 
wrinen. one must 
press the ESC button 
once to accept the 
rung 
• tne nuiu vkit! change 
color trccn u>nite to 
itrav 
o Pressing ESC again 
will bring you back to 
the Main Menu and 
automatically save the 
changes to the disk 
Documenting the Code 
(Program) 
• From Main Menu. o Fl - Program Insert 
Select F1 - Program I'O 
Display/Edit. Nicknames 
B Highlight Variable Descnpiions 
Declarations with the • Press ESC to update 
cursor. the folder and return 
® FIO - Zoom to Program 
Display/Edit Menus 
-.1.. >^rT-r H-t-mJ-
Editing Your Code (Program) 
' From Main Menu. 0 Pick appropriate 
Pick Fl - Program changes from the F 
Display Edit key s above and make 
® Highlight the rung you changes. 
wish to edit with the 
cursor - it will turn 
white from gray when 
It IS highlighted. 
S F2 - Edit 
1 «Uct > il>r> • * i««i 
I l l  
Editing Your Code (Program) 
If vou wish to delete a If you wish to delete 
specinc piece oi logic an entire rung of logic 
hichlieht It and press highlight 11 and press 
ALT 6 ALTD 
' Note >>ou are in the . Note vou ore not in the 
Edit Menu Edit Ntenu You are tn 
Che menu ^^here >ou 
mav procram insen a 
runtf 
Rcla« L»fcl«i MaMn«i [)r«(liivciJ •••Mm » 
Downloadmg the Code 
(Program) to the PLC 
• From the Main Menu, • Press [Enter] 
Pick F9 - L tilit> o Program Does Not 
Load Store Match. Continue'' 
® F2 - Store From (Y/M) 
Programmer to PLC" Y [Enter) 
- Sotc Be )ure .ou ore 
'n Moo ^toOc 1 ALT R) 
Nute Be >urc >ou ore 
• Overwrite? (Y/N) 
Y [Enterl 
n Online Mode 
' AL r Vh ® Store Complete 
• Lottic ^ould sav Equal 
at txxtom right iovker 
•omer ot the monitor 
Kreen 
a.,., t 
Downloading the Code 
(Program) to the PLC 
-» Note: irStore was • Press (Emerl 
complete and message o Program Does Not 
still sa\s Logic Not Match. Continue? 
Equal, do the (Y/N) 
following Y [Enter] 
' Press ESC once to • Overwrite"' (Y M) 
menu with Load or Y (Enter] 
Store options ® Store Complete 
» F2 - l.oad from PLC Louie shouid sav bQuai 
to Programmer at bottom nght 
<!omcf ot* tne mooit»*i 
«<• 1 ~_lr' . ^ B A I1(*I ^reen ^ 
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Running the Code (Program) 
If you wish to see the 
code while you run the 
program, do the 
following: 
From Main Menu. 
select F1 - Program 
Display Edit 
Press ALT R to Run 
Mode 
Note you do nut ha\e 
to view the code to run 
It ALT R will run the 
code from an> menu 
that you are currently 
m 
Note to stop, press 
ALT R to Stop Mode 
14>«(k Mawn«l>  ^  ^ Aftfln 
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STATE LOGIC INSTRUCTIONAL HANDOUT/NOTES 
Introduction to State Logic 
Dan Wisner 
Applications Engineer 
Crescent Electric 
Des Moines. lA 
What is a PLC? 
• PLC stands for a Programmable 
Logic Controller. 
- "a special-purpose computer that has 
been manufactured to stand up to 
harsh environments often found in 
manufacturing and process plants." 
(Johnson. 1996) 
What is a PLC? 
- generally used to control processes 
(robots, conveyors, machines, etc..) 
The Parts of a PLC 
• Input Module 
- where input devices are physically 
wired to (i.e. push buttons, selector 
switches, limit switches, temperature 
and pressure sensors, etc..) 
The Parts of a PLC 
•Output Module 
- where real-world field devices are 
wired to (i.e. motors, relays, lights, 
solenoids, etc..) 
- devices may be discrete or analog 
The Parts of a PLC 
•Central Processing Unit (CPU) 
- the Computer part of the device 
where the program resides 
- provides the "connection" between 
the Input Module and the Output 
Module 
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The Parts of a PLC 
..Example: "ifa pushbutton is wired 
to the input point and a motor 
starter is w ired to an output point 
the logic control program written 
in the CPU may be designed to 
cause the motor to start when the 
pushbutton is depressed." 
(Johnson, 1996) 
The Parts of a PLC 
•The Power Supply 
- provides operational power to the 
industrial computer (PLC) 
- power for the inputs and outputs are 
generally separate and not in any 
way connected 
State Logic 
• uses an interface program known as 
ECLIPS. 
• ECLIPS is a natural language 
software which allows the 
programmer to program in his/her 
own natural words. 
• Some restrictions do apply, however. 
State Logic Basics 
• Outputs are normally off 
• Words may only be up to 20 characters 
long 
• Words must start with a letter; 
numbers and underscores are 
allowed 
State Logic Basics 
• Not case sensitive 
• Three categories of Words -
Kevwords, Names. & Filler Words 
State Logic Basics 
• Keywords 
- predefined set with ECLIPS 
- can be changed and synonyms 
created 
- flexibility allows use of unique 
terminologies 
1 
State Logic Basics 
programs may be written in any 
language 
• Examples: Energize, Go. If. On 
S4s*n^» Ur»<N»ed»» a iknfki 
State Logic Basics 
• Names 
- created by the programmer 
- tasiv. names, state names. I/O names, 
variable names 
State Logic Basics 
- using meaningful terminology is 
important to the programming 
technique 
•• Examples; Input switch. 
Microswitch2. Motor. Light 
1 
State Logic Basics 
• Filler Words 
- have no meaning in the program 
- for readability only 
. Examples: the, to, have, degrees, 
pounds 
State Logic Basics 
• Statements 
- this is what a line of code is called. 
- analogous to english sentences 
State Logic Basics 
- composed of expressions 
•. must have a functional expression 
• Example: Tum on LIGHT 
may have conditional expression in 
lieu of or in addition to a functional 
expression 
• Example: If INPITI is on. then tum on 
LIGHT 
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State Logic Basics 
• Statements 
- Example 
•> If Switch I is on and SwitchZ is ofF, 
then execute the Lieht. 
NteM L4««>» Mawnw* » 
State Logic Basics 
- Notice that all Statements must end 
with a period!!!!!!!!!!!!!!!!! 
If, on. and. off. execute — are 
Keywords 
. Switch 1. Switch2. Light — are Names 
• is. then, the — are Filler Words 
Input Devices 
• Normal Open 
- Normal Open devices are those 
which normally do not close a 
circuit. 
- E.xample: 
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Input Devices 
•Normal Closed 
- Normal Closed devices are those 
which normally close a circuit. 
- Example: 
Input Devices 
• Momentary 
- use normal states (normal open or 
normal closed) 
- must press and hold to retain the 
non-normal state. 
Input Devices 
•Two-State 
- not momentarv and usually not 
described with a normal state. 
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Input Devices and the 
State Logic 
• The PLC Logic means nothing to 
the user unless he/she knows what 
types of physical input devices are 
tied to it. 
Input Devices and the 
State Logic 
•The Keyword which is chosen in 
the State Logic depends on the 
physical input device t\pe and the 
desired action to be required of the 
operator or field sensor. 
input Devices and the 
State Logic 
• For Example: 
- a punch press machine is to be 
operated by a person which needs to 
push and hold two buttons in order 
for the machine to start. 
- the physical input devices are 
normal open, momentars devices. 
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Input Devices and the 
State Logic 
if Button 1 and Button! are on, then turn on Punch_Press. 
A 
fMK Meiefwh 3et ei«e«U ' 
Input Devices and the 
PLC Logic 
• A simple change of the input 
device type to momentar\'. normal 
closed devices require a change in 
the logic. 
if Button 1 and Button! are off. then turn on Punch Press. 
Input Devices and the 
PLC Logic 
•The code may need to change if 
the desired action is also changed 
• Instead of the operator having to 
press and hold the buttons, now 
he/she does not have to do 
anvthing to start the punch press. 
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Input Devices and the 
PLC Logic 
•The input devices are still 
normally closed. momentar>' 
devices. 
if Button I and Button2 are on, then turn on Punch_Press. 
MIIBWMI. Ut*tw Ma B VknfM 
Input Devices and the 
PLC Logic 
• If only one of the buttons needs to 
be depressed. 
• And the inputs are normally open, 
momentary devices. 
if Bultoni or Button! is on. then turn on Punch_Press. 
Practice Exercise # 1 
• A light is to turn on when a start 
button is depressed. 
• Write the code to resemble the 
situation. 
- Start button is a normally open, 
momentary' device. 
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Practice Exercise #1 
• STATE: ONE 
if start_button is on. then turn on Light. 
L««n. Maft '*n(M 
Practice Exercise #2 
•A light is to turn on when a start 
button is depressed and a stop 
button is not touched. 
Practice Exercise #2 
• Write the code to resemble the 
situation. 
- Start button is a normally open, 
momentarv device. 
- Stop button is a normally closed, 
momentarv device. 
Practice Exercise #2 
• STATE: ONE 
if Start_button and Stop_button are on. 
then turn on Light. 
SIM UaicnM* Dn«kiv*il rrs WM R 
Practice Exercise #3 
• A light is to turn on when either 
start button 1 or start button2 is 
depressed and a stop button is not 
touched. 
Practice Exercise #3 
• Write the code to resemble the 
situation. 
- Start button 1 is a normally open, 
momentary device. 
- Start button! is a normally closed, 
momentary device. 
- Stop button is a normally closed, 
momentary device. 
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Practice Exercise #3 
• STATE: ONE 
if Start_buttonl is on and Stop is off or 
Start_button2 and Stop are off. then turn on Light. 
elueeU »« ly*B H 
Practice Exercise #4 
• A light and a motor are to turn on 
when either start button 1 or start 
button2 is depressed and a stop 
button is not touched. 
Practice Exercise #4 
• Write the code to resemble the 
situation. 
- Start button 1 is a normally open, 
momentary device. 
- Start button2 is a normallv closed, 
momentary device. 
- Stop button is a normally closed, 
momentary device. 
Practice Exercise #4 
• STATE: ONE 
if (Start_buttonI is on or Start_button2 is off) and 
stop is off, then turn on Light and Motor. 
Navigation Skills 
• Menus are ver\' explicit 
• Use F3 key to retrieve a menu 
• Demo 
How to Create a Project 
T C: ECLIPS SE30V300'. Select No 
ECLIPS Enter State Name i e 
9 Program Power jp 
Press Enter 
• F3 
• To Select an existing 
o Project project, instead of 
« Make New Project selecting Make New 
Enter Proiect Name i e Project pick Retrieve 
John Project. 
Enter Task Name i e Be sure to be in proper 
DnII file directory 
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Writing the Code (Program) 
• Stan writing the code 
with action words 
preceding the I/O. 
• >e Turn on output! 
Make Sure to end 
commands with a 
period 
Documenting the Code 
(Program) 
• The software is self- • To redefine I'D. select 
documenting. List from Main Menu 
Theretbre. when vou (F3) 
pick Translate and Select Digital Points 
Download Follow menus at 
(Downloading to the bonom ot' screen as 
PLC) you will be needed 
asked to document ail 
undefined words (like 
a spell check). 
Editing the Code (Program) 
• Move the cursor to 
\\here the change is 
desired and backspace, 
insert, change names, 
etc. using the 
keyboard. 
Uownloadmg the Code 
(Program) to the PLC 
« From the Main F3 « Search for Undefined 
Menu. Select Project Words? (Yes/No 1 
(for retrieve, cops. Yes (Enter] 
save. etc.) • Select Define Digital 
® Select Translate and Points 
Download s [Enter] 
• [Enterl Scanning process 
O Save? (Yes-No) begins 
Y [Enter] 
&«M« La«K On Oawtf fl 
Uownloading the Code 
(Program) to the PLC 
• "Program will run for 
one hour" 
[Enter].[Enterl 
Should set; a blank 
screen with message 
saving Halted m 
lower right window 
Running the Code (Program) 
• After Downloading. 
Select F3 
9 Select Project (ruti. 
halt. etc.) 
• Select Run 
To Slop the run mode 
pick hall trom the F 5 
menu 
To go back lu edii 
mode, pick guit trom 
F3 and then select 
Program 
NOTE TO USERS 
The videotapes for appendices G and H are not included in 
this original manuscript. It is available for consultation at 
the author's graduate school library. 
UMI 
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APPENDIX G: ACCOMPANYING VIDEOTAPE -
INTRODUCTION TO RELAY LADDER LOGIC 
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Introduction to Relay Ladder Logic 
This video instruction was developed to train individuals with no prior PLC 
progranuning experience on how to perform simple one nmg tasks. Daniel G. Wisner, an 
Applications Engineer from Crescent Electric Supply Company, Des Moines, Iowa, provided 
the instruction. This video assumes no technical background or prior programming experience 
and does not cover complete instruction on all of GE Fanuc Logicmaster Relay Ladder 
Logic's capabilities. 
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APPENDIX H: ACCOMPANYING VIDEOTAPE -
INTRODUCTION TO STATE LOGIC 
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Introduction to State Logic 
This video instruction was developed to train individuals with no prior PLC 
programming experience on how to perform simple one state tasks. Daniel G. Wisner, an 
Applications Engineer from Crescent Electric Supply Company, Des Moines, Iowa, provided 
the instruction. This video assumes no technical background or prior programming experience 
and does not cover complete instruction on all of GE Fanuc State Logic's capabilities. 
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