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Artikkelen presenterer to sentrale elementer i nyere litteratur om årsaksslut-
ning: den kontrafaktiske modellen og Judea Pearls grafiske teori om kausalitet.
Målet er å vise hvordan kausale grafer (DAGs) kan være et hjelpemiddel til
klargjøring av premissene som ligger til grunn for gyldige årsaksslutninger
med observasjonsdata. Først viser vi hvorfor årsakssammenhenger ikke kan
observeres, men bare tilnærmes via slutninger basert på antagelser. Videre går
vi gjennom grunnelementene i den grafiske teorien om kausalitet, og beskriver
tre ulike strategier for å identifisere årsakssammenhenger ved bruk av grafiske
verktøy. Til slutt presenterer vi en problemstilling – såkalt endogen seleksjon –
som det grafiske rammeverket tydeliggjør. 
Nøkkelord: årsaksslutninger, kausale grafer, den kontrafaktiske modellen,
identifiseringsstrategier, endogen seleksjon
Innledning
Taper kvinner inntekt på å få barn? Tjener menn på å gifte seg? Blir man
rikere av å ta høyere utdanning? Påvirker en oppvekst i fattigdom barns
SOSIOLOGI I DAG, ÅRGANG 43, NR. 3/2013  9-38
SID 3-2013 ombrukket4_SID  03.10.13  11:35  Side 9
senere utvikling og livssjanser? Gjør familieetablering at kriminelle skjerper
seg? 
Disse spørsmålene handler om årsakssammenhenger. Å gå fra å observere
korrelasjoner til å bekrefte årsaksforbindelser er en helt sentral oppgave for
sosiologer (Butz og Torrey 2006), og dette er det flere grunner til. For det første
er det en utbredt oppfatning at årsaksslutninger står sentralt i vitenskapelige for-
klaringer (Angrist og Pischke 2009; Elster 2007; Okasha 2002; Woodward
2003). For det andre er det nyttig å finne ut av hva som forårsaker noe. For at
mennesker skal ha mulighet til å frembringe ønskede samfunnsendringer er det
avgjørende at årsaksforbindelser blir klarlagt (Skog 2005). For det tredje tyder
mye på at det faller naturlig for mennesker å tenke kausalt og bruke kunnskap
om årsak og virkning til å ta beslutninger (Kahneman 2011). Nytteverdien av
årsaksforklaringer viser til en kontinuitet mellom menneskelivet generelt og
vitenskapelig praksis spesielt (Woodward 2003). I sum er det derfor grunn til å
tro at samfunnsforskningens legitimitet og anerkjennelse av både storsamfunnet
og forskerkolleger vil bli styrket av at vi produserer tro verdige årsaksslutninger.
Troverdighet er imidlertid ikke lettkjøpt. For å undersøke om noe er årsak
til noe annet er det vitenskapelige eksperimenter som egner seg best (Shadish,
Cook og Campbell 2002). Av praktiske, etiske og filosofiske grunner har
norske sosiologer og samfunnsforskere sjelden anledning til å anvende eks-
perimentelle metoder. Selv om flere samfunnsvitenskapelige spørsmål enn
normalt antatt kan besvares med eksperimentelle forskningsdesign (Butz og
Torrey 2006), kommer observasjonsdata til å være en viktig kilde til empiri
også i fremtiden. Utfordringene knyttet til årsaksslutninger på bakgrunn av
observasjonsdata kan imidlertid virke overveldende. Manglende kontroll over
hvem som blir utsatt for hva og nøyaktig hva ulike påvirkninger innebærer er
ikke et bekvemt utgangspunkt for forskning på årsaksforhold. Tross dette er
det gjort betydelige fremskritt de siste tiår når det gjelder å klarlegge beting-
elsene for vellykkede årsaksslutninger basert på observasjonsdata. Hoved-
trekkene er klare: en kontrafaktisk forståelse av kausalitetsbegrepet, språkbruk
fra eksperimentelt design og en anerkjennelse av at ikke-testbare antagelser er
uunngåelige. Denne omfattende og tekniske litteraturen er godt oppsummert
for sosiologer i f.eks. Gangl (2010), Winship og Morgan (1999; 2007), og
blir kort introdusert i første del av artikkelen nedenfor.
I andre del av artikkelen presenterer vi Judea Pearls (2009; 1995; 2010)
grafiske tilnærming til årsaksslutninger, som er kompatibel med og bygger på
de nevnte hovedtrekkene i kausalitetslitteraturen. Pearl forener sin egen forsk-
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ning på kunstig intelligens med den foreliggende litteraturen om årsaks-
begrepet, og byr på det han kaller en grafisk ”kuleramme” for årsaksslutninger.
Resultatet er en intuitiv men rigorøs tilnærming som understreker at sub-
stansiell og teoretisk innsikt i eget forskningstema er avgjørende for å lykkes
med årsaksslutninger. Dette bør etter vårt skjønn gjøre sosiologer interessert i
Pearls arbeider, og anvendelsen av hans innsikter i samfunnsforskning.
Den kontrafaktiske modellen
Det er utbredt tilslutning om det kontrafaktiske årsaksbegrepet, også kalt
Neyman-Rubin modellen etter statistikerne som opprinnelig formulerte og
senere formaliserte den (Neyman 1923 [1990]; Rubin 1974; 1977). Idéen
har vist seg å være både intuitivt og formelt tilfredsstillende og fruktbar for
empirisk forskning på kausale spørsmål. Tross sitt vanskelige navn er
modellen grunnleggende sett bare en formalisering av den intuitive tanken
om at det å stille et spørsmål om en årsakssammenheng innebærer å sammen-
ligne det som faktisk er tilfelle (det faktiske) med det som kunne ha vært,
men ikke er tilfelle (det kontrafaktiske) (Gangl 2010: 23; Winship og Morgan
1999: 662). Kontrafaktiske utfall omtales også ofte som ”potensielle utfall”
(Holland 1986: 946; Imai, King og Stuart 2008: 482), eller ”hypotetiske ut-
fall” (Heckman 2005: 2).
For å eksemplifisere dette, samt de andre modellene vi møter på i denne
teksten, vil vi gjennomgående bruke en velkjent sosiologisk problemstilling.
Det er et etablert faktum at mødre har lavere inntekt enn barnløse kvinner
(se f.eks. Budig og England 2001; Cools og Strøm 2011; Koren man og
Neumark 1992; Petersen, Penner og Høgsnes 2010; Waldfogel 1997). Denne
observerte inntektsforskjellen er utgangspunktet for en omfattende litteratur,
under rubrikken ”the motherhood wage penalty”. Litteraturen tar utgangs-
punkt i spørsmålet: taper kvinner (lønns)inntekt på å bli mødre? Ifølge den
kontrafaktiske modellen innebærer dette kausale spørsmålet at man stiller seg
det hypotetiske spørsmålet ”hva ville skjedd med inntekten til kvinner med
barn hvis de ikke hadde blitt mødre?” I det følgende introduserer vi denne
tankegangen mer formelt. 
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Det grunnleggende problemet
La T betegne en dikotom årsaksvariabel som antar verdiene Ti = 1 (har barn)
og Ti = 0 (har ikke barn). I tråd med eksperimentelt språk kalles gjerne Ti =
1 for behandling (”treatment”) og Ti = 0 for kontroll (”control”). Vi har også
med en kontinuerlig utfallsvariabel Y, som betegner inntekt. Hver observa-
sjonsenhet, i vårt eksempel individuelle kvinner (i), har to mulige utfall som
motsvarer hvorvidt de er mødre Yi
1 eller ikke Yi
0. De hevede tallene 1 og 0
henviser altså her til verdiene hvert individ kan ha på årsaksvariabelen, og de
mulige utfallene (Yi
1) og (Yi
0) er inntekten gitt at man er mor eller ikke. På
individ-nivå er den kausale effekten av å ha barn (δi) på inntekt formelt
definert som
altså forskjellen mellom det faktiske og det kontrafaktiske utfallet (Morgan
og Winship 2007: 33). En nærliggende misforståelse er å tenke på Yi
1 og Yi
0
som henholdsvis inntekten til mødre og inntekten til de barnløse. Dette skyldes
at det er sistnevnte situasjon observasjonsdata tilbyr; faktisk er det strengt tatt
denne situasjonen all forskning på kausalitet er dømt til. Fordi Yi
1 og Yi
0 er
gjensidig utelukkende, og kun én av tilstandene realiseres i den virkelige verden,
observeres alltid bare det som faktisk forekommer. En kvinne kan ikke både
være mor og være barnløs samtidig. Likevel er det forskjellen mellom inntekten
hennes i de to hypotetiske tilstandene vi egentlig spør etter om vi lurer på
hvorvidt morskapet har hatt kausal virkning på inntekten. Vi spør altså ikke
om forskjellen i observert inntekt mellom individer som faktisk er i behand-
lingsgruppen (mødre) og individer som faktisk er i kontrollgruppen (barnløse
kvinner).
Som regel er det ikke individuelle kausaleffekter som blir forsøkt målt,
men varianter av kausale gjennomsnittseffekter (enten det gjelder gjennom-
snitt for populasjonen eller bestemte grupper). Den gjennomsnittlige kausal-
effekten i populasjonen (altså snittet av alle individuelle effekter som fra
likningen ovenfor) utgjør den forventede (E) differansen mellom Y1 og Y0,
som er det samme som differansen mellom forventningen av inntekt gitt at
man er mor og forventningen av inntekt gitt at man er barnløs kvinne for alle
i populasjonen (Morgan og Winship 2007: 36):
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I tråd med terminologien ovenfor, så viser E[δ] fortsatt ikke til inntektsfor-
skjellen mellom mødre og barnløse kvinner i populasjonen. E[δ] viser til den
gjennomsnittlige inntektsforskjellen mellom det kontrafaktiske ”hva hadde
skjedd hvis …” og kvinnenes faktiske fertilitet, som er like lite observerbar
som δi fra likning (1). Denne situasjonen er omtalt som ”det grunnleggende
problemet” for gyldige årsaksslutninger (Holland 1986: 947): selv om δi eller
E[δ] er det egentlige siktemålet i all kausalanalyse, er de altså uobserverbare
parametere!
Det kan være greit å tenke på det grunnleggende problemet for gyldig
årsaksslutning som en variant av et ”manglende variabelverdiproblem”, fordi
vi mangler informasjon om verdiene på utfallsvariabelen vår ved behandling
for de observasjonsenhetene som faktisk befinner seg i kontrollgruppen og
tilvarende under kontroll for de observasjonsenhetene som befinner seg i be-
handlingsgruppen. Forstått slik handler kausalanalyse om å fylle inn
”hypotetiske” utfallsverdier under de ikke-realiserte tilstandene ved innføring
av troverdige antakelser.
Å sammenligne epler med epler
En kausal effekt defineres altså som kontrasten mellom hypotetiske eller
potensielle utfall hvorav kun én kan realiseres og observeres. Dette har to
umiddelbare implikasjoner. For det første, at empiriske data alene aldri kan
tilby oss årsakssammenhenger direkte og at vi derfor må gjøre slutninger fra
observasjoner til kausalitet. For det andre, så nødvendiggjør disse slutningene
noen antagelser, som har til hensikt å fylle tomrommet som de kontrafaktiske
utfallene etterlater seg. Litteraturen om årsaksslutninger handler i stor grad
om å avgjøre hvilke betingelser som rettferdiggjør slutningene, som igjen
handler om å tydeliggjøre og forsvare antagelsene som gjøres.
Som illustrasjon på dette, la oss ta i betraktning den såkalt ”naive es-
timatoren” for gjennomsnittlige kausaleffekter,
som brukt på vårt eksempel ganske enkelt betegner forskjellen mellom inn-
tektsgjennomsnittet for mødre og inntektsgjennomsnittet for barnløse kvinner.
Gjennomsnittene er altså basert på de observerte ”behandlings- og kontroll-
gruppene”. Problemet med denne tilnærmingen, og antageligvis også grunnen
til at den har fått navnet sitt, er at den forutsetter at individene i behandlings-
KAN VI FORBEDRE VÅRE ÅRSAKSSLUTNINGER VED Å TEGNE GRAFER?  13
 
              
             
           
            
  
! ! ! !!! ! ! ! ! !!! ! ! !!!!!!!!!!!!!!!!!!!!!!!!!!! 
           
            
          
                  
                
         !         
               
               
                   
     
              
          
            
  
!!!!!  
                
                   
                 
                 
SID 3-2013 ombrukket4_SID  03.10.13  11:35  Side 13
og kontrollgruppen er like. Dette er ofte usannsynlig av to grunner (Morgan
og Winship 2007: 46): For det første kan de to gruppene ha ulik fordeling på
uavhengig av de hypotetiske utfallene; altså ulik inntekt forut for fødsel eller
graviditet (dvs. seleksjon). For det andre kan den kausale kontrasten tenkes å
være forskjellig mellom gruppene (dvs. effektheterogenitet); f.eks. ved at de
som blir mødre ikke hadde tjent like mye på å (kontrafaktisk) ikke få barn,
som det de som forblir barnløse hadde tapt på å (kontrafaktisk) bli mødre.
I en viss forstand handler alle løsningsforslag til det grunnleggende
problemet om å lage sammenlignbare behandlings- og kontrollgrupper
(Firebaugh 2008). Sammenlignbarhet betyr her at det foreligger statistisk uav-
hengighet mellom årsaksvariabelen  og de mulige utfallene, ofte formalisert
slik:
Denne situasjonen viser til at inntektseffekten av å være mor eller barnløs ikke
har noen sammenheng med hvorvidt man blir mor eller ikke i utgangspunktet.
I tilfeller der (4) er sann, vil (3) være en gyldig estimator for (2), den gjen-
nomsnittlige kausale effekten av T på Y. I denne situasjonen har vi det som
kalles ”ignorability”, et ord som spiller på at vi kan ignorere hvordan folk er
fordelt på behandlings- og kontrollgruppene. Med eksperiment design kan
dette oppnås ved randomisering, som innebærer at hver enkelt enhets ”behand-
lingsstatus” bestemmes av en tilfeldighetsmekanisme (f.eks. myntkast). Denne
fordelingsmekanismen sikrer at enhetenes sortering i behandling eller kontroll
er statistisk uavhengig av alt, inkludert de mulige utfallene som definerer den
relevante kausale effekten (Morgan og Winship 2007: 40).
Betinget uavhengighet
Stilt ovenfor observasjonsdata mangler forskeren imidlertid muligheten til selv
å kontrollere mekanismen som fordeler enheter til behandling og kontroll
(Gelman og Hill 2007: 181). I denne situasjonen snakker man gjerne om
seleksjonsmekanismen heller enn fordelingsmekanismen: det beste man kan
håpe på er å sannsynliggjøre og modellere hvordan enhetene har endt opp i
behandlings- og kontrollgruppen (Morgan og Winship 2007: 41). I sine opp-
rinnelige bidrag til den statistiske litteraturen om potensielle utfall lanserte
Donald Rubin den viktige idéen om betinget statistisk uavhengighet. Tenk på
umuligheten av å randomisere kvinner til grupper av mødre og barnløse.
Rubin (1974; 1977) viste at hvis man likevel kjente grunnlaget for at kvinner
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fordelte seg i disse to gruppene, for eksempelets skyld: biologisk fruktbarhet
(B), lar det seg vise at behandlingsstatus og mulige utfall er statistisk uavhengig
betinget på denne kunnskapen
Denne situasjonen, med en slik utvetydig og enkel seleksjonsmekanisme, er
sjelden (noe mangelen på realisme i vårt eksempel illustrerer). I sosiologi og
annen samfunnsforskning vil ofte deler av seleksjonsmekanismen ikke være målt.
Disse uobserverte faktorene er derfor en alvorlig trussel mot gyldige årsaksslut-
ninger. Likefremt er det å betinge på (”kontrollere for”) andre variable enn be-
handling og utfall fortsatt den vanligste praksisen i samfunnsforskning, oftest
ved bruk av ulike former for regresjonsanalyse og sjeldnere ved hjelp av ”match-
ing”-teknikker. Dette er imidlertid ikke alltid en velfundert innfallsvinkel. For-
utsetningene og implikasjonene blir ofte ikke eksplisitt tematisert. Alternative
strategier synes ofte ikke å ha blitt vurdert.
Selv om den kontrafaktiske modellen gir et godt utgangspunkt for å forstå
utfordringene knyttet til å identifisere årsaksforbindelser, er den i seg selv lite
retningsgivende for empiriske forskere. Dessuten er det vanskelig å utvikle
intuisjon for når vi har en situasjon hvor uobserverbare kontrafaktiske eller
mulige utfall (Y1, Y0) er statistisk uavhengige en gitt årsaksvariabel T, gitt
kunnskap om, måling av og betinging på en eller flere faktorer (som B i ek-
sempelet ovenfor). Når holder det å betinge på andre variable? Finnes det va-
riable man absolutt ikke bør betinge på? Finnes det andre muligheter for
identifisering enn betinging? Judea Pearls kausale grafer er et verktøy som kan
brukes til å tydeliggjøre antagelser og betingelser for gyldige årsaksslutninger,
og forhåpentligvis vil gjøre det enklere for forskeren å besvare disse spørs-
målene ut ifra eget tema og datatilfang.
Introduksjon til kausale grafer (DAGs)
Å fremstille teorier, hypoteser og modeller i grafisk format er vanlig blant
samfunnsforskere. Blant kvantitative sosiologer ble dette særlig befestet gjen-
nom innslag av stianalyse og strukturlikningsmodeller, importert fra øko-
nometri og genetikk av amerikanske sosiologer som Hubert Blalock (1964)
og Otis Dudley Duncan (Blau og Duncan 1967; Duncan 1966). Pearls kausale
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grafer vil minne mange om denne bruken av diagrammer for å beskrive antatte
sammenhenger mellom variable. Faktisk understreker han selv at han forsøker
å påminne samfunnsforskere om fordelene ved slike grafiske representasjoner
(Pearl 2009: 415).
Det er imidlertid noen avgjørende forskjeller. For det første er DAGs ikke-
parametriske, dvs. at de sier ingenting verken om variablenes fordeling eller
om funksjonell form på sammenhengen mellom variablene som undersøkes
(Winship og Elwert 20111). Problemstillinger rundt ikke-linearitet som har
hjemsøkt stimodeller blir dermed irrelevante, i hvert fall på det konseptuelle
plan (Morgan og Winship og Elwert 2007: 63). For det andre er bruken av
DAGs koblet opp mot en teori om kausalitet, utviklet på grunnlag av
problemstillinger fra Pearls forskning på systemer av kunstig intelligens.
Motsatt stianalyse brukes ikke kausale grafer kun til passiv kommunikasjon
av antagelser – her er grafene også et aktivt matematisk verktøy for å utlede
identifiseringsresultater fra Pearls teori (Pearl 2009: 67). Denne teorien
innebærer flere nye idéer som forenkler og klargjør problemstillinger rundt
årsaksslutninger, blant annet betydningen av ”kolliderende” variable, tredel-
ingen av identifiseringsstrategier, og muligheten for å oppnå betinget uav-
hengighet {Y1 ∐ Y0 T|B} uten å kontrollere for alle felles årsaker til T og Y
(Gangl 2010: 27; Morgan og Winship 2007: 62).
                             
Grunnleggende bestanddeler
Under forskningen på læring og beslutning hos roboter utviklet Pearl og hans
kolleger grafiske måter å forenkle relasjoner mellom variable, da de skjønte at
representasjonen av de relevante sannsynlighetsfordelingene raskt ble uover-
siktlig i tabeller (Pearl 2009: 13). Slike grafer, som ikke må forveksles med
grafer over funksjoner (f.eks. kurven som beskriver f (x) = x2) eller diagrammer,
histogrammer og andre visuelle beskrivelser av data, er figurer av nettverk be-
stående av stokastiske variable og deres betingede avhengighet. I det følgende
introduserer vi grunnlogikken i den type graf som er mest nyttig i konteksten
av årsaksforbindelser: DAGs (”Directed Acyclic Graphs”), bayesianske nettverk
eller, som vi skal kalle dem her, kausale grafer. Valget av dette begrepet krever
at vi umiddelbart rydder unna en kilde til mulig misforståelse. DAGs, som
strengt oversatt står for ”asykliske grafer med retning”, kan også brukes til å
kommunisere og modellere ikke-kausale forhold. I Pearls arbeider er bruken
av disse grafene i årsaksslutninger knyttet til et matematisk språk han kaller
”do-calculus”, som vi ikke får behandlet i denne teksten. Det viktigste å vite
16 FERDINAND ANDREAS MOHN OG ARE SKEIE HERMANSEN
SID 3-2013 ombrukket4_SID  03.10.13  11:35  Side 16
om dette i vår sammenheng er for det første at Pearl sidestiller kausalitet med
en kontrollert intervensjon, og uttrykker dette matematisk ved å utføre ”ki-
rurgiske inngrep” i likninger som modellerer årsaksforbindelsen (Pearl 2009:
414). De kausale grafene vi introduserer nedenfor er nyttige fordi hver av
sammenhengene er representert ved en pil som kan fjernes på en ”kirurgisk”
måte (dvs. uten at man rører ved de andre pilene), og simulerer på den måten
et laboratorieeksperiment hvor forskeren manipulerer sammenhengen som
undersøkes. For det andre er det greit å vite at litteraturen om matematiske
grafer også innbefatter begrepet ”causal DAG” (som ift. vår oversettelse er en
”kausal kausal graf”), som viser til en situasjon hvor grafen er en fullstendig
modell over alle felles årsaker til variablene
som inkluderes. I det følgende vil både det
”kirurgiske” synet på kausalitet og antag-
elsen om at grafene er fullstendige modeller
være forutsetninger. Ved å fremsette en
kausal graf påstår vi noe om virkeligheten,
og dette kan selvsagt vise seg å være empirisk
feil. Fokuset i denne artikkelen er imidlertid
på hvordan DAGs kan brukes til å avgjøre
hvorvidt årsakssammenhenger kan iden-
tifiseres, gitt at modellen som anvendes er
riktig. 
En graf består av to synlige elementer:
noder (variabler) og kanter (sammen henger).
I Figur 1 vises nodene med bokstaver i bokser,
som gir navn til variablene, og kantene vises
ved strekene som er trukket opp mellom
boksene. Hvilken type sammen henger kan -
tene representerer avgjør om grafen er en
”DAG”. En pil er en kant som er ”rettet”. Om
alle kantene er piler, som i panel A og B, er
grafen ”rettet”. En sti er en sekvens av kanter
som kan spores mot eller med retningen til
eventuelle piler, uten at man ”krysser” sporet
(f.eks. (T,Y),(Y,V),(V,T) i samtlige paneler).
Stier er ”rettede” om ingen piler langs stien
peker mot en annen av pilene langs stien,
KAN VI FORBEDRE VÅRE ÅRSAKSSLUTNINGER VED Å TEGNE GRAFER?  17
 
 
 
A. En rettet asyklisk graf (DAG) 
 
B. En rettet syklisk graf 
 
C. En ikke-rettet graf 
Figur 1. Oversikt over tre ulike typer av grafer. 
r
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som (T,Y, V, T) i Panel B, men ikke som (T,Y,V,T) i Panel A. Hvis det finnes
sykluser blant noen av stiene i en graf – dvs. at man kan følge stien tilbake til
utgangsnoden – er grafen syklisk (Panel B). Punktene (variablene) er tilknyttet
hverandre via stier, og det er vanlig å bruke slektskapsterminologi for å beskrive
den relative nærhet og type relasjon punktene har til hverandre. Y har to for-
eldre (V, T) og ingen barn (eller etterkommere) i Panel A, men én forelder
(T) og ett barn (V) i Panel B (pga. syklusen i grafen er V også en forfar til Y).
Ett punkt uten foreldre, som (V) i Panel A, kalles en rot. Tilsvarende kaller vi
Y i Panel A for en ende (uten barn). Alle kausale grafer (DAGs) er asykliske,
rettede, og inneholder minst en rot og en ende (Pearl 2009: 13). I Figur 1 er
det kun grafen i Panel A som er en kausal graf (DAG).
Vi har sett på noen av relasjonene og konstellasjonene noder og kanter kan
forme i en graf. I det følgende skal vi kun behandle kausale grafer (DAGs), og
kommer derfor til å benytte de mer intuitivt kjente ordene variabler og piler
om disse to grunnleggende elementene. Det er imidlertid meget viktig å under-
streke at slike grafer også består av et viktig, tredje og uobservert element: mang-
lende piler. Enhver slik manglende sammenheng i en graf representerer en
nullhypotese om at det ikke foreligger noen årsakssammenheng. Dette
fremhever hva slike grafer egentlig er: representasjoner av våre kvalitative og
teoretiske antagelser om hvordan variabler forholder seg til hverandre (Winship
og Elwert  2011).
Den kontrafaktiske modellen for kausalitet viste oss at betinget statistisk
uavhengighet mellom årsaksvariabel og mulige utfall er avgjørende for iden-
tifisering av årsakssammenhenger med observasjonsdata. Ved å snu på den mye
brukte ”skremselspropagandaen” fra stati stikken som sier at korrelasjon ikke
medfører kausalitet, vektlegger Pearl at all korrelasjon har utspring i kausalitet
(Pearl 2009: 30). Dette skal vi nå forfølge videre, gjennom å vise hvordan infor-
masjon om sammenhenger kan deduseres fra kausale grafer på en effektiv og
nyttig måte (Pearl 1995: 671)
Uavhengighet og retningsblokkering i kausale grafer
Ta en titt på Figur 2. En del av sammenhengen mellom T og Y skyldes den
direkte kausale effekten av T på Y. En annen del av sammenhengen skyldes
den medierte (indirekte) effekten av T via Z på Y. En tredje del skyldes at V
er en felles årsak til både T og Y. Disse tre strukturene, direkte og indirekte
årsakssammenhenger og konfundering, er velkjente for sosiologer og
samfunnsforskere. En siste, og mindre velkjent, grunn til korrelasjon mellom
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T og Y i figur 2 er at vi har betinget på
(”kontrollert for”, vist med tykk strek
rundt) X.
All type statistisk avhengighet mellom
to variable T og Y kan spores tilbake til en
av disse fire typer kausal struktur i en graf:
(i) direkte årsaksforbindelser (T→Y), (ii)
indirekte årsaksforbindelser (T→Z→Y),
(iii) konfun dering (T← Z→Y), og (iv)
kollisjoner (T→Z←Y) (Morgan og
Winship 2007: 65; Pearl 2009: 43). Det
er også tilfelle at alle kausale grafer
(DAGs) kan konstrueres med disse tre grunnstrukturene.
For å bruke kunnskapen om disse til å utlede avhengighetsforhold fra en
graf, må vi gå tilbake til begrepet om en sti. Alle avhengighetsforhold kan
spores via stier i grafen. Selv om alle ”kanter” i kausale grafer har en retning,
dvs. er piler, så kan stier inneholde piler i begge retninger. I Figur 2 er det seks
stier mellom T og Y. Kun tre av disse er stier hvor alle pilene peker fra årsaks-
variabelen, T, til utfallsvariabelen, Y. Disse kalles kau sale stier. De andre tre
stiene har minst én pil pekende i motsatt retning T←Y, og kalles for ikke-
kausale stier. Det første grafiske kriteriet vi møter her, og i Pearls bok, kalles
for retningsblokkering (Pearl 2009: 16). Kriteriet brukes til å presist angi hvilke
stier som overfører sammen heng mellom variable, og hvilke som ikke gjør det.
Definisjonen er som følger (Pearl 2009: 16-17):
En sti p er ”retningsblokkert” av et sett med variable Z hvis og bare hvis
i. p inneholder en kjede (i →  m → j) eller (i ← m → j) slik at den midterste
variabelen m er i settet Z, eller
ii. p inneholder en invertert gaffel (en ”kollisjon”) (i → m ← j) slik at den
midterste variabelen m ikke er i settet Z, og heller ingen etterkommer av m er
i settet Z
Et sett med variable Z ”retningsblokkerer” T fra Y hvis og bare hvis Z blokkerer
alle stier fra T til Y.
Hva kan vi lære om avhengighet og uavhengighet fra denne grafiske regelen?
Det sentrale er at blokkerte stier ikke overfører avhengighet mellom variable,
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Figur 2. Fire kilder til avhengighet mellom T og Y 
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og at åpne stier kan overføre avhengighet. Hvis T og Y er blokkert av Z langs
alle stier i en graf, så er T statistisk uavhengig av Y betinget på Z i alle fordel-
inger forenlige med denne grafen. Omvendt, hvis T og Y ikke er blokkert av
Z langs alle stier i grafen, så forekommer det en statistisk sammenheng mellom
T og Y betinget på Z i (praktisk talt) alle fordelinger forenlige med grafen
(Pearl 2009: 18).
Et viktig moment å være oppmerksom på er rollen såkalte ”kollisjoner” (i→m ← j)
spiller. Blokkeringsreglene tilsier at det å betinge på en variabel blokkerer en sti, men ikke
om man betinger på en ”kollisjonsvariabel”. For illustrasjon, la oss se på grafen i Figur 2.
Stien som går via Z mellom T og Y kan blokkeres ved å betinge på Z, som hadde
gjort T og Y uavhengige av hverandre hvis ingen andre stier fantes: T ∐Y |Z. Det
samme gjelder stien som går via V: T ∐Y |V. For stien (T→X←T) er det motsatte
tilfelle, siden X befinner seg i en kollisjon. Relasjonen til den betingede uavheng-
igheten mellom T og Z er omvendt i forhold til den vi så for de to andre strukturene:
i isolasjon er her T ∐Y uten at vi har betinget på X – og dermed er det kontroll for
X som skaper statistisk sammenheng mellom variablene. Sagt med grafisk språk:
stien(e) via X er naturlig blokkert, og å betinge på X åpner stien(e), og dermed også
avhengighetsrelasjonen mellom variablene i hver ende. Merk at hvorvidt en variabel
er i en kollisjon avhenger av hvilken sti det er snakk om: i Figur 2 er X i en kollisjon
langs stien (T→X← Y) men ikke langs stien (T→X→V→Y).
Nedenfor skal vi komme tilbake til idéen om kollisjoner langs stier. Be-
grepet har nemlig vist seg nyttig som verktøy for å forstå en analytisk fallgruve
i årsaksslutninger: såkalt endogen seleksjon (Winship og Elwert 2011). Først
skal vi imidlertid se på hvordan lærdommen fra retningsblokkering kan
videreutvikles til kriterier for identifisering av årsakssammenhenger i kausale
grafer.
Tre strategier for identifisering av kausale effekter
I tråd med ”det grunnleggende problemet” for årsaksslutninger handler iden-
tifisering om hvorvidt det er mulig å sortere mellom kausale og ikke-kausale
sammenhenger. Som vi så har den eksperimentelle metoden et enormt fortrinn
ved at man kan kontrollere tildelingen av behandling, og dermed skape uavheng-
ighet mellom behandling og mulige utfall. Begrepet identifiseringsstrategi (Angrist
and Pischke 2009: 7) brukes derfor om hvordan man anvender observasjonsdata
for å tilnærme seg den eksperimentelle situasjonen av statistisk uavhengighet.
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Negative identifiseringsresultater tilsier at innsamling av data, statistisk estimering
og kalibrering er fåfengt: gitt forutsetningene er det ikke mulig å spore den kausale
effekten. Positive identifiseringsresultater tilsier at årsaksforbindelsen kan
lokaliseres, gitt forutsetningene som er gjort, men sier intet om de parametriske
og statistiske utfordringene knyttet til den empiriske estimeringen (Morgan og
Winship 2007: 23). Den grafiske teorien om kausalitet, med utspring i det vi
ovenfor har lært om retningsblokkering og kollisjoner, gir flere retningslinjer for
hvordan dette kan gjøres. Den mest kjente retningslinjen er den såkalte bakdørs-
regelen.
Identifisering via bakdøren: justering og betinging
En vanlig bekymring blant forskere som ønsker å beregne den kausale effekten
T→Y er at det finnes felles bakenforliggende årsaker til begge vari able. Bak-
dørsregelen gir oss tilstrekkelige for-
utsetninger for når det å betinge på
(også kalt justere eller kontrollere for) en
eller flere variable (i et gitt sett Z) gjør
en kausal effekt identifiserbar. For å il-
lustrere behovet for en slik regel, se på
Figur 3. Hva bør man betinge på her,
for å identifisere den kausale effekten
T→Y?
Selv om de fleste nok har oppfat-
ninger, om enn ikke intuitivt så i det
minste ved en litt lengre studie av
grafen, så er svaret langt fra åpenbart.
Det er klart at det foreligger noe kon-
fundering av sammenhengen i grafen, men hva er tilstrekkelig å ha med som
kontroll? Bakdørsregelen bygger på begrepet om retningsblokkering utlagt
ovenfor (Pearl 2009: 79):
Et sett med variable Z tilfredsstiller bakdørsregelen relativt til variablene T og Y
i en graf hvis
i. ingen av variablene i Z er en etterkommer av T; og
ii. Z blokkerer alle stier mellom T og Y som inneholder en pil inn i T
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Figur 3. Graf som illustrerer bakdørsregelen (Pearl 1995) 
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Det sentrale her er den type stier som nevnes i punkt ii: bakdørstier. Enhver
sti mellom årsak og virkning som inneholder en pil inn i årsaksvariabelen er
en bakdør. Regelen sier at hvis grafen inneholder en eller flere variable som
kan blokkere alle bakdørstier fra Y til T, samtidig som ingen av disse er etter-
kommere av T, så er årsakssammenhengen mulig å identifisere.
Ved å sette sammen det som står i bakdørsregelen og det vi allerede har lært
om blokkering av stier, kan en oppskriftsmessig praksis genereres. For det første
må alle bakdørstier avdekkes. I Figur 3 er det fire slike: (T←X3←X1→X4→ Y),
(T← X3← X1→X4←X2 X5 →Y), (T← X4→ Y) og (T←X4←X2→X5 →Y).
Videre er det lurt å undersøke hvorvidt disse bakdørene er naturlig blokkert,
altså inneholder en kollisjon som skaper uavhengighet uten betinging. I Figur 3
er kun en av bakdørene naturlig blokkert, nemlig den lange stien som går i et
M-mønster via X4. I slike tilfeller bør man undersøke hvorvidt noen av bakdørs-
tiene kan blokkeres ved å betinge på ikke-etterkommere av T. Er dette mulig i
Figur 3? Svaret er ja, og det er flere muligheter. Da alle bakdører går via X4, som
ikke er en etterkommer av T, er dette en enkel og effektiv kontroll. Alt er imid-
lertid ikke såre vel. For X4 er en kolliderende variabel på stien (T←X3← X1→
X4←X2→X5→Y), og derfor åpnes denne naturlig blokkerte bakdøren ved kon-
troll for X4. Dette problemet kan imidlertid løses meget enkelt, fordi stien som
går via M-mønsteret kan blokkeres på nytt, ved å betinge på en av de andre va-
riablene (f.eks. X3 eller X5). Det første punktet i Pearls definisjon (i) bør være
siste del av oppskriften: sørg for at ingen av variablene som betinges på er etter-
kommere av T, dvs. enten befinner seg langs den kausale stien fra T til Y eller er
en etterkommer av en variabel som befinner seg på nevnte sti.
Merk at tilfellet i Figur 3 viser at flere kombinasjoner av variabler kan til-
fredsstille bakdørsregelen. Den mest økonomiske identifiseringen av den
kausale effekten er å kontrollere for X4 i kombinasjon med en av de andre va-
riablene langs M-strukturen. Imidlertid tillater også bakdørsregelen at alle
unntatt X5 inngår i settet Z med kontrollvariabler. Tross at dette er tillatt (det
medfører ingen identifiseringsproblemer i denne situasjonen), innebærer det
flere overflødige kontroller. Selv om både X1, X2 og X4 er felles årsaker til T
og Y, gir bakdørsregelen oss mulighet til å kontrollere for kun én av disse (X4)
i kombinasjon med kun én (valgfri) av de andre variablene på stien langs M-
strukturen (Pearl 1995).
Hvis vi vender tilbake til vårt eksempel med mødres inntektsstraff relativt
til barnløse kvinner, viser Figur 4 to kausale grafer som viser hvordan kausal-
effekten av barn (T) på kvinners lønn (Y) kan identifiseres ved hjelp av bak-
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dørsregelen. I Panel A viser vi det stiliserte eksemplet ovenfra hvor det kun er
kvinners fruktbarhetsintensjoner som bestemmer seleksjon inn i moderskap
og som konfunderer effekten av barn på kvinners lønn. For å estimere den
kausale effekten i denne grafen vil det altså holde å betinge på F for å estimere
den kausale effekten av T på Y, for eksempel ved å inkludere variablene i en
lineær regresjon. I Panel B finnes derimot også en uobservert variabel P* (hvor
* indikerer at P er uobservert) som vi for enkelthets skyld kan si måler alle
stabile produktivitetskjennetegn og karriereambisjoner hos hver enkelt kvinne.
Imidlertid er denne variabelen uobservert, noe som betyr at vi ikke kan betinge
på den slik at vi kan lukke den åpne bakdørstien mellom T og Y (T←P*→Y).
Ved bruk av tverrsnittsdata lar effekten seg ikke identifisere i dette tilfellet.
Ved bruk av paneldata hvor kvinners karriereutvikling er observert både i tiden
før og etter barnefødsel kan imidlertid dataenes longitudinelle karakter brukes
til å justere for stabile uobserverte (og observerte) forskjeller mellom barnløse
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A. Identifisering ved å betinge på F 
 
B. Identifisering ved å betinge på både F og P* 
Figur 4. Eksempel på identifisering av effekten av barn på kvinners inntekt med bakdørsregelen.
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kvinner og mødre, ved å analysere inntektsutviklingen innenfor kvinners
karrierer. Slik benyttes bakdørsregelen til å identifisere den kausale effekten
av barn på kvinners lønn ved at hvert enkelt individ benyttes som sin egen
kontrollgruppe. Effekten av barn identifiseres ved at man relaterer endringer
i inntektsutvikling til endringer i moderskap innenfor samme individ over tid
(Waldfogel 1997). Dersom variabelen P* måler stabile kjennetegn ved den
enkelte kvinne vil en slik individdifferanse-analyse (såkalte individ-fasteffekter)
identifisere kausaleffekten av barn på kvinners inntekt. Merk også at en in-
dividdifferanse-analysen vil kontrollere for både F og P*, gitt at begge er stabile
kjennetegn med stabile effekter på Y. Disse eksemplene viser hvordan bak-
dørsregelen oppnår identifikasjon av den kausale effekten av T på Y ved å
blokkere alle åpne bakdørsstier mellom T og Y. 
Identifisering med instrument: en grafisk illustrasjon
I tilfeller hvor det ved hjelp av bakdørsregelen ikke er mulig å betinge på alle
nødvendige bakenforliggende årsaker for å estimere den kausale effekten av den
kausale variabelen, T, på utfallsvariabelen, Y, kan instrumentvariabler i heldige
tilfeller anvendes. Dette kan gjøres dersom det finnes kilder til eksogen variasjon
som påvirker Y kun gjennom den kausale variabelen T. I slike tilfeller kan vi
estimere den kausale effekten av T på Y ved å måle hvilken andel av den totale
variasjonen i T som har sitt opphav i den eksogene variasjonskilden. Variabelen
som angir andelen av den totale variasjonen som brukes til å estimere den
kausale effekten er en såkalt instrumentvariabel (Morgan og Winship 2007:
187; Angrist, Imbens og Rubin 1996). Vi skal ikke bruke mye plass på å dis-
kutere identifikasjon ved hjelp av instrumentvariabler her, siden dette diskuteres
grundigere i en annen artikkel i dette nummeret (se Borgen 2013). Vi skisserer
imidlertid de grafiske grunnprinsippene bak denne identifikasjonsstrategien:
Et instrument IV tilfredsstiller kravene til instrumentestimering dersom:
i. det er en sti mellom IV og den kausale variabelen T;
ii. det finnes en sti mellom T og Y;
iii. det ikke finnes andre åpne (ikke-blokkerte) stier mellom IV og Y enn den som
går gjennom T.
Disse tre vilkårene må være gyldige for at vi skal kunne identifisere den
kausale effekten av T på Y ved hjelp av instrumentvariabelen, IV. Det første
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kriteriet innebærer at instrumentet, IV, må være korrelert med den kausale
variabelen T (også etter at vi betinger på andre relevante variabler) for slik å
skape (eksogen) variasjon i denne variabelen. Det andre kriteriet innebærer at
dersom T har en kausal effekt på Y, som frembringes av eksogen variasjon i
IV, må IV være korrelert med Y. Det tredje og siste kriteriet, som er kjent som
eksklusjonsrestriksjonen, innebærer at IV ikke kan være korrelert med Y gjen-
nom noen andre kjeder enn den som går gjennom T. Dersom denne antak-
elsen ikke holder vil ikke instrumentet være gyldig og vi kan ikke bruke
variasjonen fra IV til å estimere den kausale effekten av T på Y. Formulert litt
annerledes innebærer eksklusjonsrestriksjonen at instrumentet ikke har noen
kausal effekt på Y unntatt indirekte gjennom T. 
I Figur 5, gir Panel A en grafisk fremstilling av en gyldig kausal struktur for
identifikasjon av kausaleffekten av T på Y ved hjelp av instrumentet IV. I denne
kausale strukturen er eksklusjonskriteriet er oppfylt, det vil si IV har kun en effekt
som virker på Y in direkte gjennom T. I Panel B, derimot, vises en kausal struktur
hvor identifikasjon av kausal-
effekten av T på Y ved hjelp
av IV ikke er mulig. Dette
skyldes as eksklusjonskriteriet
brytes fordi IV også har en
kausal effekt på Y via den
uobserverte variabelen U*
som altså ikke går gjennom
T.
Mens gyldigheten til de
to første kriteriene er mulig
å teste, er det tredje kri -
teriet – eksklusjonsres trik -
sjonen – en sterk og
prin sipielt ikke-testbar an -
tak else. Intuitivt er det fort
gjort å tenke at vi kan teste
eksklusjonskriteriet direkte
ved å undersøke om korre -
lasjonen mellom IV og Y
forsvinner når vi betinger på
T. Dette er imidlertid ikke
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A. Gyldig instrument (alle tre kriterier holder) 
 
B. Ikke-gyldig instrument (eksklusjonskriteriet er brutt) 
Figur 5. Grafisk illustrasjon av gyldig og ikke-gyldig identifisering med instrument. 
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korrekt. Det er riktig at dersom eksklusjonskriteriet ikke er gyldig, vil IV og Y
være korrelert selv om vi betinger på T, men grafisk lar det seg også lett vise at det
alltid vil finne sted en korrelasjon mellom IV og Y ved betingelse på T, selv om
eksklusjonskriteriet er gyldig. Dette kan vi se ved å gå tilbake til Panel A i Figur
5, hvor vi ser at T er en kollisjonsvariabel som påvirkes av både IV og U*. Ved å
betinge på T vil vi derfor kunne frembringe en korrelasjon mellom IV og den
uobserverte U*, som vil lede til en korrelasjon mellom IV og T, siden U* og Y er
korrelert. Siden U* er uobservert kan vi ikke vite om en potensiell korrelasjon
mellom IV og Y er frembragt av at T er en kollisjonsvariabel for U* (Panel A)
eller at IV faktisk har en separat effekt på Y som går gjennom U* (Panel B).
Hvis vi vender tilbake til vårt empiriske problem, altså identifikasjon av
barns effekt på kvinners inntekt, har tvillingfødsler blitt utnyttet som et in-
strument som kan benyttes for å estimere kausaleffekter av barn på mødres inn-
tekt (Angrist og Evans 1998; Rosenzweig og Wolpin 1980).  I Figur 5 sitt Panel
A vil da tvillingfødsler være vårt instrument IV mens T→Y angir effekten av
barn på inntekt. (For enkelthets skyld diskuterer vi ikke et eksempel der eks-
klusjonskriteriet brytes.) Fordi foreldre med rimelighet ikke vet at de vil få tvil-
linger på forhånd, vil en tvillingfødsel derfor medbringe et eksogent
fertilitetssjokk og slik frembringe eksogen variasjon i antall barn man har for-
sørgeransvar for. Denne variasjonen kan da utnyttes til å estimere kausaleffekten
av T på Y uten at vi behøver å måle den uobserverte variabelen U*. Legg for
øvrig merke til at ved å bruke tvillingfødsler som instrument kan vi kun
estimere kausaleffekten av forskjellen mellom ett og to barn, eller en tilsvarende
økning for kvinner med større barnekull før tvillingfødselen. Vi kan altså ikke
estimere kausaleffekten i forskjell mellom det å være barnløs mot det å få ett
barn. Dette tydeliggjør at ulike identifiseringsstrategier ofte avgrenser hvilke
forskningsspørsmål man faktisk kan besvare og slik den eksterne validiteten til
resultatene som frembringes. Jo mer spesifikk identifiseringsstrategien er, jo
mer begrenses overførbarheten og genera liserings potensiale til resultatene (se
for øvrig Duncan 2008).
Identifisering gjennom inngang: mekanismesporing via mellomliggende variable
I senere år har det vært en økende interesse for å forklare sosiale fenomener
og begivenheter ved å eksplisere, identifisere og estimere de sosiale mekanismer
som frembringer disse (f.eks.  Elster 2007; Hedström 2005; Hedström og
Bearman 2009; Hedström og Swedberg 1998; Reskin 2003). Et vanlig
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argument i denne litteraturen er at robuste estimater for effekten av T på Y,
tilfredsstilt enten ved bruk av bakdørsregelen eller instrumentestimering, er
mangelfulle fordi de ikke gir tilstrekkelig dype forklaringer av hva som fremb-
ringer de observerte (kausale) sammenhengene.
Pearls grafiske teori har imidlertid vist at i tillegg til å være teoretisk
verdifullt kan mekanismetenkning brukes i en tredje empirisk identifiserings-
strategi (Morgan og Winship 2007; Knight og Winship 2012). Strategien går
ut på å estimere kausale effekter ved å spore mekanismer gjennom mellom-
liggende variabler, og kalles inngangsregelen (”front-door criterion”) i
litteraturen. Navnet kommer av at man utnytter stier som starter med en pil
ut fra årsaksvariabelen for å identifisere årsakssammen hengen; altså det
diametralt motsatte av det vi så i bakdørsregelen.
For at denne strategien skal kunne fungere, er det en avgjørende forutset-
ning at den aktuelle kausale sammenhengen (eller prosessen) lar seg dele opp:
dette har blitt kalt for modularitet (Knight og Winship 2012). Hvis
sammenhengen kan brytes opp i moduler – eller mekanismer målt av ”mel-
lomliggende variable” – og disse kan analyseres som atskilte komponenter, er
mekanismen isolerbar. I tråd med den kontrafaktiske modellens eks-
perimentelle bakteppe er begrepet om isolerbare mekanismer tatt fra ideen
om å manipulere en behandling i et eksperiment slik at kun dette ene og iso-
lerte aspektet ved behandlingen endres (”alt annet holdes konstant”). For-
mulert i det grafiske vokabularet er dette kravet treleddet (Pearl 2009: 82): 
Et sett med variable M tilfredsstiller inngangsregelen i forhold til T og Y hvis:  
i. M inngår i alle rettede stier fra T til Y;
ii. det fins ingen ikke-blokkerte bakdørstier fra T til M;
iii. alle bakdørstier fra M til Y er blokkert av T.
I Figur 6 er M isolerbar i Panel A. For å se hvorfor er det bare å bruke den
grafiske logikken med henblikk på hvert av de tre kriteriene ovenfor. For det
første inngår M i den eneste rettede stien mellom årsak og virkning. For det
andre finnes det en bakdørsti fra T til M, men denne er naturlig blokkert i Y,
som er en kolliderende variabel. For det tredje er det mulig å blokkere den
eneste bakdørstien som går fra M til Y ved hjelp av T.
Panel B i Figur 6 illustrerer derimot en situasjon hvor inngangsregelen
ikke er oppfylt. Denne grafen tilfredsstiller de første to punktene i Pearls
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definisjon, men bryter med
det tredje da en uobservert
variabel W* skaper en bak-
dørsti fra M til Y som ikke
kan blokkeres ved hjelp av T.
Merk at hvis W* hadde vært
en uobservert årsak til T og
M istedenfor, ville kriterium
to i definisjonen blitt brutt:
en ikke-blokkert bakdørsti
fra T til M. Det verst
tenkelige scena rioet innenfor
denne lille grafen hadde vært
at W* påvirket både T, M og
Y. Merk imidlertid at om en
variabel som W* er observert,
så kan selvsagt disse proble -
matiske bakdørene blokkeres
ved å betinge på W.
Vi har tidligere illustrert
hvordan bakdørsregelen og
instrumentvariabelmetoden
kan brukes til å identifisere
årsakssammenhengen mel-
lom det å få barn og inntekts-
tap for kvinner. Det er imidlertid også mulig å illustrere inngangsregelen ved
hjelp av dette eksempelet. Litteraturen om ”the motherhood wage penalty”
foreslår blant annet de følgende to mekanismene: diskriminering mot mødre
(D) og lavere arbeidsinnsats hos mødre (A). I Panel A i Figur 7 viser en enkel mo -
dell hvor disse mekanismene alene forklarer hvor for kvinner med barn opplever inn-
tektstap. Modellen forutsetter at diskriminering og arbeidsinnsats ikke påvirker
hverandre, og stjernen (*) ved D viser til at vi ikke ob serverer diskrimi ne ringen
di rekte i observasjonsdata. Tross denne uob ser verte meka nismen lar inngangs-
regelen oss identifisere den relative betydningen av disse separate årsaksstiene
i forhold til den totale effekten.
For det første kan vi raskt notere oss at sam men hengen mellom det å få barn
(T) og arbeids innsats (A) er identifi serbar, fordi den eneste andre stien som knytter
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disse variablene sammen er
blokkert i inntekt (Y), som
er en kolliderende variabel.
Videre er sammenhengen
mellom arbeidsinnsats og
inntekt også identifiser bar,
da den eneste andre stien
som knytter disse va-
riablene sammen er åpen,
men kan blokkeres ved å
betinge på barn (T). Dette
impliserer at vi kan iden-
tifisere den kau sale effekten
av barn på ar beids innsats
(T→A) og den kausale
effekten av arbeidsinnsats
på inntekt (A→Y). Hvis
vi antar et spesialtilfelle
med lineære effekter, vil
da den separate effekten
av T på Y som går via A
(altså T→A→Y) kunne
beregnes ved å ta
produktet av de to
separate effektene (T→A
× A→Y). Panel B viser
imidlertid en realistisk
utvidelse av den kausale grafen, hvor det antas at D* har en kausal effekt på
A (D*→A). For eksempel er det ikke urimelig å anta at kvinner som vet at de
diskrimineres mot i kraft av å være mødre også justerer sin ar beids innsats som
følge av dette. I dette tilfellet er det ikke lenger mu lig å identifisere kau sal -
effekten av barn på arbeidsinnsats (T→A) på grunn av den åpne bakdørsstien som
går gjennom D* (T→D*→A). Hvis denne grafen beskriver de faktiske år -
saksrelasjonene vil ikke identifikasjon ved bruk av inngangsgangsregelen lenger være
mulig. Se Knight og Winship (2012) for en grundigere diskusjon av dette eksempelet
og mulige løsninger ved bruk av inngangsregelen.
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A. Identifikasjon av effekten av barn på inntekt gjennom arbeidsinnsats 
 
B. Mangel på identifikasjon av effekten av barn på inntekt arbeidsinnsats  
Figur 7. Eksempel på identifisering av effekten av barn på inntekt med inngangsregelen.
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Endogen seleksjon – eller hvorfor det ofte er dumt å kontrollere for ”alt”
Det faktum at vi kan skape en korrelasjon mellom to ikke-korrelerte variable
ved å betinge på et felles utfall er kjent som ”Berksons paradoks” (Berkson
1946). Dette er en potensielt svært uheldig, men ikke alltid erkjent fallgruve
i forsøk på å estimere kausale effekter. Winship og Elwert (2011) viser hvordan
problemstillingen kan forstås ut ifra det grafiske perspektivet som å betinge
på en kolliderende variabel eller kollisjonsstratifisering, og omtaler dette mer
generelt som endogen seleksjon. De argumenterer for å subsumere ulike former
for skjevestimering (”bias”) fra den metodologiske litteraturen under begrepet
om endogen seleksjon, og viser at det er en vanligere utfordring for årsaks-
slutninger enn antatt.
Vi har allerede fått en grafisk og begrepsmessig forståelse for hva en
kolliderende variabel er: en kollisjon oppstår når en variabel har to piler pek-
ende mot seg. Som understreket ovenfor, er kollisjoner alltid relative til stier:
samme variabel kan befinne seg i en kollisjon langs en sti, samtidig som den
ikke gjør det langs andre stier. Vi så også ovenfor at det å betinge på en
kolliderende variabel genererer en sammenheng mellom variable som befinner
seg på hver sin side av kollisjonen. Dette utgjør i seg selv definisjonen på
endogen seleksjon som analytisk feilslutning. Panel A i Figur 8 viser at A og
B er årsaker til K hver på sin kant, men i utgangspunktet helt uavhengig av
hverandre. Imidlertid vil det alltid være slik at vi ved å betinge på K alltid vil
innføre en ”falsk” korrelasjon mellom A og B.
Å betinge på en variabel kan gjøres på mange ulike måter, f.eks. ved kon-
trollert eller ukontrollert utvalgsseleksjon, stratifisering, multippel regresjon,
analyse av endo gene undergrupper, eller selektivt frafall i longi tudinelle data.
Det er antageligvis av denne grunn at metode littera turen behandler et stort
antall problemstillinger separat og på ulike måter som egentlig har felles kausal
grunnstruktur.
Det er ikke helt uvanlig å betinge på en kolliderende variabel ved bevisst
utvalgsseleksjon, f.eks. ved å inkludere kun sysselsatte eller en øvre del av inn-
tektssjiktet i arbeidsmarkedsanalyser, eller andre som har oppnådd en spesiell
status i studier av eliter og suk sess. En tilgjengelig illustrasjon på dette er
Schmutz’ (2005)  studie av musikkalbums popularitet og anerkjennelse (ek-
sempelet er fra Winship og Elwert [2011]). Undersøkelsens hovedfunn er at
sannsynligheten for å komme på den viktige kritikerlisten ”Rolling Stone 500
Greatest Albums of All Time” var lavere hvis et album hadde oppnådd kom-
mersiell suksess. Mistanken om at dette resultatet kan skyldes endogen selek-
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sjon er nærliggende når
man ser hvordan for-
fatteren har avgrenset ut-
valget av musikkalbum
som inkluderes i studien:
av ca. 1700 album er 500
fra Rolling Stone-maga -
sinets kritikerliste, og de res-
terende 1200 er valgt ut
fordi de har mottatt en
annen meritterende pris
eller har toppet salgslister.
Utvalget er altså sterkt
selektert for suksess. La
grafen i Figur 9 illustrere
situ asjonen: B er kom-
mersiell suksess repre sentert
ved Billboard-liste topping,
R betegner å komme på
Rolling Stone-listen, og S
betegner utvalget (og, heldig
nok, suksess) – som både
behandling og utfall har
sterk positiv sammenheng med, gitt utvalgsprose dyrene. Tross den antageligvis
mest plausible hypotesen at det å ha vært listetopp øker sannsynligheten for å
komme med på den beryktede Rolling Stone-listen (bare tenk på den ufattelige
mengden album som aldri har toppet noen liste, fått noen pris eller utmerket
seg på andre måter), kan altså kriteriene for å inngå i utvalget utgjøre en
kolliderende variabel i den (forenklede) kausale strukturen til problemstil-
lingen. Sagt på en annen måte: underrepresentasjonen av ikke-suksessfulle
album i utvalget skaper en illusjon av negativ sammenheng mellom kom-
mersiell suksess og Rolling Stone-anerkjennelsen, da det i nettopp dette ut-
valget er lavere sannsynlighet for å være i den ene av disse gruppene hvis det
allerede er etablert at man er i den andre.
Et endogent seleksjonsproblem knyttet til vårt eksempel om kausaleffekten
av mo derskap på inntekt er det faktum at mange datasett som brukes til å
estimere en slik effekt har et utvalg som begrenses til kvinner i arbeid. Problemet
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A. Eksempel på en kolliderende variabel K uten betingelse 
 
B. Eksempel på endogen seleksjon ved betingelse på kolliderende variabel K 
Figur 8. Kolliderende variabel som introduserer endogen seleksjon ved betingelse. 
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med dette er at årsaken
til at kvinner er i arbeid
ofte henger sammen
med deres ”reserva-
sjonslønn”, den minste
summen man er villig
til å arbeide for. Sist -
nevnte er imidlertid
åpenbart påvirket av
hvo r vidt man er mor
eller ikke – fordi barn
øker viljen til å investere
i ”hjemmetid”. Siden
både reservasjonslønn og reelt tilbudt lønn påvirkes av moderskap og begge i
sin tur påvirker hvorvidt en kvinne er i arbeid, så vil seleksjon på arbeid åpne
en bakdørsti mellom moderskap og lønnstilbud, som genererer en skjevhet i
kausalestimatet. Implikasjonene av denne skjevheten, som også går under
navnet ”Heckman selection bias”, er litt mer intrikate enn i det forrige ek-
sempelet, men seleksjonen vil antageligvis ofte undertrykke en effekt heller enn
å generere en falsk positiv sammenheng (for en diskusjon, se Winship og Elwert
2011).
I eksempelet med kommersiell suksess, som i mange andre, er den kolliderende
variabelen tidsmessig i etterkant av utfall. Det er nå også velkjent at det å betinge
på mellomliggende variabler, f.eks. i jakten på mekanismer, kan skape endogen
seleksjon. Mer overraskende vil det nok være for mange at den grafiske litteraturen
på dette feltet har vist overbevisende at endogen seleksjon ikke bare oppstår i
situasjoner der forskeren betinger på forhold som inntrer etter årsak/behandling.
I tilfeller hvor en kolliderende variabel forut for behandling også er en konfunder-
ende faktor, er det som regel intet annet alternativ enn å velge hvilken type skjevhet
i estimatene man foretrekker. Det som i noen grad er betryggende er at analyser
av slike tilfeller tyder på at fordelen ved å kontrollere bort konfundering er større
enn ulempen ved å kontrollere inn en kollisjon (Greenland 2003).
Derfor er den generelt viktigste tommelfingerregelen for å unngå endogen
seleksjon at man ikke betinger på variabler som måler utfall eller tilstander som
det er grunn til å tro at inntrer etter behandlingen som den kausale variabelen
måler (Gelman og Hill 2007: 188–190). Uavhengig av dette er det viktig å
være bevisst skaden endogen seleksjon kan påføre årsaksslutninger, og det er
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Figur 9. Endogen seleksjon i kultursosiologi: B (kommersiell suksess) ser ut til å ha negativ 
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nyttig å bruke kausale grafer for å avgjøre presist i hvilke situasjoner det kan
forekomme kollisjoner mellom variablene man vurderer å ta med i analysen.
Sluttrefleksjoner
Troverdige årsaksslutninger basert på ikke-eksperimentelle data om sosiale
fenomener er mulig, men ofte svært krevende—både med tanke på kravene
som stilles til data som kan benyttes og forskerens kompetanse og kreativitet. 
Gitt en kontrafaktisk forståelse av årsaksbegrepet, og en anerkjennelse av
at man alltid må gjøre ikke-testbare antagelser, ligger utfordringen for
sosiologer i å presisere den kausale strukturen som inngår i den aktuelle
problemstillingen. Denne artikkelens hovedbudskap har vært at kausale grafer,
som allerede er mye brukt innen epidemiologi, er et anvendelig verktøy som
kan brukes til å komprimere og tydeliggjøre hvorvidt det er mulig å nå frem
til gyldige årsaksslutninger med tilgjengelige data. Det er en relativt tilgjengelig
og intuitiv tilnærming som gir resultater som er matematisk kompatible med
den kontrafaktiske modellen. Den nyere litteraturen om årsaksslutninger er
raskt voksende og bruken av kausale grafer i empirisk forskning er økende, så
dette lerretet er altfor stort til å blekes i denne korte teksten. Her vil vi imid-
lertid peke på noen generelle innsikter om empirisk arbeid med årsaksslut-
ninger i samfunnsvitenskap som denne litteraturen og innføringen i kausale
grafer fremhever. 
For det første bør forskere som bruker anvendt statistikk til å kile ut årsaks-
sammenhenger fra observasjonsdata bli mer bevisst skillet mellom statistiske
analyser og årsaksslutninger. Sistnevnte er umulig uten kausale antagelser, f.eks.
om manglende konfundering, foreliggende eksogen variasjon, ignorerbarhet
osv. Disse antagelsene er først og fremst en prøvelse for sosiologers teorier og
valg av forskningsdesign – ikke for de mange tekniske vurderingene som natur-
ligvis også må inngå i den faktiske empiriske estimeringen (altså valget av
statistisk modell).
For det andre er antageligvis behovet for å identifisere årsaks-
sammenhenger logisk riktig å prioritere forut for å undersøke i nærmere detalj
hvilke mekanismer som faktisk frembringer den kausale sammen hengen. På
samme måte som Merton (1987) overbeviste mange om at det å etablere
fenomenet man vil undersøke, gjennom en god og gyldig beskrivelse (”es-
tablishing the phenomenon”), bør komme forut for lansering av forklaringer,
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kan det være at iveren over å frembringe ”dype” mekanismeforklaringer for-
trenger det vitenskapelige kravet til å etablere at det faktisk er en kausal
sammenheng før denne blir forsøkt dissekert og plukket fra hverandre. Skillet
som Shadish, Cook og Campbell (2002: 9–12) gjør mellom kausale beskriv-
elser – gyldige årsaksslutninger som presist og tydelig angir en årsaks virkning,
som i et vellykket eksperiment – og kausale forklaringer – dekomponeringer
av etablerte og gyldige årsakssammenhenger i mindre komponenter, som gir
en mekanistisk og ”dyp” forståelse av fenomenet – er fruktbart i dette
henseende.
For det tredje tenker mange samfunnsforskere kausalt uten å være eksplisitt
om det eller legger opp til analyser som egentlig bare er interessante om de
tolkes kausalt. Slik sett kan bruk av kausale grafer være et bidrag til å trekke
forskere med overdrevet kausale tolkninger av egne estimater ned på jorden.
Kausale grafer egner seg kanskje spesielt godt til å tydeliggjøre negative iden-
tifiseringsresultater, altså situasjoner hvor lite tyder på at det er mulig å iden-
tifisere årsaksforbindelser med de foreliggende data.  Samtidig er det nettopp
i tydeliggjøringen av negative identifiseringsresultater at kausale grafer hjelper
empiriske forskere til, med større trygghet, å identifisere hvilke krav som stilles
til bruk av data for korrekt å kunne estimere den kausale effekten av en variabel
på et gitt utfall. I tilfeller hvor identifisering viser seg å være mulige, kan
kausale grafer likevel hjelpe forskeren med å gjøre antakelser om retningen på
skjevheten i estimatene. 
For det fjerde følger det en edruelig innsikt om at empiriske forskere som
oftest gjør lurest i å fokusere på å estimere effekten av én og én årsak av gangen.
I steder for med uklar motivasjon å lete etter hvilke av mange forskjellige ba-
kenforliggende årsaker som kan forklare en effekt eller variasjonen i et gitt ut-
fall, så tvinges forskeren til å bruke substansiell og teoretisk kunnskap om det
gitte fenomenet i et forsøk på å spesifisere hvilke forhold som må være til stede
for å identifisere en gitt årsakssammenheng. Slik tvinges vi til å gå fra en slapp
leting etter effekters årsaker til en aktiv og mer fruktbar streben etter å iden-
tifisere bestemte årsakers effekter gjennom å begrunne antakelser som kan gi
svar på konkrete ”hvis-så”-spørsmål (Morgan og Winship 2007: 280–282).  
Avslutningsvis er det verdt å understreke at gode empiriske korrelasjons-
beskrivelser også er nyttig på veien mot en mer robust forståelse av de sosiale
prosessene og fenomenene vi undersøker. I denne sammenheng er det viktig
å være klar over at det ofte vil være vanskelig å oppnå ”populasjons-
representativitet” samtidig som man benytter identifikasjonsstrategier som
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møter samtidslitteraturens krav til troverdighet for årsaksslutninger (Duncan
2008). Imidlertid er det i samspillet mellom gode beskrivende analyser og
tydelig motiverte, men mer selektivt avgrensede kausalanalyser at god,
empirisk sosiologisk kunnskapsproduksjon skjer.  Med det brede tilfanget av
både longitudinelle populasjonsdata fra administrative registre og subjektive
spørreundersøkelsesdata her til lands, er det mange muligheter for den som
vil gi både grundige empiriske beskrivelser og rigorøse svar på kausale spørs-
mål.  Vi tror at innsiktene fra litteraturen om kausale grafer og den kontra-
faktiske modellen kan være til hjelp for sosiologer i deres forsøk på å ta skrittet
fra observerte, empiriske korrelasjoner til bekreftelse av årsaksforbindelser.
Note
* Artikkelen har sitt utgangspunkt i et kurs om årsaksslutninger holdt av Felix Elwert (Uni-
versity of Wisconsin-Madison) ved Institutt for sosiologi og samfunnsgeografi, Universitetet
i Oslo, 29.5–1.6.2012. I vår presentasjon hviler vi også på Morgan og Winship (2007) sin
behandling av både det kontrafaktiske årsaksbegrepet og kausale grafer for sosiologer.
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Summary
This article introduces two aspects of the contemporary literature on causal
inference: the counterfactual model and Judea Pearl’s graphical theory of
causality. Its aim is to show how Directed Acyclic Graphs (DAGs) can be help-
ful in the challenging task of inferring causal relationships from non-experi-
mental data. We start by showing why causal relationships by definition are
unobservable and why they can only be inferred by introduction of certain
assumptions. Then we describe the basic elements of the graphical theory of
causality and outline three different strategies for causal identification using
graphical tools. We finish by presenting a problem – so-called endogenous se-
lection – that is clarified by the graphical framework.
Keywords: Causal inference, Directed acyclic graphs, the counterfactual
model, identification strategies, endogenous selection
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