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This letter presents a scaling theory of the coalescence of two viscous spherical droplets. An initial
value problem was formulated and analytically solved for the evolution of the radius of a liquid neck
formed upon droplet coalescence. Two asymptotic solutions of the initial value problem reproduce
the well-known scaling relations in the viscous and inertial regimes. The viscous-to-inertial crossover
experimentally observed by Paulsen et al. [Phys. Rev. Lett. 106, 114501 (2011)] manifests in the
theory, and their fitting relation, which shows collapse of data of different viscosities onto a single
curve, is an approximation to the general solution of the initial value problem.
PACS numbers:
Droplet coalescence is a ubiquitous phenomenon in
natural and industrial processes that involve dispersed
two-phase flows [1–11]. Among the various aspects of
droplet coalescence, the initial coalescence of two liq-
uid droplets has been of core interest. The first quan-
titative analysis of sphere coalescence was provided by
Frenkel [12] based on the assumption of internal Stokes
flow; however, the result was commented as “misleading”
by Hopper [13], who gave an analytical two-dimensional
solution for the coalescence of two cylindrical droplets
[13–15] for viscous sintering. He showed that the non-
dimensional radius R∗ (scaled by R0, the initial radius of
the droplets) of the neck (or bridge) between the droplets
grows as R∗ ∼ t∗ ln t∗ with t∗ being the time scaled by
τv = µR0/σ, where µ is the dynamic viscosity and σ the
surface tension coefficient. This scaling law was later ex-
tended by Eggers et al. [16] to the three-dimensional coa-
lescence in the very early stage when R∗  1. For larger
R∗, they [16, 17] argued that the neck flow goes beyond
the Stokes regime to the inertial (or inviscid) regime, and
further arrived at the 1/2 power-law scaling, R∗ ∼ (t∗)1/2
with the time scale being τi = (ρR
3
0/σ)
1/2, where ρ is the
liquid density.
Recent advances in the fast digital imaging [18–20],
state-of-art probing techniques [21–23], and numerical
simulation enabled researchers to scrutinize the early
stages of drop coalescence, roughly corresponding to
0 < R∗ < 1. As a result, the 1/2 power-law scaling was
confirmed by many experimental [18, 19, 22, 24–26] and
numerical [17, 27–30] studies, with the inertial time scale
identified to be exactly τi. The same scaling was also ver-
ified for droplet coalescence on substrate [31–33]. How-
ever, the studies of Aarts et al. [18] and Thoroddsen et
al. [19] pointed to a glaring fact that the viscous regime
is better predicted by the linear scaling of R∗ ∼ t∗ rather
than the scaling of R∗ ∼ t∗ ln t∗. This linear correlation
was also corroborated by several studies [20, 23, 25].
Subsequently, researchers started to direct their atten-
tion towards the crossover (or transition) between the
viscous and inertial regimes. The first direct evidence
of the crossover from R∗ ∼ t∗ to R∗ ∼ (t∗)1/2 was re-
ported by Burton and Taborek [25]. By equating the
characteristic velocities from the two scaling laws, they
derived the crossover length, lc ∼ µ(R0/ρσ)1/2, which
is consistent with the results of Paulsen and coworkers
[23, 34], who obtained the same crossover length and,
additionally, the crossover time, τc ∼ µ2(R0/ρσ3)1/2, by
assuming unity Reynolds number. Applying these time
and length scales, Paulsen and coworkers collapsed the
neck evolutions of distinct viscosities onto a single fitting
curve, (R∗)−1 ∼ (t∗)−1 + (t∗)−1/2, indicating a certain
degree of universality for droplet coalescence.
In this Letter, we take one step further to theoreti-
cally analyze the neck evolution using the Navier-Stokes
equation. The very beginning of droplet contact, where
the length scale of the neck is comparable to the mean
free path of the gas medium, is beyond the scope of the
current theory. A schematic of the neck between two
merging droplets of initial radius R0 is shown in Fig. 1.
The neck radius, R, is defined as the minimum distance
of the neck from the z-axis. It follows from the geome-
try that the characteristic width (or height) of the neck
is approximately 2rR, with rR = R tan (θ/2). The open
square dot represents an infinitesimal fluid element lo-
cating on the r-axis and next to the droplet neck surface;
thus, it moves with the center of the neck at the same
speed of U .
Given axisymmetric flow without swirling, the dynam-
ics of the fluid element is governed by the r-direction N-S
equation,
ρ(∂tur + uz∂zur + ur∂rur)
= −∂rp+ µ
(
∂2zur + ∂
2
rur +
∂rur
r
− ur
r2
)
,
(1)
where uz and ur are the velocity components in the z-
and r- directions, respectively; p is the pressure and t the
time. We now list the physical assumptions and approx-
imations that are necessary for further derivations.
(i) The flow is localized around the neck region. This
means that the neck movement only affects its immedi-
ate near field encircled by the red dotted curve shown in
Fig. 1, whereas the rest of the drop is considered nearly
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2FIG. 1: A zoomed-in schematic of the neck region between
two merging droplets. The red dotted curve together with the
droplet interface encircles the main flow region of the droplet,
outside of which the flow may be considered to be negligible.
stagnant. This assumption is in line with the finding of
Paulsen et al. [23] that the flow extends over a length
comparable to the neck height rather than the neck ra-
dius. We also note that this assumption implies R R0
so that the rest of the droplets is hardly “felt” by the
neck.
(ii) The flow is quasi-steady [16, 17, 29], meaning ∂tur ≈
0.
(iii) The neck geometry is associated with two length
scales, R and rR, corresponding to two principle curva-
tures, 1/R and 1/rR. Therefore, the neck curvature in
the zr-plane is approximately 1/rR [29].
Since the fluid element in Fig. 1 moves along the r-
axis, uz, ∂zur, and ∂zuz should all be zero at z = 0
owing to the condition of symmetry, so the term uz∂zur
vanishes in Eq. (1). Applying the continuity equation
and the relation ∂zuz = 0, we have ∂rur = −ur/r
and then ∂2rur = 2ur/r
2. According to Assumption
(i), the length scale of the encircled flow region is rR
in both z- and r- directions, so ∂rur = −∂zur ∼ U/rR.
The following scaling approximations can be readily ob-
tained: ur∂rur ∼ U2/rR, ∂rp ∼ ∆p/rR, ∂2zur ∼ −U/r2R,
∂rur/r ∼ U/(RrR), where ∆p is the pressure differ-
ence across the encircled flow region. Consequently, with
(ur/r
2)|r=R = U/R2, Eq. (1) takes the simplified form,
ρU2
rR
= −C1∆p
rR
− C2µU
r2R
+
C3µU
RrR
+
µU
R2
, (2)
where C1, C2, and C3 are positive scaling coefficients to
be determined experimentally. Note that the derivation
of Eq. (2) also requires Assumption (ii). ∆p can be es-
timated from ∆p = p2 − p1, where p1 and p2 are the
pressures corresponding to the locations shown in Fig. 1.
As the present study concerns the coalescence of liquid
droplets in a gaseous environment, the liquid-gas inter-
face can be considered as a free surface, where the capil-
lary pressure jump is given by p∞−p = −2µn ·S ·n+σκ
[35], where p∞ is the ambient gas pressure, n and κ
are the unit normal vector and curvature of the inter-
face, respectively, and S is the rate-of-strain tensor. It is
noted that the static version of this condition is known
as the Young-Laplace equation. Accordingly, the pres-
sure jumps at the interfaces of the far-side droplet and
the neck satisfy p∞ − p1 = −2σ/R0 and p∞ − p2 =
−2µ∂rur+σ(1/rR−1/R), respectively, which can be sub-
tracted to yield ∆p = −σ(1/rR− 1/R+ 2/R0)− 2µU/R,
where (∂rur)|r=R = −U/R from the continuity equation
is applied. With R  R0 implied by Assumption (i),
θ ≈ sin θ = R/R0 and θ/2 ≈ tan (θ/2) = rR/R, it gives
the geometric relationship,
rR
R
≈ R
2R0
, (3)
which is consistent with previous studies [23, 29]. Based
on Eq. (3), we can make the approximation that ∆p ≈
−σ/rR. With rR  R, the third and fourth terms on the
right-hand side of Eq. (2) are negligible compared with
the second term. Together with R˙ = dR/dt = U , Eq. (2)
can be therefore simplified into
ρR˙∗2L2
T 2
=
C1σD0
R∗2L2
− C2µD0R˙
∗
R∗2LT
, (4)
where D0 = 2R0, R
∗ = R/L, R˙∗ = R˙/U , and T = L/U ,
with L, U , and T being the characteristic length, velocity,
and time scales, respectively. Eq. (4) describes a balance
among the effects of advection, pressure gradient, and
diffusion.
The experimental studies of Paulsen and coworkers [23,
34] imply the existence of a unified formulation given the
length and time are scaled properly. If Eq. (4) is such a
formulation, we must have
ρL2
T 2
=
σD0
L2
=
µD0
LT
, (5)
yielding L = OhD0 and T = µOhD0/σ, where Oh =
µ/
√
ρσD0 is the Ohnesorge number. Note that L and
T match exactly with the viscous-to-inertial crossover
scales used by Burton and Taborek [25] and Paulsen and
coworkers [23, 34].
Now, Eq. (4) takes the dimensionless form,
R˙∗2 =
C1
R∗2
− C2R˙
∗
R∗2
. (6)
Bearing in mind that C1 and C2 are positive and of
O(1), we can integrate Eq. (6) with the initial condi-
tion R∗(t∗ = 0) = 0, where t∗ = t/T , to obtain the exact
3solution,
t∗ =
C2R
∗
2C1
+
C2
4C1
[
R∗
√
4C1R∗2
C22
+ 1
+
C2
2
√
C1
sinh−1
(
2
√
C1R
∗
C2
)]
.
(7)
Eq. (7) readily dictates the asymptotic behaviors asso-
ciated with the viscous and inertial regimes. For R∗ 
C2/
√
4C1 = O(1), Eq. (7) yields
t∗ ≈ R
∗2
2
√
C1
+O(R∗). (8)
Eq. (8) can be rewritten in the dimensional form of
R/R0 ≈ c1(t/τi)1/2, with c1 = (8C1)1/4. It is in line
with the 1/2 power-law scaling for the inertial coales-
cence regime. For R∗  C2/
√
4C1, Eq. (7) yields
t∗ ≈ C2
2C1
[
3R∗
2
+
C2
4
√
C1
ln
(
2
√
C1R
∗
C2
+ 1
)]
≈ C2R
∗
C1
+O(R∗2),
(9)
which can also be expressed in the dimensional form of
R/R0 ≈ c2t/τv, with c2 = C1/C2. It is noted that Eq. (9)
can be also reduced to the form of R ∼ tσ/µ, which is
void of any characteristic length. This can be interpreted
that the physics of viscous regime is intermediate self-
similar [36]. The coefficients c1 = 1.68 and c2 = 1 were
suggested by Paulsen [34] although different values were
reported [18, 19, 24]. Accordingly, we obtain C1 ≈ 1
and C2 ≈ 1, which confirms that these coefficients are of
O(1).
Here, we contrast our viscous scaling with the t∗ ln(t∗)
behavior given by Eggers et al. [16]. In fact, our supple-
mentary materials [38] now confirm the validity of their
scaling through a detailed derivation of a key velocity
integral, which was only provided via an argument in
Eggers et al.’s original work. It is noted that while their
scaling is based on the accurate solution of Stokes flow
and should be valid for t −→ 0, it could divert from the
actual neck evolution. For one thing, the initial merging
could start from a non-zero gap height, so that their re-
quirement for rR being two-order-of-magnitude smaller
than R would not be satisfied at the beginning. Fur-
thermore, as the neck expands out, the shape of the
meniscus evolves in both z and r directions, which causes
the surface tension to be more distributed rather than
concentrated. Therefore, their approximation of parallel
undisturbed interfaces on both sides of the neck and the
treatment of applying ring force or belt force could intro-
duce additional error. Our approach, on the hand, can
be understood as a linearization of the N-S equation in
the vicinity of the neck so the ln(t∗) term is smoothed
out to be a constant within a finite time period. The
FIG. 2: Validation of Eq. (7) against experimental data from
previous studies [18–20, 22, 34, 37]. The solid line is the fitting
of all data using the current model of Eq. (7). The dashed line
corresponds to this model with asymptotic behaviors in the
viscous and inertial regimes identical to the fitting relation of
Paulsen [34], which is represented by the dotted line.
merit is that both viscous and inertial terms can be pre-
served to yield a unified formula for a significantly ex-
tended lifespan of the neck evolution, covering the vis-
cous, viscous-to-inertial crossover, and inertial regimes.
The performance of our theory will be justified through
comparisons with experiment in the following.
We now provide the validation of Eq. (7) in Fig. 2, by
comparing our theory with previous experimental data
of various Oh. The relevant parameters (D0, ρ, σ, and
µ) for the 15 sets of experimental data are summarized
in the supplemental materials [38]. It is observed from
Fig. 2 that all data tend to collapse onto a single curve,
while the scatteredness of the data reflects the variations
of the scaling prefactors reported by different experi-
ments. The collapsed data agree well with the dashed
line, which is the current model with C1 = 1 and C2 = 1,
demonstrating a good universality of this model in pre-
dicting the neck evolution, even though the original ex-
periments were conducted under different conditions for
the droplets of distinct liquids.
Fig. 2 also demonstrates the asymptotic behaviors in
the viscous and inertial regimes. Specifically, the R∗ ∼ t∗
and R∗ ∼ √t∗ scaling relations show up as R∗  1 and
R∗  1, respectively, whereas a clear inflection point
can be identified around R∗ = 1 and t∗ = 1, marking the
transition from viscous to inertial. The dotted line repre-
sents Paulsen’s fitting [34], the functionality of which has
been adjusted to 2(R∗)−1 = (t∗/2)−1 + (t∗/2)−1/2 under
the current scales of L and T. Comparing Paulsen’s fit-
ting with the current theory (C1 = 1 and C2 = 1), we find
that the two curves overlap with each other in the limit
R∗  1 and R∗  1. The inset plot of Fig. 2 is a close-up
4of the crossover regime, showing that Paulsen’s fitting in
this regime is slightly off compared with our analytical
solution. Better fittings by using Eq. (7) and different
C1 and C2 can be obtained, but they make overall subtle
differences.
The discussions of Eqs. (8) and (9) together with Fig. 2
imply that the viscous, viscous-to-inertial crossover, and
inertial regimes can be roughly segmented as R∗  1,
R∗ ∼ O(1), and R∗  1. With R∗ = R/(OhD0), the co-
alescence regime is clearly dictated by two factors, R/D0
and Oh. The effect of R/D0 can be understood that for a
given fluid the droplet coalescence regime changes from
viscous to inertial or has such a trend as the neck ex-
pands out naturally. However, R/D0 can only increase
up to the order of unity, so it is Oh that eventually de-
cides whether a coalesced droplet could enter the iner-
tial regime. This is evident from Fig. 2 that data in
the inertial regime generally corresponds to smaller Oh
and vice versa, given the sampling range of R/D0 does
not vary dramatically among different experiments. This
contributes to an important understanding of how drop
coalescence should be classified in practice. For example,
Aarts et al. [18] used Data 3 (20 mPa s silicon oil) and
Data 4 (50 mPa s silicon oil) to demonstrate the iner-
tial scaling, whereas the current study clearly shows that
Data 3 mainly covers the crossover regime and Data 4
extends from the viscous regime to the crossover regime.
As an additional support to our theory and the as-
sertion on Oh effects, a volume of fluid (VOF) simu-
lation [39, 40] was implemented using the open source
code, Gerris [41, 42]. This numerical approach has been
demonstrated to be suitable for multiphase flow [43–46],
and validated for the droplet coalescence problem in our
previous study [8]. Since the numerical interface is rep-
resented by finite layers of grid cells, it inevitably in-
troduces a finite neck radius after the initial contact of
droplets. By taking advantage of the adaptive mesh re-
finement [41, 42], we have brought the initial neck ra-
dius, R/D0, down to the order of O(10
−3), which would
greatly improve the neck evolution in the initial stage.
The evolution of the neck interface for a representative
simulation case, with Oh = 0.0016, is shown in the in-
set plot of Fig. 3. Similar simulations were conducted
for Oh = 0.0082, 0.0179, 0.0718, 0.1795, 0.8975, and
4. The neck radius evolutions are shown in the main
plot of Fig. 3. It is seen that each simulation data set
originates from a finite neck radius, causing the simu-
lated evolution to deviate from experiment or theory, es-
pecially at the very early stages when R∗ hardly grows
with time. Nevertheless, the later-stage coalescence be-
havior is less affected by the simulation onset, as each
neck evolution curve gradually approaches and then fol-
lows its designated scaling. Similar neck evolution be-
haviors were also observed from the simulation studies
of Sprittles and Shikhmurzaev [30, 47]. Based on fitting
the late-stage curves of the simulated neck evolution to
FIG. 3: Main: validation of Eq. (7) against simulated neck
evolution for droplets of different viscosities (Oh). Inset: time
evolution of the simulated neck interface for a representative
case with Oh = 0.0016.
Eq. (7), we estimated C1 = 0.3 and C2 = 0.48, which is in
reasonable agreement with C1 = 1 and C2 = 1 obtained
based on experiment. The differences in those coefficients
are likely caused by the initial condition of the simula-
tion, R∗(t∗ = 0) 6= 0, being different from the theory.
Last, Fig. 3 also justifies that both increasing R/D0 and
decreasing Oh would cause the coalescence to move to-
wards the more inertial regime, which is consistent with
the experimental observation from Fig. 2.
To summarize, we have presented a theoretical model
for the neck evolution during initial coalescence of bi-
nary liquid droplets. We showed that the length and
time scales for the crossover between viscous and inertial
regimes come naturally in the theory. With the proposed
scaling, we derived and validated a unified solution that
applies to the viscous, viscous-to-inertial crossover, and
inertial regimes of droplet coalescence. This provides a
fundamental framework to support the prominent scal-
ing laws as well as the crossover behaviors observed from
previous experimental and numerical studies.
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