A method is presented for the computation of the tonal acoustic field around a 1 circular source, based on an exact formulation which is valid in the near and far The approach is tested numerically, with and without added noise, and demonstrates 7 excellent performance, especially when compared to extrapolation using a far-field 8 assumption. 
I. INTRODUCTION

10
The problem addressed in this paper is how to compute the acoustic field around a circular 11 source from a limited number of measurements of the field near the source. The source in 12 question is a disk, as a model of rotors or other tonal circular sources, and we assume that 13 we may measure the acoustic field near the source and wish to compute it over a large 14 range, from the near to the far field. For definiteness, we assume two possible applications.
15
The first is the use of wind-tunnel measurements of sound near a propeller to estimate the 16 radiated field; the second is the extrapolation of data computed on a control surface to the 17 whole acoustic field.
18
In the first case, the use of wind tunnel data to estimate radiated sound, there are 19 constraints on the data which may be acquired, arising from the difficulties and costs of 20 experimental measurements. Especially for propellers in high speed flows, there is a strong 21 incentive to use the smallest diameter wind tunnel possible, so that noise can only be mea-22 sured in the near field of the rotor, and, for cost reasons, to measure noise at the smallest 23 number of points consistent with accurately capturing the acoustic field. In any case, back-24 ground noise in the tunnel can limit the axial range over which reliable data may be acquired.
25
The question is then how to use these limited data to estimate noise at other points in the 26 acoustic field.
27
This is not a simple task. The simplest approach is to assume an inverse distance decay 28 of the sound amplitude, as occurs in the far field, and extrapolate measured data by scaling 29 with distance. For this method to be valid, however, the measured data must themselves be 30 in the far field, defeating the purpose of the approach. Brouwer 1 presents an example using 31 experimental data where an assumption of inverse distance decay leads to an error of 9dB 32 in the far field level, instead of the 1dB accuracy achieved using the approach of his paper,
33
which forms part of the method which we describe here.
34
There are more sophisticated techniques, such as a "transfer function" method used to
35
project near-field data into the far field 2 . This method is used to correct noise predictions 36 based on far-field models for near field effects and "to derive community noise levels from 37 wind-tunnel test data". The method does, however, depend on a knowledge of the source 38 mechanisms at work and the operating parameters of the propeller, so its generality is 39 limited.
40
Another approach, which can also be applied to computed data, is based on the properties 41 of the acoustic field, and does not require information about the source mechanisms. For be captured in sufficient detail for the computation of coefficients in the spherical harmonic 53 expansion. Given a means of computing the acoustic field, the expansion can be generated 54 efficiently and provides a means of computing the far field for relatively low computational 55 effort, though it still relies on being able to gather input data in the acoustic far field.
56
In this paper, we solve a model problem for the evaluation of the tonal acoustic field 57 from a circular source at any point outside a cylinder containing the source. 
II. ANALYSIS
67
The problem to be solved is that shown in Fig. 1 . A disk-shaped source of unit radius radiates into stationary fluid. Given a set of measurements on a sideline, a line parallel to the axis of the source, we wish to determine the radiated field at points outside the sideline.
We adopt cylindrical coordinates (r, θ, z) with the source lying in the plane z = 0, and assume time dependence exp[−jωt] with c speed of sound and wavenumber k = ω/c. The source is composed of a monopole and axial dipole term, "thickness" and "loading" in the propeller noise jargon, and has azimuthal order n, so that the monopole source term is of the form s(r 1 , θ 1 ) exp[jnθ 1 ] and the resulting field is p = p
where subscript 1 denotes a variable of integration. The corresponding axial dipole term is In experimental testing, a suitable arrangement of microphones can be used to decompose a measured acoustic field into its azimuthal modes at some radius, for example by traversing an array of microphones parallel to the rotor axis. Likewise, if the objective is to extrapolate a numerically computed field, the azimuthal modes are readily computed. In any case, we assume that we may take
as the input to our method. The starting point for our technique is then p n (k, r, z) at some 68 radial position r 0 and a set of axial stations z i , with the location of these stations to be 69 determined.
70
There exists an exact formulation for the evaluation of an acoustic field given only p n (k, r 0 , z) and which, unlike a Kirchhoff method, does not require the normal derivative of acoustic pressure, but only the pressure proper, easing the evaluation of input data. The field is given by 1 ,
Thus, given p n (k, r 0 , z), p n (k, r, z) may be computed for any r > r 0 . The difficulty lies in 
75
For numerical evaluation, we write
where the axial limits ±Z are chosen so that |p n (±Z)| is negligible, and the infinite limits 76 on γ are replaced by ±k, the region where γ is real. Terms with γ imaginary correspond to 77 evanescent waves 1 which decay exponentially with r and so can be neglected with negligible 78 loss of accuracy.
79
In principle, we could measure p n (k, r 0 , z) at a finely spaced set of points on a sideline of section, we propose a technique for the accurate generation of p n (k, r 0 , z) using an approach 87 based on the known properties of sound from rotating sources.
88
B. Evaluation of acoustic field on a sideline
89
We now consider how to efficiently evaluate the acoustic field on a sideline. The requirement is to use a relatively small number of measurements to generate an accurate,
properly-resolved, distribution of p n over a large enough axial range for input to Eq. 5. This is made feasible by returning to some established properties of rotating sound fields. It is known 5, 6 that the acoustic field from the monopole source term is given by
where
and U m (s) is the Chebyshev polynomial of the second kind. The coefficients u m can be 90 computed from the source distribution on the unit disk 6,7 but in this problem we do not 
94
We now employ some properties of I m to reduce the summation of Eq. 7 to a numerically tractable form. It is known 5 that I m is exponentially small for k < m + 1, so the series may be truncated with negligible loss of accuracy:
where the limit M depends on k. In our calculations, we take M equal to the next integer greater than k. For the axially aligned dipole the equivalent equation for the acoustic field
The total acoustic field on a sideline r = r 0 is then given by
and if the coefficients u m and v m can be found, p n (k, r 0 , z) can be evaluated at any value of 95 z, allowing the generation of the input to Eq. 5.
96
The obvious method of evaluating the coefficients is to measure the field at selected values 97 of z on the line r = r 0 and solve the system of Eq. 10. In practice, we will use more than 98 the 2M + 2 measurement points theoretically required, and will solve the system in a least 99 squares sense. The question at this point, however, is whether there are measurement points 100 which are optimal for the problem.
101
Stationary phase analysis 5 of I m in the limit of large k shows that in a region −z c < z < z c , I m (k, r, z) is proportional to k −1/2 while outside this region it decays as k −1 . For a given radius r 0 , z c is given by
where β = m/k and β = (1 − β 2 ) 1/2 . We hypothesize, though we cannot prove, that the 102 optimal spacing of measurement points on the sideline will be based on this property of the 103 function I m .
104
C. Summary of method
105
The proposed algorithm may now be summarized as follows. In a first stage,
106
1. for a given r 0 , n, and k, select measurement points z i and evaluate or measure p
2. generate the (possibly over-determined) system for Eq. 10,
where p is the vector of p to Eq. 5.
112
The points z i are chosen based on the values of z c computed using Eq. 11, by inserting a 
III. RESULTS
120
In order to demonstrate and test the method, we present results for two cases. The acoustic field is generated by a combination of a monopole and a dipole ring source of radius
with source amplitudes set arbitrarily to m = 1.5 and d = 1.7, which is sufficient to introduce 121 noticeable asymmetry into the field. To examine representative cases, we set k = nM t where 122 M t is interpreted as a "tip Mach number" for a rotating source or as the "mode Mach does not give large reductions in error, and so the system has been maintained at this size 135 for the calculations presented below.
136
In both cases, the extrapolated field is computed at r = 2, −8 ≤ z ≤ 8 for the near for an accurate reconstruction of p n (k, r 0 , z).
145
Comparisons of exact and extrapolated fields are plotted as real and imaginary parts, to check for phase errors, and an overall error is given as
where p (e) n (z) is the extrapolated value on the sideline, and p n (z) is evaluated using equa-146 tion 12.
147
Finally, for selected cases, the result of the procedure is compared to naive extrapolation assuming a simple 1/R decay, with the extrapolated field given by
A. Noise-free data
148
To begin, we present graphical results for the method applied to noise-free data. The good, though with a larger error in the near-field case near z = 0. The far field match is 161 excellent, however, and the full variation in amplitude and phase is accurately reproduced.
162
It appears that the larger error in the near field is caused by the evanescent waves which 163 have not decayed completely by r = 2. input data are nowp
where g r and g i are uniformly distributed random numbers 0 ≤ g r , g i < 1 and varying σ has 166 the effect of modifying the signal-to-noise ratio based on the amplitude of the field at z = 0.
167
Errors n and f for the near-and far-field extrapolations respectively are given in decibels, 168 20 log 10 , as a function of σ for the proposed method and for 1/R extrapolation.
169 Table I gives the data for the n = 5, M t = 1.1 case and demonstrates the very good roughly constant until the signal-to-noise ratio reaches 40dB, when the performance of the 173 method begins to suffer. In all cases, however, it is far superior to simple 1/R extrapolation, Table II shows equivalent data for the subsonic case. As was apparent from the plotted 178 results, the error in this case is larger than for M t = 1.1, although this should be compared 179 to the very much larger error for 1/R extrapolation, which is more than 40dB in the far 180 field. 
