We consider a joint source channel coding (JSCC) problem in which we desire to transmit an arbitrary memoryless source over an arbitrary additive channel. We propose a mismatched coding architecture that consists of Gaussian codebooks for both the source reproduction sequences and channel codewords. The natural nearest neighbor encoder and decoder, however, need to be judiciously modified to obtain the highest communication rates at finite blocklength. In particular, we consider a unequal error protection (UEP) scheme in which all sources are partitioned into disjoint power type classes. We also regularize the nearest neighbor decoder so that an appropriate measure of the size of each power type class is taken into account in the decoding strategy. For such an architecture, we derive ensemble-tight second-order and moderate deviations results. Our first-order (optimal bandwidth expansion ratio) result generalizes the seminal results by Lapidoth (1996, 1997). The dispersion of our JSCC scheme is a linear combination of the mismatched dispersions for the channel coding saddle-point problem by Scarlett, Tan and Durisi (2017) and the rate-distortion saddle-point problem by the present authors, thus also generalizing these results.
I. INTRODUCTION
In joint source-channel coding [1] , one seeks to find a necessary and sufficient condition such that a source sequence of length k can be reliably transmitted over a channel in n channel uses in the sense that the excess-distortion probability for a given distortion level D vanishes. This condition is captured by the maximum attainable ratio of k and n, also known as rate. For discrete memoryless systems, Shannon [1] showed that this maximum attainable rate is C/R(D), where C is the capacity of a discrete memoryless channel (DMC) and R(D) is the rate-distortion function of a discrete memoryless source (DMS). Shannon showed that, surprisingly, a separation scheme is optimal in this first-order fundamental limit sense. That is, separately designing a reliable lossy data compression system (source code) and data transmission system (channel code) is optimal. Often, for simplicity, one assumes that these codes are tailored to the source and channel statistics. However, in practice, codes that do not depend on the statistics of the source and channel are of paramount importance. Such codes form the central focus of the present work.
We are primarily inspired by two of Lapidoth's seminal works [2] , [3] . In [2] , he showed that for a channel coding system, if the codebook is Gaussian and the decoder is constrained to be a nearest neighbor or minimum Euclidean distance decoder, regardless of the statistics of the additive noise, the maximum coding rate one can attain is the Gaussian capacity function. This constitutes a robust communication system because the rate that one attains is at least as good (i.e., large) as if the noise is Gaussian as long as the code is so designed. In [3] , Lapidoth considered the rate-distortion counterpart of the same problem and showed that the minimum compression rate one can attain for an arbitrary source is the Gaussian rate-distortion function if one uses minimum Euclidean distance encoding and the codebook is Gaussian. Note that for both the source and channel coding systems, the codes are incognizant of the source and channel laws. These problems are also respectively termed as saddle-point problems because they characterize the extremal input distribution-noise pair (for channel coding) and the source-test channel pair (for source coding).
We extend these two works of Lapidoth [2] , [3] in two distinct directions. First, we consider a joint source-channel coding (JSCC) setup. In our JSCC scheme, analogously to [2] , [3] , one is constrained to use two random Gaussian codebooks, one for the reproduced source sequences and one for the channel codewords. However, both minimum Euclidean distance encoding and decoding schemes need to be judiciously modified to ensure that the best (highest) rates are attained. We describe these modifications in greater detail in Section I-A. We refer to the encoding and decoding schemes as modified minimum distance and modified nearest neighbor schemes respectively. The joint scheme is termed the NN-JSCC scheme (NN stands for "nearest neighbor"). Second, instead of focusing solely on the first-order asymptotics (capacity and rate-distortion function), we examine the fundamental limits of such a mismatched decoding setup via a more refined lens. Specifically, we study the second-order and moderate deviation asymptotics of the problem. Our results recover the classical results by Lapidoth [2] , [3] and more recent works on second-order asymptotics for the saddle-point problems for channel and source coding studied by Scarlett, Tan and Durisi [4] and the present authors [5] . To describe our NN-JSCC scheme, we resort to a framework that is ubiquitous in joint source-channel coding, e.g., [6] , [7] . We define the notion of power types for positive reals similar to [10] . Let ξ be a positive number. This parameter determines (half) the quantization range. Furthermore, let the number of source power type (or simply type) classes be N := 2kξ .
(3)
Define the lower limit for the power level to be
Given each i ∈ [1 : N ], define the type quantization level and the power type class respectively as
T i := s k : Υ(i − 1) ≤ s k 2 k < Υ(i) .
Thus, in effect, we are partitioning all length-k source sequences into N disjoint subsets T i , i ∈ [1 : N ] depending on their powers s k 2 /k. The upper limit for the power level is Υ(N ) ≈ (1 + ξ)σ 2 when k is large. We say that i ∈ [1 : N ] is the type or power type of s k if s k ∈ T i . Let {M i } i∈[1:N ] be a set of integers to be specified later. Finally, let
be a set of pairs in which the first coordinate denotes the type and the second coordinate denotes the index of the codeword in a sub-codebook corresponding to that type. Our NN-JSCC scheme is illustrated in Figure 1 and defined formally as follows. 
Throughout the paper, we consider random Gaussian codebooks for both source and channel codebooks for part (i) of Definition 1. To be specific, we consider the following two types of Gaussian codebooks.
(i) First, we consider spherical codebooks where each source codewordŜ k (or channel codeword X n ) is generated independently and uniformly over a sphere with radius k(σ 2 − D) (or √ nP where P is a positive number), i.e.,
where δ(·) is the Dirac delta function, A k (r) := kπ k/2 r k−1 /Γ( k+2 2 ) is the surface area of an k-dimensional sphere with radius r, and Γ(·) is the Gamma function. (ii) Second, we consider i.i.d. Gaussian codebooks where each source codewordŜ k (or channel codeword X n ) is generated independently according to a product of univariate Gaussian distributions each with variance σ 2 − D (or P ), i.e.,
For later use, we define the Gaussian capacity and rate-distortion functions as follows:
Furthermore, define the optimal bandwidth expansion ratio/factor
In other words, the proposed NN-JSCC scheme in Definition 1 consists of a concatenation of a source code and a channel code (cf. [9, Definition 8] ). Specifically, the encoder f can be regarded as the concatenation of a source encoder and a channel encoder. The source encoder selects the index I according to source power type class and then selects the sub-index J based on the modified minimum distance encoding rule. The channel encoder maps the output of the source encoder into a channel codeword with index (I, J). The decoder φ can be regarded as the concatenation of a channel decoder which adopts the modified nearest neighbor decoding rule to produce (Î,Ĵ) and a source decoder which declares the source reproduction sequence as the source codewordŜ k (Î,Ĵ) with this pair of indices.
C. Motivation for and Remarks on the System Model
Our motivation for considering the NN-JSCC architecture is, in part, to generalize and unify Lapidoth's works in [2] , [3] and, in part, to obtain the best second-order coding rates for the JSCC problem. Similar to [2] , [3] , ours is a mismatched coding scheme since neither the encoder nor the decoder is designed to be optimal with respect to the source and channel. Rather, its design does not depend on the source and channel statistics. Hence, unless the source and channel are Gaussian, there is mismatch in the problem. Our NN-JSCC scheme is a UEP-inspired extension of the mismatched coding schemes in the rate-distortion [3] and channel coding [2] saddle-point problems to the JSCC setting. In fact, if one chooses the parameters so that there is only N = 1 type class T 1 (so all the source sequences lie in T 1 ), our NN-JSCC scheme degenerates to a separate source-channel coding scheme. For this extreme case, choosing M such that log M = nR(σ 2 , D) + o(n) and combining the results in [2] , [3] , one concludes that the bandwidth expansion ratio (ratio of source symbols to channel uses) ρ * (P, σ 2 , D) is achievable when the source codebook is a spherical codebook and the channel codebook is either a spherical or i.i.d. Gaussian codebook. However, this naïve choice results in strictly suboptimal second-order and moderate deviation constants. For our second-order and moderate deviations results, we exploit the UEP framework of the coding scheme in Fig. 1 and choose ξ and {M i } i∈[1:N ] in a more refined fashion.
The complexity (hence practicality or impracticality) of our NN-JSCC coding scheme is almost the same as the schemes in [2] , [3] . To wit, we note that both NN encoding and decoding require exponential-time searches over the source and channel codewords. Our scheme incurs an additional search for the index of the power type class that the source S k lies in; see point (ii) of Definition 1. We design ξ such that the number of type classes is polynomial; the complexity of this search is thus negligible compared to the aforementioned exponential-time searches. Thus, the "practicality" of the proposed scheme is not too dissimilar compared to [2] , [3] .
Despite the fact that the coding scheme is relatively simple and the complexity is almost equal to that in Lapidoth's works [2] , [3] , it remains robust in the sense the bandwidth expansion ratio ρ * (P, σ 2 , D) (which is optimal for the Gaussian version of the problem) is attained. However, this not necessarily optimal for the given arbitrary source and arbitrary additive channel. Nonetheless, the second-order terms can be shown to be ensemble-tight.
D. Definitions
Based on the coding scheme in Definition 1, we see that the (ensemble) excess-distortion probability is P e,k,n := Pr{d(S k , φ(f (S k ))) > D} (17)
Note that the ensemble excess-distortion probability in (18) is averaged not only over the source and noise distributions, but also over the source and channel codebooks. This is similar to [2] , [3] which allows us to obtain ensemble-tight results in the spirit of [4] , [5] , [11] . For subsequent analyses, let k * sp,sp (n, ε, P, σ 2 , D) be the maximal number of source symbols that can be transmitted over the additive noise channel in n channel uses so that the ensemble excess-distortion probability with respect to distortion level D is no larger than ε ∈ (0, 1) when a spherical codebook is used as both source and channel codebooks. In a similar manner, we can define k * sp,iid (n, ε, P, σ 2 , D), k * iid,sp (n, ε, P, σ 2 , D) and k * iid,iid (n, ε, P, σ 2 , D). 1 Definition 2. Fix any ε ∈ [0, 1). The spherical-spherical second-order coding rate is defined as
Similarly, we can define L * sp,iid (ε), L * iid,sp (ε) and L * iid,iid (ε). Definition 3. A sequence {η n } n∈N is said to be a moderate deviations sequence 2 if η n → 0 and n log n η n → ∞ as n → ∞.
Let the length of the source sequence be k n := ⌊n(ρ * (P, σ 2 , D) − η n )⌋.
The spherical-spherical moderate deviations constant is defined as ν * sp,sp := lim inf n→∞ − 1 nη 2 n log P e,kn,n .
Similarly, we can define ν * sp,iid , ν * iid,sp and ν * iid,iid .
III. MAIN RESULTS AND DISCUSSIONS

A. Preliminaries
In this subsection, we present some preliminary definitions to be used in presenting our main results. For † ∈ {sp, iid} and any source sequence s k , note by spherical symmetry that the non-excess-distortion probability Pr{d(s k ,Ŝ k ) ≤ D}, whereŜ k ∼ f † S k , depends on s k only through its norm s k . Thus, for any s k such that s k 2 /k = p, we define
For † ∈ {sp, iid}, when a † Gaussian codebook is used as the random source codebook, for each i ∈ [1 : N ], we choose
We remark that the choice of M i for any i ∈ [1 : N ] is universal because it only depends on the quantization level Υ(i) (see (5) ), which is fixed a priori, and the type of source codebook (see (10) and (12)). It does not depend on the source codebook realization. 1 Throughout the paper, when we use double subscripts consisting of elements of the set {sp, iid}, the first subscript denotes the nature of the source codebook (spherical or i.i.d.) and the second denotes the nature of the channel codebook. 2 Our definition of moderate deviations sequence in (20) is different from the standard one in for example [12] , [13] in which the term n/log n is replaced by the less stringent √ n. We require the additional √ log n for technical reasons but it is not restrictive as all sequences of the form n −t for t ∈ (0, 1/2) are, by definition, moderate deviations sequences.
The choice of ξ depends on the specific regime (second-order or moderate deviations) and is thus stated later. We need the following definitions of the mismatched dispersion functions in [4] , [5] :
To simplify the presentation of our main results, recalling the definition of ρ * (P, σ 2 , D) in (16), for any ‡ ∈ {sp, iid}, define the joint source-channel mismatched dispersion functions as 3 (29)
B. Second-Order Asymptotics
Theorem 1. Let the quantization range be
For any ε ∈ [0, 1) and any ( †, ‡) ∈ {sp, iid} 2 , we have
The proof of Theorem 1 is given in Section IV. A few remarks are in order. First, given a channel codebook, regardless of the choice of the source codebook, the second-order coding rate remains the same. This is consistent with the result in [5] where the present authors showed that the dispersion for the rate-distortion problem using Gaussian codebooks and minimum Euclidean distance encoding remains the same regardless of the particular choice (spherical or i.i.d.) of the Gaussian codebook. Furthermore, given a source codebook, the second-order coding rates are different and depend on the choice of the channel codebook. This is consistent with the result in [4] where Scarlett, Tan, and Durisi showed that the dispersion for the nearest neighbor decoding over additive non-Gaussian noise channels depends on the particular choice of the channel codebook (spherical or i.i.d.). In particular, the authors of [4] showed that
(32)
Second, when we particularize our result to transmitting a GMS f S = N (0, σ 2 ) over an AWGN channel with noise distribution f Z = N (0, 1), we have that V s (ζ s , σ 2 ) = 1 2 and V sp c (ζ c , P ) = P (P +2) 2(P +1) 2 . Hence, we recover the achievability part in [9, Theorem 19] where Kostina and Verdú provided the optimal second-order coding rate of transmitting a GMS over an AWGN channel using spherical source and channel codebooks. Our result in (31) shows that the same second-order coding rate can also be achieved when the source codebook is an i.i.d. Gaussian codebook.
Third, as a corollary of our results in Theorem 1, we conclude that for any ε ∈ (0, 1), regardless of the choices of source and channel codebooks, using our NN-JSCC scheme (see Definition 1), we have
This strengthens and generalizes Lapidoth's results in [2] , [3] . In particular in [3] , he only considered spherical codebooks. Finally, when we use a separate source-channel coding scheme by combining the models in [2] , [3] and the results in [4, Theorem 1] and [5, Theorem 1], we obtain that the second-order coding rate for any ( †, ‡) ∈ {sp, iid} 2 is bounded above as
Hence, the separate source-channel coding scheme by combining the rate-distortion and channel coding saddle-point setups in [2] , [3] is strictly suboptimal in the second-order sense unless
C. Moderate Deviations
Before presenting our results, we need the following assumptions on the source and channel parameters.
are all finite in a neighborhood around the origin, wherẽ X is a Gaussian random variable with zero mean and variance one and it is independent of all other random variables.
Theorem 2. Let the quantization range be
where η n = ω( n −1 log n) denotes the backoff from the first-order fundamental limit C(P )/R(σ 2 , D) as delineated in Definition 3. Under conditions (i) and (ii) as stated above, for any ( †, ‡) ∈ {sp, iid} 2 , we have
.
The proof of Theorem 2 is given in Section V. A few remarks are in order. First, similarly to the second-order asymptotics in Theorem 1, we observe that the dispersion V ‡ (ζ s , σ 2 , ζ c , P ) plays an important role in the sub-exponential decay of the ensemble excess-distortion probability. Furthermore, the moderate deviations performance only depends on the choice of the channel codebook.
Second, in the proof of Theorem 2, we need to make use of a moderate deviation theorem for functions of independent but not necessarily identically distributed random vectors (see Lemma 8) .
Finally, we remark that if one uses a separate source-channel coding scheme by combining the models in [2] and [3] , then under same conditions, the optimal MDC satisfies that for any
Hence, the separate source-channel coding scheme by combining the rate-distortion and channel coding saddle-point setups in [2] , [3] is strictly sub-optimal in terms of moderate deviations asymptotics.
IV. PROOF OF SECOND-ORDER ASYMPTOTICS (THEOREM 1)
To establish Theorem 1, we need to prove the results for four combinations of source and channel codebooks where each codebook can either be a spherical or an i.i.d. Gaussian codebook. In Section IV-A, we present preliminary results. In Sections IV-B and IV-C, we present the achievability and converse proofs of Theorem 1 respectively.
A. Preliminaries
In this subsection, we present some preliminary results for subsequent analyses. Given the channel output Y n , the channel decoder uses the modified nearest neighbor decoding (see (9) ) to find (Î,Ĵ) and declaresŜ k (Î,Ĵ) as the reproduced source sequence.
For our NN-JSCC scheme, an excess-distortion event occurs if and only if one of the following events occur:
N ]) and one of the following events occur:
a) The message pair (i, J) is transmitted correctly and the distortion is greater than D, i.e,
b) The message i is transmitted incorrectly and the distortion is greater than D, i.e.,
c) The message i is transmitted correctly, the message J is transmitted incorrectly and the distortion is greater than D, i.e.,
Using the definition of the ensemble excess-distortion probability in (18) and the definitions of error events in (38), (39) and (40), we see that
In subsequent analyses for the achievability parts, we upper bound the ensemble excess-distortion probability as follows:
where (42) follows by i) using the union bound, ii) ignoring the requirement that the message pair (i, J) is transmitted correctly in E 1 (i), iii) ignoring the excess-distortion event in E 2 (i) and E 3 (i), and iv) noting that
Note that in the sum in (42), the first two probabilities are with respect to the joint distribution of the source sequence and source codebook while the last probability is with respect to distributions of the channel codebook and the noise.
In subsequent analyses for converse parts, we lower bound the ensemble excess-distortion probability as
where (45) follows since Pr{A ∩ B} = Pr{A} − Pr{A ∩ B c } for any two sets A and B, and (46) follows by using (43) and applying the union bound on the final term in (45).
2) Analysis of the Output of the Channel Decoder: First, we clarify the relationship of the random variables involved in our joint source channel coding ensemble (see Definition 1). In particular, we specify the dependence of the channel output (Î,Ĵ) on other random variables such as the source sequence S k and the source codebook. The results in this subsection hold regardless the choices of source and channel codebooks.
For simplicity, letŜ
and letŝ i ,ŝ and x be the corresponding realizations. Furthermore, for any i ∈ [1 : N ] and for † ∈ {sp, iid}, let
Recall the definition of our NN-JSCC scheme in Definition 1 and the definition of D in (7) . For any i ∈ [1 : N ], given S k ∈ T i andŜ i (and thus J = arg minj ∈[1:Mi] S k −Ŝ k (i,j) 2 (see (8))), the output of the channel decoder is
From (53), we conclude that the output of the channel decoder (Î,Ĵ) depends on the source sequence S k and the source codebook S only through the type of the source sequence and the subcodebookŜ i , i.e., for any s k ∈ T i and anyŝ,
whereŝ i is the i-th subcodebook ofŝ. Note that the probability in (54) is with respect to the channel codebook. Given any (x n , y n ), the mismatched information density (see [4, Eqns. (28)-(29)]) is defined as
For any i ∈ [1 : N ] and any ‡ ∈ {sp, iid}, let
where in (56) and (57), the tuple (X n , X n , Y n ) is distributed according to the following joint distribution
For simplicity, given s k ∈ T i andŝ i for any i ∈ [1 : N ], we let
In the following lemma, we present bounds on the error probability of the channel decoder conditioned on a source sequence (within a type class) and a subcodebook realization. 
The proof of Lemma 3, inspired by and similar to that in [4] by Scarlett, Tan and Durisi, is available in Appendix A. Note that Lemma 3 holds regardless of the choice of the channel codebook. We remark that the upper bound given in (60) is an extension of RCU bound in [14, Theorem 16 ] to the unequal message protection setting (see [8] ) and the lower bound in (61) is a proxy of the RCU bound in the other direction.
3) Existing Results for Non-Excess-Distortion Probabilities: We now recall existing results concerning non-excess-distortion probabilities (see (23)) from [5] . Let
s * (p) := max 0,
Finally, given p ∈ R + and k ∈ N, let
Recalling the definition of Ψ † (·) in (23) and the results in [5] , we have the following lemma.
Lemma 4. The following claims hold.
where
Using the definitions in (62) and (64), we conclude that for any p ∈ (r 2 1 , r 2 2 ) such that p ≥ 2D − σ 2 , R sp (p) and R iid (p) have the same Taylor expansions at p = σ 2 which can be written as follows:
B. Achievability Proof
Fix any ε ∈ (0, 1) and any ‡ ∈ {sp, iid}, let k be chosen such that
where ρ * (P, σ 2 , D) is defined in (16) and V ‡ (ζ s , σ 2 , ζ c , P ) is defined in (29). In particular, k is linear in n, i.e., k = Θ(n). Using the definitions of N in (3) and ξ in (30), we obtain that the number of type classes is bounded as
Note that for k large enough, if s k ∈ T i (see (6)) for any i ∈ [1 : N ], we have
Recall the definition of j(s k ,ŝ i ) in (59). Using the result in (42), for any ( †, ‡) ∈ {sp, iid} 2 , we can upper bound the ensemble excess-distortion probability as follows:
where (73) in p for p ≥ max{σ 2 − 2D, |σ 2 − 2D|} (which is implied by conclusions (ii)-a) and iv)-a) in Lemma 4), ii) s k ∈ T i for some i ∈ [1 : N ] implies that (72) holds and s k 2 k ≤ Υ(i) (see (6)), and iii) the choice of log M i in (24). We bound the first term in (76) by invoking the Berry-Esseen Theorem. Let V := ζ s − σ 4 and T := E[|S 2 − σ 2 | 3 ]. Then, we have,
where (77) follows since
78) follows from the Berry-Esseen theorem (T is finite as the sixth moment of the source is finite) and definition of ξ in (30), and (79) follows from the bound Q(a) ≤ exp(− a 2 2 ). The upper bound in (79) tends to 0 as k → ∞. The following lemma is essential to bound the final term in (76).
The proof of Lemma 5 is deferred to the end of this subsection. For any ( †, ‡) ∈ {sp, iid} 2 , combining (76), (79) and (80) and using the definitions of ρ * (P, σ 2 , D) in (16) and V ‡ (ζ s , σ 2 , ζ c , P ) in (29), we conclude that with the choice of k in (70), we have lim sup n→∞ P e,k,n ≤ ε.
(81) Therefore, we have shown that for any ε ∈ [0, 1) and any ( †, ‡) ∈ {sp, iid} 2 ,
Proof of Lemma 5. Using the definitions of the mismatched information density in (55) and h ‡ (n, i) in (56), for any ‡ ∈ {sp, iid}, we obtain that
where (83) follows from similar steps leading to [4, Eq. (38)] with K 0 being a finite constant defined in [16, Eq. (58) ], and (85) follows since for each (i, j), X n (i, j) is generated according to the same distribution (see (11) or (13)) and we denote X n (i, j) by the generic random variable X n .
Recall the definitions of V s (ζ s , σ 2 ) in (25), V sp c (ζ c , P ) in (26), V iid c (ζ c , P ) in (27), ρ * (P, σ 2 , D) in (16) and the choice of k in (70). We first prove Lemma 5 when we use spherical codebooks for both source and channel codebooks, i.e., † = sp and ‡ = sp. For simplicity, let
Using the choice of M i in (24), the definition of h ‡ (n, i) in (56) and the result in (85), we obtain that
= Pr σ 2 P Z n 2 − nP − 2 X n , Z n + (P + 1) S k 2 − kσ 2 ≥ 2σ 2 (P + 1) nC(P ) − kR(σ 2 , D) + O(log n) (94)
where (89) follows since s k 2 +σ 2 k ≥ Υ(i) when s k ∈ T i , Ψ sp (k, p) ≥ g(k, p) (see Claim (i) in Lemma 4) and g(k, p) is decreasing in p ≥ |σ 2 − 2D|, (90) follows from the definition of g(·) in (65), (91) follows by i) using the Taylor expansion of R sp (p) at p = σ 2 (see (69)) and the bound on N in (71), and ii) noting that (5)) for some i ∈ [1 : N ] and ξ = log k k (see (30)), and (95) follows by applying the Berry-Esseen theorem for functions of independent random variables [17, Proposition 1] and using the choice of k in (70). A detailed proof of (95) is given in Appendix B.
Next, we prove Lemma 5 when we use the spherical codebook for the source codebook and the i.i.d. Gaussian codebook for the channel codebook. Compared with the case where † = sp and ‡ = sp, the proof when † = sp and ‡ = iid is exactly the same until (91). Thus, when † = sp and ‡ = iid, we have
≤ Pr (P + 1) Z n 2 − X n + Z n 2 2(P + 1)
where (98) follows since the channel input X n is i.i.d. according to N (0, P ) when the channel codebook is an i.i.d. Gaussian codebook, and (99) follows similarly to the proof of (95) by applying the Berry-Esseen theorem for functions of independent random variables [17, Proposition 1] and is available in Appendix B. Finally, we prove Lemma 5 when the source codebook is an i.i.d. Gaussian codebook and the channel codebook is either a spherical or an i.i.d. Gaussian codebook. Using (24) and (60), similarly to arguments leading to (91), we obtain that for any
When the channel codebook is a spherical codebook, the rest of the proof is exactly the same as the steps in (92) to (95). On the other hand, when the channel codebook is an i.i.d. Gaussian codebook, the rest of the proof is exactly the same as (96) to (99).
C. Ensemble Converse Proof
In the ensemble converse proof, for any ε ∈ (0, 1) and ( †, ‡) ∈ {sp, iid} 2 , we assume for the sake of contradiction that there exists a sequence of (k, n)-codes (see Definition 1) such that (19) holds and
Recall the lower bound on the ensemble excess-distortion probability in (46) and the definition of j(s k ,ŝ i ) in (59). For any ( †, ‡) ∈ {sp, iid} 2 , we can lower bound each term in the first sum in (46) as follows: for any i ∈ [1 : N ],
where (103) follows by using the result in (61), and (104) follows similarly to the steps leading to [4, Eq. (74) ].
Using (101) and (104), similarly to steps proving Lemma 5, we can prove that for any ( †, ‡) ∈ {sp, iid} 2 ,
The proof of (105) is given in Appendix C for completeness.
The following lemma is vital in the converse proof. 
Combining the results in (46), (105) and Lemma 6, we conclude for any k satisfying (101), for any ( †, ‡) ∈ {sp, iid} 2 ,
This violates the condition that P e,k,n ≤ ε. Since τ > 0 is arbitrary, we have shown that for any ε ∈ [0, 1) and any ( †, ‡) ∈ {sp, iid} 2 ,
Proof of Lemma 6. For simplicity, given s k ∈ T i andŝ i , we let
We first prove (106). For any † ∈ {sp, iid}, we have
where (112) follows since i) (Î,Ĵ) is independent of all subcodebooksŝī forī ∈ [1 : N ] \ {i} (see Section IV-A2), and ii) therefore we can divide the whole codebookŝ into subcodebooks and integrate over each codebook separately, (114) follows by using the definition of Ψ † (·) in (23) and noting that each source codeword is generated independently according to the same distribution (see (10) or (12)), (115) follows since i) Ψ † k, p is decreasing in p for p ≥ max{|σ 2 − 2D|, 2D − σ 2 } and ii) for all s k ∈ T i , we have s k 2 k ≥ Υ(i − 1) ≥ Υ(0), and (116) follows from the bounds on Ψ † (·) in Lemma 4 and the Taylor expansion of R † (p) at σ 2 (see (69)) similarly to (91) and noting the definitions of Υ(0) in (4) and ξ in (30).
We now prove (107). Recall the definition of j(s k ,ŝ i ) in (59). We have the following lemma which is proved in Appendix D.
Lemma 7. For any i ∈ [1 : N ], given any s k ∈ T i and any subcodebookŝ i , then for any (î,ĵ) such thatî = i andĵ = j(s k ,ŝ i ), we have that Pr{(Î,Ĵ) = (i,ĵ)|s k ,ŝ i } depends only on i. For brevity, we denote this quantity as q i := Pr{(Î,Ĵ) = (i,ĵ)|s k ,ŝ i }.
Using Lemma 7, we have that for any i ∈ 
Furthermore, we have
where (122) follows from Lemma 7, (125) follows from similar steps leading to (115), (126) follows from (119), and (127) follows from i) the fact that Mi Mi−1 → 1 as k → ∞ and ii) a Taylor expansion similar to (116). This completes the proof of Lemma 6.
V. PROOF OF MODERATE DEVIATIONS ASYMPTOTICS (THEOREM 2)
A. Preliminaries
The following lemma generalizes the moderate deviations theorem (cf. [18, Theorem 3.7.1]) for i.i.d. random vectors to smooth functions of independent but not necessarily identically distributed random vectors.
be a sequence of independent but not necessarily identically distributed random vectors in R d . Furthermore, let f : R d → R be a function with uniformly bounded second derivatives and let J = (J 1 , . . . , J d ) be a row vector of first-order partial derivatives of f , i.e.,
Let the components of U i be (U i,1 , . . . , U i,d ) for each i ∈ N. Finally, let
Assume that (i) There exists some ball around the origin such that λ → log E[exp( λ, U i )] is finite for all i ∈ N;
(ii) There exists some ball around the origin such that λ → log E[exp(λU i,t )] is finite for all i ∈ N and t ∈ [1 : d];
(iii) The limit in (130) exists and is positive for all t ∈ [1 : d];
(iv) The limit V := lim n→∞ JV n J T exists and is positive; we have that for any moderate deviations sequence η n (see (20) ) and any positive number α,
The proof of Lemma 8 is provided in Appendix E.
B. Achievability Proof
For any ( †, ‡) ∈ {sp, iid} 2 , let k be chosen such that
where ρ * (P, σ 2 , D) is defined in (16) . In particular, k is linear in n.
Similarly to the achievability proof of the second-order asymptotics from (73) to (75), for any ( †, ‡) ∈ {sp, iid} 2 , we obtain
where (134) follows by using the choice of M i in (24) and arguments used to prove (76).
Using the definition of ξ in (35) and the moderate deviations theorem [18, Theorem 3.7.1], under condition (i) in Theorem 2, we obtain that
The following lemma is essential in the achievability proof.
Lemma 9. For any ( †, ‡) ∈ {sp, iid} 2 , with the choice of k in (132) and under the conditions in Theorem 2, we have
The proof of Lemma 9 is deferred to Appendix F. Combining the results in (134), (135) and Lemma 9 and noting that the third term in (134) dominates, we conclude that for any for any ( †, ‡) ∈ {sp, iid} 2 , there exists a sequence of (k, n)-codes satisfying (132) and lim inf n→∞ − 1 nη 2 n log P e,k,n ≥ 1 2V ‡ (ζ s , σ 2 , ζ c , P )
(137)
C. Ensemble Converse Proof
The general procedure of the ensemble converse proof of moderate deviations is to show that for any ( †, ‡) ∈ {sp, iid} 2 and any sequence of (k, n)-codes such that
we have
Indeed, the analysis of the term in (104) uses Lemma 8 instead of the Berry-Essen theorem for functions of random vectors. This can be done similarly to the proof of Lemma 9 in Section V-B.
APPENDIX
A. Proof of Lemma 3
Recall the definition of the mismatched information density in (55) (cf. [4, Eqn. (28)-(29)]). We first prove (60). Given the channel output Y n , the output of the channel decoder in (9) is a pair (Î,Ĵ) that maximizes a generalized mismatched information density, i.e.,
Recall the definition of j(s k ,ŝ i ) in (59). The following steps mimic the proof of the RCU bound in [14] . For any i ∈ [1 : N ], conditioned on the events {Ŝ i =ŝ i } and {S k = s k } for some s k ∈ T i , we can upper bound the probability of decoding (i, j(s k ,ŝ i )) incorrectly as follows:
where (141) follows since whenŜ k = s k andŜ i =ŝ i for s k ∈ T i , the probability that (Î,Ĵ) = (i, j(s k ,ŝ i )) equals the probability that the channel decoder fails to decode the message pair (i, j(s k ,ŝ i )) correctly, and (143) follows since each channel codeword is generated independently according to the same distribution (either (11) or (13)) and we useX n and X n to denote the generic random variables X n (ĩ,j) and X n (i, j(s k ,ŝ i )) respectively. Hence, (X n , X n , Y n ) is distributed according to (58). We also always have Pr (Î,Ĵ) = (i, j)|S k = s k ,Ŝ i =ŝ i ≤ 1. Hence, using (144), for any i ∈ [1 : N ], given s k ∈ T i and the subcodebookŝ i , we have
Next we prove (61). For any i ∈ [1 : N ], given s k ∈ T i and the subcodebookŝ i , following similar steps to prove (144), we obtain
B. Proof of (95) and (99) Similarly to [4] , we will apply the Berry-Esseen theorem for functions of independent random variables. This constitutes a special case of [17, Proposition 1] when the Markov chain is of order zero (see also [19, Proposition 1] for the i.i.d. case).
We first prove (95). LetX n ∼ N (0, I n ). Then a spherically-distributed channel codeword X n (see (11) ) can be written as
For i ∈ [1 : n], let A 4,i := 0 and
and for i ∈ [n + 1 : n + k], let A 1,i = A 2,i = A 3,i = 0 and let
Furthermore, let γ sp (a 1 , a 2 , a 3 , a 4 ) := σ 2 P a 1 − 2a 2 √ 1 + a 3 + (P + 1)a 4 .
Then, it can be verified that
Note that the vector of partial derivatives of the function γ sp (·) evaluated at 0 is J = [σ 2 P, −2σ 2 , 0, P + 1]. The covariance matrix is
Thus,
Recalling the choice of k in (70) and using the definition of V 1 in (87). we conclude that
Therefore, we obtain
where (161) follows by using the choice of k in (70) and noting that k = Θ(n), 
Furthermore, the vector of partial derivatives of γ iid (·) evaluated at 0 is [σ 2 P, −σ 2 , −2σ 2 , P + 1] and the covariance matrix is
Therefore, it can be verified that
The rest of the proof of (99) is omitted since it is similar to steps in (161) to (165) by applying the Berry-Esseen theorem for functions of random vectors and applying the facts in (166) and (169).
C. Proof of (105)
For simplicity, we prove (105) only when both the source and the channel codebooks are spherical codebooks since other cases can be proved similarly.
Using (104), we have that for any i ∈ [1 : N ],
≥ Pr S k ∈ T i , (P + 1) Z n 2 − X n + Z n 2 2(P + 1) ≥ nC(P ) + log g k,
= Pr S k ∈ T i , (P + 1) Z n 2 − X n + Z n 2 2(P + 1)
= Pr S k ∈ T i , (P + 1) Z n 2 − X n + Z n 2 2(P + 1)R(σ 2 , D)
where (171) follows from the choice of M i in (24), (172) follows since i) Ψ sp (k, p) ≤ g(k, p) for p ≥ 2D − σ 2 and ii) for k sufficiently large, Υ(i) ≥ 2D − σ 2 for all i ∈ [1 : N ], (173) follows from the facts that i) g(k, p) is decreasing in p (implied by conclusion (ii)-b) in Lemma 4) and ii) for s k ∈ T i (see (6)), we have s k 2 k ≤ Υ(i), (174) follows similarly to arguments leading to (91), and (175) follows from the choice of k in (101).
Using (175), we obtain that
where (177) follows since each codeword is generated independently and uniformly over a sphere with radius √ nP when we use a spherical codebook as the channel codebook, and (178) follows by using the Berry-Esseen theorem for functions of independent random variables [17, Proposition 1] similarly to Appendix B and details are thus omitted.
D. Proof of Lemma 7
Recall the notation and results in Section IV-A2 and the definition of j(s k ,ŝ i ) in (59). For brevity, given two pairs (î,ĵ) ∈ D and (ĩ,j) ∈ D, define the event Aî ,ĵ,ĩ,j := X n (î,ĵ) − Y n 2 ≤ X n (ĩ,j) − Y n 2 + 2 log Mĩ Mî .
(179)
Then for any i ∈ [1 : N ], given s k ∈ T i and the subcodebookŝ i , for any (î,ĵ) ∈ D \ {(i, j(s k ,ŝ i ))}, we have = E E (ĩ,j)∈D\{(î,ĵ),(i,j(s k ,ŝi))} 1{Aî ,ĵ,ĩ,j } × 1{Aî ,ĵ,i,j(s k ,ŝi) } X n (î,ĵ), X n (i, j(s k ,ŝ i )), Z n (182) = E (ĩ,j)∈D\{(î,ĵ),(i,j(s k ,ŝi))} Pr Aî ,ĵ,ĩ,j X n (î,ĵ), X n (i, j(s k ,ŝ i )), Z n × 1{Aî ,ĵ,i,j(s k ,ŝi) } ,
where (183) holds since each channel codeword is generated independently. Using (183), given s k ∈ T i andŝ i for any i ∈ Pr Aî ,ĵ,ĩ,j X n (i,ĵ), X n (i, j(s k ,ŝ i )), Z n × j ∈[1:Mi]\{ĵ,j(s k ,ŝi)} Pr Aî ,ĵ,i,j X n (i,ĵ), X n (i, j(s k ,ŝ i )), Z n × 1{A i,ĵ,i,j(s k ,ŝi) } (185) = E ĩ ∈[1:N ]\{i} Pr X n − Y n 2 ≤ X n − Y n 2 + 2 log Mĩ M i X n , X n , Z n Mĩ × Pr X n − Y n 2 ≤ X n − Y n 2 X n , X n , Z n Mi−2
where (186) follows from the definition of Aî ,ĵ,ĩ,j in (179) and similar arguments used to obtain (143). Note that given any i ∈ [1 : N ], any s k ∈ T i and anyŝ i , the right hand side of (186) depends only on i (i.e., it does not depend either (s k ,ŝ i ) or (î,ĵ)) as long asî = i andĵ = j(s k ,ŝ i ). The proof of Lemma 7 is now complete.
E. Proof of Lemma 8
The proof of Lemma 8 is inspired by [17, Proposition 1] and makes use of the following lemma.
Lemma 10. Let {U i } ∞ i=1 be a sequence of independent but not necessarily identically distributed zero mean random variables satisfying the following two conditions:
(i) There exists some ball F around the origin such that for all i ∈ N, λ ∈ F → Λ Ui (λ) is finite.
(ii) The limit V := lim n→∞ 1 n n i=1 Var(U i ) exists and is positive. For any moderate deviations sequence η n (see (20) ) and any positive number α, we have
Lemma 10 is a straightforward generalization of [18, Theorem 3.7.1] to independent but not necessarily identically distributed random variables using Gärtner-Ellis Theorem (cf. [18, Theorem 2.3.6]) and also appeared in [20] . The proof of Lemma 10 is thus omitted.
We first consider the case when we use spherical codebooks for both source and channel codebooks. Recalling the definition of γ sp (·) and the definitions of random variables {(A 1,i , A 2,i , A 3,i , A 4,i )} i∈ [1:n+k] in Appendix B, we have that N i=1 s k ∈Ti h ‡ (n, i)f S k (s k )ds k − exp(−nη 3/2 n )
≤ Pr σ 2 P Z n 2 − nP − 2 X n , Z n + (P + 1) S k 2 − kσ 2 ≥ 2σ 2 (P + 1) nC(P ) − kR(σ 2 , D) + o(nη n )
= Pr (n + k)γ sp
A 4,i ≥ 2σ 2 (P + 1)R(σ 2 , D)n η n + o η n (201)
where (200) follows since η 3/2 n = o(η n ), log N = o(log n) (see (3) and (132)) and log n n = o(η n ) (see (20) ), (201) follows from the definitions of A 1,i , A 2,i , A 3,i and A 4,i in Appendix B, the result in (156) and the choice of k in (132), and (202) follows from the fact that n(η n + o(η n )) n + k = η n + o(η n ) 1 + ρ * (P, σ 2 , D)
From the definitions of A 1,i , A 2,i , A 3,i and A 4,i in Appendix B, we conclude that the conditions of Lemma 8 are all satisfied. Thus, using (202) and Lemma 8, we see that the proof of Lemma 9 is completed for the case when † = sp and † = sp. Next, we consider the proof of Lemma 9 when we use a spherical codebook for the source codebook and an i.i.d. Gaussian codebook for the channel codebook. The proof of Lemma 9 for this case differs from the proof of Lemma 5 only in the analysis of the probability term in (98) and it can be done by using Lemma 8. The proofs for the other two cases are similar and thus omitted.
