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Abstract. This is a follow-up of our paper [15] on the construction of general covariant
modulated (GCM) spheres in perturbations of Kerr, which we expect to play a central role
in establishing their nonlinear stability. We reformulate the main results of that paper
using a canonical definition of ℓ = 1 modes on a 2-sphere embedded in a 1 + 3 vacuum
manifold. This is based on a new, effective, version of the classical uniformization theorem
which allows us to define such modes and prove their stability for spheres with comparable
metrics. The reformulation allows us to prove a second, intrinsic, existence theorem for
GCM spheres, expressed purely in terms of geometric quantities defined on it. A natural
definition of angular momentum for such GCM spheres is also introduced, which we expect
to play a key role in determining the final angular momentum for general perturbations
of Kerr.
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1 Introduction
This is a follow-up of our paper [15] on the construction of general covariant modulated
(GCM) spheres in perturbations of Kerr. We reformulate the main results of that paper
using a canonical definition of ℓ = 1 modes on a 2-sphere embedded in a 1 + 3 vacuum
manifold. This is based on a new, effective, version of the classical uniformization theorem
which allows us to define such modes and prove their stability for spheres with comparable
metrics. The reformulation allows us to prove a second, intrinsic, existence theorem for
GCM spheres, expressed purely in terms of geometric quantities defined on it. A natural
definition of angular momentum for such GCM spheres is also introduced, which we expect
to play a key role in the definition of angular momentum for general perturbations of Kerr.
We refer to the introduction in [15] for a short description of the role of GCM spheres in
the proof of the nonlinear stability of Schwarzschild in [14] and the crucial role we expect
them to play in extending that result to Kerr.
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1.1 Review of the main results of [15]
1.1.1 Background space
As in [15] we consider spacetime regions R foliated by a geodesic foliation S(u, s) induced
by an outgoing optical function1 u with s a properly normalized affine parameter along
the null geodesic generators of L = −gαβ∂βu∂α. We denote by r = r(u, s) the area radius
of S(u, s) and let (e3, e4, e1, e2) be an adapted null frame with e4 proportional to L and
e1, e2 tangent to spheres S = S(u, s), see section 5.1. The main assumptions made in [15]
were that the Ricci and curvature coefficients, relative to the adapted null frame, have the
same asymptotics in powers of r as in Schwarzschild space. Note that these assumptions
hold true in the far region of Kerr and is expected to hold true for the far region of realistic
perturbations of Kerr. The actual size of the perturbation from Kerr is measured with
respect to a small parameter
◦
ǫ > 0, see sections 5.1.2 and 5.1.3 for precise definitions.
1.1.2 Definition of GCM spheres
These are topological spheres S embedded in R endowed with a null frame eS3 , eS4 , eS1 , eS2
adapted to S (i.e. eS1 , e
S
2 tangent to S), relative to which the null expansions κ
S = trχS,
κS = trχS and mass aspect function µS take Schwarzschildian values, i.e.
κS − 2
rS
= 0, κS +
2ΥS
rS
= 0, µS − 2m
S
(rS)3
= 0, (1.1)
where rS, mS denote the area radius and Hawking mass of S and ΥS = 1− 2mS
rS
, see section
5.1 for precise definitions.
As explained in the introduction to [15], these conditions have to be relaxed with respect
to the ℓ = 0, 1 modes on S. To make sense of this statement requires us to fix a basis
of ℓ = 1 modes on S, which generalize the ℓ = 1 spherical harmonics of the standard
sphere2. Assuming the existence of such a basis J (p,S), p ∈ {−, 0,+}, we define, for a
scalar function h,
(h)Sℓ=1 :=
{∫
S
hJ (p,S), p = −, 0,+
}
. (1.2)
1As explained in Remark 1.5 of [15], this is not strictly necessary. Any other foliation satisfying
comparable asymptotic assumptions would also work.
2Recall that on the standard sphere S2, in spherical coordinates (θ, ϕ), these are J (0,S
2) = cos θ,
J (+,S
2) = sin θ cosϕ, J (−,S
2) = sin θ sinϕ.
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A scalar function h is said to be supported on ℓ ≤ 1 modes, i.e. (f)Sℓ≥2 = 0, if there exist
constants A0, B−, B0, B+ such that
h = A0 +B−J (−,S) +B0J (0,S) +B+J (+,S). (1.3)
With this definition, (1.1) is replaced by
κS − 2
rS
= 0,
(
κS +
2ΥS
rS
)
ℓ≥2
= 0,
(
µS − 2m
S
(rS)3
)
ℓ≥2
= 0. (1.4)
1.1.3 Deformations of spheres and frame transformations
The construction of GCM spheres in [15] was obtained by deforming a given sphere
◦
S = S(
◦
u,
◦
s) of the background foliation of R. An O(
◦
δ) deformation of
◦
S is defined by a
map Ψ :
◦
S → S of the form
Ψ(
◦
u,
◦
s, y1, y2) =
(◦
u+ U(y1, y2),
◦
s+ S(y1, y2), y1, y2
)
(1.5)
with (U, S) smooth functions on
◦
S, vanishing at a fixed point of
◦
S, of size proportional
to the small constant
◦
δ. Given such a deformation we identify, at any point on S, two
important null frames.
1. The null frame (e3, e4, e1, e2) of the background foliation of R.
2. A null frame (eS3 , e
S
4 , e
S
1 , e
S
2 ) adapted to the sphere S.
In general, two null frames (e3, e4, e1, e2) and (e
′
3, e
′
4, e
′
1, e
′
2) are related by a frame trans-
formation of the form, see Lemma 5.3,
e′4 = λ
(
e4 + f
beb +
1
4
|f |2e3
)
,
e′a =
(
δab +
1
2
f
a
fb
)
eb +
1
2
f
a
e4 +
(
1
2
fa +
1
8
|f |2f
a
)
e3,
e′3 = λ
−1
((
1 +
1
2
f · f + 1
16
|f |2|f |2
)
e3 +
(
f b +
1
4
|f |2f b
)
eb +
1
4
|f |2e4
)
,
(1.6)
where the scalar λ and the 1-forms f and f are called the transition coefficients of the
transformation. As explained in the introduction to [15], one can relate all Ricci and
6
curvature coefficients of the primed frame in terms of the Ricci and curvature coefficients
of the un-primed one. In particular, the GCM conditions (1.4) can be expressed in terms
of differential conditions for the transition coefficients (f, f , λ). The condition that the
horizontal part of the frame (eS1 , e
S
2 ) is tangent to S also leads to a relation between the
gradients of the scalar functions U, S, introduced in (1.5), and (f, f). Roughly, we thus
expect to derive a coupled system3 between Laplace equations for U, S, on
◦
S and an
elliptic Hodge system for F = (f, f, λ− 1) on S.
1.1.4 GCM spheres with non canonical ℓ = 1 modes in [15]
Here is a short version of our main result in [15].
Theorem 1.1 (Existence of GCM spheres in [15]). Let R be fixed spacetime region,
endowed with an outgoing geodesic foliation S(u, s), verifying specific asymptotic assump-
tions4 expressed in terms of two parameters 0 <
◦
δ ≤ ◦ǫ. In particular we assume that the
GCM quantities of the background spheres in R, i.e.
κ− 2
r
,
(
κ+
2Υ
r
)
ℓ≥2
,
(
µ− 2m
r3
)
ℓ≥2
, (1.7)
are small with respect to the parameter
◦
δ. Let
◦
S = S(
◦
u,
◦
s) be a fixed sphere of the foliation
with
◦
r and
◦
m denoting respectively its area radius and Hawking mass, with
◦
r sufficiently
large. Then, for any fixed triplets Λ,Λ ∈ R3 verifying
|Λ|, |Λ| .
◦
δ, (1.8)
there exists a unique GCM sphere S = S(Λ,Λ), which is a deformation of
◦
S, such that
κS − 2
rS
= 0,
(
κS +
2ΥS
rS
)
ℓ≥2
= 0,
(
µS − 2m
S
(rS)3
)
ℓ≥2
= 0, (1.9)
and
(div Sf)ℓ=1 = Λ, (div
Sf)ℓ=1 = Λ, (1.10)
where (f, f, λ) denote the transition coefficients of the transformation (1.6) from the back-
ground frame of R to the frame adapted to S.
3See the introduction in [15] for further explanations.
4Compatible with small perturbations of Kerr.
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Remark 1.2. (1.7), (1.9) and (1.10) depend on the definition of ℓ = 1 modes on
◦
S and
S. In [15] the choice J (p,S) of ℓ = 1 modes for S was tied to the modes J (p) of
◦
S via the
formula,
J (p,S) = J (p) ◦Ψ−1, (1.11)
with Ψ given by (1.5). The ℓ = 1 modes J (p) on
◦
S were chosen such that they verify certain
natural conditions, see (5.13), but where not uniquely defined and thus not canonical.
1.2 Main new results on uniformization of spheres
One of the main goals of this paper is to remove the arbitrariness in the definition of the
ℓ = 1 modes on the deformed GCM spheres S. We do that by appealing to two new results
concerning uniformization of nearly round spheres. The first result, based on works5 by
Onofri [17] and Chang-Yang [2], [3], given in Theorem 3.1, provides an effective version of
the classical uniformization theorem. The second result, given in Theorem 4.1, based on
Theorem 3.1 and previous work6 of Frisecke James and Mu¨ller [9], allows us to formulate
and prove a stability result for effective uniformization of nearby spheres. Together with
a notion of calibration, which we introduce in section 4.4, this result allows us to define
a canonical definition of ℓ = 1 modes for deformed spheres S.
1.2.1 Classical uniformization
According to the classical uniformization theorem, if S is a closed, oriented and connected
surface of genus 0 and gS is a Riemannian metric on S, then, there exists a smooth
diffeomorphism Φ : S2 → S and a smooth conformal factor u on S2 such that
Φ#(gS) = (rS)2e2uγ0 (1.12)
where γ0 is the canonical metric on the standard sphere S
2 and rS the area radius of S.
Unfortunately the conformal factor u is not unique and it is thus difficult to control its
size and, more importantly for our applications to GCM spheres, it does not allow one
to compare the the conformal factors for two nearby spheres. We state below two results
which overcome these difficulties. Both results are applicable to almost round spheres, i.e.
5 We thank A. Chang for bringing this works to our attention. The precise formulation given in
Theorem 3.1 does not seem to appear in the literature we are aware of.
6We thank C. De Lellis for bringing this paper to our attention.
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closed 2-surfaces S with Gauss curvature KS sufficiently close to that of a round sphere.
More precisely, we have for some sufficiently small ǫ > 0∣∣∣∣KS − 1(rS)2
∣∣∣∣ ≤ ǫ(rS)2 . (1.13)
In what follows we state, in a simplified version, our main new results on effective uni-
formization.
1.2.2 Effective uniformization
Theorem 1.3 (Effective uniformization 1). Given an almost round sphere (S, gS) as above
there exists, up to isometries7 of S2, a unique diffeomorphism Φ : S2 → S and a unique
conformal factor u such that
Φ#(gS) = (rS)2e2uγS2,∫
S2
e2uxi = 0, i = 1, 2, 3.
(1.14)
Moreover the size of the conformal factor u is small with respect to the parameter ǫ, i.e.
‖u‖L∞(S2) . ǫ.
The result is restated in Theorem 3.1, in the case of radius 1 spheres, and in general in
Corollary 3.8.
We use this effective uniformization to define a basis of ℓ = 1 modes on S as follows
J (p,S) = J (p,S
2) ◦ Φ−1 (1.15)
where J (p,S
2) are the standard ℓ = 1 spherical harmonics of the round sphere S2. We
note however that this definition is still ambiguous with respect to arbitrary rotations of
S2. We can remove this arbitrariness for deformations S of
◦
S by calibrating the effective
uniformization of S with that of
◦
S, see the discussion in section 4.4. This requires however
our stable uniformization result which we discuss below.
7i.e. all the solutions are of the form (Φ ◦O, u ◦O) for O ∈ O(3).
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1.2.3 Stability of the effective uniformization
Theorem 1.4 (Effective uniformization 2). Consider two almost round spheres (S1, g
S1)
and (S2, g
S2) and their respective canonical uniformizations (Φ1, u1), (Φ2, u2) provided by
the effective uniformization result mentioned above, and a smooth map Ψ : S1 → S2.
Assume also that the metrics gS1 and Ψ#(gS2) are close to each other in S1,(
rS1
)−2‖gS1 −Ψ#(gS2)‖L∞(S1) ≤ δ (1.16)
relative to a small parameter δ > 0. Then, there exists O ∈ O(3) such that the map
Ψ̂ := (Φ2)
−1 ◦Ψ ◦ Φ1 verifies,
‖Ψ̂− O‖L∞(S2) . δ. (1.17)
Moreover the conformal factors u1, u2 verify∥∥u1 − Ψ̂#u2∥∥L∞(S2) . δ. (1.18)
The result is restated in Theorem 4.1. Its proof is based on a result due to G. Friesecke,
R. James and S. Mu¨ller [9] which improves on a classical result of F. John [12].
To avoid the indeterminacy with respect to O ∈ O(3), we introduce a notion of calibration
between (Φ1, v1) and (Φ2, v2) with respect to the map Ψ, see section 4.4. Under this notion
of calibration we can replace (1.17) by,
‖Ψ̂− I‖L∞(S2) . δ. (1.19)
1.2.4 Stability of the canonical ℓ = 1 modes
Consider two almost round spheres (S1, g
S1) and (S2, g
S2) and their respect canonical uni-
formizations (Φ1, u1), (Φ2, u2) provided by the effective uniformization result mentioned
above, and a smooth map Ψ : S1 → S2. Assume also that the metrics gS1 and Ψ#(gS2)
are close to each other in S1, i.e.,
‖gS1 −Ψ#(gS2)‖H2(S1) ≤ δ. (1.20)
Assume also that the uniformization maps of S1, S2 are calibrated, as in section 4.4 and
let
J i = JSi = J ◦ Φ−1i , i = 1, 2,
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be the ℓ = 1 canonical modes of S1, S2. Then∣∣∣J1 − J2 ◦Ψ∣∣∣ . δ. (1.21)
The result, stated in Proposition 4.13, follows from Corollary 4.11 which is an immediate
consequence of Theorem 4.1 and calibration.
1.3 Construction of GCM spheres with canonical ℓ = 1 modes
1.3.1 Canonical version of Theorem 1.1
Theorem 1.5 (GCM spheres with canonical ℓ = 1 modes). Under the same assumptions
as in Theorem 1.1 there exists a unique8 GCM sphere S = S(Λ,Λ), which is a deformation
of
◦
S, such that
κS − 2
rS
= 0,
(
κS +
2ΥS
rS
)
ℓ≥2
= 0,
(
µS − 2m
S
(rS)3
)
ℓ≥2
= 0, (1.22)
and
(div Sf)ℓ=1 = Λ, (div
Sf)ℓ=1 = Λ, (1.23)
with canonically defined ℓ = 1 modes, i.e. J(p,S) = J (p,S
2) ◦ Φ−1, see (1.15).
The result is restated in Theorem 6.5.
1.3.2 Intrinsic GCM spheres
Using Theorem 1.5 we prove an intrinsic9 result on the existence and uniqueness of GCM
surfaces where we replace the ℓ = 1 conditions (1.23) on div S(f) and div S(f) by the
vanishing of the ℓ = 1 modes of βS and }trχS.
Theorem 1.6 (Intrinsic GCM spheres with canonical ℓ = 1 modes). Under slightly
stronger assumptions on the background foliation of R there exists a unique10 GCM de-
formation of
◦
S verifying, in addition to (1.22),
(div SβS)ℓ=1 = 0, }trχSℓ=1 = 0, (1.24)
8Up to a rotation of S2.
9Without reference to the background foliation.
10Up to a rotation of S2.
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relative to the canonical ℓ = 1 modes of S.
The result is restated in Theorem 7.3.
Remark 1.7. The assumptions on the spacetime region R in Theorem 1.6 are in partic-
ular satisfied in Kerr for r sufficiency large, see Lemma 7.8. We can thus apply Theorem
1.6 in that context, and obtain the existence of intrinsic GCM spheres SKerr in Kerr for
r sufficiency large, see Corollary 7.9. The intrinsic GCM spheres S of Theorem 1.6 thus
correspond to the analog of SKerr in perturbations of Kerr for r sufficiency large.
1.3.3 Definition of angular momentum
The result of Theorem 1.6 is unique up to a rotation of S2 in the definition of the canonical
ℓ = 1 modes on S, see (1.15). We can remove this final ambiguity11 by adjusting the choice
of canonical modes J(p,S) on S, performing a suitable rotation in S2, such that∫
S
curl SβS J(±,S) = 0. (1.25)
This allows us to define on S the angular parameter aS by the formula12
aS :=
(rS)3
8πmS
∫
S
curl SβSJ(0,S). (1.26)
The result is stated more precisely in Corollary 7.7.
Remark 1.8. Given its relation with GCM spheres, we expect that the definition given
above will play a key role in determining the final angular momentum for general per-
turbations of Kerr. We also note that other definitions of angular momentum have been
proposed in the literature, see [19] for a comprehensive review, and [18] and [5] for recent
interesting proposals.
1.4 Structure of the paper
The structure of the paper is as follows.
11The only case where the ambiguity cannot be removed is when (1.25) holds for any one choice of
canonical modes, i.e. (curlβS)ℓ=1 = 0. In that case, we set a
S = 0 which is consistent with (1.26).
12Note that in a Kerr space K(a,m), relative to a geodesic foliation normalized on I+, we have∫
S
curl SβSJ(±,S) = 0 and
∫
S
curl SβSJ(0,S) = 8πam(rS)3 +O(
ma2
(rS)4 ).
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• In section 2, we review some of the classic results on the uniformization theorem for
spheres.
• In section 3, we provide a proof of our first effective uniformization result stated in
Theorem 1.3 and use it to define canonical basis of ℓ = 1 modes.
• In Section 4, we prove our main stability result for effective uniformization stated
in Theorem 1.4.
• In Section 5, we review the geometric set-up we need to state our GCM results.
• In Section 6, we review the main result of [15], stated in Theorem 1.1, and prove
its new version, stated in Theorem 1.5, using the notion of canonical ℓ = 1 basis
introduced in section 3.
• In section 7, we prove our intrinsic GCM result stated in Theorem 1.6 and use it to
define our notion of angular momentum. We also illustrate the result in Corollary
7.9 applied to a far region of a Kerr spacetime.
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2 Review of uniformization results for the sphere
In this section, we review some well-known results concerning the uniformization theorem
for the sphere that will be used in section 3.
2.1 Uniformization for metrics on S2
We start with the following well known calculation.
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Lemma 2.1. Let S a surface and let gS be a Riemannian metric on S. For a scalar
function u on S, the Gauss curvature of e2ugS is connected to that of gS by the formula
K(e2ugS) = e−2u
(
KS −∆Su
)
(2.1)
where KS denotes the Gauss curvature of S and ∆S the Laplace-Beltrami on S.
According to the classical uniformization theorem, if S is a closed, oriented and connected
surface of genus 0 and gS is a Riemannian metric on S, then, there exists a smooth
diffeomorphism Φ : S2 → S and a smooth conformal factor u on S2 such that
Φ#(gS) = e2uγ0 (2.2)
where γ0 is the canonical metric on the standard sphere S
2. In view of Lemma 2.1 above,
if we denote by g the metric on S2, g = Φ#(gS) = e2uγ0, we derive
∆0u+K(g)e
2u = 1 (2.3)
where we have used the notation
∆0 := ∆γ0 .
We thus have the following corollary of Lemma 2.1.
Corollary 2.2. If Φ#gS = e2uγ0, then u verifies the equation
∆0u+ (K
S ◦ Φ)e2u = 1, (2.4)
where KS is the Gauss curvature of gS on S.
Proof. The proof follows from (2.3) in view of the fact that K
(
Φ#gS
)
= K(gS) ◦ Φ.
Definition 2.3. Let M denote the group of conformal transformations of S2, i.e. the set
of diffeomorphisms Φ of S2 such that Φ#γ0 = e
2uγ0 for some scalar function u on S
2.
Remark 2.4. Let Φ ∈M so that Φ#γ0 = e2uγ0. Then, u satisfies13
u =
1
2
log | det dΦ|.
Also, in view of Corollary 2.2, we have
∆0u+ e
2u = 1. (2.5)
13This follows immediately from writing Φ#γ0 = e
2uγ0 in matrix form, by evaluating on an orthonormal
frame, and then taking the absolute value of the determinant on both sides. Also, recall that | det dΦ| is
an intrinsic scalar on S2, i.e. it does not depend on the particular choice of orthonormal frame.
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Lemma 2.5. All solutions of (2.5) are of the form u = 1
2
log | det dΦ| with Φ ∈M.
Proof. We have already checked that for every Φ ∈ M, u = 1
2
log | det dΦ| is a solution
of (2.5), see Remark 2.4. On the other hand, if u is a solution of that equation, then
K(e2uγ0) = 1 by Lemma 2.1 which implies that there exist a diffeomorphism Φ : S
2 → S2
such that Φ#γ0 = e
2uγ0, i.e. Φ ∈M and u = 12 log | det dΦ|.
Corollary 2.6. If u is a solution of (2.3) with K = K(g), and if Φ ∈M, then
uΦ := u ◦ Φ + 1
2
log
∣∣det dΦ∣∣
is also a solution of (2.3) with K replaced by K ◦ Φ.
Proof. If Φ ∈M then, since Φ#γ0 = | det(dΦ)|γ0 and g = e2uγ0,
Φ#g = e2u◦ΦΦ#γ0 = e2u◦Φ| det(dΦ)|γ0 = e2vγ0, v = u ◦ Φ + 1
2
log
∣∣det dΦ∣∣.
Hence if u is a solution of (2.3), with K = K(g), then so is uΦ = u ◦ Φ + 12 log
∣∣ det dΦ∣∣
with K replaced by K ◦ Φ, as K(Φ#g) = K(g) ◦ Φ.
2.2 Conformal isometries of S2 and the Mo¨bius group
We represent the standard sphere S2 as
{
x ∈ R3, |x|2 = 1}. Let N = (0, 0, 1) denote
the north pole of S2. Through the stereographic projection from the North pole to the
equatorial plane plane (x1, x2) we consider the complex coordinate
z =
x1 + ix2
1− x3 (2.6)
with the inverse transformation
x1 =
2
1 + |z|2ℜz, x
2 =
2
1 + |z|2ℑz, x
3 =
|z|2 − 1
|z|2 + 1 (2.7)
and pull-back of the standard metric γ0 on S
2
4
(
1 + |z|2)−2|dz|2. (2.8)
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The conformal isometry group M of S2 consists in fact of Mo¨bius transforms and conju-
gation of Mo¨bius transforms, see for example Theorem 18.10.4 and section 18.10.2.4 in
[1], and can thus be identified with SL(2,C),
z → az + b
cz + d
, z → az + b
cz + d
, ad− bc = 1, a, b, c, d ∈ C. (2.9)
The particular case of Mo¨bius transforms where d = a−1 > 0 and b = c = 0 will play an
important role. Given t > 0 and a point p ∈ S2, we can choose coordinates such that p is
at the north pole and obtain scale transformations defined by
Φp,tz = tz. (2.10)
2.3 Onofri functional and inequality
Following [17], as well as [2] [3], we introduce the functional
S[u] =
1
4π
(∫
S2
|∇u|2 + 2
∫
S2
u
)
. (2.11)
Lemma 2.7. The functional S is invariant with respect to the transformations u → uΦ,
i.e.
S[uΦ] = S[u]. (2.12)
Proof. See [17].
Definition 2.8. We define the center of mass of e2u to be
CM [e2u] =
∫
S2
xe2u∫
S2
e2u
(2.13)
where x = (x1, x2, x3) on the sphere S2. Also, we define the spaces of functions
S :=
{
u ∈ H1(S2) such that CM [e2u] = 0
}
,
S0 :=
{
u ∈ S such that
∫
S2
e2u = 4π
}
.
(2.14)
Remark 2.9. If u belongs to S (resp. S0), then u ◦ O also belongs to S (resp. S0) for
any O ∈ O(3).
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Lemma 2.10. Given u a smooth function on S2 there exists a conformal transformation
Φ such that uΦ ∈ S, i.e.
∫
S2
e2uΦx = 0.
Proof. See [17], as well as Proposition 2.2. in [2] and Lemma 2 in [4].
Remark 2.11. In fact, Φ in Lemma 2.10 is unique up to isometries of S2, see Lemma
3.5.
Proposition 2.12 (Onofri). Given f ∈ H1(S2) we have,
log
(∫
S2
e2u
)
≤ S[u] (2.15)
with equality iff u = 1
2
log | detΦ| for some conformal Φ ∈M.
Proof. See [17].
2.4 Improved Onofri inequality and applications
The following is Proposition B in [2] which improves the Onofri inequality for u ∈ S.
Proposition 2.13. There exists an a < 1 such that for all u ∈ S
1
4π
∫
e2u ≤ exp
(
a
1
4π
∫
|∇u|2 + 2 1
4π
∫
u
)
. (2.16)
Corollary 2.14. Let a < 1 as in Proposition 2.13. If u ∈ S0 then,
1
4π
∫
|∇u|2 ≤ (1− a)−1S[u]. (2.17)
Proof. Since u ∈ S0, we have in view of Proposition 2.13
1 =
1
4π
∫
e2u ≤ exp
(
a
1
4π
∫
|∇u|2 + 2 1
4π
∫
u
)
(2.18)
from which we deduce
a
1
4π
∫
|∇u|2 + 2 1
4π
∫
u ≥ 0.
By definition of S[u] we infer
(1− a) 1
4π
∫
|∇u|2 = S[u]−
(
a
1
4π
∫
|∇u|2 + 2 1
4π
∫
u
)
≤ S[u]
as desired.
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The following is Proposition 4.1 in [3].
Proposition 2.15. Let K > 0 be the Gauss curvature of the metric e2wγ0 on S
2, so that
w verifies (2.3), i.e. ∆w+Ke2w = 1. Then S[w] ≤ C(K) for some constant C depending
only on maxS2 K and minS2 K.
Proof. In view of Lemma 2.10 and Lemma 2.7, we may assume that w is centered, i.e.
w ∈ S. The proof then follows by exploiting that w satisfies ∆w+Ke2w = 1, and relying
on an estimate satisfied by functions in S. See [3] for the details.
The following is Corollary 4.3. in [3].
Corollary 2.16. Given any δ > 0, there exists ǫ > 0 sufficiently small such that if
‖K − 1‖∞ ≤ ǫ then S[w] ≤ δ for all w,K which verify equation (2.3).
Proof. The proof, based on a contradiction argument, relies on Lemma 2.7, Proposition
2.15 and the fact that any centered solution of ∆0w + e
2w = 1 must vanish identically.
See [3] for the details.
We restate the result in the following.
Corollary 2.17. Let g a metric on S2 such that g = e2uγ0 with u ∈ S0. Then, given any
δ > 0, there exists ǫ > 0 sufficiently small such that if ‖K(g)− 1‖L∞ ≤ ǫ, then
‖u‖H1 ≤ δ. (2.19)
Proof. According to Corollary 2.16, given δ > 0 sufficiently small, we can find ǫ > 0 such
that if ‖K(g)− 1‖L∞ ≤ ǫ, then S[u] ≤ δ2. In view of Corollary 2.14, we deduce
1
4π
∫
|∇u|2 ≤ (1− a)−1δ2.
Together with the bound S[u] ≤ δ2, we infer
‖∇u‖L2 +
∣∣∣∣∫ u∣∣∣∣ . δ.
Together with the Poincare´ inequality for scalars on S2, we infer
‖u‖H1 . δ
as desired.
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3 Effective uniformization for nearly round spheres
Let (S, gS) be a fixed sphere of area radius 1, i.e. |S| = 4π. The goal of this section is to
obtain the following improvement of the results reviewed in section 2.
Theorem 3.1 (Effective uniformization). Let (S, gS) be a fixed sphere with |S| = 4π.
There exists, up to isometries14 of S2, a unique diffeomorphism Φ : S2 → S and a unique
centered conformal factor u, i.e. u ∈ S, such that Φ#(gS) = e2uγ0. Moreover, under the
almost round condition
‖KS − 1‖L∞ ≤ ǫ (3.1)
where KS = K(gS), the following properties are verified for sufficiently small ǫ > 0.
1. We have
‖u ◦ Φ−1‖L∞(S) . ǫ. (3.2)
2. If in addition ‖KS − 1‖Hs(S) ≤ ǫ for some s ≥ 0, then
‖u ◦ Φ−1‖H2+s(S) . ǫ. (3.3)
Remark 3.2. To the best of our knowledge the estimates (3.2), (3.3) have not been stated
as such in the literature. The uniqueness statement also appears to be new.
Remark 3.3. One can easily adapt the statement of Theorem 3.1 to the case |S| 6= 4π,
see Corollary 3.8.
Theorem 3.1 will be proved in section 3.3. We first provide improvements of Lemma 2.10
and Corollary 2.17.
3.1 Uniqueness for Lemma 2.10
In this section, we provide a uniqueness statement for Lemma 2.10, see Lemma 3.5. We
also strengthen the conclusions of Lemma 2.10 for nearly round spheres, see Lemma 3.6.
To this end, we start with the following decomposition of conformal isometries of S2.
14i.e. all the solutions are of the form (Φ ◦ O, u ◦ O) for O ∈ O(3). In particular, recall that if u is
centered, then so is u ◦O for O ∈ O(3), see Remark 2.9.
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Lemma 3.4. Any Φ ∈M admits the following decomposition
Φ = O1 ◦ ΦN,t ◦O2
where O1, O2 ∈ O(3), N = (0, 0, 1), t > 0, and the scale transformation ΦN,t has been
introduced in (2.10).
Proof. Upon multiplying Φ by a reflexion, which belongs to O(3), we may assume that Φ
corresponds, in view of section 2.2, to a Mo¨bius transformation, and hence to a matrix in
SL(2,C). Then, using that, see for example [13],
1. composition of Mo¨bius transformations corresponds to matrix multiplication in
SL(2,C),
2. SO(3) corresponds to Mo¨bius transformations with matrices in SU(2),
3. scale transformations ΦN,t with t > 0 correspond to the following matrix in SL(2,C)( √
t 0
0 1√
t
)
,
the lemma reduces to proving the following decomposition for a matrix A ∈ SL(2,C)
A = U1DU2, U1, U2 ∈ SU(2), D =
( √
t 0
0 1√
t
)
. (3.4)
To prove the claim (3.4), we apply the polar decomposition to A
A = RU3, R = R
∗, R > 0, det(R) = 1, U3 ∈ SU(2),
where det(R) = 1 and U3 ∈ SU(2) since det(A) = 1. Also, R being hermitian semidefinite
positive, we may diagonalize it as follows
R = U1
(
λ 0
0 λ−1
)
U∗1 , U1 ∈ SU(2), λ > 0,
where we have used the fact that det(R) = 1. Finally, we have
A = U1
( √
t 0
0 1√
t
)
U2, where U2 = U
∗
1U3, t = λ
2 > 0,
which is (3.4) as desired.
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Lemma 3.5. Let u be a smooth function on S2 and let Φ be a conformal transformation.
Assume that both u and uΦ belong to S. Then, we have15 Φ ∈ O(3).
Proof. Decomposing Φ using Lemma 3.4, it suffices in fact to prove that if u and uΦN,t
are in S, where t > 0, then ΦN,t = I, i.e. t = 1. Thus, from now on, we assume that u
and uΦN,t are in S with t > 0.
Since u and uΦN,t are in S, we have
0 =
∫
S2
e2uΦN,tx−
∫
S2
e2ux =
∫
S2
e2u◦ΦN,t | det(dΦN,t)|x−
∫
S2
e2ux
=
∫
S2
e2ux ◦ Φ−1N,t −
∫
S2
e2ux =
∫
S2
e2u
(
x ◦ ΦN, 1
t
− x
)
(3.5)
where we used the definition of uΦN,t , the change of variable formula, and the fact that
Φ−1N,t = ΦN,t−1 . Now, in view of the formula for ΦN,t, we have, using the formula for
stereographic coordinates, see (2.7),
x1 ◦ ΦN,t−1 = 2t
−1
1 + t−2|z|2ℜz, x
2 ◦ ΦN,t−1 = 2t
−1
1 + t−2|z|2ℑz, x
3 ◦ ΦN,t−1 = t
−2|z|2 − 1
t−2|z|2 + 1 .
Since
|z|2 = 1 + x
3
1− x3 ,
we infer, using (2.7) again,
x1 ◦ ΦN,−t = 2t
−1
t−2(1 + x3) + (1− x3)x
1,
x2 ◦ ΦN,−t = 2t
−1
t−2(1 + x3) + (1− x3)x
2,
x3 ◦ ΦN,−t = t
−2(1 + x3)− (1− x3)
t−2(1 + x3) + (1− x3) .
(3.6)
In particular, the last identity of (3.6) yields
x3 ◦ ΦN,−t − x3 = (t−2 − 1) 1− (x
3)2
t−2(1 + x3) + (1− x3)
and thus, ∫
S2
e2u
(
x3 ◦ ΦN, 1
t
− x3
)
= (t−2 − 1)
∫
S2
e2u
1− (x3)2
t−2(1 + x3) + (1− x3)
15Recall from Remark 2.9 that if u belongs to S, then u ◦O also belongs to S for any O ∈ O(3).
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so that we have, in view of (3.5),
(t−2 − 1)
∫
S2
e2u
1− (x3)2
t−2(1 + x3) + (1− x3) = 0.
Since the integral is strictly positive and t > 0, we infer t = 1 as desired.
Lemma 3.6. Let ǫ and δ two constants such that 0 < δ ≤ ǫ. Given u a smooth function
on S2 such that ∣∣∣∣∫
S2
e2ux
∣∣∣∣ ≤ δ, ‖u‖L∞ ≤ ǫ.
Then, for ǫ > 0 sufficiently small, there exists a conformal transformation Φ such that
uΦ ∈ S and satisfying in addition
∣∣Φ− I∣∣ . δ.
Proof. Let p1 = (1, 0, 0), p2 = (0, 1, 0) and p3 = (0, 0, 1), and let us consider the map
Θ : R3 → R3, Θ(t) =
∫
S2
e
2uΦp1,t1◦Φp2,t2◦Φp3,t3x.
To prove the lemma, it suffices to exhibit t ∈ R3 such that Θ(t) = 0 and |t− (1, 1, 1)| . δ.
Using the definition of uΦpi,ti , the change of variable formula, and the fact that Φ
−1
pi,ti =
Φpi,t−1i
, we have
Θ(t) =
∫
S2
e2ux ◦ Φp3,t−13 ◦ Φp2,t−12 ◦ Φp1,t−11 .
Since | ∫
S2
e2ux| ≤ δ, and since Φpi,1 is the identity, we have
Θ(1, 1, 1) =
∫
S2
e2ux = O(δ). (3.7)
Next, we compute the differential of Θ at t = (1, 1, 1). To this end, note that we have in
view of (3.6)
Θ(1, 1, t3) =
∫
S2
e2ux ◦ Φp3, 1t3 = Θ(1, 1, 1) +
∫
S2
e2u
(
x ◦ ΦN, 1
t3
− x
)
= Θ(1, 1, 1) +
∫
S2
e2u

2t−1
t−2(1+x3)+(1−x3)x
1
2t−1
t−2(1+x3)+(1−x3)x
2
t−2(1+x3)−(1−x3)
t−2(1+x3)+(1−x3)
 .
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We infer, using also ‖u‖L∞ ≤ ǫ,
∂t3Θ(1, 1, 1) =
∫
S2
e2u
 2x1x32x2x3
−(1− (x3)2)
 = O(ǫ) + ∫
S2
 2x1x32x2x3
−(1− (x3)2)

and hence
∂t3Θ(1, 1, 1) = −
8π
3
 00
1
+O(ǫ).
One easily derives corresponding identities for ∂t1Θ(1, 1, 1) and ∂t2Θ(1, 1, 1) which yields
dΘ|(1,1,1) = −
8π
3
I +O(ǫ). (3.8)
Thus, finding t such that Θ(t) = 0 amounts to solving the following fixed point
t− (1, 1, 1) = −(dΘ|(1,1,1))−1
[
Θ(1, 1, 1) +
(
Θ(t)−Θ(1, 1, 1)− dΘ|(1,1,1)
(
t− (1, 1, 1)))]
whose existence, together with the desired estimate |t− (1, 1, 1)| . δ, follows, in view of
(3.7) and (3.8), from the Banach fixed point theorem.
3.2 Improvement of Corollary 2.17 for nearly round spheres
In the proposition below, we improve the results of Corollary 2.17 for nearly round spheres.
Proposition 3.7. Assume that the metric g = e2uγ0 on S
2, with u ∈ S0, is such that
‖K(g)− 1‖L∞ ≤ ǫ. Then, for ǫ > 0 sufficiently small, we have
‖u‖L∞(S2) . ǫ. (3.9)
Proof. Let δ > 0 a sufficiently small universal constant which will be chosen later. Then,
according to Corollary 2.17, if ǫ, such that ‖K − 1‖L∞ ≤ ǫ holds, is sufficiently small, i.e.
0 < ǫ ≤ ǫ(δ)≪ 1, we have
‖u‖H1 ≤ δ.
Our goal is to improve this estimate by showing that the stronger bound (3.9) holds.
Since g = e2uγ0, the scalar function u verifies equation (2.3), i.e.
∆0u+Ke
2u = 1,
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where K = K(g), which we rewrite in the form,
∆0u+ (e
2u − 1) = −(K − 1)e2u
or,
∆0u+ 2u = −(K − 1)e2u − f(u), where f(u) := e2u − 1− 2u =
∑
n≥2
2n
n!
un.
Also, since u ∈ S0, we have
∫
e2ux = 0. Together with
∫
x = 0, we deduce,
0 =
∫
e2ux =
∫ (
1 + 2u+ f(u)
)
x = 2
∫
ux+
∫
f(u)x
and hence ∣∣∣∣∫ u x∣∣∣∣ . ∫ |f(u)| . ‖f(u)‖L2.
Note that f(u) ≤ 4u2e2u. By standard elliptic estimates we have16
‖u‖H2 . ‖(∆0 + 2)u‖L2 +
∣∣∣∣∫ u x∣∣∣∣
and hence
‖u‖H2 . ‖(K − 1)e2u‖L2 + ‖f(u)‖L2 +
∣∣∣∣∫ u x∣∣∣∣
. ǫ‖e2u‖L2 + ‖f(u)‖L2
. ǫ‖e2u‖L2 + 4‖u‖2L∞‖e2u‖L2.
In view of Onofri inequality (2.15), we have
log
∫
e4u ≤ S[2u] . ‖u‖2H1 + ‖u‖H1 . δ ≤ 1
where we have used ‖u‖H1 ≤ δ and chosen δ > 0 sufficiently small. We deduce,
‖u‖H2 . ǫ+ ‖u‖2L∞.
By a calculus inequality
‖u‖L∞ . ‖u‖
1
2
L2‖u‖
1
2
H2.
16Note that the kernel of ∆0 + 2 is given by the ℓ = 1 spherical harmonics, and that
∫
ux corresponds
to the projection on these spherical harmonics.
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Hence,
‖u‖H2 . ǫ+ ‖u‖L2‖u‖H2.
Thus, since ‖u‖H1 ≤ δ, we infer that, in fact, for δ > 0 small
‖u‖H2 . ǫ.
In other words, if ‖K − 1‖L∞ ≤ ǫ, for ǫ > 0 sufficiently small, then ‖u‖H2 . ǫ. In
particular, by Sobolev inequality, we have ‖u‖L∞ . ǫ as stated.
3.3 Proof of Theorem 3.1
3.3.1 Existence part
According to the standard uniformization theorem, there exists a scalar function u˜ and a
map Φ˜ : S2 → S such that we have Φ˜#(gS) = e2u˜γ0 with
∫
S2
e2u˜ = 4π. In view of Lemma
2.10, we can find Ψ ∈ M such that u = u˜Ψ ∈ S0, and then, g = Φ#(gS) = e2uγ0 with
Φ = Φ˜ ◦Ψ.
3.3.2 Uniqueness part
We address below the issue of uniqueness, up to isometries of S2, of (Φ, u). Assume that
we have
(Φi)
#gS = e2uiγ0, i = 1, 2, (3.10)
with Φi : S
2 → S diffeomorphisms and ui centered conformal factors. Let Ψ = Φ−12 ◦ Φ1
so that Ψ : S2 → S2. In view of the above, we have
Ψ#γ0 = Φ
#
1 (Φ
−1
2 )
#γ0 = Φ
#
1 (e
−2u2◦Φ−12 gS) = e−2u2◦Φ
−1
2 ◦Φ1e2u1γ0
and hence
Ψ#γ0 = e
2(u1−u2◦Ψ)γ0.
Therefore Ψ is a conformal isometry of S2, and we deduce in view of Remark 2.4
u1 − u2 ◦Ψ = 1
2
log | detΨ|,
i.e.,
u1 = (u2)Ψ.
Since both u1 and u2 are centered we deduce, in view of Lemma 3.5, Ψ = O with O ∈ O(3)
and therefore Φ1 = Φ2 ◦O and u1 = u2 ◦O as stated.
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3.3.3 Estimates
From now on, we assume in addition the almost round condition (3.1). In view of (3.1),
and the fact that g = e2uγ0 with u ∈ S0, we deduce by Proposition 3.7 that ‖u‖L∞(S2) . ǫ.
This implies ‖u◦Φ−1‖L∞(S) . ǫ as stated in (3.2). To prove the higher derivative estimates
we observe that
(Φ−1)#γ0 = e−2vgS, v := u ◦ Φ−1, (3.11)
which together with Lemma 2.1 implies
1 = K((Φ−1)#γ0) = K(e−2vgS) = e2v
(
KS +∆Sv
)
so that v verifies
∆Sv =
(
e−2v − 1)− (KS − 1), ‖v‖L∞(S) . ǫ.
In view of the almost round condition (3.1), we easily deduce that in fact ‖v‖H2(S) . ǫ.
Moreover, if we have in addition ‖KS − 1‖Hs ≤ ǫ, then, by standard elliptic regularity,
we obtain ‖v‖H2+s(S) . ǫ as stated.
3.4 Effective uniformization for nearly round spheres of arbi-
trary area
Let (S, gS) be a fixed sphere, and let rS denote its area radius, i.e. rS satisfies
|S| = 4π(rS)2.
Given a positive integer s, we introduce the following norm on S
‖f‖hs(S) : =
s∑
i=0
‖(rS∇S)if‖L2(S). (3.12)
The goal of the following corollary is to extend Theorem 3.1 to the case rS 6= 1.
Corollary 3.8. Let (S, gS) be a fixed sphere. There exists, up to isometries17 of S2, a
unique diffeomorphism Φ : S2 → S and a unique centered conformal factor u, i.e. u ∈ S,
such that
Φ#(gS) = (rS)2e2uγ0.
17i.e. all the solutions are of the form (Φ ◦O, u ◦O) for O ∈ O(3).
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Moreover, under the almost round condition∥∥∥∥KS − 1(rS)2
∥∥∥∥
L∞(S)
≤ ǫ
(rS)2
, (3.13)
the following properties are verified for sufficiently small ǫ > 0.
1. We have
‖u ◦ Φ−1‖L∞(S) . ǫ. (3.14)
2. If in addition ∥∥∥∥KS − 1(rS)2
∥∥∥∥
hs(S)
≤ ǫ
rS
(3.15)
for some s ≥ 0, then ∥∥u ◦ Φ−1∥∥
hs+2(S)
. ǫrS. (3.16)
Proof. Consider the metric g˜S on S given by
g˜S :=
1
(rS)2
gS.
Then, (S, g˜S) has area radius 1, and K(g˜S) = (rS)2K(gS) so that, in view of (3.13), the
almost round condition (3.1) holds for g˜S. Thus, we may apply Theorem 3.1 to (S, g˜S)
which then implies the first two conclusions of Corollary 3.8 for (S, gS).
3.5 Canonical basis of ℓ = 1 modes on S
Let S be an almost round sphere, i.e. verifying (3.13). The goal of this section is to define
on S a canonical generalization of the ℓ = 1 spherical harmonics.
Recall that the ℓ = 1 spherical harmonics JS
2
= (J (−,S
2), J (0,S
2), J (+,S
2)) are given by the
restriction of x1, x2, x3 to S2. More precisely, in polar coordinates,
J (0,S
2) = x3 = cos θ, J (+,S
2) = x1 = sin θ cosϕ, J (−,S
2) = x2 = sin θ sinϕ. (3.17)
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Lemma 3.9. We have, for p, q ∈ {−, 0,+},
∆0J
(p,S2) = −2J (p,S2),∫
S2
J (p,S
2)J (q,S
2)daγ0 =
4π
3
δpq,∫
S2
J (p,S
2)daγ0 = 0.
(3.18)
Proof. Straightforward verification.
Definition 3.10 (Basis of canonical ℓ = 1 modes on S). Let (S, gS) be an almost round
sphere, i.e. verifying (3.13). Let (Φ, u) the unique, up to isometries of S2, uniformization
pair given by Corollary 3.8, i.e.,
Φ : S2 −→ S, Φ#(gS) = (rS)2e2uγ0, u ∈ S.
We define the basis of canonical ℓ = 1 modes on S by
JS := JS
2 ◦ Φ−1, (3.19)
where JS
2
denotes the ℓ = 1 spherical harmonics, see (3.17).
Remark 3.11. Note that the canonical basis is unique up to a rotation on S2.
Lemma 3.12. Consider (S, gS) a sphere of area radius rS verifying the almost round
condition (3.13). Let (Φ, u) the unique, up to isometries of S2, uniformization pair given
by Corollary 3.8. Let JS denote the basis of canonical ℓ = 1 modes on S of Definition
3.10. Then, we have
∆SJ
(p,S) = − 2
(rS)2
J (p,S) +
2
(rS)2
(
1− e−2v)J (p,S),∫
S
J (p,S)J (q,S)dag =
4π
3
(rS)2δpq +
∫
S
J (p,S)J (q,S)
(
1− e−2v)dagS ,∫
S
J (p,S)dag = 0,
(3.20)
with ∆S the Laplace-Beltrami of the metric gS and with v := u ◦Φ−1. Moreover we have,
∆SJ
(p,S) =
(
− 2
(rS)2
+O
(
ǫ
(rS)2
))
J (p,S),∫
S
J (p,S)J (q,S)dag =
4π
3
(rS)2δpq + O(ǫ(r
S)2),
(3.21)
where ǫ > 0 is the smallness constant appearing in the almost round condition (3.13).
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Proof. Since (Φ, u) is the unique, up to isometries of S2, uniformization pair given by
Corollary 3.8, we have
Φ : S2 −→ S, Φ#(gS) = (rS)2e2uγ0, u ∈ S.
We rewrite this as follows
gS = (rS)2e2vg0, g0 :=
(
Φ−1
)#
γ0, v := u ◦ Φ−1. (3.22)
Since ∆0J
S2 = −2JS2 and g0 =
(
Φ−1
)#
γ0, we have, in view of the definition of J
S, i.e.
JS = JS
2 ◦ Φ−1 = (Φ−1)#JS2 ,
∆g0J
S = −2JS .
On the other hand, since gS = (r2)2e2vg0, we have in view of the conformal invariance of
the Laplacian, ∆S = (r
S)−2e−2v∆g0 . We deduce
∆SJ
S = (rS)−2e−2v∆g0J
S = −2(rS)−2e−2vJS = − 2
(rS)2
JS +
2
(rS)2
(
− e−2v + 1
)
JS.
Also,∫
S
J (p,S)J (q,S)dagS =
∫
S
J (p,S)J (q,S)(rS)2e2vdag0
= (rS)2
∫
S
(
Φ−1
)#
J (p,S
2)
(
Φ−1
)#
J (q,S
2)da(
Φ−1
)#
γ0
+(rS)2
∫
S
J (p,S)J (q,S)
(
e2v − 1)dag0
= (rS)2
∫
S2
J (p,S
2)J (q,S
2)daγ0 +
∫
S
J (p,S)J (q,S)
(
e2v − 1)e−2vdagS
=
4π
3
(rS)2δpq +
∫
S
J (p,S)J (q,S)
(
1− e−2v)dagS .
Also, in view of the centeredness of u,∫
S
JSdagS =
∫
S
JS
2 ◦ Φ−1(rS)2e2vdag0 = (rS)2
∫
S
(
Φ−1
)#
(e2uJS
2
)da(
Φ−1
)#
γ0
= (rS)2
∫
S2
e2uxdaγ0 = 0
as stated. The proof of (3.21) follows immediately in view of the fact that v = u ◦ Φ
satisfies ‖v‖L∞ . ǫ, see (3.14).
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Corollary 3.13. Let (S, gS) verifying (3.13). Let (Φ, u) the unique, up to isometries of
S2, uniformization pair given by Corollary 3.8. Let JS denote the basis of canonical ℓ = 1
modes on S of Definition 3.10. Then, for sufficiently small ǫ > 0, the following holds18∫
S
(
KS − 1
(rS)2
)
J (p,S) = O(ǫ2), p = 0,+,−, (3.23)
where KS and rS denote respectively the Gauss curvature and the area radius of S.
Proof. Since Φ∗(gS) = (rS)2e2uγ0, we have K((rS)−2e−2uΦ∗(gS)) = 1 and hence
1 = K((rS)−2e−2uΦ∗(gS)) = K((rS)−2Φ∗(e−2vgS))
= K((rS)−2e−2vgS) ◦ Φ, v := u ◦ Φ−1,
which together with Lemma 2.1 yields
1 = K((rS)−2e−2vgS) = (rS)2e2v
(
KS +∆Sv
)
.
We infer
KS − 1
(rS)2
= −
(
∆S +
2
(rS)2
)
v +
f(−v)
(rS)2
, f(v) := e2v − 1− 2v. (3.24)
Multiplying by J (p,S), integrating on S and using integration by parts, we deduce∫
S
(
KS − 1
(rS)2
)
J (p,S) = −
∫
S
J (p,S)
(
∆S +
2
(rS)2
)
v +
∫
S
f(−v)
(rS)2
J (p,S)
= −
∫
S
v
(
∆S +
2
(rS)2
)
J (p,S) +
∫
S
f(−v)
(rS)2
J (p,S).
Together with (3.21), the control |v| . ǫ provided by (3.14), and the definition of f , we
infer ∣∣∣∣∫
S
(
KS − 1
(rS)2
)
J (p,S)
∣∣∣∣ . ∫
S
ǫ
(rS)2
|v|+
∫
S
|v|2
(rS)2
. ǫ2
as desired.
18Note that, a priori, one would expect the right-hand side of (3.23) to be O(ǫ). The fact that it is
actually O(ǫ2) is an application of Corollary 3.8 and (3.21), see the proof below.
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4 Stability of uniformization for nearby spheres
Consider two almost round spheres spheres (S1, g
S1) and (S2, g
S2), i.e. verifying (3.13),
and their respective uniformization pairs (Φ1, u1), (Φ2, u2), i.e.
Φ1 : S
2 −→ S1, g1 := Φ#1 (gS1) = (rS1)2e2u1γ0,
Φ2 : S
2 −→ S2, g2 := Φ#2 (gS2) = (rS2)2e2u2γ0,
(4.1)
and u1, u2 defined on S
2 verifying the conclusions of Corollary 3.8. We assume in addition
given a smooth diffeomorphism Ψ : S1 → S2 such that the metrics gS1 and Ψ#(gS2) are
close to each other in S1 with respect to the coordinate chart provided by Φ1, i.e. for
some 0 < δ ≤ ǫ,∥∥gS1 −Ψ#(gS2)∥∥
L∞(S1)
+
1
(rS1)
∥∥gS1 −Ψ#(gS2)∥∥
h4(S1)
≤ (rS1)2δ. (4.2)
The goal of this section is to show the existence of a canonical diffeomorphism Ψ̂ : S2 → S2
which relates the two uniformization maps. More precisely we prove the following.
Theorem 4.1. Under the assumptions above, let Ψ̂ : S2 → S2 be the unique smooth
diffeomorphism such that Ψ ◦ Φ1 = Φ2 ◦ Ψ̂. Then, the following holds true.
1. The diffeomorphism Ψ̂ is smooth and there exists O ∈ O(3) such that
‖Ψ̂− O‖L∞(S2) + ‖Ψ̂− O‖H1(S2) . δ. (4.3)
2. The conformal factors u1, u2 verify∥∥u1 − Ψ̂#u2∥∥L∞(S2) . δ. (4.4)
Remark 4.2. Let us note the following concerning assumption (4.2).
• It is clearly not sharp in terms of regularity. Sharper results could be obtained by
working in Ho¨lder spaces. On the other hand, in view of our applications, hs(S) are
the natural spaces.
• It is coordinate dependent. Though it is sufficient for our applications, it would be
nice find a coordinate independent condition sufficient to recover the conclusions of
Theorem 4.1.
The proof of Theorem 4.1 is postponed to section 4.2. It will rely in particular on the
control of almost isometries of S2 discussed in the next section.
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4.1 Almost isometries of S2
Proposition 4.3. Let Θ : S2 → S2 be a C2 diffeomorphism such that,
‖Θ#γ0 − γ0‖L∞(S2) ≤ δ.
Then, there exists O ∈ O(3) such that
‖Θ− O‖L∞(S2) + ‖Θ− O‖H1(S2) . δ. (4.5)
Proof. We first extend the map Θ to a map Θ˜ : R3 \ {0} → R3 \ {0} such that for every
x = rω, ω ∈ S2, r > 0,
Θ˜(rω) = rΘ(ω). (4.6)
It is easy to check that, denoting by e the euclidian metric,
‖Θ˜#e− e‖L∞(D) . δ, D :=
{
x ∈ R3
/ 1
2
≤ |x| ≤ 2
}
. (4.7)
We deduce
‖∇Θ˜(∇Θ˜)t − I‖L∞(D) . δ,
i.e.
‖AAt − I‖L∞(D) . δ, A := ∇Θ˜,
where A is a function on D taking values in 3 by 3 matrices.
By the polar decomposition of A, there exists, at every point p ∈ D, a unique orthogonal
matrix O ∈ O(3) such that
A = (AAt)
1
2O.
We deduce, at every p ∈ D,
|A−O| = ∣∣(AAt) 12 − I∣∣ . δ.
Therefore,
sup
D
min
O∈O(3)
∣∣∣∇Θ˜− O∣∣∣ . δ
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i.e.,
‖dist(∇Θ˜, O(3))‖L∞(D) . δ.
In particular, the determinant of∇Θ˜ cannot vanish onD, and hence, since D is connected,
is either strictly positive or strictly negative everywhere on D. From now on, we assume
for simplicity that the determinant of ∇Θ˜ is strictly positive everywhere on D, the other
case being similar. We infer
‖dist(∇Θ˜, SO(3))‖L∞(D) . δ. (4.8)
We rely on the following result19 of G. Friesecke, R. James and S. Mu¨ller in [9] pointed
to us by Camillo De Lellis.
Theorem 4.4. Let D ⊂ Rn a bounded Lipschitz domain, n ≥ 2 and 1 < p < +∞. There
exists a constant C > 0 depending only on D and p with the property:
For every ψ ∈ W 1,p(D,Rn) there exists a rotation O0 ∈ SO(n) such that,
‖∇ψ − O0‖Lp(D) . C‖dist(∇ψ, SO(n))‖Lp(D). (4.9)
Remark 4.5. The estimate of Theorem 4.4 fails in L∞ but still holds in BMO from a
well known estimate of F. John [12].
We infer from (4.8) and Theorem 4.4 the existence of a rotation O0 ∈ SO(3) such that
‖∇Θ˜−O0‖L3(D) + ‖∇Θ˜−O0‖L2(D) . δ.
Restricting to the sphere, we infer,
‖∇Θ− O0‖L3(S2) + ‖∇Θ−O0‖L2(S2) . δ.
Together with Poincare´ inequality and the Sobolev embedding, this yields
‖Θ− O0‖L∞(S2) + ‖∇(Θ− O0)‖L2(S2) . δ
as stated. This concludes the proof of Proposition 4.3.
19The result in [9] actually covers only p = 2. The case 1 < p < +∞ is in section 2.4 of S. Conti and
B. Schweizer [8].
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4.2 Proof of Theorem 4.1
We note that the following is an immediate consequence of (4.2)∣∣∣∣rS1rS2 − 1
∣∣∣∣ . δ. (4.10)
Denote
g1 = Φ
#
1 (g
S1), g2 =
(
Ψ ◦ Φ1
)#
(gS2).
In view of our assumptions, we have
g1 = (r
S1)2e2u1γ0,
∫
S2
e2u1x = 0, ‖u1‖H4(S2) ≤ ǫ, (4.11)
and
‖g1 − g2‖L∞(S2) + ‖g1 − g2‖H4(S2) . (rS1)2δ. (4.12)
We deduce, ∥∥∥∥e2u1γ0 − 1(rS1)2 g2
∥∥∥∥
L∞(S2)
+
∥∥∥∥e2u1γ0 − 1(rS1)2 g2
∥∥∥∥
H4(S2)
. δ,
or, in view of the control of u1 as well as (4.10)
‖γ0 − e−2u1 g˜2‖L∞(S2) + ‖γ0 − e−2u1 g˜2‖H4(S2) . δ, g˜2 := 1
(rS2)2
g2. (4.13)
Consequently
‖K(e−2u1 g˜2)− 1‖H2(S2) . δ.
We can thus apply Corollary 3.8 to the metric e−2u1 g˜2 and deduce that there exists, up
to an isometry of S2, a unique centered conformal v and a unique smooth diffeomorphism
Θ : S2 → S2 such that
Θ#
(
e−2u1 g˜2
)
= (r1,2)
2e2vγ0, ‖v‖H4(S2) . δ. (4.14)
Hence,
e−2u1 g˜2 = (r1,2)2e2v◦Θ
−1
(Θ−1)#γ0.
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Since ‖γ0 − e−2u1 g˜2‖H4 . δ it follows that,
‖γ0 − (r1,2)2e2v◦Θ−1(Θ−1)#γ0‖H4(S2) . δ, |r1,2 − 1| . δ,
where we also used ‖v‖L∞(S2) . δ for the second inequality. Since ‖v‖H4(S2) . δ and Θ is
smooth we deduce,
‖γ0 −Θ#γ0‖H4(S2) . δ. (4.15)
We now appeal to Proposition 4.3 which yields the existence of O ∈ O(3) such that
‖Θ− O‖L∞(S2) + ‖Θ− O‖H1(S2) . δ. (4.16)
We rewrite (4.14) in the form
Θ#g˜2 = (r1,2)
2e2v+2u1◦Θγ0 = e2u˜2γ0, u˜2 := v + u1 ◦Θ+ log(r1,2).
Note that u˜2 is a priori not centered. On the other hand, we have
‖u˜2‖L∞ ≤ ‖v‖L∞ + ‖u1‖L∞ + | log(r1,2)| . ǫ. (4.17)
Also, since |r1,2 − 1| . δ, ‖v‖H4 . δ and ‖Θ−O‖L∞ . δ,∫
S2
eu˜2xdaγ0 =
∫
S2
e2v+2u1◦Θ+2 log(r1,2)xdaγ0
=
∫
S2
e2u1◦Θxdaγ0 +
∫
S2
e2u1◦Θ
(
(r1,2)
2e2v − 1)xdaγ0
=
∫
S2
e2u1(x ◦Θ−1) 1| det dΘ|daγ0 +O(δ)
=
∫
S2
e2u1x ◦O−1daγ0 +O(δ).
We deduce, remembering that O is a matrix in O(3) and x ∈ R3,∫
S2
eu˜2xdaγ0 =
∫
S2
e2u1O−1xdaγ0 +O(δ)
= O−1
(∫
S2
e2u1xdaγ0
)
+O(δ).
Since u1 is centered, we infer ∫
S2
e2u˜2x = O(δ). (4.18)
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In view of (4.17) and (4.18), Lemma 3.6 applies so that there exists ψ ∈M such that20
u′2 := (u˜2)ψ = u˜2 ◦ ψ +
1
2
log | detψ| ∈ S, ∥∥ψ − O−1∥∥
L∞(S2)
. δ. (4.19)
We deduce
ψ#Θ#g˜2 = e
u˜2◦ψψ#γ0 = e2u˜2◦ψ| det dψ|γ0 = e2u˜2◦ψ+log |det dψ|γ0 = e2u′2γ0.
Also, in view of the control on Θ and ψ, we have
‖Θ ◦ ψ − I‖L∞(S2) + ‖Θ ◦ ψ − I‖H1(S2) . δ.
Therefore we have found a diffeomorphism
Ψ̂′ := (Θ ◦ ψ)−1, Ψ̂′ : S2 −→ S2, (4.20)
with the properties
(Ψ̂′−1)#g˜2 = e2u
′
2γ0, u
′
2 ∈ S, (4.21)
and
‖Ψ̂′ − I‖L∞(S2) + ‖Ψ̂′ − I‖H1(S2) . δ. (4.22)
Also, recall that
u′2 = u˜2 ◦ ψ +
1
2
log | detψ| = (v + u1 ◦Θ+ 2 log(r1,2)) ◦ ψ + 1
2
log | detψ|
= u1 ◦ Ψ̂′−1 + vψ + 2 log(r1,2).
We infer
Ψ̂′#u′2 − u1 = Ψ̂′#
(
vψ
)
+ 2 log(r1,2),
and thus, since |r1,2 − 1| . δ, ‖v‖H4 ≤ δ, ‖Ψ̂′ − I‖L∞ . δ and ‖ψ − O−1‖L∞ . δ, we
deduce,
‖u1 − Ψ̂′#(u′2)‖L∞(S2) . δ. (4.23)
Next, let
Φ′2 := Ψ ◦ Φ1 ◦ Ψ̂′−1.
20The statement of Lemma 3.6 actually yields |ψ − I| . δ. Here we use the fact that S is invariant by
O(3), see Remark 2.9, so that we may indeed assume, by composing with O−1 ∈ O(3), that |ψ−O−1| . δ.
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Then, by the definition of g2 and g˜2,
g˜2 =
1
(rS2)2
g2 =
1
(rS2)2
(Ψ ◦ Φ1)#gS2,
and the construction of Ψ̂′ we have
(Φ′2)
#gS2 = (Ψ̂′−1)#
(
Ψ ◦ Φ1
)#
gS2 = (rS2)2(Ψ̂′−1)#g˜2 = (rS2)2e2u
′
2γ0
and by the definition of Φ2, u2 we also have,
(Φ2)
#gS2 = (rS2)2e2u2γ0.
Therefore, since both u2 and u
′
2 are centered, from the uniqueness statement of Corollary
3.8, there existe O ∈ O(3) such that,
u′2 = u2 ◦O, Ψ ◦ Φ1 = Φ2 ◦O ◦ Ψ̂′, (4.24)
where the last identity corresponds to Φ′2 = Φ2 ◦O. We now define
Ψ̂ := O ◦ Ψ̂′.
Then, together with (4.22), (4.23) and (4.24), we infer
Ψ ◦ Φ1 = Φ2 ◦ Ψ̂, ‖Ψ̂− O‖L∞ + ‖Ψ̂− O‖H1 . δ, ‖u1 − Ψ̂#(u2)‖L∞(S2) . δ,
as stated. This concludes the proof of Theorem 4.1.
4.3 Higher regularity estimates for Theorem 4.1
Though (4.3) (4.4) suffice for our main application to GCM spheres, we provide here, for
the sake of completeness, a discussion of corresponding higher regularity estimates. This
relies on a recent personal communication of Camillo De Lellis and Stefan Mu¨ller. More
precisely they can prove the following.
Theorem 4.6 (C. De Lellis, S. Mu¨ller [16]). Let n ≥ 2. Consider the balls B1 ⊂ B2 ⊂ Rn
and e the euclidian metric on Rn. Consider a map u ∈ H1(B2,Rn) verifying det∇u > 0
and, ∥∥u#e− e∥∥
L∞(B1)
≤ 1
2
. (4.25)
Then, there exists a rotation O ∈ SO(n) such that, relative to the Ho¨lder norms Cα,
0 < α < 1, ∥∥∇u− O∥∥
Cα(B1)
.
∥∥u#e− e∥∥
Cα(B2)
.
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The goal of this section is to prove the following proposition that extends the estimates
(4.3), (4.4) of Theorem 4.1 to corresponding higher regularity estimates.
Proposition 4.7. Assume, in addition to the assumptions of Theorem 4.1, that∥∥gS1 −Ψ#(gS2)∥∥
h4+s(S1)
≤ δ (4.26)
for some s ≥ 0. Then, the following higher regularity analogs of (4.3), (4.4) hold true.
1. The diffeomorphism Ψ̂ is smooth and there exists O ∈ O(3) such that
‖Ψ̂− O‖H5+s(S2) . δ. (4.27)
2. The conformal factors u1, u2 verify∥∥u1 − Ψ̂#u2∥∥H4+s(S2) . δ. (4.28)
The only part of the proof of Theorem 4.1 which does not immediately extend to higher
regularity is when applying Proposition 4.3 to infer (4.16) from (4.15). Thus, to complete
the proof of Proposition 4.7, it suffices to prove the following extension of Proposition 4.3
to higher regularity.
Proposition 4.8. Let Θ : S2 → S2 be a C2 diffeomorphism such that,
‖Θ#γ0 − γ0‖Hs+2(S2) ≤ δ (4.29)
for some s ≥ 0. Then, there exists O ∈ O(3) such that
‖Θ− O‖Hs+3(S2) . δ. (4.30)
Proof. Recall that the proof of Proposition 4.3 proceeds by extending the map Θ to a
map Θ˜ : R3 \ {0} → R3 \ {0} such that for every x = rω, ω ∈ S2, r > 0,
Θ˜(rω) = rΘ(ω),
see (4.6). Under the assumption (4.29), we obtain the following higher regularity analog
of the estimate (4.7)
‖Θ˜#e− e‖Hs+2(D) . δ, D =
{
x ∈ R3
/ 1
2
≤ |x| ≤ 2
}
. (4.31)
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In view of Theorem 4.6, covering S2 by finitely many euclidean balls21, and using that
H2(D) embeds in C1/2(D) by Sobolev, we infer the existence of O ∈ O(3) such that
‖∇Θ˜− O‖
C
1
2 (D1)
. δ, D1 :=
{
x ∈ R3
/ 3
4
≤ |x| ≤ 5
4
}
.
We deduce the following decomposition for Θ˜
Θ˜ = (I + Θ˜′)O, ‖Θ˜′‖L∞(D1) + ‖∇Θ˜′‖L∞(D1) . δ. (4.32)
Next, we rewrite (4.31) in matrix form
∇Θ˜(∇Θ˜)t = I + E, ‖E‖Hs+2(D) . δ. (4.33)
Linearizing this equation based on the decomposition of Θ˜ provided by (4.32), we infer
on D1
S(Θ˜′) = E −∇Θ˜′(∇Θ˜′)t, S(Θ˜′) := ∇Θ˜′ + (∇Θ˜′)t. (4.34)
Note that S satisfies the well-known Korn inequality, see for example [7],
‖f‖H1(D1) ≤ CD1
(
‖f‖L2(D1) + ‖S(f)‖L2(D1)
)
, f : D1 → R3. (4.35)
where S(f) denotes the symmetric part of the gradient of f . Differentiating (4.34), relying
on the estimate (4.33) for E and the a priori bound (4.32) for Θ˜′ on D1, and making use
of Korn inequality (4.35), we infer
‖Θ˜′‖Hs+3(D1) . δ
and hence
‖Θ˜− O‖Hs+3(D1) . δ.
Restricting to the sphere, we obtain
‖Θ− O‖Hs+3(S2) . δ
as desired.
21More precisely, B1 and B2 of Theorem 4.6 are chosen to be euclidean balls centered on points of S
2
of radius given respectively by 1/4 and 1/2 so that both B1 and B2 are included in D and the union of
the B1’s includes D1.
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4.4 Calibration of uniformization maps between spheres
In order to eliminate the arbitrariness with respect to isometries of S2 in Theorem 4.1,
see (4.3), we calibrate the effective uniformization maps22 Φ1 : S
2 → S1, Φ2 : S2 → S2, for
given diffeomorphism Ψ : S1 → S2, as follows.
Definition 4.9. On S2 we fix23 a point N and a unit vector v in the tangent space
TNS
2. Given Ψ : S1 → S2, we say that the effective uniformization maps Φ1 : S2 → S1,
Φ2 : S
2 → S2 are calibrated relative to Ψ if the map Ψ̂ := (Φ2)−1 ◦ Ψ ◦ Φ1 : S2 → S2 is
such that
1. The map Ψ̂ fixes the point N , i.e. Ψ̂(N) = N .
2. The tangent map Ψ̂# fixes the direction of v, i.e. Ψ̂#(v) = a1,2v where a1,2 > 0.
3. The tangent map Ψ̂# preserves the orientation of TNS
2.
Lemma 4.10. Given Ψ : S1 → S2 and a fixed effective uniformization map Φ1 : S2 → S1
for S1. Then, there exists a unique, effective, uniformization for S2 calibrated with that
of S1 relative to Ψ.
Proof. Let Φ′2 be an effective uniformization map for S2 and let Ψ̂
′ := (Φ′2)
−1 ◦Ψ ◦ Φ1 so
that Ψ̂′ : S2 → S2. Recall that for any O ∈ O(3), Φ2 given by Φ2 = Φ′2 ◦ O−1 is also an
effective uniformization map for S2. We have in this case Ψ̂ = OΨ̂
′, and Φ1 and Φ2 are
calibrated relative to Ψ if and only if O satisfies the following.
1. O(Ψ̂′(N)) = N .
2. Ψ̂′#(Ov) = av where a > 0.
3. Ψ̂′# ◦O preserves the orientation of TNS2.
Since Ψ̂′ is O(δ) close to an element of O(3), see (4.3), there exists a unique O ∈ O(3)
satisfying the conditions above.
We now state the following corollary to Theorem 4.1.
22Given by Corollary 3.8.
23In particular, one can choose N = (0, 0, 1) and v = (1, 0, 0).
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Corollary 4.11. In addition to the assumptions of Theorem 4.1, assume that the maps
Φ1,Φ2 are calibrated relative to Ψ according to Definition 4.9. Then Ψ̂ verifies
‖Ψ̂− I‖L∞(S2) + ‖Ψ̂− I‖H1(S2) . δ. (4.36)
The conformal factors u1, u2 verify∥∥u1 − Ψ̂#u2∥∥L∞(S2) . δ. (4.37)
Proof. In view of Theorem 4.1, there exists O ∈ O(3) such that Ψ̂ satisfies
‖Ψ̂−O‖L∞(S2) + ‖Ψ̂− O‖H1(S2) . δ (4.38)
and (4.37) holds.
It remains to check (4.36). In view of (4.38) and the fact that Φ1,Φ2 are calibrated relative
to Ψ according to Definition 4.9, we infer that
1. O(N) = N +O(δ),
2. O(v) = av +O(δ) with a > 0.
3. O preserves the orientation of TNS
2.
These conditions imply immediately that |O − I| . δ which together with (4.38) yields
(4.36) as desired.
Lemma 4.12 (Transitivity of calibrations). Let Φ1 : S
2 → S1, Φ2 : S2 → S2 and Φ3 :
S2 → S3 three effective uniformization maps. Let Ψ12 : S1 → S2 and Ψ13 : S1 → S3
satisfying (4.2) and assume that Φ1, Φ2 are calibrated relative to Ψ12, while Φ1, Φ3 are
calibrated relative to Ψ13. Then, Φ2, Φ3 are calibrated relative to Ψ23 := Ψ13 ◦Ψ−112 .
Proof. Since Φ1, Φ2 are calibrated relative to Ψ12, and Φ1, Φ3 are calibrated relative to
Ψ13, Ψ̂12 := (Φ2)
−1 ◦Ψ12 ◦ Φ1 and Ψ̂13 := (Φ3)−1 ◦Ψ13 ◦Φ1 satisfy the three properties of
Definition 4.9. Then, introducing
Ψ23 = Ψ13 ◦Ψ−112 , Ψ̂23 := (Φ3)−1 ◦Ψ23 ◦ Φ2,
we have Ψ̂23 = Ψ̂13 ◦ Ψ̂−112 so that Ψ̂23 also satisfy the three properties of Definition 4.9.
Hence, Φ2, Φ3 are calibrated relative to Ψ23 as desired.
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4.5 Comparison of ℓ = 1 modes between two spheres
Consider, as in Theorem 4.1, two almost round spheres (S1, g
S1) and (S2, g
S2) and a
smooth map Ψ : S1 → S2 such that, as in (4.2), that the metrics gS1 and Ψ#(gS2) are
close to each other in S1. Assume that (Φ1, u1) , (Φ2, u2) are effective uniformization
maps of S1 and S2, calibrated as in definition 4.9. We define
J i = JSi = JS
2 ◦ Φ−1i , i = 1, 2,
to be the ℓ = 1 canonical modes of S1, S2 according to Definition 3.10. We want to
compare J1 with J2 ◦Ψ−1. We prove the following result.
Proposition 4.13. Under the assumptions of Corollary 4.11 we have∣∣∣J1 − J2 ◦Ψ∣∣∣ . δ. (4.39)
Proof. Indeed, using that Ψ ◦ Φ1 = Φ2 ◦ Ψ̂,
J2 ◦Ψ = JS2 ◦ Φ−12 ◦Ψ = JS
2 ◦ Ψ̂ ◦ Φ−11 .
Hence,
J1 − J2 ◦Ψ = JS2 ◦ Φ−11 − JS
2 ◦ Ψ̂ ◦ Φ−11 .
This implies, together with (4.36),∣∣∣J1 − J2 ◦Ψ∣∣∣ . sup
S2
∣∣∣I − Ψ̂∣∣∣ . δ
as stated.
5 Review of the geometric set-up in [15]
5.1 Background spacetime
As in [15], we consider given a vacuum spacetime R with metric g endowed with an
outgoing geodesic foliation by spheres S(u, s) of fixed (u, s), where u is an outgoing optical
function24 with L = −gαβ∂βu∂α its null geodesic generator and s chosen such that
L(s) =
1
ς
, L(ς) = 0.
24That is gαβ∂αu∂βu = 0.
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Let e4 = ςL and e3 the unique null vectorfield orthogonal to S(u, s) and such that
g(e3, e4) = −2. We then let (e1, e2) an orthogonal basis of the tangent space of S(u, s).
The corresponding connection coefficients relative to the null frame (e3, e4, e1, e3) are
denoted by χ, χ, ξ, ξ, ω, ω, η, η, ζ and the null components of the curvature tensor by
α, α, β, β, ρ, ⋆ρ. For the convenience of the reader we recall their definition below.
χ
ab
= g(Dae3, eb), χab = g(Dae4, eb),
ξ
a
=
1
2
g(D3e3, ea), ξa =
1
2
g(D4e4, ea),
ω =
1
4
g(D3e3, e4), ω =
1
4
g(D4e4, e3),
η
a
=
1
2
(D4e3, ea), ηa =
1
2
g(D3e4, ea),
ζa =
1
2
g(Deae4, e3),
and
αab = R(ea, e4, eb, e4), αab = R(ea, e3, eb, e3),
βa =
1
2
R(ea, e4, e3, e4), βa =
1
2
R(ea, e3, e3, e4),
ρ =
1
4
R(e3, e4, e3, e4),
⋆ρ = ⋆R(e3, e4, e3, e4).
The null second fundamental forms χ, χ are further decomposed in their traces κ = trχ
and κ = trχ, and traceless parts χ̂ and χ̂. We recall, see Lemma 2.4 in [15], that the
geodesic nature of the foliation implies
ω = ξ = 0, η = −ζ, ς = 2
e3(u)
.
The volume radius r = r(u, s) is defined such that the volume of S is given by 4πr2. The
Hawking mass m = m(u, s) of S = S(u, s) is given by the formula
2m
r
= 1 +
1
16π
∫
S
trχtrχ. (5.1)
The Gauss curvature of S is denoted by K. It verifies the Gauss equation
K = −ρ− 1
4
trχtrχ +
1
2
χ̂ · χ̂. (5.2)
The mass aspect function µ is defined by
µ := −div ζ − ρ+ 1
2
χ̂ · χ̂. (5.3)
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As in [15], we define the renormalized quantities
|trχ := trχ− 2
r
, |trχ := trχ +
2Υ
r
, qω := ω − m
r2
,
qK := K − 1
r2
, qρ := ρ+
2m
r3
, qµ := µ− 2m
r3
,
qΩ := Ω + Υ, qς := ς − 1,
where
Υ := 1− 2m
r
,
and the sets
Γg :=
{
|trχ, χ̂, ζ, |trχ, rqµ, rqρ, r ⋆ρ, rβ, rα, r qK, r−1
(
e4(r)− 1
)
, r−1e4(m)
}
,
Γb :=
{
η, χ̂, ωˇ, ξ, rβ, α, r−1qΩ, r−1qς, r−1(e3(r) + Υ
)
, r−1e3(m)
}
.
(5.4)
5.1.1 Adapted coordinates
Recall, see [15], that a coordinate system (u, s, y1, y2) is said to be adapted to an outgoing
geodesic foliation as above if e4(y
1) = e4(y
2) = 0. In that case the spacetime metric can
be written in the form
g = −2ςduds+ ς2Ωdu2 + gab
(
dya − ςBadu)(dyb − ςBbdu), (5.5)
where
Ω = e3(s), B
a =
1
2
e3(y
a), gab = g(∂ya , ∂yb). (5.6)
Relative to these coordinates
e4 = ∂s, ∂u = ς
(
1
2
e3 − 1
2
Ωe4 − Ba∂ya
)
, ∂ya =
∑
c=1,2
Y c(a)ec, a = 1, 2,
with coefficients Y b(a) verifying
gab =
∑
c=1,2
Y c(a)Y
c
(b).
As in [15] we assume that R is covered by two coordinate systems , i.e. R = RN ∪ RS,
such that
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1. The North coordinate chart RN is given by the coordinates (u, s, y1N , y2N) with
(y1N)
2 + (y2N)
2 < 2.
2. The South coordinate chart RS is given by the coordinates (u, s, y1S, y2S) with (y1S)2+
(y2S)
2 < 2.
3. The two coordinate charts intersect in the open equatorial region REq := RN ∩RS
in which both coordinate systems are defined.
4. In REq the transition functions between the two coordinate systems are given by
the smooth functions ϕSN and ϕNS = ϕ
−1
SN .
The metric coefficients for the two coordinate systems are given by
g = −2ςduds+ ς2Ωdu2 + gNab
(
dyaN − ςBaNdu
)(
dybN − ςBbNdu
)
,
g = −2ςduds+ ς2Ωdu2 + gSab
(
dyaS − ςBaSdu
)(
dybS − ςBbSdu
)
,
where
Ω = e3(s), B
a
N =
1
2
e3(y
a
N), B
a
S =
1
2
e3(y
a
S).
On a 2-sphere S(u, s) and f ∈ Sp(S), p = 0, 1, 2, we consider the following norms,
‖f‖∞ : = ‖f‖L∞(S), ‖f‖2 := ‖f‖L2(S),
‖f‖∞,k =
k∑
i=0
‖dif‖∞, ‖f‖2,k =
k∑
i=0
‖dif‖2,
(5.7)
where di stands for any combination of length i of operators of the form e3, re4, r∇.
5.1.2 Reduced region R
In what follows we restrict our attention to smaller region of the original R, still denoted
R defined as follows.
Definition 5.1. Let m0 > 0 a constant. Let
◦
ǫ > 0 two sufficiently small constants, and
let (
◦
u,
◦
s,
◦
r) three real numbers with
◦
r sufficiently large so that
◦
ǫ≪ m0, ◦r ≫ m0. (5.8)
We define R = R to be the region
R :=
{
|u− ◦u| ≤ ◦ǫ, |s− ◦s| ≤ ◦ǫ
}
, (5.9)
such that assumptions A1-A4 below with constant
◦
ǫ on the background foliation of R, are
verified.
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5.1.3 Main assumptions for R
Given an integer smax ≥ 3, we assume25 the following.
A1. For k ≤ smax
‖Γg‖k,∞ ≤ ◦ǫr−2,
‖Γb‖k,∞ ≤ ◦ǫr−1.
(5.10)
A2. The Hawking mass m = m(u, s) of S(u, s) verifies
sup
R
∣∣∣∣ mm0 − 1
∣∣∣∣ ≤ ◦ǫ. (5.11)
A3. In the region of their respective validity26 we have
BaN , B
a
S ∈ r−1Γb, ZaN , ZaS ∈ Γb, r−2qgNab, r−2qgSab ∈ rΓg (5.12)
where
qgNab = g
N
ab −
4r2
1 + (y1N)
2 + (y2N)
2)
δab,
qgSab = g
S
ab −
4r2
(1 + (y1S)
2 + (y2S)
2)
δab.
A4. We assume the existence of a smooth family of scalar functions27 J (p) : R → R, for
p = 0,+,−, verifying the following properties, for all surfaces S of the background
foliation (
r2∆+ 2
)
J (p) = O(
◦
ǫ), p = 0,+,−,
1
|S|
∫
S
J (p)J (q) =
1
3
δpq +O(
◦
ǫ), p, q = 0,+,−,
1
|S|
∫
S
J (p) = O(
◦
ǫ), p = 0,+,−.
(5.13)
25In view of (5.10), we will often replace Γg by r
−1Γb.
26That is the quantities on the left verify the same estimates as those for Γb, respectively Γg.
27The property of the scalar functions J (p) above is motivated by the fact that the ℓ = 1 spherical
harmonics on the standard sphere S2, given by J (0,S
2) = cos θ, J (+,S
2) = sin θ cosϕ, J (−,S
2) = sin θ sinϕ,
satisfy (5.13) with
◦
ǫ = 0. Note also that on S2,∫
S2
(cos θ)2 =
∫
S2
(sin θ cosϕ)2 =
∫
S2
(sin θ sinϕ)2 =
4π
3
, |S2| = 4π.
,
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Remark 5.2. We note that the assumptions A1, A2, A3, A4, are expected to be valid
in the far regions, i.e. r large, of a perturbed Kerr.
Given a scalar function f defined on a sphere S we define the ℓ = 1 modes of f by the
triplet
(f)ℓ=1 :=
{∫
S
fJ (p), p = 0,+,−
}
.
5.1.4 O(
◦
ǫ)-spheres
Given a compact 2-surface S ⊂ R, not necessarily a leaf S(u, s) of the background geodesic
foliation of R, we denote by χS, χS, ζS,..., the corresponding Ricci coefficients and by αS,
βS, ρS, ..., the corresponding curvature coefficients. We also denote by rS, mS, KS and
µS respectively the corresponding area radius, Hawking mass, Gauss curvature and mass
aspect function. Finally, we denote by ∇S the corresponding covariant derivative on S.
Also, we introduce the following norm on S
‖f‖hs(S) : =
s∑
i=0
‖( d/S)if‖L2(S), d/S = rS∇S. (5.14)
5.1.5 General frame transformations
Lemma 5.3. Given a null frame (e3, e4, e1, e2), a general null transformation from the
null frame (e3, e4, e1, e2) to another null frame (e
′
3, e
′
4, e
′
1, e
′
2) can be written in the form,
e′4 = λ
(
e4 + f
beb +
1
4
|f |2e3
)
,
e′a =
(
δab +
1
2
f
a
fb
)
eb +
1
2
f
a
e4 +
(
1
2
fa +
1
8
|f |2f
a
)
e3, a = 1, 2,
e′3 = λ
−1
((
1 +
1
2
f · f + 1
16
|f |2|f |2
)
e3 +
(
f b +
1
4
|f |2f b
)
eb +
1
4
|f |2e4
)
,
(5.15)
where λ is a scalar, f and f are horizontal 1-forms. The dot product and magnitude
| · | are taken with respect to the standard euclidian norm of R2. We call (f, f , λ) the
transition coefficients of the change of frame. We denote F := (f, f ,
◦
λ ) where
◦
λ = λ− 1.
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Relative to the primed frame the connection coefficients Γ′ can be related to the connec-
tion coefficients Γ of the background frame by specific formulas involving the transition
coefficients and their derivatives. Similarly the curvature coefficients R′ of the primed
frame are connected to R by formulas involving the transition coefficients. The precise
formulas are given in Proposition 3.3 in [15]. In this paper we only make use of the trans-
formation formulas for κ = trχ, κ = trχ and β. The transformation formulas for the first
two have the form, see Proposition 3.4 in [15],
κ′ = κ+ κ
◦
λ + div ′f + F · Γb + F · ∇′F + r−1F 2,
κ′ = κ− κ
◦
λ + div ′f + F · Γb + F · ∇′F + r−1F 2.
(5.16)
The transformation formula for β has the form, see Proposition 3.3. in [15],
β ′ = β +
3
2
(
fρ+ ⋆f ⋆ρ
)
+ r−1Γg · F. (5.17)
5.2 Deformation of surfaces in R
Definition 5.4. We say that S is an O(
◦
δ) deformation of
◦
S if there exist smooth scalar
functions U, S defined on
◦
S and a map a map Ψ :
◦
S → S verifying, on any coordinate
chart (y1, y2) of
◦
S,
Ψ(
◦
u,
◦
s, y1, y2) =
(◦
u+ U(y1, y2),
◦
s+ S(y1, y2), y1, y2
)
(5.18)
with (U, S) smooth functions on
◦
S of size
◦
δ.
Definition 5.5. Given a deformation Ψ :
◦
S → S we say that a new frame (e′3, e′4, e′1, e′2)
on S, obtained from the standard frame (e3, e4, e1, e2) via the transformation (5.15), is
S-adapted if the horizontal vectorfields e′1, e
′
2 are tangent to S or, equivalently e
′
3, e
′
4 are
perpendicular to S.
We will need the following lemmas.
Lemma 5.6. Let Ψ :
◦
S −→ S be a deformation in R as in Definition 5.4, F a scalar
function on R and F# = F ◦Ψ its pull back to
◦
S by Ψ. We have∥∥F# − F∥∥
L∞(
◦
S)
.
∥∥(U, S)∥∥
L∞(
◦
S)
sup
R
(∣∣e3F ∣∣+ |e4F |+ |∇F |). (5.19)
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Proof. See Lemma 5.7 in [15].
Lemma 5.7. Let
◦
S ⊂ R. Let Ψ :
◦
S −→ S be a deformation generated by the functions
(U, S) as in Definition 5.4 and denote by gS,# the pull back of the metric gS to
◦
S. Assume
the bound, for s ≤ smax + 1.
‖(U, S)‖
L∞(
◦
S)
+ r−1
∥∥(U, S)∥∥
hs(
◦
S)
.
◦
δ. (5.20)
Then
rS
◦
r
= 1 +O(r−1
◦
δ) (5.21)
where rS is the area radius of S and
◦
r that of
◦
S.
Also, ∥∥gS,# − ◦g∥∥
L∞
+ r−1
∥∥gS,# − ◦g∥∥
hs(
◦
S)
.
◦
δr. (5.22)
Proof. See Lemma 5.8 in [15].
As a corollary, we deduce the following.
Lemma 5.8. Under the same assumptions as in Lemma 5.7, the following estimate holds
for a scalar function F defined on R.∣∣∣∣∫
S
F −
∫
◦
S
F
∣∣∣∣ . ◦δr supR
(
|F |+ r(|e3F |+ |e4F |+ |∇F |)).
Proof. We have,∫
S
F −
∫
◦
S
F =
∫
◦
S
F ◦Ψ
√
det gS,#√
det
◦
g
da◦
g
−
∫
◦
S
Fda◦
g
=
∫
◦
S
F ◦Ψ
√det gS,#√
det
◦
g
− 1
 + ∫
◦
S
∣∣F ◦Ψ− F ∣∣
where gS,# is the pull back of the metric gS to
◦
S by the map Ψ. In view of Lemma 5.7∥∥gS,# − ◦g∥∥
L∞(
◦
S)
. r
◦
δ.
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Hence, using also Lemma 5.6,∣∣∣∣∫
S
F −
∫
◦
S
F
∣∣∣∣ . ◦δ◦r sup
◦
S
|F |+ (◦r )2 sup
◦
S
∣∣F ◦Ψ− h∣∣
.
◦
δ
◦
r sup
◦
S
|F |+
◦
δ(
◦
r )2
(
|e3F |+ |e4F |+ |∇F |
)
as stated.
5.3 Adapted non canonical ℓ = 1 modes
Consider a deformation Ψ :
◦
S → S and recall the existence of the family of scalar functions
J (p), p ∈ {0,+,−}, on R introduced in assumption A4, see (5.13), which form a basis of
the ℓ = 1 modes on the spheres S(u, s) of R, and hence in particular on
◦
S. We denote by
◦
J (p) the restriction of the family J (p) to
◦
S.
Definition 5.9. We define the basis of adapted ℓ = 1 modes J (p,S) on S by
J (p,S) =
◦
J (p) ◦Ψ−1, p ∈ {−, 0,+}.
Proposition 5.10. Assume that the parameters (U, S) of the deformation verifies the
bounds
‖(U, S)‖
hsmax+1(
◦
S)
. r
◦
δ. (5.23)
Assume J (p) is an admissible triplet of ℓ = 1 modes on R (and hence on
◦
S), i.e. satisfying
(5.13).
Then J (p,S) is an admissible triplet of ℓ = 1 modes on S, i.e.(
(rS)2∆S + 2
)
J (p,S) = O(
◦
ǫ),
1
|S|
∫
S
J (p,S)J (q,S) =
1
3
δpq +O(
◦
ǫ),
1
|S|
∫
S
J (p,S) = O(
◦
ǫ).
(5.24)
Moreover at all point of S we have∣∣∣J (p,S) − J (p)∣∣∣ . ◦δ. (5.25)
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Proof. See Proposition 5.12 in [15].
6 GCM spheres with canonical ℓ = 1 modes
6.1 GCM spheres with non-canonical ℓ = 1 modes in [15]
We review below the result on existence and uniqueness of GCM spheres proved in [15].
The result was proved in the context of an arbitrary choice of a ℓ = 1 modes on
◦
S, denoted
J (p) which verify the assumptions A4.
Theorem 6.1 (GCM spheres with non-canonical ℓ = 1 modes [15]). Let
◦
S = S(
◦
u,
◦
s) be
a fixed sphere of the background geodesic foliation28 of R with ◦r and ◦m denoting its area
radius and Hawking mass. Assume that the GCM quantities κ, κ, µ of the background
foliation verify the following:
κ =
2
r
+ κ˙,
κ = −2Υ
r
+ C0 +
∑
p
C(p)J (p) + κ˙,
µ =
2m
r3
+M0 +
∑
p
M (p)J (p) + µ˙,
(6.1)
where
|C0, C(p)| . r−2
◦
ǫ, |M0,M (p)| . r−3◦ǫ, (6.2)
and ∥∥κ˙, κ˙‖hsmax (S) . r−1◦δ, ∥∥µ˙‖hsmax(S) . r−2◦δ. (6.3)
Then for any fixed triplets Λ,Λ ∈ R3 verifying
|Λ|, |Λ| .
◦
δ, (6.4)
there exists a unique GCM sphere S = S(Λ,Λ), which is a deformation of
◦
S, such that
there exist constants CS0 , C
(S,p), MS0 , M
(S,p), p ∈ {−, 0,+} for which the following GCM
28 Verifying the assumptions A1−A4. Note in particular that assumption A3 was made w.r.t. a
general version of the ℓ = 1 modes of S, see Definition 5.9.
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conditions are verified
κS =
2
rS
,
κS = − 2
rS
ΥS + CS0 +
∑
p
C(S,p)J (p,S),
µS =
2mS
(rS)3
+MS0 +
∑
p
M (S,p)J (p,S),
(6.5)
where
J (p,S) =
◦
J (p) ◦Ψ−1. (6.6)
Relative to these modes we also have
(div Sf)ℓ=1 = Λ, (div
Sf)ℓ=1 = Λ. (6.7)
The resulting deformation has the following additional properties:
1. The triplet F = (f, f ,
◦
λ ) verifies, for s ≤ smax + 1,
‖
◦
λ ‖hs+1(S) + ‖(f, f)‖hs(S) .
◦
δ. (6.8)
2. The GCM constants CS0 , C
(S,p), MS0 , M
(S,p), p ∈ {−, 0,+} verify∣∣CS0 − C0∣∣+ ∣∣C(S,p) − C(p)∣∣ . r−2◦δ,∣∣MS0 −M0∣∣+ ∣∣M (S,p) −M (p)∣∣ . r−3◦δ. (6.9)
3. The volume radius rS verifies ∣∣∣∣rS◦
r
− 1
∣∣∣∣ . r−1◦δ. (6.10)
4. The parameter functions U, S of the deformation verify, for s ≤ smax + 1,
‖(U, S)‖
hs(
◦
S)
. r
◦
δ. (6.11)
5. The Hawking mass mS of S verifies the estimate∣∣mS − ◦m ∣∣ . ◦δ. (6.12)
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6. The well defined29 Ricci and curvature coefficients of S verify,
‖ΓSg ‖hsmax (S) .
◦
ǫr−1,
‖ΓSb ‖hsmax (S) .
◦
ǫ.
(6.13)
7. The transition parameters f, f ,
◦
λ are continuously differentiable with respect to Λ,Λ
and
∂f
∂Λ
= O
(
r−1
)
,
∂f
∂Λ
= O
(◦
δr−1
)
,
∂f
∂Λ
= O
(◦
δr−1
)
,
∂f
∂Λ
= O
(
r−1
)
,
∂
◦
λ
∂Λ
= O
(◦
δr−1
)
,
∂
◦
λ
∂Λ
= O
(◦
δr−1
)
.
(6.14)
8. The parameter functions (U, S) of the deformation are are continuously differentiable
with respect to Λ,Λ and
∂U
∂Λ
= O(1),
∂U
∂Λ
= O(1),
∂S
∂Λ
= O(1),
∂S
∂Λ
= O(1). (6.15)
9. Relative to the coordinate system induced by Ψ the metric gΛ,Λ of S = S(Λ,Λ) is
continuous with respect to the parameters Λ,Λ and verifies∥∥∂ΛgS, ∂ΛgS‖L∞(S) . O(r2). (6.16)
10. The Deformations S(Λ,Λ) also depend continuously on the choice the ℓ = 1 basis of
◦
S verifying condition A4.
Note that the ℓ = 1 modes on S given by (6.6) are not canonical on S, i.e. they do not
correspond to the modes defined using the effective uniformization map for S. In the next
section we show that we can modify the result of Theorem 6.1 so that the same statements
hold when we replace J (p,S) by canonical modes. In the proof of this new theorem, we
make use of Theorem 6.1 for the following class of ℓ = 1 modes J (p) for
◦
S.
Definition 6.2. Given an arbitrary O(
◦
δ) deformation of
◦
S, Ψ :
◦
S → S and JS ={
J (p,S), p = −, 0,+} a canonical ℓ = 1 basis for S we denote by
◦
J [S] =
{ ◦
J
(p)
[S], p = −, 0,+}
29Note that while the Ricci coefficients κS, κS, χ̂S, χ̂S, ζS as well as all curvature components and mass
aspect function µS are well defined on S, this in not the case of ηS, ηS, ξS, ξS, ωS, ωS which require the
derivatives of the frame in the eS3 and e
S
4 directions.
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the ℓ = 1 basis of
◦
S given by
◦
J
(p)
[S] = J (p,S) ◦Ψ, or simply
◦
J [S] = JS ◦Ψ. (6.17)
Note that
◦
J [S] defined above satisfies the assumptions A4.
6.2 Construction of GCM spheres with canonical ℓ = 1 modes
We state and prove a new version of Theorem 6.1 stated relative to a canonical definition
of ℓ = 1 modes of S. In other words we replace the adapted J (p,S) modes on S defined by
(6.6)
J (p,S) =
◦
J (p) ◦Ψ−1
with the following definition of canonical modes for deformed surfaces S.
Definition 6.3. Given a deformation map Ψ :
◦
S → S and a fixed effective uniformization
map (
◦
Φ ,
◦
φ ) for
◦
S we let (Φ, φ) be the unique effective uniformization map of S calibrated
with (
◦
Φ ,
◦
φ ) relative to the map Ψ, in the sense of Definition 4.9. With this choice we
define the canonical ℓ = 1 modes of S by the formula
J(p,S) = J (p,S
2) ◦ Φ−1 (6.18)
with J (p,S
2) the ℓ = 1 basis on S2 given by Definition 3.10.
Remark 6.4. Assume given two deformations Ψi :
◦
S → Si, i = 1, 2 with canonical
effective uniformization maps (Φi, ui), Φi : S
2 → Si i = 1, 2, both calibrated through the
respective maps with the fixed effective uniformization map (
◦
Φ ,
◦
φ ) for
◦
S. Then, in view of
Lemma 4.12, (Φ1, u1), (Φ2, u2) are also calibrated with respect to the map Ψ12 : S1 → S2,
with Ψ12 = Ψ2 ◦Ψ−11 .
Theorem 6.5 (GCM spheres with canonical ℓ = 1 modes). Under the same assumptions
as in Theorem 6.1, for any fixed triplets Λ,Λ ∈ R3 verifying
|Λ|, |Λ| .
◦
δ, (6.19)
there exists a unique GCM sphere S = S(Λ,Λ), which is a deformation of
◦
S, such that there
exist constants CS0 , C
(S,p), MS0 , M
(S,p), p ∈ {−, 0,+} for which the following GCM
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conditions are verified
κS =
2
rS
,
κS = − 2
rS
ΥS + CS0 +
∑
p
C(S,p)J(p,S),
µS =
2mS
(rS)3
+MS0 +
∑
p
M (S,p)J(p,S).
(6.20)
Moreover,
(div Sf)ℓ=1 = Λ, (div
Sf)ℓ=1 = Λ. (6.21)
where J(p,S) form the basis of canonical ℓ = 1 modes of S in the sense of Definition 6.3
and (div Sf)ℓ=1, (div
Sf)ℓ=1 are defined with respect to them. Moreover
1. The resulting deformation verifies all the properties 1-9 as in Theorem 6.1.
2. The canonical ℓ = 1 modes J(p,S) verify,
∆SJ
(p,S) =
(
− 2
(rS)2
+O
( ◦
ǫ
(rS)3
))
J(p,S),∫
S
J(p,S)J(q,S)dag =
4π
3
(rS)2δpq +O(
◦
ǫrS),∫
S
J(p,S)dag = 0.
(6.22)
Remark 6.6. Note that (6.22) follows from the fact that KS − 1
(rS)2
∈ r−1Γg, i.e.∣∣∣∣KS − 1(rS)2
∣∣∣∣ . ◦ǫ(rS)3
and the result of Lemma 3.12 applied to the case when ǫ = r−1
◦
ǫ.
6.3 Proof of Theorem 6.5
We proceed by an iteration argument in which, in order to make comparison between the
ℓ = 1 modes of different deformation spheres, we shall need the following lemma.
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Lemma 6.7. Assume given two almost round spheres30 (S1, g
S1) and (S2, g
S2), their
respective canonical uniformization maps (Φ1, φ1), (Φ2, φ2), and J
(p,S1), J(p,S2) be the cor-
responding canonical basis of ℓ = 1 modes of S1 and S2 calibrated according to Definition
4.9. Consider also a given smooth map Ψ : S1 → S2 and assume that the two metric are
comparable relative to a small parameter δ12, i.e.
‖gS1 −Ψ#(gS2)‖h2(S1) ≤ δ12(rS1)2. (6.23)
Then the following estimate holds true.
max
p
sup
S1
∣∣∣J(p,S1) − J(p,S2) ◦Ψ∣∣∣ . (rS1)−1δ12. (6.24)
Proof. This follows immediately from the proof of Proposition 4.13 with δ = (rS1)−1δ12.
We rephrase the statement of the lemma above by introducing the following notation.
Definition 6.8. Given two neighboring, almost round spheres, (S1, g
S1) and (S2, g
S2) and
a map Ψ : S1 −→ S2 we define their distance relative to Ψ, measured in S1, to be
dS1(g
S1, gS2) := (rS1)−2‖gS1 −Ψ#(gS2)‖h2(S1). (6.25)
Corollary 6.9. Under the same situation as in Lemma 6.7 we have,
sup
S1
∣∣∣JS1 − JS2 ◦Ψ∣∣∣ . (rS1)−1dS1(gS1, gS2). (6.26)
6.3.1 Iteration procedure
We define iteratively a sequence of maps Ψ(n) :
◦
S −→ S(n), for fixed Λ,Λ, as follows.
1. We start with the deformation map Ψ(1) :
◦
S −→ S(1) constructed by Theorem 6.1
with respect to
◦
J(1) :=
◦
Jcan, the canonical ℓ = 1 basis on
◦
S. We define J1 to be
the adapted ℓ = 1 basis on S(1) i.e.
J1 = J(1) =
◦
Jcan ◦Ψ(1)−1.
We also denote by J1can = J(1)can the canonical ℓ = 1 basis of S(1).
30Such that (3.15) is verified.
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2. We define Ψ(2) :
◦
S −→ S(2) to be the deformation map constructed by Theorem
6.1 relative to the ℓ = 1 basis on
◦
S given by
◦
J(2) := Jcan(1) ◦Ψ(1). (6.27)
We note that
◦
J(2) verifies assumption A4 and thus the assumptions of Theorem
6.1 apply. The adapted ℓ = 1 basis of S(2) is given by
J2 = J(2) :=
◦
J(2) ◦Ψ(2)−1 = J1can ◦Ψ(1) ◦Ψ(2)−1. (6.28)
3. Assume that the sequence of deformation maps Ψ(n) :
◦
S −→ S(n) has already been
constructed by Theorem 6.1 with the help of the sequence
◦
J(n) of ℓ = 1 bases on
◦
S
given recursively by
◦
J(n) = Jn−1can ◦Ψ(n− 1) (6.29)
where Jn−1can = Jcan(n − 1) is the canonical ℓ = 1 basis of S(n − 1). The adapted
sequence of ℓ = 1 bases of S(n) is given by
Jn = J(n) :=
◦
J(n) ◦Ψ(n)−1. (6.30)
We then define Ψ(n+1) :
◦
S −→ S(n+1) to be the new deformation map constructed
by Theorem 6.1 relative to the ℓ = 1 basis on
◦
S given by
◦
J(n+ 1) = Jncan ◦Ψ(n), (6.31)
where Jncan = Jcan(n) is the canonical ℓ = 1 basis of S(n).
We define the adapted ℓ = 1 basis on S(n + 1) by
Jn+1 = J(n+ 1) =
◦
J(n + 1) ◦Ψ(n + 1)−1 = Jncan ◦Ψ(n) ◦Ψ(n+ 1)−1.
Introducing the maps
Ψn+1,n : S(n+ 1) −→ S(n), Ψn+1,n := Ψ(n) ◦Ψ(n+ 1)−1,
Ψn,n+1 : S(n) −→ S(n+ 1), Ψn,n+1 := Ψ(n+ 1) ◦Ψ(n)−1,
(6.32)
we deduce the formula
Jn+1 = Jncan ◦Ψn+1,n. (6.33)
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6.3.2 Boundedness and contraction
Consider the quintets
Q(n) =
(
U (n), S(n),
◦
λ (n), f (n), f (n)
)
=
(
U (n), S(n), F (n)
)
where U (n), S(n) are the defining functions of the map Ψ(n) and F (n) the corresponding
transition function defined in Theorem 6.1. Consider also the corresponding ninetets
N (n) :=
(
U (n), S(n),
◦
λ (n), f (n), f (n); C
(n)
0 ,M
(n)
0 , C
(n),p,M (n),p
)
.
We define the norms,
‖Q(n)‖k : = r−1
∥∥∥(U (n), S(n))∥∥∥
hk(
◦
S)
+
∥∥∥(f (n), f (n), ◦λ (n))∥∥∥
hk(S)
(6.34)
and,
∥∥N (n)∥∥
k
= ‖Q(n)‖k + r2
(∣∣C˙(n)0 ∣∣ +∑
p
∣∣C˙(n),p∣∣ + r∣∣M˙ (n)0 ∣∣+ r∑
p
∣∣M˙ (n),p∣∣)
where,
C˙
(n)
0 = C
(n)
0 − C0, C˙
(n),p
= C(n),p − C(p), M˙ (n)0 =M (n)0 −M0, M˙ (n),p = M (n),p −M (p).
The equations (6.5) verified by each ninetet N (n) are given by
κS(n) =
2
rS(n)
,
κS(n) = −2Υ
S(n)
rS(n)
+ C
(n)
0 +
∑
p
C(n),pJn,p,
µS(n) =
2mS(n)
(rS(n))3
+M
(n)
0 +
∑
p
M (n),pJn,p.
(6.35)
Relative to the modes Jn we also have∫
S(n)
(div S(n)f (n))Jn = Λ,
∫
S(n)
(div S(n)f (n))Jn = Λ. (6.36)
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The maps Ψ(n) =
(
U (n), S(n)
)
and the triplet F (n) =
(
f (n), f (n),
◦
λ (n)
)
verify a coupled
system of equations which we write schematically as follows31 .
◦
∆S(n) =
◦
div
(
S(f (n), f (n),Γ)bY b(a)(n)
)#(n)
,
◦
∆U (n) =
◦
div
(
U(f (n), f (n),Γ)bY b(a)(n)
)#(n)
,
D(n)F (n) = G(n) +H(F (n),Γ).
(6.37)
Here #n denotes the pull-back by the map Ψ(n) and Y(a)(n) the push-forward by Ψ(n)
of the coordinate vectorfields ∂ya , a = 1, 2. The expressions (U ,S) are linear plus higher
order terms in (f, f) and H is linear plus higher order in F . The term32 G(n) is linear
with respect to the constants C˙
(n)
0 , C˙
(n),p
, M˙
(n)
0 , M˙
(n),p.
Step 1. Boundedness of the iterates. The ninetets N (n) are uniformly bounded∥∥N (n)∥∥
smax+1
.
◦
δ, (6.38)
where (6.38) is an immediate consequence of the estimates (6.8), (6.9) and (6.11) in
Theorem 6.1.
Step 2. Contraction of the iterates. Since we cannot compare directly the ninetets N (n)
we compare instead their pull-back by Ψ(n) to
◦
S i.e.
N n,# :=
(
U (n), S(n),
◦
λ n,#, fn,#, fn,#; C
(n)
0 ,M
(n)
0 , C
(n),p,M (n),p
)
(6.39)
where
◦
λ n,#, fn,#, fn,# are the pull-backs by the map Ψ(n) of the triplet
◦
λ (n), f (n), f (n)
defined on the sphere S(n). We also introduce the modified norms∥∥N n,#∥∥
k,
◦
S
: = r−1
∥∥∥(U (n), S(n))∥∥∥
hk(
◦
S)
+
∥∥∥(fn,#, fn,#, ◦λ n,#)∥∥∥
hk(
◦
S)
+ r2
(∣∣C˙(n)0 ∣∣+∑
p
∣∣C˙(n),p∣∣+ r∣∣M˙ (n)0 ∣∣ + r∑
p
∣∣M˙ (n),p∣∣) . (6.40)
In view of the Sobolev norm comparison of Proposition 5.9 in [15] we deduce from (6.38)∥∥N n,#∥∥
smax+1,
◦
S
.
◦
δ. (6.41)
Contraction in this modified norms is established in the following.
31See the system (6.16)-(6.19) in [15] for a full description.
32It also depends on the quantities appearing in (6.2), (6.3).
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Proposition 6.10. The following estimate holds true.
‖N n+1,# −N n,#‖
3,
◦
S
.
◦
ǫ‖N n,# −N n−1,#‖
3,
◦
S
. (6.42)
The proof of Proposition 6.10 is very similar to that of Proposition 6.5 in [15]. The
difference is in the way our basis of adapted ℓ = 1 modes Jn were defined above, which in
turn requires to compare Jn+1 and Jn, see (6.43) below. To deal with this issue, we rely
on the following lemma.
Lemma 6.11. We have,∣∣∣Jn+1 ◦Ψn,n+1 − Jn∣∣∣ . r−1dn(g(n), g(n−1))
with g(n) the metric of S(n).
Proof. We write,
Jn+1 ◦Ψn,n+1 − Jn = Jncan ◦Ψn+1,n ◦Ψn,n+1 − Jn = Jcan(n)− J(n)
= Jncan − Jn−1can ◦Ψn,n−1.
Thus, in view of Corollary 6.9 applied to the pairs
(
S(n), g(n)
)
,
(
S(n − 1), g(n−1)) and
map Ψ = Ψn,n−1,∣∣∣Jn+1 ◦Ψn,n+1 − Jn∣∣∣ = ∣∣∣Jncan − Jn−1can ◦Ψn,n−1∣∣∣ . r−1dn(g(n), g(n−1))
as stated.
Proof of Proposition 6.10. Proposition 6.5 in [15] yields
‖N n+1,# −N n,#‖
3,
◦
S
.
◦
ǫ‖N n,# −N n−1,#‖
3,
◦
S
+
◦
δ
∣∣∣Jn+1 ◦Ψn,n+1 − Jn∣∣∣ (6.43)
where the last term in the RHS comes from comparing the ℓ = 1 modes of f (n+1), f (n+1)
with the ones of f (n), f (n) using (6.36). Using Lemma 6.11, we infer
‖N n+1,# −N n,#‖
3,
◦
S
.
◦
ǫ‖N n,# −N n−1,#‖
3,
◦
S
+
◦
δdn
(
g(n), g(n−1)
)
.
Making use of the expressions of the metrics g(n), g(n−1) with respect to the maps Ψ(n),
Ψ(n− 1), see Lemma 5.2 in [15], and using the definition of Ψ(n), Ψ(n− 1) respectively
60
in terms of the scalar functions (U (n), S(n)) and (U (n−1), S(n−1)), see Definition 5.4, we can
then estimate dn
(
g(n), g(n−1)
)
, similarly to the Proposition 6.5 in [15], as follows
dn
(
g(n), g(n−1)
)
. r−1
∥∥∥(U (n) − U (n−1), S(n) − S(n−1))∥∥∥
h3(
◦
S)
.
We deduce, using also
◦
δ ≤ ◦ǫ and the definition of N n,#,
‖N n+1,# −N n,#‖
3,
◦
S
.
◦
ǫ‖N n,# −N n−1,#‖
3,
◦
S
+
◦
δdn
(
g(n), g(n−1)
)
.
◦
ǫ
[
‖N n,# −N n−1,#‖
3,
◦
S
+r−1
∥∥∥(U (n) − U (n−1), S(n) − S(n−1))∥∥∥
h3(
◦
S)
]
.
◦
ǫ‖N n,# −N n−1,#‖
3,
◦
S
as desired.
6.3.3 Convergence
In view of (6.38) and Proposition 6.10, it follows that the sequence Ψ(n) converges to a
deformation map Ψ :
◦
S −→ S, S(n) → S, Ψn+1,n → IS, Jncan → JScan and Jn → J . In
view of (6.33),
Jn+1 = Jncan ◦Ψn+1,n.
We deduce J = JScan. The limiting map Ψ thus verifies the desired properties of Theorem
6.5 with respect to a canonical ℓ = 1 basis of S as desired. This concludes the proof of
Theorem 6.5.
7 Construction of intrinsic GCM spheres
In what follows we prove an important corollary of Theorem 7.3 which makes use of the
arbitrariness of Λ,Λ to ensure the vanishing of the ℓ = 1 modes of β and |trχ. The result
requires stronger assumptions than those made in A1, see (5.10), namely we assume that
Γb has the same behavior as Γg, i.e.
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A1-Strong. For k ≤ smax, ∥∥∥(Γg,Γb)∥∥∥
k,∞
.
◦
ǫr−2. (7.1)
Remark 7.1. In applications to our envisioned proof of the nonlinear stability of Kerr,
we plan to apply the result below in spacetime regions where we have r ∼ u. Such regions
appear naturally when we extend a given GCM admissible spacetime M, see Theorem
M7 in [14], in a neighborhood of its top GCM sphere. The improvement in r for Γb is a
consequence of the fact that we can exchange, in such regions, the decay factors in u for
decay in r.
We also need to make stronger assumptions concerning the basis of ℓ = 1 modes for the
background foliation. These assumptions are also consistent with the what we expect in
applications to the nonlinear stability of Kerr.
A4-Strong. We assume the existence of a smooth family of ℓ = 1 modes J (p) : R → R
verifying the verifying the following properties.
1. On each sphere S of the background foliation R, J (p) is O(r−1
◦
δ) close to a canonical
basis of ℓ = 1 modes J
(p)
can, i.e.∣∣∣J (p) − J (p)can∣∣∣ . ◦δr−1. (7.2)
2. The J (p) family verifies(
r2∆+ 2
)
J (p) = O(
◦
ǫr−1), p = 0,+,−,
1
|S|
∫
S
J (p)J (q) =
1
3
δpq +O(
◦
ǫr−1), p, q = 0,+,−,
1
|S|
∫
S
J (p) = O(
◦
ǫ), p = 0,+,−.
(7.3)
3. The J (p) family also verifies
max
p
sup
R
(
|e3(J (p))|+ |e4(J (p))|+ |∇J (p)|
)
.
◦
ǫr−1. (7.4)
Lemma 7.2. Under the assumptions A1-Strong, A2, A3 and A4-Strong, consider a
O(
◦
δ)-deformation Ψ :
◦
S −→ S, with (U, S) as in Definition 5.4, verifying the assumption,
see (6.11),
‖(U, S)‖
L∞(
◦
S)
+ r−1
∥∥(U, S)∥∥
hsmax+1(
◦
S)
.
◦
δ. (7.5)
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Assume also that the canonical ℓ = 1 modes of
◦
S and S are calibrated. Then:
1. The following comparison estimate between J(p,S) and J (p,S) holds true,
max
p
sup
S
∣∣∣J(p,S) − J (p,S)∣∣∣ . ◦δ(rS)−1. (7.6)
2. Also
max
p
sup
S
∣∣∣J (p,S) − J (p)∣∣∣ . ◦ǫ◦δ(rS)−1. (7.7)
Proof. Recall that, see (6.6), J (p,S) =
◦
J (p) ◦Ψ−1. We write,
J(p,S) − J (p,S) = J(p,S) −
◦
J (p) ◦Ψ−1 = J(p,S) −
◦
J (p)can ◦Ψ−1 +
( ◦
J (p)can −
◦
J (p)
) ◦Ψ−1.
Hence, in view of the assumption A4-strong on
◦
S,∣∣∣J(p,S) − J (p,S)∣∣∣ . ∣∣∣J(p,S) − ◦J (p)can ◦Ψ−1∣∣∣+ ∣∣∣( ◦J (p)can − ◦J (p)) ◦Ψ−1∣∣∣
.
∣∣∣J(p,S) − ◦J (p)can ◦Ψ−1∣∣∣+ ◦δr−1.
It remains to estimate |J(p,S) −
◦
J
(p)
can ◦ Ψ−1|. Making use of the assumption (7.5) and
Lemma 5.7 we have∥∥◦g −Ψ#(gS)∥∥
L∞(
◦
S)
+ (
◦
r )−1
∥∥◦g −Ψ#(gS)∥∥
h2(
◦
S)
.
◦
δ
◦
r .
We are thus in a position to apply the comparison Lemma 6.7 to deduce,
max
p
sup
◦
S
∣∣∣J(p,S) ◦Ψ− ◦J (p)can∣∣∣ . ◦δ(◦r )−1
or, equivalently,
max
p
sup
S
∣∣∣J(p,S) − ◦J (p)can ◦Ψ−1∣∣∣ . ◦δ(rS)−1.
Hence, ∣∣∣J(p,S) − J (p,S)∣∣∣ . ∣∣∣J(p,S) − ◦J (p)can ◦Ψ−1∣∣∣ + ◦δr−1 . ◦δ(rS)−1
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as stated in the first part of the lemma.
To prove the second part, we appeal to Lemma 5.6 applied to the scalar function F = J (p)
which yields
‖J (p) ◦Ψ− J (p)‖
L∞(
◦
S)
.
∥∥(U, S)∥∥
L∞(
◦
S)
sup
R
(
|e3(J (p))|+ |e4(J (p))|+ |∇J (p)|
)
. r−1
◦
ǫ
◦
δ
where we used (7.5) and (7.4) in the last inequality. Recalling that rS,
◦
r and r|S are
comparable, we deduce
max
p
sup
S
∣∣∣J (p,S)−J (p)∣∣∣ = max
p
sup
S
∣∣∣J (p) ◦Ψ−1−J (p)∣∣∣ = max
p
sup
◦
S
∣∣∣J (p) ◦Ψ−J (p)∣∣∣ . (rS)−1◦ǫ◦δ
as stated.
We are ready to state and prove our intrinsic GCM Theorem 7.3.
Theorem 7.3 (Existence of intrinsic GCM spheres). Assume that the spacetime region
R verifies the assumptions A1-Strong, A2, A3, A4-Strong. We further assume that,
relative to the ℓ = 1 modes of the background foliation,
(divβ)ℓ=1 = O(
◦
δr−3), (|trχ)ℓ=1 = O(
◦
δr−1), (|trχ)ℓ=1 = O(
◦
δr−1). (7.8)
Then, there exist unique constants MS0 , M
(S,p), p ∈ {−, 0,+} such that
κS =
2
rS
,
κS = − 2
rS
ΥS,
µS =
2mS
(rS)3
+MS0 +
∑
p
M (S,p)J(p,S),
(7.9)
and ∫
S
div SβSJ(p,S) = 0, (7.10)
where J(p,S) is a canonical ℓ = 1 basis for S calibrated, relative by Ψ, with the canonical
ℓ = 1 basis of
◦
S. Moreover the deformation verifies the properties (6.10), (6.11), (6.12),
(6.13) stated in Theorem 6.1.
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Remark 7.4. The assumptions (7.8) for (divβ)ℓ=1 and (|trχ)ℓ=1 holds true in general
under the assumptions A1-A3. The corresponding assumption for (|trχ)ℓ=1 holds true in
regions, discussed in Remark 7.1, where r ∼ u, see the proof of Theorem M4 in [14].
The proof of Theorem 7.3 relies on the following lemma.
Lemma 7.5. Assume that the spacetime region R verifies the assumptions A1-Strong,
A2, A3, A4-Strong. Let S = S(Λ,Λ) be a deformation of
◦
S as constructed by Theorem
6.5 with ∫
S
div Sf J(p,S) = Λ,
∫
S
div Sf J(p,S) = Λ.
The following identities hold true.
Λ =
(rS)3
3mS
[
− (div SβS)ℓ=1 + (div β)ℓ=1
]
+ F1(Λ,Λ),
Λ = ΥSΛ +
rS
3mS
[
(qκS)ℓ=1 +Υ
S(qκ)ℓ=1 − (qκ)ℓ=1
]
+ F2(Λ,Λ),
(7.11)
where F1, F2 are continuously differentiable functions of Λ,Λ verifying∣∣F1, F2∣∣ . ◦ǫ◦δ, ∣∣∂Λ(F1, F2), ∂Λ(F1, F2)∣∣ . ◦ǫ. (7.12)
We postpone the proof of Lemma 7.5 to section 7.1.
Proof of Theorem 7.3. We note that under the assumptions of the theorem the system
Λ =
(rS)3
3mS
(div β)ℓ=1 + F1(Λ,Λ),
Λ = ΥSΛ +
rS
3mS
(
ΥS(qκ)ℓ=1 − (qκ)ℓ=1
)
+ F2(Λ,Λ),
has a unique solution Λ0,Λ0 verifying the estimate∣∣Λ0∣∣+ ∣∣Λ0∣∣ . ◦δ.
Therefore, taking Λ = Λ0,Λ = Λ0 in (7.11), we deduce
(div SβS)ℓ=1 = 0, (|κS)ℓ=1 = 0.
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It remains to check (7.9). According to Theorem 6.5, there exist constants CS0 , C
(S,p),
MS0 , M
(S,p), p ∈ {−, 0,+} such that
κS =
2
rS
,
κS = − 2
rS
ΥS + CS0 +
∑
p
C(S,p)J(p,S),
µS =
2mS
(rS)3
+MS0 +
∑
p
M (S,p)J(p,S).
Using the two first equations above, the definition of the Hawking mass, and using the
fact that
∫
S
J(p,S) = 0, we infer
ΥS = 1− 2m
S
rS
= − 1
16π
∫
S
κSκS = − 1
8πrS
∫
S
(
− 2
rS
ΥS + CS0 +
∑
p
C(S,p)J(p,S)
)
= ΥS − r
S
2
CS0
and hence,
CS0 = 0.
Therefore,
qκS =
∑
p
C(S,p)J(p,S).
Projecting on the canonical ℓ = 1 basis and using the condition (qκS)ℓ=1 = 0 and the
property
∫
S
J(p,S)J(q,S)dag =
4π
3
(rS)2δpq+O(
◦
ǫrS) in (6.22) we then conclude that C(S,p) = 0.
Hence, we have finally obtained
κS =
2
rS
,
κS = − 2
rS
ΥS,
µS =
2mS
(rS)3
+MS0 +
∑
p
M (S,p)J(p,S),
and ∫
S
div SβSJ(p,S) = 0
as desired.
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7.1 Proof of Lemma 7.5
Note first that we are in position to apply the comparison Lemma 7.2 according to which
maxp supS
∣∣∣J(p,S)−J (p,S)∣∣∣ . ◦δ(rS)−1 and maxp supS ∣∣∣J (p,S)−J (p)∣∣∣ . ◦ǫ◦δ(rS)−1, and therefore
max
p
sup
S
∣∣∣J(p,S) − J (p)∣∣∣ . ◦δ(rS)−1. (7.13)
Let (f, f , λ) denote the transition coefficients between the background frame of R and
the frame (eS3 , e
S
4 , e
S
1 , e
S
2 ) adapted to the deformation S.
Step 1. Consider a GCM sphere S(Λ,Λ) as in Theorem 6.5. Since ⋆ρ ∈ r−1Γg we rewrite
the transformation (5.17) for β in the form
βS = β +
3
2
fρ+ r−1Γg · F.
Remark 7.6. Note that all quantities defined on S, such as rS, mS, (f, f,
◦
λ ) and J(p,S)
depend in fact continuously on the parameters Λ,Λ even though this dependence is not
made explicit.
Since |mS −m| .
◦
δ, |rS − r| .
◦
δ, and
ρ = −2m
r3
+ ρˇ = − 2m
S
(rS)3
+ ρˇ+
(
2mS
(rS)3
− 2m
r3
)
= − 2m
S
(rS)3
+ r−1Γg +O(r−3
◦
δ),
we deduce
βS +
3mS
(rS)3
f = β + r−1Γg · F.
Taking the divergence, we infer
div SβS +
3mS
(rS)3
div Sf = div Sβ + div S
(
r−1Γg · F
)
= div β + r−2(dΓg) · F + div S
(
r−1Γg · F
)
= div β + E1(Λ,Λ),
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with error term of the form
E1(Λ,Λ) := r
−2(dΓg) · F + div S
(
r−1Γg · F
)
. (7.14)
We deduce,
3mS
(rS)3
∫
S
(div Sf)J(p,S) = −
∫
S
(div SβS)J(p,S) +
∫
S
(div β)J(p,S) +
∫
S
E1J
(p,S).(7.15)
In view of (7.13) we have
∣∣J(p,S) − J (p)∣∣ . ◦δr−1. Therefore, since β ∈ r−1Γg,∫
S
(div β)J(p,S) =
∫
S
(div β)J (p) +
∫
S
(div β)
(
J(p,S) − J (p))
=
∫
S
(div β)J (p) +O(r−3
◦
ǫ
◦
δ)
=
∫
◦
S
(div β)J (p) +
(∫
S
(div β)J (p) −
∫
◦
S
(div β)J (p)
)
+O(r−3
◦
ǫ
◦
δ).
To estimate the term
∫
S
(div β)J (p) − ∫◦
S
(div β)J (p) we appeal to Lemma 5.8 applied to
F = (div β)J (p). Thus∣∣∣∣∫
S
F −
∫
◦
S
F
∣∣∣∣ . ◦δr supR
(
|F |+ r(|e3F |+ |e4F |+ |∇F |)).
Note that in view of the fact that div β = O(
◦
ǫr−4), e3(div β) = O(
◦
ǫr−5) and e3J (p) =
O(
◦
ǫr−1), we have ∣∣e3F ∣∣ . ∣∣e3(div β)∣∣+ ∣∣div β∣∣∣∣e3J (p)∣∣ . ◦ǫr−5.
The other terms are treated similarly, and we infer that∣∣∣∣∫
S
F −
∫
◦
S
F
∣∣∣∣ . ◦ǫ◦δr−3.
We deduce∫
S
(div β)J(p,S) =
∫
◦
S
(div β)J (p) +O(
◦
ǫ
◦
δr−3) = (div β)ℓ=1 +O(
◦
ǫ
◦
δr−3).
Since
∫
S
(div Sf)J(p,S) = Λ, after gathering all error terms in F1 = F1(Λ,Λ), we deduce
from 7.15
Λ =
(rS)3
3mS
[
− (div SβS)ℓ=1 + (div β)ℓ=1
]
+ F1(Λ,Λ) (7.16)
68
where
F1(Λ,Λ) =
(rS)3
3mS
∫
SΛ,Λ
E1(Λ,Λ)J
(p,S) +
(rS)3
3mS
(∫
S
(div β)J(p,S) − (div β)ℓ=1
)
.
In view of the above, we easily check that∣∣∣F1(Λ,Λ)∣∣∣ . ◦ǫ◦δ
as stated.
Step 2. We next consider the equations (5.16)
κS = κ+ κ
◦
λ + div Sf + F · Γb + F · ∇SF + r−1F 2,
κS = κ− κ
◦
λ + div Sf + F · Γb + F · ∇SF + r−1F 2.
Since |F | . r−1
◦
δ, and since we have
∣∣Γb∣∣ . r−2◦ǫ in view of A1-strong, and using the
GCM condition κS = 2/rS, we deduce
div Sf + κ
◦
λ =
2
rS
− κ +O(◦ǫ◦δr−3),
div Sf − κ
◦
λ = κS − κ+O(◦ǫ◦δr−3).
Differentiating w.r.t. ∆S, and using A1-strong for κ and κ, we infer
∆Sdiv Sf + κ∆S
◦
λ = −∆Sκ+O(◦ǫ◦δr−5),
∆Sdiv Sf − κ∆S
◦
λ = ∆SκS −∆Sκ +O(◦ǫ◦δr−5).
This yields
κ∆Sdiv Sf + κ∆Sdiv Sf = κ∆SκS − κ∆Sκ− κ∆Sκ+O(◦ǫ◦δr−6).
Hence, using the control of κ and κ provided byA1-Strong, |m−mS| .
◦
δ, and |r−rS| .
◦
δ,
we deduce
−2Υ
S
rS
∆Sdiv Sf +
2
rS
∆Sdiv Sf =
2
rS
∆SκS +
2ΥS
rS
∆Sκ− 2
rS
∆Sκ+O
(◦
ǫ
◦
δr−6
)
,
or,
∆S
(
div Sf −ΥSdiv Sf) = ∆SκS +ΥS∆Sκ−∆Sκ +O(◦ǫ◦δr−5).
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Next, we focus on ∆Sκ and ∆Sκ. Recall from (5.15) that
eSa =
(
δab +
1
2
f
a
fb
)
eb +
1
2
f
a
e4 +
(
1
2
fa +
1
8
|f |2f
a
)
e3, a = 1, 2.
Recalling the definition of Γg and Γb in (5.4), we have κ− 2r = qκ ∈ Γg, κ + 2Υr = qκ ∈ Γg
and
e4(r)− 1 ∈ rΓg, e3(r) + Υ ∈ rΓb, e4(m) ∈ rΓg, e3(m) ∈ rΓb.
Thus using assumption A1-Strong and |F | . r−1
◦
δ, we infer that
∇Sκ = ∇κ+ Υ
r2
f − 1
r2
f +O(r−4
◦
ǫδ),
∇Sκ = ∇κ− Υ
(
1− 4m
r
)
r2
f +
1− 4m
r
r2
f +O(r−4
◦
ǫ
◦
δ).
Taking the divergence, and using A1-strong for κ and κ, |m−mS| .
◦
δ and |r− rS| .
◦
δ,
we deduce
∆Sκ = ∆κ +
ΥS
(rS)2
div Sf − 1
(rS)2
div Sf +O(r−5
◦
ǫ
◦
δ),
∆Sκ = ∆κ−
ΥS
(
1− 4mS
rS
)
(rS)2
div Sf +
1− 4mS
rS
(rS)2
div Sf +O(r−5
◦
ǫ
◦
δ).
We introduce the notations
h := f −ΥSf.
and rewrite the above equations in the form
∆S
(
div Sh
)
= ∆SκS +ΥS∆Sκ−∆Sκ+O(◦ǫ◦δr−5),
and
∆Sκ = ∆κ− 1
(rS)2
div Sh+O(r−5
◦
ǫ
◦
δ),
∆Sκ = ∆κ+
1− 4mS
rS
(rS)2
div Sh+O(r−5
◦
ǫ
◦
δ).
We infer that(
∆S +
2
(rS)2
)
div Sh− 6m
S
(rS)3
div Sh = ∆SκS +ΥS∆κ−∆κ+O(◦ǫ◦δr−5).
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Projecting over the basis of canonical ℓ = 1 modes J(p,S), integrating by parts and using,
see (6.22), (
∆S +
2
(rS)2
)
J(p,S) = O
( ◦
ǫ
(rS)3
)
J(p,S),
we deduce,
− 6m
S
(rS)3
∫
S
div ShJ(p,S) +
O(
◦
ǫ)
(rS)3
∫
S
div ShJ(p,S) =
∫
S
(
∆SκS +ΥS∆κ−∆κ
)
J(p,S) +O(
◦
ǫ
◦
δr−3)
i.e.
6mS
(rS)3
∫
S
div ShJ(p,S) = −
∫
S
(
∆SκS +ΥS∆κ−∆κ
)
J(p,S) +O(
◦
ǫ
◦
δr−3)
or, ∫
S
div ShJ(p,S) = −(r
S)3
6mS
∫
S
(
∆SκS +ΥS∆κ−∆κ
)
J(p,S) +O(
◦
ǫ
◦
δ). (7.17)
Next, we focus on the RHS of (7.17). We have∫
S
∆κJ(p,S) =
∫
S
∆κJ (p) +
∫
S
∆κ(J(p,S) − J (p))
=
∫
◦
S
∆κJ (p) +
(∫
S
∆κJ (p) −
∫
◦
S
∆κJ (p)
)
+
∫
S
∆κ(J(p,S) − J (p)).
Thus, using (7.13), A1-Strong for κ, and Lemma 5.8 applied to F = (∆κ)J (p), we infer,
proceeding as in Step 1,∫
S
∆κJ(p,S) =
∫
◦
S
∆κJ (p) +O(r−3
◦
ǫ
◦
δ) = − 2
r2
(qκ)ℓ=1 +O(r
−3◦ǫ
◦
δ).
Similarly, we obtain ∫
S
∆κJ(p,S) = − 2
r2
(qκ)ℓ=1 +O(r
−3◦ǫ
◦
δ).
This yields∫
S
(
∆SκS +ΥS∆κ−∆κ
)
J(p,S) =
∫
S
∆SκSJ(p,S) + ΥS
∫
S
∆κJ(p,S) −
∫
S
∆κJ(p,S)
= − 2
(rS)2
∫
S
qκSJ(p,S) − 2Υ
S
r2
(qκ)ℓ=1 +
2
r2
(qκ)ℓ=1 +O(r
−3◦ǫ
◦
δ).
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Since |r − rS| .
◦
δ, we infer∫
S
(
∆SκS +ΥS∆κ−∆κ
)
J(p,S) = − 2
(rS)2
(qκS)ℓ=1 − 2Υ
S
(rS)2
(qκ)ℓ=1 +
2
(rS)2
(qκ)ℓ=1 +O(r
−3◦ǫ
◦
δ).
Together with (7.17), we deduce∫
S
div ShJ(p,S) =
rS
3mS
(
(qκS)ℓ=1 +Υ
S(qκ)ℓ=1 − (qκ)ℓ=1
)
+O(
◦
ǫ
◦
δ).
Recalling h = f −ΥSf and the definition of Λ,Λ, we deduce,
Λ−ΥSΛ = r
S
3mS
(
(qκS)ℓ=1 +Υ
S(qκ)ℓ=1 − (qκ)ℓ=1
)
+ F2(Λ,Λ)
with
|F2(Λ,Λ)| . ◦ǫ
◦
δ
as stated. This concludes the proof of Lemma 7.5.
7.2 Definition of angular momentum
The result of Theorem 7.3 is unique up to a rotation of S2 in the definition of the canonical
ℓ = 1 modes on S, see Definition 6.3. We can remove this final ambiguity by choosing
that rotation such that the p = ± component of (curl SβS)ℓ=1 vanish. We state this result
in the following corollary of Theorem 7.3.
Corollary 7.7. Under the same assumptions as in Theorem 7.3 we have, in addition to
(7.9) and (7.10),
• either, for any choice of a canonical ℓ = 1 basis of S,
(curl SβS)ℓ=1 = 0,
• or there exists a unique ℓ = 1 basis of canonical modes of S such that∫
S
curl SβS J(±,S) = 0,
∫
S
curl SβS J(0,S) 6= 0. (7.18)
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We then define the angular parameter aS on S by the formula33
aS :=
(rS)3
8πmS
∫
S
curl SβSJ(0,S). (7.19)
With this definition, we have aS = 0 in the first case, while aS 6= 0 in the second case.
Proof. Recall that the basis of canonical ℓ = 1 modes on S are given by the formula
J(p,S) = J (p,S
2) ◦ Φ−1
with J (p,S
2) the ℓ = 1 basis on S2 given by Definition 3.10, and (Φ, φ) an effective uni-
formization map of S. In particular, we have by change of variable∫
S
curl SβS J(p,S) =
∫
S2
e2φ curl SβS ◦ Φ J (p,S2)
and hence
(curl SβS)ℓ=1 =
∫
S2
e2φ curl SβS ◦ Φx
where x is the position vector on S2. Changing the definition of ℓ = 1 modes by a rotation
of S2 consist in changing (Φ, φ) to (Φ ◦O, φ ◦O) with O ∈ O(3) which yields∫
S2
e2φ◦O curl SβS ◦ Φ ◦Ox =
∫
S2
e2φ curl SβS ◦ ΦO−1x
= O−1
(∫
S2
e2φ curl SβS ◦ Φx
)
= O−1(curl SβS)ℓ=1.
In particular, (curl SβS)ℓ=1 is identified with a vector v in R
3, and changing the definition
of ℓ = 1 modes by a rotation of S2 amounts to apply a rotation to v. The proof follows
then from the fact that, given a vector v in R3 with v 6= 0, there exists a unique rotation
of the (x1, x2, x3) coordinates of R3 such that v points in the direction of the x3 axis.
7.3 Intrinsic GCM spheres in Kerr
Consider K(a0, m0), |a0| < m0, a sub-extremal Kerr spacetime endowed with an outgoing
optical function u normalized at I+. We denote by S(u, s) the spheres of the induced
33Note that in a Kerr space K(a,m), relative to a geodesic foliation normalized on I+, we have∫
S
curl SβSJ±,S = 0 and
∫
S
curl SβSJ0,S = 8πam(rS)3 +O(
ma2
(rS)4 ).
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geodesic foliation, with s the affine parameter, and r the area radius, normalized on
I+ such that limr→∞ sr = 1. Let (e4, e3, e2, e2) be the associated null frame with e4 =−gαβ∂βu∂α. Define also the corresponding angular coordinates (θ, ϕ), properly normalized
at infinity, with e4(θ) = e4(ϕ) = 0, and the corresponding J
(p) defined by them, i.e.
J (0) = cos θ, J (+) = sin θ cosϕ, J (−) = sin θ sinϕ. (7.20)
Finally we consider the spacetime region
R(r0) =
{
r ≥ r0
}
⊂ K(a0, m0).
Lemma 7.8. If r0 = r0(m0) is sufficiently large, the region R(r0), endowed with the
geodesic foliation described above, verifies the assumptions A1-Strong, A2, A3 and
A4-Strong, as well as (7.8), with the smallness constants
◦
ǫ =
◦
δ =
a0m0
r0
.
Proof. A1-Strong, A2, A3 and A4-Strong, as well as the estimate for (div β)ℓ=1 in
(7.8), follow immediately from Lemma 2.10 in [15]. It then remains to prove (7.8) for
(qκ)ℓ=1 and (qκ)ℓ=1. Lemma 2.10 in [15] yields qκ = O(a
2
0r
−3) and qκ = O(a20r
−3). One can
easily push the asymptotic to the next order to obtain
qκ =
a20
r3
(
c1 + c2(cos θ)
2
)
+O
(
m0a
2
0
r4
)
, qκ =
a20
r3
(
c1 + c2(cos θ)
2
)
+O
(
m0a
2
0
r4
)
,
for some universal constants c1, c2, c1 and c2. Since(
c1 + c2(cos θ)
2
)
ℓ=1
= 0,
(
c1 + c2(cos θ)
2
)
ℓ=1
= 0,
we infer
(qκ)ℓ=1 = O
(
m0a
2
0
r2
)
, (qκ)ℓ=1 = O
(
m0a
2
0
r2
)
,
which concludes the proof of (7.8).
Corollary 7.9 (Existence of intrinsic GCM spheres in Kerr). If r0 ≫ m0 is sufficiently
large, then any sphere
◦
S ⊂ R(r0) admits a unique deformation Ψ :
◦
S −→ S verifying
(7.9) and (7.10). Moreover, the deformation verifies the properties (6.10), (6.11), (6.12)
and (6.13) stated in Theorem 6.1.
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Proof. In view of Lemma 7.8, the assumptions A1-Strong, A2, A3 and A4-Strong,
as well as (7.8), are satisfied by the spacetime region R(r0) provided that r0 = r0(m0) is
sufficiently large, with the smallness constants
◦
ǫ and
◦
δ given by
◦
ǫ =
◦
δ =
a0m0
r0
.
Thus, Theorem 7.3 applies which concludes the proof of the corollary.
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