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Abstract
In the context of self-stabilization, a silent algorithm guarantees that the register of every node does
not change once the algorithm has stabilized. At the end of the 90’s, Dolev et al. [Acta Inf. ’99]
showed that, for finding the centers of a graph, for electing a leader, or for constructing a spanning
tree, every silent algorithm must use a memory of Ω(logn) bits per register in n-node networks.
Similarly, Korman et al. [Dist. Comp. ’07] proved, using the notion of proof-labeling-scheme, that,
for constructing a minimum-weight spanning trees (MST), every silent algorithm must use a memory
of Ω(log2 n) bits per register. It follows that requiring the algorithm to be silent has a cost in terms
of memory space, while, in the context of self-stabilization, where every node constantly checks the
states of its neighbors, the silence property can be of limited practical interest. In fact, it is known
that relaxing this requirement results in algorithms with smaller space-complexity.
In this paper, we are aiming at measuring how much gain in terms of memory can be expected
by using arbitrary self-stabilizing algorithms, not necessarily silent. To our knowledge, the only
known lower bound on the memory requirement for general algorithms, also established at the end
of the 90’s, is due to Beauquier et al. [PODC ’99] who proved that registers of constant size are
not sufficient for leader election algorithms. We improve this result by establishing a tight lower
bound of Θ(log ∆ + log logn) bits per register for self-stabilizing algorithms solving (∆ + 1)-coloring
or constructing a spanning tree in networks of maximum degree ∆. The lower bound Ω(log logn)
bits per register also holds for leader election.
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1 Introduction
Self-stabilization is a suitable paradigm for asynchronous distributed systems subject to
transient failures. The occurrence of failures can place the system in arbitrary configurations.
A self-stabilizing algorithm guarantees recovery to correct behavior in finite time, without
external intervention. The legality of the configuration is a notion that depends on the
problem considered. For instance, for the problem of (∆ + 1)-coloration of the nodes, a
configuration is legal if every node has a color in {1, . . . ,∆ + 1} different from the color of
each of its neighbors.
The amount of information exchanged between neighbors at each step of the execution
of an algorithm for enabling stabilization defines the space complexity of the algorithm,
a.k.a. memory complexity. This is because the processes of the distributed system have two
types of memory. The immutable memory is used to store the identity of the node, its ports
numbers, and the code of the algorithm. On the other hand, the mutable memory is the
memory used to store variables. Only mutable memory is considered when computing the
memory complexity of self-stabilizing algorithms. Indeed, small space-complexity is desirable
for several reasons. One reason is for reducing the overhead due to link congestion [1] (note
that the nodes carry on exchanging information, even after stabilization, and even when no
faults occur). Another reason is that mixing variable replication with self-stabilization can
be desirable [13], but replication is possible only if the overall memory occupied by these
variables is small.
A self-stabilization algorithm uses local variables at each node. Some of these variables
are used to encode the output of the node, that should fit with the specification of the
problem. The algorithm may need some extra variables, which are used to run the algorithm.
For example one needs Ω(log ∆) bits to encode the color of each node in the classical
(∆ + 1)-coloring problem in networks of maximum degree ∆. For leader election, just one bit
suffices at each node to return a solution: 1 if the node is elected, and 0 otherwise. However,
Beauquier at al. [3] have shown that a constant mutable memory at each node is not sufficient
to compute this bit. We therefore address the following question: how much mutable memory
does an algorithm need to compute the solution of problems like leader election, coloring,
spanning tree construction, etc.?
Contributions of the paper In this paper, we establish a lower bound of Ω(log logn) bits for
the mutable memory space for leader election, (∆+1)-coloring, and spanning tree construction.
This significantly improves the only lower bound [3] known so far, in quantitative term, from
Ω(1) to Ω(log logn), as well as in qualitative term as our lower bound applies to a large family
of problems. Moreover, our lower bound invalidates the folklore conjecture stating that the
aforementioned problems might be solvable using only O(log∗ n) bits of mutable memory per
node. More importantly, our lower bound implies that the upper bound O(log ∆ + log logn)
bits of mutable memory per node in [5] for (∆ + 1)-coloring and spanning tree construction
is optimal.
The core of the proof is the following. It is known that problems like coloring, leader
election and spanning tree construction require identities to break symmetry under a dis-
tributed scheduler. In other words, no algorithms can solve such problems in anonymous
networks. In essence, we show that an algorithm in a network with identities but in which
the mutable memory at each node is too small does not have more power than an algorithm
running in an anonymous network. More specifically, let A be an algorithm in a network
with identities, and let us assume that A uses o(log logn) bits of mutable memory at each
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node. Again, observe that even if the network has identities, and even if these identities are
used by the algorithm, their size is not taken into account in the space complexity of the
algorithm, as identities are stored in the immutable memory. However, the nodes cannot
write their identities in the mutable memory, which is too small, and the identities have to
be transferred between nodes in a series of smaller pieces of information. We show that, with
only o(log logn) bits of mutable memory, there exist graphs and identity assignments to the
nodes of these graphs such that the algorithm A has the same behavior as an algorithm
in the anonymous version of these graphs. It follows that A cannot solve coloring, leader
election and spanning tree construction.
To complete the description of our contribution, let us make a few remarks. Our lower
bound is actually more general, as it applies to a large family of problems. Roughly, our
bound applies to all the problems that requires identities for breaking symmetry. Also, our
bound holds even if the scheduler is weak, such as the synchronous scheduler. Finally, memory
efficiency was mostly studied in the context of self-stabilizing algorithms. However, our lower
bound holds even for distributed algorithms that perform in fault-free environments, that is,
even if the initial configuration is specified by the designer of the algorithm (in contrast to
self-stabilizing algorithms in which the initial configuration is arbitrary).
Related work In the context of self-stabilization, a silent algorithm guarantees that the
register of every node does not change once the algorithm has stabilized. The memory efficient
in the context of silent self-stabilizing algorithms was well studied. Firstly, by Dolev and al.
[9], at the end of the 90’s, they prove that finding the centers of a graph, electing a leader,
and constructing a spanning tree require a memory of Ω(logn) bits per register whenever
the algorithm is requested to be silent. On the other hand, the design of silent algorithms is
based on a mechanism known as proof-labeling-scheme (PLS) [19], and space lower bounds
for PLSs imply space lower bounds for silent self-stabilizing algorithms. A typical example is
the Ω(log2 n)-bit lower bound on the size of every PLS for minimum-weight spanning trees
(MST) [18] , which implies the same bound for constructing a MST in a silent manner [4].
It follows that requiring the algorithm to be silent has a cost in terms of memory space,
while, in the context of self-stabilization, where every node constantly checks the states of
its neighbors, the silence property can be of no practical interest. In fact, it is known that
relaxing this requirement results in algorithms with smaller space-complexity [5, 6].
To our knowledge, the only known lower bound on the memory requirement for self-
stabilizing algorithms in the general context, also established at the end of the 90’s, is due to
Beauquier at al. [3] who proved that registers of constant size are not sufficient for leader
election algorithms.
It has then been conjectured that the memory complexity can reach Θ(log∗n). This
conjecture was motivated by three reasons. First, [5] has pushed the bound from logn to
log logn, and it has been the case several times in distributed computing that a bound would
be improved this way, and then improved further to finish with a Θ(log∗n) or a constant. A
recent example is the time complexity of minimum spanning tree in the congested clique,
which got through O(logn) to O(log log) [20] to O(log log logn) [12] and O(log∗n) [11], to
finish with constant [17].
Second, the core technique of [5] looks like it could indeed be iterated. This technique
is, instead of storing the identity in the mutable memory (which would take Θ(logn)), to
compare the position of the bit of the identities one by one (which takes O(log logn)). It
was reasonable to think that this technique can be iterated until the process to get down
to O(log∗n). A recent example of this flavour is [7] for message size in self-stabilizing
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clock-synchronization.
A third reason for conjecturing a Ω(log∗ n) bound in space memory, is due to [2]. Indeed,
in this paper the authors present an elegant technique that uses O(log∗n) bits of memory
per node, to solve the reset problem.
2 Model and definitions
In this paper, we are considering the state model for self-stabilization [8]. The asynchronous
network is modeled as a simple n-nodes graph G = (V,E), where the set of the nodes
V represents the processes, and the set of edges E represents pairs of processes that can
communicate directly with each other. Such pairs of processes are called neighbors. The
set of the neighbors of node v is denoted N(v). Each node has local variables and a local
algorithm. The variables of a node are stored in its mutable memory, also called register. In
the state model, each node v has read/write access to its register. Moreover, in one atomic
step, every node reads its own register and the registers of its neighbors, executes its local
algorithm and updates its own register if necessary. Note that the values of the variables of
one node v ∈ V are called the state of v, and denoted by S(v).
Each node v ∈ V has a distinct identity, denoted by ID(v) ∈ {1, . . . , nc} for some constant
c > 1. For each adjacent edge, each node has access to a locally unique port number. No
assumption is made on the consistency between port numbers on each node. The mutable
memory is the memory used to store the variables, while the immutable memory is used to
store the identifier, the port numbers, and the code of the protocol. As a consequence, the
identity and the port numbers are non corruptible constants, and only the mutable memory
is considered when computing the memory complexity because it corresponds to the memory
readable by the neighbors of the nodes, and thus correspond to the information transmitted
during the computation. More precisely, an algorithm may refer to the identity, or to the
port numbers, of the node, without the need to store them in the variables. If at least one
rule of an algorithm refers to the identity of the node, we called this algorithm an ID-based
algorithm. Otherwise, if the rules do not refer to the identity of the node we said it is an
anonymous algorithm.
The output of the algorithm for a problem is carried through local variables of each node.
The output of the problem may use all the local variables, or only a subset of them. Indeed,
the algorithm must have local variables that match the output of the problem, we call these
variables the specification variables. But the algorithm may also need some extra local
variables, that may be necessary to compute the specification variables. For example, if we
consider a silent BFS spanning tree construction, the specification variables are the variables
dedicated to pointing out the parent in the BFS. However, to respect the silent property, the
algorithm needs in each node a variable dedicated to the identity of the root of the spanning
tree and a variable dedicated to the distance from the root. As a consequence, we define
the specification of problem P as a description of the correct assignments of specification
variables, for this specific problem P .
A configuration is an assignent of values to all variables in the system, let us denote by Γ
the set of all the configurations. A legal configuration is a configuration γ in Γ that respects the
specification of the problem, we denote by Γ∗ the set of legal configurations. A local algorithm
is a set of rules the node can apply, each rule is of the form <label>:<guard>→<command>.
A guard is a boolean predicate that uses local variables, and a command is an assignment of
variables. A node is said to be enabled if one of its guard is true and disabled otherwise.
We consider an asynchronous network, the asynchrony of the system is modeled by an
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adversary called scheduler or daemon. The scheduler chooses, at each step, which enabled
nodes will execute a rule. Several schedulers are proposed on the literature depending on
their characteristics. Dubois and al. in [10] presented a complet overview of these schedulers.
Since we are interested in showing a lower bound, we aim for the least challenging scheduler
the distributed scheduler. The distributed scheduler can enable all enabled nodes while the
central scheduler enables only one at each step. The distributed scheduler can be subdivided
according to the number or frequency of enabled nodes enabled at each step. More precisely,
the distributed scheduler capture the synchronous scheduler, weakly fair and unfair scheduler.
Problems specification In this paper, we deal with three different problems. The first one
is the node-coloring problem where each node v ∈ V has a color. A legal configuration for
the node coloring problem assure that each node has a different color than its neighbors.
In the following definition we we formalize the specification of the node coloring problem.
I Definition 1. Node-coloring specification :
Let denote by cv ∈ ∆ + 1 the color local variable of node v ∈ V where ∆ is the maximum
degree of the graph. The node-coloring specification consists in a configuration where a node
v ∈ V and each node u ∈ N(v) maps to cv 6= cu.
The second problem is the rooted spanning tree construction, in this problem each node
must have a pointers-to-neighbors variable, this variable must designate unambiguously one
particular neighbor or be empty. To solve this problem the spanning structure generate by
pointers-to-neighbors variables of all the nodes must be a spanning tree.
I Definition 2. Rooted spanning tree specification:
Let denote by pv ∈ δ(v) the pointer-to-neighbor local variable of node v ∈ V . The spanning
tree specification consists in a specification configuration where the spanning structure generate
by pv for all v ∈ V is a tree.
Finally, the election leader problem, a configuration γ ∈ Γ is a legal configuration for the
leader election problem if one single node is elected. More formally:
I Definition 3. Leader election specification:
Let denote by `v the leader local boolean variable of node v ∈ V . The leader election
specification consists in a specification configuration where a unique node v ∈ V maps to
`v = true and every other node u ∈ V such that u 6= v maps to `u = false.
Non-homogeneous problems One of the most challenging problems for distributed algo-
rithms is breaking symmetry. But this challenge depends on the studied problem. For
problems like broadcast this difficulty does not exist because the nodes must take the same
value. Rougly speaking, we call homogeneous configuration a configuration where the problem
of symmetry does not occur. We denoted by S(γ, v) the state of the node v in configuration
γ ∈ Γ.
I Definition 4. For γ ∈ Γ, γ is homogeneous if and only if ∀u, v ∈ V, S(γ, u) = S(γ, v).
I Definition 5. A problem P is non-homogeneous if and only if ∀γ ∈ Γ∗, γ is not homoge-
neous.
Remark that a problem is always homogeneous when the network is composed by a
single node, so we consider a n-nodes graph with n > 1. The node-coloring problem and the
leader election problem are known to be problems with symmetry breaking challenge, and,
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as a consequence, non-homogeneous problems in our notation. The rooted spanning tree
construction problem is a non-homogeneous problem because at most one node v must have its
pointer-to-neighbors variable empty, so ∀γ ∈ Γ∗ and ∀u ∈ V \ {v} we have S(γ, u) 6= S(γ, v).
3 Lower bounds
In this section we prove our main theorem, an Ω(log logn) lower bound for the space used
by self-stabilizing algorithms for the non-homogeneous problems. The section is organized
as follows. First, we state formally our theorem, and sketch the proof. Second, we prove
formally the theorem. Third, we derive lower bounds for classic problems in self-stabilization.
In Section 4, we will discuss various aspects of the theorem and of its proof.
3.1 Main theorem
I Theorem 6. The self-stabilizing algorithms for non-homogeneous problems need Ω(log logn)
bits per node.
Proof idea The core of the proof is to show that any algorithm using o(log logn) space
must behave like an anonymous algorithm on some instances. More precisely, for any large
enough integer n, there must exist an ID assignment of the ring of size n, such that the
algorithm behaves like an anonymous algorithm. As a consequence, if we start from an
homogeneous configuration on such a ring, and if the scheduler enables all the nodes at every
step, then we will stay in an homogeneous configuration. Indeed an anonymous algorithm
cannot break symmetry in synchronous schedule.
Let us now give some intuition about why we can replace ID-based algorithms by
anonymous ones. The code of an ID-based A may refer to the identifier of the node that is
running it. For example, a rule of the algorithm could be:
if the states of the current node and of its left and right neighbors are respectively x, y,
and z, then: if the identifier is odd the new state is a, otherwise it is b.
Now suppose you have fixed an identifier, and you look at the rules for this fixed identifier.
In our example, if the identifier is 7, the rule becomes:
if the states of the current node and of its left and right neighbors are respectively x, y,
and z, then: the new state is a.
This transformation can be done for any rule, thus, for an identifier i, we can get an
algorithm Ai specific to this identifier. When we run A on every node, we can consider that
every node, with some identifier i is running Ai. Note that Ai does not refer in its code to
the identifier.
The key observation is the following. If the amount of memory an algorithm can use
is very limited, then there is very limited number of different behaviours a node can have,
especially if the code does not refer to the ID. Let us illustrate this point by studying at an
extreme example: a ring on which states have only one bit. In this case the number of input
configurations for a node, is the set of views (x, y, z) as above, with x, y, z ∈ {0, 1}. That is
there are 23 = 8 different inputs, thus the algorithm can be described with 8 different rules.
Since the output of the function is the new state, the output is also a single bit. Therefore,
there are at most 28 = 256 different sets of rules, that is 256 different possible behaviour
for a node. In the other words, in this extreme case, each specific algorithm Ai is equal to
one of the behaviours of this list of 256 elements. This implies that, if we take a ring with
257 nodes, there exists two nodes with two distinct identifiers i and j, such that the specific
algorithms Ai and Aj are equal.
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This toy example is not strong enough for our purpose, as we want to argue about
instances where all the nodes run the same code, and as we want non-constant memory. But
the idea above can be strengthen to get our theorem. The key is to use the hypothesis that
the identifiers are taken from a polynomially large range. As we have a pretty large palette
of identifiers, we can always find, not only 2, but n distinct identifiers in [1, nc], such that all
the specific algorithms Ai correspond to the exact same behaviour. In this case it is as if the
algorithm were anonymous.
Note that the larger the memory is, the more different behaviours there are, and the
smaller the set of identical specific algorithms we can find. This tradeoff implies that for
polynomial range, the construction works as long as the memory is in o(log logn).
Proof of the Theorem Consider a ring of size n, and an ID-based algorithm A using f(n)
bits of memory to solve an arbitrary problem.
An algorithm can be seen as the function that describes the behaviour of the algorithm.
This function takes an identifier, a state for the node, a state for its left neighbor and a state
for its right neighbor, and gives the new state of the node. Formally:
A : [nc] × {0, 1}f(n) × {0, 1}f(n) × {0, 1}f(n) → {0, 1}f(n)
(ID , state , left-state , right-state) 7→ new-state
Note that in general, we consider non-directed rings thus the nodes do not have a global
consistent definition for right and left. As we are dealing with a lower bound, assuming such
a consistent orientation only makes the result stronger. Now we can consider that for every
identifier i, we have an algorithm of the form:
Ai : {0, 1}f(n) × {0, 1}f(n) × {0, 1}f(n) → {0, 1}f(n)
(state , left-state , right-state) 7→ new-state
Thus a specific algorithm Ai boils down to a function of the form: {0, 1}3f(n) → {0, 1}f(n).
Let us call such a function a behaviour, and let Bn be the sets of all behaviours.
I Lemma 7. |Bn| = 2f(n)×23f(n)
Proof. The inputs are basically binary strings of length 3f(n), thus there are 23f(n) possi-
bilities for them. Similarly the number of possible outputs is 2f(n). Thus the number of
functions in |Bn| is
(
2f(n)
)23f(n) = 2f(n)×23f(n) . J
Lemma 7 implies that the smaller f , the fewer different behaviours. Let us make this
more concrete with Lemma 8.
I Lemma 8. If f(n) ∈ o(log logn), then for every n large enough, nc−1 > |Bn|.
Proof. Consider the expression of nc−1 and |Bn| after applying the logarithm twice:
log log(nc−1) = log(c− 1) + log logn
∼ log logn
log log(|Bn|) = log log
(
2f(n)×23f(n)
)
= log
(
f(n)× 23f(n)) = log(f(n)) + 3f(n)
∼ 3f(n)
As the dominating term in the second expression is of order f(n) ∈ o(log logn), asymp-
totically the first expression is larger. As log log(·) is an increasing positive function for large
values, this implies that asymptotically nc−1 > |Bn|. J
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The next lemma shows that if f(n) ∈ o(log logn), we can find a large number of identifiers
that have the same specific algorithm.
I Lemma 9. If nc−1 > |Bn|, then there exist a behaviour function b, and a set S of n
different identifiers, such that: ∀i ∈ S, Ai = b.
Proof. Let the function ϕ : [nc] → Bn be the function that associates each ID to its
corresponding behaviour function. Let S be the function that associates to each behaviour b,
the set of IDs i such that ϕ(i) = b. Since ϕ is a function from [nc] to Bn, its inverse function S
satisfies: ∪b∈BnS(b) = [nc]. Thereby, the average size of a set S(b) is
1
|Bn|
∑
b∈Bn
|S(b)| = 1|Bn| · n
c.
Because of Lemma 8, this quantity is strictly larger than n. Thus, the average of |S(b)| among
all b is larger than n, and there must exist at least one behaviour b such that |S(b)| > n. We
take this b and S = S(b) for the lemma. J
Combining the three lemmas we get that, if f(n) ∈ o(log logn), then for any large
enough n we can find n different identifiers in [1, nc], such that the nodes have the exact same
behaviour. That is in this situation, the algorithm behaves like an anonymous algorithm.
Then the following lemma finishes the proof of Theorem 6.
I Lemma 10. Anonymous algorithms cannot solve non-homogeneous problems under dis-
tributed daemons.
Proof. Consider a ring with a homogeneous configuration. As the algorithm is anonymous,
and as every node starts with the exact same view, all nodes must be activable. As the
daemon is distributed, it can enable all the nodes. In this case, as all the nodes run the same
code and have the same view, they take the same new state. That is, after one step, we
are still in a homogeneous configuration. This reasoning works for all the other steps taken.
That is we cannot escape from homogeneous configuration. Thus the algorithm cannot solve
non-homogeneous problems. J
3.2 Corollaries
We now deduce corollaries from our theorem. We chose to apply it for three major problems
in distributed network computing.
I Lemma 11. Coloring, leader election and spanning tree are three problems that are
non-homogeneous.
Proof. For these three problems we can just show that in any correct configuration, there
are at least two nodes that do not have the same state. In coloring, two neighbors cannot
have the same color, thus cannot have the same state. In leader election, there must be
exactly one leader, thus there is at least a leader and a non-leader, thus two nodes with
different states. Finally, in a spanning tree, there must be exactly one root, and as for leader
election, this means that taking the root and another node is enough. J
Note that the same could be said about the other classic problems (about independent
sets or matchings, other spanning trees etc.).
Now as we highlighted in the introduction, there is one basic lower bound for every
problem: the space needed to encode the solution. Here are two such bounds, if we deal with
graphs of maximum degree ∆.
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I Lemma 12. For coloring and spanning tree, the classic encoding provides an Ω(log ∆)
lower bound.
Proof. For coloring, in general graphs one may need Ω(∆) colors, thus encoding a color
takes Ω(log ∆) bits. For minimum spanning tree, the classic output encoding is to indicate
the parent in the tree by a port number. Again it is possible to find instances where Ω(log ∆)
bits are needed. J
We state the lower bounds for specific problems. The optimality is in terms of the space
used.
I Theorem 13. An optimal self-stabilizing algorithm under a distributed scheduler uses space
Θ(log ∆ + log logn) for coloring.
I Theorem 14. An optimal self-stabilizing algorithm under a distributed scheduler uses space
Θ(log ∆ + log logn) for spanning tree construction.
I Theorem 15. An optimal self-stabilizing algorithm under a distributed scheduler uses space
Θ(log logn) for leader election, for the regime ∆ ∈ O(logn).
The three theorems above follow from our lower bound, from Lemma 12, and from the
upper bounds in [5].
4 Discussion
In this section, we discuss generalizations of our result. For example, our definition of
non-homogeneous problems is fairly restrictive and our proof works for a larger class of
problems. Also, our lower applies not only to rings, but also to bounded degree graphs.
Finally our result is not restricted to the self-stabilizing setting any distributed algorithms in
the state model has the same limitations. We conclude this part by discussing the use of our
approach in other models.
A more permissive definition of non-homogeneous problems The definition we used for
non-homogeneous problem for Theorem 6 is both simple and inclusive enough to deal with
the problems we are aiming at, namely coloring, spanning tree construction, and leader
election. But our technique actually applies to a larger class of problems, in other words, we
could allow for a more permissive definition of non-homogeneous problems. Remember that,
our definition of non-homogeneous problem forbids any homogeneous configuration to be
correct. As it is often the case, in our proof, the difficulty is captured bu the simple ring
topology. Therefore our result holds even if there is an easy solution (i.e. a homogeneous
solution) in some other topologies. For example, let us consider the computation of the
largest clique. The output is described by every node in the largest clique having the same
state indicating that it belongs to that clique. This problem does not fit with our definition
of non-homogeneous problem because in the clique topology, the largest clique corresponds to
a homogeneous configuration. We could conclude that our lower bound does not applies. But
in the ring, there are no homogeneous correct configurations for the largest clique problem,
so our approach is relevant and our lower bound technique applies.
Bounded degree generalization It is easy to see that our proof can be adapted to regular
graphs that have bounded degree. For example, in a d-regular graph, the proof is the
same except that instead of considering functions from {0, 1}3f(n) to {0, 1}f(n), we consider
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functions from {0, 1}(d+1)f(n) to {0, 1}f(n). This way, we end up with the necessary condition
log logn (d+ 1)f(n), which leads to the same f(n) ∈ o(log logn), as long as d is constant.
This, like the paragraph above, generalizes our result. Consider the problem of finding
the longest cycle in a graph, specified by the nodes of this cycle having a special label. On a
ring this problem is trivial and the correct configurations are homogeneous. But thanks to
the generalization to a bounded degree, there is a Ω(log logn) lower bound for this problem
too. This is because there are arbitrarily large d-regular graphs that are not Hamiltonian
(see e.g. [16]), thus in which the correct configurations are non-homogeneous.
For graphs of bounded degree that are not regular, again we can adapt the proof. Basically
one can deal separately with nodes each degree, and have a counting argument for each of
them. Then one can prove that an algorithm with o(log logn) memory cannot do better
than an anonymous algorithm, that is it can break symmetry based on the degree, but not
more. This is similar to what is done in the constant lower bound in [3].
A result about the state model Note that, to establish our lower bound, we never used the
harshest aspects of self-stabilization, such as arbitrarily initial configurations or the unfair
scheduler. As a consequence, our theorem goes beyond self-stabilization. Any distributed
algorithm designed for the state model under the synchronous scheduler uses Ω(log logn)
for the problems we studied. Our paper targets self-stabilization for two reasons. First, the
memory efficiency is essentially studied in the self-stabilizing context. Second, the established
upper bounds were designed for self-stabilizing algorithms [5, 6].
We now discuss our approach for different models, such as randomization, different
schedulers, etc.
Randomization Our technique is designed for the deterministic setting, where the challenge
is basically to break the symmetry. Randomization is a common approach to overcome
the hard problem of symmetry breaking. Randomization is often more efficient in terms of
memory, for example [14] presents a randomized solution to the leader election problem that
uses constant memory. Therefore it is natural that our result does not apply for randomized
algorithms.
Centralized scheduler Our approach is designed for the distributed schedulers. With such
schedulers it is challenging to break the symmetry because they can activate all enabled
nodes. By definition, the centralized scheduler activates only one enabled node at each step,
so it is more powerful in terms of symmetry breaking. This is confirmed by [15], that builds a
constant memory algorithm for leader election on anonymous prime rings, under a centralized
scheduler.
Identities range In the paper, we consider identities between 1 and nc, for a c > 1, which
is consistent with real-world network like the Internet. The upper bound nc with c > 1 is
fundamental for our lower bound. There actually exists an algorithm [3] in constant memory
that takes advantage that identities are in [1, n+ k] for a constant k.
About problem specifications and tight bounds For the problems considered, we used
classic specifications. In particular, for the spanning tree construction, we required the
output to be the port number of the parent. This directly implied that Ω(log ∆) bits are
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indeed just for the specification. Maybe other ways of describing the output would lead to
more compact encodings, which would, in turn, weaken the lower bound.
Even without looking at non-classic specifications, there is one important problem that is
still open regarding the leader election problem. The open question is the following: is the
O(log logn+ log ∆) upper bound of [5] for leader election of tight? Indeed for leader election,
the specification just asks for one bit, thus the only lower bound we have is Ω(log logn),
which does not match the upper bound. It is common that leader election and spanning tree
go together and have the same properties, but here it is unclear whether leader election also
needs Ω(log ∆) extra mutable memory.
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