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We propose to tune the minimal energy level splitting of a superconducting qubit by a microwave induced
ac Zeeman shift. We experimentally investigate the usability of this approach to overcome parameter spread
induced by the micro fabrication of superconducting artificial quantum circuits. To do so, we dress the qubit by
a strong tone, effectively shifting its energy levels. By a two-tone spectroscopy of this dressed system the shift of
the qubit’s energy levels can be probed. A theoretical treatment allowed us to completely explain the observed
experimental dependencies and reconstruct the influence of the strong driving to the dissipative dynamics of the
qubit.
INTRODUCTION
Several unique properties of superconducting devices make
them a promising platform for modern quantum technology.
Due to their macroscopic size, superconducting quantum cir-
cuits exploit large coupling constants and deliver a good scal-
ability as well as controllability. While first experiments1–6
were mainly focused on the demonstration of quantum effects,
meanwhile complex circuits are designed and operated in con-
text of quantum computation7–9 or, for example, such promis-
ing directions as quantum metamaterials10,11.
Besides decoherence12,13, parameter spread and certain
lack of reproducibility of the superconducting quantum
circuits due to micro-fabrication tolerances remain severe
challenges14. In this context a tune ability, for instance for
flux qubits, was introduced by the so-called α-loop15,16. Al-
though this allows to use the flux qubit at its degeneracy point
with an energy splitting as desired, any additional circuit is
a source of low-frequency noise and thus introduces more
decoherence13,17–19. In order to avoid such unwanted effects,
we propose and implement a natural tune ability inherent in
any quantum system, namely the radiative shift of energy lev-
els. By making use of a flux qubit as one example of solid-
state quantum systems, we demonstrate the shift of its energy
levels by the off-resonant driving. This effect can be inter-
preted as ac Zeeman shift.
In this paper, we analyze in detail the usability of the ac
Zeeman effect to tune the energy level splitting of a flux
qubit. We perform spectroscopic measurements to determine
the shifted transition frequency. Additionally, our theoretical
model explains the observed measurement results and allows
us to conclude on the influence of the drive to the dissipative
dynamics.
I. EXPERIMENTAL CHARACTERIZATION
The sample is formed by a superconduction qubit that is
fabricated in the center of a coplanar waveguide resonator. A
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SEM image of the qubit, placed inside the superconducting
cavity, is shown in Fig. 1. The resonator is formed by reac-
tive ion etching of a thin niobium film sputtered on a high-
ohmic silicon substrate. Its length is chosen for a fundamental
mode frequency of ωr/2pi = 2.59 GHz and a quality factor of
12×104 was experimentally determined. The aluminium flux
qubit is fabricated by standard two-angle shadow-evaporation
technique14 and has a size of 5×5 µm2. This geometry results
in a mutual inductance between qubit and resonator of about
1.2 pH.
FIG. 1. SEM image of the resonator’s central part. The flux qubit
consists of a superconducting loop interrupted by three Josephson
junctions and fabricated by two-angle shadow evaporation of alu-
minum. It is placed in the gap between the central conducting line
and the ground plate of the coplanar structure.
For the measurement the sample is mounted to the
milliKelvin-stage of a dilution refrigerator. For thermalization
of the input microwave signals, 20 dB attenuators are placed at
1.5 K and 20 mK. An isolator at the refrigerator base shields
the noise from the cold amplifier that is placed at 4 K. The
latter has a noise temperature of about 7 K. The resonator’s
transmission is probed with a weak signal supplied by a vector
network analyzer. Additional driving signals from two more
generators are directly applied via the same input line. An
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2external bias coil is used to apply a magnetic flux bias to the
qubit. Its twisted pair lines are filtered by RC and copper-
powder filters at 1.5 K and at 20 mK, respectively, together
with feedthrough filtering at room temperature. To reduce the
influence of magnetic field noise, two mu-metal and one lead
shields enclose the sample.
In the experiment three signals are in general applied to the
resonator. One strong driving signal at the resonator’s third
harmonic is used to dress the qubit states. By that the ef-
fective level splitting and dissipative rates of the qubit are
modified20 and amplification and lasing can be achieved de-
pending on control parameters21–23. A second tone with vari-
able frequency is used for spectroscopy of the qubit’s energy
level difference. When the detuning between this signal and
the qubit’s level splitting is zero, the central frequency of the
qubit-resonator system is influenced by the compensation of
the dispersive shift24,25. A third weak probe beam is applied
close to the resonators fundamental mode for the transmis-
sion measurement. An analysis of its variation by the ap-
plied dressing and spectroscopic signal gives information of
the dressed qubit’s properties. Corresponding measurement
results are shown in Fig. 2.
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FIG. 2. (Color online) Spectroscopy of the dressed qubit levels. The normalized transmission amplitude is plotted as a function of the energy
bias of the qubit and the frequency of the spectroscopy signal. For the different sub-figures the amplitude of the dressing signal at the third
harmonic of the resonator is increased, while for the upper left plot no additional driving is applied. A horizontal cut through any of the figures
reveals the dispersive shift of the resonator frequency by the curvature of the qubit’s ground state24. This shift is canceled if the spectroscopic
frequency is resonant to the qubit. By that the dependence of the frequency splitting on the energy bias is observed. With increasing dressing
amplitude the qubit gap is effectively reduced. Its specific value is given in units of GHz by the inserted white text in the figures.
There a spectroscopy of the dressed energy levels of the qubit
is shown for different amplitudes of the driving signal. From
the spectroscopic curve without the strong dressing signal
(upper left plot in Fig. 2) the parameters of the qubit can
be extracted. The minimal level splitting (energy gap) and
persistent current are found to be ∆/2pi = 2.97 GHz and
Ip = 160 nA, respectively. The latter connects the energy
bias ~ε = 2Ip (Φ0 − Φe) to the external bias flux Φe and also
results in a coupling constant g of about 3 MHz between qubit
and resonator’s fundamental mode.
While the experimental measured spectroscopic line stays
qualitatively the same, with the increase of the driving am-
plitude the effective gap frequency of the qubit is reduced.
The extracted gap values are given in Fig. 2 as white text in
GHz. As it will be shown below, the observed reduction can
be explained by a strong ac Zeeman shift of the qubit energy
levels. Note, this is true only away from the resonance point.
When considering small qubit-drive detunings (compared to
the driving induced splitting) the description of the system
should be carried out in the dressed-state basis21. The latter
allows for example the description amplification and damping
of the resonator field by the interaction of the dressed-states
with the fundamental mode.
3II. THEORETICAL DESCRIPTION
In the experimental situation presented above, three sig-
nals with different amplitudes and frequencies are applied to a
qubit-resonator system. A corresponding Hamiltonian in the
eigenbasis of the qubit reads
H = ~ωra†a+
~ωq
2
σz + ~Ωp
[
e−iωpta† + eiωpta
]
+ ~
(
ε
ωq
σz+
∆
ωq
σx
)∑
i=d,s
Ωi cosωit+g
(
a+ a†
) . (1)
It includes the quantized fundamental mode with frequency
ωr represented by the creation and annihilation operators a†
and a as well as the qubit’s eigenenergy ~ωq . The splitting
between the qubit states is given by ωq =
√
∆2 + ε2. The
probing, driving, and spectroscopic signals with amplitudes
Ωi and frequency ωi for the respective indices p, d and s
are included as quantum (probing) and classical (driving and
spectroscopic) signals, respectively. Thus the coherent cou-
pling between the fundamental mode and the qubit with cou-
pling energy ~g is explicitly denoted. Also, the qubit is de-
scribed by the Pauli operators σi.
Note, by neglecting the externally applied signals Ωi = 0
and for large detuning, δqr = ωq−ωr  g, between resonator
and qubit frequency the system Hamiltonian can be brought
into the illustrative form25,26
H ≈ ~
(
ωr +
g2∆
δqr
σz
)
a†a+ ~
(
ωq +
g2∆
δqr
)
σz, (2)
where g∆ = g∆/ωq . Different interpretations of this equation
for the dispersive regime are possible. For instance, the term
g2∆/δqra
†aσz can be interpreted either as the ac-Zeeman shift
of the qubit’s eigen frequency or as the dispersive shift of the
oscillator frequency as a function of the qubit state. The latter
interpretation allows an estimation of the transmitted probing
signal, simply by analyzing the influence of the strong signals
in (1) to the mean qubit’s population 〈σz〉.
To proceed in this manner, the fundamental mode terms in
(1) are neglected and the effect of the strong signals on the
qubit is analyzed. In a rotating frame around σz and with a
frequency ωd the remaining terms of the Hamiltonian read
H =
~δqd
2
σz+
~Ω′d
2
σx+(Ω
∗
d cosωdt+Ω
∗
s cosωst)σz
+Ω′s cosωst [cosωdtσx − sinωdtσy] .
(3)
Here, the detuning between qubit and driving frequency δqd =
ωq − ωd was introduced. Also to shorten the bias dependent
driving amplitudes the abbreviations Ω′d,s = Ωd,s∆/ωq and
Ω∗d,s = Ωd,sε/ωq were introduced. In the Hamiltonian a di-
agonal driving term with frequency ωd is recovered due to the
σz-coupling between field and qubit (see (1)). This term can
lead to multi-photon dressing of the qubit as for example dis-
cussed in Ref. 20 and can as well explain the multi-photon in-
teractions in the strong driving case. Still, it will be neglected
in the following in the same way as we neglected the double
frequency driving ∝ 2ωd since both cannot produce spectro-
scopic measurement results of the dressed qubit. In addition,
the oscillations with frequency ωs + ωd will be neglected be-
low because they describe processes with high frequencies not
present in the experiment.
A rotation of the basis in which the time independent part
is diagonal results in a driven two-level system as
H=
~ΩR
2
σ˜z+
Ω∗sΩ
′
d
2ΩR
cosωstσ˜x
+
Ω′sδqd
2ΩR
cos [ωs − ωd]t σ˜x − Ω
′
s
2
sin [ωs − ωd]t σ˜y,
(4)
were the generalized Rabi frequency ΩR =
√
δ2qd + Ω
′
d
2 was
introduced and the tilde indicates operators in the new eigen-
basis. Here driven diagonal terms are neglected, because they
remain fast oscillating in the further rotating frame. Note,
the basis of Hamiltonian (4) corresponds to the effective two-
level system found by quantum mechanic treatment after trac-
ing over the photon number of the driving harmonic in the
dressed-state basis20,21. A complete discussion of the dy-
namics in frame of dressed states requires a modification of
the dissipative dynamics. This can be understood since the
dressed states are formed as superpositions of qubit’s ground
and excited states. The relaxation and excitation rates Γ˜r/e
and the dephasing rate γ˜ϕ in this new basis are given by27,28
Γ˜r,e =
Γr
4
(
1± δqd
ΩR
)2
+
Γϕ
2
Ω′d
2
Ω2R
γ˜ϕ =
Γr
2
Ω′d
2
Ω2R
+ Γϕ
δ2qh
Ω2R
.
(5)
Here, the rates of decoherence Γϕ and relaxation Γr for the
qubit in its eigenbasis were introduced.
From Hamiltonian (4) resonance conditions are expected if
the frequency of the spectroscopic signal is tuned to the Rabi
frequency or to ωd−ΩR. The first direct probing of the Rabi-
split states is, for example, used for achieving amplification or
lasing when coupled not to an external driving field but rather
to a mode of the cavity21,22,29. For large detuning δqd the sec-
ond resonance condition can be rewritten to ωq+Ω′d
2
/δqd−ωs
by expanding the Rabi frequency. Therefore, this term allows
a spectroscopy of the qubit frequency, that is modified by the
ac Zeeman shift.
With another basis change to a rotating frame with fre-
quency ωd−ωs around the new σ˜z together with a final RWA
brings the Hamiltonian in the form
H =
~δR
2
σ˜z +
~Ω
2
σ˜x, (6)
were Ω = Ω′s [1− δqd/ΩR] /2 and δR = ΩR − ωs + ωd.
Note, a rotating frame with ωs − ωd would only differ from
the above by a plus sign in the definition of Ω. Still, in the
experiment with large negative detunings δqd the first version
is significantly larger. For the RWA it is assumed that the
frequency ωd is far detuned from ωs and 2ωs. Denoting the
4system’s density matrix with ρ, the master equation for the
expectation values of the Pauli operators reads.
d 〈σi〉
dt
= − i
~
〈[σi, H]〉+ Tr (σiL [ρ]) . (7)
Here the Lindblad term is given by
L [ρ] =
Γ˜r
2
(2σ˜−ρσ˜+ − {σ˜+σ˜−, ρ})
+
Γ˜e
2
(2σ˜+ρσ˜− − {σ˜−σ˜+, ρ}) + γ˜ϕ
2
(σ˜zρσ˜z − ρ) .
(8)
The Eq. (7) is equivalent to the Bloch equation for the ele-
ments of the Bloch vector30. The latter are identified with
〈σ˜x〉, 〈σ˜y〉, and 〈σ˜z〉. Solving these equations in the station-
ary case yields for the population difference
〈σ˜z〉 =
[
Γ˜e − Γ˜r
]
Γ˜′ϕ[
Γ˜e + Γ˜r
]
Γ˜′ϕ + Ω2
, (9)
with the abbreviations Γ˜′ϕ = (δ
2
R + Γ˜
2
ϕ)/Γ˜ϕ including a deco-
herence rate of the dressed qubit Γ˜ϕ = Γ˜r/2 + Γ˜e/2 + γ˜ϕ.
To explain and fit the experimental data, the calculated ex-
pectation value can be used to explain the effect of the dou-
ble driven qubit on the resonator frequency in the dispersive
regime. The normalized transmission amplitude t through the
resonator is given by
t =
1√
4Q2 (1− ω0/ωp)2 + 1
, (10)
where we assumed ωp ≈ ωr,Q is the quality factor and ω0 the
measurable center frequency of the resonator’s fundamental
mode. The latter is shifted by the coupling to the qubit and
can in the dispersive regime be estimated by
ω0 ≈ ωr + g
2
∆
δ˜qr
〈σz〉 = ωr + g
2
∆δqd
δ˜qrΩR
〈σ˜z〉 . (11)
In the above equation we assumed a shifted qubit detuning
due to the strong driving induced ac Zeeman shift δ˜qr = ωd−
ΩR − ωr.
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FIG. 3. (Color online) Transmission amplitude as a function of the energy bias. From up left to low right the amplitude of the dressing signal
Ωd is increased as in Fig. 2. In each subplot the transmission amplitude is plotted for six different spectroscopic frequencies ωs as given in
GHz in the same color as the curves. The power of the spectroscopic as well as the frequency and power of the probe beam are kept constant.
The blue and red lines correspond to theoretical calculations according to Eq. 11 concerning, respectively, the original and dressed dissipative
rates.
Also it is important to note that the transformations for achieving (6) will also influence to the expectation value of
5the qubit’s population. Expressing the population in the labo-
ratory frame, it reads
〈σz〉 =Ωd∆
ΩR
(cos [ωs − ωd] t 〈σ˜x〉+ cos [ωs − ωd] t 〈σ˜y〉)
+
δqd
ΩR
〈σ˜z〉 .
(12)
Here, the first two terms will average out and only the last
is used in (11). The additional factor describes the reduced
coupling constant to the fundamental mode due to mixing of
the qubit states by the strong driving signal ωd.
In principle, with the use of Eq.(11) it is possible to sim-
ulate the results presented in Fig. 2. For a better quantita-
tive comparison, we plot single vertical traces taken for con-
stant frequencies ωs together with the corresponding theoreti-
cal curves in Fig. 3.
In each of the curves the dispersive shift of the resonator in-
duced by the qubit is observed. Because the detuning between
resonator and qubit gets smaller with larger driving ampli-
tude Ωd the maximal dispersive shift at zero bias is increased.
By that, the qubit can be shifted into resonance with the res-
onators fundamental mode as shown in Fig. 4. There the char-
acteristic dip is transformed into a double avoided level cross-
ing feature which is observed in the resonance case, compare
for example to the results in Ref.25.
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FIG. 4. (Color online) Transmission amplitude as a function of the
energy bias. The different colors represent varying power applied
at the third harmonic frequency. Its values are given in dBm at the
sample input. With increasing amplitude first the dispersive shift is
increased before two instead of one dip appears. These two dips cor-
respond to so-called avoided level crossings: direct interactions be-
tween the resonator’s fundamental mode and the ac Zeeman shifted
qubit. The amplitude of these dips is decreased as they are shifted
away from the degeneracy point (ε = 0) by even stronger driving
because the qubit coupling scales as ∝ ∆/ωq .
The dispersive shift is canceled to some extent when the
spectroscopic frequency ωs is equal to the shifted qubit en-
ergy splitting. This manifests itself as two additional narrow
symmetric peaks inside of the qubit dip as seen in Fig. 3. Their
heights and widths are functions of the amplitude Ωs and the
dissipative rates. In describing the experimental curves we de-
cided to evaluate the change of the dissipative rates by fitting
with both the undisturbed qubit dissipation and the one mod-
ified by the strong drive at the resonators harmonic. They are
presented in the figure respectively by the use of blue and red
color.
We achieve a quantitative very good agreement between our
experimental findings and the simulation in frame of the de-
veloped dispersive model, especially in the moderate dressing
regime. For the first six subplots the peak height and width
of the spectroscopy peaks are well represented. Still, for the
strongest measured driving amplitudes the peak height pre-
dicted by our model is underestimating the experimental re-
sults. This may be due to the strong dependence on the pa-
rameters in close vicinity of the resonators-qubit interaction
point. In this context we note that our model does not include
the mixing of ground and excited state by the qubit coupling to
the fundamental mode. Note, an adjustment of the dispersive
rates to the dressed system is required only in the lower pic-
tures. Its main influence is a better reconstruction of the shape
of the qubit dip while it also fails to describe accurately the
spectroscopic peaks. Therefore, we conclude that although a
certain amount of absorption is required to introduce an ac
Zeeman shift to the systems, still because the dressing signal
is far detuned, the system can still be interpreted as a effective
two-level system with the qubit mainly in the ground state.
The fact that no adjustment of the dissipative rates, i.e. the
spectroscopy line width, is required indicates that the strong
microwave tone does not introduce significant broadening, as
similar discussed in Ref. 31. This might be due to a strong
detuning and small coupling constant between the qubit and
the driving signal. The importance of increasing line widths
due to broad photon statistics requires further investigations.
CONCLUSION
We showed that a strong off-resonant driving signal can be
used to introduce a radiative shift of the energy levels of a
superconducting qubit. The possibility of adjusting the en-
ergy levels in that way results from a tune ability that is in-
herent also in natural quantum systems, namely their inter-
action with radiation. We showed that the dressed qubit can
still be understood as quantum two-level system and standard
techniques as coupling to a cavity as well as spectroscopy of
the shifted qubit energy levels can be straightforwardly per-
formed. We believe that a stronger qubit-resonator coupling
would allow to demonstrate such quantum experiments as the
vacuum Rabi splitting with the light-shifted qubit. Also if the
interaction strength is weak compared to the detuning the dis-
sipative rates achieve only small corrections. Furthermore,
compared to tuning with DC-fields our proposal does not in-
troduce additional low frequency noise and the modification
of the dissipative rates is deterministic. We believe that such
an approach of tuning the energy levels can help to overcome
the still not resolved issues of parameter spread and repro-
6ducibility in micro-fabricated superconducting quantum cir- cuits and open the path to new applications.
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