Abstract-This paper examines some relationships between important design parameters in large combiner systems and key performance objectives such as power, efficiency, noise, and graceful degradation. Results are derived for the combining efficiency of general combiner systems, and used to contrast spatial and corporate combiners and identify optimum combiner topology for a given device technology. The influence of array size on excess phase noise is quantified and shown to decrease with increase numbers of devices. Results are also presented for the degradation in combining efficiency due to statistical variations in amplifier characteristics, appropriate to large combiners, showing that phase errors are the dominant factor in power degradation.
INTRODUCTION
igh power levels can be achieved in microwave/RF systems by combining the outputs of a number of amplifiers with otherwise limited power-handling capacity. The individual amplifiers are assumed to have roughly identical characteristics, and the splitter/combiner circuits are designed for uniform phase and amplitude characteristics over all N ports in the frequency band of interest, where N is the number of amplifiers to be combined. The passive combiner structure should have the lowest possible loss for efficient collection of available power. To achieve a target power level, a designer will typically select the largest available power device (largest possible active die area) to minimize N and hence the complexity of the splitter/combiner networks. However, this design practice should be reconsidered if high efficiency and low phase noise degradation are important objectives. It may be more advantageous to use a large number of smaller area devices to achieve a given power level, since the smaller devices often have significantly higher poweradded-efficiency (PAE) than large area devices ( fig.  1 ). There are other secondary benefits. Smaller devices yield better in production and hence can have lower overall cost. The excess phase noise through a combiner system is reduced by 1/N compared with the noise contributed by a single one of the component amplifiers-in other words, the degradation in phase noise through the amplifier can be reduced using a large number of amplifiers. Graceful degradation characteristics and tolerance of statistical device gain variations can also be improved using large numbers of devices. Small area devices also facilitate wideband circuit design, which may be advantageous in some applications.
To exploit these advantages requires an ability to combine large numbers of devices efficiently. Recent advances in spatial combining techniques offer an attractive means of doing so [2] [3] [4] [5] . This paper examines some relationships between important design parameters in large combiner systems and performance objectives of combining efficiency, noise, and tolerance to device variations and failures.
II. COMBINING EFFICIENCY AND PAE
A general combiner system can be represented as in fig 2, with a lossy input distribution network, or "splitter", feeding a set of N amplifiers, and a lossy output combiner network. 
Now consider the overall power-added efficiency (PAE). Each individual amplifier in fig. 2 has a PAE defined as
For the purpose of this analysis, we consider this number to be fixed by the choice of device technology, or specification of the device size ( fig. 1 ).
The purpose of the combiner system is then to combine a large number of such amplifiers with the least possible degradation in PAE relative to η a . Using the notation of fig. 2 and (2) we find an overall power-added-efficiency for the general combiner system given by
From this result we can see that as the individual amplifier gain G increases, the loss in the input network becomes less significant. For high gain the normalized system PAE asymptotically approaches the combining efficiency. High gain in the system can compensate for the effect of input losses on efficiency, and should therefore be an important design objective for efficient combiners. Note, however, that fig. 3 implicitly assumes the gain can be increased without increasing the DC power consumption of the array. Pre-amplifier stages, included either in each branch of the combiner or at the input of the splitter network, will increase the power consumption. However, since the pre-amplifier operates on a lower power signal, it should be possible to achieve the desired gain with a relatively small increase in power consumption relative to the power amplifier stage. 
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where p η is the PAE of the pre-amplifier defined as
which is the same as (3) in the limit of no input loss. Hence the system PAE should more rapidly approach the limiting value defined in (4) with the use of a preamplifier, even when the additional power consumption is accounted for. Clearly the output loss is a valuable figure of merit for characterizing a power-combining system. From an experimental point of view it is usually easiest to measure the insertion loss through the entire passive network, which will include input and output losses. If the structure is symmetrical, a good estimate of the output losses can be obtained by halving the insertion loss. Estimates of output combining losses from measured data are provided in [2, 4] for a spatial power combiner using this technique.
III. INFLUENCE OF COMBINER TOPOLOGY
Spatial combiners are frequently argued to have potentially higher combining efficiency than transmission-line-based combiner systems. In fact, spatial combiners usually have poorer combining efficiency than transmission-line combiners when small numbers of elements are combined, owing to higher intrinsic losses in the passive structure, typically due to diffraction or higher-order mode excitation. The real advantage of spatial combiner (and other parallel schemes such as radial combiner) systems is that the combining efficiency is approximately independent of the number of devices. Experimental evidence for the constant combining efficiency versus number of devices is presented in [4] for combiner systems with up to 32 channels. In contrast, some transmission-line combiner systems (such as the corporate binary-combiner structure, fig. 5 ) suffer an exponential decrease in efficiency with increasing numbers of devices. This implies a critical number of devices beyond which parallel combining is more efficient. An ideal binary-tree corporate combiner has a total output loss given by for a spatial combiner such as that described in [2] [3] . Using these numbers, spatial combiners would be favored over a corporate (7) are useful guides if the design objective is simply to maximize output power with the smallest number of devices. If design objectives include maximizing overall PAE, the influence of topology on is especially interesting when the trends of fig. 1 fig. 1 and fig. 6 , note that if the specified output power is so large that max out c a o P N P S > , then the spatial or parallel combiner topology will always be preferred, regardless of the choice of device. Expressed differently, this sets an upper bound on the device size that a spatial combiner must use to exceed the efficiency of a corporate combiner generating the same total power: fig. 1 admits the possibility that a spatial combiner topology could still generate a higher efficiency than a corporate combiner, by using a larger number of smaller devices than the corporate combiner. For simplicity we model the empirical trends in fig. 1 . Using (9), we can compute a system efficiency from (4) for a specified power level as a function of device size. This is done in fig. 7 Figure 7 -Overall system efficiency as a function of device size, using the data of fig. 1 and assuming a total output power of 40 Watts. Fig. 7 is interesting in at least two respects. First, it demonstrates that the design practice of combining a minimum number of the largest available devices should be reconsidered, regardless of the choice of combiner topology, if maximum efficiency is an important objective. Second, under certain conditions a parallel combiner structure can exceed the performance of even the most efficient corporate combiner if a large enough number of small devices are used. This regime is described by (8) . Naturally economic issues and size constraints, neglected here, will be an important factor in determining the optimal number of devices. However, since small-area devices are generally less expensive than large-area devices, it seems reasonable to expect that large combiners with small area devices can be costeffective.
IV. PHASE NOISE IN COMBINER SYSTEMS
The use of large numbers of small devices in a combiner can have a positive influence on the noise properties of the system. In transmitter applications, particularly for certain types of radar, the amplifier should not seriously degrade the phase noise of the signal to be amplified, which is typically generated from a source that is phase-locked to a highly stable reference oscillator. The phase noise reduction can be derived as follows, which roughly parallels earlier work aimed at noise reduction in oscillator systems [6] . With reference to the notation in fig. 8 , we assume the input signal to be amplified is a noisy signal of the form:
where ( ) in t δθ describes the time-dependent phase fluctuations of the input signal. Assuming an ideal symmetric, broadband, linear power splitter for simplicity, the input signal to each amplifier in the array can be represented as , cos( )
The phase noise at the output of each amplifier is degraded, primarily from upconverted 1/f noise, due to the nonlinear devices in the amplifiers. Amplitude noise in the bias supplies can also be upconverted to near-carrier phase noise. For our purpose the origin of the noise is unimportant, and we simply describe the total excess noise contribution of each amplifier by a time-domain fluctuation , so that , cos( )
(note G is now a voltage gain). The total output signal is then given by In deriving this we have assumed the phase fluctuations are small. We now assume that the input and amplifier noise sources are uncorrelated random (ergodic) processes with zero time average, and apply the Wiener-Khintchine theorem [7] to compute the power spectrum of the noise fluctuations. If the amplifiers have roughly the same noise power spectral density, the power spectral density of the output signal phase fluctuations (i.e. the phase noise of the output signal) will be given by δϕ % represents the excess phase noise contributed by a single amplifier, and the tilde (~) denotes a Fourier transform (defined in the usual way for a random process). This result shows that the phase noise contributed by the amplifier ensemble is reduced by 1/N as predicted. Intuitively, this is not surprising since the input signal being amplified adds coherently at the output, whereas the uncorrelated noise fluctuations add incoherently, and hence the peak amplitude of the carrier increases more rapidly than the noise skirts.
V. INFLUENCE OF STATISTICAL VARIATIONS AND DEVICE FAILURES ON POWER AND EFFICIENCY
The influence of device failures on the power degradation characteristics of combiners has been addressed in [8] . In that work, it was shown that in a well-matched system, the reduction in power is expected to be proportional to 2 (1 / ) m N − , where / m N is the fraction of failed devices. However, in most cases the system can actually perform better than this, depending on the impedance of the failed devices and the s-parameters of the combiner structure. This observation forms the basis of design schemes to improve graceful degradation performance (e.g. [9] ). Recent measurements on laboratory combiner systems are shown in fig. 9 and confirm this point. Such graceful degradation characteristics are highly desirable in modern amplifier systems.
The efficiency of any real combiner is also limited by channel-to-channel uniformity. Gain and phase variations arising from device non-uniformities or manufacturing tolerances can lead to imperfect summation of power, and hence a reduction in combining efficiency. This problem has been nicely treated in [10] , in which the worst-case combining efficiency is quantified for a specified maximum phase and gain variation. Knowledge of the worstcase efficiency can be useful for conventional combiners. For large combiners with essentially random gain and phase variations, the probable efficiency is of interest, and a statistical treatment of the problem is appropriate. The problem is similar to the study of random errors in phased-arrays, and the following closely parallels the work of [11] . Using the notation of fig. 8 we can write the output signal in phasor form as Extra care should be taken to minimize phase errors between channels. This is especially difficult at mmwave frequencies, and has led some workers to include variable phase-shifters in the combiner designs to compensate for device variations [12] .
