complementary, both regarding facts and opinions. While Information Extraction and other text mining software can, in principle, be developed for many languages, most text analysis tools have only been applied to small sets of languages because the development effort per language is large. Self-training tools obviously alleviate the problem, but even the effort of providing training data and of manually tuning the results is usually considerable. In this paper, we gather insights by various multilingual system developers on how to minimise the effort of developing natural language processing applications for many languages. We also explain the main guidelines underlying our own effort to develop complex text mining software for tens of languages. While these guidelines -most of all: extreme simplicity -can be very restrictive and limiting, we believe to have shown the feasibility of the approach through the development of the Europe Media Monitor (EMM) family of applications (http://press.jrc.it/overview.html). EMM is a set of complex media monitoring tools that process and analyse up to 100,000 online news articles per day in between twenty and fifty languages. We will also touch upon the kind of language resources that would make it easier for all to develop highly multilingual text mining applications. We will argue that -to achieve this -the most needed resources would be freely available, simple, parallel and uniform multilingual dictionaries, corpora and software tools.
political partner countries around the world.
To give a concrete example: Public Health organisations around the world monitor any threats to the populations of their counties -be they chemical, biological, radiological or nuclear (CBRN). For that purpose, they not only gather information on communicable diseases, etc. from their hospitals (indicator-based risk monitoring), but they also scan online news articles and government websites to find out about the outbreak of communicable diseases, etc. (event-based risk monitoring; ). In the era of high mobility and mass long-distance travel, the risk of contracting a disease 
How to achieve multilinguality
Many individual natural language processing applications have been developed for several languages, covering varying numbers of languages. We have not found many publications directly addressing the issue on how to minimise the effort of multilingual tool development, but several that describe the efforts of adapting a certain tool to a new language. Typically, these applications are named entity recognition systems or syntactic parsers. Section 0 contains a list of ideas found in such publications. Section 0 addresses the role of Machine Learning approaches, which seem to be particularly useful to achieve multilinguality. Section 4.3 briefly highlights the use of methods for cross-lingual projection. Section 0 summarises our own approach which, obviously, in many cases, overlaps with that of other developers. Chomsky's generative grammar to build parsers for six languages, stipulates that the design he adopts "makes it possible to 'plug' an additional language without any change or any recompilation of the system. It is sufficient to add the language-specific modules and lexical databases". Ranta Vergne (2002) does not adhere to a grammar theory, but tries to reach language-independence by using an extremely simple, minimalistic and radical approach to building multilingual chunkers and (partial) parsers, without using full dictionaries. He shows the feasibility of his approach by building a tool that extracts subject-verb combinations for five languages, using dictionaries of only about 200 elements per language, case information and regular expressions matching certain combinations of word endings. More recently, Vergne (2009) proposed a chunker using only string length and word frequency, and applied it to 23 languages. The basic idea, which we share, is thus to limit the used resources to a bare minimum, i.e. to those elements that are required for a specific task.
It goes without saying that simple applications can more easily be achieved with simple means and that more complex applications are likely to benefit from a deeper linguistic analysis. There is thus not one solution for all tools and applications. However, we observed -for the information extraction tasks we are targeting -that even simple means can take you relatively far, and that minimalism and simplicity paid off for us.
Related work: Machine Learning
Machine Learning (ML) approaches have become very popular. Helped by the availability of more data and increased computer processing power, the technology has advanced a lot over the last years and the trend is likely to continue. The obvious appeal of self-learning software is that it will by itself take care of learning rules and vocabulary, and that it can be optimised for real-life data by training it on such data. ML is thus a very promising solution to achieve high multilinguality. When doing this, the question arises again how this can be done with minimal effort for many languages, but presumably the rules will be rather language or language pair-dependent.
In the field of Named Entity Recognition (NER), ML techniques have been widely used (Nadeau & Sekine 2009). The most common approach is to use supervised ML, i.e. training a system on previously annotated corpora. While the idea is attractive, the de-facto limitation is the fact that producing such annotated corpora (e.g. for new languages) is labour-intensive and expensive.
Alternatives are to use semi-supervised or unsupervised learning methods. Semi-supervised learning involves a set of seeds to start the learning process and boot-strapping methods to gradually increase the number of patterns and resources. Unsupervised learning makes use of external resources and observations, and especially of large corpora. An example for such work applied to NER is that of It should be clear by now that EMM tools do not adhere to a grammar theory or any other theoretical framework.
Examples for applications developed according to these guidelines
The means imposed by the multilinguality requirement, presented in Section 0, are very restrictive. While they make extending to many languages easier, they also represent a challenge for most text mining applications. In the previous section, it already became clear how we solved the challenge for person name recognition and event scenario filling. We will now try to sketch solutions for two application we have developed already (name variant matching and quotation recognition; 
Quotation Recognition
The quotation recognition tool, covering 20 languages, aims to detect occurrences of direct reported speech if the speaker can be unambiguously identified (for display in NewsBrief and on the person pages in NewsExplorer  14 ) . If the quotation makes reference to another known entity, this will be recorded, as well (quotation about an entity). Details on this tool can be found in Pouliquen et al. 
NAME REPORTING_VERB MODIFIER "QUOTE"
Note that the co-reference between the US President or President Obama and the known entity Barack Obama will be established if the full name is mentioned at least once in the document and if either at least one name part and/or one of the many previously identified titles for that name are found.
To comply with the simplicity and under-specification requirement, the order of modifiers and any morphological agreement (e.g. in number or gender) will not be specified. It is furthermore possible to allow any combination of individual modifier words (e.g. TV yesterday on) without much risk as we focus on recognition (and not generation) and the ungrammatical combinations will simply not be found in real-life text.
Sentiment analysis
EMM users are not only interested in factual content, but also in opinions on certain entities and issues (such as the EU constitution). Questions asked concern the (positive or negative) attitude of Parallel corpora are also much more useful than multi-monolingual corpora. Apart from their usefulness to train statistical machine translation and to construct multilingual dictionaries, they can be exploited to train and evaluate systems for information extraction, alignment, document categorisation, and more, with minimal effort. In spite of its limited subject domain, the 22 and tested for 13 and 10 languages, respectively. This was a very useful effort for creating resources, promoting multilinguality, and more. However, as the training corpora used different grammatical features and labels (e.g. for part-of-speech and syntactic phrases), the output for the same parsing system is not homogeneous across languages. Any rules reading the dependency tree output would thus need to be written differently for each language. This limits the usability of the otherwise very useful multilingual tool enormously. Software tools trained or built with uniform and parallel resources are likely to be parallel, or at least very similar, themselves. They would minimise any effort of building upon their output considerably.
It is also important to have a single access point for licensing issues (such as ELDA 22 and LDC 23 ) to avoid having to contact many different content providers when building a highly multilingual system, although the usage entirely without licences would, of course, allow even more flexibility.
Last, but not least, continuity of secure funding is obviously an important development factor for highly multilingual applications: Universities and other organisations receiving project-specific 22 See http://www.elda.org/ 23 See http://www.ldc.upenn.edu/ funding do not usually have the opportunity to extend their work to larger numbers of languages as they keep having to work on new areas.
It goes without saying that building resources and tools with these specifications is expensive and time-consuming. The number of highly multilingual parallel texts is limited and copyright issues may make it difficult to use them. The existence of the resources and tools described here may remain a dream. However, we feel that such resources would be a big step towards developing highly multilingual text mining applications, and awareness may be the first step towards achieving this goal.
There has been a lot of progress recently in the field of multilinguality and multilingual resources, which gives us hope that -also from a linguistic point of view -this world will soon be much 
Summary and Conclusion
We have tried to show that there is a strong need for highly multilingual text mining applications (10, 20 or more languages), but that most available and operational systems cover only one or a small number of languages. Assuming that this is mostly due to the fact that the development of natural language processing tools for each language is time-consuming and expensive, we asked the question how the development effort per language can be minimised. The major tips and ideas we found in publications and personal discussions with multilingual system developers are: (a) keep your system modular; (b) keep the system simple, not only from a user's point of view, but also from that of the developer; (c) try to use uniform input and output structures; (d) use shared token classes, ideally based on surface-oriented features; (e) try to share grammar rules and lexical resources between languages; and (f) try to be minimalistic by providing and using only the type of information really needed for the application, rather than filling the whole paradigm (e.g. use partial dictionaries rather than trying to produce a complete lexicon for a language). Several developers of multilingual parsers furthermore pointed out the advantage of (g) adhering to grammar theories, as these allow stipulating general principles that apply to whole groups of languages, i.e. another type of grammar sharing. From an architectural point of view, however, the point was made that a theoryneutral approach is more flexible and lends itself more to a reuse of resources. While developing various text mining tools in up to twenty languages for the Europe Media Monitor (EMM) family of applications, we furthermore got convinced that it is useful and efficient (h) to write languageindependent rules that make use of information stored in language-specific parameter files; (i) to under-specify wherever possible, in order to save time and not to use restrictions that may get in the way when dealing with another language.
In the case of EMM tools, these requirements basically mean that the use of language-specific linguistic resources and tools should be minimised. We thus limited ourselves to work with restricted word lists, lookup procedures, machine learning and bootstrapping methods. Such simple means are rather restrictive and challenging. To show what can and what cannot be done adhering to these restrictions, we sketched the solutions adopted in a few of our own multilingual text mining applications.
We saw that machine learning solutions are particularly promising to achieve high multilinguality, but that the need for pre-tagged training data limits at least supervised learning methods to those few languages for which tagged corpora are available. Semi-supervised or unsupervised methods are, in principle, better suited for lesser-used languages, for which few linguistic resources exist. As the output of automatically learnt classifiers and rules cannot normally be easily improved and amended, we suggested the hybrid solution of using hand-crafted rules and to use Machine Learning to acquire the lexical entries.
We finally presented our own -probably unrealistic -opinion regarding the types of linguistic resources that would be useful to allow the computational linguistics community to develop more highly multilingual text mining applications more quickly, and why. These resources can be described as freely available, simple, parallel and uniform multilingual dictionaries, corpora and software tools. The number of current efforts and projects to produce multilingual resources shows a positive and encouraging trend.
There is more than one possible solution to overcome the multilinguality barrier, and each application has its own specific requirements. We hope, though, that this collection and discussion of ideas and insights may be useful for multilingual system developers.
