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Non Technical Summary
The education variable in the IAB datasets suffers from problems like
missing and misclassified values. The data problems do not occur ran-
domly, but are highly associated with other variables from the dataset.
This issue has become more and more important over the last years
and it severely influences empirical findings.
The education variable should represent a person’s highest formal de-
gree. People can only attain degrees over time but not lose them. This
property of the education variable imposes restrictions leading to incon-
sistencies. Recently, this problem has been addressed in the literature
by using correction rules.
The newly developed procedure utilises these rules to identify misclas-
sified values and replace them with missing values. We derive a new
estimator for this kind of data correction based on a EM-based estima-
tor for incomplete data. The estimation results of this new procedure
are unbiased and consistent under the classical MAR assumption.
We apply this new estimator to a set of Mincer-type wage regression
for the years 1993–2003 separately in order to observe changes in the
impact of the educational degrees on the wage. These coefficient es-
timates clearly show that the quality of education is more important
than the number of years of education. We also find a rising wage
differential between the different educational degrees over time. This
indicates that the educational expansion of this decade does not exceed
the request for high-skilled workers. Thus, we did not find any evidence
that would suggest an inflation of formal education or a devaluation of
degrees.
Das Wichtigste in Kürze
Die Bildungsvariable in den IAB Datensätzen enthält viele fehlende und
fehlerhafte Angaben. Diese Datenfehler stehen in Abhängigkeit zu an-
deren Variablen in den Datensätzen. Diese Datenproblematik hat über
die Zeit an Quantität gewonnen. Dadurch können Analyseergebnisse,
insbesondere auf Basis der letzten Jahre, stark verzerrt sein.
Die Bildungsvariable stellt den höchsten bisher jemals erreichten for-
malen Bildungsabschluss einer Person dar. Unter Zuhilfenahme dieser
Rahmenbedingungen wurden in der Literatur verschiedene Korrektur-
möglichkeiten inkonsistenter Zeitreihen vorgeschlagen.
Unter Verwendung dieser Korrekturregeln wird eine neue Methode ent-
wickelt, um fehlklassifizierte Daten zu identifizieren und aus dem Da-
tensatz zu entfernen. Ausgehend von einem erwartungsmaximierenden
(EM) Schätzer für unvollständige Daten wird ein neuer Schätzer für
diese Art der Datenkorrektur hergeleitet. Schätzer, welche mit dieser
neuen Technik gewonnen werden, sind unverzerrt und konsistent unter
der klassischen Annahme des bedingt-zufälligen Fehlens von Werten
(MAR).
Dieser neue Schätzer wird genutzt, um mit Hilfe getrennter Lohnre-
gressionen nach Mincer für die Jahre 1993 bis 2003 Änderungen in
den Lohnwirkungen der Bildungsabschlüsse zu messen. Die Ergebnis-
se zeigen, dass die Zahl der Bildungsjahre ein schlechter Proxy für die
Messung von Bildungsrenditen ist, da es mehr auf die Qualität als auf
die Quantität der Bildung ankommt. Zudem wird ein steigendes Lohn-
differential zwischen den verschiedenen Bildungsabschlüssen gefunden.
Damit wird die These unterstützt, dass die Bildungsexpansion dieser
Dekade den Bedarf an hochqualifizierten Arbeitnehmern nicht über-
schritt und somit per se nicht von einer Bildungsinflation mit einer
Abwertung der Bildungsabschlüsse gesprochen werden kann.
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1. Introduction
Administrative individual data have gained growing importance for empirical economics
and policy evaluation because of their high reliability. In contrast to survey-based data,
nonresponse, missing and mismeasured values are not a big issue. At first glance, sample
selection in register data is determined by clearly defined rules (i.e. job seekers). Any
mismeasurement is due to errors during coding and occur totally at random. While this
is true for certain information within the register data (i.e. wages), this does not hold
for information that has been collected additionally and bears no (more) relevance for
any administrative tasks. One example for such a piece of information is the education
variable in the IAB (Institute of Employment Research) datasets (e.g. IABS (Bender
et al., 2000), IEBS (Jacobebbinghaus and Seth, 2007)). The very divergent quality of
register data is been known for a quite long time (cf. e.g. Cramer, 1985; Schmähl and
Fachinger, 1994).
While research on data problems in survey data has a long history (cf. e.g. Rubin,
1987), the specific issues in administrative data have only recently gained attention (see
Johansson and Skedinger (2009) for Swedish data and Fitzenberger et al. (2006), as well
as Wichert and Wilke (2010) for the case of the IAB data from Germany).
The education variable is not completely ordered and is increasing monotonically over
time. These and other rules of the system of formal education in Germany imply restric-
tions on the education variable. The proposed method explicitly uses the constraints
deduced from these restrictions. In this paper, these constraints are combined with an
incomplete data algorithm (Ibrahim, 1990) to improve the quality of the education vari-
able in a maximum likelihood estimation framework. The introduced idea may also be
used for other time-monotone discrete variables.
This paper focuses on the education variable as the most important factor for measur-
ing returns on education and skill biases in labour market outcomes. These are two very
important issues (cf. e.g. Card, 1999; Katz and Autor, 1999), which require a reliable
measure of formal education.
The new methodology is compared with other (simple) methods for missing variables.
The simplest way to deal with missing values is case-deletion (Little and Rubin, 2002).
Unfortunately, this reduces the number of observations. Furthermore, if the data are
not missing totally at random, the parameter estimates will be biased. Introducing an
additional dummy variable indicating that the value for the current observation is missing
keeps the number of observations. In this approach, “missing” represents a category of
its own. Unfortunately, the estimates for correlated covariates are biased if the data are
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not missing totally at random (Jones, 1996).
A two stage procedure is another classical approach (Little and Rubin, 2002), which is
closely related to propensity score methods. First, a prediction model for the non-missing
data generation process is estimated (‘propensity score’). The resulting probabilities are
used as weights for the target analysis at the second stage. Unfortunately, this requires
specification and estimation of an auxiliary model, reducing the efficiency of the resulting
estimator.
More sophisticated methods make use of either external validation data or—in the
case of multiple-imputation—additional (model) assumptions regarding the missing data
process (cf. e.g. Little and Rubin, 2002). Therefore, these methods are not considered as
contenders here.
Wage estimations, which take misclassification explicitly into account, require condi-
tional (mean) independence of wages and measurement error given the (unobserved) true
education (Kane et al., 1999). Fitzenberger et al. (2006) have shown that this is not the
case for the IABS data. This and other potential alternatives suggested in the literature
are not applicable here.
This paper intends to find indicators for changes in the return on education in the
years 1993 to 2003. During these years, substantial changes in the wage structure and
the technological background took place (Antonczyk et al., 2010). Additionally, a larger
part of the work force gained access to higher education. The natural question is, whether
the changes in technology—favouring high-skilled labour—dominate or the greater avail-
ability of formal education.
In the first case, we would observe a higher wage differential for higher skilled workers.
In the second case, we would see an inflation of educational degrees resulting in lower
wage differentials.
We will make use of a set of separately estimated simple Mincer wage regressions
(Mincer, 1974). To be precise, we regress the log-wage on education, age, age squared,
work experience and the additional control variables: foreign, industries and task groups.
Other authors use the panel dimension explicitly (Gebel and Pfeiffer, 2010). Thanks to
the large dataset, we can estimate separate models for the different years, which is a
less restrictive modelling. We have to admit that we do not want to contribute to the
discussion on returns to education or skill premia (cf. e.g. Boudarbat et al., 2010).
Our goal is to show the differences that arise from the correction of the formal education
variable, rather than measure the return on education itsef.
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2. The Education Variable in the IAB Employment
Subsample (IABS)
We use the IABS version for the period 1975–2004 released with detailed regional in-
formation (see Drews, 2008, for a detailed description). Our method is relevant for all
versions of the IABS. The data contain daily register data for 1 360 949 individuals in
Germany on employment spells and on spells with transfer payments from the Federal
Labour Office. The IABS is a representative 2% sample of employment. After the end
of the year and with the termination of an employment, employers have to report earn-
ings and other socio-demographic information about their employees, such as educational
degree. The earnings information and the length of the employment spells are used to
calculate contributions to and benefits from the social insurance system and, hence, are
very reliable. Periods of self-employment and employment as life-time civil servants,
which are not subject to (mandatory) social insurance, are not included in the data.
The education information has to be reported with every employment spell but it bears
no relevance for the social security system. Reporting the employee’s education incor-
rectly has no consequences (Fitzenberger et al., 2006). This explains why the education
variable in the IABS is less reliable compared to information on earnings or the beginning
and ending of spells. Other spells than employer reported information—like transfer pay-
ments or other technical spells reporting gaps in the employment history—do not provide
additional information on the education variable. Thus, we restrict our analysis to the
information given in employment spells. There are about 24 936 176 spells in the sample,
20 644 256—i.e. 82.8%—of these are are employment spells. The reporting system did
not change since it had been introduced in 1973 for West Germany. The same system
was implemented for the eastern parts of Germany in 1991 after the reunification. Thus,
inconsistencies in the education variable over time can only be attributed to employer’s
unreliability (Fitzenberger et al., 2006).
The education variable in the IABS is a partially ordered categorical variable describing
the current formal educational status of a worker as it is reported to the employer (usually
at the beginning of the working contract). There are 6 possible values: “no degree”
(ND), “high school degree” (HS), “vocational training” (VT), “high school degree and
vocational training” (HSVT), “technical college degree” (TC), “university degree” (U).
The two categories VT and HS are not ordered.
During the last years, there has been a steady expansion of educational degrees (cf.
figure 1). At the labour market, however, we can only observe a slight increase in
university degrees, but none in technical college degrees. In contrast to figure 1, we
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Figure 1: Graduates over time
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even do not observe a significant increase in high school degrees (cf. figure 2). This is
not surprising, because workers in Germany are supposed to have additional education
beyond a general schooling degree; either a vocational training or a higher educational
degree. High school graduates (without additional education) are restricted to certain
auxiliary tasks or short-time employment.
The education variable suffers seriously from missing (Fitzenberger et al., 2006) and
misclassified values (Wichert and Wilke, 2010). Moreover, the fraction of missing values
has increased over the last years (cf. figure 2) and we have to expect that the employer’s
reports are losing on reliability. Thus, it is quite reasonable to expect an increasing
fraction of misclassified values.
2.1. Rules of Consistency
The education variable represents formal educational degrees. This implies, that there
are some rules that restrict the number of plausible values for this variable.
MR The most prominent rule is the monotonicity rule: In Germany, it is impossible
to lose your formal educational degree. The variable is partially ordered, i.e. UD
> TC > HSVT > HS or VT > ND. HS and VT are not ordered. These formal
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Figure 2: Formal educational degrees over time
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(jobs with social security protection, weighted by employment duration within year)
educational degrees are stable, i.e. once you have reached a certain level, you will
never fall back to a lower level.
Other rules can be obtained from age and time constraints:
TR Nobody is able to obtain any degree without investment of time. For example,
studying at an university requires a high school degree. It is impossible to get your
high school degree and obtain a university degree one year later. Therefore, we can
establish some time rules:
– at least 2 years for vocational training degrees
– at least 2 years for high school degrees
– at least 2 years for university degrees
– at least 1 year for technical college degrees
Usually, it takes much longer to obtain one of the above mentioned degrees. There
are combined education paths, where you can get a VT degree and a bachelor
(usually TC) after three years of education, for example.
AR Age rules are partly related to the time rules. They describe the minimum age of
a person for having a certain degree:
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– no vocational training degree under 18
– no high school degree under 16
– no vocational training + high school degree under 18
– no university or technical college degree under 19
These rules are not very stringent, but they are suited to correct (absolutely)
implausible values without introducing any overcorrection bias.
Except for the age rules, all rules rely on the panel dimension of the data.
2.2. Rules of plausibility
In addition to these rules for the consistency of the education variable, Fitzenberger et al.
(2006) introduced plausibility rules that rely on knowledge of the data generating pro-
cess. They combined different assumptions for establishing sets of rules with increasing
complexity.
IP1 Information from all employment spells are valid. Higher degrees are forward ex-
trapolated over time without restrictions. This should result in an overestimation
of the true educational degree.
IP2a Information from all employment spells is considered. Higher degrees are forward
extrapolated over time only if the degree has been reported at least three times.
This is slightly more conservative than IP1.
IP2b Information from all employment spells is considered. If a sequence is inconsistent
with MR, the inconsistency has to be reported three times before this educational
information is backward extrapolated.
IP3 Inconsistencies are corrected like in IP2b, but the decision of the correct imputation
is related to the reliability of the employer. An employer is reliable, if he changes
the educational variable only once for a certain employee. If he reports a too high
degree once and corrects himself, this over-reported value is replaced.
These rule sets are used to decide, whether a specific entry of the education variable
is plausible. If the imputation strategy decides to replace the value, it is regarded as
missing for our analysis. Thus a high number of replacements produces a high proportion
of missing values.
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3. (Generalised) Linear Models for Misclassified and Missing
Education Information
We are in need of a methodology that can deal with both data problems at the same time:
missing values and misclassifications. Furthermore, we are interested in a methodology
that does not rely on any kind of validation data.
In a series of papers, Ibrahim and co-authors introduced parametric models to deal
with the missing data problem (Ibrahim, 1990; Ibrahim et al., 1999). The basic model
is:
n∑
i=1
∑
xmis,i
wi,ol(θ;xi, yi) , (1)
with complete data likelihood l(·) = lyi|xi(β, φ) + lxi(γ), covariates xi = (xmis,i,xobs,i),
parameters θ = (β, φ,γ), and weight updates
wi,o = p(xmis,i|xobs,i, yi,θ(o)) = p(yi|xi,θ
(o))p(xi|θ(o))∑
xmis,i
p(yi|xi,θ(o))p(xi|θ(o))
. (2)
Model (1) is designed for a single cross-section dataset. People are changing their
occupations not only at the end of a year and therefore, we need to adjust the Ibrahim-
Model for repeated observations.
Let Ti denote the number of observations for person i. Note that Ti might vary over
the persons, i.e. we have an unbalanced panel. Now, we have to look at trajectories, thus
we observe not only a set of variations on one observation, but a set of variations on a
group of observations over time t ∈ {1, . . . , T}:
n∑
i=1
∑
xmis,i
wi,ol(θ;xit, yit) , (3)
with complete data likelihood l(·) = lyit|xit(β, φ)+lxit(γ), covariates xit = (xmis,it,xobs,it),
parameters θ = (β, φ,γ). Calculation of weights is slightly more complicated, as we have
to incorporate some additional assumptions:
i) independence of errors: p
(
(yit)t|(xit)t
)
=
∏
t p
(
yit|(xit)t
)
ii) irrelevance of covariates from other points in time 1: p
(
yit|(xit)t
)
= p
(
yit|xit
)
iii) missing probabilities are (conditionally) independent from history (covariates carry
full information): p
(
(xmis,it)t|(xobs,it)t;θ(o)
)
=
∏
t p
(
xmis,it|(xobs,it)t;θ(o)
)
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iv) irrelevance of covariates from other points in time 2: p
(
xmis,it|(xobs,it)t;θ(o)
)
=
p(xmis,it|xobs,it;θ(o))
We have to discuss assumption iii): The probability for a certain value of xmis,it de-
pends naturally on xmis,i(t−1) for each t ∈ {2, . . . , T} through the hierarchy of formal
educational degrees. This, as well as time-constraints are taken into account by exclud-
ing impossible trajectories. Other possible sources of variation like timing of events and
duration of having a certain degree are ignored. Theoretically, one could include these
pieces of information, but we think that the additional gain in precision is too low to
justify the effort. With the assumptions i) to iv), we get the weights:
wi,o = p
(
(xmis,it)t|(xobs,it, yit)t,θ(o)
)
=
∏
t p(yit|xit,θ(o))p(xit|θ(o))∑
xmis,it
∏
t p(yit|xit,θ(o))p(xit|θ(o))
(4)
Note, we still assume that the errors are independent for all observations (assumption i)).
Consider using a panel data model like fixed effects or random effects otherwise. There
is now just a single weight for the whole trajectory.
In many applications the MAR assumption holds for a set of variables but only a certain
subset of these variables is used as covariates in the empirical model. Let V = (X ,Z,Y)
be the set of variables necessary for the MAR assumption to hold. X is the subset of V
that is used in our empirical model and the remaining variables Z are independent from
the regressant Y. Again, we note z = (zmis,i, zobs,i) for the observed and the missing
part of the data. Then, model (1) (analog for model (3)) is:
n∑
i=1
∑
(xmis,i,zmis,i)i
wi,ol(θ;xi, yi) , (5)
with complete data likelihood l(·) = lyi|xi(β, φ) + lxi(γ) and weights
wi,o = p(xmis,i|(xobs,i, zobs,i)i, yi,θ(o))
=
p(yi|xi,θ(o))p
(
(xi, zi)|θ(o))∑
(xmis,i,zmis,i)i
p(yi|xi,θ(o))p
(
(xi, zi)|θ(o)
) . (6)
We have to assume that y is independent from z, i.e. p(yi|xi,θ(o)) = p(yi|xi, zi,θ(o)) to
obtain result (6).
This model can deal with missing values in a repeated observations setting. To include
a solution to the misclassifications problem, we have to transfer the problem of misclas-
sification to the problem of missing values. A missing value is a special kind of misclassi-
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fication because we know that a value is misclassified. The basic idea of this paper is to
find a way to detect misclassifications and convert them into missing values. Then, we
are able to apply model (3) to the revised data.1 Therefore, we need a concept on mis-
classification analogue to the concept of missing values as presented in Rubin (1976). We
have to assume, that misclassification occurs at random, i.e. Xm 6= Xm∗ ⊥⊥ Xm|Xc. To
be exact, we will replace possibly misclassified data with missing values. This procedure
does not harm the MAR assumption for all (‘old’ and ‘new’) missing values.
3.1. Estimation via Expectation Maximisation
Ibrahim (1990) has introduced a method he called “EM by the method of weights”,
which he elaborated for the class of generalised linear models (McCullagh and Nelder,
1989). This method provides consistent point estimates for the model parameters under
the missing-at-random (MAR, (Rubin, 1976)) assumption. Ibrahim et al. (1999) have
generalised the methodology to situations, where the missing value generating process
is not random. The developed “EM by the method of weights” algorithm can also be
formulated for general ML estimation problems (Ibrahim et al., 2005). In this paper the
Tobit model (Tobin, 1958) is used.
This algorithm works in three steps that can be performed by standard software quite
easily:
init Generate an extended dataset, where all observations with missing values are repli-
cated and all possible values for the missing values are imputed. The replicates
are equally weighted such that the weights for each set of replicates belonging to
a certain missing value sum to one. The sum of the weights over all observations
remains n.
M estimate the model (1), (3) or (5), i.e. optimise the likelihood, with the (re" )""weighted
extended data set. Usually you can use the weighted version of the ML estimation
procedure for your preferred parametric model (e.g. GLM, Tobit).
E estimate the probabilities for the specific patterns using equation (2), (4) or (6)
and use it as the new weight.
iter iterate E and M until convergence
During the generation of the missing-patterns, we can incorporate restrictions on the
education variable to restrict the set of possible patterns to consistent patterns. For
1 The major shortcoming of this approach is the loss of information which takes place by removing
possibly misclassified values from the data. This problem is discussed in section 6 in more detail.
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example, if the preceding value to a missing value is 3 and the subsequent value is 4,
only two different values would generate a consistent series with the monotonicity rule:
3 and 4. In other words, the weights for other alternatives are set to zero in advance.
Asymptotic (Co-)Variances Ibrahim (1990) derives a closed form for the standard
errors of the EM-estimates in the case of a GLM with canonical link function:
I(θˆ) = 1
φ
X ′WMVX − 1
φ2
X ′WM2H2(I −W )X ,
whereX denotes the augmented design matrix, φ is the variance parameter of the chosen
link function for the GLM, W are the estimated weights, and M is the diagonal matrix
of weights. H = diag(yi − µi) is the estimated linear error from that last step and
V = diag
(
d2b(δi)
dδ2i
)
is the Fisher information from the last iteration of the scoring algorithm (see McCullagh
and Nelder, 1989, for more detailed descriptions).
Unfortunately, the Tobit model (Tobin, 1958) does not belong to this class of regression
models. We have to calculate the standard errors with the following, slightly more
complex formula (Louis, 1982):
I(θˆ) = CoV ar−1(θˆ)
−
n∑
i=1
 ∑
xmis,i(j)
wˆijSi(xi, yi, θˆ)Si(xi, yi, θˆ)
′

+
n∑
i=1
 ∑
xmis,i(j)
wˆijSi(xi, yi, θˆ)

 ∑
xmis,i(j)
wˆijSi(xi, yi, θˆ)

′
where S denotes the score function. The estimates for the asymptotic covariance matrix
of β is the upper p× p block of (I)−1.
4. Data Analysis
We use version 4 of the IABS employment subsample data with detailed regional infor-
mation for the years 1975–2004 (IABS-R04 Drews, 2008). This is a representative 2%
sample of all employees that are subject to the social security system in Germany. As
already mentioned, we restrict the information in the IABS to employer reported employ-
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Figure 3: Values of the Education Variable
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ment spells. Males and females are hard to compare due to their different labour market
participation patterns and certain wage differences. We therefore restrict our analysis to
males. This sample consists of 11 749 334 spells for 738 417 individuals.
The distribution of the education variable differs significantly between the sample and
this sub-sample (compare Figures 2 and 3). The main difference is the higher proportion
of missing values and a lower proportion of vocational training. The proportions of the
other values remain roughly the same.
Figure 4 shows the distribution of the education variable for the different imputation
procedures.2 The different imputation procedures IP1 to IP3 reduce the number of
missing values significantly in favour of vocational training (cf. Figure 3). Deleting values
that are possible misclassified—indicated by diverging values in the original variable and
its corrected version—generates a quite high proportion of missing values.
For the wage regression, we have to further select our sample. The labour market
of the Eastern part of Germany has been quite different from its western counterpart,
especially during the phase after the reunification. To obtain valid results for the whole
period of time, only spells from the western part are considered. We further restrict
our sample to spells that represent fulltime work and have positive wages3. The sample
2 We did not obey the [TR] rules to simplify calculations.
3 Employment spells show a wage of zero if employment is suspended (e.g. maternity leaves, more
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Figure 4: Values of the Education Variable after Correction
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consists of 3 485 195 employment spells for 415 284 persons; nearly equally distributed
over the whole time period of 11 years.
We calculate Mincer-type wage regressions for log daily wages lnW for the years 1993
to 2003. For each year y, we estimate the model (Mincer, 1974):
lnWiy = Xiyαy +Eiyβy + iy , (7)
where Xiy denotes a design matrix for covariates like age, work experience, industry,
occupation and nationality; Eiy is a matrix of dummy variables for the education variable
and (in some cases) further dummies for missing value indication, over- or underreporting
(cf. Table 6). We are interested in the estimates for βy. The other variables serve as
controls.
The used observations are employer reported employment spells, i.e. there could be
more than one observation per person for a certain year. Thus, some of the error terms
iy are possibly correlated and we have to take care of that. Wages in the IABS are
left and right censored due to regulations for the social security system. Therefore OLS
estimates would be biased and we have to use interval regression, also known as Tobit
model (Tobin, 1958) which is asymptotically consistent (Amemiya, 1973). This also
implies to assume Gaussian error distributions for iy.
When estimating (7), there are two conceptual sources of bias. First, if individuals
with high absolute earnings capacity acquire more education and earn higher wages, the
educationEiy will be positively correlated with iy Griliches (1977). This ability bias adds
an upward bias to the estimates of the education coefficients (Behrman and Rosenzweig,
1999). Second, a bias can exist if individuals differ in their relative earnings capacity and
act upon their comparative advantage when choosing their level of education (Willis and
Rosen, 1979). If return on education is homogenous, the latter bias would be absent.
It is well known for Germany—and we will provide additional evidence—that return on
education is not homogenous, if they are measured in years in education (Gebel and
Pfeiffer, 2010).
There are a lot of different approaches in the literature to reduce these biases. You
could use an instrumental variable approach to estimate the local average treatment effect
(see Ichino and Winter-Ebmer, 1999; Pischke and Wachter, 2008, for examples on return
to years in education). Wooldridge’s (2004) conditional mean independence approach
and Garen’s (1984) control function approach have been used to estimate the average
partial effect (Gebel and Pfeiffer, 2010).
extended sick leaves).
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However, a bias-free estimate of the return on education is not our main concern. We
want to show, how the calculations are affected by missing and misclassified values. For
a valid interpretation of the results of our application, we have to assume a constant
bias over time. This is quite plausible as the bias stems from such unobservable personal
characteristics as intrinsic motivation, which are generally stable over time.
The propensity-score like weights for the alternative modelling of missing values are
estimated with help of a binary generalised linear model (McCullagh and Nelder, 1989):
E(Y = 1|X) = F{Xγ} , (8)
where X denotes the design matrix for the covariates log of wage, foreign, occupation,
industry, age, age squared, work experience and spell length in years (see Appendix for
coefficient estimates).
The panel design implies correlated error terms for spells of a certain person. Usually,
the number of spells for a person is quite low; we mostly observe a single spell per year
and person. Thus, special panel data models like Fixed Effects or Random Effects models
are not applicable (Wooldridge, 2002). Therefore, we use a pooled estimation with the
robust Huber-White estimator of the variance-covariance matrix
V (βˆ) = (X ′X)−1
(∑
i
uˆ2ix
′
ixi
)
(X ′X)−1
to calculate the standard errors (Huber, 1967; White, 1980).
Fitzenberger et al. (2006) have shown that the missing value procedure highly depends
on the length of the reported spells. Therefore, we use the model (5) for our estimations,
where we included a discretised version of the spell length (0–30 days, 31–181 days,
182–366 days).
5. Results
5.1. Detailed Analysis of the Wage Regression Estimates for 1999
We first applied the EM algorithm on the wage regression for 1999. The estimated
weights wi,o, which represent the a-posteriori probability or a missing to have a certain
real value, have a special distribution. The value zero dominates, but also one and a
half. This shows that there is a unique optimal imputation for many cases. In other
cases, there are obviously two good imputation candidates, which produce more or less
the same results.
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Table 1: Contingency tables of reported and imputed values for the education variable
for the different imputation strategies
IP1 reported education
imputed values missing ND VT HS HS+VT TC UD
ND 13.36 56.92 0.05 0.41 0.03 0.00 0.01
VT 48.91 24.63 93.83 3.03 0.08 0.02 0.01
HS 8.32 2.31 0.12 63.83 0.08 0.00 0.01
HS+VT 7.40 5.92 1.23 9.05 83.58 0.00 0.00
TC 7.93 5.89 1.52 6.49 2.76 86.87 0.01
UD 14.07 4.32 3.25 17.19 13.47 13.11 99.95
(a) IP1
IP2 reported education
imputed values missing ND VT HS HS+VT TC UD
ND 16.39 68.01 0.36 4.43 0.47 0.14 0.09
VT 49.28 22.11 95.85 4.28 1.88 0.70 0.37
HS 8.29 1.85 0.16 70.14 0.63 0.08 0.12
HS+VT 5.91 3.20 0.83 6.06 84.64 0.28 0.16
TC 7.46 2.98 1.01 4.68 2.94 90.26 0.25
UD 12.67 1.86 1.78 10.41 9.44 8.54 98.99
(b) IP2
IP2b reported education
imputed values missing ND VT HS HS+VT TC UD
ND 14.66 64.41 0.19 2.28 0.24 0.09 0.05
VT 49.90 23.36 95.40 3.63 1.33 0.43 0.29
HS 8.36 2.00 0.14 67.84 0.43 0.07 0.08
HS+VT 6.63 4.09 0.98 7.73 85.24 0.21 0.14
TC 7.51 3.80 1.17 5.68 2.82 89.98 0.20
UD 12.93 2.34 2.11 12.84 9.94 9.22 99.24
(c) IP2B
IP3 reported education
imputed values missing ND VT HS HS+VT TC UD
ND 13.83 61.97 0.21 1.54 0.34 0.14 0.09
VT 49.32 22.76 94.97 3.30 1.43 0.47 0.27
HS 8.35 2.20 0.14 68.10 0.29 0.07 0.07
HS+VT 7.19 4.90 0.92 7.52 82.46 0.10 0.13
TC 7.76 4.75 1.18 5.49 3.03 87.39 0.15
UD 13.55 3.43 2.59 14.04 12.45 11.84 99.28
(d) IP3
Source: IABS, own calculations
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Table 2: Mincer-type wage regressions (rule based correction (RB), combined correction
(EM)) for 1999
IP1 IP2 IP2B IP3
RB EM RB EM RB EM RB EM
ND -0.106*** -0.135*** -0.106*** -0.132*** -0.104*** -0.133*** -0.106*** -0.132***
VT -0.012*** -0.585*** 0.019*** -0.505*** -0.008*** -0.540*** 0.005*** -0.566***
HS 0.161*** 0.137*** 0.179*** 0.154*** 0.156*** 0.148*** 0.166*** 0.146***
TC 0.317*** 0.290*** 0.324*** 0.308*** 0.319*** 0.302*** 0.318*** 0.297***
UD 0.489*** 0.515*** 0.504*** 0.538*** 0.499*** 0.531*** 0.494*** 0.527***
Source: IABS, own calculations
reference: vocational training, *** p<0.01, ** p<0.05, * p<0.1
Next, we looked at the contingency tables showing the frequencies of the reported and
the imputed values of the education variable (see Table 1). The values are not weighted
for the spell length, but are a result of the EM procedure and thus weighted by the
corresponding wi,o.
The IP1-based version corrects the education variable to higher values and therefore
prefers over-reported values. All imputation procedures retain most of the observations.
IP2 is the most conservative strategy. Here the least replacements of all strategies took
place. IP2b has nearly the same rate of value replacements, but acts more like IP1, i.e.
it avoids downgrading. IP3 has nearly the same replacement rate as IP1, but with a
downgrading rate which lies between IP2 and IP2b.
Table 2 shows the results for a Mincer-type wage regression for 1999.
The major difference between the two sets of estimates arises from the coefficients for
“high school degree”. In Germany, both HS and VT (the reference) represent 13 years
of education. These 13 years are not comparable, as HS represents general education
whilst VT represents 10 years in general education and 3 years in special training for a
specific job. This close attachment to a specific job is honoured by the German labour
market through higher payments. This difference is absent without proper treatment of
the missing values and misclassifications.
By this line of reasoning, the difference between VT and HS is not surprising, but
rather the fact that having no degree at all seems to be more valuable than having a
high school degree. Most of the employments of people with HS degrees are usually
either short termed, auxiliary jobs or vocational training agreements with relatively low
wages. In other words, people with a HS degree are still studying for a university or
technical college degree or an additional vocational training. Employees with no formal
degree—if not unemployed—often have other qualifications that the few categories of
formal education do not encompass.
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Table 3: Blinder-Oaxaca decomposition of high school graduates versus the (vocational)
trained workers
version wage differential education characteristics coefficients
IP1 -0.893 -1.118 -0.302 0.526
-0.791 1.015
IP2 -0.776 -1.439 -0.263 0.925
-0.657 1.320
IP2B -0.826 -1.281 -0.275 0.730
-0.731 1.185
IP3 -0.859 -1.289 -0.281 0.711
-0.741 1.172
Source: IABS, own calculations
Nevertheless, it is surprising that workers without any degree perform much better.
We computed a Blinder-Oaxaca-type decomposition (Blinder, 1973; Oaxaca, 1973):
ln W¯HS − ln W¯V T = (β0,HS − β0,V T ) + (x¯HS − x¯V T )βV T + (βHS − βV T )x¯HS
= (β0,HS − β0,V T ) + (x¯HS − x¯V T )βHS + (βHS − βV T )x¯V T
(9)
The decomposition is not unique. Both versions are shown in equation (9). As the
group of VT is much larger than the HS group, we think that version 2 is more repre-
sentative than version 1.
Table 3 shows the results of the decomposition between high school graduates and
(vocational) trained workers. The raw log-daily-wage differential is about -0.6 log-points.
It is predominantly driven by the personal and job characteristics as well as by the degree
discrimination. The coefficient effects reduce the difference to about the same degree as
the education discrimination. This indicates that there are major differences in the
personal or job characteristics between the groups.
About 10% of the workers with high school degree (HS) in 1999 are working students.
Usually, this is not a full time employment and thus the daily wages become extremely
low for this group if the job is treated as being full-time by the data research centre. We
excluded working students as well es interns and workers in partial retirement, reducing
the sample to 2 857 799 observations. The results are shown in Table 4.
The strong negative effect of a high school degree vanished under IP2 correction and
declines under the other correction rules. This is just the start of a process leading to a
significant positive effect of a high school degree (see Subsection 5.2).
The results of the Blinder-Oaxaca-type decomposition for the smaller sample are shown
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Table 4: Mincer-type wage regressions (rule based correction (RB), combined correction
(EM)) for 1999 (excluding interns, working students and partial retirement)
IP1 IP2 IP2B IP3
RB EM RB EM RB EM RB EM
ND -0.106*** -0.135*** -0.106*** -0.135*** -0.104*** -0.133*** -0.106*** -0.132***
VT 0.077*** -0.552*** 0.099*** -0.009*** 0.079*** -0.483*** 0.092*** -0.517***
HS 0.166*** 0.140*** 0.181*** 0.169*** 0.160*** 0.150*** 0.172*** 0.149***
TC 0.316*** 0.290*** 0.322*** 0.321*** 0.317*** 0.303*** 0.317*** 0.299***
UD 0.486*** 0.564*** 0.501*** 0.558*** 0.496*** 0.531*** 0.491*** 0.527***
Source: IABS, own calculations
reference: vocational training, *** p<0.01, ** p<0.05, * p<0.1
Table 5: Blinder-Oaxaca decomposition of high school graduates versus the (vocational)
trained workers
version wage differential education characteristics coefficients
IP1 -0.836 -1.024 -0.281 0.469
-0.776 0.964
IP2 -0.205 -1.047 -0.193 1.035
-0.290 1.133
IP2B -0.739 -1.155 -0.250 0.665
-0.688 1.104
IP3 -0.780 -1.160 -0.255 0.635
-0.712 1.092
Source: IABS, own calculations
in Table 5. Especially the raw distance under the IP2 rule is now smaller. To some
surprise, the discriminating effect of the educational degrees stays at the high level of 1
log point under any correction rule. The reduction of the wage differential is driven by
a lower personal/job characteristics differential. In both versions of the decomposition,
the effect of the characteristic’s differential and the effect of the coefficient’s differentials
are quite similar.
In a conclusion, the results show that a worker with a general high school degree
earns about 1 log-point less than a comparable worker with a vocational training degree.
Additionally, the personal/job characteristics are also in favour of the vocational trained
worker. This is mainly driven by differences in age and work experience (HS graduates are
younger and have less experience). However, there is also some selection on unobserved
abilities into formal degrees. This is reflected by the high coefficient effect. It shows
that high school graduates display stronger aptitude and thus have a steeper increase in
earnings after improving their personal characteristics and/or enhancing their working
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conditions.
5.2. Changes of the Returns to Education over Time
We ran sets of Tobit regressions, one for each year of the period 1993 to 2003 (see
Appendix for detailed results). The estimates for case-deletion, weighted case-deletion,
missing dummy regression, and all rule-based IP corrections do not differ substantially
(please refer to the Appendix). The new method, however, produces significantly different
results from all other methods.
Figure 5 represents the coefficients for the dummies of the education variable under
the different correction rule sets. The left figures show the estimated coefficients ne-
glecting the missing value problem (and additional misclassification). The figures in the
right column show the estimates using our new approach, i.e. with deletion of possible
misclassified values and estimated by the EM method.
First, the coefficients tend to be spread wider over time, which support literature
on rising wage inequality in western industrialised countries. Moreover, this spread is
driven by increasing wages for the high-skilled workers (the constant, which represents
the average wage for VT workers, does not change significantly over time).
There seems to be a change to the high school graduates. As already mentioned in
the former subsection, the estimates for the high school graduates are driven by working
students. Thus, we exclude these as well as interns and workers in partial retirement.
The new results (starting in 1999) are shown in Figure 6 (see appendix for detailed
estimation results).
Excluding IP2, the new results show an “upgrading” of the high school degree. In 2003,
the coefficient for workers with a high school degree and the coefficient for workers with
high school degree and a vocational training degree are equal. There are two possible
explanations for this. First, Wichert and Wilke (2010) have shown that misclassification
between these two groups are very likely to occur. Additionally, the group of high school
graduates is quite small and its members predominantly work in the ‘business services’
sector (2003: 28.74%). Especially between 1999 and 2000, there was a significant increase
of high school graduates working in this sector, which also includes IT-services. During
this period of time, the IT sector recruited a lot of young workers with sufficient computer
skills but without higher educational degrees. This also partly explains the relative high
wages for high school graduates.
Introducing new values to one of the variables changes the reporting system only
slightly. Maybe, there was some persistency in reporting the old, less detailed values
instead of the new ones. Unfortunately, the new values can also be observed with a quite
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Figure 5: Estimated coefficients for education variable
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Figure 6: Estimated coefficients for education variable (excluding interns, working stu-
dents and partial retirement)
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constant frequency.
The coefficient estimates under the IP2 rule differ significantly from the estimates under
the other correction rules (cf. Figure 5). The IP2 is the most conservative correction rule
with the lowest number of missing values. The results of the EM procedure are therefore
closer to the standard estimates. The high numbers of misclassified values (Wichert and
Wilke, 2010) require a less conservative correction procedure. The estimation results
under the other correction rules are more plausible in this case.
6. Conclusion
The education variable in the IAB datasets suffers seriously from data problems like
missing and misclassified values. The data problems do not occur randomly, but are
highly associated with other variables from the dataset. This issue has become more and
more important over the last years and it severely influences empirical findings.
Based on the notion that the education variable should represent a person’s highest
degree, and that people can only attain degrees over time but not lose them, differ-
ent correction procedures from the literature have been compared. A newly developed
procedure utilises these rules to identify possibly misclassified values. These values are
removed from the dataset, increasing the proportion of missing values. We use an ex-
pectation maximisation algorithm for missing values to take care of that problem. As
the procedure removes information from the education variable, the parameter estimates
become unbiased, though less efficient under the MAR assumption.
We applied the newly defined estimator to a set of Mincer-type wage regression for
the years 1993–2003 separately in order to observe changes in the impact of educational
degrees on wages. These coefficient estimates clearly show that the quality of education
is more important than the number of years in education. We also find a rising wage
differential between the different educational degrees over time. This indicates that the
educational expansion of this decade does not exceed the request for high-skilled workers
and that the return on education is still rising.
Furthermore, the results of a Blinder-Oaxaca decomposition show that there is sig-
nificant selection into educational degrees. This partly compensates the a-priori less
rewarded high school degree compared to a vocational training degree.
Future research could improve the wage regressions to obtain bias-free estimates for an
exact measure of the return on education. Furthermore, the measurement concept should
be extended to the total return of education including the probability of unemployment
and investments into one’s education.
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We have seen that data problems in the education variable causes severe problems
when used as an explanatory factor in wage regressions. Ignoring these data quality
issues might lead to wrong interpretations and misguiding policy recommendations.
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A. Additional Tables
Table 6: Variable Descriptions
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Table 7: Estimates for Case Deletion
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Table 8: Estimates with Missing Dummy
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Table 10: Estimates for Weighted Case Deletion
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Table 11: Estimates for IP1 Rule-Based Improved Education Variable
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Table 12: Estimates for IP2 Rule-Based Improved Education Variable
19
93
19
94
19
95
19
96
19
97
19
98
19
99
20
00
20
01
20
02
20
03
fo
re
ig
n
-0
.0
36
**
*
-0
.0
35
**
*
-0
.0
30
**
*
-0
.0
36
**
*
-0
.0
34
**
*
-0
.0
28
**
*
-0
.0
21
**
*
-0
.0
15
**
*
-0
.0
17
**
*
-0
.0
17
**
*
-0
.0
25
**
*
fa
rm
er
-0
.1
35
**
*
-0
.1
23
**
*
-0
.1
35
**
*
-0
.1
26
**
*
-0
.1
19
**
*
-0
.1
23
**
*
-0
.1
77
**
*
-0
.1
82
**
*
-0
.1
99
**
*
-0
.1
90
**
*
-0
.1
12
**
*
se
rv
ic
e
w
or
ke
r
0.
00
3*
**
0.
00
9*
**
0.
01
0*
**
0.
01
0*
**
0.
01
2*
**
0.
01
9*
**
0.
00
4*
**
-0
.0
06
**
*
-0
.0
12
**
*
-0
.0
09
**
*
0.
00
0*
**
sa
le
s
w
or
ke
r
0.
20
9*
**
0.
22
0*
**
0.
22
6*
**
0.
23
6*
**
0.
24
9*
**
0.
25
4*
**
0.
27
3*
**
0.
27
5*
**
0.
27
6*
**
0.
28
4*
**
0.
29
7*
**
cl
er
ic
al
w
or
ke
r
0.
17
0*
**
0.
18
1*
**
0.
18
2*
**
0.
19
3*
**
0.
20
2*
**
0.
21
2*
**
0.
22
5*
**
0.
22
7*
**
0.
23
1*
**
0.
24
5*
**
0.
24
9*
**
ad
m
in
w
or
ke
r
0.
26
7*
**
0.
27
0*
**
0.
26
7*
**
0.
27
5*
**
0.
28
2*
**
0.
28
4*
**
0.
30
3*
**
0.
30
5*
**
0.
30
4*
**
0.
31
7*
**
0.
31
1*
**
ag
ri
cu
lt
ur
e
0.
01
3*
**
0.
01
1*
**
0.
00
3*
**
0.
01
2*
**
0.
01
0*
**
-0
.0
01
**
*
-0
.0
28
**
*
-0
.0
51
**
*
-0
.0
46
**
*
-0
.0
40
**
*
-0
.2
15
**
*
ba
si
c
in
du
st
ry
0.
00
6*
**
0.
02
1*
**
0.
01
0*
**
0.
00
7*
**
0.
00
6*
**
0.
00
1*
**
-0
.0
06
**
*
-0
.0
16
**
*
-0
.0
14
**
*
-0
.0
15
**
*
-0
.0
92
**
*
cl
ot
he
s,
pa
pe
r
&
pr
in
t
-0
.0
63
**
*
-0
.0
56
**
*
-0
.0
76
**
*
-0
.0
76
**
*
-0
.0
84
**
*
-0
.0
90
**
*
-0
.0
98
**
*
-0
.1
07
**
*
-0
.1
05
**
*
-0
.1
14
**
*
-0
.1
17
**
*
fo
od
in
du
st
ry
-0
.0
93
**
*
-0
.0
86
**
*
-0
.1
14
**
*
-0
.1
11
**
*
-0
.1
13
**
*
-0
.1
28
**
*
-0
.1
34
**
*
-0
.1
49
**
*
-0
.1
44
**
*
-0
.1
46
**
*
-0
.1
86
**
*
co
ns
tr
uc
ti
on
-0
.0
31
**
*
-0
.0
19
**
*
-0
.0
51
**
*
-0
.0
55
**
*
-0
.0
73
**
*
-0
.0
90
**
*
-0
.0
97
**
*
-0
.1
17
**
*
-0
.1
25
**
*
-0
.1
34
**
*
-0
.1
78
**
*
tr
ad
e
-0
.1
51
**
*
-0
.1
48
**
*
-0
.1
66
**
*
-0
.1
64
**
*
-0
.1
72
**
*
-0
.1
82
**
*
-0
.1
93
**
*
-0
.1
97
**
*
-0
.1
96
**
*
-0
.2
11
**
*
-0
.2
49
**
*
tr
an
sp
or
t
&
co
m
m
un
ic
at
io
n
-0
.0
88
**
*
-0
.1
01
**
*
-0
.1
26
**
*
-0
.1
25
**
*
-0
.1
38
**
*
-0
.1
56
**
*
-0
.1
70
**
*
-0
.1
86
**
*
-0
.1
86
**
*
-0
.2
00
**
*
-0
.2
38
**
*
bu
si
ne
ss
se
rv
ic
es
-0
.0
66
**
*
-0
.0
68
**
*
-0
.0
93
**
*
-0
.0
94
**
*
-0
.1
06
**
*
-0
.1
21
**
*
-0
.1
48
**
*
-0
.1
65
**
*
-0
.1
66
**
*
-0
.1
67
**
*
-0
.2
42
**
*
co
ns
um
er
se
rv
ic
es
-0
.2
79
**
*
-0
.2
78
**
*
-0
.2
96
**
*
-0
.2
90
**
*
-0
.2
90
**
*
-0
.3
04
**
*
-0
.3
29
**
*
-0
.3
41
**
*
-0
.3
50
**
*
-0
.3
62
**
*
-0
.3
89
**
*
ed
uc
at
io
n
-0
.0
61
**
*
-0
.0
67
**
*
-0
.0
76
**
*
-0
.0
93
**
*
-0
.0
96
**
*
-0
.0
96
**
*
-0
.1
03
**
*
-0
.1
18
**
*
-0
.1
13
**
*
-0
.1
24
**
*
-0
.1
69
**
*
pu
bl
ic
ad
m
in
is
tr
at
io
n
-0
.1
43
**
*
-0
.1
50
**
*
-0
.1
59
**
*
-0
.1
56
**
*
-0
.1
63
**
*
-0
.1
74
**
*
-0
.1
62
**
*
-0
.1
68
**
*
-0
.1
64
**
*
-0
.1
70
**
*
-0
.2
00
**
*
N
D
-0
.1
01
**
*
-0
.0
99
**
*
-0
.0
99
**
*
-0
.1
01
**
*
-0
.1
00
**
*
-0
.1
00
**
*
-0
.1
06
**
*
-0
.1
05
**
*
-0
.1
06
**
*
-0
.1
07
**
*
-0
.1
00
**
*
H
S
0.
07
8*
**
0.
10
4*
**
0.
11
5*
**
0.
10
7*
**
0.
08
3*
**
0.
06
6*
**
0.
01
9*
**
0.
02
0*
**
0.
01
5*
**
0.
02
7*
**
0.
04
7*
**
H
SV
T
0.
14
8*
**
0.
15
4*
**
0.
15
0*
**
0.
15
3*
**
0.
15
6*
**
0.
16
0*
**
0.
17
9*
**
0.
18
1*
**
0.
18
7*
**
0.
19
2*
**
0.
19
3*
**
T
C
0.
28
5*
**
0.
29
0*
**
0.
28
5*
**
0.
28
2*
**
0.
29
2*
**
0.
29
5*
**
0.
32
4*
**
0.
32
4*
**
0.
33
0*
**
0.
34
5*
**
0.
32
8*
**
U
D
0.
42
7*
**
0.
44
0*
**
0.
43
4*
**
0.
41
2*
**
0.
41
9*
**
0.
45
3*
**
0.
50
4*
**
0.
50
2*
**
0.
50
7*
**
0.
53
6*
**
0.
52
4*
**
ag
e
0.
14
2*
**
0.
12
8*
**
0.
10
8*
**
0.
09
7*
**
0.
07
3*
**
0.
06
7*
**
0.
08
8*
**
0.
08
3*
**
0.
09
7*
**
0.
10
4*
**
0.
07
3*
**
ag
e_
sq
-0
.0
15
**
*
-0
.0
13
**
*
-0
.0
10
**
*
-0
.0
09
**
*
-0
.0
06
**
*
-0
.0
05
**
*
-0
.0
08
**
*
-0
.0
08
**
*
-0
.0
10
**
*
-0
.0
11
**
*
-0
.0
08
**
*
3–
6
m
on
th
s
0.
04
9*
**
0.
06
2*
**
0.
05
0*
**
0.
07
0*
**
0.
04
8*
**
0.
06
8*
**
0.
07
8*
**
0.
09
5*
**
0.
08
2*
**
0.
09
7*
**
0.
07
7*
**
6–
12
m
on
th
s
0.
09
8*
**
0.
11
3*
**
0.
10
8*
**
0.
12
8*
**
0.
10
6*
**
0.
13
1*
**
0.
16
7*
**
0.
16
8*
**
0.
17
8*
**
0.
17
4*
**
0.
18
0*
**
12
–2
4
m
on
th
s
0.
16
1*
**
0.
15
4*
**
0.
15
7*
**
0.
18
0*
**
0.
16
8*
**
0.
18
2*
**
0.
24
9*
**
0.
24
9*
**
0.
25
4*
**
0.
25
7*
**
0.
25
7*
**
2–
5
ye
ar
s
0.
28
4*
**
0.
27
8*
**
0.
26
3*
**
0.
29
0*
**
0.
28
1*
**
0.
29
7*
**
0.
35
9*
**
0.
36
2*
**
0.
37
4*
**
0.
38
2*
**
0.
39
9*
**
5–
10
ye
ar
s
0.
37
4*
**
0.
38
3*
**
0.
38
1*
**
0.
41
0*
**
0.
41
3*
**
0.
42
5*
**
0.
48
6*
**
0.
48
7*
**
0.
48
3*
**
0.
49
8*
**
0.
53
1*
**
>
10
ye
ar
s
0.
49
2*
**
0.
50
3*
**
0.
50
4*
**
0.
53
8*
**
0.
55
0*
**
0.
56
8*
**
0.
64
0*
**
0.
64
3*
**
0.
64
2*
**
0.
65
7*
**
0.
69
3*
**
un
de
rr
ep
or
t
-0
.1
22
**
*
-0
.1
20
**
*
-0
.1
22
**
*
-0
.1
20
**
*
-0
.1
22
**
*
-0
.1
31
**
*
-0
.1
49
**
*
-0
.1
57
**
*
-0
.1
57
**
*
-0
.1
56
**
*
-0
.1
47
**
*
ov
er
re
po
rt
-0
.0
64
**
*
-0
.0
62
**
*
-0
.0
42
**
*
-0
.0
60
**
*
-0
.0
53
**
*
-0
.0
23
**
*
-0
.0
38
**
*
-0
.0
20
**
*
-0
.0
12
**
*
-0
.0
09
**
*
0.
10
6*
**
re
po
rt
m
is
s
-0
.0
88
**
*
-0
.0
87
**
*
-0
.0
93
**
*
-0
.0
98
**
*
-0
.1
03
**
*
-0
.1
11
**
*
-0
.1
42
**
*
-0
.1
52
**
*
-0
.1
58
**
*
-0
.1
70
**
*
-0
.1
66
**
*
in
te
rc
ep
t
3.
67
4*
**
3.
66
7*
**
3.
73
6*
**
3.
71
6*
**
3.
74
3*
**
3.
74
8*
**
3.
64
8*
**
3.
67
0*
**
3.
64
7*
**
3.
62
4*
**
3.
69
7*
**
σ
0.
27
2*
**
0.
27
6*
**
0.
27
8*
**
0.
27
9*
**
0.
28
5*
**
0.
29
7*
**
0.
34
0*
**
0.
34
9*
**
0.
35
5*
**
0.
36
1*
**
0.
34
3*
**
33
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Table 14: Estimates for IP3 Rule-Based Improved Education Variable
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Table 15: Estimates for IP1 improved Education Variable via “EM by the method of
weights”
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Table 16: Estimates for IP2 improved Education Variable via “EM by the method of
weights”
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Table 17: Estimates for IP2B improved Education Variable via “EM by the method of
weights”
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Table 18: Estimates for IP3 improved Education Variable via “EM by the method of
weights”
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Table 19: Estimates for IP1 Rule-Based Improved Education Variable without interns,
working students and partly retired workers
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Table 20: Estimates for IP2 Rule-Based Improved Education Variable without interns,
working students and partly retired workers
19
99
20
00
20
01
20
02
20
03
fo
re
ig
n
-0
.0
24
**
*
-0
.0
18
**
*
-0
.0
20
**
*
-0
.0
19
**
*
-0
.0
26
**
*
fa
rm
er
-0
.1
79
**
*
-0
.1
83
**
*
-0
.1
99
**
*
-0
.1
92
**
*
-0
.1
14
**
*
se
rv
ic
e
w
or
ke
r
0.
00
5*
**
-0
.0
04
**
*
-0
.0
10
**
*
-0
.0
08
**
*
0.
00
1*
**
sa
le
s
w
or
ke
r
0.
27
2*
**
0.
27
4*
**
0.
27
6*
**
0.
28
2*
**
0.
29
5*
**
cl
er
ic
al
w
or
ke
r
0.
22
8*
**
0.
23
1*
**
0.
23
6*
**
0.
24
8*
**
0.
25
2*
**
ad
m
in
w
or
ke
r
0.
30
3*
**
0.
30
5*
**
0.
30
3*
**
0.
31
6*
**
0.
31
0*
**
ag
ri
cu
lt
ur
e
-0
.0
28
**
*
-0
.0
52
**
*
-0
.0
46
**
*
-0
.0
40
**
*
-0
.2
14
**
*
ba
si
c
in
du
st
ry
-0
.0
06
**
*
-0
.0
15
**
*
-0
.0
14
**
*
-0
.0
14
**
*
-0
.0
92
**
*
cl
ot
he
s,
pa
pe
r
&
pr
in
t
-0
.0
98
**
*
-0
.1
07
**
*
-0
.1
05
**
*
-0
.1
13
**
*
-0
.1
16
**
*
fo
od
in
du
st
ry
-0
.1
35
**
*
-0
.1
49
**
*
-0
.1
44
**
*
-0
.1
46
**
*
-0
.1
86
**
*
co
ns
tr
uc
ti
on
-0
.0
98
**
*
-0
.1
17
**
*
-0
.1
25
**
*
-0
.1
34
**
*
-0
.1
78
**
*
tr
ad
e
-0
.1
93
**
*
-0
.1
97
**
*
-0
.1
96
**
*
-0
.2
11
**
*
-0
.2
50
**
*
tr
an
sp
or
t
&
co
m
m
un
ic
at
io
n
-0
.1
70
**
*
-0
.1
86
**
*
-0
.1
86
**
*
-0
.2
01
**
*
-0
.2
39
**
*
bu
si
ne
ss
se
rv
ic
es
-0
.1
46
**
*
-0
.1
64
**
*
-0
.1
64
**
*
-0
.1
65
**
*
-0
.2
41
**
*
co
ns
um
er
se
rv
ic
es
-0
.3
29
**
*
-0
.3
39
**
*
-0
.3
48
**
*
-0
.3
60
**
*
-0
.3
83
**
*
ed
uc
at
io
n
-0
.1
03
**
*
-0
.1
17
**
*
-0
.1
13
**
*
-0
.1
24
**
*
-0
.1
68
**
*
pu
bl
ic
ad
m
in
is
tr
at
io
n
-0
.1
64
**
*
-0
.1
69
**
*
-0
.1
66
**
*
-0
.1
71
**
*
-0
.2
01
**
*
N
D
-0
.1
06
**
*
-0
.1
06
**
*
-0
.1
07
**
*
-0
.1
08
**
*
-0
.1
00
**
*
H
S
0.
09
9*
**
0.
11
1*
**
0.
12
1*
**
0.
12
5*
**
0.
13
5*
**
H
SV
T
0.
18
1*
**
0.
18
5*
**
0.
19
2*
**
0.
19
6*
**
0.
19
6*
**
T
C
0.
32
2*
**
0.
32
3*
**
0.
32
9*
**
0.
34
5*
**
0.
32
9*
**
U
D
0.
50
1*
**
0.
49
9*
**
0.
50
6*
**
0.
53
5*
**
0.
52
3*
**
ag
e
0.
08
6*
**
0.
08
0*
**
0.
09
1*
**
0.
09
7*
**
0.
06
8*
**
ag
e_
sq
-0
.0
08
**
*
-0
.0
08
**
*
-0
.0
10
**
*
-0
.0
11
**
*
-0
.0
07
**
*
3–
6
m
on
th
s
0.
08
6*
**
0.
10
3*
**
0.
08
7*
**
0.
10
7*
**
0.
08
9*
**
6–
12
m
on
th
s
0.
16
2*
**
0.
17
4*
**
0.
18
4*
**
0.
17
5*
**
0.
19
0*
**
12
–2
4
m
on
th
s
0.
23
7*
**
0.
25
6*
**
0.
25
1*
**
0.
26
0*
**
0.
25
9*
**
2–
5
ye
ar
s
0.
33
6*
**
0.
35
3*
**
0.
36
3*
**
0.
37
5*
**
0.
39
6*
**
5–
10
ye
ar
s
0.
46
0*
**
0.
47
3*
**
0.
46
6*
**
0.
48
4*
**
0.
52
0*
**
>
10
ye
ar
s
0.
61
5*
**
0.
63
0*
**
0.
62
6*
**
0.
64
4*
**
0.
68
3*
**
un
de
rr
ep
or
t
-0
.1
48
**
*
-0
.1
55
**
*
-0
.1
56
**
*
-0
.1
55
**
*
-0
.1
46
**
*
ov
er
re
po
rt
-0
.0
39
**
*
-0
.0
22
**
*
-0
.0
19
**
*
-0
.0
15
**
*
0.
09
4*
**
re
po
rt
m
is
s
-0
.1
38
**
*
-0
.1
48
**
*
-0
.1
55
**
*
-0
.1
66
**
*
-0
.1
63
**
*
in
te
rc
ep
t
3.
67
7*
**
3.
69
0*
**
3.
67
5*
**
3.
65
1*
**
3.
71
8*
**
σ
0.
33
6*
**
0.
34
5*
**
0.
35
1*
**
0.
35
7*
**
0.
33
9*
**
41
Table 21: Estimates for IP2b Rule-Based Improved Education Variable without interns,
working students and partly retired workers
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Table 22: Estimates for IP3 Rule-Based Improved Education Variable without interns,
working students and partly retired workers
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Table 23: Estimates for IP1 improved Education Variable via “EM by the method of
weights” without interns, working students and partly retired workers
19
99
20
00
20
01
20
02
20
03
fo
re
ig
n
0.
01
0*
**
0.
00
9*
**
0.
00
6*
**
0.
01
0*
**
0.
00
8*
**
fa
rm
er
-0
.1
88
**
*
-0
.2
02
**
*
-0
.2
14
**
*
-0
.2
12
**
*
-0
.1
33
**
*
se
rv
ic
e
w
or
ke
r
-0
.0
15
**
*
-0
.0
47
**
*
-0
.0
49
**
*
-0
.0
51
**
*
-0
.0
33
**
*
sa
le
s
w
or
ke
r
0.
27
4*
**
0.
27
4*
**
0.
27
5*
**
0.
28
4*
**
0.
28
5*
**
cl
er
ic
al
w
or
ke
r
0.
21
2*
**
0.
20
6*
**
0.
20
8*
**
0.
21
8*
**
0.
21
7*
**
ad
m
in
w
or
ke
r
0.
29
8*
**
0.
29
8*
**
0.
29
3*
**
0.
30
4*
**
0.
28
7*
**
ag
ri
cu
lt
ur
e
-0
.0
26
**
*
-0
.0
46
**
*
-0
.0
36
**
*
-0
.0
30
**
*
-0
.2
09
**
*
ba
si
c
in
du
st
ry
0.
00
3*
**
-0
.0
06
**
*
-0
.0
01
**
*
-0
.0
05
**
*
-0
.0
87
**
*
cl
ot
he
s,
pa
pe
r
&
pr
in
t
-0
.0
91
**
*
-0
.1
06
**
*
-0
.1
00
**
*
-0
.1
12
**
*
-0
.1
20
**
*
fo
od
in
du
st
ry
-0
.1
32
**
*
-0
.1
49
**
*
-0
.1
41
**
*
-0
.1
45
**
*
-0
.1
82
**
*
co
ns
tr
uc
ti
on
-0
.0
97
**
*
-0
.1
16
**
*
-0
.1
19
**
*
-0
.1
35
**
*
-0
.1
83
**
*
tr
ad
e
-0
.2
00
**
*
-0
.2
12
**
*
-0
.2
07
**
*
-0
.2
25
**
*
-0
.2
60
**
*
tr
an
sp
or
t
&
co
m
m
un
ic
at
io
n
-0
.1
48
**
*
-0
.1
60
**
*
-0
.1
52
**
*
-0
.1
72
**
*
-0
.2
16
**
*
bu
si
ne
ss
se
rv
ic
es
-0
.1
52
**
*
-0
.1
87
**
*
-0
.1
77
**
*
-0
.1
83
**
*
-0
.2
42
**
*
co
ns
um
er
se
rv
ic
es
-0
.3
11
**
*
-0
.3
43
**
*
-0
.3
43
**
*
-0
.3
55
**
*
-0
.4
46
**
*
ed
uc
at
io
n
-0
.1
22
**
*
-0
.1
49
**
*
-0
.1
41
**
*
-0
.1
57
**
*
-0
.2
02
**
*
pu
bl
ic
ad
m
in
is
tr
at
io
n
-0
.1
67
**
*
-0
.1
80
**
*
-0
.1
74
**
*
-0
.1
79
**
*
-0
.2
09
**
*
N
D
-0
.1
35
**
*
-0
.1
41
**
*
-0
.1
43
**
*
-0
.1
48
**
*
-0
.1
46
**
*
H
S
-0
.5
52
**
*
-0
.0
60
**
*
0.
17
8*
**
0.
24
1*
**
0.
26
4*
**
H
SV
T
0.
14
0*
**
0.
16
2*
**
0.
15
3*
**
0.
16
0*
**
0.
16
0*
**
T
C
0.
29
0*
**
0.
32
3*
**
0.
32
9*
**
0.
35
0*
**
0.
33
6*
**
U
D
0.
51
5*
**
0.
56
4*
**
0.
57
9*
**
0.
61
5*
**
0.
60
9*
**
ag
e
0.
30
1*
**
0.
29
4*
**
0.
29
6*
**
0.
31
0*
**
0.
29
8*
**
ag
e_
sq
-0
.0
30
**
*
-0
.0
30
**
*
-0
.0
31
**
*
-0
.0
32
**
*
-0
.0
30
**
*
3–
6
m
on
th
s
0.
16
6*
**
0.
32
9*
**
0.
23
8*
**
0.
29
5*
**
0.
19
9*
**
6–
12
m
on
th
s
0.
25
1*
**
0.
39
3*
**
0.
37
2*
**
0.
40
5*
**
0.
30
9*
**
12
–2
4
m
on
th
s
0.
29
4*
**
0.
46
6*
**
0.
42
4*
**
0.
48
3*
**
0.
40
9*
**
2–
5
ye
ar
s
0.
39
6*
**
0.
56
3*
**
0.
52
8*
**
0.
59
8*
**
0.
53
9*
**
5–
10
ye
ar
s
0.
54
3*
**
0.
70
7*
**
0.
66
9*
**
0.
73
7*
**
0.
69
8*
**
>
10
ye
ar
s
0.
67
9*
**
0.
84
5*
**
0.
81
1*
**
0.
88
2*
**
0.
84
9*
**
un
de
rr
ep
or
t
-0
.2
70
**
*
-0
.3
28
**
*
-0
.3
49
**
*
-0
.3
80
**
*
-0
.3
90
**
*
ov
er
re
po
rt
-1
.3
87
**
*
-1
.5
21
**
*
-1
.4
52
**
*
-1
.7
16
**
*
-1
.9
88
**
*
re
po
rt
m
is
s
-0
.2
73
**
*
-0
.3
79
**
*
-0
.3
98
**
*
-0
.4
49
**
*
-0
.4
71
**
*
in
te
rc
ep
t
3.
11
2*
**
2.
97
9*
**
3.
01
1*
**
2.
91
4*
**
3.
00
9*
**
σ
0.
35
2*
**
0.
38
6*
**
0.
38
4*
**
0.
39
1*
**
0.
37
0*
**
44
Table 24: Estimates for IP2 improved Education Variable via “EM by the method of
weights” without interns, working students and partly retired workers
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Table 25: Estimates for IP2B improved Education Variable via “EM by the method of
weights” without interns, working students and partly retired workers
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Table 26: Estimates for IP3 improved Education Variable via “EM by the method of
weights” without interns, working students and partly retired workers
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