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ha´ um luxo verdadeiro, o das relac¸o˜es humanas.
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Resumo
A presente Tese tem como objetivo investigar o efeito da desordem energe´tica
no processo de relaxac¸a˜o te´rmica (equil´ıbrio te´rmico) em materiais moleculares
desordenados onde o transporte de carga ocorre atrave´s do processo de hopping
ativado termicamente. O transporte de carga e´ modelado atrave´s de uma equac¸a˜o
mestra que, fundamentalmente, consiste em um sistema de equac¸o˜es diferenciais
lineares acopladas para as probabilidades de ocupac¸a˜o eletroˆnica dos orbitais mo-
leculares, cuja matriz estoca´stica de taxasW do sistema linear e´ responsa´vel pelos
aspectos dinaˆmicos e, portanto, do processo de relaxac¸a˜o te´rmica. Mostra-se que
o modelo de hopping, baseado em uma equac¸a˜o mestra, e´ equivalente ao modelo
de Anderson (em tempo imagina´rio) da Mate´ria Condensada, com a marcante
presenc¸a de correlac¸a˜o de curto alcance nos elementos diagonais, ausente no mo-
delo de Anderson original. O tempo caracter´ıstico para uma excitac¸a˜o inicial
(fora do equil´ıbrio) atingir o equil´ıbrio termodinaˆmico, o tempo de relaxac¸a˜o,
e´ determinado analiticamente em uma dimensa˜o para qualquer distribuic¸a˜o de
energia e para qualquer taxa de hopping entre primeiros vizinhos. Prova-se que
o autovetor associado ao autovalor de relaxac¸a˜o e´ espacialmente estendido, e isso
implica que o tempo de relaxac¸a˜o e´ universal, isto e´, independente da condic¸a˜o
inicial fora de equil´ıbrio. Expresso˜es expl´ıcitas para o tempo de relaxac¸a˜o sa˜o for-
necidas para as distribuic¸o˜es Gaussiana e exponencial e para as taxas de hopping
sime´trica e de Miller-Abrahams. O efeito da desordem energe´tica no espectro e
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nos autovetores da matriz estoca´stica de taxas, W, e´ investigado analiticamente
atrave´s de um ca´lculo perturbativo e tambe´m via diagonalizac¸a˜o nume´rica.
Palavras-chave: Tempo de Relaxac¸a˜o, Mecaˆnica Estat´ıstica Fora do Equil´ıbrio,
Localizac¸a˜o de Anderson
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Abstract
This Thesis aims to investigate the effect of energetic disorder on the relaxation
process (thermalization process) in disordered molecular materials where the
electronic transport happens through thermally activated hopping. The charge
transport is modeled by a master equation which, fundamentally, is a system of
coupled linear differential equations for the electronic occupation of molecular
orbitals, whose stochastic rate matrix of the linear system, W, determines all
dynamical processes and therefore the thermal relaxation. It is shown that the
hopping model, based on a master equation, is equivalent to an Anderson model
in imaginary time, with marked presence of short range correlations in the dia-
gonal elements, absent in the original Anderson model. The characteristic time
for an initial out-of-equilibrium excitation to reach the thermodynamic equili-
brium, the relaxation time, is determined analytically in one dimension for any
energetic distribution and for any hopping rate between nearest neighbors. It
has been shown that the eigenvector associated with the relaxation eigenvalue is
extended, and it implies that the relaxation time is universal, that is, it is in-
dependent of the initial out-of-equilibrium distribution. Explicit expressions for
the relaxation time are provided for the Gaussian and exponential distributions
and for the symmetric and Miller-Abrahams hopping rates. The effect of ener-
getic disorder on the spectrum and eigenvectors of the stochastic rate matrix,
W, is analytically investigated through a perturbative calculation and also via
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numerical diagonalization.
Keywords: Relaxation Time, Non-Equilibrium Statistical Mechanics, Ander-
son Localization
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1. Introduc¸a˜o
A presente Tese tem como objetivo investigar um aspecto fundamental do pro-
cesso de transporte de carga em sistemas eletroˆnicos desordenados onde o trans-
porte de carga ocorre atrave´s do processo de hopping ativado termicamente,
como por exemplo, sistemas moleculares desordenados, semicondutores amorfos
inorgaˆnicos, semicondutores orgaˆnicos, semicondutores dopados, etc. Todos esses
sistemas possuem algumas propriedades f´ısicas em comum. Para contemplar es-
sas propriedades f´ısicas, a presente Tese ira´ apoiar-se nas seguintes hipo´teses: (i)
todos os estados eletroˆnicos que participam do transporte de carga sa˜o localizados
e, (ii) a energia dos estados localizados sa˜o varia´veis aleato´rias independentes.
A questa˜o abordada diz respeito ao efeito da desordem energe´tica no processo
de relaxac¸a˜o te´rmica. A grandeza central que caracteriza esse processo, do ponto
de vista teo´rico, e´ o tempo de relaxac¸a˜o τrel, que e´ o tempo caracter´ıstico para
uma excitac¸a˜o inicial qualquer (fora do equil´ıbrio) atingir o estado de equil´ıbrio
termodinaˆmico. Esse trabalho pressupo˜e um sistema fechado e ergo´dico. Nestas
condic¸o˜es, de acordo com as leis gerais da mecaˆnica estat´ıstica fora do equil´ıbrio,
o estado de equil´ıbrio pode ser atingido atrave´s de qualquer estado inicial fora
do equil´ıbrio [1]. Do ponto de vista de aplicac¸o˜es tecnolo´gicas, o tempo de re-
laxac¸a˜o e´ fundamental, como por exemplo, na relaxac¸a˜o temporal em dispositivos
baseados na fotoluminesceˆncia [2, 3, 4].
Os objetivos desta Tese se concentram em aprofundar a compreensa˜o do efeito
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da desordem energe´tica no tempo de relaxac¸a˜o, promovendo uma discussa˜o an-
corada em previso˜es anal´ıticas ine´ditas e que foram confrontadas, por questo˜es
de completeza, com ana´lises nume´ricas em sistemas pequenos.
Para tratar das questo˜es espec´ıficas discutidas acima, adotou-se um modelo
de hopping gene´rico para modelar o transporte de carga no sistema molecular
desordenado. O termo gene´rico faz menc¸a˜o a dois aspectos principais, os quais
sa˜o: (i) a energia dos estados moleculares que participam do transporte de carga
e´ distribu´ıda de acordo com qualquer func¸a˜o de probabilidade descorrelacionada
p(ε) e (ii) a taxa de hopping entre estados moleculares localizados e´ uma func¸a˜o
qualquer da energia e da temperatura, mas deve respeitar, necessariamente, o
princ´ıpio do balanc¸o detalhado.
Nota-se que o famoso Modelo da Desordem Gaussiana [6] (Gaussian Disor-
der Model - GDM) comumente adotado para modelar o transporte de carga em
sistemas moleculares desordenados e´ um caso particular do modelo de hopping
gene´rico. O GDM consiste, na sua versa˜o mais simples, em uma equac¸a˜o mes-
tra para a probabilidade de ocupac¸a˜o dos orbitais moleculares localizados. Em
termos matema´ticos, a equac¸a˜o mestra se traduz num sistema de equac¸o˜es dife-
renciais lineares1 acopladas e que tem a ele associado uma matriz estoca´stica de
taxas. A diferenc¸a fundamental entre os dois modelos e´ que no GDM as ener-
gias dos estados localizados sa˜o varia´veis independentes distribu´ıdas segundo a
distribuic¸a˜o Gaussiana.
O modelo da desordem Gaussiana tem sido amplamente investigado, tanto do
ponto de vista teo´rico quanto experimental. O foco dessas investigac¸o˜es diz res-
peito aos efeitos da desordem energe´tica e da densidade de portadores nas propri-
edades de transporte. Alguns trabalhos focam-se em modelos na˜o espec´ıficos, ver
1Caso o princ´ıpio de exclusa˜o de Pauli na˜o seja imposto.
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por exemplo as refereˆncias [7, 8, 9], outros esta˜o voltados para modelos espec´ıficos
de alguns materiais, como nas refereˆncias [10, 11, 12]. O modelo reproduz, por
exemplo, as propriedades f´ısicas de semicondutores orgaˆnicos desordenados me-
didos experimentalmente, como por exemplo, a dependeˆncia da mobilidade com
a raiz quadrada do campo ele´trico µ(E) = µ0 exp(γ
√
E) (conhecida como de-
pendeˆncia de Poole-Frenkel), a dependeˆncia da mobilidade com a temperatura
µ0 = µ∞ exp(−T0/T )2 [13, 14] etc.
Um problema essencial que na˜o foi amplamente investigado no GDM e´ jus-
tamente o efeito da desordem energe´tica no processo de relaxac¸a˜o te´rmica, em
particular, o problema do tempo de relaxac¸a˜o. Para tratar desse ponto em par-
ticular, explorou-se uma conexa˜o entre o modelo de hopping gene´rico e o modelo
de localizac¸a˜o de Anderson em tempo imagina´rio.
O modelo de Anderson, formulado por P. W. Anderson em 1958 [15], e´ um
marco na F´ısica da Mate´ria Condensada de sistemas desordenados (para uma
revisa˜o ver [16, 17, 18, 19]). Esse trabalho pioneiro forneceu os fundamentos
teo´ricos essenciais para a compreensa˜o do efeito da desordem no transporte em
sistemas quaˆnticos desordenados, e rendeu o Preˆmio Nobel de F´ısica de 1977, que
foi compartilhado pelos F´ısicos P. W. Anderson, Sir Nevill F. Mott e John H.
van Vleck, “pelas suas investigac¸o˜es teo´ricas fundamentais acerca da estrutura
eletroˆnica de sistemas magne´ticos e desordenados” [20]. Fundamentalmente, o
modelo de Anderson descreve a evoluc¸a˜o quaˆntica de part´ıculas em uma rede cu-
jas energias sa˜o varia´veis estoca´sticas. O modelo se traduz, em termos f´ısicos, em
um Hamiltoniano tight-binding com acoplamento constante entre s´ıtios primeiros
vizinhos e termo energe´tico diagonal estoca´stico. O espectro e os autovetores do
Hamiltoniano de Anderson foram amplamente investigados apenas no in´ıcio da
de´cada de setenta, com vistas a compreender o impacto da desordem energe´tica
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na difusa˜o quaˆntica [21, 22, 23].
Como mencionado logo acima, o modelo de hopping tem associado a ele uma
matriz estoca´stica de taxas, que desempenha papel equivalente ao Hamiltoni-
ano na equac¸a˜o de Schro¨dinger [24] e, portanto, o espectro e os autovetores
desta matriz desempenham papel fundamental na relaxac¸a˜o te´rmica e na di-
fusa˜o. Mostrar-se-a´ que este modelo e´ equivalente ao modelo de Anderson em
tempo imagina´rio e com correlac¸a˜o energe´tica de curto alcance. A correlac¸a˜o
energe´tica entre os elementos diagonais e´ de extrema importaˆncia uma vez que
ela da´ origem a autovetores que permanecem estendidos para qualquer grau de
desordem [25, 26]. No artigo de Flores e Hilke [26] e´ apresentada uma ferra-
menta teo´rica para calcular a densidade de estados (density of states - DOS) e
o comprimento de localizac¸a˜o (localization length) pro´ximo a estados estendidos
em uma dimensa˜o espacial. O estado estendido, no caso do modelo de hopping,
e´ o estado de equil´ıbrio termodinaˆmico. Desta forma, aplicou-se a ferramenta
teo´rica de Flores e Hilke para calcular o autovalor da matriz estoca´stica de ta-
xas mais pro´ximo ao autovalor de equil´ıbrio. Este autovalor e´ o autovalor de
relaxac¸a˜o, a partir do qual foi poss´ıvel determinar analiticamente a dependeˆncia
do tempo de relaxac¸a˜o com a desordem e tambe´m mostrar a natureza estendida
do autovetor de relaxac¸a˜o. Estes resultados ine´ditos foram obtidos para qualquer
distribuic¸a˜o de energia (descorrelacionada) e taxa de hopping (mas sujeitas ao
balanc¸o detalhado) e constituem parte da contribuic¸a˜o original dada nesta Tese.
O problema do tempo de relaxac¸a˜o vem sendo estudado em diversos sistemas
atrave´s de ferramentas teo´ricas distintas das utilizadas nesta Tese. Em sistemas
de spins desordenados [27, 28], o problema do tempo de relaxac¸a˜o tambe´m foi
mapeado em um problema de localizac¸a˜o de Anderson, no entanto, esse mapea-
mento limitou-se na identificac¸a˜o do primeiro estado excitado do Hamiltoniano
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quaˆntico como sendo o autovalor de relaxac¸a˜o. Ale´m disso, este u´ltimo foi calcu-
lado apenas numericamente atrave´s do me´todo do gradiente conjugado (conjugate
gradient method). A conexa˜o entre o tempo de relaxac¸a˜o e a natureza estendida
dos autovetores pro´ximo ao estado de equil´ıbrio, assim como uma visa˜o geral do
espectro e dos autovetores da matriz estoca´stica de taxas na˜o foram abordados
nesses trabalhos. Uma outra abordagem ao problema e´ fornecida pela teoria de
matrizes aleato´rias (random matrix theory), como no estudo da relaxac¸a˜o te´rmica
em sistemas complexos [29], na termalizac¸a˜o em sistemas de vidros eletroˆnicos
(electron glassy systems) [30], para citar alguns trabalhos.
As expresso˜es anal´ıticas obtidas para τrel podem permitir uma comparac¸a˜o di-
reta desta quantidade fundamental relacionada ao processo de relaxac¸a˜o te´rmica
em sistemas desordenados. Expresso˜es expl´ıcitas para as distribuic¸o˜es Gaussiana
e exponencial, e para as taxas sime´trica e de Miller-Abrahams sera˜o fornecidas
para ilustrar os resultados.
Esta Tese esta´ dividida em cinco Cap´ıtulos. No primeiro Cap´ıtulo (Introduc¸a˜o)
sa˜o discutidos os objetivos centrais desta pesquisa, ale´m de uma breve revisa˜o
da literatura. No pro´ximo Cap´ıtulo (Difusa˜o e Localizac¸a˜o em Hamiltonianos
Quaˆnticos Desordenados), faz-se uma breve revisa˜o do modelo de Anderson para
a localizac¸a˜o dos estados eletroˆnicos e para a auseˆncia de difusa˜o em sistemas de-
sordenados. Ilustram-se tambe´m alguns resultados experimentais bem descritos
pelo modelo e um crite´rio nume´rico para a localizac¸a˜o dos estados eletroˆnicos. No
terceiro Cap´ıtulo (Modelo de Equac¸a˜o Mestra para o transporte de carga em sis-
temas moleculares desordenados), sa˜o apresentadas as caracter´ısticas essenciais
de uma equac¸a˜o mestra; como o balanc¸o detalhado para as taxas de transic¸a˜o, a
existeˆncia de um autovalor nulo para sistemas fechados, etc. No quarto Cap´ıtulo
(Resultados e Discussa˜o) e´ feita a ana´lise de um sistema D-dimensional de s´ıtios
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com condic¸o˜es perio´dicas de contorno. No caso 1D e´ poss´ıvel obter expresso˜es
anal´ıticas aproximadas para a densidade de estados, para o tempo de relaxac¸a˜o, e
para a extensa˜o espacial dos autovetores. Essas previso˜es sera˜o confrontadas com
simulac¸o˜es nume´ricas de sistemas pequenos. No quinto Cap´ıtulo (Concluso˜es e
Perspectivas Futuras) delineiam-se as Concluso˜es e Perspectivas futuras desta
Tese. O Apeˆndice reu´ne alguns ca´lculos que foram omitidos no texto princi-
pal para preservar a dinamicidade da leitura. Alguns resultados ine´ditos que
emergiram durante a pesquisa de doutorado foram publicados em [31].
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2. Difusa˜o e Localizac¸a˜o em Hamiltonianos
quaˆnticos desordenados
A teoria de P. Drude [32], uma aplicac¸a˜o da Teoria Cine´tica dos gases para
ele´trons em um metal, foi a primeira teoria f´ısica bem sucedida da condutividade
em metais apo´s a descoberta do ele´tron por J. J. Thomson em 1897, e sua fe-
nomenologia e´ ancorada nas Leis de Newton [5]. Segundo a visa˜o de Drude, o
transporte de carga eletroˆnico e´ consequeˆncia do movimento aleato´rio de ele´trons
livres1 e independentes2, que sa˜o espalhados pelos ı´ons (imo´veis) apenas durante
coliso˜es. A condutividade DC3, de acordo com Drude, e´ proporcional ao livre
caminho me´dio4, l, atrave´s da expressa˜o
σ = ne
2l
mv0
, (2.1)
onde n e´ a densidade de ele´trons de conduc¸a˜o do metal, v0 e´ a velocidade me´dia
dos ele´trons, e e´ a carga fundamental e m e´ a massa do ele´tron. A equac¸a˜o (2.1)
pode ser reescrita como σ = ne2τ/m, onde τ e´ o tempo entre coliso˜es sucessivas,
que para metais t´ıpicos (Au, Ag, Fe etc.) e´ da ordem de τ ∼ 10−14 − 10−15 s.
Na perspectiva do modelo de Drude, e´ natural estimar a velocidade me´dia dos
1A interac¸a˜o ele´tron-´ıon e´ desprezada.
2A interac¸a˜o ele´tron-ele´tron e´ desprezada.
3A campo ele´trico constante.
4Distaˆncia me´dia percorrida entre coliso˜es sucessivas.
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ele´trons de conduc¸a˜o atrave´s do Teorema da equipartic¸a˜o de energia, mv20/2 =
3kBT/2, onde kB e´ a constante de Boltzmann e T e´ a temperatura absoluta
do metal. Usando o valor conhecido da massa do ele´tron, encontra-se v0 da
ordem de 107 cm/s na temperatura ambiente e, portanto, um livre caminho
me´dio da ordem de 1 ate´ 10 A˚. Nota-se que essa estimativa para o livre caminho
me´dio e´ consistente com a hipo´tese de Drude de que os ele´trons sa˜o espalhados
apenas pelos ı´ons, cuja separac¸a˜o interatoˆmica t´ıpica a (paraˆmetro de rede),
cobre exatamente essa faixa de valores. Ocorre, que o livre caminho me´dio de
metais medido experimentalmente e´, pelo menos, duas ordens de grandeza maior
que o paraˆmetro de rede [5].
Com o advento da Teoria da Mecaˆnica Quaˆntica, a discrepaˆncia apontada
acima entre l (medido experimentalmente) e a separac¸a˜o interatoˆmica, a, foi sa-
tisfatoriamente compreendida com a teoria de bandas de F. Bloch [33]. O ele´tron
possui uma natureza ondulato´ria intr´ınseca, e e´ capaz de difratar em um cristal
ideal. Segundo a teoria de bandas, a resistividade (o inverso da condutividade)
e´ atribu´ıda a ele´trons que sa˜o espalhados por impurezas do cristal. Nesse sen-
tido, a teoria de Drude pode ser adotada, de forma picto´rica, com a demanda
de que os ele´trons, no seu movimento aleato´rio, sa˜o espalhados pelas impurezas
do cristal. Dessa forma, quanto maior o n´ıvel de impurezas (ou ainda, n´ıvel de
desordem), menor o livre caminho me´dio dos ele´trons e menor a condutividade
ele´trica. A quebra desse mecanismo ocorre quando a concentrac¸a˜o de impurezas
supera um determinado valor cr´ıtico (ou n´ıvel de desordem cr´ıtico). O espalha-
mento produzido pelas impurezas e imperfeic¸o˜es do cristal impede o movimento
dos ele´trons, causando o anulamento da difusa˜o e da condutividade ele´trica. A
teoria de bandas falhou ao explicar esse fenoˆmeno e foi necessa´rio um tratamento
adequado de mecaˆnica quaˆntica para descreveˆ-lo.
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O modelo f´ısico que desvendou o mecanismo por tra´s do efeito descrito logo
acima e´ atribu´ıdo ao F´ısico Americano Philip W. Anderson que, em meados de
1956, confrontou-se com experimentos de relaxac¸a˜o de spin em semicondutores
dopados (Si com alto grau de pureza dopado com P, As etc.) do grupo liderado
por George Feher. Os experimentos, realizados em baixas temperaturas (tempe-
ratura de He´lio l´ıquido), indicavam dois pontos cruciais quando a concentrac¸a˜o
de impurezas era alta (∼ 1017 cm−3) [20]: (i) um anormalmente longo tempo de
relaxac¸a˜o (a orientac¸a˜o dos spins era mantida por 10− 100 s, em contraste com
a previsa˜o teo´rica de 1− 10−6 s) e (ii) auseˆncia de difusa˜o dos spins.
Inspirado pela nova f´ısica que os experimentos indicavam, Anderson construiu
um modelo simples mas que continha os aspectos essenciais. Veja a seguir um
trecho retirado da sua Nobel lecture (em l´ıngua Inglesa) [20]:
The art of model-building is the exclusion of real but irrele-
vant parts of the problem [...] Very often such a simplified
model throws more light on the real workings of nature than
any number of “ab initio” calculations of individual situati-
ons, which even where correct often contain so much detail
as to conceal rather than reveal reality. It can be a disad-
vantage rather than an advantage to be able to compute or
to measure too accurately, since often what one measures or
computes is irrelevant in terms of mechanism. After all, the
perfect computation simply reproduces Nature, does not ex-
plain her.
Modelo de Anderson
O modelo original proposto por Anderson em 1958 [15] trata do transporte de
part´ıculas na˜o interagentes em sistemas desordenados no zero absoluto de tem-
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peratura. O transporte, de origem quaˆntica, e´ modelado atrave´s do mecanismo
de hopping, no qual part´ıculas (spins, ele´trons etc.) sofrem transic¸o˜es entre pares
de s´ıtios da rede. O modelo baseia-se no Hamiltoniano tight-binding desordenado
Hij =
J se i 6= j,ui se i = j, (2.2)
onde ui e´ a energia do s´ıtio i, e J e´ a integral de transfereˆncia entre pares de
s´ıtios primeiros vizinhos. O material desordenado e´ descrito como uma rede de
s´ıtios (ordenada ou desordenada) em D-dimenso˜es e com um estado eletroˆnico
por s´ıtio. Os s´ıtios podem representar, por exemplo, os orbitais atoˆmicos do
material desordenado (ver Figura 2.1).
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Figura 2.1.: Representac¸a˜o picto´rica do transporte via hopping em um sis-
tema desordenado bidimensional na visa˜o do modelo de Anderson.
O ele´tron pode tunelar entre barreiras de potencial (com energia
aleato´ria) entre s´ıtios primeiros vizinhos (flecha vermelha). A ex-
tensa˜o espacial (localizada) das func¸o˜es de onda e´ ilustrada logo
abaixo das barreiras de potencial, nos c´ırculos em cor cinza. Nesse
exemplo a extensa˜o espacial das func¸o˜es de onda e´ a mesma para
todos os s´ıtios. A integral de transfereˆncia (termo de hopping ou
tunelamento) nesse caso e´ constante, ou seja, Jij = J . Fonte: Ad
Lagendijk et. al. [17].
O ingrediente fundamental do modelo e´ a inclusa˜o de desordem que pode estar
atrelada a diversos fatores dependendo do sistema particular. No modelo original
de Anderson, a desordem se manifesta na aleatoriedade da energia dos s´ıtios, que
sa˜o varia´veis estoca´sticas independentes e distribu´ıdas de acordo com a func¸a˜o
de distribuic¸a˜o uniforme de largura W , ou seja, ui ∈ [−W/2,W/2].
A equac¸a˜o de movimento no modelo de Anderson para a func¸a˜o de onda e´ a
equac¸a˜o de Schro¨dinger (|ψ(t)〉 =∑
i
ci(t)|i〉)
i~dci(t)
dt
= uici(t) + J
∑
j 6=i
cj(t), (2.3)
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onde a soma e´ realizada sobre os primeiros vizinhos do s´ıtio i. No caso de um
sistema ordenado, W = 0, todas as energias sa˜o iguais, e a soluc¸a˜o da equac¸a˜o
acima produz uma banda cont´ınua de estados estendidos (propagantes) de Bloch,
de largura B = 2zJ (z e´ o nu´mero de primeiros vizinhos da rede). No caso
desordenado, W 6= 0, aos inve´s de resolver diretamente a equac¸a˜o de movimento,
Eq. (2.3), e´ comum reformular o problema matema´tico atrave´s de func¸o˜es de
Green, cujo uso e´ bastante frequente em F´ısica da Mate´ria Condensada [34]. O
objeto central e´ o operador resolvente, definido atrave´s da expressa˜o [34]
G(E) = 1
E − H . (2.4)
Inserindo a relac¸a˜o de completeza,
∑
α
|ϕα〉〈ϕα| = 1, da base formada pelos
autoestados do Hamiltoniano na expressa˜o acima produz (use ϕα(i) = 〈i|ϕα〉)
Gij(E) =
∑
α
ϕα(i)
1
E − Eαϕ
∗
α(j), (2.5)
onde ϕα e Eα sa˜o os autoestados e autovalores exatos do Hamiltoniano (2.2).
No limite de pequena desordem, W  J , os estados eletroˆnicos ϕα podem ser
obtidos via teoria de perturbac¸a˜o, cujo resultado sa˜o estados de Bloch levemente
perturbados que mante´m a natureza estendida, ϕα(i) ∼ 1/
√
N , e portanto con-
tribuem para o transporte [17]. No limite oposto de alta desordem, W  J ,
Anderson aplicou teoria de perturbac¸a˜o como no caso precedente e o tratamento
matema´tico e´ mais complexo. O resultado fundamental do artigo original [15]
e´ de que o aumento da desordem elimina gradualmente a presenc¸a de estados
estendidos de Bloch, que por sua vez tornam-se exponencialmente localizados a
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partir de uma posic¸a˜o r0 do espac¸o,
|ϕα(r)| ∼ exp(−|r − r0|/ξα), (r →∞), (2.6)
onde ξα e´ o comprimento de localizac¸a˜o (localization length), e esta´ relacionado
com a extensa˜o espacial t´ıpica do autoestado.
Figura 2.2.: Evoluc¸a˜o temporal da func¸a˜o de onda, Eq. (2.3), de um estado inicial
localizado para um sistema 2D, de acordo com o Hamiltoniano (2.2)
e para diversos n´ıveis de desordem da distribuic¸a˜o uniforme. As
treˆs escalas de cores correspondem a |ψ(r)| > 0.0005 (cinza claro),
|ψ(r)| > 0.0010 (cinza escuro) e |ψ(r)| > 0.0050 (preto). As imagens
correspondem aos instantes t = 100, 500 e 900 (de cima para baixo)
em unidades de ~/J com J = 1. A rede quadrada possui N =
512×512 s´ıtios. Nesse exemplo, para pequenos valores de desordem,
W = 2, a func¸a˜o de onda se difunde no espac¸o e 〈r2〉 = 2Dt, onde
D e´ o coeficiente de difusa˜o. Para W = 6 todos os autoestados
do Hamiltoniano de Anderson sa˜o localizados e a difusa˜o e´ nula.
Percebe-se que o ele´tron permanece localizado numa pequena porc¸a˜o
do espac¸o no limite termodinaˆmico (N →∞). Fonte: P. Markos˘ [35].
A Figura 2.2 ilustra a evoluc¸a˜o temporal do mo´dulo de ψ(r, t), para diferentes
n´ıveis de desordem W em um sistema 2D com J = 1. Para todos os casos
considerados, o estado inicial, ψ(r, 0) = δ(r − r0), e´ localizado sobre um u´nico
s´ıtio no centro da rede quadrada, e a equac¸a˜o dinaˆmica para ψ(r, t), Eq. (2.3), e´
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calculada numericamente. Para pequenos valores da desordem energe´tica (W =
2) a func¸a˜o de onda se difunde no espac¸o e 〈r2〉 = 2Dt, onde D e´ o coeficiente
de difusa˜o e 〈r2(t)〉 =  d2rψ∗(r, t)r2ψ(r, t). Para altos valores da desordem
energe´tica (W = 6) todos os autoestados do Hamiltoniano (2.2) sa˜o localizados.
A probabilidade de encontrar o ele´tron no s´ıtio de origem, segundo Anderson, e´
finita para tempos longos, limt→∞

d2r|ψ∗(r, 0)ψ(r, t)|2 = finita, e isto implica
que a difusa˜o e a condutividade se anulam na temperatura T = 0 K.
Densidade de Estados
O efeito de localizac¸a˜o de Anderson possui uma forte dependeˆncia com a di-
mensa˜o espacial, como aponta a Teoria de Escala da Localizac¸a˜o (Scaling Theory
of Localization) [36]. Em 1D e 2D todos os autoestados do Hamiltoniano (2.2)
sa˜o localizados independentemente do n´ıvel de desordem, e a difusa˜o, assim como
a condutividade, se anulam no limite termodinaˆmico (N → ∞). Em 3D ocorre
uma transic¸a˜o de fase quaˆntica, conhecida por transic¸a˜o metal-isolante de An-
derson, e a densidade de estados passa a conter estados estendidos e localizados.
A densidade de estados normalizada do operador Hamiltoniano, Eq. (2.2),
definida pela expressa˜o usual g(E) = (1/N)
∑
α
δ(E − Eα), pode ser obtida a
partir do operador resolvente, Eq. (2.4), de acordo com a seguinte expressa˜o [34]
g(E) = lim
→0
1
piN
ImTr
〈 1
E − i− H
〉
, (2.7)
onde 〈· · · 〉 e´ uma me´dia sobre a distribuic¸a˜o de energia dos s´ıtios. A densidade de
estados do modelo de Anderson, Eq. (2.7), foi investigada somente alguns anos
apo´s a publicac¸a˜o do artigo de 1958 que, durante os 10 anos seguintes foi citado
apenas 30 vezes [17]. Na atualidade esse nu´mero excede 6.000 citac¸o˜es. O efeito
da desordem na densidade de estados e´ o de produzir estados localizados na borda
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Figura 2.3.: Densidade de estados, g(E), calculada numericamente para o mo-
delo de Anderson com distribuic¸a˜o uniforme para um sistema 3D
(imagem da esquerda) e para um sistema 2D (imagem da direita).
No caso ordenado, W = 0, todos os estados sa˜o estendidos ao longo
da banda de largura 2zJ (regia˜o cinza). O aumento da desordem
(i) alarga a banda e (ii) produz estados localizados que emergem
inicialmente nas extremidades da densidade de estados. Os c´ırculos
correspondem a` posic¸a˜o da borda de mobilidade para os respectivos
valores de W . Os estados sa˜o localizados para |E| > |Ec| e esten-
didos para |E| < |Ec|. Acima de um determinado valor cr´ıtico, Wc,
todos os estados sa˜o localizados (exatamente quando Ec coincide
com o centro da banda) e na˜o existem estados propagantes. Em 2D
todos os estados sa˜o localizados para qualquer n´ıvel de desordem.
Percebe-se que a densidade de estados e´ sime´trica g(E) = g(−E)
(um comportamento t´ıpico de Hamiltonianos tight-binding). Fonte:
P. Markos˘ [35].
da banda (em 3D), enquanto que os estados no centro da banda permanecem
estendidos, ϕα(i) ∼ 1/
√
N [21, 22, 23, 37, 38, 39]. No entanto, a` medida que
a raza˜o W/J aumenta, a porc¸a˜o da banda com estados estendidos e´ substitu´ıda
por estados localizados. Quando a raza˜o W/J atinge o valor cr´ıtico, a banda
passa a conter apenas estados localizados. Uma ilustrac¸a˜o desse efeito pode ser
vista nas Figuras 2.3 e 2.4.
Partindo do princ´ıpio de que estados localizados e estendidos na˜o podem co-
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Figura 2.4.: Imagem da esquerda: Densidade de estados, g(E), calculada nu-
mericamente para o modelo de Anderson em 3D para a distribuic¸a˜o
Gaussiana. No caso ordenado, W = 0, todos os estados sa˜o esten-
didos ao longo da banda de largura 12J (regia˜o cinza). Imagem da
direita: Ilustrac¸a˜o esquema´tica do diagrama de fases Metal-Isolante
do modelo de Anderson em 3D para a distribuic¸a˜o Gaussiana. A
linha preta corresponde a linha cr´ıtica Ec que separa estados loca-
lizados (na˜o propagantes) de estados estendidos (estados propagan-
tes). Quando a energia de Fermi esta´ dentro da regia˜o cinza, ou seja,
−Ec < EF < Ec, o sistema e´ meta´lico (condutividade finita a T = 0
K), caso contra´rio, tem-se um isolante (condutividade nula a T = 0
K). No modelo de Anderson e´ poss´ıvel encontrar estados estendidos
com W 6= 0 para valores de E fora da banda do caso ordenado (que
se estende de −6 a 6 na figura), como e´ o caso das energias Ec1 e
Ec2. Fonte: P. Markos˘ [35].
existir para um mesmo valor de energia5, Mott argumentou que deveria haver
uma energia separando as porc¸o˜es da banda com estados localizados daquelas
com estados estendidos [38]. A essa energia ele atribuiu o nome de borda de
mobilidade (mobility edge) Ec. As propriedades de transporte do material desor-
denado esta˜o sujeitas a` posic¸a˜o da energia de Fermi, EF , com relac¸a˜o a` borda de
mobilidade Ec [38, 40, 41, 42, 43].
5Esse fato esta´ relacionado com a convergeˆncia da se´rie da auto-energia (self-energy) do
trabalho de Anderson, que fornece um crite´rio objetivo de localizac¸a˜o dos estados. Quando
a se´rie da auto-energia e´ convergente, em um determinado intervalo de energia, os estados
sa˜o localizados, enquanto que se a se´rie e´ divergente os estados sa˜o estendidos [20].
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Considere ele´trons na banda de conduc¸a˜o. Quando a energia de Fermi EF
esta´ dentro da faixa de estados localizados, o sistema comporta-se como um
isolante (ele´trons nesses estados possuem condutividade DC nula a T = 0 K). Em
contrapartida, se a energia de Fermi estiver dentro da regia˜o de estados estendidos
da banda de conduc¸a˜o, o sistema comporta-se como um metal (ele´trons nesses
estados possuem condutividade DC finita a T = 0 K).
Para temperaturas finitas, Mott estabeleceu que a conduc¸a˜o eletroˆnica na
regia˜o localizada da densidade de estados seria atrave´s do mecanismo de hop-
ping ativado termicamente. Nesse mecanismo, o ele´tron sofre uma transic¸a˜o
(salto) de um estado localizado para outro com a mediac¸a˜o de um foˆnon da rede.
A taxa de hopping depende exponencialmente da diferenc¸a de energia entre os
estados localizados que participam da transic¸a˜o, da distaˆncia entre os estados, e
da temperatura do sistema. As infereˆncias discutidas acima sobre o mecanismo
de hopping e a condutividade foram verificadas experimentalmente em uma se´rie
de trabalhos. A Figura 2.5 exibe uma medida experimental da resistividade
ρ (o inverso da condutividade σ) em func¸a˜o de 1/T para o semicondutor do-
pado tipo n (Germaˆnio). O Germaˆnio foi dopado com dois tipos de impurezas:
impureza majorita´ria (a´tomo doador de ele´trons: Antimoˆnio - Sb) e impureza
minorita´ria (a´tomo aceitador de ele´trons: Ga´lio - Ga). Esse exemplo mostra que
ha´ uma distinta mudanc¸a no mecanismo de transporte devido a` variac¸a˜o da tem-
peratura. O paraˆmetro k que aparece no gra´fico e´ a constante de compensac¸a˜o
(compensation), que e´ a raza˜o entre a concentrac¸a˜o da impureza minorita´ria e a
concentrac¸a˜o da impureza majorita´ria.
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Figura 2.5.: Gra´fico da resistividade ρ contra 1/T para Germaˆnio dopado com
impurezas do tipo doador e aceitador. A concentrac¸a˜o de a´tomos
doadores por cm3 e´ fixa (∼ 1, 7×1017) e a concentrac¸a˜o de aceitado-
res varia, como pode ser visto atrave´s da constante k. Um aumento
de k desloca o n´ıvel de Fermi para a regia˜o de estados localizados da
banda de conduc¸a˜o do Ge que, devido a` desordem introduzida pelas
impurezas, tem as caracter´ısticas da banda mostrada na Fig. 2.3.
Para k = 0, 83 a condutividade tende exponencialmente a zero com
a diminuic¸a˜o da temperatura (um comportamento t´ıpico de condu-
tividade por hopping entre estados localizados). Para k = 0.08 a
resistividade e´ constante quando a temperatura se aproxima do zero
absoluto. Este e´ um comportamento t´ıpico de metais. Fonte: N. F.
Mott [44].
O papel fundamental da constante k e´ o de deslocar o n´ıvel de Fermi para
dentro da banda de conduc¸a˜o [41, 44] do Ge que, devido a`s impurezas introdu-
zidas, tem as caracter´ısticas da banda mostrada na Figura 2.3. Essencialmente,
um valor de k pequeno tem a energia de Fermi dentro da banda (na regia˜o dos
estados estendidos) e resistividade pequena; um valor de k grande tem a energia
de Fermi na borda da banda (na regia˜o dos estados localizados) e resistividade
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grande, ale´m disso, a condutividade em baixas temperaturas (para k grande) e´
ativada termicamente (regime linear das curvas).
Caracterizac¸a˜o Nume´rica da Localizac¸a˜o
A extensa˜o espacial dos autoestados no modelo de Anderson pode ser caracteri-
zada numericamente atrave´s do IPR [45, 46] (Inverse Participation Ratio)
IPR(Eα) =
∑N
i=1 |ϕα(i)|4
(
∑N
i=1 |ϕα(i)|2)2
, (2.8)
onde ϕα(i) e´ a i-e´sima componente do autoestado associado ao autovalor Eα. Se
um estado e´ estendido sobre um conjunto de n s´ıtios, IPR ∼ 1/n (usando que
ϕα(i) ∼ 1/√n). No caso de estados localizados o IPR e´ pro´ximo de 1 e informa
sobre o nu´mero de s´ıtios onde o estado se estende. No caso de estados estendidos
n = N , o nu´mero total de s´ıtios, e portanto IPR = 0 no limite termodinaˆmico.
A Figura 2.6 ilustra o IPR dos autoestados do modelo de Anderson em 3D para
a distribuic¸a˜o Gaussiana de energia. Nas bordas do espectro os autoestados
sa˜o localizados (IPR ∼ 1), enquanto que no centro do espectro os estados sa˜o
extendidos (IPR ∼ 1/N , onde N = 163).
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Figura 2.6.: IPR em func¸a˜o da energia para o modelo de Anderson em 3D com
N = 163 s´ıtios. Distribuic¸a˜o Gaussiana de energia com W = 2. A
regia˜o cinza situa os estados estendidos (propagantes) |E| < |Ec| =
6.58. Percebe-se o efeito da localizac¸a˜o sobre o IPR dos autovetores
nas bordas do espectro. Fonte: P. Markos˘ [35].
O IPR e´ uma ferramenta muito utilizada na caracterizac¸a˜o nume´rica da lo-
calizac¸a˜o dos autovetores, com aplicac¸o˜es em diversas a´reas, como em F´ısica de
Part´ıculas [47], F´ısica do Estado So´lido [48, 49, 50], etc.
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3. Modelo de Equac¸a˜o Mestra para o transporte
de carga em sistemas moleculares
desordenados
Nesse Cap´ıtulo sera´ apresentado um modelo de rede para o transporte de carga
em um sistema molecular desordenado. O modelo baseia-se em uma Equac¸a˜o
Mestra, que se aplica a` descric¸a˜o do transporte de carga atrave´s do mecanismo
de hopping ativado termicamente. A desordem energe´tica e´ inclu´ıda a partir de
uma func¸a˜o de distribuic¸a˜o descorrelacionada. A taxa de hopping entre estados
moleculares localizados e´ uma func¸a˜o da energia1 e da temperatura e pode as-
sumir qualquer forma (mas deve respeitar o princ´ıpio do balanc¸o detalhado). A
desordem morfolo´gica e a correlac¸a˜o energe´tica entre estados localizados na˜o sa˜o
levadas em conta nesta Tese.
A Equac¸a˜o Mestra
A difusa˜o em ummaterial desordenado e´ um processo que ocorre fora do equil´ıbrio
termodinaˆmico. Os portadores de carga movem-se pelo material atrave´s de
transic¸o˜es ativadas termicamente (hopping) entre estados eletroˆnicos localiza-
dos. Essas transic¸o˜es teˆm taxas associadas que sa˜o func¸a˜o da energia dos estados
eletroˆnicos envolvidos, da separac¸a˜o espacial desses estados e da temperatura.
1Na auseˆncia de desordem morfolo´gica.
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Na Mecaˆnica Estat´ıstica fora do equil´ıbrio a evoluc¸a˜o temporal de processos
fora do equil´ıbrio pode ser descrita atrave´s de equac¸o˜es mestras [1, 51, 52]. Uma
equac¸a˜o mestra e´ um sistema de equac¸o˜es diferenciais ordina´rias acopladas, que
descrevem a evoluc¸a˜o temporal das probabilidades de ocupac¸a˜o dos microestados
do sistema. A equac¸a˜o mestra, na sua versa˜o discreta, e´ escrita na seguinte forma
dPi(t)
dt
=
∑
j 6=i
{wj→iPj(t)− wi→jPi(t)}, (3.1)
onde Pi(t) e´ a probabilidade de ocupac¸a˜o do microestado i no instante de tempo
t, e wj→i e´ a taxa de transic¸a˜o do microestado j para o microestado i. O primeiro
termo apo´s o sinal da igualdade na equac¸a˜o (3.1) reflete o ganho de probabilidade
devido a`s transic¸o˜es dos outros microestados para o microestado i e, o segundo
termo e´ a perda de probabilidade devido a`s transic¸o˜es do microestado i para
outros microestados.
As taxas de transic¸a˜o w sa˜o oriundas de processos microsco´picos e sa˜o ca-
racter´ısticas intr´ınsecas de cada sistema. A restric¸a˜o imposta sobre elas nesse
trabalho e´ de que obedec¸am ao princ´ıpio do balanc¸o detalhado, que faz com que
wj→i na˜o seja independente de wi→j . No equil´ıbrio termodinaˆmico na˜o existe
fluxo l´ıquido de probabilidade entre dois estados quaisquer. Para que isso ocorra
a relac¸a˜o abaixo deve ser satisfeita
wj→iP
eq
j = wi→jP
eq
i , (3.2)
onde P eq e´ a distribuic¸a˜o de equil´ıbrio. A distribuic¸a˜o de equil´ıbrio para porta-
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dores de carga e´ a distribuic¸a˜o de Boltzmann2:
P eql = exp
[ (µ− εl)
kBT
]
, (3.3)
onde εl e´ a a energia associada ao microestado l e µ e´ o potencial qu´ımico. Segue,
portanto, das relac¸o˜es (3.2) e (3.3) que as taxas de hopping obedecem a expressa˜o
wj→i = wi→j exp
[εj − εi
kBT
]
. (3.4)
Uma vez conhecidas as probabilidades Pi(t), e´ poss´ıvel calcular a evoluc¸a˜o tem-
poral de me´dias de grandezas dinaˆmicas, f(t), atrave´s de
〈f(t)〉 =
∑
i
Pi(t)fi∑
i
Pi(t)
, (3.5)
onde a soma i se estende sobre todos os microestados do sistema. A equac¸a˜o
(3.1) pode ser reescrita do seguinte modo
dPi(t)
dt
=
N∑
j=1
WijPj(t), (3.6)
onde N e´ o nu´mero total de estados e W e´ a matriz das taxas de transic¸a˜o.
A partir da Eq. (3.6) e´ simples mostrar a conservac¸a˜o das probabilidades dos
microestados, isto e´,
∑
i
Pi(t) = const. A matriz estoca´sticaW, de ordem N×N ,
2Caso o princ´ıpio de exclusa˜o de Pauli na˜o seja imposto, caso contra´rio, deve-se utilizar a
distribuic¸a˜o de Fermi e a equac¸a˜o mestra (3.1) deve ser modificada.
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conte´m as taxas de transic¸a˜o entre os s´ıtios e e´ definida como
Wij =
wj→i se i 6= j,−∑
k 6=i wi→k se i = j.
(3.7)
A soluc¸a˜o formal da Eq. (3.6) e´ obtida por simples integrac¸a˜o e se escreve, na
notac¸a˜o vetorial, do seguinte modo
P(t) = exp(Wt) ·P(0), (3.8)
onde P(0) e´ um vetor de estado inicial arbitra´rio.
As equac¸o˜es (3.6) e (3.8) evidenciam os autovalores e autovetores de W como
pec¸as chaves do problema. Devido ao fato de W na˜o ser sime´trico, seus auto-
vetores a esquerda e a direita na˜o sa˜o o transposto conjugado um do outro. Os
autovetores a direita e a esquerda sa˜o definidos, respectivamente, atrave´s das
equac¸o˜es
W · zRλ = λ zRλ , (3.9)
zLλ ·W = λ zLλ , (3.10)
onde zRλ e´ o autovetor a direita (um vetor coluna), zLλ e´ o autovetor a esquerda
(um vetor linha) e λ e´ o autovalor correspondente. Os autovetores de W formam
um conjunto completo e podem ser normalizados de modo a satisfazer:
zLλ′ · zRλ = δλλ′ (3.11)
e ∑
λ
zRλ zLλ = IN×N , (3.12)
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onde IN×N e´ a matriz identidade (de ordem N). A Eq. (3.11) e´ a condic¸a˜o de
ortonormalidade, e a Eq. (3.12) e´ a condic¸a˜o de completeza da base formada
pelos autovetores de W. As equac¸o˜es (3.11) e (3.12) foram escritas como se os
autovalores fossem na˜o degenerados, mas a teoria a ser desenvolvida na˜o depende
dessa hipo´tese. A evoluc¸a˜o temporal do vetor de estado (3.8) e´, portanto,
P(t) =
∑
λ
eλt zRλ [zLλ ·P(0)]. (3.13)
As observac¸o˜es pertinentes aos autovalores de W sa˜o (supondo que as taxas de
transic¸a˜o da matriz W respeitem o balanc¸o detalhado) [51]:
1. todos os autovalores sa˜o reais;
2. quando o sistema e´ fechado3 (caso discutido nessa Tese), W tem pelo me-
nos um autovalor nulo com autovetor zRλ correspondendo a` distribuic¸a˜o de
Boltzmann e zLλ ao vetor com todas as entradas iguais a um. Os demais
autovalores sa˜o todos negativos. Se o sistema for ergo´dico (se qualquer s´ıtio
puder ser atingido a partir de qualquer outro s´ıtio em um nu´mero finito de
transic¸o˜es) o estado de autovalor nulo e´ u´nico, ou seja;
(zLeq)i = 1, (zReq)i =
e−εi/kBT
Z
, (3.14)
onde Z =
∑
i
exp(−εi/kBT ) e´ a func¸a˜o de partic¸a˜o.
3. quando o sistema e´ aberto, todos os autovalores sa˜o negativos. Qualquer
condic¸a˜o inicial converge, para t→∞, para o vetor nulo P(t→∞) = 0;
3Em um sistema fechado as transic¸o˜es ocorrem entre estados internos a` fronteira que de-
termina o sistema (transic¸o˜es internas), enquanto que em um sistema aberto, ale´m das
transic¸o˜es internas, pode haver tambe´m transic¸o˜es envolvendo estados que na˜o pertencem
ao sistema. Portanto, em um sistema fechado e ergo´dico qualquer estado inicial P(0)
converge a longos tempos para Peq.
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4. o autovalor negativo mais pro´ximo do autovalor de equil´ıbrio, λeq = 0,
aponta a escala de tempo com que o estado inicial ira´ atingir o estado
de equil´ıbrio termodinaˆmico. Este autovalor recebe o nome especial de
autovalor de relaxac¸a˜o, λrel.
Equac¸o˜es mestras teˆm sido aplicadas para modelar matematicamente uma va-
riedade de sistemas f´ısicos, qu´ımicos e biolo´gicos fora de equil´ıbrio, veja por
exemplo [1, 51, 52] para aplicac¸o˜es relacionadas a` dinaˆmica de reac¸o˜es qu´ımicas,
transporte de carga, dinaˆmica de populac¸o˜es etc.
O Modelo de Hopping Gene´rico
No caso de transporte em sistemas moleculares desordenados, os microestados
sa˜o orbitais moleculares (ou s´ıtios) localizados nas mole´culas individuais. Dessa
maneira Pi(t) e´ a probabilidade de ocupac¸a˜o eletroˆnica do orbital (s´ıtio) i no
instante t. O sistema consiste em uma uma rede cu´bica de s´ıtios4 com paraˆmetro
de rede a e contendo N = NxNyNz s´ıtios. A Figura 3.1 ilustra de forma es-
quema´tica um sistema molecular desordenado. Nessa ilustrac¸a˜o, o portador de
carga (por exemplo, ele´tron ou buraco) sofre uma transic¸a˜o (salto) de um s´ıtio
com energia εi para um s´ıtio primeiro vizinho com energia εj . O peso estat´ıstico
da transic¸a˜o e´ dado pela taxa de hopping wi→j , que e´ func¸a˜o apenas da diferenc¸a
de energia entre os orbitais e da temperatura.
O modelo adotado nesta Tese para descrever o transporte no sistema desor-
denado e´ uma generalizac¸a˜o do Modelo da Desordem Gaussiana (GDM) [6, 7,
53, 54]. O GDM, na sua versa˜o mais simples, associa uma distribuic¸a˜o Gaus-
siana descorrelacionada aos orbitais LUMO5 (orbital molecular desocupado de
4Ou rede quadrada no caso 2D ou uma rede linear no caso 1D.
5Lowest unoccupied molecular orbital.
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menor energia) e HOMO6 (orbital molecular ocupado de maior energia) nos quais
o transporte de ele´trons e buracos ocorre respectivamente. No entanto, a pre-
sente Tese na˜o se restringe a uma forma espec´ıfica para a distribuic¸a˜o de energia
dos s´ıtios e assume apenas que seus elementos sa˜o descorrelacionados. Para fins
de apresentac¸a˜o, optou-se em ilustrar os resultados gerais obtidos (ver pro´ximo
cap´ıtulo) com as seguintes distribuic¸o˜es:
1. No contexto de semicondutores orgaˆnicos desordenados a distribuic¸a˜o Gaus-
siana e´ comumente adotada [6, 7, 55]
p(ε) = 1√
2piσ2
exp(−ε2/2σ2), (3.15)
onde a variaˆncia, σ, e´ o paraˆmetro que caracteriza o n´ıvel de desordem.
2. No contexto de semicondutores inorgaˆnicos amorfos (por exemplo, Sil´ıcio)
a distribuic¸a˜o exponencial e´ mais adequada [55, 56]
p(ε) = 1
ε0
exp(ε/ε0), (ε < 0), (3.16)
onde ε0 e´ o paraˆmetro que caracteriza o n´ıvel de desordem. A expressa˜o
(3.16) na˜o leva em conta estados estendidos acima da borda de mobilidade
(ε ≥ 0).
A taxa de hopping tem sua origem em processos microsco´picos, e sua forma
depende do sistema molecular espec´ıfico que se deseja modelar. No caso particu-
lar de auseˆncia de desordem morfolo´gica, a taxa de hopping e´ tipicamente uma
func¸a˜o da diferenc¸a de energia entre os orbitais localizados e da temperatura,
6Highest occupied molecular orbital.
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como e´ o caso da taxa sime´trica,
wi→j = w0 exp[(εi − εj)/2kBT ], (3.17)
ou ainda da taxa de Miller-Abrahams [57],
wi→j = w0min{1, exp[−(εj − εi)/kBT ]}, (3.18)
onde w0 e´ um prefator que fixa a unidade de frequeˆncia.
O modelo de hopping gene´rico adotado nesta Tese na˜o se restringe a uma
forma particular da taxa de hopping, e as taxas descritas acima, Eqs. (3.17) e
(3.18), servem apenas para ilustrar os resultados obtidos. Outras taxas podem
ser utilizadas desde que obedec¸am ao princ´ıpio do balanc¸o detalhado.
Figura 3.1.: Ilustrac¸a˜o de um sistema molecular desordenado, que consiste em
uma rede cu´bica de s´ıtios com paraˆmetro de rede a e com hopping
entre primeiros vizinhos. Os c´ırculos vermelhos representam os or-
bitais moleculares localizados (um por s´ıtio).
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O presente Cap´ıtulo e´ uma compilac¸a˜o dos resultados principais desta pesquisa,
que contempla expresso˜es anal´ıticas exatas e aproximadas, assim como simulac¸o˜es
nume´ricas de sistemas pequenos. O Cap´ıtulo esta´ dividido em treˆs sec¸o˜es. Na
primeira sec¸a˜o e´ apresentada a conexa˜o entre o modelo de hopping gene´rico e o
modelo de Anderson. Esta conexa˜o foi crucial para o desenvolvimento da pesquisa
como um todo. Na segunda sec¸a˜o, sa˜o discutidas as caracter´ısticas gerais do
efeito da desordem energe´tica no espectro e nos autovetores da matriz estoca´stica
de taxas para uma cadeia linear de s´ıtios. Como exemplo concreto, resultados
expl´ıcitos sa˜o fornecidos apenas para a distribuic¸a˜o de energia Gaussiana, Eq.
(3.15), e para a taxa de hopping sime´trica, Eq. (3.17). Na terceira sec¸a˜o e´
discutido o problema do tempo de relaxac¸a˜o, τrel, para uma cadeia linear de
s´ıtios. Atrave´s de um ca´lculo perturbativo, a dependeˆncia de τrel com a desordem
e´ obtida analiticamente para qualquer distribuic¸a˜o de energia e taxa de hopping.
O leitor pode encontrar os resultados dessa sec¸a˜o publicados na refereˆncia [31].
4.1. Equivaleˆncia entre os modelos de hopping e Anderson
Para mostrar a equivaleˆncia, em tempo imagina´rio, entre os modelos de hopping
e Anderson, as equac¸o˜es fundamentais que descrevem esses modelos sera˜o apre-
sentadas novamente por questo˜es de clareza. O modelo de hopping baseia-se na
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seguinte equac¸a˜o dinaˆmica para a ocupac¸a˜o dos orbitais moleculares localizados
dPi(t)
dt
=
N∑
j=1
WijPj(t), (4.1)
onde
Wij =
wj→i se i 6= j,−∑
k 6=i wi→k se i = j,
(4.2)
e´ a matriz estoca´stica de taxas.
A equac¸a˜o dinaˆmica do modelo de Anderson para a func¸a˜o de onda e´ a equac¸a˜o
de Schro¨dinger (|ψ(t)〉 =∑
i
ci(t)|i〉)
i~dci(t)
dt
=
∑
j
Hijcj(t), (4.3)
onde
Hij =
J se i 6= j,ui se i = j, (4.4)
e´ o Hamiltoniano de Anderson. Em ambos os modelos assume-se apenas acopla-
mento entre primeiros vizinhos.
Notam-se duas diferenc¸as fundamentais entre as equac¸o˜es (4.1) e (4.3) que
merecem destaque:
1. o espac¸o vetorial da equac¸a˜o (4.1) e´ real enquanto que o da equac¸a˜o (4.3)
e´ complexo. Desse modo efeitos de interfereˆncia entre as probabilidades
de ocupac¸a˜o dos estados eletroˆnicos localizados esta˜o ausentes na equac¸a˜o
mestra.
2. a matriz H e´ hermitiana enquanto que a matriz W e´ real, pore´m na˜o
sime´trica (de fato, o balanc¸o detalhado impo˜e wj→i/wi→j = exp
[ εj−εi
kBT
]
).
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Embora a matriz W seja na˜o sime´trica, o seu espectro e´ o mesmo de uma
matriz sime´trica S visto que as taxas de hopping respeitam o balanc¸o detalhado.
A simetrizac¸a˜o da matriz W resulta na seguinte matriz sime´trica [1]
Sij = eεi/2kBT Wij e−εj/2kBT . (4.5)
Os autovetores de W e S esta˜o relacionados atrave´s das relac¸o˜es
zRi ∝ e−εi/2kBT vi, zLi ∝ eεi/2kBT vi, (4.6)
onde zLi e zRi sa˜o a i-e´sima componente dos autovetores a esquerda e a direita
de W, respectivamente, e vi e´ a i-e´sima componente do autovetor da matriz S.
Percebe-se que no caso particular de taxas de hopping sime´tricas, Eq. (3.17),
a matriz S tem apenas desordem diagonal, Sii = −ω0
∑
k
exp[−(εk − εi)/2kBT ],
visto que os elementos fora da diagonal (i e j primeiros vizinhos) sa˜o constantes
e iguais a Sij = w0. Para outros tipos de taxa de hopping os elementos fora
da diagonal sa˜o aleato´rios, como e´ o caso da taxa de Miller-Abrahams, no qual
Sij = ω0 exp[−|εi − εj |/2kBT ]. Ale´m disso, os elementos diagonais da matriz S
sa˜o sempre correlacionados para qualquer taxa, mesmo que as energias nos s´ıtios
εi sejam distribu´ıdas independentemente. Considere, por exemplo, uma cadeia
linear de s´ıtios. O elemento diagonal da linha i envolve uma soma sobre as taxas
de sa´ıda do s´ıtio i na forma Sii = −wi→i+1 − wi→i−1. O elemento diagonal Sjj ,
com j 6= i, na˜o possui energias em comum somente para j > i + 2 ou j < i− 2.
Desse modo a correlac¸a˜o nos elementos diagonais da matriz S em 1D se estende
a s´ıtios segundos vizinhos (para o caso particular de uma distribuic¸a˜o de energia
p(ε) descorrelacionada).
A func¸a˜o de distribuic¸a˜o de probabilidade dos elementos diagonais da matriz
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S pode ser obtida da expressa˜o:
p(Sii) =

dw p(wi→k1 , . . . , wi→kz ) δ
(
Sii +
∑
k
wi→k
)
, (4.7)
onde p(wi→k1 , . . . , wi→kz ) e´ a func¸a˜o de distribuic¸a˜o de probabilidade conjunta
das taxas de hopping que saem do s´ıtio i. O ca´lculo exato de (4.7) e´ bastante
complexo devido a presenc¸a de correlac¸a˜o nas taxas wi→k e na˜o nas energias.
Na sec¸a˜o 4.2 sera´ obtido um resultado aproximado para p(Sii) no caso de uma
cadeia linear de s´ıtios descrita pelas equac¸o˜es (3.15) e (3.17).
Em resumo, o espectro da matrizW e´ equivalente ao espectro da matriz Hamil-
toniana do modelo de Anderson, com desordem diagonal correlacionada. Como
mencionado no primeiro Cap´ıtulo (Introduc¸a˜o), a correlac¸a˜o entre os elemen-
tos diagonais da matriz do modelo de Anderson produz autovetores estendidos
que sobrevivem a qualquer grau de desordem [25, 26], mesmo em uma dimensa˜o
espacial. Este estado estendido, no caso do modelo de hopping, e´ o estado de
equil´ıbrio termodinaˆmico, ou seja,
(zLeq)i = 1, (zReq)i =
e−εi/kBT
Z
, (veq)i ∝ e−εi/2kBT , (4.8)
onde Z =
∑
i
exp(−εi/kBT ) e´ a func¸a˜o de partic¸a˜o no ensemble canoˆnico.
Do ponto de vista do formalismo da equac¸a˜o mestra, a existeˆncia do autovalor
estendido de equil´ıbrio e´ consequeˆncia trivial do balanc¸o detalhado. No entanto,
dada a analogia com o modelo de Anderson, a existeˆncia do autovalor esten-
dido pode ser interpretada como consequeˆncia da correlac¸a˜o entre os elementos
diagonais da matriz S.
Na sec¸a˜o 4.2 a seguir sera´ investigado o efeito da desordem energe´tica no
espectro e nos autovetores da matriz W para uma cadeia linear de s´ıtios. Sera´
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fornecida uma expressa˜o aproximada para a DOS na borda esquerda do espectro,
assim como uma visa˜o geral da localizac¸a˜o dos autovetores a esquerda zLi e a
direita zRi nesta regia˜o. As propriedades do espectro e dos autovetores na borda
direita da DOS esta˜o relacionadas ao problema do tempo de relaxac¸a˜o. A sec¸a˜o
4.3 sera´ dedicada exclusivamente para abordar essas propriedades. Por exemplo,
para que o tempo de relaxac¸a˜o seja universal, isto e´, independa da condic¸a˜o
inicial P(0), e´ necessa´rio que o autovetor de relaxac¸a˜o a esquerda seja estendido.
Esta e outras caracter´ısticas sera˜o abordadas mais adiante.
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4.2. Aspectos gerais do espectro e dos autovetores da matriz W
De acordo com a Eq. (3.13), os autovalores e autovetores da matriz W ditam
os aspectos dinaˆmicos do processo de relaxac¸a˜o no modelo de hopping. Esta
observac¸a˜o justifica a investigac¸a˜o nume´rica e anal´ıtica do efeito da desordem no
espectro e nos autovetores da matriz W. Esta sec¸a˜o destina-se a apresentar os
aspectos gerais desse efeito para um caso particular do modelo de hopping.
Os autovalores e autovetores deW foram calculados numericamente atrave´s das
seguintes rotinas do LAPACK (Linear Algebra Package) [58]: dgebal, dgehrd,
dorghr, dhseqr, dtrevc e dgebak. Ale´m disso, os resultados exibidos, a menos
que se fac¸a menc¸a˜o expl´ıcita em contra´rio, correspondem a me´dias sobre va´rias
realizac¸o˜es da desordem. Este procedimento tem a finalidade de suavizar as
disperso˜es nos dados nume´ricos de origem estat´ıstica.
Caso particular do modelo de hopping : desordem Gaussiana e taxas de
hopping sime´tricas
Como exemplo concreto, optou-se em analisar um caso particular do modelo de
hopping, que consiste em uma cadeia linear com N s´ıtios, distribuic¸a˜o Gaussiana
para a energia dos s´ıtios, Eq. (3.15), taxas de hopping sime´tricas entre primeiros
vizinhos, Eq. (3.17), e condic¸o˜es perio´dicas de contorno. Os paraˆmetros do
modelo sa˜o: (i) s = σ/kBT (largura da distribuic¸a˜o Gaussiana em unidade de
kBT ) e (ii) N (nu´mero de s´ıtios da cadeia linear).
A Figura 4.1 exibe a densidade de estados (DOS) da matrizW para N = 1.000,
s = 0.3 e s = 1. A DOS me´dia e´ definida a partir da expressa˜o usual
g(λ) = 1
N
〈 N∑
i=1
δ(λ− λi)
〉
, (4.9)
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onde o fator N reflete a normalizac¸a˜o, ou seja,

g(λ)dλ = 1, λi e´ o i-e´simo
autovalor de W e 〈· · · 〉 e´ uma me´dia sobre a distribuic¸a˜o de energia dos s´ıtios
p(ε). No caso nume´rico a me´dia e´ feita sobre o espectro de va´rios sistemas de N
s´ıtios com diferentes configurac¸o˜es de energia.
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Figura 4.1.: DOS nume´rica (normalizada) de uma cadeia com 1.000 s´ıtios (dis-
tribuic¸a˜o Gaussiana e taxas de hopping sime´tricas entre primeiros
vizinhos). Painel (a) s = σ/kBT = 0.3 e painel (b) s = 1. O IPR dos
autovetores a esquerda (L) e a direita (R) da matriz W sa˜o exibidos
nos quadros internos. A linha cont´ınua no painel (a) corresponde a
DOS da matriz 〈W〉 (ca´lculo no apeˆndice), uma o´tima aproximac¸a˜o
para pequenos valores de desordem. Os pontos nume´ricos corres-
pondem a uma me´dia sobre 100 realizac¸o˜es da desordem. As regio˜es
sombreadas nos quadros internos correspondem ao desvio padra˜o dos
IPRs a esquerda e a direita.
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A DOS do sistema fracamente desordenado (s = 0.3) e´ similar a` DOS de um
sistema ordenado (s = 0), e possui uma banda que se estende aproximadamente
entre −4w0 e 0. O efeito da desordem e´ o de promover o surgimento de uma
cauda na borda esquerda da densidade de estados (LBE - Left Band Edge), que
aumenta rapidamente com o aumento da desordem. Por outro lado, a borda
direita da densidade de estados (RBE - Right Band Edge) parece manter a forma
|λ|−1/2 mesmo na presenc¸a de desordem. A relac¸a˜o (4.6) entre os autovetores
a direita e a esquerda da matriz W e o autovetor da matriz S implica que os
IPRs dos treˆs autovetores sa˜o similares, assim como sua natureza localizada ou
estendida.
IPRL = 1 (Borda esquerda da DOS)
O IPR dos autovetores a esquerda (L) e a direita (R) da matriz W esta˜o exibidos
nos quadros internos da Figura 4.1. Percebe-se que os autovetores na borda es-
querda da DOS esta˜o localizados em poucos s´ıtios da cadeia linear, em particular,
IPRL → 1 e IPRR → 0.5.
Para determinar completamente os autovetores zL e zR e´ necessa´rio fixar duas
condic¸o˜es de normalizac¸a˜o. Ale´m da condic¸a˜o (3.11) sera´ adotada a normalizac¸a˜o
∑
n
|zLn | = 1. (4.10)
Nota-se que IPRL = 1 significa que o estado se localiza sobre um u´nico s´ıtio n0.
Portanto, o autovetor a esquerda deve assumir a forma zLn = δn,n0 de modo a
satisfazer, simultaneamente, a Eq. (4.10) e IPRL = 1. A equac¸a˜o de autovalores,
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Eq. (3.9), fornece a seguinte expressa˜o:
∑
k
δk,n0Wk,n = λ δn,n0 ,
Wn0,n = λ δn,n0 . (4.11)
Essa u´ltima equac¸a˜o implica que o elemento diagonal da linha n0 da matriz W
deve ser dominante, ou seja:
|Wn0,n0 |  max{Wn0,m}, (m 6= n0), (4.12)
e o autovalor associado deve ser
λ =Wn0,n0 . (4.13)
De acordo com a Eq. (3.7), o elemento diagonal se escreve
Wn0,n0 = −
∑
z
wn0→n0+z = −ω0
∑
z
exp
[
(εn0 − εn0+z)/2kBT
]
, (4.14)
onde a soma se estende sobre os z s´ıtios primeiros vizinhos.
A condic¸a˜o (4.12) implica que a taxa total de sa´ıda do s´ıtio n0 tem que ser
muito maior que a maior taxa de entrada do s´ıtio n0. Isso implica em: (i) a
energia do s´ıtio n0 deve ser maior do que pelo menos um dos seus primeiros
vizinhos e, (ii) a energia do outro s´ıtio vizinho na˜o pode ser muito maior do que
n0. Essas duas condic¸o˜es esta˜o ilustradas na Figura 4.2.
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Figura 4.2.: Ilustrac¸a˜o do diagrama de energia dos s´ıtios na vizinhanc¸a de um
autovetor a esquerda localizado sobre n0. A faixa azul representa
o intervalo de energia permitido para o s´ıtio n0 + 1 de modo que a
condic¸a˜o (4.12) seja satisfeita. Os pape´is desempenhados pelos s´ıtios
n0 + 1 e n0 − 1 podem ser trocados e na˜o alteram a situac¸a˜o f´ısica.
Ha´ uma condic¸a˜o adicional fraca sobre a energia εn0 oriunda da condic¸a˜o de
ortogonalidade, Eq. (3.11), entre o estado localizado zLn = δn,n0 de autovalor
λ = Wn0,n0 e o estado estendido de equil´ıbrio (zReq)n = e−βεn/Z de autovalor
λeq = 0: ∑
n
zLn (zReq)n = e−βεn0 /Z = 0. (4.15)
Esta condic¸a˜o na˜o pode ser satisfeita exatamente e deve ser interpretada como
e−βεn0 /Z  1. No limite termodinaˆmico, a func¸a˜o de partic¸a˜o e´ aproximada
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pelo seu valor me´dio
〈Z〉 =
〈∑
i
exp(−εi/kBT )
〉
= N
〈
exp(−ε/kBT )
〉
(4.16)
= Neβ
2σ2/2, (4.17)
e, portanto,
βεn0  −
(
logN + β
2σ2
2
)
. (4.18)
A grande maioria dos autovetores a esquerda localizados sobre um u´nico s´ıtio
possui energia εn0 que satisfaz a condic¸a˜o acima.
IPRR = 0.5 (Borda esquerda da DOS)
As restric¸o˜es sobre as componentes do autovetor zR sa˜o obtidas a partir da
condic¸a˜o de normalizac¸a˜o com o autovetor a esquerda correspondente, zLn =
δn,n0 , e da condic¸a˜o de ortogonalidade com o autovetor de equil´ıbrio (zLeq)n = 1.
Para que o autovetor possua IPRR = 0.5, como indicado numericamente na
Figura 4.1, a u´nica alternativa e´ zRn = δn,n0 − δn,m0 . Para que esse estado seja
autovetor a direita de W com autovalor λ = Wn0,n0 , a equac¸a˜o de autovalores,
Eq. (3.9), deve ser necessariamente satisfeita
∑
k
Wn,k(δk,n0 − δk,m0) = Wn0,n0 (δn,n0 − δn,m0),
Wn,n0 −Wn,m0 = Wn0,n0 (δn,n0 − δn,m0). (4.19)
A equac¸a˜o (4.19) fornece as restric¸o˜es adicionais sobre as energias dos s´ıtios
vizinhos aos s´ıtios n0 e m0. Essencialmente, deve-se analisar a equac¸a˜o (4.19)
em treˆs casos distintos. Cada caso tem uma consequeˆncia diferente e todas as
consequeˆncias devem ser satisfeitas simultaneamente.
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1. n = n0, implica em
Wn0,n0 −Wn0,m0
Wn0,n0
= 1. (4.20)
Esta condic¸a˜o e´ satisfeita exatamente se m0 na˜o for primeiro vizinho de n0,
pois wm0→n0 =Wn0,m0 = 0 (devido ao acoplamento na˜o nulo apenas entre
s´ıtios primeiros vizinhos). Caso m0 seja primeiro vizinho de n0, εm0 deve
ser apreciavelmente menor do que εn0 , de modo que Wn0,m0  1 e que
esta´ em conformidade com a condic¸a˜o (4.12), ou seja, Wn0,m0  |Wn0,n0 |
(esta situac¸a˜o corresponde a` ilustrac¸a˜o da Figura 4.2 com m0 = n0 − 1).
2. n = m0, implica em
Wm0,n0 −Wm0,m0
Wn0,n0
= −1. (4.21)
Esta condic¸a˜o e´ muito dif´ıcil de ser satisfeita se m0 na˜o for primeiro vizinho
de n0, pois neste caso a energia de m0 e de seus primeiros vizinhos deve
ser tal que Wm0,m0 = Wn0,n0 . Por outro lado, se m0 for primeiro vizinho
de n0 a equac¸a˜o (4.21) fornece duas restric¸o˜es adicionais nas energias dos
s´ıtios: (i) a taxa de sa´ıda wn0→m0 deve ser a taxa de sa´ıda dominante
do s´ıtio n0, neste caso |Wn0,n0 | ∼ Wm0,n0 ; (ii) as taxas de sa´ıda do s´ıtio
m0 devem ser menores do que as taxas de sa´ıda do s´ıtio n0 e, portanto,
|Wm0,m0 |  |Wn0,n0 |.
As condic¸o˜es (i) e (ii) revelam quem0 desempenha o papel do s´ıtio n0−1 na
Figura 4.2 e impo˜em um limite inferior na energia do s´ıtio n0+1 (condic¸a˜o
(i)) e um limite inferior na energia do s´ıtio m0−1 (condic¸a˜o (ii)). A Figura
4.3 exibe o diagrama de energia final para um estado localizado na borda
esquerda da DOS com IPRL = 1.0 e IPRR = 0.5, a partir das considerac¸o˜es
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feitas acima, fruto das condic¸o˜es (4.12), (4.20) e (4.21).
Figura 4.3.: Diagrama de energia dos s´ıtios na vizinhanc¸a de um estado locali-
zado com IPRL = 1.0 e IPRR = 0.5. Ilustrac¸a˜o de um caso particular
correspondente a zLn = δn,n0 e zRn = δn,n0 − δn,n0−1. As faixas azuis
representam os intervalos de energia permitidos para os s´ıtios n0− 2
e n0 + 1 de modo que as condic¸o˜es (4.12), (4.20) e (4.21) sejam
simultaneamente satisfeitas.
3. n 6= {n0,m0}, implica em
Wn,n0 −Wn,m0
Wn0,n0
= 0. (4.22)
Esta condic¸a˜o e´ satisfeita exatamente se n na˜o for primeiro vizinho dos
s´ıtios n0 e m0. Caso contra´rio, as condic¸o˜es adicionais (i) e (ii) acima
mencionadas garantem que a Eq. (4.22) sera´ aproximadamente satisfeita.
Considere, por exemplo, n = m0 − 1. De acordo com a Figura 4.3 tem-se
que Wm0−1,m0 = Wn0−2,n0−1  |Wn0,n0 |. Considere ainda o caso onde
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n = n0 + 1. Da mesma maneira tem-se que Wn0+1,n0  |Wn0,n0 |. Deste
modo, a Eq. (4.22) na˜o fornece restric¸o˜es adicionais sobre as energias dos
s´ıtios.
As infereˆncias discutidas acima foram verificadas numericamente com o ca´lculo
dos autovetores a esquerda e a direita da matrizW. A Figura 4.4 ilustra um caso
particular para um sistema com N = 1000 s´ıtios, distribuic¸a˜o Gaussiana, taxas
sime´tricas e condic¸o˜es perio´dicas de contorno.
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Figura 4.4.: Autovetores a esquerda, zL, e a direita, zR, da matriz estoca´stica
W na borda esquerda da DOS com IPRL ∼ 1 e IPRR ∼ 0.5, para
uma realizac¸a˜o particular da desordem. Distribuic¸a˜o Gaussiana de
energia, taxas sime´tricas, N = 1.000 s´ıtios e s = σ/kBT = 2. A ener-
gia dos s´ıtios e´ ilustrada nos pontos azuis. Na imagem da esquerda
o autovetor zL esta´ localizado sobre o s´ıtio n0 = 978, e a taxa de
sa´ıda dominante e´ w978→977. Na imagem da direita o autovetor zL
esta´ localizado sobre o s´ıtio n0 = 409, e a taxa de sa´ıda dominante
e´ w409→410. Em ambos os casos apresentados as energias dos s´ıtios
satisfazem as condic¸o˜es (4.12), (4.20) e (4.21).
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Forma assinto´tica de p(Sii)
O propo´sito dessa sec¸a˜o e´ obter a forma assinto´tica da distribuic¸a˜o de probabili-
dade dos elementos diagonais da matriz S. A forma assinto´tica de p(Sii), como
ilustrado a seguir, e´ fundamental para obter uma expressa˜o anal´ıtica aproximada
da DOS, Eq. (4.9), na borda esquerda do espectro, dado que λ = Wn0,n0 =
Sn0,n0 (essa expressa˜o e´ va´lida apenas na borda esquerda do espectro).
O ca´lculo exato de p(Sii), Eq. (4.7), e´ bastante complexo devido a correlac¸a˜o
nas taxas de sa´ıda. No entanto, a correlac¸a˜o entre diferentes taxas de sa´ıda (a
partir de um mesmo s´ıtio i) torna-se irrelevante para altas desordens. Este fato
e´ justificado a partir da func¸a˜o de correlac¸a˜o das taxas de sa´ıda do s´ıtio i:
〈wi→jwi→k〉 − 〈wi→j〉〈wi→k〉 =
e
3s2/4 − es2/2 se j 6= k,
es
2 − es2/2 se j = k,
(4.23)
onde s = σ/kBT e´ o paraˆmetro adimensional da desordem Gaussiana e w0 = 1.
A raza˜o entre os dois casos, (j 6= k) e (j = k), e´ uma medida da importaˆncia
da correlac¸a˜o. Para este sistema em particular, a raza˜o decai com s tornando-se
menor do que 2% para s = 4.
Caso se despreze a correlac¸a˜o entre as taxas de sa´ıda do s´ıtio i (va´lido ape-
nas quando s e´ grande o suficiente) a distribuic¸a˜o de probabilidade conjunta
p(wi→k1 , . . . , wi→kz ) torna-se simplesmente o produto das func¸o˜es de distribuic¸a˜o
de probabilidade das taxas de sa´ıda do s´ıtio i, isto e´,
p(wi→k1 , . . . , wi→kz ) =
∏
z
p(wi→kz ). (4.24)
No caso particular da distribuic¸a˜o Gaussiana e taxas de hopping sime´tricas,
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p(wi→kz ) e´ simplesmente (a partir de uma integral gaussiana usual)
p(w) = 1
w
√
pis2
exp
[
− 1
s2
log2 w
]
. (4.25)
O ca´lculo de p(Sii) ainda e´ bastante complexo mesmo com a aproximac¸a˜o (4.24).
Percebe-se a utilidade da ana´lise nume´rica e anal´ıtica realizada nas sec¸o˜es an-
teriores, que identificou os autovalores na borda esquerda do espectro com os
elementos diagonais da matriz S, atrave´s da relac¸a˜o (ver Eq. (4.13))
λ = Sn0,n0 = −
∑
k
wn0→k.
Essa aproximac¸a˜o sugere a seguinte forma assinto´tica para a distribuic¸a˜o dos
elementos diagonais da matriz S
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Figura 4.5.: Borda esquerda da DOS nume´rica de uma cadeia linear com 1.000
s´ıtios e desordem (Gaussiana) efetiva s = 2 e s = 3. A expressa˜o
anal´ıtica (4.27) e´ ilustrada atrave´s das linhas cont´ınuas. A DOS
nume´rica e´ uma me´dia sobre 100 realizac¸o˜es da desordem.
p(S) ∼ z|S|√pis2 exp
[
− 1
s2
log2 |S|
]
, (S ∼ −∞), (4.26)
onde z e´ o nu´mero de s´ıtios primeiros vizinhos e s e´ grande o suficiente para
que as taxas de sa´ıda a partir de um mesmo s´ıtio sejam descorrelacionadas. Os
elementos diagonais da matriz S possuem correlac¸a˜o de curto alcance e esta˜o
distribu´ıdos assintoticamente (isto e´, para S ∼ −∞) atrave´s de uma distribuic¸a˜o
log-normal.
Dada a correspondeˆncia entre λ e Sii, a forma assinto´tica da densidade de
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estados na borda esquerda do espectro deve ser bem aproximada, em 1D, por
g(λ) ∼ 2|λ|√pis2 exp
(
− log
2 |λ|
s2
)
, (λ ∼ −∞). (4.27)
Na Figura 4.5 e´ feita a comparac¸a˜o entre a DOS aproximada, Eq. (4.27), e a
DOS nume´rica de uma cadeia linear com N = 1.000 s´ıtios, e para dois valores da
desordem efetiva, s = 2 e s = 3. O acordo quantitativo e´ excelente, mesmo para
um valor ta˜o pequeno quanto s = 2.
Largura de banda
O maior autovalor, em mo´dulo, da matrizW define a largura da banda de autova-
lores, B = |λmax−λeq|. A largura da banda para uma cadeia linear, contendo N
s´ıtios, pode ser estimada com o aux´ılio da Eq. (4.27). O argumento fundamental
e´ que a probabilidade de ocorreˆncia de um autovalor maior, em mo´dulo, do que
|λmax| deve ser da ordem de N−1, ou seja,
1
N
=
 −B
−∞
g(λ) dλ = erfc
(
logB
s
)
. (4.28)
Na Figura 4.6 a largura de banda de uma cadeia linear e´ ilustrada para diferentes
valores de N e s. Os valores nume´ricos de B, obtidos via o me´todo power iteration
[59], sa˜o comparados com a previsa˜o anal´ıtica, Eq. (4.28). O acordo quantitativo
e´ excelente e mostra um aumento significativo de B com s, ale´m de uma fraca
dependeˆncia em N .
Os resultados principais com relac¸a˜o ao efeito da desordem no espectro e nos
autovetores da matriz W sa˜o: (i) a largura da banda (ou o mo´dulo do autovalor
mais negativo) cresce com o aumento da desordem, Eq. (4.28), (ii) a Figura
4.1 sugere que os autovetores na borda esquerda da DOS sa˜o todos localizados
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sobre um ou dois s´ıtios e (iii) os autovetores pro´ximos ao autovalor de equil´ıbrio
(λeq = 0) sa˜o estendidos.
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Figura 4.6.: Largura de banda, ou mo´dulo do autovalor mais negativo da matriz
W, em func¸a˜o do nu´mero de s´ıtios de uma cadeia linear para dife-
rentes valores de s. Utilizou-se 5 sementes diferentes para cada valor
de (N, s). As linhas cont´ınuas correspondem a expressa˜o anal´ıtica
(4.28).
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4.3. O Autovalor de Relaxac¸a˜o
As ana´lises nume´ricas e anal´ıticas realizadas nas sec¸o˜es anteriores serviram ao
propo´sito de fornecer uma visa˜o geral do efeito da desordem energe´tica na borda
esquerda do espectro da matriz de taxas W. Esta sec¸a˜o destina-se a investi-
gar o efeito da desordem energe´tica na borda direita do espectro, com vistas a
considerar o problema do tempo de relaxac¸a˜o.
O tempo de relaxac¸a˜o, τrel, e´ o tempo caracter´ıstico que uma excitac¸a˜o fora do
equil´ıbrio, em um sistema fechado, leva para atingir o equil´ıbrio termodinaˆmico.
O equil´ıbrio e´ alcanc¸ado atrave´s do contato com um reservato´rio te´rmico a tem-
peratura T , que induz alterac¸o˜es nos microestados do sistema. O autovalor mais
pro´ximo do autovalor de equil´ıbrio (λeq = 0), o autovalor de relaxac¸a˜o, λrel, e´
o autovalor que fixa a escala de tempo da relaxac¸a˜o. Ocorre que o tempo de
relaxac¸a˜o, pode, eventualmente, depender do estado inicial fora do equil´ıbrio.
Para que o tempo de relaxac¸a˜o seja independente do estado inicial P(0) e, por-
tanto, universal, e´ necessa´rio que o autovetor a esquerda associado ao autovalor
de relaxac¸a˜o seja estendido, pois dessa forma qualquer P(0) tera´ sobreposic¸a˜o
na˜o nula com zLrel (ver Eq. (3.13)).
Dada a analogia entre os modelos de hopping e Anderson, como exposto na
Sec¸a˜o 4.1, foi adotado um me´todo perturbativo utilizado no contexto do modelo
de d´ımero aleato´rio (random dimer model) [26], que e´ um exemplo de modelo de
Anderson com desordem diagonal correlacionada, para calcular o comprimento de
localizac¸a˜o dos autovetores e a DOS integrada pro´ximo a um autovalor conhecido.
O me´todo funciona apenas em uma dimensa˜o. No desenvolvimento a seguir, este
me´todo foi aplicado para uma cadeia linear contendo N s´ıtios e para qualquer
distribuic¸a˜o de energia dos s´ıtios e taxas de hopping entre primeiros vizinhos.
As taxas de hopping devem respeitar apenas o princ´ıpio do balanc¸o detalhado
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e condic¸o˜es perio´dicas de contorno. A discussa˜o que segue foi publicada no
perio´dico Journal of Chemical Physics [31].
Sistema ordenado
Em um sistema ordenado, todas as taxas de hopping sa˜o iguais a 1 (em unidades
tais que w0 = 1). O espectro da matriz de taxasW, ou a versa˜o sime´trica S, pode
ser facilmente calculado [34]. O espectro se estende desde−4 ate´ 0, veja Eq. (3.7),
e a DOS pro´ximo ao autovalor de equil´ıbrio possui a forma g(λ) ∼ (2pi
√
|λ|)−1.
O autovalor de relaxac¸a˜o e´ duplamente degenerado, λordrel = −4pi2/N2 (ver ca´lculo
no Apeˆndice), e o tempo de relaxac¸a˜o e´, portanto, τordrel = N2/4pi2. O tempo de
relaxac¸a˜o do sistema ordenado cresce com o quadrado do nu´mero de s´ıtios.
Sistema desordenado
Em um sistema desordenado o procedimento para determinar numericamente λrel
e´ extremamente complexo, devido aos aspectos de precisa˜o, e lenta convergeˆncia
dos me´todos nume´ricos causados pela dependeˆncia N−2. O ca´lculo perturbativo
fornece uma alternativa para contornar esse problema. A partir das definic¸o˜es
(adotadas por mera convenieˆncia notacional)
zn ≡ e−εn/2kBT , Rn ≡ wn→n+1, (4.29)
a equac¸a˜o de autovalores para a matriz S torna-se,
(zn−1Rn−1/zn) vn−1 − (Rn +Rn−1z2n−1/z2n) vn + (znRn/zn+1) vn+1 = λ vn.
(4.30)
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A partir dessa equac¸a˜o e´ poss´ıvel obter uma relac¸a˜o recursiva para a raza˜o rn ≡
vn+1/vn,
(zn−1Rn−1/zn) r−1n−1 − (Rn +Rn−1z2n−1/z2n) + (znRn/zn+1) rn = λ. (4.31)
O me´todo consiste em resolver a equac¸a˜o (4.31) perturbativamente em torno
de um autovalor conhecido. No presente caso o u´nico autovalor conhecido e´ o
autovalor de equil´ıbrio, λeq, e os termos da expansa˜o sa˜o λ = −2 (veja a seguir
porque na˜o ha´ termo linear) e rn = reqn (1 + an + bn2), onde  ∼ 1/N . O
autovalor de equil´ıbrio possui λeq = 0, veqn = zn e reqn = zn+1/zn.
A substituic¸a˜o dessas expresso˜es em (4.31) produz as seguintes relac¸o˜es de
recorreˆncia para an e bn:
−
(
Rn−1z2n−1
z2n
)
an−1 +Rnan = 0 (4.32)
e
−
(
Rn−1z2n−1
z2n
)
bn−1 +Rnanan−1 +Rnbn + 1 = 0. (4.33)
A soluc¸a˜o das equac¸o˜es (4.32) e (4.33), em func¸a˜o das constantes a1 e b1, e´ obtida
atrave´s de um processo iterativo, que resulta nas seguintes expresso˜es
an =
R1z
2
1
Rnz2n
a1, (4.34)
e
bn = −
n∑
k=2
z2k
Rnz2n
− a21
n−1∑
k=1
R21z
4
1
Rnz2nRkz2k
+ b1
R1z
2
1
Rnz2n
. (4.35)
Por questo˜es de consisteˆncia, an e bn devem ser de ordem O(1). A auseˆncia do
termo linear na expansa˜o do autovalor produz an de ordem O(1). Para bn a
u´nica alternativa e´ fixar o valor de a1 de forma que as duas somas em (4.35) se
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cancelem no limite de n→∞. De acordo com essa observac¸a˜o, o valor de a1 e´
a1 =
i
R1z21
(
〈z2k〉
〈R−1k z−2k 〉
)1/2
, (4.36)
onde 〈. . .〉 e´ uma me´dia sobre a distribuic¸a˜o de energia dos s´ıtios e, ale´m disso,
foi utilizado
∑n
k=1Ok ∼ n 〈Ok〉 (n → ∞). O valor de a1 produz as seguintes
expresso˜es para an e bn
an =
i
Rnz2n
(
〈z2k〉
〈R−1k z−2k 〉
)1/2
, bn ∼ −12
R1z
2
1
Rnz2n
(n→∞). (4.37)
O valor de b1 = −1/2 foi fixado de modo a bn convergir para bordn = −1/2 na
auseˆncia de desordem. No caso ordenado zk e´ constante e Rk = 1 e o limite
aordn = −i e´ correto (ver ca´lculo no Apeˆndice).
O expoente complexo de Lyapunov e´ definido como [60, 61]
γ = γR + i γI = lim
N→∞
1
N
N∑
n=1
log(rn), (4.38)
onde γ−1R e´ o comprimento de localizac¸a˜o do autovetor associado ao autovalor
−2 e γI e´ a densidade de estados (integrada) entre −2 a 0. Levando a expansa˜o
de rn em (4.38) produz
γ = lim
N→∞
1
N
N∑
n=1
[
an+
(
bn − a
2
n
2
)
2
]
, (4.39)
= i 
√
〈z2k〉〈R−1k z−2k 〉+
2
2
[ 〈R−2k z−4k 〉〈z2k〉
〈R−1k z−2k 〉
− 〈R
−1
k z
−2
k 〉
R−11 z
−2
1
]
. (4.40)
A dependeˆncia com N , na expressa˜o acima, se manifesta apenas atrave´s de  ∼
1/N . Dessa forma, nota-se que os autovetores pro´ximos a λeq sa˜o estendidos,
uma vez que o comprimento de localizac¸a˜o e´ (γ−1R ) ∼ −2 ∼ N2. Isto implica que
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o tempo de relaxac¸a˜o e´ universal para qualquer n´ıvel de desordem energe´tica,
pois o autovetor de relaxac¸a˜o a esquerda de W tem sobreposic¸a˜o com qualquer
condic¸a˜o inicial P(0). Nota-se que a extensividade do autovetor de S implica na
extensividade dos autovetores a esquerda e a direita de W.
A densidade de estados pro´ximo a λeq e´ (usando  =
√
|λ|)
g(λ) ∼ 12pi
√
〈z2k〉〈R−1k z−2k 〉√
|λ|
, (λ→ 0), (4.41)
onde um fator nume´rico foi introduzido para tornar a expressa˜o correta no limite
ordenado. Nota-se que a forma da DOS na presenc¸a de desordem energe´tica
mante´m a forma da DOS do caso ordenado, g(λ) ∼ |λ|−1/2. Este resultado foi
antecipado numericamente na Figura 4.1 (veja comenta´rio no topo da Pag. 63).
A densidade de estados (4.41) fornece, em termos gerais, o nu´mero de esta-
dos (por unidade de ω0) entre −2 e 0. A igualdade 1/N = g(λ) fornece uma
estimativa para o autovalor de relaxac¸a˜o
λrel = − 4pi
2
N2〈z2k〉〈R−1k z−2k 〉
, (4.42)
onde um fator nume´rico foi introduzido para tornar a expressa˜o correta no limite
ordenado.
O inverso do autovalor de relaxac¸a˜o e´ o tempo de relaxac¸a˜o,
τrel =
N2 〈z2k〉〈R−1k z−2k 〉
4pi2 . (4.43)
As equac¸o˜es (4.41), (4.42) e (4.43) constituem o resultado central do problema
do tempo de relaxac¸a˜o. Em uma dimensa˜o espacial, e´ poss´ıvel prever, para
qualquer distribuic¸a˜o de energia dos s´ıtios e para qualquer taxa de hopping entre
primeiros vizinhos, como a DOS pro´xima ao autovalor de equil´ıbrio, o autovalor
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de relaxac¸a˜o e o tempo de relaxac¸a˜o sa˜o afetados pela desordem energe´tica.
O tempo de relaxac¸a˜o para o caso desordenado possui a mesma dependeˆncia
quadra´tica com o nu´mero de s´ıtios que o caso ordenado. O efeito da desordem
energe´tica em τrel manisfesta-se nas duas me´dias,
〈z2k〉 =

p(εk) exp(−εk/kBT ) dεk, (4.44)
〈R−1k z−2k 〉 =
 
p(εk)p(εk+1) exp(εk/kBT )wk→k+1 dεk dεk+1, (4.45)
e que podem ser calculadas facilmente fixando-se a distribuic¸a˜o de energia, p(ε), e
as taxas de hopping, wk→k+1. Em sistemas moleculares desordenados e´ frequente
o uso da distribuic¸a˜o Gaussiana, Eq. (3.15), e exponencial, Eq. (3.16), assim
como as taxas de hopping sime´tricas, Eq. (3.17), e de Miller-Abrahams, Eq.
(3.18).
A tabela 4.1 exibe o tempo de relaxac¸a˜o para quatro situac¸o˜es distintas de
um sistema molecular desordenado em 1D. O s´ımbolo adimensional de desordem
efetiva s e´ utilizado tanto para a distribuic¸a˜o Gaussiana, s = σ/kBT , quanto
para a distribuic¸a˜o exponencial, s = ε0/kBT . Nota-se que para s > 1 algu-
mas me´dias tornam-se singulares para a distribuic¸a˜o exponencial, em particular,
〈z2k〉 = 〈e−εk/kT 〉 = (1 − s)−1. Grandes valores de s correspondem, fisicamente,
a baixas temperaturas ou alta desordem. Nessas circunstaˆncias, a distribuic¸a˜o
exponencial deveria ser utilizada apenas em equac¸o˜es mestras que possuem a dis-
tribuic¸a˜o de Fermi, f(εn) = [exp(β(εn − µ)) + 1]−1, como soluc¸a˜o de equil´ıbrio,
que na˜o e´ o caso da equac¸a˜o mestra linear adotada neste trabalho, Eq. (3.6), que
possui a distribuic¸a˜o de Boltzmann como soluc¸a˜o de equil´ıbrio. A func¸a˜o erro
complementar e´ definida como erfc(x) = 2pi−1/2
∞
x
exp(−t2) dt.
O efeito da desordem sobre τrel e´ drama´tico. Uma desordem t´ıpica (no caso de
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distrib. taxa τrel [N2w−10 /4pi2]
Gaussiana sime´trica exp(3s2/4)
Miller-Abrahams exp(s2) erfc(−s/2)
exponencial sime´trica (1− s)−1(1 + s/2)−2
Miller-Abrahams (1− s)−1(1 + s/2)−1
Tabela 4.1.: Tempo de relaxac¸a˜o para uma cadeia linear contendo N s´ıtios e com
taxas de hopping entre primeiros vizinhos. O paraˆmetro s corres-
ponde tanto a` distribuic¸a˜o Gaussiana, s = σ/kBT , quanto a dis-
tribuic¸a˜o exponencial, s = ε0/kBT (s < 1). Em todos os casos τrel
cresce com o quadrado do nu´mero de s´ıtios (como no caso ordenado)
e com a desordem.
sistemas moleculares desordenados) com s = 4 e distribuic¸a˜o Gaussiana aumenta
o tempo de relaxac¸a˜o em relac¸a˜o a τordrel por um fator de 105 para a taxa sime´trica
e por um fator de 107 para a taxa de Miller-Abrahams. Para a distribuic¸a˜o ex-
ponencial o efeito da desordem e´ ainda mais drama´tico. O tempo de relaxac¸a˜o
diverge com o aumento da desordem (s → 1) para ambas as taxas, pois o au-
tovalor de relaxac¸a˜o, λrel, e´ nulo nesse limite. Como contraste, na distribuic¸a˜o
Gaussiana λrel se aproxima de zero mas nunca chega a anular-se com o aumento
da desordem.
Ca´lculo nume´rico de τrel: caso 1D
O tempo de relaxac¸a˜o (o inverso do autovalor de relaxac¸a˜o), τrel = |λ−1rel |, pode
ser obtido atrave´s da diagonalizac¸a˜o nume´rica da matriz W. O ca´lculo nume´rico
do tempo de relaxac¸a˜o e´ essencial pois permite uma comparac¸a˜o direta com a
expressa˜o anal´ıtica (4.43). A Figura 4.7 conte´m os resultados em 1D para o caso
da distribuic¸a˜o Gaussiana com taxas sime´tricas e de Miller-Abrahams. O acordo
quantitativo com o ca´lculo perturbativo e´ excelente, mesmo para o sistema com
N = 100 s´ıtios. Como discutido no in´ıcio da sec¸a˜o, a determinac¸a˜o nume´rica
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de τrel e´ bastante complexa, devido aos aspectos relativos a` precisa˜o e lenta
convergeˆncia dos me´todos nume´ricos, especialmente para grandes valores de s
e N . A dispersa˜o nos valores nume´ricos de τrel pode ser analisada atrave´s das
barras de erro, que correspondem ao desvio padra˜o para as diferentes realizac¸o˜es
da desordem. A dispersa˜o nos dados e´ mais acentuada para grandes valores
de s e pequenos valores de N . Para minimizar esses efeitos e´ necessa´rio tomar
me´dias sobre va´rias realizac¸o˜es da desordem. Enfatiza-se que as barras de erro
levam em conta apenas a flutuac¸a˜o com a realizac¸a˜o da desordem, elas assumem
precisa˜o nume´rica absoluta. Na verdade, o valor de λrel e´ limitado pela precisa˜o
dos ca´lculos durante a diagonalizac¸a˜o nume´rica, que introduzem uma barra de
erro adicional, dif´ıcil de ser estimada.
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Figura 4.7.: Tempo de relaxac¸a˜o nume´rico, τrel = |λ−1rel |, para uma cadeia li-
near com condic¸o˜es perio´dicas de contorno. Distribuic¸a˜o Gaussiana,
s = σ/kBT , taxas sime´tricas (pontos azuis), e de Miller-Abrahams
(pontos verdes), para diferentes n´ıveis de desordem e nu´mero de
s´ıtios. A linha cont´ınua representa a expressa˜o anal´ıtica de τrel ob-
tida atrave´s do ca´lculo perturbativo. Os pontos nume´ricos corres-
pondem a uma me´dia sobre 5.000 realizac¸o˜es da desordem para o
sistema com N = 100 s´ıtios e uma me´dia sobre 1.000 realizac¸o˜es
para o sistema com N = 2.000 s´ıtios. O acordo quantitativo e´ exce-
lente, mesmo para N = 100 s´ıtios, tendo em vista as limitac¸o˜es de
precisa˜o do ca´lculo nume´rico, bastante evidentes para s = 4. As bar-
ras de erro correspondem ao desvio padra˜o. Nota-se uma dispersa˜o
acentuada nos dados nume´ricos para N = 100 s´ıtios.
Para encerrar a discussa˜o do caso 1D, a Figura 4.8 ilustra a natureza estendida
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dos dois autovetores a esquerda deW com autovalores mais pro´ximos de λeq, para
uma cadeia linear com 1.000 s´ıtios, distribuic¸a˜o Gaussiana de energia e taxas de
hopping sime´tricas entre primeiros vizinhos.
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Figura 4.8.: Os dois autovetores a esquerda da matriz de taxas W com autova-
lores mais pro´ximos de λeq = 0. Autovalor de relaxac¸a˜o (pontos
verdes) e autovalor seguinte (pontos azuis). Cadeia linear com 1.000
s´ıtios, distribuic¸a˜o Gaussiana de energia, s = σ/kBT , taxas de hop-
ping sime´tricas entre primeiros vizinhos e condic¸o˜es perio´dicas de
contorno. Os autovetores a esquerda sa˜o estendidos para todos os
n´ıveis de desordem considerados e, portanto, o tempo de relaxac¸a˜o
e´ universal, ou seja, ele na˜o depende da condic¸a˜o inicial. Esse resul-
tado foi previsto analiticamente atrave´s do expoente de Lyapunov
(γ−1R ) ∼ −2 ∼ N2.
Os autovetores a esquerda sa˜o estendidos mesmo para s = 4 e, portanto,
qualquer distribuic¸a˜o inicial fora do equil´ıbrio P(0), veja Eq. (3.13), ira´ relaxar
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com a mesma taxa. Os autovalores de relaxac¸a˜o (correspondentes aos pontos
verdes) sa˜o: −1.67× 10−5 (s = 1), −1.22× 10−6 (s = 2), −3.70× 10−8 (s = 3)
e −7.61 × 10−10 (s = 4). A Eq. (4.42) preveˆ os seguintes valores −1.86 × 10−5
(s = 1), −1.97 × 10−6 (s = 2), −4.62 × 10−8 (s = 3) e −2.43 × 10−10 (s = 4).
O acordo quantitativo e´ razoa´vel tendo em vista o pequeno valor de N , ale´m
do fato de que o resultado nume´rico corresponde a uma realizac¸a˜o particular da
desordem.
Nota-se de passagem que, para baixos n´ıveis da desordem, os autovetores de
relaxac¸a˜o sa˜o bem aproximados por (veja Figura 4.8) zLn = cos(2pin/N + φ),
zRn = e−εn/kBT cos(2pin/N+φ), ale´m disso, a desordem remove a degeneresceˆncia
do autovalor de relaxac¸a˜o presente no caso ordenado.
Ca´lculo Nume´rico de τrel: casos 2D e 3D
Ome´todo perturbativo adotado para o ca´lculo do tempo de relaxac¸a˜o esta´ restrito
a 1D. No entanto, e´ poss´ıvel calcular a dependeˆncia de τrel com o nu´mero de s´ıtios,
N , e com a desordem, s, atrave´s da diagonalizac¸a˜o nume´rica, e na˜o ha´ nenhum
motivo especial para que esses tempos tenham a mesma dependeˆncia funcional
com s e N que no caso 1D.
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Figura 4.9.: Tempo de relaxac¸a˜o nume´rico para uma sistema 2D com distribuic¸a˜o
Gaussiana, s = σ/kBT , taxa sime´trica (pontos azuis), e taxa de
Miller-Abrahams (pontos verdes) para diferentes n´ıveis de desordem
e nu´mero de s´ıtios. A linha preta representa a expressa˜o anal´ıtica de
τ1Drel , Eq. (4.43), obtida para um sistema 1D comN → (NxNy)1/2. O
acordo quantitativo e´ excelente para pequenos valores de s e melhora
com o aumento do nu´mero total de s´ıtios. A dispersa˜o nos dados
nume´ricos e´ bastante acentuada para s > 2. Os pontos nume´ricos
correspondem a uma me´dia sobre 5.000 realizac¸o˜es da desordem para
Nx = Ny = 23 e uma me´dia sobre 1.000 realizac¸o˜es da desordem para
Nx = Ny = 32.
No entanto, na˜o e´ isso que os resultados nume´ricos indicam pelo menos para
pequenos n´ıveis de desordem. A dependeˆncia nume´rica de τ2Drel em s esta´ ilustrada
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na Figura 4.9 para um sistema com desordem Gaussiana e condic¸o˜es perio´dicas de
contorno. O acordo quantitativo entre a curva nume´rica τ2Drel e a curva anal´ıtica
τ1Drel (que corresponde a expressa˜o (4.43) com N → (NxNy)1/2) e´ excelente, pelo
menos para pequenos valores de s. Em 2D o efeito da desordem energe´tica e do
nu´mero de s´ıtios e´ bastante drama´tico na dispersa˜o nume´rica de τrel. O desacordo
entre os tempos de relaxac¸a˜o em 1D e 2D para s & 2.0 (taxa sime´trica) e´ atribu´ıdo
a` precisa˜o nume´rica no ca´lculo do autovalor de relaxac¸a˜o.
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Figura 4.10.: Tempo de relaxac¸a˜o nume´rico para uma sistema 3D com distri-
buic¸a˜o Gaussiana, s = σ/kBT , taxa sime´trica (pontos azuis), e
taxa de Miller-Abrahams (pontos verdes) para diferentes n´ıveis de
desordem e nu´mero de s´ıtios. A linha preta representa a expressa˜o
anal´ıtica de τ1Drel , Eq. (4.43), obtida para um sistema 1D com
N → (NxNyNz)1/3. O acordo quantitativo e´ excelente para pe-
quenos valores de s e melhora com o aumento do nu´mero total de
s´ıtios. Os pontos nume´ricos correspondem a uma me´dia sobre 5.000
realizac¸o˜es da desordem para Nx = Ny = Nz = 8 e uma me´dia so-
bre 1.000 realizac¸o˜es da desordem para Nx = Ny = Nz = 10.
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Figura 4.11.: DOS nume´rica (normalizada) de uma rede quadrada com Nx =
Ny = 32 (distribuic¸a˜o Gaussiana e taxas de hopping sime´tricas entre
primeiros vizinhos). Painel (a) s = σ/kBT = 0.3 e painel (b) s = 1.
O IPR dos autovetores a esquerda (L) e a direita (R) da matriz W
sa˜o exibidos nos quadros internos. A DOS do sistema fracamente
desordenado (s = 0.3) e´ similar a DOS de um sistema ordenado
(s = 0), e possui uma banda que se estende aproximadamente entre
−8ω0 e 0 (veja a DOS do modelo de Anderson, Pag. 42). Os
pontos nume´ricos correspodem a uma me´dia sobre 100 realizac¸o˜es
da desordem. O desvio padra˜o dos IPRs esta´ representado pelas
regio˜es sombreadas.
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O tempo de relaxac¸a˜o em 3D, Figura 4.10, parece manter a mesma dependeˆncia
funcional com s do caso 1D (pelo menos para pequenos n´ıveis de desordem), e
a dependeˆncia com o nu´mero total de s´ıtios e´ dada por N → (NxNyNz)1/3. O
fato da dimensa˜o espacial na˜o afetar a dependeˆncia do tempo de relaxac¸a˜o com
a desordem energe´tica e´ um resultado importante e seu mecanismo exato foge a
nossa compreensa˜o.
Para o caso 2D, o efeito da desordem energe´tica no espectro e nos autovetores
da matriz W e´ similar ao caso 1D (ver Figura 4.11). A desordem promove o sur-
gimento de uma cauda na borda esquerda da densidade de estados (que aumenta
rapidamente com o aumento da desordem), que tende a um valor constante ao
inve´s de decair exponencialmente como no caso 1D (ver Eq. (4.27)). Essa e´ uma
marca registrada da DOS de um sistema tight-binding em 2D na auseˆncia de
desordem (ver Figura 2.3). Ale´m disso, os autovetores de W sa˜o localizados na
borda esquerda do espectro, e permanecem estendidos, mesmo com o aumento
de s, na borda direita da DOS pro´ximo ao autovetor de equil´ıbrio.
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Esta Tese esta´ relacionada ao estudo teo´rico do tempo de relaxac¸a˜o, τrel, que
e´ uma quantidade central no processo de relaxac¸a˜o te´rmica em sistemas mole-
culares desordenados, onde o transporte de carga ocorre atrave´s do processo de
hopping ativado termicamente. O tempo de relaxac¸a˜o e´ o tempo caracter´ıstico
que uma excitac¸a˜o inicial qualquer leva para atingir o equil´ıbrio termodinaˆmico.
A dependeˆncia de τrel com a desordem energe´tica e com o nu´mero de s´ıtios foi
obtida analiticamente, em uma dimensa˜o, para qualquer distribuic¸a˜o de energia
e para qualquer taxa de hopping. O cara´ter estendido do autovetor de relaxac¸a˜o
implica que o tempo de relaxac¸a˜o e´ universal, isto e´, independente da condic¸a˜o
inicial. A expressa˜o anal´ıtica para τrel e´ uma contribuic¸a˜o importante visto a
predominaˆncia de simulac¸o˜es nume´ricas de sistemas espec´ıficos (tipicamente dis-
tribuic¸a˜o Gaussiana e taxa de Miller-Abrahams) e restritas a sistemas pequenos.
A ana´lise nume´rica do tempo de relaxac¸a˜o e´ praticamente inacess´ıvel em situac¸o˜es
envolvendo sistemas mais robustos, visto a dependeˆncia quadra´tica de τrel com
o nu´mero de s´ıtios. Em sistemas bidimensionais e tridimensionais, as simulac¸o˜es
nume´ricas mostram que a dependeˆncia funcional do tempo de relaxac¸a˜o com
a desordem efetiva s e´ a mesma para o caso 1D, pelo menos para s < 2. As
dependeˆncias de τ2Drel e τ3Drel com o nu´mero de s´ıtios sa˜o obtidas atrave´s do ma-
peamento, N → (NxNy)1/2, para o sistema 2D, e N → (NxNyNz)1/3, para o
sistema 3D. Ainda que os ca´lculos anal´ıticos tenham assumido a aproximac¸a˜o de
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hopping entre s´ıtios primeiros vizinhos, o me´todo pode ser facilmente estendido
para casos onde o transporte envolvendo transic¸o˜es entre s´ıtios mais distantes
seja importante.
Resumidamente, os efeitos da desordem energe´tica na DOS em 1D sa˜o:
1. promover o surgimento de uma cauda na borda esquerda da DOS; na borda
direita a DOS mante´m a forma do caso ordenado, g(λ) ∼ |λ|−1/2;
2. a desordem localiza os autovetores, especialmente os situados na borda
esquerda da DOS, os autovetores na borda direita da DOS (λ ∼ 0) perma-
necem estendidos para qualquer n´ıvel de desordem.
A literatura na˜o dispo˜e de muitos exemplos de modelos de localizac¸a˜o de An-
derson com desordem diagonal correlacionada [25]. A constatac¸a˜o de que esses
modelos possuem autovetores que permanecem estendidos, mesmo em uma di-
mensa˜o, em qualquer n´ıvel de desordem foi de suma importaˆncia na de´cada de
90. Acreditamos que a demostrac¸a˜o realizada nesta Tese de que qualquer mo-
delo de hopping com taxas que obedecem o princ´ıpio do balanc¸o detalhado e´ um
exemplo de modelo de Anderson com desordem diagonal correlacionada, e´ uma
contribuic¸a˜o relevante para conectar dois campos de pesquisa aparentemente dis-
tintos, ou seja, localizac¸a˜o de Anderson e relaxac¸a˜o te´rmica.
Como perspectiva futura, pretendemos aplicar o me´todo descrito nesta Tese
para estudar a relaxac¸a˜o vibracional de mole´culas lineares, ou seja, a relaxac¸a˜o
para o equil´ıbrio de um estado vibracional inicial em uma cadeia acoplada a
um banho te´rmico. O banho te´rmico seriam coliso˜es aleato´rias nos ı´ons da cadeia
(causadas pelas mole´culas do solvente) e os termos anarmoˆnicos do Hamiltoniano
vibracional. A dinaˆmica de relaxac¸a˜o pode ser fornecida por uma equac¸a˜o mestra
para a probabilidade de ocupac¸a˜o de cada modo vibracional. Pode-se imaginar
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o sistema como uma rede 1D (ordenada ou desordenada), com molas entre os
a´tomos (com vibrac¸o˜es longitudinais). As coliso˜es e os termos anarmoˆnicos sera˜o
introduzidos atrave´s de taxas de transic¸a˜o aleato´rias.
Persisteˆncia e extinc¸a˜o em ambientes agressivos e flutuantes com aplicac¸o˜es
em biologia e ecologia.
Durante a minha estadia na Ita´lia com o grupo do Prof. Amos Maritan, estudei
uma aplicac¸a˜o de Localizac¸a˜o de Anderson para a dinaˆmica de populac¸o˜es em
sistemas agressivos e flutuantes. Esta pesquisa esta´ diretamente relacionada com
a a´rea de sistemas complexos, com aplicac¸o˜es em biologia e ecologia. Nesse
trabalho (artigo em fase de finalizac¸a˜o) investigamos o efeito de um ambiente
agressivo (harsh) e flutuante (desordenado) para a sobreviveˆncia ou extinc¸a˜o de
uma espe´cie. Trata-se de um modelo de dinaˆmica de populac¸o˜es cuja equac¸a˜o
dinaˆmica e´ fornecida pela Equac¸a˜o de Fisher, que pode ser mapeada em uma
equac¸a˜o de Schro¨dinger em tempo imagina´rio.
Analisamos numericamente o efeito da desordem espacial na disponibilidade
de alimento para a persisteˆncia (ou sobreviveˆncia) de uma espe´cie. O mecanismo
de persisteˆncia e´ devido a` formac¸a˜o de ilhas (oa´sis) onde a disponibilidade de
alimento e´ suficiente para manter a vida. Analisamos a dependeˆncia do tamanho
das ilhas em func¸a˜o do coeficiente de difusa˜o das espe´cies e tambe´m da taxa de
crescimento (growth rate). Este trabalho esta´ em fase de finalizac¸a˜o e por esse
motivo na˜o foi inserido no texto principal da Tese.
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Apeˆndice

A. Simetrizac¸a˜o da matriz estoca´stica W
A versa˜o sime´trica da matriz estoca´stica W apresentada no Cap´ıtulo 4 e´ con-
sequeˆncia de duas propriedades da equac¸a˜o mestra, Eq. (3.6), a saber: (i)
existeˆncia de um autovalor nulo, e (ii) princ´ıpio do balanc¸o detalhado para
as taxas de hopping. O autovalor nulo, λeq = 0, e´ consequeˆncia trivial de∑
i
Wij =
∑
i
(wj→i − δij
∑
k
wi→k) = 0 (ver Eq. (3.7)).
Para perceber o papel do princ´ıpio do balanc¸o detalhado na simetrizac¸a˜o de
W, como discutido nesta Tese (ver Pag. 57), avalia-se as equac¸o˜es de autovalores
a esquerda, Eq. (3.9), e a direita, Eq. (3.10), para o autovalor λeq = 0,
∑
j
(
wi→j(zReq)i − wj→i(zReq)j
)
= 0, (A.1)
∑
j
wi→j
(
(zLeq)j − (zLeq)i
)
= 0. (A.2)
A expressa˜o (A.2) implica em (zLeq)i = (zLeq)j . A expressa˜o (A.1) implica em
wi→j(zReq)i = wj→i(zReq)j , que e´ uma manifestac¸a˜o do princ´ıpio do balanc¸o deta-
lhado. A condic¸a˜o de normalizac¸a˜o dos autovetores de equil´ıbrio,
∑
i
(zReq)i(zLeq)i =
1, leva a
(zReq)j =
(∑
i
wj→i
wi→j
)−1
. (A.3)
Considere, como exemplo particular, a taxa de hopping sime´trica wi→j = exp[(εi−
εj)/2kBT ]. Segundo a expressa˜o (A.3), o autovetor de equil´ıbrio tem componente
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dada por (zReq)i = exp[−εi/kBT ]/Z, que e´ justamente a distribuic¸a˜o de Boltz-
mann.
As duas propriedades discutidas acima, (i) e (ii), permitem construir uma
matriz sime´trica com os mesmos autovalores de W [1, 24]:
Sij =Wij
√
(zReq)i
(zReq)j
. (A.4)
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A primeira aproximac¸a˜o para a distribuic¸a˜o de autovalores e autovetores da ma-
triz W e´ a aproximac¸a˜o VCA (Virtual Crystal Approximation) que simplesmente
aproxima os autovalores e autovetores da matriz estoca´stica pelos corresponden-
tes de sua me´dia, ou seja,
〈W〉 · zRλ = λ zRλ , (B.1)
zLλ · 〈W〉 = λ zLλ , (B.2)
onde 〈W〉 e´ a me´dia da matriz das taxas (sobre a distribuic¸a˜o das energias), zRλ
e´ o autovetor a direita, zLλ e´ o autovetor a esquerda e λ e´ o autovalor associado.
Considere o caso particular discutido na Figura 4.1 (o ca´lculo e´ similar para
outros casos), com taxas sime´tricas, Eq. (3.17), e distribuic¸a˜o Gaussiana de
energia, Eq. (3.15). A matriz 〈W〉 possui termos do tipo (levando-se em conta
que as energias sa˜o descorrelacionadas)1:
〈wj→i〉 = w0 exp(s2/4). (B.3)
O problema de autovalores da matriz 〈W〉, equac¸o˜es (B.1) e (B.2), e´ ideˆntico ao
da cadeia tight-binding com acoplamento entre primeiros vizinhos do modelo de
1 〈
exp(±ε/kBT )
〉
= exp(s2/8) (s = σ/kBT )
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Anderson, Eq. (2.2). Os autovalores de 〈W〉 sa˜o:
λk = −2w0es
2/4(1− cos(2pik/N)), (k = 1, · · ·N), (B.4)
com autovetores
(zRk )n =
exp(−i2pikn/N)√
N
, (B.5)
e
(zRk )n =
exp(i2pikn/N)√
N
. (B.6)
Percebe-se que a matriz 〈W〉 e´ sime´trica, de modo que os autovetores a direita
sa˜o os transpostos conjugados dos autovetores a esquerda. Verifica-se, facilmente,
que os autovetores satisfazem a`s relac¸o˜es
zLk · zRk′ = δk,k′ , (B.7)∑
k
zRk zLk′ = IN×N , (B.8)
que expressam a ortonormalidade e a completeza da base formada pelos autove-
tores de 〈W〉. Os autovalores de 〈W〉 sa˜o todos reais e negativos, com excec¸a˜o de
um u´nico autovalor nulo correspondente ao autovetor zL = zR = (1, 1, ..., 1).
Levando em conta as expresso˜es acima para os autovetores de 〈W〉, e´ simples
mostrar que
IPRVCA(λk) = 1/N. (B.9)
Trata-se, portanto, de uma banda onde todos os estados sa˜o estendidos indepen-
dentemente do valor de λk. Nota-se que os autovalores e autovetores, equac¸o˜es
(B.4), (B.5) e (B.6), sa˜o func¸o˜es do vetor de onda q = 2pik/N , com k = 1, · · · , N .
No limite de N → ∞ (sistema infinito), q torna-se uma varia´vel cont´ınua defi-
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nida no intervalo [0, 2pi] ou [−pi, pi]. A densidade de estados e´ definida a partir
da expressa˜o [5]:
g(E) = 1
N
N∑
k=1
δ
(
E − λk
)
(B.10)
= 12pi
 pi
−pi
δ
(
E − λq
)
dq (B.11)
= 12pi
∑
q∗
∣∣∣dλ(q∗)
dq
∣∣∣−1, onde λq∗ = E. (B.12)
No presente caso, temos:
λq = −2w0es
2/4(1− cos(q)), (B.13)
e, portanto,
g(E) = 1
pi
1√
−4w0 exp(s2/4)E − E2
, (−4w0es
2/4 ≤ E ≤ 0). (B.14)
A densidade de estados na aproximac¸a˜o VCA forma uma banda de largura B =
4w0 exp(s2/4) (que cresce portanto com a desordem energe´tica) e de autovetores
estendidos. Na Figura 4.1 (ver Pag. 62) a DOS na aproximac¸a˜o VCA, Eq.
(B.14), e´ ilustrada e o acordo quantitativo e´ excelente. Observa-se ainda que

g(E)dE = 1 como deveria ser.
Nota-se que o autovalor de relaxac¸a˜o do caso ordenado, λordrel , pode ser facil-
mente obtido a partir da Eq. (B.4), tomando s = 0, e expandindo o cosseno em
se´rie de poteˆncias, que resulta em λordrel = −4pi2/N2. Ale´m disso, a expansa˜o,
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rn = reqn (1 + an+ bn2), tem como motivac¸a˜o as expresso˜es (B.5) ou (B.6),
vkn+1
vkn
= e(εn+1−εn)/2kBT e−i2pik/N
= e(εn+1−εn)/2kBT
(
1− i2pik/N − 12(2pik/N)
2 + · · ·+O(N−3)
)
,(B.15)
onde zRn ∝ e−εi/2kBT vn e zLn ∝ eεi/2kBT vn sa˜o as relac¸o˜es entre os autovetores
de W e S. No caso ordenado, εn = εn+1, e fazendo o mapeamento  → 2pik/N ,
as constantes aordn = −i e bordn = −1/2 sa˜o obtidas.
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