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Abstract
We consider second order uniformly elliptic operators of divergence form in Rd+1 whose
coefficients are independent of one variable. Under the Lipschitz condition on the coefficients
we characterize the domain of the Poisson operators and the Dirichlet-Neumann maps in the
Sobolev space Hs(Rd) for each s ∈ [0, 1]. Moreover, we also show a factorization formula for the
elliptic operator in terms of the Poisson operator.
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1 Introduction
In this present paper we consider the second order elliptic operator of divergence form in Rd+1 =
{(x, t) ∈ Rd × R},
A = −∇ ·A∇, A = A(x) =
(
ai,j(x)
)
1≤i,j≤d+1
. (1.1)
Here d ∈ N, ∇ = (∇x, ∂t)
⊤ with ∇x = (∂1, · · · , ∂d)
⊤, and each ai,j is complex-valued and
assumed to be t-independent. The adjoint matrix of A will be denoted by A∗. We assume the
uniformly ellipticity condition
Re〈A(x)η, η〉 ≥ ν1|η|
2, |〈A(x)η, ζ〉| ≤ ν2|η||ζ| (1.2)
for all η, ζ ∈ Cd+1 with positive constants ν1, ν2. Here 〈·, ·〉 denotes the inner product of C
d+1,
i.e., 〈η, ζ〉 =
∑d+1
j=1 ηj ζ¯j for η, ζ ∈ C
d+1. For later use we set
A′ = (ai,j)1≤i,j≤d, b = ad+1,d+1, r1 = (a1,d+1, · · · , ad,d+1)
⊤, r2 = (ad+1,1, · · · , ad+1,d)
⊤.
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We will also use the notation A′ = −∇x ·A
′∇x. In this paper, we are concerned with the Poisson
operator and the Dirichlet-Neumann map associated with A, which play fundamental roles in
the boundary value problems for the elliptic operators. They are defined through A-extension
of the boundary data on Rd = ∂Rd+1+ to the upper half space.
Definition 1.1. (i) For a given h ∈ S ′(Rd) we denote byMh : S(R
d)→ S ′(Rd) the multiplication
Mhu = hu.
(ii) We denote by EA : H˙
1/2(Rd) → H˙1(Rd+1+ ) the A-extension operator, i.e., w = EAf is the
solution to the Dirichlet problem{
Au = 0 in Rd+1+ ,
u = f on ∂Rd+1+ = R
d.
(1.3)
The one parameter family of linear operators {EA(t)}t≥0, defined by EA(t)f = (EAf)(·, t) for
f ∈ H˙1/2(Rd), is called the Poisson semigroup associated with A.
(iii) We denote by ΛA : DL2(ΛA) ⊂ H˙
1/2(Rd) → H˙−1/2(Rd) the Dirichlet-Neumann map asso-
ciated with A, which is defined through the sesquilinear form
〈ΛAf, g〉
H˙−
1
2 ,H˙
1
2
= 〈A∇EAf,∇EAg〉L2(Rd+1+ )
, f, g ∈ H˙
1
2 (Rd). (1.4)
Here 〈·, ·〉H˙−1/2,H˙1/2 denotes the duality coupling of H˙
−1/2(Rd) and H˙1/2(Rd).
Here H˙s(Rd) is the homogeneous Sobolev space of the order s ∈ R and DH(T ) denotes the
domain of a linear operator T in a Banach space H. Since the ellipticity condition (1.2) ensures
that EA is well-defined in H˙
1/2(Rd) via the Lax-Milgram theorem, it is not difficult to see
that {EA(t)}t≥0 is realized as a strongly continuous and analytic semigroup in H˙
1/2(Rd) and in
H1/2(Rd) (see, e.g. [19, Proposition 2.4]). Then the generator of the Poisson semigroup will be
denoted by −PA, and PA is called the Poisson operator (associated with A). As for the Dirichlet-
Neumann map, it is well known from the theory of sesquilinear forms that (1.2) guarantees the
generation of a strongly continuous and analytic semigroup in L2(Rd); see [14]. On the other
hand, the realization of the Poisson semigroup in L2(Rd) is nothing but the solvability of the
elliptic boundary value problem (1.3) for L2 boundary data (see [19] for details), there have
been a lot of works on this subject by now. Moreover the characterization of DL2(PA) is studied
as well, for it provides precise informations on the behavior of A-extension near the boundary.
As far as the authors know, these problems are affirmatively settled at least for the following
classes of A.
(I) A is a constant matrix, i.e., A(x) = A; (II) A is Hermite, i.e., A∗ = A; (III) A is block
type, i.e., r1 = r2 = 0; (IV) A is a small L
∞ perturbation of B satisfying one of (I)-(III) above.
The case (I) is easy since one can directly derive the solution formula for (1.3) with the aid
of the Fourier transform. The case (II) is a classical problem, for it is closely related with the
Laplace equations in Lipschitz domains, and it is studied in [6, 12, 13, 24, 7, 15, 3, 4]. The
case (III) is considered in [5, 3]. In this case, the Poisson operator essentially coincides with
the Dirichlet-Neumann map, and the characterization DL2(PA) = H
1(Rd) is known as the Kato
square root problem for divergence form elliptic operators, which is settled by [5]. The case
(IV) is solved in [9] when B is a constant matrix, and in [3, 4, 2] when B is a Hermite, or block
matrix. Recently in [19], the authors of the present paper showed the L2 solvablity of (1.3) and
2
verified the characterization DL2(PA) = H
1(Rd), when r1, r2, and b are real, and ∇x · (r1+ r2)
belong to Ld(Rd) + L∞(Rd). We note that in the cases (II)-(IV) the coefficients of A are not
discontinuous in general. However, it is shown in [16] that if one imposes only (1.2) and the
coefficients are discontinuous, the Dirichlet problem (1.3) is not always solvable for boundary
data in L2(Rd). This means that some additional conditions on A such as (I)-(IV) are required
in order to extend the Poisson semigroup in H1/2(Rd) as a semigroup in L2(Rd).
As our first result, we show the realization of the Poisson semigroup and the characterization
of the domain of the generator in Hs(Rd) for s ∈ [0, 1] under the Lipschitz regularity assumption:
Lip(A) =
∑
i,j
sup
x,y∈Rd
|ai,j(x)− ai,j(y)|
|x− y|
<∞. (1.5)
The precise statement of the result is given as follows:
Theorem 1.2. Let A = A(x) be a t-independent complex coefficient matrix satisfying (1.2) and
(1.5). Then the following statements hold:
(i) The Poisson semigroup in H1/2(Rd) is extended as a strongly continuous and analytic semi-
group in L2(Rd). Moreover, its generator −PA satisfies DL2(PA) = H
1(Rd) with equivalent
norms, and PA admits a bounded H
∞ calculus in L2(Rd).
(ii) Let s ∈ [0, 1]. Then Hs(Rd) is invariant under the action of the Poisson semigroup
{e−tPA}t≥0 in L
2(Rd), and its restriction on Hs(Rd) defines a strongly continuous and analytic
semigroup in Hs(Rd). Moreover, its generator, denoted again by −PA, satisfies DHs(PA) =
H1+s(Rd) with equivalent norms.
For the definition of bounded H∞ calculus for sectorial operators, see, e.g., [11, Chapter
5]. The main feature in this result is that we do not assume any structural conditions such
as (I)-(IV). In contrast to approaches taken in the aforementioned results, we analyze PA by
looking at its principal symbol, which is explicitly calculated as
µA(x, ξ) = −
v(x) · ξ
2
+ i
{ 1
b(x)
〈A′(x)ξ, ξ〉 −
1
4
(v(x) · ξ)2
} 1
2 , v =
r1 + r2
b
. (1.6)
Here x, ξ ∈ Rd. As is expected, the associated pseudo-differential operator −iµA(·,Dx) is shown
to be an approximation of PA. Since µA is Lipschitz in x and homogeneous of degree 1 in ξ,
one may apply the general theory of pseudo-differential operators with nonsmooth symbols to
µA(·,Dx); [17, 20, 22, 1, 8] to show Theorem 1.2 at least for s < 1. Here we provide another
approach to the analysis of PA which does not rely on the detailed properties of µA(·,Dx)
obtained from this general theory; see Remark 3.7. Indeed, the key ingredient underlying the
proof of Theorem 1.2 in our argument is the factorizations of operators A′ and A in terms of
PA, which we will state in the next theorem. We note here that the assertion (ii) includes the
critical case s = 1, which seems to be out of reach of general theory of the pseudo-differential
operators in the works cited above.
Remark 1.3. If Rd+1+ is replaced by a bounded Lipschitz domain satisfying VMO conditions
for the unit normal of the boundary, then the Dirichlet problem for A with VMO coefficients
is solved by [21] in Lp and Besov spaces. In view of local regularity, the Lipschitz condition
(1.5) assumed in our paper is rather strong. However, one has to be careful about the lack of
the compactness of the boundary in our case. In fact, the authors in [21] apply a localization
argument which enables them to approximate A(x) by a constant matrix in each localized
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domain, then the boundary value problem is reduced to a finite sum of the problems for small
VMO perturbation of the constant matrices. However, in our case one cannot use such a
localization procedure, since A(x) is not necessarily close to a constant matrix as |x| → ∞. This
difficulty is overcome with the aid of the calculus of the symbol (1.6).
In order to state the next result, let us recall the realization of A in L2(Rd+1):
DL2(A) =
{
u ∈ H1(Rd+1) | there is F ∈ L2(Rd+1) such that
〈A∇u,∇v〉L2(Rd+1) = 〈F, v〉L2(Rd+1) for all v ∈ H
1(Rd+1)
}
, (1.7)
Au = F for u ∈ DL2(A).
Note that DL2(A) = H
2(Rd+1) holds with equivalent norms because of (1.5). The realization of
A′ = −∇x·A
′∇x in L
2(Rd) is defined in the similar manner, and we have DL2(A
′) = H2(Rd) with
equivalent norms since A′ is Lipschitz continuous. The following theorem shows the factorization
of operators A and A′, and it clarifies the relation of the Poisson operator and the Dirichlet-
Neumann map:
Theorem 1.4. Under the same assumption as in Theorem 1.2, the following statements hold:
(i) The realization of A′ in L2(Rd) and the realization of A in L2(Rd+1) are respectively factorized
as
A′ =MbQAPA, QA =M1/b(Mb¯PA∗)
∗, (1.8)
A = −Mb(∂t −QA)(∂t + PA). (1.9)
Here (Mb¯PA∗)
∗ is the adjoint operator of Mb¯PA∗ in L
2(Rd), while PA∗ is the Poisson operator
in L2(Rd) associated with A∗ = −∇ ·A∗∇.
(ii) It follows that DL2(ΛA) = DL2(QA) = H
1(Rd) with equivalent norms and that
PA =M1/bΛA +Mr2/b · ∇x, (1.10)
QA =M1/bΛA −Mr1/b · ∇x −M(∇x·r1)/b, (1.11)
as the operators in L2(Rd).
Finally we state the counterpart of Theorem 1.2 for the Dirichlet-Neumann map in Hs(Rd).
Theorem 1.5. Let s ∈ [0, 1]. Under the same assumption as in Theorem 1.2, Hs(Rd) is in-
variant under the action of the Dirichlet-Neumann semigroup {e−tΛA}t≥0 in L
2(Rd), and its
restriction on Hs(Rd) defines a strongly continuous and analytic semigroup in Hs(Rd). More-
over, its generator, denoted again by −ΛA, satisfies DHs(ΛA) = H
1+s(Rd) holds with equivalent
norms.
It is also shown that ΛA admits a bounded H
∞ calculus in L2(Rd); see Theorem 3.8. Similar
result is obtained in [8], where they studied the Dirichlet-Neumann map for the Laplace operator
in a bounded domain with C1+α boundary. See also [23] for general properties of the Dirichlet-
Neumann map and the relation with the layer potentials.
This paper is organized as follows. In Section 2 we state some general results on Poisson
operators from [19], which plays a central role in our argument. Section 3 is the core of this
paper. In Section 3.1 we study the Poisson semigroup and its generator in L2(Rd) with the
aid of the calculus of the symbol µA, while the Dirichlet-Neumann map in L
2(Rd) is studied in
Section 3.2. The analysis of these operators in Hs(Rd) is performed in Sections 3.3 - 3.5. As
stated in Remark 3.7, our approach recovers some properties of the pseudo-differential operator
µA(·,Dx) in H
s(Rd), which is stated in the appendix.
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2 Preliminaries
In this section we recall some results in [19]. As stated in the introduction, the Poisson semigroup
{EA(t)}t≥0 defines a strongly continuous and analytic semigroup in H
1/2(Rd), and thus we have
the representation EA(t) = e
−tPA with its generator −PA. The next proposition gives the
condition so that {e−tPA}t≥0 is extended as a semigroup in L
2(Rd).
Proposition 2.1 ([19, Proposition 3.3]). The following two statements are equivalent.
(i) DH1/2(PA) ⊂ DL2(ΛA∗) and ‖ΛA∗f‖L2(Rd) ≤ C‖f‖H1(Rd) holds for f ∈ DH1/2(PA),
(ii) {e−tPA}t≥0 is extended as a strongly continuous semigroup in L
2(Rd) and DL2(PA) is con-
tinuously embedded in H1(Rd).
Moreover, if the condition (ii) (and hence, (i)) holds then DL2(PA) is continuously embedded in
DL2(ΛA), H
1(Rd) is continuously embedded in DL2(ΛA∗), and it follows that
PAf =M1/bΛAf +Mr2/b · ∇xf, (2.1)
〈A′∇xf,∇xg〉L2(Rd) = 〈PAf,ΛA∗g +Mr¯1 · ∇xg〉L2(Rd) (2.2)
for f ∈ DL2(PA) and g ∈ H
1(Rd).
In order to show DL2(PA) = H
1(Rd) we will use
Proposition 2.2 ([19, Corollary 3.5, Proposition 3.6]). Assume that {e−tPA}t≥0 and {e
−tPA∗ }t≥0
are extended as strongly continuous semigroups in L2(Rd) and that DL2(PA) and DL2(PA∗) are
continuously embedded in H1(Rd). Then we have
〈A′∇xf,∇xg〉L2(Rd) = 〈PAf,Mb¯PA∗g〉L2(Rd), f ∈ DL2(PA), g ∈ DL2(PA∗), (2.3)
C ′‖f‖H1(Rd) ≤ ‖PAf‖L2(Rd) + ‖f‖L2(Rd) ≤ C‖f‖H1(Rd), f ∈ DL2(PA). (2.4)
If in addition that lim inf
t→0
‖d/dt e−tPAf‖L2(Rd) <∞ holds for all f ∈ C
∞
0 (R
d) then DL2(PA) =
H1(Rd) with equivalent norms.
As for the factorizations of A′ and A, we have
Proposition 2.3 ([19, Lemma 3.7]). Assume that the semigroups {e−tPA}t≥0 and {e
−tPA∗ }t≥0
in H1/2(Rd) are extended as strongly continuous semigroups in L2(Rd) and that DL2(PA) =
DL2(PA∗) = H
1(Rd) holds with equivalent norms. Then H1(Rd) is continuously embedded in
DL2(ΛA) ∩DL2(ΛA∗) and
PAf =M1/bΛAf +Mr2/b · ∇xf, f ∈ H
1(Rd), (2.5)
PA∗g =M1/b¯ΛA∗g +Mr¯1/b¯ · ∇xg, g ∈ H
1(Rd). (2.6)
Moreover, the realizations of A′ in L2(Rd) and of A in L2(Rd+1) are respectively factorized as
A′ =MbQAPA, QA =M1/b(Mb¯PA∗)
∗, (2.7)
A = −Mb(∂t −QA)(∂t + PA). (2.8)
Here (Mb¯PA∗)
∗ is the adjoint of Mb¯PA∗ in L
2(Rd).
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3 Analysis of Poisson operator in Hs(Rd)
To study the Poisson operator we consider the boundary value problem{
Au = F in Rd+1+ ,
u = g on ∂Rd+1+ .
(3.1)
Let x, ξ ∈ Rd and let µA = µA(x, ξ) ∈ {µ ∈ C | Imµ > 0} be the root of
b(x)µ2 +
(
r1(x) + r2(x)
)
· ξµ+ 〈A′(x)ξ, ξ〉 = 0. (3.2)
Then we have
µA(x, ξ) = −
v(x) · ξ
2
+ i
{ 1
b(x)
〈A′(x)ξ, ξ〉 −
1
4
(v(x) · ξ)2
} 1
2 , v =
r1 + r2
b
. (3.3)
Here the square root in (3.3) is taken as the principal branch. From (1.2) one can check the
estimates
|µA(x, ξ)| ≤ C|ξ|, ImµA(x, ξ) ≥ C
′|ξ|, (3.4)
Re
(
〈A′ξ, ξ〉 −
b
4
(v · ξ)2
)
≥ ν1
(
|ξ|2 +
|v · ξ|2
4
)
, (3.5)
where C,C ′ are positive constants depending only on ν1, ν2. As is well known, µA describes the
principal symbol of the Poisson operator.
3.1 Domain of Poisson operator in L2(Rd)
The aim of this section is to prove that the domain of the Poisson operator in L2(Rd) is H1(Rd).
For a given h ∈ S(Rd) we set
(
UA,0(t)h
)
(x) =
1
(2π)
d
2
∫
Rd
eitµA(x,ξ)+ix·ξhˆ(ξ) dξ, (3.6)
where hˆ is the Fourier transform of h. The operator UA,0(t) represents the principal part of the
Poisson semigroup, and we first give some estimates of UA,0(t). To this end let us introduce the
operator
(
Gp(t)h
)
(x) =
1
(2π)
d
2
∫
Rd
p(x, ξ, t)eitµA(x,ξ)+ix·ξhˆ(ξ) dξ, (3.7)
for a given measurable function p = p(x, ξ, t) on Rd × Rd × R+.
Lemma 3.1. Let T ∈ (0,∞]. Assume that p = p(x, ξ, t) satisfies
sup
x∈Rd,ξ 6=0
sup
0<t<T
( d+1∑
k=0
(1 + t|ξ|)−lk |ξ|k|∇kξp(x, ξ, t)| + (t|ξ|)
−lj0 |ξ|j0 |∇j0ξ p(x, ξ, t)|
)
≤ L <∞ (3.8)
for some lk ≥ 0 and for some lj0 > 0, j0 ∈ {0, · · · , d}. Then we have
sup
0<t<T
‖Gp(t)h‖L2(Rd) ≤ C‖h‖L2(Rd), (3.9)
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where C depends only on d, ν1, ν2, lk, lj0 , and L. Furthermore, if p satisfies
sup
x∈Rd,ξ 6=0
sup
t>0
d+1∑
k=0
(t|ξ|)−lk |ξ|k|∇kξp(x, ξ, t)| ≤ L <∞ (3.10)
for some lk > 0, k = 0, · · · , d+ 1, then∫ ∞
0
‖Gp(t)h‖
2
L2(Rd)
dt
t
≤ C ′‖h‖2L2(Rd), (3.11)
where C ′ depends only on d, ν1, ν2, lk, and L.
The proof of Lemma 3.1 is rather standard and will be stated in the appendix for convenience
to the reader. Now we have
Lemma 3.2. Let k ∈ N ∪ {0}. For h ∈ S(Rd) and t > 0 it follows that
‖tk
dk
dtk
UA,0(t)h‖L2(Rd) + ‖te
−t∇xUA,0(t)h‖L2(Rd) + ‖tUA,0(t)(−∆x)
1
2h‖L2(Rd)
+ ‖[UA,0(t),∇x]h‖L2(Rd) ≤ C‖h‖L2(Rd), (3.12)
where [B1, B2] is the commutator of the operators B1, B2, and∫ ∞
0
‖e−tUA,0(t)h‖
2
H˙
1
2 (Rd)
dt ≤ C‖h‖2L2(Rd). (3.13)
In particular, lim
t→0
UA,0(t)h = h in L
2(Rd) for any h ∈ L2(Rd).
Proof. The estimate (3.12) is a direct consequence of Lemma 3.1. For example, we take
p(x, ξ, t) = t|ξ| for the estimate of tUA,0(t)(−∆x)
1/2h, and take p(x, ξ, t) = it∇xµA(x, ξ) for
[UA,0,∇x]h, and so on. As for (3.13), we use the Schur lemma as in the proof of (3.11). By (3.12)
and ‖f‖H˙1/2 ≤ ‖f‖
1/2
L2
‖∇xf‖
1/2
L2
it is easy to see that t1/2e−t‖UA,0(t)h‖H˙1/2(Rd) ≤ C‖h‖L2(Rd) for
all t > 0. Let t ≥ s > 0, and let ψs be the function defined in the proof of Lemma 3.1 in the
appendix. Then we have from ψs = ∆xψ˜s and (3.12),
t
1
2 ‖e−tUA,0(t)ψs ∗ h‖
H˙
1
2 (Rd)
≤ t
1
2‖e−tUA,0(t)∆xψ˜s ∗ h‖
1
2
L2(Rd)
‖∇xe
−tUA,0(t)ψs ∗ h‖
1
2
L2(Rd)
≤ Ct−
1
2 ‖∇xψ˜s ∗ h‖
1
2
L2(Rd)
‖h‖
1
2
L2(Rd)
≤ Ct−
1
2 s
1
2‖h‖L2(Rd).
Let s ≥ t > 0. Then the relation ∇xUA,0(t) = t
1/2Gp(t)(−∆x)
1/4 + UA,0(t)∇x with p =
it1/2|ξ|−1/2∇xµA combined with (3.9) and (3.12) yields
‖∇xUA,0(t)h‖L2(Rd) ≤ Ct
1
2‖(−∆x)
1
4ψs ∗ h‖L2(Rd) + C‖∇xψs ∗ h‖L2(Rd) ≤ C(t
1
2 s−
1
2 + s−1),
which implies
t
1
2 ‖e−tUA,0(t)ψs ∗ h‖
H˙
1
2 (Rd)
≤ Ct
1
2 e−t(t
1
4 s−
1
4 + s−
1
2 )‖h‖L2(Rd) ≤ Ct
1
4 s−
1
4 ‖h‖L2(Rd).
Collecting these above, we can apply the Schur lemma [10, pp.643-644] to {t1/2e−t(−∆x)
1/4UA,0(t)}t>0
to obtain (3.13). The last statement of the proposition follows from (3.12) and the density ar-
gument. The proof is complete.
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We look for a solution u to (3.1) with F = 0 and g = h of the form
u =MχUA,0h+ UA,1h, (3.14)
where χ = χ(t) is a smooth cut-off function such that χ(t) = 1 if t ∈ [0, 1] and χ(t) = 0 if t ≥ 2,
and UA,1h is a solution to (3.1) with F = −A(MχUA,0h) and g = 0.
Lemma 3.3. For any h ∈ S(Rd) there exists a unique solution UA,1h ∈ H˙
1
0 (R
d+1
+ ) to (3.1) with
F = −A(MχUA,0h) and g = 0, which satisfies
‖∇UA,1h‖L2(Rd+1
+
) ≤ C‖(I −∆x)
− 1
4h‖L2(Rd). (3.15)
Proof. For simplicity we write U0 and U1 for UA,0 and UA,1. We set
A′ = (ai,j)1≤i,j≤d, a
′ = ∇x ·A
′ = (
∑
1≤k≤d
∂kak,j)1≤j≤d,
and
Πh =
(
Π′h
Πd+1h
)
=
(
GitA′∇xµAh
G∇x·r1h+Git(r1+r2)·∇xµAh
)
∈ Cd+1. (3.16)
Then a direct computation yields
−AU0h = ∇ ·Πh+Gζh, ζ(x, ξ, t) = i
(
r1(x) + r2(x) + itA
′(x)ξ
)
· ∇xµA(x, ξ) + ia
′(x) · ξ.
Hence U1h should be constructed as the solution of (3.1) with g = 0 and
F = −A(MχU0h) = ∇ ·MχΠh+MχGζh+Rh, (3.17)
Rh = ∇x ·M(r1+r2)∂tχU0h+ ∂tMb∂tχU0h−M∂tχΠd+1h−Mb∂2t χ+∇x·r2∂tχU0h.
To obtain (3.15), let us estimate each term of F in H˙−1(Rd+1+ ). Note that Rh is supported in
{(x, t) ∈ Rd+1+ | 1 ≤ t ≤ 2} by the definition of χ. In particular, it is not difficult to show
|〈Rh,ϕ〉L2(Rd+1
+
)| ≤ C‖(I −∆x)
− 1
4h‖L2(Rd)‖∇ϕ‖L2(Rd+1
+
), ϕ ∈ H
1
0 (R
d+1
+ ). (3.18)
Thus we focus on the leading terms ∇ ·MχΠh and MχGζh. By using Lemma 3.1 one can easily
check the estimates
|〈∇ ·MχΠh, ϕ〉L2(Rd+1
+
)| ≤ ‖MχΠh‖L2(Rd+1
+
)‖∇ϕ‖L2(Rd+1
+
) ≤ C‖h‖L2(Rd)‖∇ϕ‖L2(Rd+1
+
),
|〈MχGζh, ϕ〉L2(Rd+1
+
)| = |
∫ ∞
0
〈MχGζh,
∫ t
0
∂sϕds〉L2(Rd) dt|
≤
∫ ∞
0
t
1
2 ‖MχGζh‖L2(Rd) dt‖∇ϕ‖L2(Rd+1
+
) ≤ C‖h‖L2(Rd)‖∇ϕ‖L2(Rd+1
+
),
for ϕ ∈ H10 (R
d+1
+ ). Next we consider the estimate of MχGζ(−∆x)
1
4h. By using the following
general relation for Gp that
Gp(t)h = ∂tGp/(iµA)(t)h−G∂tp/(iµA)(t)h, Gp(t)(−∆x)
1
4h = Gp|ξ|1/2(t)h, (3.19)
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and by using ∂2t ζ = 0 and ∂tµA = 0, we observe that it suffices to estimate
∂tMχGζ|ξ|1/2/(iµA)h+ ∂tMχG∂tζ|ξ|1/2/µ2A
h,
for the other terms are of lower order. We see
|〈∂tMχGζ|ξ|1/2/(iµA)h+ ∂tMχG∂tζ|ξ|1/2/µ2A
h, ϕ〉L2(Rd+1
+
)| ≤ C‖MχGζ˜h‖L2(Rd+1
+
)‖∇ϕ‖L2(Rd+1
+
)
for ϕ ∈ H10 (R
d+1
+ ), where ζ˜ = ζ|ξ|
1/2/(iµA)+∂tζ|ξ|
1/2/µ2A. Then the bound of ‖MχGζ˜h‖L2(Rd+1
+
)
is reduced to that of
∫
R+
‖Gp(t)h‖
2
L2(Rd)
t−1 dt with p satisfying (3.10), and hence, ‖MχGζ˜h‖L2(Rd+1
+
) ≤
C‖h‖L2(Rd) follows from (3.11), as desired. Similarly, we have
‖MχΠ(−∆x)
1
4h‖L2(Rd+1
+
) ≤ C‖h‖L2(Rd).
Collecting these above, we arrive at
|〈−A(MχU0h), ϕ〉L2(Rd+1
+
)| ≤ C‖(I −∆x)
− 1
4h‖L2(Rd)‖∇ϕ‖L2(Rd+1
+
), ϕ ∈ H
1
0 (R
d+1
+ ). (3.20)
Thus, by the Lax-Milgram theorem there is a unique solution U1h ∈ H˙
1
0 (R
d+1
+ ) to (3.1) with
F = −A(MχU0h) and g = 0, which satisfies (3.15). The proof is complete.
Lemmas 3.2 and 3.3 imply the estimate ‖e−tPAh‖L2(Rd) ≤ C‖h‖L2(Rd) for t ∈ (0, 1] and
h ∈ H1(Rd). Since the same argument can be applied for {e−tPA∗ }t≥0, we have
Corollary 3.4. The semigroups {e−tPA}t≥0 and {e
−tPA∗ }t≥0 in H
1/2(Rd) are extended as
strongly continuous analytic semigroups in L2(Rd). Moreover, H1(Rd) is continuously embedded
in DL2(ΛA) ∩ DL2(ΛA∗), and DL2(PA) and DL2(PA∗) are continuously embedded in H
1(Rd).
We also have the estimate
‖e−tPAf‖L2(Rd) ≤ Ct
− 1
2 ‖f‖
H−
1
2 (Rd)
, 0 < t < 1. (3.21)
Proof. By the variational characterization of H˙1/2(Rd), the estimate (3.15) implies that
‖UA,1(t)h‖
H˙
1
2 (Rd)
≤ ‖∇UA,1h‖L2(Rd+1
+
) ≤ C‖h‖H−
1
2 (Rd)
, t > 0. (3.22)
Thus (3.13) and (3.22) verifies the condition (i) of [19, Proposition 4.3], which gives DL2(PA) →֒
H1(Rd). The same is true for DL2(PA∗), and then we also obtain the embedding H
1(Rd) →֒
DL2(ΛA) ∩ DL2(ΛA∗) by Proposition 2.1. Now it remains to show (3.21). Let us recall the
representation e−tPAf = MχUA,0(t)f + UA,1(t)f . By the definition of Gp in (3.7) we have
UA,0(t)f = t
−1/2Gt1/2〈ξ〉1/2(I −∆x)
−1/4f , where 〈ξ〉 = (1 + |ξ|2)1/2. Then it is easy to see that
p(x, ξ, t) = t1/2〈ξ〉1/2 satisfies (3.8) with T = 1, and therefore,
‖UA,0(t)f‖L2(Rd) = t
− 1
2 ‖Gt1/2〈ξ〉1/2(I −∆x)
−1/4f‖L2(Rd) ≤ Ct
− 1
2‖(I −∆x)
−1/4f‖L2(Rd).
On the other hand, we have already proved the desired estimate for UA,1(t)f by (3.15). The
proof is complete.
In order to establish the characterization of DL2(PA) and DL2(PA∗), we need further esti-
mates of UA,1 as follows.
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Lemma 3.5. For any h ∈ H1/2(Rd) we have d/dt UA,1(t)h ∈ C([0,∞);H
1/2(Rd)) and
sup
t>0
‖
d
dt
UA,1(t)h‖
H
1
2 (Rd)
≤ C‖h‖
H
1
2 (Rd)
. (3.23)
Proof. As in the proof of Lemma 3.3 we write U0 and U1 for UA,0 and UA,1. First we assume
that h ∈ DL2(PA). Let us recall that U1(t)h ∈ H˙
1
0 (R
d+1
+ ) solves (3.1) with F = −A(MχU0h) =
∇ ·MχΠh +MχGζh + Rh and g = 0. We first see limδ→0 d/dtU1(δ)h exists in H
−1(Rd). Set
R
d+1
δ,+ = {(x, t) ∈ R
d+1 | t > δ} for δ > 0. Since d/dt U1h ∈ ∩δ>0H
1(Rd+1δ,+ ), we have
〈
d
dt
U1(δ)h +Mr2/b · ∇xU1(δ)h, φ〉L2(Rd) = −〈A∇U1h,∇ϕ〉L2(Rd+1δ,+ )
− 〈MχΠ
′h,∇xϕ〉L2(Rd+1δ,+ )
+ 〈∂tMχΠd+1h+MχGζh+Rh,ϕ〉L2(Rd+1δ,+ )
(3.24)
for any δ ∈ (0, 1/2) and ϕ ∈ H1(Rd+1δ,+ ) with ϕ|t=δ = M1/b¯φ, φ ∈ H
1/2(Rd). By taking
ϕ = e−(t−δ)PA∗M1/b¯φ, the similar calculation as in the proof of Lemma 3.3 yields the esti-
mate for the right-hand side of (3.24) from above by C‖h‖H1/2(Rd)‖M1/b¯φ‖H1/2(Rd), and hence
by C‖h‖H1/2(Rd)‖φ‖H1/2(Rd). On the other hand, we have
|〈Mr2/b · ∇xU1(δ)h, φ〉L2(Rd)| ≤ C‖∇xU1(δ)h‖L2(Rd)‖φ‖L2(Rd)
= C‖∇x
(
e−δPA − U0(δ)
)
h‖L2(Rd)‖φ‖L2(Rd)
≤ C
(
‖[∇x, e
−δPA ]h‖L2(Rd) + ‖[∇x, U0(δ)]h‖L2(Rd)
)
‖φ‖L2(Rd)
+ C‖U1(δ)∇xh‖L2(Rd)‖φ‖L2(Rd). (3.25)
In particular, we see ‖Mr2/b · ∇xU1(δ)h‖L2(Rd) → 0 as δ → 0, for the facts h ∈ DL2(PA)
and DL2(PA) →֒ H
1(Rd) by Corollary 3.4 imply lim
δ→0
‖[∇x, e
−δPA ]h‖L2(Rd) = 0, while the con-
vergence lim
δ→0
‖[∇x, U0(δ)]h‖L2(Rd) = 0 follows from (3.12) and the density argument. The
limit lim
δ→0
‖U1(δ)∇xh‖L2(Rd) = 0 follows from Lemma 3.3 with h replaced by ∇xh. By ap-
plying (3.24) to another δ′ ∈ (0, 1/2) and then by estimating the difference 〈d/dt U1(δ)h −
d/dt U1(δ
′)h, φ〉L2(Rd) we conclude that d/dt U1(δ)h converges to some limit, denoted by SA,1h,
in H−1/2(Rd) as δ → 0. We claim that
‖SA,1h‖Hs(Rd) ≤ Cs‖h‖Hs(Rd), h ∈ DL2(PA), s ∈ (0,
1
2
]. (3.26)
To this end, first note that the following equality with the choice of ϕ(t) = e−tPA∗φ, φ ∈ H1/2(Rd)
holds:
〈SA,1h,Mb¯φ〉H−
1
2 ,H
1
2
= lim
δ→0
〈
d
dt
U1(δ)h,Mb¯φ〉H−
1
2 ,H
1
2
= lim
δ→0
〈
d
dt
U1(δ)h,Mb¯ϕ(δ)〉H−
1
2 ,H
1
2
= lim
δ→0
〈Mb
d
dt
U1(δ)h +Mr2 · ∇xU1(δ)h, ϕ(δ)〉L2 (Rd)
= −〈A∇U1h,∇ϕ〉L2(Rd+1
+
) − 〈MχΠ
′h,∇xϕ〉L2(Rd+1
+
)
+ 〈∂tMχΠd+1h+MχGζh+Rh,ϕ〉L2(Rd+1
+
)
= −〈MχΠ
′h,∇xϕ〉L2(Rd+1
+
) + 〈∂tMχΠd+1h+MχGζh+Rh,ϕ〉L2(Rd+1
+
).
(3.27)
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Here for each line we have respectively used ϕ(δ) = e−δPA∗φ→ φ in H1/2(Rd) for φ ∈ H1/2(Rd),
Mr2/b · ∇xU1(δ)h→ 0 in L
2(Rd), (3.24), and then the fact that 〈A∇U1h,∇ϕ〉L2(Rd+1+ )
= 0, since
U1h ∈ H˙
1
0 (R
d+1
+ ) and ϕ(t) = e
−tP∗
Aφ. Hence our next task is to estimate the right-hand side of
(3.27). Let s ∈ (0, 1/2]. We will show
|〈MχΠ
′h,∇xϕ〉L2(Rd+1
+
)|+ |〈∂tMχGit(r1+r2)·∇xµAh, ϕ〉L2(Rd+1
+
)|
+ |〈Mχ∂tG∇x·r2h+MχGζh, ϕ〉L2(Rd+1
+
)| ≤ C‖h‖Hs(Rd)‖(I −∆x)
− s
2φ‖L2(Rd), (3.28)
which gives (3.26), since the other terms in (3.27) are of lower order and easy to handle. We
observe that ϕ(t) = e−tPA∗φ = MχUA∗,0(t)φ + UA∗,1(t)φ, and thus, it suffices to check (3.27)
with ϕ replaced by UA∗,0(t)φ, for UA∗,1(t)φ is of lower order if s is less than or equal to 1/2
thanks to Lemma 3.3. The argument below is based on the quadratic estimate as in (3.11).
Note that the counterpart of Lemma 3.1 is valid for UA∗,0(t). Firstly we see from the definition
of Π′ in (3.16),
|〈MχΠ
′h,∇xUA∗,0(t)(−∆x)
s
2φ〉L2(Rd+1
+
)|
≤
∫ ∞
0
Mχ‖GitA′∇xµA(t)h‖L2(Rd)‖∇xUA∗,0(t)(−∆x)
s
2φ‖L2(Rd) dt
≤
( ∫ ∞
0
Mχ‖t
1−sGiA′∇xµA(t)h‖
2
L2(Rd)
dt
t
) 1
2
( ∫ ∞
0
Mχ‖t
1+s∇xUA∗,0(t)(−∆x)
s
2φ‖2L2(Rd)
dt
t
) 1
2
≤ C‖h‖H˙s(Rd)‖φ‖L2(Rd), s ∈ [0,
1
2
],
by applying Lemma 3.1. Similarly, we have
|〈∂tMχGit(r1+r2)·∇xµAh, ϕ〉L2(Rd+1
+
)|
= |〈MχGit(r1+r2)·∇xµAh,
d
dt
UA∗,0(t)(−∆x)
s
2φ〉L2(Rd+1
+
)| ≤ C‖h‖H˙s(Rd)‖φ‖L2(Rd), s ∈ [0,
1
2
].
Finally we consider the term Mχ∂tG∇x·r2h+MχGζh =MχGηh, η = µA∇x · r2+ ζ. Lemma 3.1
yields
Bs(h) :=
( ∫ ∞
0
Mχ‖t
1−sGη(t)h‖
2
L2(Rd)
dt
t
) 1
2 ≤ C‖h‖H˙s(Rd), s ∈ [0,
1
2
].
Thus it follows that
|〈MχGηh,UA∗,0(t)φ〉L2(Rd+1
+
)| ≤
∫ ∞
0
Mχ‖Gη(t)h‖L2(Rd)‖UA∗,0(t)φ‖L2(Rd) dt
≤ sup
t>0
‖UA∗,0(t)(I −∆x)
−1φ‖L2(Rd)
∫ ∞
0
Mχ‖Gη(t)h‖L2(Rd) dt
+
∫ ∞
0
Mχ‖Gη(t)h‖L2(Rd)‖UA∗,0(t)(−∆x)(I −∆x)
−1φ‖L2(Rd) dt,
and the first term of the right-hand side is bounded from above by
C‖(I −∆x)
−1φ‖L2(Rd)
( ∫ ∞
0
χ(t)t2s
dt
t
) 1
2Bs(h) ≤ CsBs(h)‖(I −∆x)
−1φ‖L2(Rd),
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while the second term is estimated by
Bs(h)
( ∫ ∞
0
Mχ‖t
sUA∗,0(t)(−∆x)
s
2 (−∆x)
1− s
2 (I −∆x)
−1φ‖2L2(Rd)
dt
t
) 1
2
≤ CBs(h)‖(−∆x)
1− s
2 (I −∆x)
−1φ‖L2(Rd).
Thus we have
|〈MχGηh,UA∗,0(t)φ〉L2(Rd+1
+
)| ≤ Cs‖(I −∆x)
− s
2φ‖L2(Rd)‖h‖H˙s(Rd),
where Cs is a constant which tends to ∞ as s→ 0. Collecting these above, we arrive at (3.26).
Now let V1(t)h ∈ C([0,∞);H
1/2(Rd)) be the unique weak solution to (3.1) with F =
−∂tA(MχU0h) = ∇ · ∂tMχΠh+ ∂tMχGζh+ ∂tRh and g = SA,1h. Hence it has the form
V1(t)h = e
−tPASA,1h+WA(t)h = χU0(t)SA,1h+ U1(t)SA,1h+WA(t)h, (3.29)
where WAh ∈ H˙
1
0 (R
d+1
+ ) is a weak solution to (3.1) with F = ∇ · ∂tMχΠh + ∂tMχGζh + ∂tRh
and g = 0. Note that∫ ∞
0
Mχ
(
‖t
1
2∂t
d
dt
Πh‖2L2(Rd) + ‖t
1
2Gζ(t)h‖
2
L2(Rd)
) dt
t
≤ C‖h‖2
H˙
1
2 (Rd)
by Lemma 3.1, which implies the estimate ‖∇WAh‖L2(Rd+1
+
) ≤ C‖h‖H˙1/2(Rd), and thus,
‖WA(t)h‖
H˙
1
2 (Rd)
≤ ‖∇w‖L2(Rd+1t,+ )
≤ C‖h‖H˙1/2(Rd), t > 0. (3.30)
On the other hand, since {e−tPA}t≥0 defines a strongly continuous semigroup in H
1/2(Rd), we
have from (3.26),
‖e−tPASA,1h‖
H
1
2 (Rd)
≤ C‖SA,1h‖
H
1
2 (Rd)
≤ C‖h‖
H
1
2 (Rd)
, 0 < t ≤ 2. (3.31)
Finally let us prove V1(t)h = d/dt U1(t)h. To see this, we note that, for each δ ∈ (0, 1/2),
d/dt U1(t+δ)h is the unique weak solution to (3.1) with F = τδ
(
∇·∂tMχΠh+∂tMχGζh+∂tRh
)
and g = d/dt U1(δ)h, where τδf(t) = f(t+ δ). Hence we can write
d
dt
U1(t+ δ)h = e
−tPA
d
dt
U1(δ)h +W
(δ)
A (t)h, δ ∈ (0, 1/2), (3.32)
where W
(δ)
A h is the solution to (3.1) with F = τδ
(
∇ · ∂tMχΠh + ∂tMχGζh + ∂tRh
)
and g = 0.
Then, arguing as in the estimate of WAh, we obtain a uniform bound of W
(δ)
A h in H˙
1
0 (R
d+1
+ ),
and it is not difficult to show W
(δ)
A h weakly converges to WAh in H˙
1
0 (R
d+1
+ ). On the other hand,
we have from (3.21),
‖e−tPASA,1h− e
−tPA
d
dt
U1(δ)h‖L2(Rd) ≤ Ct
− 1
2 ‖SA,1h−
d
dt
U1(δ)h‖
H−
1
2 (Rd)
,
which converges to zero as δ → 0 by the definition of SA,1h. Hence, the right-hand side of (3.32)
converges to V1(t)h in L
2
loc(R
d+1
+ ). On the other hand, since d/dt U1h ∈ ∩δ>0H
1(Rd+1δ,+ ), the left-
hand side of (3.32) converges to d/dt U1(t)h in L
2(Rd) as δ → 0 for each t > 0. Thus we have
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d/dt U1(t)h = V1(t)h, and then (3.30) - (3.31) implies ‖d/dt U1(t)h‖H1/2(Rd) ≤ C‖h‖H1/2(Rd)
for 0 < t ≤ 2. For t > 2 we have from the equality d/dt U1(t)h = d/dt e
−tPAh that
‖
d
dt
U1(t)h‖
H
1
2 (Rd)
≤ C‖e−sPAh |s=1 ‖L2(Rd) ≤ C‖h‖L2(Rd).
Hence, (3.23) holds when h ∈ DL2(PA). Note that DL2(PA) is dense in H
1/2(Rd). Hence the
estimate (3.23) for h ∈ DL2(PA) is extended to all h ∈ H
1/2(Rd) by the density argument. The
proof is complete.
Corollary 3.6. It follows that DL2(PA) = DL2(PA∗) = H
1(Rd) with equivalent norms.
Proof. Note that the same result as in Lemma 3.5 is valid for d/dt UA∗,1(t). On the other hand,
by Lemma 3.2 and the definition (3.6), it is straightforward to see
sup
t>0
‖
d
dt
UA,0(t)h‖L2(Rd) + sup
t>0
‖
d
dt
UA∗,0(t)h‖L2(Rd) <∞ for h ∈ C
∞
0 (R
d)
by the definition (3.6). Thus we have
sup
t>0
‖
d
dt
e−tPAh‖L2(Rd) + sup
t>0
‖
d
dt
e−tPA∗h‖L2(Rd) <∞ for h ∈ C
∞
0 (R
d). (3.33)
Hence Proposition 2.2 (ii), together with Corollary 3.4, shows DL2(PA) = DL2(PA∗) = H
1(Rd)
with equivalent norms. The proof is complete.
Remark 3.7. Let Φ : A 7−→ µA be the map defined by (A.1). The arguments of the present
section essentially rely on the integration by parts technique, and in particular, we did not use
the mapping properties of the pseudo-differential operator Φ(A)(·,Dx) such as the equivalence
‖Φ(A)(·,Dx)f‖L2(Rd)+‖f‖L2(Rd) ≃ ‖f‖H1(Rd). Since the above proof implies the identity −PA =
iΦ(A)(·,Dx)+SA,1, where SA,1 = lim
t→0
d/dt UA,1(t) is a lower order operator, our result actually
gives an alternative proof (although it is lengthy) of the mapping properties of Φ(A)(·,Dx) in
Hs(Rd) which are well known in the theory of pseudo-differential operators with nonsmooth
coefficients; cf. [17, 20, 22, 1, 8]. Especially, the fact that iΦ(A)(·,Dx) in L
2(Rd) with the
domain H1(Rd) generates a strongly continuous and analytic semigroup in L2(Rd) is recovered
by regarding iΦ(A)(·,Dx) as a perturbation from −PA. More precise statements will be given
in Theorem A.2.
3.2 Domain of Dirichlet-Neumann map in L2(Rd)
In this section we consider the domain of the Dirichlet-Neumann map in L2(Rd). The result is
stated as follows.
Theorem 3.8. It follows that DL2(ΛA) = DL2(ΛA∗) = H
1(Rd) with equivalent norms. More-
over, ΛA (and hence, ΛA∗) admits a bounded H
∞ calculus in L2(Rd).
Proof. It suffices to show DL2(ΛA) = H
1(Rd). Let µA be as in (3.3). Let f ∈ H
1(Rd). Since we
have already shown DL2(PA) = H
1(Rd) in the previous section, Proposition 2.3 gives
PAf =M1/bΛAf +Mr2/b · ∇xf, (3.34)
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while, as stated in Remark 3.7, we have
PAf = −iµA(·,Dx)f − SA,1f = −iM1/bλA(·,Dx)f − SA,1f +Mr2/b · ∇xf, (3.35)
where SA,1 is the linear operator given in the proof of Lemma 3.5 and λA(x, ξ) = b(x)µA(x, ξ)+
r2(x) · ξ. Now let us define the linear operator JA in L
2(Rd) by
DL2(JA) = H
1(Rd), JAf = −iλA(·,Dx)f −MbSA,1f, (3.36)
which gives ΛAf = JAf for f ∈ H
1(Rd) by (3.34) - (3.35). Thanks to Lemma A.1 together
with Remark 3.7 the operator iλA(·,Dx) in L
2(Rd) with DL2(λA(·,Dx)) = H
1(Rd) generates a
strongly continuous and analytic semigroup in L2(Rd), and −iλA(·,Dx) admits a bounded H
∞
calculus in L2(Rd). On the other hand, we have from (3.26),
‖MbSA,1f‖L2(Rd) ≤ C‖SA,1f‖Hs(Rd) ≤ C‖f‖Hs(Rd) for all s ∈ (0,
1
2
].
In particular, MbSA,1 is a lower order operator, and hence, the standard perturbation theory
(cf. [18, Section 2.4]) implies that −JA generates a strongly continuous and analytic semigroup
{e−tJA}t≥0 in L
2(Rd). It also follows that JA admits a bounded H
∞ calculus in L2(Rd). Now
we observe that u(t) = e−tJAf , f ∈ L2(Rd), satisfies 0 = ∂tu + JAu = ∂tu + ΛAu for t > 0
and u(t)→ f as t→ 0 in L2(Rd). Thus we also have the representation u(t) = e−tΛAf , that is,
e−tJA = e−tΛA for all t ≥ 0. This proves JA = ΛA, i.e., DL2(ΛA) = DL2(JA) = H
1(Rd). The
proof is complete.
3.3 Domain of Poisson operator in H1(Rd)
In this section we study the Poisson operator in H1(Rd). First we consider the operator QA =
Mb(M1/b¯PA∗)
∗ in L2(Rd), which is the key step to prove DH1(PA) = H
2(Rd).
Theorem 3.9. Let QA =M1/b(Mb¯PA∗)
∗. Then DL2(QA) = H
1(Rd) with equivalent norms and
QAf =M1/bΛAf −Mr1/b · ∇xf −M(∇x·r1)/bf for f ∈ H
1(Rd).
Proof. Assume that f ∈ H1(Rd) = DL2(ΛA) (by Theorem 3.8). Then for any g ∈ DL2(PA∗) =
H1(Rd) (by Corollary 3.6) we have from Proposition 2.3,
〈f,Mb¯PA∗g〉L2(Rd) = 〈f,ΛA∗g +Mr¯1 · ∇xg〉L2(Rd) = 〈ΛAf −∇x ·Mr1f, g〉L2(Rd).
In particular, we have the estimate |〈f,Mb¯PA∗g〉L2(Rd)| ≤ C‖f‖H1(Rd)‖g‖L2(Rd) for all g ∈
DL2(PA∗). This implies f ∈ DL2((Mb¯PA∗)
∗) = DL2(QA) and
QAf =M1/bΛAf −Mr1/b · ∇xf −M(∇x·r1)/bf, f ∈ H
1(Rd),
that is, we have from (3.34)-(3.35),
QAf = −iµA(·,Dx)f −M(r1+r2)/b · ∇xf − SA,1f −M∇x·r1f, f ∈ H
1(Rd). (3.37)
To prove the converse embedding we appeal to the argument of the proof of Theorem 3.8. Set
qA(x, ξ) = µA(x, ξ)+b(x)
−1(r1(x)+r2(x))·ξ and let KA be the linear operator in L
2(Rd) defined
by
DL2(KA) = H
1(Rd), KAf = −iqA(·,Dx)f − SA,1f −M(∇x·r1)/bf. (3.38)
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Then KAf = QAf for f ∈ H
1(Rd) by (3.37). On the other hand, Lemma A.1 with Remark 3.7
shows that iqA(·,Dx) generates a strongly continuous and analytic semigroup in L
2(Rd), and
hence, so is true for KA, since the operators SA,1 and M(∇x·r1)/b are of lower order. Then, as
arguing as in the proof of Theorem 3.8, we conclude that e−tKA = e−tQA for all t ≥ 0. Thus we
have KA = QA, as desired. The proof is complete.
Theorem 3.10. The restriction of {e−tPA}t≥0 in L
2(Rd) on the invariant subspace H1(Rd)
defines a strongly continuous and analytic semigroup. Moreover, we have DH1(PA) = H
2(Rd)
with equivalent norms.
Proof. The first statement is trivial since we have already proved DL2(PA) = H
1(Rd). Thus it
suffices to show DH1(PA) = H
2(Rd). Since DL2(PA) = DL2(PA∗) = H
1(Rd) by Corollary 3.6,
we have from (2.7),
u ∈ H2(Rd)⇐⇒ u ∈ DL2(A
′)⇐⇒ u ∈ DL2(QAPA)⇐⇒ PAu ∈ DL2(QA)⇐⇒ PAu ∈ H
1(Rd),
where we have used DL2(QA) = H
1(Rd) by Theorem 3.9. It is also easy to see that ‖u‖H2(Rd) ≃
‖PAu‖H1(Rd) + ‖u‖H1(Rd). The proof is complete.
3.4 Further estimates for remainder part of Poisson operator in Hs(Rd)
Let SA,1 be the bounded linear operator in H
1/2(Rd) defined by SA,1h = lim
t→0
d/dt UA,1(t)h as
in the proof of Lemma 3.5. In this section we study the mapping property of SA,1 in H
s(Rd).
Proposition 3.11. Let 0 < s, ǫ < 1. Then we have
‖SA,1h‖Hs(Rd) ≤ C‖h‖Hs(Rd), ‖SA,1h‖H1(Rd) ≤ C‖h‖H1+ǫ(Rd). (3.39)
Proof. Let h ∈ S(Rd). The estimate (3.39) with s ∈ (0, 1/2] is already proved by (3.26). Next we
consider the case s ∈ (1/2, 1). Let us recall that UA,1(t)h is the solution to (3.1) with F given by
(3.17) and g = 0. By [19, Theorem 5.1] the characterization of DL2(PA) = DL2(PA∗) = H
1(Rd)
provides the integral representation of UA,1(t)h such that
UA,1(t)h =
∫ t
0
e−(t−s)PA
∫ ∞
s
e−(τ−s)QAM1/b
(
∇ ·MχΠh+MχGζh+Rh
)
dτ ds,
which gives
SA,1h =
∫ ∞
0
e−τQAM1/b
(
∇ ·MχΠh+MχGζh+Rh
)
dτ. (3.40)
Here we will only show
‖
∫ ∞
0
e−τQAM1/b∇x ·MχΠ
′hdτ‖H˙s(Rd) ≤ C‖h‖Hs(Rd), (3.41)
for the other terms are treated in the similar manner. We note that the term Π′h is not
differentiable in x (see the definition (3.16)), and thus, the term e−τQAM1/b∇x ·MχΠ
′h in (3.41)
has to be interpreted as
e−τQAM1/b∇x ·MχΠ
′h = (I +QA)e
−τQA
(
−∇x(I + PA∗)
−1M1/b¯
)∗
·MχΠ
′h, (3.42)
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where we have used the formal adjoint relation (I+QA)
−1M1/b∇x =
(
−∇x(I+PA∗)
−1M1/b¯
)∗
.
Since
(
−∇x(I+PA∗)
−1M1/b¯
)∗
is a bounded linear operator in L2(Rd) by DL2(PA∗) = H
1(Rd),
the right-hand side of (3.42) is well-defined for each τ > 0. Then fromQAe
−τQA = − d/dτe−τQA
and from the integration by parts together with Π′h|t=0 = 0 for h ∈ S(R
d) (due to the definition
of Π′) the estimate (3.41) is essentially reduced to
‖
∫ ∞
0
e−τQAB∗ ·Mχ∂τΠ
′hdτ‖H˙s(Rd) ≤ C‖h‖Hs(Rd), B = −∇x(I + PA∗)
−1M1/b¯, (3.43)
since the other terms are of lower order. We appeal to the duality argument and consider the
integral
〈(−∆x)
s
2
∫ ∞
0
e−τQAB∗ ·Mχ∂τΠ
′hdτ, ϕ〉L2(Rd)
=
∫ ∞
0
〈B∗ ·Mχ∂τΠ
′h,Mb¯e
−τPA∗M1/b¯(−∆x)
s
2ϕ〉L2(Rd) dτ (3.44)
for ϕ ∈ S(Rd). Then we have
R.H.S. of (3.44)
≤ C
( ∫ ∞
0
Mχτ
2(1−s)‖∂τΠ
′h‖2L2(Rd)
dτ
τ
) 1
2
( ∫ ∞
0
Mχτ
2s‖Mb¯e
−τPA∗M1/b¯(−∆x)
s
2ϕ‖2L2(Rd)
dτ
τ
) 1
2 .
(3.45)
By (3.16) we see ∂τΠ
′ = Gi(1+τiµA)A′∇xµA and it is straightforward to check that
p(x, ξ, τ) = τ1−s|ξ|−s(1 + τiµA)iA
′∇xµA, s ∈ (0, 1)
satisfies the condition (3.10). Hence we have from (3.11),∫ ∞
0
Mχτ
2(1−s)‖∂τΠ
′h‖2L2(Rd)
dτ
τ
=
∫ ∞
0
Mχ‖Gp(−∆x)
s
2h‖2L2(Rd)
dτ
τ
≤ C‖(−∆x)
s
2h‖2L2(Rd).
Next we estimate the second integral of the right-hand side of (3.45). By the duality argument
and DL2(QA) = H
1(Rd) it is easy to see ‖Mb¯e
−τPA∗M1/b¯(−∆x)
κ
2ϕ‖L2(Rd) ≤ Cτ
−κ‖ϕ‖L2(Rd) for
any κ ∈ [0, 1] and τ ∈ (0, 2). Let {ψr}r>0 be the family of functions introduced in Appendix
A.2 (with s replaced by r). Then one can verify the estimates
τ s‖Mb¯e
−τPA∗M1/b¯(−∆x)
s
2ψr ∗ ϕ‖L2(Rd) = τ
s‖Mb¯e
−τPA∗M1/b¯(−∆x)
1
2 (−∆x)
s−1
2 ψr ∗ ϕ‖L2(Rd)
≤ Cτ−1+sr1−s‖ϕ‖L2(Rd), 0 < r ≤ τ < 2,
τ s‖Mb¯e
−τPA∗M1/b¯(−∆x)
s
2ψr ∗ ϕ‖L2(Rd) ≤ τ
s‖(−∆x)
s
2ψr ∗ ϕ‖L2(Rd)
≤ Cτ sr−s‖ϕ‖L2(Rd), 0 < τ ≤ r, 0 < τ < 2.
Hence the Schur lemma [10, pp.643-644] yields∫ ∞
0
Mχτ
2s‖Mb¯e
−τPA∗M1/b¯(−∆x)
s
2ϕ‖2L2(Rd)
dτ
τ
≤ C‖ϕ‖2L2(Rd),
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as desired. This completes the proof of (3.39) with s ∈ (0, 1). To prove the second estimate in
(3.39) we go back to the representation (3.40). Here we will only show, instead of (3.43),
‖
∫ ∞
0
e−τQAB∗ ·Mχ∂τΠ
′hdτ‖H˙1(Rd) ≤ C‖h‖H1+ǫ(Rd), ǫ ∈ (0, 1). (3.46)
We use the identity ∂τΠ
′h = Gq(I −∆x)
(1+ǫ)/2h with q = i(1 + |ξ|2)−(1+ǫ)/2(1 + τiµA)A
′∇xµA.
For h ∈ S(Rd) the limit lim
τ→0
Gq(I −∆x)
(1+ǫ)/2h exists in L2(Rd) and we also have
sup
0<τ<2
‖Gq(τ)f‖L2(Rd) ≤ C‖f‖L2(Rd), f ∈ S(R
d). (3.47)
The proof of (3.47) is postponed to the appendix. Then from DL2(QA) = H
1(Rd) we have
L.H.S. of (3.46) ≤ C‖QA
∫ ∞
0
Mχe
−τQAB∗ ·Gq(I −∆x)
1+ǫ
2 hdτ‖L2(Rd) + (lower order)
≤ C lim
τ→0
‖B∗ ·Gq(I −∆x)
1+ǫ
2 h‖L2(Rd)
+ C
∫ ∞
0
Mχ‖e
−τQAB∗ · ∂τGq(I −∆x)
1+ǫ
2 h‖L2(Rd) dτ + (lower order)
≤ C‖h‖H1+ǫ(Rd) + C
∫ ∞
0
Mχ‖∂τGq(I −∆x)
1+ǫ
2 h‖L2(Rd) dτ + (lower order).
(3.48)
By the definition of q we see ∂τGq = τ
−1+ǫGq˜ with q˜ = τ
1−ǫ(iqµA + ∂τ q) and q˜ satisfies the
condition (3.8) with T = 2. Thus, (3.9) implies R.H.S. of (3.48) ≤ C‖h‖H1+ǫ(Rd). The proof is
complete.
3.5 Proof of Theorems 1.2, 1.4, and 1.5
Proof of Theorem 1.2. The assertion (ii) of Theorem 1.2 with s = 0 and s = 1 is already proved
in Corollary 3.6 and Theorem 3.10. Then the case s ∈ (0, 1) follows from the interpolation
inequality and the details are omitted. It remains to show the last statement of (i). By Theorem
3.10 we have
u ∈ DL2(P
2
A)⇐⇒ PAu ∈ DL2(PA) = H
1(Rd)⇐⇒ u ∈ DH1(PA) = H
2(Rd). (3.49)
It is also easy to see the norm equivalence between H2(Rd) and DL2(P
2
A). Then the sectorial
operator T = I + PA in L
2(Rd), which is invertible by [19, Remark 2.6], satisfies
(L2(Rd),DL2(T
2)) 1
2
,2 = (L
2(Rd),H2(Rd)) 1
2
,2 = H
1(Rd) = DL2(T ). (3.50)
By the Komatsu theorem [11, Theorem 6.6.8] the identity (3.50) implies that the operator T
admits a bounded H∞ calculus in L2(Rd). The proof is complete.
Proof of Theorem 1.4. The assertions follow from Corollary 3.6 and Theorem 3.9 together with
Proposition 2.3. The proof is complete.
Proof of Theorem 1.5. The case s = 0 is already proved by Theorem 3.8. It suffices to con-
sider the endpoint case s = 1. Theorem 3.8 implies that H1(Rd) is invariant under the action
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of {e−tΛA}t≥0 and the restriction of this semigroup in H
1(Rd) is also analytic and strongly
continuous. Hence it suffices to show that the generator of this restriction semigroup satisfies
DH1(ΛA) = H
2(Rd) with equivalent norms. By the proof of Theorem 3.8 we have
ΛA = JA, JA = −iλA(·,Dx)−MbSA,1 as a operator in L
2(Rd),
where λA(·,Dx) is the pseudo-differential operator with its symbol λA(x, ξ) = b(x)µA(x, ξ) +
r2(x) · ξ. On the other hand, by Lemma A.1 and Theorem A.2 the operator iλA(·,Dx) generate
a strongly continuous and analytic semigroup in H1(Rd), and DH1(λA(·,Dx)) = H
2(Rd) holds
with equivalent norms. Then so is true for JA, for b is Lipschitz and SA,1 is of lower order by
Proposition 3.11. Since it is easy to see that ΛA = JA as a operator in H
1(Rd), we conclude
that DH1(ΛA) = H
2(Rd) holds with equivalent norms. The proof is complete.
Remark 3.12. In the proof of Theorem 1.2 we have established the expansion PA = −iµA(·,Dx)+
R, where µA(·,Dx) is the pseudo-differential operator with symbol (1.6) and R is a bounded
operator in Hs(Rd) for s ∈ (0, 1), while it is a bounded operator from H1+ǫ(Rd), ǫ > 0, to
H1(Rd). Similar expansion is obtained also for ΛA. Then one can apply the results of [8, The-
orem 4.8] to obtain a stronger statement that PA (and ΛA) admits a bounded H
∞ calculus in
Hs(Rd), s ∈ [0, 1). Our proof of bounded H∞ calculus for PA is based on the characterization
DH1(PA) = H
2(Rd) and the Komatsu theorem [11, Proposition 2.7], which is different from the
approach in [8].
A Appendix
A.1 Remark on pseudo-differential operator µA(·, Dx)
In view of the definition (3.3) for µA(x, ξ), which is the root of (3.2) with positive imaginary
part, it is natural to introduce the map Φ : A 7−→ µA, i.e.,
Φ(A) = −
v(x) · ξ
2
+ i
{ 1
b(x)
〈A′(x)ξ, ξ〉 −
1
4
(v(x) · ξ)2
} 1
2 , v =
r1 + r2
b
, (A.1)
where A is a matrix satisfying the ellipticity condition (1.2). We denote by RLip(Φ) the range
of Φ for the Lipschitz class of A, that is,
RLip(Φ) = {µ(x, ξ) ∈ Lip(R
d × Rd) | there is a matrix A ∈ (Lip(Rd))(d+1)×(d+1) satisfying (1.2)
for some ν1, ν2 > 0 such that µ = Φ(A)}.
The next lemma is used in the study of ΛA and QA.
Lemma A.1. Assume that µ = Φ(A) ∈ RLip(Φ) with A = (ai,j)1≤i,j≤d+1. Set b = ad+1,d+1,
r1 = (aj,d+1)1≤j≤d, and r2 = (ad+1,j)1≤j≤d. Then the functions λ(x, ξ) and q(x, ξ) defined by
λ(x, ξ) = b(x)µ(x, ξ) + r2(x) · ξ, q(x, ξ) = µ(x, ξ) +
r1(x) + r2(x)
b(x)
· ξ, (A.2)
belong to RLip(Φ).
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Proof. Since µ solves (3.2), λ and q respectively satisfy
λ2 + (r1(x)− r2(x)) · ξλ+ b(x)〈A
′(x)ξ, ξ〉 − r1(x) · ξ r2(x) · ξ = 0,
b(x)q2 − (r1(x) + r2(x)) · ξq + 〈A
′(x)ξ, ξ〉 = 0.
Set M ′ =
(
mi,j
)
1≤i,j≤d
=
(
|b|2ai,j − b¯ad+1,iaj,d+1
)
1≤i,j≤d
, s1 = b¯r1, s2 = −b¯r2, and set N
′ = A′,
u1 = −r1, u2 = −r2. Then the matrices
M =

 M ′ s1
s2
⊤ b¯

 , N =

 N ′ u1
u2
⊤ b

 (A.3)
satisfy (1.2) and (1.5) (with possibly different ellipticity constants), while we have λ = Φ(M)
and q = Φ(N). The proof is complete.
As stated in Remark 3.7, in the proof of the characterization DHs(PA) = H
1+s(Rd) we
did not use the mapping property of the pseudo-differential operator µA(·,Dx), which has a
representation
µA(·,Dx)f(x) =
1
(2π)
d
2
∫
Rd
µA(x, ξ)e
ix·ξ fˆ(ξ) dξ for f ∈ S(Rd). (A.4)
The results of Theorem 1.2 and Proposition 3.11 yield
Theorem A.2. Let s ∈ [0, 1]. Let µ = Φ(A) ∈ RLip(Φ). Then the associated pseudo-
differential operator iµ(·,Dx) generate a strongly continuous and analytic semigroup in H
s(Rd),
and DHs(µ(·,Dx)) = H
1+s(Rd) holds with equivalent norms. Moreover, for the Poisson operator
PA associated with A = −∇ ·A∇ we have the identity
PAf = −iµ(·,Dx)f − SA,1f, f ∈ H
1(Rd), (A.5)
where SA,1 is the linear operator defined in the proof of Lemma 3.5, which is bounded in H
s(Rd),
s ∈ (0, 1). In particular, −iµ(·,Dx) admits a bounded H
∞ calculus in L2(Rd).
Remark A.3. In fact, by applying the general results of [8] for pseudo-differential operators
with nonsmooth symbols, it follows that −iµ(·,Dx) admits a bounded H
∞ calculus in Hs(Rd),
s ∈ [0, 1). In this sense, the properties of iµ(·,Dx) stated in Theorem A.2 themselves are not
essentially new. As commented in Remark 3.7, the special feature of our proof is that we use
the information of PA to derive the properties of −iµ(·,Dx), where the underlying key structure
is the factorizations of A′ and A in Theorem 1.4.
Proof of Theorem A.2. For f ∈ H1+s(Rd) we define µ(·,Dx)f = lim
n→∞
µ(·,Dx)fn in H
s(Rd),
where {fn} is a sequence in S(R
d) converging to f in H1+s(Rd). This is well-defined since (A.5)
holds for f ∈ S(Rd), and then Theorem 1.2 and Proposition 3.11 imply ‖µ(·,Dx)f‖Hs(Rd) ≤
‖PAf‖Hs(Rd) + ‖SA,1f‖Hs(Rd) ≤ C‖f‖H1+s(Rd) for f ∈ S(R
d). Since DHs(PA) = H
1+s(Rd) and
PA is closed in H
s(Rd), we observe also from Proposition 3.11 that the above realization of
iµ(·,Dx) in H
s(Rd) satisfies (A.5) for any f ∈ H1+s(Rd). Hence iµ(·,Dx) defined above is a
perturbation from −PA by SA,1 which is a lower order operator, and the desired properties of
iµ(·,Dx) then follow from the ones of −PA by the standard perturbation theory of sectorial
operators. The proof is complete.
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A.2 Proofs of Lemma 3.1 and (3.47)
Proof of Lemma 3.1. We set
Gp(x, y, t) =
1
(2π)
d
2
∫
Rd
p(x, ξ, t)eitµA(x,ξ,t)eiy·ξ dξ. (A.6)
Then
(
Gp(t)h
)
(x) = (2π)d/2
∫
Rd
Gp(x, x− y, t)h(y) dy, and thus, it suffices to show
|Gp(x, y, t)| ≤ Ct
−d(1 +
|y|
t
)−d−ǫ, 0 < t < T, x, y ∈ Rd, (A.7)
for some ǫ > 0. When |y| ≤ t we have from (3.4) and (3.8),
|Gp(x, y, t)| ≤ C
∫
Rd
e−ct|ξ| dξ ≤ Ct−d ≤ Ct−d(1 +
|y|
t
)−d−1.
Next we consider the case |y| ≥ t. For any multi-index α with its length |α| = j0, the integration
by parts yields
yαGp(x, y, t) =
ij0
(2π)
d
2
∫
Rd
(∂αξ p)e
itµAeiy·ξ dξ +
ij0
(2π)
d
2
∑
α≥β,|β|6=0
Cα,β
∫
Rd
(∂α−βξ p)(∂
β
ξ e
itµA)eiy·ξ dξ
=: I + II.
Let χR(ξ) be a smooth function such that χR = 1 for |ξ| ≤ R, χR = 0 for |ξ| ≥ 2R, and
‖∇kχR‖L∞ ≤ CR
−k. We divide I into a low frequency part I1 and a high frequency part I2,
where
I1 =
ij0
(2π)
d
2
∫
Rd
χR · · · dξ, I2 =
ij0
(2π)
d
2
∫
Rd
(1− χR) · · · dξ.
Then the condition (3.8) leads to |I1| ≤ Ct
lj0
∫
|ξ|≤2R |ξ|
−j0+lj0 dξ ≤ Ctlj0Rd−j0+lj0 , while the
integration by parts combined with (3.4) and (3.8) gives |yγI2| ≤ C
∫
|ξ|≥R |ξ|
−d−1 dξ ≤ CR−1
for any multi-index γ satisfying |γ| = d+1− j0. Similarly, we divide II into II1 and II2, where
II1 =
ij0
(2π)
d
2
∫
Rd
χR · · · dξ, II2 =
ij0
(2π)
d
2
∫
Rd
(1− χR) · · · dξ.
Then we have from |β| ≥ 1 that |II1| ≤ Ct
∫
|ξ|≤2R |ξ|
−j0+1 dξ ≤ CtRd−j0+1, while II2 is esti-
mated as |yγII2| ≤ CR
−1. Collecting these, we see
|Gp(x, y, t)| ≤ C|y|
−j0(I1 + I2 + II1 + II2) ≤ C|y|
−j0
(
tlj0Rd−j0+lj0 + tRd−j0+1 + |y|−d−1+j0R−1
)
.
By taking
R = t
−
lj0
d+1−j0+lj0 |y|
−
d+1−j0
d+1−j0+lj0 if lj0 ∈ (0, 1], R = t
− 1
d+2−j0 |y|
−
d+1−j0
d+2−j0 if lj0 ≥ 1,
we get the desired estimate (A.7) also for |y| ≥ t. Now the proof of (3.9) is complete. To prove
(3.11) let ψ ∈ C∞0 (R
d) be a real-valued function with zero average such that∫ ∞
0
‖ψs ∗ f‖
2
L2(Rd)
ds
s
= ‖f‖2L2(Rd), f ∈ L
2(Rd).
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Here ψs(x) = s
−dψ(x/s). We may take ψ = ∆ψ˜ so that ‖s−1∇xψ˜s ∗ f‖L2(Rd) ≤ C‖f‖L2(Rd)
holds. Thanks to (3.9) we have ‖Gp(t)ψs ∗ h‖L2(Rd) ≤ C‖h‖L2(Rd) for all t, s > 0. Moreover,
when t ≥ s > 0 we apply (3.9) to p replaced by p1 = tξp and get
‖Gp(t)ψs ∗ h‖L2(Rd) = ‖Gp(t)∇x · ∇xψ˜s ∗ h‖L2(Rd)
= t−1‖Gp1(t) · ∇xψ˜s ∗ h‖L2(Rd) ≤ Ct
−1‖∇xψ˜s ∗ h‖L2(Rd) ≤ Ct
−1s‖h‖L2(Rd).
When s ≥ t > 0 we take l = min{l0, · · · , ld+1} > 0 and set p2 = (t|ξ|)
−l/2p. Then it is easy to
see that p2 satisfies (3.8). Hence we have
‖Gp(t)ψs ∗ h‖L2(Rd) = t
l
2 ‖Gp2(t)(−∆x)
l
4ψs ∗ h‖L2(Rd)
≤ Ct
l
2‖(−∆x)
l
4ψs ∗ h‖L2(Rd) ≤ Ct
l
2 s−
l
2 ‖h‖L2(Rd).
Now we can apply the Schur lemma (cf. see [10, pp.643-644]) to {Gp(t)}t>0, which leads to
(3.11). The proof of Lemma 3.1 is complete.
Proof of (3.47). With the notation (A.6) it suffices to show
|Gq(x, y, t)| ≤ Cmin{|y|
−d+δ , |y|−d−δ}, x, y ∈ Rd, 0 < t < 2 (A.8)
for some δ > 0, where q(x, ξ, t) = i(1 + |ξ|2)−(1+ǫ)/2(1 + itµA)A
′∇xµA. For any multi-index α
with d− 1 ≤ |α| ≤ d we have
yαGq(x, y, t) =
i|α|
(2π)
d
2
∑
α≥β
Cα,β
∫
Rd
(∂α−βξ q)(∂
β
ξ e
itµA)eiy·ξ dξ
=
i|α|
(2π)
d
2
∑
α≥β
Cα,β
( ∫
Rd
χR · · · dξ +
∫
Rd
(1− χR) · · · dξ
)
.
Here χR is he cut-off function as in the proof of (A.7). By the definition of q we see
|
∫
Rd
χR · · · dξ| ≤ C
∫
|ξ|≤2R
|ξ|−|α|+1(1 + |ξ|)−1−ǫ dξ ≤ CRd+1−|α|,
and
|y
∫
Rd
(1− χR) · · · dξ| ≤ C
∫
|ξ|≥R
|ξ|−|α|(1 + |ξ|)−1−ǫ dξ ≤ CRd−|α|−1−ǫ.
Thus it follows that |Gq(x, y, t)| ≤ C|y|
−|α|(Rd+1−|α| + |y|−1Rd−|α|−1−ǫ) for x, y,∈ Rd and 0 <
t < 2. If |y| ≤ 1 then we take |α| = d − 1, while if |y| > 1 then take |α| = d. Then, putting
R = |y|−κ with sufficiently small κ > 0, we get (A.8). The proof is complete.
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