The hidden Markov models have been widely applied to systems with sequential data. However, the conditional independence of the state outputs will limit the output of a hidden Markov model to be a piecewise constant random sequence, which is not a good approximation for many real processes. In this paper, a high-order hidden Markov model for piecewise linear processes is proposed to better approximate the behavior of a real process. A parameter estimation method based on the expectation-maximization algorithm was derived for the proposed model. Experiments on speech recognition of noisy Mandarin digits were conducted to examine the effectiveness of the proposed method. Experimental results show that the proposed method can reduce the recognition error rate compared to a baseline hidden Markov model.
Introduction
Hidden Markov models (HMMs) (Rabiner, 1989) have been successfully applied in many applications that cope with sequential data, such as speech recognition, biological sequence analysis, and machine translation. However, there are some unreasonable assumptions when one tries to apply HMMs to model the real processes. The assumption on state transition limits the state duration to be an exponential distribution while a more flexible duration distribution model may be desired. The assumption that a state produces independent observations limits the whole observation sequence to be a piecewise stationary random process while a more flexible trajectory model may be required. Ferguson (1980) used an explicit duration model for the states of an HMM; this kind of duration model is also called the hidden semi-Markov model (HSMM) (Yu, 2010 ). An HMM with bounded state duration was used for better modeling of speech duration (Gu et al., 1991) . A second-order HMM was used to improve word recognition accuracy (Mari et al., 1997) . Studies on reduced and variable frame rate speech recognition showed that the timing role of the transition probability is noteworthy (Lee, 2010; Jean, 2013, 2014) .
HMMs with non-stationary states modelled by polynomial functions were suggested to model the speech spectral trajectories (Deng et al., 1994) . Stochastic segment models that deal with the duration and spectral trajectory simultaneously were proposed for phoneme-based continuous speech recognition (Ostendorf and Roukos, 1989) . Probabilistic-trajectory segmental HMMs was proposed to overcome the limitations of the conventional HMMs (Holmes and Russell, 1999) . In our previous studies (Lee and Lee, 2006; Lee, 2011 Lee, , 2015a , we proposed high-order hidden Markov models (HO-HMMs) to improve speech recognition accuracy. Although the HO-HMMs are more accurate than the HMMs, they have much more free parameters than HMM. Recently, we proposed a piecewise linear high-order hidden Markov model (PWL-HO-HMM) that tightly binds the distribution of the state output at different durations so that it can be used to model piecewise linear processes (Lee, 2015b) . In this study, we present the theory and algorithms for PWL-HO-HMM and apply it to noisy speech recognition. We shall derive recursive formulas for the calculations of the probability of an observation and the posterior probability of a state and a state transition. We shall also derive a model parameter estimation method for the proposed model using the expectation-maximization (EM) algorithm (Dempster et al., 1977) . Applications of the proposed method to speech recognition of noisy isolated Mandarin digits are reported.
Hidden Markov models and high-order hidden Markov models
An HMM can be regarded as a system that produces a sequence of observations in the following way: First, the system generates a random state sequence according to the state transition probability distribution of the system. Second, at each time-step, a random observation is produced according to the output probability distribution of the state at that time-step. The state sequence is unobservable and obeys the Markovian property, i.e., the probability of next state depends solely on the current state. Hence, the characteristics of an HMM can be determined by the state transition and the state output probability distributions, which constitute the parameter set of the HMM.
A high-order hidden Markov model (HO-HMM) is an extension of HMM in that the state transition probability distribution and the state observation probability distribution depend not only on the state, but also on several previous states. The order of a HO-HMM is denoted by a pair of dependency depths (D, C), where D is the transition dependency depth on the state history and C is the output dependency depth on the state history. In this paper, we consider only the case that the states are arranged from left to right and that the depth of dependence for state transition and state observation are equal. Let k denote a left-to-right HO-HMM of order (D, D) with a set of states indexed by {0, 1, 2,…, N, N þ 1}. States 1 through N are the states that emit a random output each time they are visited. State 0 and state N þ 1 are the non-emitting start and final states indicating the boundary before the first observation and after the last observation, respectively. Let o 1 Á Á Á o T be an observation sequence. The probability that this sequence is generated by an HO-HMM denoted by k can be written as
Note that when q t appears in a probability function, it is a short hand for the event that the random state at time t, Q t , takes the value q t . A duration high-order hidden Markov model (DHO-HMM) further simplifies the HO-HMM model by letting the transition and observation probability distributions depend only on the current state and the time at which the model has been in this state. Because the states are arranged from left to right so that a state can only transit to itself or to the next right sided state, we need only specify the self-transition probability,
The probability that state i transits to state i þ 1 after having stayed for d frames of time can be obtained as ð1 À a i;d Þ. The output probability density function of state i after having stayed for d frames of time is defined by
In this study, the state observation is modelled as a Gaussian distribution with a diagonal covariance matrix,
where l i;d and R i;d are the mean vector and diagonal covariance matrix for the output of state i at duration d. If we use the notation (i, d) to denote the condition that state i has stayed for d time steps, then a DHO-HMM can be represented by an equivalent first order HMM.
Piecewise linear high-order hidden Markov models
A piecewise linear high-order hidden Markov model is a DHO-HMM with the constraint that the mean vector of a state is a linear function of time, i.e.,
where d is the time duration that state i has stayed for, l i and v i are the first mean vector and change rate vector of state i, respectively. In this study, the covariance matrix of state i at duration d is a diagonal matrix and all the covariance matrices of a state are tied together. We use R i to denote the tied covariance matrix of state i. Therefore, the probability density function for state i at duration d becomes
In order to efficiently calculate the probability that an observation sequence is generated by a model and develop parameter estimation method, we need to define the forward and backward probability functions for the proposed model. Let o 1 …o T be an observation sequence and k be a PWL-HO-HMM, the forward function is defined as follows:
The backward function is defined as follows:
The forward and backward functions can be calculated recursively (Lee, 2015a) .
The posterior probability that a state has stayed for a duration d at time t is defined as follows:
It can be calculated in terms of the forward and backward probabilities as follows:
The posterior probability that, at time t, a state has stayed for d frames of time, which then undergoes self-transition, is denoted by
It can be also calculated in terms of the forward and backward probabilities,
The above quantities can be used to update the model parameters and we shall derive the model updating formulas using the EM algorithm. Let the expectation of a complete-data log-likelihood function of the parameter set k, given the observation sequence and probability distribution specified by the previously estimated parameter set k 0 be denoted by
This function can be decomposed into two parts: one part depends only on the state transition probability distribution and the other depends only on the state observation probability distribution,
where
and
By maximizing these two Q-functions, we can obtain the new parameter set with an increased log-likelihood. By taking the partial derivative of Q A with respect to a i;d and setting it to zero, it can be shown (Lee, 2015a) that the updated transition probability should be
For the state observation part of the Q-function, we have
Taking the derivative with respect to l i and setting it equal to zero, we have
Taking the derivative of Q B with respect to v i and setting it equal to zero, we have
Let
Then Eq. (20) and Eq. (21) can be written as
Combine Eq. (23) and Eq. (24) in the form of a single vector equation,
Therefore,
Taking the derivative of Q B with respect to R i and setting it equal to zero, it can be shown (Lee, 2015a ) that the covariance matrix should be updated as follows:
In practice, we use multiple instances of a word to obtain its model parameters and the quantities used for parameter estimation should be accumulated from all the training utterances. Therefore, Eqs. (22)- (27) should be modified, especially, Eqs. (22), (26), and (27) should, respectively, become 
where R denotes the number of training utterances for the model, T r is the frame number of the rth training utterance, and superscript r indicates that the quantity is from the rth training utterance.
Experiments and results
Experiments on isolated Mandarin digit recognition were conducted to investigate the effectiveness of the proposed PWL-HO-HMM method. The Mandarin digits are monosyllables. The experimental database contains utterances from 100 speakers (50 males and 50 females). Each speaker spoke the 10 Mandarin isolated digits 6 times.
There is a total of 6000 utterances of isolated digits. Each utterance was recorded in a clean environment and was digitized using a 10 kHz sampling rate and 16-bit resolution. In addition to the clean speech, eight types of noise (airport, babble, car, exhibition hall, restaurant, street, subway, and train station) were added to the clean speech to form the multi-condition dataset for signal-to-noise ratio (SNR) levels ranging from 5 to 20 dB in 5 dB steps. Speech data from 50 speakers (25 males and 25 females) were used as the training dataset. The training dataset consisted of multi-condition speech data including clean and noisy utterances of various SNR levels and noise types. Four types of noise (babble, car, exhibition hall, and subway) were used in the training set. The other half of the utterances from the other 50 speakers (25 males and 25 females) was used as the testing set, in which the other four types of noise including airport, restaurant, street, and train station were added. Actually, the testing dataset consists of a total of 15 000 (3000 Â 5 SNR levels) utterances of isolated digits. In the speech feature extraction, the frame length and the frame shift were set to be 30 and 15 ms, respectively. Each feature vector consisted of 12 Mel-frequency cepstral coefficients (MFCC), one log-energy and their first and second order derivatives. Each digit was originally modeled as a left-to-right HMM with 13 emitting states and without skip transitions. The Gaussian model with diagonal covariance matrix was used to model the observation of the HMM state.
The performances of the proposed PWL-HO-HMM method with dependent order (2,2) (D2HO-HMM) and (3,3) (D3HO-HMM) in the recognition of multicondition testing dataset were compared to a baseline HMM system, in which the original HMM method was used for decoding (ORI-HMM). We investigated the word error rate for clean condition and a wide range of signal-to-noise ratio (SNR) levels ranging from 20 to 5 dB in 5 dB steps. The word error rates of D2HO-HMM, D3HO-HMM, and HMM are shown in Fig. 1 . The error bars in Fig. 1 were calculated as the standard deviation for the mean of the error rate of different speakers. From Fig. 1 , we can clearly observe that for these five SNR conditions both PWL-HO-HMM methods are superior to HMM. As a result, D3HO-HMM performs the best. The computation complexity of proposed D2HO-HMM and D3HO-HMM are about 2 and 3 times of HMM, respectively. Experiments for DHO-HMM without piecewise linear scheme were also conducted and the error rates were almost the same as PWL-HO-HMM. To leverage the advantage of piecewise linear scheme, further research is needed in the future.
Discussion
In this paper, we propose a high-order hidden Markov model for piecewise linear processes that can better approximate the real speech. Formulas for the calculation of the probability of an observation sequence and parameter estimation are derived for the proposed model. Experiments on noisy speech recognition were conducted to investigate the performance of the proposed method. Experimental results are presented for a wide range of signal to noise ratios, and demonstrate that the proposed PWL-HO-HMM methods can achieve higher levels of accuracy as compared to that of the conventional HMM method.
