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Abstract
At a high level, sequence modelling problems are of the form where the model
aims to predict the next element of a sequence based on neighbouring items.
Common types of applications include time-series forecasting, language mod-
elling, machine translation and more recently, adversarial learning. One main
characteristic of such models is that they assume that there is an underlying
learnable structure behind the data generation process, such as it is for lan-
guage. Therefore, the models used have to go beyond traditional linear or dis-
crete hidden state models.
Convolutional Neural Networks (CNNs) are the de facto state of the art
in computer vision. Conversely, for sequence modelling and multi-task learn-
ing (MTL) problems, the most common choice are Recurrent Neural Networks
(RNNs). In this thesis I show that causal CNNs can be successfully and effi-
ciently used for a broad range of sequence modelling and multi-task learning
problems. This is supported by applying CNNs to two very different domains,
which highlight their flexibility and performance: 1) traffic forecasting in the
context of highly dynamic road conditions - with non-stationary data and nor-
mal granularity (sampling rate) and a high spatial volume of related tasks; 2)
learning musical instrument synthesisers - with stationary data and a very high
granularity (high sampling rate - raw waveforms) and thus a high temporal
volume, and conditional side information.
In the first case, the challenge is to leverage the complex interactions be-
tween tasks while keeping the streaming (online) forecasting process tractable
and robust to faults and changes (adding or removing tasks). In the second
case, the problem is highly related to language modelling, although much more
difficult since, unlike words, multiple musical notes can be played at the same
iii
time, therefore making the task much more challenging.
With the ascent of the Internet of Things (IoT) and Big Data becoming more
common, new challenges arise. The four V‘s of Big Data (Volume, Velocity, Va-
riety and Veracity) are studied in the context of multi-task learning for spatio-
temporal (ST) prediction problems. These aspects are studied in the first part of
this thesis. Traditionally such problems are addressed with static, non-modular
linear models that do not leverage Big Data. I discuss what the four V‘s im-
ply for multi-task ST problems and finally show how CNNs can be set up as
efficient classifiers for such problems, if the quantization is properly set up for
non-stationary data.
While the first part is predominantly data-centric, focused on aspects such
as Volume (is it useful?) and Veracity (how to deal with missing data?) the
second part of the thesis addresses the Velocity and Variety challenges. I also
show that even for prediction problems set up as regression, causal CNNs are
still the best performing model as compared to state of the art algorithms such
as SVRS and more traditional methods such as ARIMA. I introduce TRU-VAR
(Topologically Regularized Universal Vector AutoRegression) which, as I show,
is a robust, versatile real-time multi-task forecasting framework which lever-
ages domain-specific knowledge (task topology), the Variety (task diversity)
and Velocity (online training).
Finally, the last part of this thesis is focused on generative CNN models.
The main contribution is the SynthNet architecture which is the first capable
of learning musical instrument synthesisers end-to-end. The architecture is de-
rived by following a parsimonious approach (reducing complexity) and via an
in-depth analysis of the learned representations of the baseline architectures. I
show that the 2D projection of each layer gram activations can correspond to
resonating frequencies (which gives each musical instrument it‘s timbre). Syn-
thNet trains much faster and it’s generation accuracy is much higher than the
baselines. The generated waveforms are almost identical to the ground truth.
This has implications in other domains where the the goal is to generate data
with similar properties as the data generation process (i.e. adversarial exam-
ples).
In summary, this thesis makes contributions towards multi-task spatio-temporal
time series problems with causal CNNs (set up as both classification and re-
gression) and generative CNN models. The achievements of this thesis are sup-
ported by publications which contain an extensive set of experiments and theo-
retical foundations.
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Chapter 1
Introduction
The massive amount of data that is being collected from today’s devices is
tremendous. This fuels the need for ever more efficient and easily deployable
algorithms. Sequence modelling and multi-task learning (MTL) problems are
ubiquitous. In the current information age, connectivity is a core design com-
ponent of any physical device, enabling the control and exchange of data. Cur-
rently, there are many networks of physical devices such as home appliances,
cars, wind farms, and in general virtually any sort of device that has embedded
networking electronic components. The network of such connected devices has
come to be known as the Internet of Things (IoT). Consequently, there is an
abundance of time series data that can be collected from such networks (Big
Data).
Traditionally, recurrent neural networks (RNNs) have been the go-to gener-
ative method for sequential data. Although CNNs are practically ubiquitous
in computer vision problems, their full potential has not yet been explored for
generative models and multi-task learning. In this thesis I show that CNNs can
be not only highly efficient and accurate but also versatile to deploy and can be
applied to a broad range of problems, from detection, forecasting to generative
models and also to generating adversarial examples. In subsection 2.1.3 I show
that the autoregressive deployment of linear models, Feed Forward Neural Net-
works (FFNNs), as well as kernel methods, can also be interpreted as causal
convolutional models, exemplified specifically for CNNs. (subsection 2.1.3 also
3
1. INTRODUCTION
provides the notation and all the neural network architectural components used
throughout this thesis.) Then these are used in a sparsely grouped MTL frame-
work applied to forecasting. in Chapter 3 and Chapter 4. Finally, CNNs, MTL
and generative models come together in Chapter 5 where SynthNet is intro-
duced. This model makes use of several CNN architectural blocks and is trained
in a MTL framework with an auxiliary task which improves training.
MTL is essential for applications such as diagnostic (detecting anomalies
such as faulty devices), prediction (power output of a wind turbine) and con-
trol (best route to take while driving). And yet these are only some of the do-
mains where these are central. Any task that involves prediction or control with
inter-related time series data can be modelled as a MTL problem. MTL also has
applications in optimal control: modeling the kinematics of a robotic arm can
be formulated as a multi-task learning problem since the joints (motors) are
connected. The latter can also be seen as a sequence to sequence (seq2seq) ap-
plication such as language translation. Other examples include fault prediction
in computer networks(i.e. anomaly detection) or fraud protection for electronic
payments.
Generative models open up many possibilities for IoT. There are many appli-
cations including speech synthesis, text analysis and synthesis, semi-supervised
learning and model-based control and some are yet to be discovered. Most of
these come at a high resolution. The most obvious ones are in natural lan-
guage processing, machine translation (and as exemplified before in control
problems), text to speech, learning synthesizers, voice cloning, generating au-
dio or video based on other data (e.g. translate video speech directly to foreign
language based on video lip reading). To connect generative models with IoT
and MTL, these can be used to generate artificial or fake data (also known as
adversarial examples). This is useful in circumstances when one would like to
defend against possible attackers by creating fake sensors or adding fake data
in order to confuse attackers. This is useful since, for example DoS attacks are
targeted at peak load times.
Many large modern cities have placed sensors under the roads at intersec-
tions, in order to record the number of cars that pass through, at one point in
time. Then, this data can be used, for example, to control the traffic lights (over
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the entire network) and in effect prevent or alleviate congestion. Since there are
multiple prediction points that are interdependent, this provides an opportu-
nity to study challenging MTL problems in general. The VicRoads dataset (Fig-
ure 1.1) was recorded in Melbourne over 5 years. It spans a very large and dense
area, is diverse and challenging to tackle since not all sensors were installed at
the same time. One other characteristic of this dataset is that approximately
half of the sensor stations (tasks) can have more than 50% data missing, which
makes the prediction problem more difficult. This dataset is used in Chapter 3
and Chapter 4 to benchmark causal CNNs against other methods such as SVMs,
Boosting, Trees, Naive Bayes, K-nearest Neighbours, Linear/Logistic regression
and ARIMA.
Figure 1.1: VicRoads dataset - 1000+ sensors over 6 years of data over a very broad and
dense area.
Although this dataset has a very large number of tasks (1000+) the resolu-
tion (granularity) is not very high. Furthermore, it is not clear how to interpret
the data generation process. On the other hand, music comes at a high reso-
lution (standard commercial quality is at 44.1 thousand frames a second) and
music theory and the physics behind the timbre of musical instruments is well
understood.
For example, when the note A (110Hz) string is plucked on a guitar, the
string vibrates back and forth at many different frequencies at the same. The
5
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lowest is 110 Hz - this is the fundamental frequency (for a timbreless instrument
this would be a pure sine wave). Since the string is fixed at both ends, it can
only vibrate in multiples of the fundamental frequency: halves are the second
harmonic at 220 Hz, thirds are the third harmonic at 330 Hz and so on. This is
called the Harmonic series (or the Overtone series) and it is at the basis of how
music is structured. What gives an instrument it’s specific timbre, is due to the
physics of the instrument (e.g. guitar, trumpet, etc), the materials used and the
slight imperfections in the build which are even more subtle. It should also be
understood that the overtone series are not necessarily an even multiple of the
fundamental frequency.
Figure 1.2: Timbre is given by the overtone series.
However, regardless of the instrument, the fundamental frequency is the
same, since that is the musical note that we hear. This brings up the opportu-
nity to study MTL and generative models for high resolution time series prob-
lems since the content (sequence of notes - fundamental frequencies) can be
understood separately from the timbre (overtone series - specific for each mu-
sical instrument). Chapter 5 uses synthesized (registered music data) in order
to study the learned representations of convolutional autoregressive generative
models, trained with an auxiliary MTL task.
6
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Thesis structure Chapter 2 builds a foundation for better understanding of
the proceeding chapters, provides the common notation and a literature review
on the existing related work. Chapter 2 is central to all the work in this thesis
and especially subsection 2.1.3 which discusses deep causal convolutional neu-
ral networks (CNNs). In Chapter 2 I also discuss parallels among autoregres-
sive models and causal CNNs, autoregressive generative models, MTL regular-
ization and optimization methods. I also recommend reading subsection 2.1.4
prior to Chapter 5. Chapter 3 approaches the four V’s of Big Data in the context
of multi-task learning with spatio-temporal (ST) prediction problems modelled
as classification (peak traffic forecasting). Several methods are benchmarked
against causal CNNs.
Chapter 4 builds on top of this work and extends it to continuous outputs
(i.e. vector autoregression regression - VAR). In addition, Chapter 4 also dis-
cusses scalability and modularity for ST MTL problems where the structure of
the graph describing the task relationship is known. Related is section 2.2 in
Chapter 2 which provides a detailed theoretical discussion on regularization
for MTL and shows that VAR is a special case of MTL.
While Chapters 3 and 4 are dedicated to MTL, Chapter 5 is focused on lan-
guage models for music and introduces SynthNet which a WaveNet derived
autoregressive generative CNN. Music is a good domain to study the repre-
sentations learned by autoregressive CNNs since the structure of instrument
harmonics is well known and hence allows the methodical study of learned
representations.
1.1 Research contributions
In this thesis I show that CNNs can be very effective and versatile when applied
to MTL and generative models. The main advantage is that they are relatively
easier to train (vs RNNs) and are faster to train. Despite some architectures
having a very large receptive field compared to any other models, they have a
very low computational overhead. The large receptive field is critical for high
resolution (high sampling rate) signals such as raw audio.
The contributions of Chapter 3 are approached from a data centric perspec-
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tive of the four V’s of Big Data (Volume, Variety, Velocity, Veracity). I show that
indeed Volume can have a beneficial impact towards performance in the context
of MTL for ST problems. I ask the questions whether recent data is more useful
on its own and whether Big Data helps even if old data is used. The latter turns
out to be true. However, Volume for ST problems specifically, can be the main
challenge since the spatial Volume represents the number of tasks. Even with a
set of over 1000 such tasks (each with 4 years of data),
I demonstrate in Chapter 3 that causal CNNs outperform other state of the
art methods. Velocity is directly linked with the problem setup and modeling
when predictions are to be done simultaneously for all tasks (the number of
tasks can also change in time). I also show in Chapter 3 that modularity is key
to the latter and that causal CNNs can be trained efficiently online (in real-time
- Velocity) thus are the best choice in the context of spatio-temporal MTL fore-
casting with Big Data. Furthermore, unlike RNNs, these are easy to deploy or
redistribute (can be ‘cloned’ easily). The Variety dimension is directly related to
task diversity and I show that exchanging data between tasks is indeed benefi-
cial. As to the Veracity component, Chapter 4 shows that augmenting missing
data with contextual average trends only marginally increases accuracy.
Furthermore, Chapter 4 shows that for this particular MTL problem, de-
trending the data is not beneficial since information that the causal CNNs lever-
age is removed. Chapter 4 shows that the MTL traffic prediction problem is
equivalent to simultaneously solving several sparsely grouped MTL problems.
The theoretical framework is benchmarked with state of the art (SOA) models.
The results show that causal CNNs outperform other linear and nonlinear mod-
els. This is arguably controversial since traditional linear models usually benefit
from such methods. This shows that causal CNNs in the context of MTL for ST
problems are more versatile and robust towards missing data.
The main contribution of Chapter 4 is the TRU-VAR framework which gen-
eralizes MTL for ST problems and shows that solving grouped MTL problems
can be equivalent and more efficient to solving a single MTL problem. This
chapter also shows that using the topological structure of roads in MTL prob-
lems is a better approach towards introducing sparse groups since correlation
based methods are not accurate with physical location. Several methods are
8
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benchmarked within this framework on two different datasets, and for both,
the causal CNNs yield the best results.
In conclusion, Chapter 4 shows that TRU-VAR is able to scale well to large
datasets, is robust and furthermore is easily deployable with new sensor in-
stallations. The adjacency matrix used for generating sparse MTL task groups
should be chosen carefully and should be done as a function of the dataset and
domain. Furthermore, high resolution data (temporal as well as spatial) is es-
sential. Missing data can be an issue and augmenting it does not significantly
increase performance, however it should be explicitly marked in order to dis-
tinguish it from real events (e.g. congestion in traffic).
The last part of this thesis – Chapter 5 is dedicated to autoregressive genera-
tive CNNs. It introduces the SynthNet algorithm which is able to generate high
fidelity audio based on only 9 minutes of training data per instrument timbre.
While the original algorithm (WaveNet) from which this work was derived was
able to generate speech that sounded realistic, the waveforms were very differ-
ent to the ground truth. SynthNet is able to generate audio so accurately that
the generated waveforms are almost identical to the ground truth. This is very
significant since music is more complex than spoken word.
In addition SynthNet trains and converges faster than the baselines since it
has fewer parameters. Chapter 5 also gives an explanation of the structure of
the learned representations of autoregressive CNNs, which advances the un-
derstanding of CNNs for audio closer to the ones in images. This was done by
testing the hypothesis that the first causal layer learns fundamental frequencies.
This was validated empirically, arriving at the SynthNet architecture.
The method is able to simultaneously learn the characteristic harmonics of
a musical instrument (timbre) and a joint embedding between notes and the
corresponding fundamental frequencies. This has implications in many fields
since the ability to generate signals that match the ground truth with a high
fidelity is a very desirable property. Previous methods were not able to do so
and were focused purely on the qualitative (how does the audio sound like)
measurements while the actual generated data differed from the ground truth.
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1.1.1 Outline of contributions
The contributions of Chapter 3 mainly stem from the experiments:
(i) modeling prediction as a multi-task learning problem is beneficial;
(ii) the spatio-temporal representation is one of the central issues;
(iii) predicting only on weekdays is easier and separate predictors can be de-
ployed separately for weekends or each day of the week;
(iv) adjusting the receptive field size and proximity lowers error;
(v) for classification problems, the quantization of real-valued data is a central
issue and should either be avoided or thresholding should be set dynam-
ically.
The contributions of Chapter 4 are as follows:
(i) I propose learning Topology-Regularized Universal Vector Autoregres-
sion (TRU-VAR), a novel framework that is based on the spatio-temporal
dependences between multiple sensor stations;
(ii) The extension of TRU-VAR to CNNs and other nonlinear universal func-
tion approximators over the existing state of the art machine learning al-
gorithms, resulting in an exhaustive comparison;
(iii) The evaluations performed on two large scale real world datasets, which
are different: one is sparse high granularity, the other is dense and has
slightly lower granularity;
(iv) Comprehensive coverage of the literature, and an exploratory analysis
considering data quality, preprocessing and possible heuristics for choos-
ing the topology-designed adjacency matrix (TDAM).
Finally, Chapter 5 makes the following contributions:
(i) I show that musical instrument synthesizers can be learned end-to-end
based on raw audio and a binary note representation, with minimal train-
ing data;
(ii) Multiple instruments can be learned by a single model;
(iii) I give insights into the representations learned by dilated causal convolu-
tional blocks;
10
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(iv) I propose SynthNet, which provides substantial improvements in quality
and training time and convergence rate compared to previous work;
(v) I demonstrate (Figure 5.8) that the generated audio is practically identical
to the ground truth;
(vi) The benchmarks against existing architectures contains an extensive set of
experiments spanning over three sets of hyperparameters, where I control
for receptive field size;
(vii) I show that the RMSE of the Constant-Q Transform (RMSE-CQT) is highly
correlated with the subjective listening mean opinion score (MOS);
(viii) I find that reducing quantization error via dithering is a critical prepro-
cessing step towards generating the correct melody and learning the cor-
rect pitch to fundamental frequency mapping.
11
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Chapter 2
Background
This chapter provides an introduction and an overview of the core topics used
throughout the rest of the chapters. In section 2.1 I give an introduction to
simple linear models, then I extend the scope to kernel methods and finally
discuss Feed Forward Neural Networks (FFNNs). I show that autoregressive
models can also be interpreted as causal convolutional models, as exemplified
for converting FFNNs to Causal Convolutional Neural Networks (CNNs). sub-
section 2.1.4 discusses the WaveNet architecture in detail based on the previous
sections. Then, I give an overview of MTL regularization in section 2.2 showing
that regularization can be used to share parameters between related tasks and
that tasks can be grouped based on a known prior structure. In section 2.3 I
discuss gradient based optimization methods for fitting these models. Finally,
section 2.4 provides an extensive literature review on autoregressive models,
MTL and generative models for time series.
2.1 Autoregressive and sequence models
It is common to model a time series as an autoregressive process. For a time
series x, each observation xt can be conditioned on the observations at all pre-
vious time steps x<t = {xt−1, xt−2, . . . , x1}. The joint probability of a time series
x = {x1, . . . , xT} is then factorized as follows:
13
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p(x) =
T
∏
t=1
p(xt | x<t) (2.1)
Traditionally, the Autoregressive Moving Average (ARMA) model is used
for modelling time series. This stochastic linear model is composed of an Au-
toRegressive (AR) and a Moving Average (MA) component. An AR model as-
sumes the predicted value to be a linear combination of ∆p past observations:
yt = θ0 +
∆p
∑
i=1
θixt−i + et where e ∈ N (0, σ) (2.2)
where θ0 is the intercept or bias, yt is the scalar response value, xi are the past
time series observations (or explanatory variables) and et is the random error.
For AR models, ∆ is known as the order of the model, and is also known as
the lag. In the neural network literature ∆ is referred to as the size of the receptive
field.
While an AR(∆p) model regresses against past values of the time series, a
MA(∆q) model uses the past errors as the explanatory variables (where µ is the
mean of the time series):
yt = µ+
∆q
∑
j=1
φjet−j + et (2.3)
These can be finally combined into the ARMA model:
yt = θ0 + et +
∆p
∑
i=1
θixt−i +
∆q
∑
j=1
φjet−j (2.4)
ARMA models, are applied in Chapter 4 and no longer discussed here, for a
detailed discussion see [19].
Linear regression For convenience I denote the scalar response value y = xt
and write the vector of explanatory variables as x∆ = (1, xt−1, xt−2, . . . , xt−∆)
and the parameters θ = (θ0, θ1, θ2, . . . , θ∆), also including the intercept. Then,
the AR model can be rewritten as classic linear regression:
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y = f (x, θ) = θ>x∆ (2.5)
where the total number of observations reduces to N = T − ∆.
To lighten the notation and generalize, any autoregressive model f parametrized
by θ will be written from now on as y = f (x, θ), as exemplified in Equation 2.5,
which is identical to the AR model described in Equation 2.2. The conversion
from an AR process to classic regression is depicted in Figure 2.1 where the grey
box represents ∆. The AR process is also described as a causal convolution in
Figure 2.4.
Figure 2.1: Converting AR to classic regression via a sliding window.
Logistic regression For regression the goal is to solve problems of the form
f : X → Y ⊆ Rwhile for multiclass classification the goal is to find f : X → Y =
{1, 2, . . . , C} where C is the number of classes. For classification, the softmax
function ψ extends linear to logistic regression by representing a probability
distribution over C different possible outcomes:
ψ : RC →
{
ψ ∈ RC | ψi > 0,
C
∑
i=1
ψi = 1
}
and is defined as follows:
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ψ(xj) =
exj
∑Cc=1 exc
∀j ∈ {1, . . . , C} (2.6)
Then, linear regression becomes a classification problem with C classes where
the following probability is maximized:
P(yi = c | xi; θ) = e
(θ>c xi)
∑Cj=1 e
(
θ>j xi
) (2.7)
Chapter 3 makes use of these models for imbalanced binomial classification
as applied to peak traffic forecasting. Chapter 4 later extends this to regression
(using the same dataset).
2.1.1 Beyond linear models
The softmax function can be applied in principle to any function approxima-
tor f transforming regression to a classification by applying ψ at the outputs.
For multi-class kernel classification methods such as Support Vector Machines
(SVMs) the dominating paradigm is to formulate the problem as multiple bi-
nary problems where C = 2 and usually extended it as one-vs-rest or all the
one-vs-one combinations. However, multi-class extensions exist [103].
Non-linear extensions of linear algorithms can either be done explicitly, or
via the kernel trick, which avoids an explicit mapping. To derive a kernelized
version of a linear model, I start from the observation that the parameter vector
θ can be expressed as a linear combination of the N training samples:
θ =
n
∑
i
αiyixi (2.8)
where αi is the number of times xi was misclassified, also known as the ex-
pansion coefficients.
It can now be clearly seen that the main problem with kernel methods,
specifically SVMs is that the complexity lies in the number of examples, and
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hence working with large datasets can become problematic. Instead of fitting
the parameters θ, the vector α is updated:
yˆ = f (θ>x) (2.9)
= f
(
N
∑
i
αiyixi
)>
x (2.10)
= f
N
∑
i
αiyi(xi · x) (2.11)
Finally, the dot product can be replaced with a kernel K. Mercer’s theorem
implies that any positive semi-definite matrix K is the Gramian matrix of a set
of vectors. A positive semi-definite matrix is a matrix K of dimension N, which
satisfies, for all vectors v, the property:
v>Kv =
N
∑
i=1
N
∑
j=1
vi Kij vj ≥ 0 (2.12)
Then K acts as a feature map Ψ without computing Ψ(x) explicitly, yielding
the general kernel method:
f (x, K) =
N
∑
i=1
αiK(xi, x) (2.13)
In practice, however Mercer’s condition can be relaxed for matrices K, still
resulting in reasonable performance. For Gaussian processes, K is also a covari-
ance function which implies that the Gram matrix K (i.e. kernel) is a covariance
matrix. In this thesis I use Gram matices for visualising the activations of sev-
eral layers in Chapter 5.
2.1.2 Feed forward neural networks
Roughly, neural networks can also be thought of as learning kernels, since a
nonlinear mapping is learned in a two layer neural network. Indeed, extensions
17
2. BACKGROUND
exist, where (linear) SVMs are used as pure classifiers, based on features learned
from neural networks [165, 186]. However, due to the increased computational
cost and the lack of availability of multi-class SVMs, this is not often done in
practice very often.
Perceptrons The simplest form of neural network is the Perceptron. Even
though in the original formulation, the transfer function was the hard sign func-
tion, the extension from linear models is trivial and can be done using the logis-
tic sigmoid function:
f (x, θ) = σ(θ>x) where σ(x) = 1/(1+ e−x)
Multi-layer perceptrons Perceptrons can be trivially extended to multi-class
problems via the softmax function (Equation 2.6):
h = σ(θ>0 x) (2.14)
y = f (x, θ) = ψ(θ>1 h) (2.15)
Figure 2.2: A feed-forward neural network with one hidden layer.
Then, the hidden activation h acts as a kernel (but not in a strict definition),
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where the representation is learned. This is subsequently passed through a pure
linear layer and then passed through the softmax in order to arrive at a multi-
class Multi-Layer Perceptron (MLP). The term MLP is a synonym for Feed For-
ward Neural Network (FFNN - Figure 2.2) when used for classification. Of
course, more than one hidden layer can be used, and this amounts to adding
more equations producing multiple hi ∈ {1, . . . , L} in Equation 2.14 where L
are the number of hidden layers.
Residual connections Most likely residual connections [67] were inspired by
Highway Networks [157]. In the latter, an additional weight matrix is used to
learn the skip weights. This was simplified. The core idea is to enable short-
cuts over layers, by bypassing the non-linear transformation with an identity
function. This helps alleviate exploding and vanishing gradients. Adding an
additional layer and applying a residual connection over the previous example:
h0 = σ(θ>0 x)
h1 = σ(θ>1 x) + x
f (x, θ) = ψ(θ>1 h1)
In this case, h0 will possibly made redundant by skipping the parameters learned
in θ1. Of course, several layers could be skipped at a time. Another extension
of the idea is when residual connections exist from all previous layers to all the
next layers. These are referred to as DenseNets [78] (idea shown in Figure 2.3).
Figure 2.3: DenseNet with a 5-layer dense block with a growth rate of 4. From [78]
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2.1.3 Convolutional neural networks
In this section I show that any FFNN dense layer can be converted to a CNN
layer. The reverse is also possible but not illustrated here. Firstly, Causal convo-
lutions can be obtained by convolving the signal with a shifted version of itself,
or by masking future time steps. This process is illustrated in Figure 2.4 and can
be examined in relation to Figure 2.1.
Figure 2.4: A causal convolution with a filter width of 2. The top yellow signal repre-
sents the ground truth y values and is a shifted version of x.
Discrete convolutions The discrete convolution of two signals f and g is for-
mulated as:
( f ∗ g)[n] =
∞
∑
m=−∞
f [m]g[n−m]
=
∞
∑
m=−∞
f [n−m]g[m]
In the depicted case in Figure 2.4 the parameters θ have support in the set
{θ1, θ2} since the filter width F = 2 and therefore a finite summation is used:
f (x, θ) = (x ∗ θ)[n] =
M
∑
m=−M
x[n−m]θ[m] (2.16)
Feed forward dense layers to convolutional layers Any Feed-Forward Neu-
ral Network (dense) layer can be converted to a Convolutional Layer since any
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convolution can be constructed as a matrix multiplication. The computations
can be constructed using a Toeplitz matrix such as A below:
A =

a0 a−1 a−2 . . . . . . a−(n−1)
a1 a0 a−1
. . . ...
a2 a1
. . . . . . . . . ...
... . . . . . . . . . a−1 a−2
... . . . a1 a0 a−1
an−1 . . . . . . a2 a1 a0

(2.17)
which is a matrix where Ai,j = Ai+1,j+1 = ai−j.
Then, the convolution operation can be constructed as a matrix multipli-
cation where the parameter vector θ for one layer is converted into a Toeplitz
matrix. For example, the convolution of θ and x can be written as:
yn = xt = f (x, θ) = θ ∗ x =

θ1 0 . . . 0 0
θ2 θ1 . . .
...
...
θ3 θ2 . . . 0 0
... θ3 . . . θ1 0
θm−1
... . . . θ2 θ1
θm θm−1
...
... θ2
0 θm . . . θm−2
...
0 0 . . . θm−1 θm−2
...
...
... θm θm−1
0 0 0 . . . θm


xt−1
xt−2
xt−3
...
xt−∆

(2.18)
Specifically for the case depicted in Figure 2.4 the Causal convolution is ob-
tained by masking x to the observations within the grey box, and referring to
the notation in Equation 2.16, m = 2 = F and n = t− ∆ = 2. At this point it
should be evident that Equation 2.18 is equivalent with Equation 2.5 and can be
written compactly as Equation 2.16. In practice, a bias is also commonly used -
this is not depicted in Figure 2.4, but one could imagine an extra parameter θ0
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which has an input which is always 1.
Prediction horizon While Figure 2.1 and Figure 2.4 depict prediction horizons
equal to one, in order to move the prediction horizon further in time, the only
necessary change is to shift the yellow depictions to the right in both figures.
The prediction horizon h indicates how far in the future predictions are made,
in the case of prediction problems.
Output channels It is usually the case that CNNs change the number of input
channels. Then, the parameters θc can be repeated as many times as the num-
ber of required output channels Cout is set to. This is equivalent to repeating
the convolution with different learned parameters, as many times as there are
output channels. Or another way to imagine the process is to picture several
parallel convolutions with the same inputs. Since the learned parameters for
each convolution is initialized differently, each will learn a different kernel.
Output observations: Padding & stride An important parameter is the stride,
which is labelled only in Figure 2.1. However, Figure 2.4 also depicts a stride
of one with the dotted grey box (sliding window). This parameter indicates
how many steps to the right the sliding window is moved at one time. For
larger strides, the window is moved to the right more than one observation at a
time. Padding refers to adding observations (commonly at either the beginning
or the end of the time series) in order to change the number of output frames
(Equation 2.19. If no padding is used, then the padding is said to be valid while
if the output is intended to have the same number of frames as the input, the
padding is said to be same.
Dilated convolutions Dilated convolutions are essentially identical with Causal
convolutions with the difference that some of the inputs are skipped. Figure 2.5
shows a dilated convolution with a dilation factor of two. Every second input
observation is skipped. The convolution is performed as if the skipped input
(Figure 2.5 x1 - red) does not exist. However, x1 will be used as an input after
the window will be moved to the right for the next operation. Dilated convolu-
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tions are typically used for high sampling frequency data such as audio, where
a large receptive field ∆ is required. Then, multiple such layers as depicted
in Figure 2.5 can be stacked on top of each other as it is done in the WaveNet
architecture [170].
Figure 2.5: Dilated convolution with a dilation factor of two.
In general the number of output frames Tout for a one dimensional convolu-
tion is given by the following formula:
Tout =
Tin + 2× padding− dilation× (filter_width− 1)− 1
stride
+ 1 (2.19)
Pointwise convolutions Pointwise convolutions, also known as 1x1 convolu-
tions or Network in Network are a special case where the filter width is equal
to 1 and the only change is the number of output channels. In essence 1x1
convolutions only change the dimensionality of the output. A simpler way
to think about depthwise convolutions is to imagine them as a simple feed-
forward dense layer where the number of input channels (Figure 2.2 - red) are
the number of input neurons and the output channels (Figure 2.2 - blue) are
equal to the number of output neurons. This is equivalent to multiplying each
observation in x with a set of parameters θ that change the dimensionality.
Grouped convolutions Convolutions can be grouped. When the number of
groups is set to 2 for example, one can think of two separate convolutions being
performed in parallel. However each convolution will have access to only half
the input channels and will also produce only half the the output channels.
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Finally, the outputs will be concatenated to produce the total requested number
of channels.
An extreme case of grouped convolutions is when the number of groups is
set equal to the number of input channels. In this case, each input channel is
convolved with its own set of filters of size Cout/Cin. This case is termed in
literature as a depthwise separable convolution.
A standard convolution filters and combines inputs into a new set of outputs
in one single step. In depthwise separable convolutions, each channel is first
convolved with its own set of filters, then a 1x1 convolution is applied in order
to combine the outputs.
Figure 2.6: 2D Depthwise separable convolution (right) vs. standard (left).
In some cases, grouped convolutions happen to work better in practice since
filter relationships are sparse. When the number of output channels is large and
the kernel size is also large, the computational cost can be significantly reduced.
The number of multiplications (or the number of parameters is compared in the
equation below, where C represents channels, W is the width of the kernel and
V is the output volume or the number of output frames:
Standard convolution
Depthwise separable conv
=
Cin ×V × (W + Cout)
Cin ×V ×W × Cout =
W + Cout
W × Cout (2.20)
It can be seen that when setting W = 2 and Cout = 128, the depthwise sepa-
rable convolution has twice fewer parameters. If the filter width is increased to
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W = 3 then it will have 66% fewer and so on.
The idea was originally introduced in the AlexNet [97] architecture as an en-
gineering feat to speed up training and recently, it has also been applied to low
power mobile deep learning vision applications [75]. Parallels to the Inception
model [163] have also been made in the Xception model [33] which generalizes
the concept. The architectural concept has also proven to be a key component
in the MultiModel [82] architecture which consists of a single neural network
model that can simultaneously learn multiple tasks from various multiple do-
mains.
2.1.4 Autoregressive Generative CNNs
Having discussed most of the ingredients in subsection 2.1.3 here I start by de-
tailing the WaveNet architecture. I finally provide a diagram that explains in
parallel both the time unrolled view of the architecture, as well as the where the
dilated convolutional blocks are located, providing an overall view of the num-
ber of frames, channels (dimensions / neurons) and the convolutions. I also
explain how the number of frames and the number of channels change between
layers. Then I explain the structure of each dilated block in WaveNet and finally
put everything together, explaining the skip connections and how to condition
the network with other signals.
Frames and channels In Figure 2.9 the receptive field ∆ has 8 frames, consist-
ing of {xt−1, . . . , xt−∆}. This will produce one output xˆt. In general, for an input
of T frames, there will be T − ∆+ 1 output frames.
For raw mono audio, the input channels can either be: 1 or 256 if the audio is
quantized using µ-Law companding and then subsequently encoded to a one-
hot 256 valued vector). µ-Law companding only changes the bit depth of the
audio from 216 = 65536 which is standard audio quality to 28 = 256 which
reduces the number of possible outputs and makes training possible with the
cross-entropy loss.
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Dilated convolutions One core ingredient is the dilated convolution. Multi-
ple of these are stacked on top of each other, where each layer has a increased
dilation rate. In Figure 2.9 I also display the dilated block architecture in order
to exemplify how everything in the architecture is put together. This is for a
plain architecture without any conditioning.
The first input layer is a convolutional layer with a filter width of F. In fact all
convolutions, except for the output layers have a filter width of F. The purpose
of this layer is to change the number of input channels Cin from whatever the
input dimensionality in x<t is to the number of channels in each dilated block
Ch. In addition, the input layer changes the number of input frames, according
to Equation 2.19 (in Figure 2.9 from 8 to 7).
x1︸︷︷︸
Ch
= tanh(θin ∗ x<t︸︷︷︸
Cin
) (2.21)
This is followed by a series of dilated block layers (only 2 in Figure 2.7)
which all have Ch channels. Every dilation block also changes the number of
frames according to Equation 2.19, reducing them until there is only one frame
at the top of the block-layers stacks. This is the main purpose of the dilated
blocks - to grow very large receptive fields by stacking dilated convolutions on
top of each other, with an ever increasing dilation rate (however the dilation
pattern e.g. 1, 2, 4, 8, etc. can be repeated multiple times). There is also no
restriction on how the dilation rate increases, it does not necessarily have to be
increasing powers of two.
Inside the dilated blocks Each dilated block is composed of two initial con-
volutions, side by side, which take exactly the same inputs from the previous
layer x`−1. The first one goes through a tanh - τ activation while the second one
goes through a sigmoid - σ activation. This mechanism is most likely inspired
by recurrent neural networks. In essence, the sigmoid acts like a gating mech-
anism that can inhibit the main tanh signal. This is a good approach under the
plausible hypothesis that each layer learns coefficients for a filter bank and thus
some frequencies should be cut off.
The convolutions for τ and σ are not depicted in Figure 2.7 as two green
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Figure 2.7: The dilation block that is repeated every dilation layer, is depicted inside
the dotted line (these are also shown in Figure 2.9). This depicts the operations in each
dilated block, and also shows the last two output layers. Adapted from [170].
boxes since in practice the computations can be done in parallel in one single
convolution. However it should be understood that each yellow circle corre-
sponds to it’s own separate convolution.
In the case where conditioning is applied, both convolutions get summed
with another convolution which is parametrized by V where the conditioning
signal is y`−1. The latter is either a scalar or a vector of the same length as x`−1
and can be obtained with the same procedure described in Figure 2.9 for the
main signal:
x`︸︷︷︸
Ch
= x`−1︸︷︷︸
Ch
+
Ch︷ ︸︸ ︷
θ`r · h`︸︷︷︸
Cres
h` = τ
(
W `f ∗ x`−1 + V `f ∗ y`−1
)
 σ
(
W `g ∗ x`−1 + V `g ∗ y`−1
)
(2.22)
In SynthNet, the convolutions in Equation 2.22 are changed to grouped con-
volutions, and in combination with the pointwise 1x1 convolution, this effec-
tively results in what is called a depthwise separable convolution. This is not
used in either the original WaveNet [170] nor the latter DeepVoice [9] derivative.
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Skip connections Figure 2.9 depicts a standard neural network architecture
where the output of each layer goes to the next and so on. However, in addition
a similar idea as in DenseNets [78] is used.
There is an additional output from each dilated block in addition to x` and
this is where the outputs towards the softmax come from. These are not present
in the SynthNet architecture presented in Chapter 5 which uses only the top
most output.
In essence, the output before the residual connection is sent towards the
outputs, from each layer:
z`︸︷︷︸
Ch
= θ`r · h`︸︷︷︸
Cres
(2.23)
however before going through this convolution, only the last frame is kept, so
all the z` consist of only one frame. All of these are finally stacked into one
matrix and the matrix is reduced to a vector of 1 frame and Ch channels, by
summing over the layer dimension (Figure 2.9 red plus circle):
zall = relu([z1 z2 . . . zL]>) (2.24)
In other, words, all the layer outputs are collapsed onto one. Other means of
performing this reduction is possible, for example by concatenating all frames
(but then Ch would have to be a much smaller number) by performing a 2D
convolution over the z` stack, etc.
This is then followed by two other 1x1 convolutional layers that reduce the
number of channels, up to the softmax (these are not displayed in Figure 2.9,
but are visible in Figure 2.7):
zout = relu(θall · zall) (2.25)
xˆt = so f tmax(θout · zout) (2.26)
Generation At generation time, autoregressive models use the output of the
previous time steps in order to fill up the receptive field and generate the next
output. The process is repeated until a sufficient number of frames is generated
and is much slower than training. Both processes are shown in Figure 2.8.
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Figure 2.8: Left: training an autoregressive model. Right: generation by repeated sam-
pling. In practice, padding can be added at generation time before the first actual sam-
ple is generated.
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Figure 2.9: Multiple dilated convolutional layers are stacked. This results in a very
large receptive field, which is useful for high bandwidth data such as audio.
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2.2 Multi-task learning
Multi-task learning, as the name suggests, refers to learning multiple (usually
related) tasks in parallel or using auxiliary tasks in order to increase overall
performance. MTL has many successful machine learning applications, rang-
ing from speech recognition, computer vision, drug discovery to natural lan-
guage processing. 2.4.2 discusses recent advances in MTL and also provides an
overview of MTL methods in the context of deep learning.
I define MTL in the most general sense as possible: given S tasks {(xi, yi)N1i=1,
(xi, yi)
N1
i=1, . . . , (xi, yi)
NS
i=1} each with a possibly different number of observations
NS and that are either related or not, the goal is to solve problems of the form
f s : Xs → Ys, ∀s. Each task can be based on completely different data that
can be of different types and can have different distributions. The core idea
of MTL is to solve these multiple tasks at once, and by doing so hopefully do
better overall by transferring knowledge learned on one task to improve other
tasks, and vice versa (i.e. leverage task relatedness). Sometimes, additional
tasks which are not of importance (i.e. auxiliary) are added in order to improve
the performance of one particular task.
This chapter will demonstrate that solving multiple linear regression prob-
lems of related tasks is equivalent to solving one large multi-task regression
problem and vice versa.
Vector autoregression and multiclass classification VAR is a special case of
MTL, as is multiclass classification. For vector autoregression and keeping the
multivariate regression notation (see section 2.1, Equation 2.2 to Equation 2.5)
there are problems of the form f : X → Y ⊆ RS where each series s x1, x2, . . . xs
has N observations, X ∈ RN×S and is parametrized by θs (and for VAR θs∆). The
tasks can be related and the relationship can be described using a given matrix
A or learned from the data. More on that later on. To summarise, VAR is a
special case of MTL where the input space is identical for all tasks.
Furthermore, multiclass classification is also a special case of VAR where
each class is a task and all tasks have the same inputs f : X → Y ∈ {1, 2, . . . , S}
where xi ∈ X and yi ∈ {1, 2, . . . , S} is usually one-hot encoded.
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In the next subsection I start with a generic definition of multi-task learning
for linear models and the squared error. I also initially focus on the special
VAR case since having the same number of examples for all tasks can lead to a
cleaner notation. Then I discuss various regularization techniques and finally
generalize beyond linear models to regularization for neural networks.
Solving a linear MTL problem Since Chapter 4 makes use of VAR as a special
case of MTL, I start as in section 2.1 with linear models:
f s(x, θs) = θs>x (2.27)
The goal is to find the parameters θ that minimize the empirical error. This
can be done by taking the sum of the mean squared error for each task:
min
θ1,...,θs
S
∑
s=1
1
Ns
Ns
∑
i=1
(θs>xsi − ysi )2 (2.28)
Then, for VAR the notation can be further simplified and written more com-
pactly as exemplified in Equation 2.29. This is possible since for VAR all series
are the same length and can be combined into one single matrix X (which is
constructed as depicted in Figure 2.1). This implies that all tasks are fed all the
series and that yi is the output vector at example i, for all tasks.
min
θ1,...,θs
1
N
S
∑
s=1
N
∑
i=1
(θ>xi − ysi )2 (2.29)
=
min
Θ
1
N
‖ X︸︷︷︸
N×∆
Θ︸︷︷︸
∆×S
− Y︸︷︷︸
N×S
‖2F (2.30)
At this point it is also a good idea to define the squared Frobenius norm, for
clarity in the next paragraphs:
‖A‖2F = Tr(A>A) =
m
∑
i=1
n
∑
j=1
|ai,j|2 =
min{m,n}
∑
i=1
σ2i (A) (2.31)
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where σi(A) are the singular values of A and the trace Tr is the sum of diagonal
entries of a square matrix. An interesting property of the Frobenius norm is that
it is invariant under rotations.
2.2.1 Regularization for multi-task learning
A good starting point is to simply add an `2 loss term for each task. This how-
ever, does not produce any task dependencies:
min
θ1,...,θs
1
N
S
∑
s=1
N
∑
i=1
(θs>xi − ysi )2 + λ
S
∑
s=1
‖θs‖22 (2.32)
=
S
∑
s=1
(
min
θs
1
N
N
∑
i=1
(θs>xi − ysi )2 + λ‖θs‖22
)
(2.33)
=
min
Θ
1
N
‖XΘ−Y‖2F + λ‖Θ‖2F (2.34)
The regularization term can be rewritten using Equation 2.31 and since the
trace is invariant under cyclic permutations, and an identity matrix can be added
like so:
‖Θ‖2F = Tr(Θ>Θ) = Tr(ΘIΘ>) (2.35)
This can be further rewritten as A = I:
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Tr(ΘAΘ>) =
∆
∑
j=1
θ>j Aθj
=
S
∑
s=1
S
∑
k=1
∆
∑
j=1
as,kθsj θ
k
j
=
S
∑
s=1
S
∑
k=1
as,k
∆
∑
j=1
θsj θ
k
j
=
S
∑
s=1
S
∑
k=1
as,k θs>θk
It is easy to observe now, that if A = I the diagonal elements are one when
s = k and the rest are zero. This is consistent with no task dependency since
there is a weight of 1 for each task, while the weights for all other tasks are
0. Equation 2.32 corresponds to setting A = IS where each task is regularized
individually and is essentially identical to using the same input for all tasks and
applying a regularizer for each task.
In order to induce task relatedness, MTL regularization amounts to weight-
ing the task relatedness which can be described by a positive (semi)definite ma-
trix A. The full compact notation for the general task relatedness regularization
term (based on the squared loss) is:
min
Θ
1
N
‖XΘ−Y‖2F + λTr(ΘAΘ>) (2.36)
which also has a nice gradient:
∇L(Θ) = 2
N
X>(XΘ−Y) + 2λΘA (2.37)
showing that Equation 2.36 can be extended to other loss functions as well.
MTL regularization using graphs A special case of MTL regularization is
when the graph structure of the tasks is known. For most MTL problems, there
are usually groups of tasks and hence there exist multiple clusters at the out-
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puts. The adjacency matrix can be used to enforce dependency between tasks
via regularization by taking A = L + λI where L is the graph Laplacian of the
adjacency matrix:
A = L + λI =
S
∑
s=1
S
∑
k=1
as,k‖θs − θk‖2 + λ‖θs‖2 (2.38)
however A is given and not inferred from the data.
Learning the task relationship matrix A If the matrix describing the relation-
ships between tasks is not known, it is possible to learn it by adding an ad-
ditional penalty term Ω and alternating between Equation 2.41 - fitting the pa-
rametersΘwhile fixing A = A∗ and Equation 2.42 - finding the task relatedness
matrix A where Θ = Θ∗ is fixed:
min
Θ,A
1
N
‖XΘ−Y‖2F + λTr(ΘAΘ>) + γΩ(A) (2.39)
alternate ⇓ following eqs.
(2.40)
min
Θ
1
N
‖XΘ−Y‖2F + λTr(ΘA∗Θ>) (2.41)
min
A
λTr(Θ∗ AΘ>∗ ) + γΩ(A) (2.42)
One possible choice forΩ is Tr(A−2). Looking at the Frobenius norm (Equa-
tion 2.31) and the output space rotation trick in paragraph 2.2.1 this amounts to
γ∑s(1/σ2s ). This ensures that task importance will not vanish for any task.
MTL regularization computations Assuming that the matrix A in Equation 2.36
is symmetric positive (semi)definite, then it is possible to diagonalize the matrix
via singular value decomposition (SVD) A = UΣU>where Σ = diag(σ1, σ2, . . . σs).
Then, setting Θ˜ = ΘU and Y˜ = YU it is possible to rewrite Equation 2.36 as:
min
Θ
1
N
‖XΘ˜− Y˜‖2F + λTr(Θ˜ΣΘ˜>) (2.43)
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where the regularization term is reduced to a sum of product norms weighted
by the diagonal elements σ. The above can be uncompressed to:
S
∑
s=1
(
min
θs
1
N
N
∑
i=1
(y˜si − θ˜s>x)2 + λσs‖θs‖2
)
(2.44)
where Θ = Θ˜U>. However, this is almost identical to Equation 2.32 with the
exception that now the output space is rotated so that the task relationship ma-
trix becomes diagonal and there is a weight σs that depends on all the other
tasks. This clearly shows that task regularization depends on the output space,
as well as the parameter covariance between tasks.
However, since the Frobenius norm Equation 2.31 is rotation invariant, the
regularization term does not change. This means that the computations can also
be done in parallel, on a per-task basis instead of in one single model, with the
additional cost of computing σs for every iteration.
Implications for multiclass classification For multiclass classification, the en-
tries in the matrix Y can be encoded as a one-hot vector, where |yi| = C = S.
Solving Equation 2.36 for multiclass problems, even for different loss functions
using for example gradient descent, essentially corresponds to a one-vs-all clas-
sification problem where A is the identity matrix. In addition, class relatedness
can also be encoded via the matrix A, however paragraph 2.2.1 shows that in
this case there won’t be much of an improvement since rotating the output space
for classification does not produce any changes (since it’s one-hot).
However, affine transformations in the input space can be applied and are
usually the norm. For image multiclass classification (e.g. ImageNet) the im-
ages are rotated, translated, cropped, mirrored, noise added and so on. While
these transformations are generally considered as a way of augmenting data,
here the added perspective is that these affine transformations also act as a reg-
ularizer.
Task groups and input sparsity paragraph 2.2.1 shows that MTL problems
can be parallelized. However, in the case where the tasks are sparsely grouped
(such as in Chapter 4), the efficiency can be further improved by limiting the
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dimensionality of the input space, based on the the first order graph connections
A where G is the adjacency matrix:
aij =

1, i = j;
0, j 6∈ G1(i);
1, j ∈ G1(i).
Then, A ∈ RS×S, ai,j ∈ {1, 0} can be used to induce sparsity in the input
space. This is detailed in subsection 4.3.1, where A is constructed based on the
topological structure of road segments. As an extreme case, in order to reduce
Equation 2.29 to S single tasks that do not share any information, the matrix
A = IS can be set to the identity matrix.
The idea is to eliminate most of the input space for one task:
min
θ1,...,θs
1
N
S
∑
s=1
N
∑
i=1
(θs
>
xi  [(as)×∆]− ysi )2 + λ
S
∑
s=1
‖θs‖22 (2.45)
where [(as)×∆] is the binary row from matrix A for task s, repeated ∆ times.
Here, ∆ is the input dimension for one task.
To do this for all tasks, the input space is repeated for each task: X˜ =[
X1 X2 . . . XS
]
and I define As =
[
(as)×∆
]
∈ RN×D=(∆·S) and A˜ =
[
A1 A2 . . . AS
]
:
min
Θ
1
N
‖ A︸︷︷︸
N×D
 X˜︸︷︷︸
N×D
Θ︸︷︷︸
D×S
− Y︸︷︷︸
N×S
‖2F +Ω(Θ) (2.46)
If Equation 2.46 is interpreted as a nearest neighbour data selector based on
matrices A for each task, and all datasets are combined into one, then some of
the features will overlap. However, this is beneficial when using the trace norm,
as discussed in subsection 2.4.2.
Learning input sparsity If the priors for designing the matrix A are not known,
then sparsity can be enforced automatically based on the `1 norm which is also
known as Least Absolute Shrinkage and Selection Operator (LASSO) method.
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In this case, the combination leads to group lasso. In certain cases, the assump-
tion can be that certain dimensions from the inputs are not required. In this
case, the `2 norm is computed across each input dimension d across all tasks,
after which sparsity can be enforced on the concatenated vector of `2 norms:
min
θ1,...,θs
1
N
S
∑
s=1
N
∑
i=1
(θs>xi − ysi )2 + λ1
∥∥∥ λ2‖θ1‖22 . . . λ2‖θ∆‖22 ∥∥∥1 (2.47)
Beyond linear models Extensions to nonlinear models are trivial via the same
methods exemplified in subsection 2.1.1. Setting f s = θs>Φ(x) where Φ(x) =
(φ1(x), . . . , φn(x)) simply amounts to setting X = Φ in Equation 2.36.
min
Θ
1
N
‖ΦΘ−Y‖2F + λTr(ΘAΘ>)
In the case of SVMs a kernel function K parametrised by Ψ will result in
f s = ∑i K(x, xi)ψsi :
min
Θ
1
N
‖KΨ−Y‖2F + λTr(ΨAΨ>)
Generalized MTL regularization Going back to Equation 2.28 and adding
task regularization amounts to:
min
θ1,...,θs
S
∑
s=1
1
Ns
Ns
∑
i=1
(θs>xsi − ysi )2 + λ
S
∑
s=1
S
∑
k=1
as,k θs>θk (2.48)
This can also be rewritten in compact form:
min
Θ
1
N
‖( X︸︷︷︸
N×∆
Θ︸︷︷︸
∆×S
− Y︸︷︷︸
N×S
) M︸︷︷︸
∆×S
‖2F + λTr(ΘAΘ>) (2.49)
where ∆ is the maximum dimensionality of all tasks, N = ∑s Ns is the overall
total number of examples over all tasks. Then, Y is all zeros except for the
target value for each task example, and acts as a mask for data points that do
not exist (since not all tasks have the same number of examples) and the matrix
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M ∈ {0, 1} is mask that indicates the existing feature space for each task (since
not all tasks have the same number of features).
2.2.2 Multi-task learning in neural networks
Multi-task learning for neural networks can be slightly more nuanced. Here,
the discussion changes to learned representations. Essentially, in the context
of NNs, MTL improves generalization by sharing the learned representations.
As discussed in subsection 2.4.2 there are two ways in which parameters are
shared: hard and soft parameter sharing. The advantage of NNs and deep
learning for MTL comes from the flexibility to data modality and variety of
examples and the ability to learn joint representations.
The typical deep learning architecture for MTL can be divided into two
parts: the input and output layers, which can consist of any type of architecture,
whether designed for vision or for audio or other modalities, and the shared
layers, where the connection to the entirety of this section can be made. Since
each task imposes it’s own constraints on the shared parameters, this prevent
overfitting. In it’s simplest form, the extension of 2.36 to a neural network with
one hidden layer is:
min
θ1,...,θs
1
N
S
∑
s=1
N
∑
i=1
(φ(θsout, φ(θ
s
in, xi))− ysi )2 + λTr(Θout AΘ>out)
where φ(x) = 1/(1 + e−x) is the sigmoid activation function. Here, parameter
sharing is enforced on the first set of layers Θin which can consist of virtually
any combinations of architectures, and the task regularization is applied at the
output layer parameters. This is however only a proof of concept. Figure 2.10
shows a more complicated architecture that uses state of the art bells and whis-
tles, which are combined and designed to induce sparsity:
Essentially in [82] convolutional, attentional and mixtures of experts archi-
tectural blocks are combined, as to share as many parameters as possible, into
a single deep learning model which jointly learns several large-scale tasks from
multiple domains. MTL approaches to deep learning are further discussed in
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Figure 2.10: Multi-task learning with deep neural networks. Shared representations are
learned in both the encoder and the autoregressive decoder. Each colour represents a
different modality / task. Taken from [82].
subsection 2.4.2.
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2.3 Model fitting with gradient based methods
In this chapter I give an introduction to gradient descent methods that will be
used throughout this thesis. Gradient descent methods are very popular for
model fitting and are used in virtually all neural network / deep learning re-
search. This is because if the computational tractability and, arguably, the sim-
plicity of the algorithm.
There are many ways to categorise gradient descent optimization methods.
For one, there are first order and second order methods, where first order meth-
ods are based on the matrix of partial derivatives (Jacobian) while second order
methods use the second order derivatives - the Hessian matrix. While the con-
vergence rate of second order methods is higher, the increased computational
cost does not usually make them a popular choice in practice, especially for
models with a large number of parameters. Another way to characterise gra-
dient descent is based on how much data the loss (and gradient) is computed
for, at one time: batch, stochastic (online) and mini-batch gradient descent. The
latter is a combination of the first two, as a good compromise between speed
and quality.
2.3.1 First order methods
Gradient descent minimizes an objective function L(θ) where θ ∈ R are the
model’s parameters. The loss function L(y, yˆ) measures the agreement of the
model’s outputs yˆ to the ground truth y and is therefore a direct measurement of
how well the model’s parameters are fitting the input data. The gradient of the
objective function ∇θL(θ) w.r.t. the model’s parameters θ dictates the direction
in which the parameters will be updated (in negative gradient direction):
θt+1 = θt − η · ∇L(θt)
For vanilla methods, while the gradient indicates the direction in which the
function is steepest, it gives no information on how far along this direction the
update step should be. The step size is called the learning rate η and is one
of the most important parameters in gradient descent. If the learning rate is
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too small, the optimization process will be very slow. Conversely, if it is too
big, taking large steps will result in chaotically updating the parameters in the
optimization space.
Batch Gradient Descent In batch gradient descent, the gradient is computed
for the entire dataset at once, then the parameters are updated, then the process
is repeated until convergence. One pass through the dataset is considered one
epoch. This method is guaranteed to approach a global minimum for convex
error surfaces and a local minimum for non-convex ones. It is also, however,
impractical since it is usually not the case that the entire data set will fit in mem-
ory. Furthermore, since the update is done for all data points simultaneously,
especially without any regularization, there are risks that the model will overfit
the training data. However, this method is very stable (arrives consistently at
the same solution) and can be very fast if the data fits in memory, since fewer
updates have to be made (usually not more than 10). A typical learning rate is
η ∈ 0.1, 0.9.
Stochastic Gradient Descent Conversely, in stochastic gradient descent (SGD)
the gradients are updated after seeing only one data point. It is also called
Online since the model can be conveniently updated at a later time, if new
data points arrive. The name stochastic comes from the fact that the order in
which the data points are presented every epoch is randomly chosen. In other
words, the dataset is shuffled every epoch. Since there are frequent updates,
(one per data point) the variance between updates is high. This is because each
data point indicates a different (and low-perspective) direction of the gradient.
While this might initially seem as a bad idea, the model will eventually average
itself to the combined gradient of all data points. This is why a low learning
rate η ∈ 10−5, 10−1 is used in practice for SGD as opposed to batch gradient de-
scent. Furthermore, since the gradient is stochastic, SGD explores the error sur-
face, ‘by accident’. It can also be said that SGD has an inherent self-regularizing
property. While this can create problems towards the end of the optimization
procedure (since the gradient will be too ‘noisy’) a typical approach is to grad-
ually decrease the learning rate η in time - this is called learning rate decay and
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is also known as Simulated Annealing. The latter meta-heuristic was inspired
from annealing in metallurgy. The major disadvantage of SGD is that updating
once per parameter can be slow since it is a high speed, low volume process.
Mini-batch gradient descent combines batch with stochastic gradient descent,
thus overcoming both previous methods’ pitfalls. By using more examples at
once, the variance of the parameter updates is reduced, which can possibly
make the convergence more stable. It also increases the volume of the gradi-
ent updates since computations can be again done simultaneously for multiple
data points. The size of the mini-batch is another key parameter that has to be
tuned in conjunction with the learning rate, since both affect the noise levels in
the gradient updates. Currently, mini-batch gradient descent is ubiquitous and
the term SGD is usually also used to refer to mini-batch. Asynchronous SGD,
parallelized as Hogwild [137] are usually used in practice to parallelize compu-
tations on multiple machines. This can introduce further noise, however, the
same analogy can be made as with pure SGD.
Gradient checking With the advent of modern auto-differentiation modules
included in virtually all popular deep learning frameworks, gradient checking
is often overlooked. The gradient can be computed either numerically or an-
alytically, the latter method being faster (and now ubiquitously automatized).
Gradient checking implies the verification of the numerical gradient against the
analytical gradient and is a good idea when custom loss functions are intro-
duced. The numerical gradient computations are based on the centered differ-
ence formula [ f (x + h)− f (x− h)]/2h where h is usually taken as a very small
constant, usually 1e-5.
Momentum The minimum necessary requirements to navigate an error sur-
face is the gradient which specifies direction and velocity which is determined
by the learning rate η. Momentum, then corresponds to adding acceleration
up to terminal velocity, as if mass γ were added to the vector described by the
gradient and learning rate, affecting the potential energy. This can also dampen
oscillations by adding a fraction γ of the update vector of the past time step to
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the current update vector:
vt = γ · vt−1 + η · ∇L(θt)
θt+1 = θt − vt
(2.50)
Typically momentum is set to a value of γ = 0.9
Nesterov Momentum [130] is an improvement over the standard momen-
tum. The idea is to look ahead before updating the parameters. In essence,
an approximation of the next location in the error space is computed first as
illustrated in Figure 2.11:
vt = γ · vt−1 + η · ∇L(θt − γ · vt−1)
θt+1 = θt − vt
(2.51)
Figure 2.11: Differences between standard and Nesterov momentum.
Adam Momentum adapts the updates to the slope of the error function thus
accelerating SGD. However, the same learning rate is used for all parameters.
When the features are very different statistically and have different variance in
frequency it can be beneficial to update the learning rate for each set of param-
eters individually, depending on their contribution.
This is what Adaptive Moment Estimation (Adam) [90] does. It stores an
exponentially decaying average of past gradients mit and also squared gradients
vit for each parameter i. These averages are decayed as follows:
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mit = β1 ·mit−1 + (1− β1) · ∇L(θit)
vit = β2 · vit−1 + (1− β2) · [∇L(θit)]2
θt+1 = θt − η√vt + emt
(2.52)
In essence, mt corresponds to the mean and vt corresponds to the variance
of the gradients. The authors propose default values of β1 = 0.9, β2 = 0.999
and ε = 10−8.
2.3.2 Second order methods
In the previous section, quite a few tricks where developed for adapting and
adjusting the learning rate ∇. In second order methods, there will be no learn-
ing rate since it is automatically adapted based on the curvature of the error
surface.
Newton’s Method is an iterative method used in optimization which does not
use any learning rate. The optimization process involves iterating the following
update:
θt+1 = θt − H(θt)−1 · ∇L(θt) (2.53)
where H(θt) is the Hessian matrix (the square matrix of second-order partial
derivatives of the function) and ∇L(θt) is the gradient. Newton’s method will
generally require much fewer iterations as compared to first order methods,
due to more efficient parameter updates. Since the Hessian describes the local
curvature of the loss function, a multiplication with the inverse Hessian results
in better calculated steps: larger steps where the loss surface is flatter (there is no
risk of going fast since surface doesn’t change much) and smaller steps where
the curvature is greater (large steps would overshoot the target). The major
drawback of the update above is impractical since computing and inverting the
Hessian is a very costly process, both computationally and memory wise.
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Quasi-Newton aim try to circumvent the memory problem by computing ap-
proximations, since the computation of the Hessian is the most costly. Limited
memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) [131] uses the informa-
tion in the gradients over time in order to compute an approximation without
computing the full Hessian. While this potentially eliminates the memory prob-
lem, L-BFGS is still constrained by the fact that the approximation needs to be
computed over the entire training data set at once. While it is more challeng-
ing to use the mini-batch strategy for L-BFGS, carefully choosing subsets of the
training data in mini-batches can be a good starting point. While there have
been attempts [148, 125] at adapting these methods for mini-batch and online
training for convex problems, generally, using second order methods is not fea-
sible in online computation tasks.
Levenberg-Marquardt The Levenberg-Marquardt [104, 117] algorithm (LM),
also known as damped least-squares (DLS) is the fastest known method that can
be used to optimize neural networks. It is essentially an interpolation between
the first and second order methods. However, it is only useful when the squared
loss is used. This algorithm is applied in this thesis in Chapters 3 and 4.
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2.4 Related work
2.4.1 Feed forward and convolutional neural networks
Neural networks have been extensively used for univariate time series forecast-
ing. Most legacy reviews vary. [166] compare NNs with classic Box-Jenkins
models but do not reach any general conclusions. [15] discusses NNs in the
context of forecasting financial markets. [52] provides a comparative study us-
ing air line data. [201] also made an extensive study on NNs for time series
forecasting, discussing issues (that have mostly been solved in the meantime)
finally arriving at an optimistic conclusion. [139] stated that NNs yield the best
results when used for monthly and quarterly time series, discontinuous series
(missing data) and for large prediction horizons. However, the recent popular-
ity of dilated convolutions (Figure 2.5) make it possible to work with very high
resolution time series data and as such the monthly and quarterly data state-
ments no longer hold. Hybrid ARIMA-NN methods have also been developed
[200] however these have not been very popular.
Sometimes NNs in the context of time series forecasting have been renamed,
although the architecture is almost the same. Time Lagged Neural Networks
(TLNNs) [52, 88] are essentially FFNNs applied to time series forecasting where
the input data are the time lagged, seasonally selected past observations, just
as I demonstrate in Figure 2.1. Also related is perhaps the earliest sequence to
sequence model, the Seasonal Artificial Neural Network (SANN) architecture
[65], which extends the latter idea by aiming to predict multiple time steps in the
future. This transforms the autoregression problem into a multi-task learning
problem where each prediction horizon is a different task. [40] provides an
overview of deep neural network methods for speech recognition and related
applications. However, the connection with Convolutional Neural Networks
(CNN) was never clearly made hence simple CNNs used to be the norm.
The foundational work on CNNs applied to images, voice and time series
was pioneered by [101] which demonstrate the earliest successful applications.
CNNs have also been used for human activity recognition - a multichannel time
series forecasting problem [194]. Recurrent CNNs have also been proposed for
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[136] scene labelling, also related to time series. The main goal was to increase
the size of the receptive field while keeping the model at a reasonable size. No
comparison with dilated convolutions was made, however it is unlikely that the
latter will not outperform the recurrent CNNs simply due to parsimony.
Beyond time series, there is an abundance of literature on CNNs for com-
puter vision problems. Most of the work was pioneered by [97] on the Ima-
geNet dataset. The ones that are related to time series and worth mentioning
are mostly research in the video domain. From these the fast R-CNN [58] is also
a MTL application used for object detection that also gives the region of inter-
est (ROI). MobileNets [75] and Xception [33] are also worth mentioning for the
depthwise separable convolutions.
Recently, [16] have made an empirical comparison of CNNs with dilated
convolutions (most likely inspired by the WaveNet [170]) against RNNs, GRUs
and LSTMs on datasets that are commonly used to benchmark RNNs on se-
quence modelling tasks. The proposed temporal convolutional network (TCN)
architecture outperforms the RNNs on all benchmarks and in some cases by a
large margin. The research can be considered controversial since it is known
that RNNs are difficult to tune properly. Therefore a hard conclusion can not
be taken before the results are reproduced. However, it is clear that CNNs are
definitely a formidable alternative to RNNs for time series problems, and are
most likely to become more popular in the near future since they are easier to
train / tune than RNNs.
A further discussion on CNNs is beyond the scope of this thesis since the lit-
erature is mostly computer vision related. For a comprehensive discussion on
deep learning methods the reader can consult [147, 3]. The latter survey covers
the following architectures: CNNs, RNNs including Long Short Term Memory
(LSTM) Gated Recurrent Units (GRU), Auto-Encoders (AE), Deep Belief Net-
works (DBN), Generative Adversarial Networks (GAN), Deep Reinforcement
Learning (DRL), exemplifying applications.
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2.4.2 Multi-task learning
Multi-task learning (MTL) amounts to sharing parameters (or learned repre-
sentations in the deep learning context) between related tasks, in order to lower
the generalization error. In a nutshell, "Multitask Learning is an approach to in-
ductive transfer that improves generalization by using the domain information
contained in the training signals of related tasks as an inductive bias. It does
this by learning tasks in parallel while using a shared representation;" [22].
The idea of MTL can also be expressed biologically. People get better at
a certain task by leveraging knowledge learned on related tasks. This is an
innate ability. For example, babies learn to recognise faces before they are able
to recognize objects since it is more useful to recognize carers before objects or
actions.
MTL can also be seen as a data augmentation process. Data from other tasks
can aid in filling in the data point gaps which would otherwise cause the mod-
els to under or overfit on their own. From another perspective, sharing data
between tasks can cause sparse high dimensional features to be selected better.
Applications When it comes to the applications, MTL has been successfully
used in many domains such as such as audio [69, 40], vision [58, 146, 109], lan-
guage [38, 183] and many others. MTL has been rediscovered and referred to in
many ways, such as learning to learn, learning with auxiliary tasks, joint learn-
ing - to name a few - and is closely related to transfer learning as a form of
inductive transfer that causes a model to narrow down the hypothesis space.
General MTL strategies Before discussing MTL in a deep learning context it is
best to consider MTL in a classic, well understood setting, namely multivariate
regression. In section 2.2 I show that MTL is a generalization of the classic
problems of vector autoregression (VAR), multivariate regression (aka vector
valued regression) - these can also have a lot of names.
[4] provide an in depth survey of the special case of vector autoregression
(VAR) in multi-task learning with multivariate kernels. The survey is broad,
well structured and provides multiple perspectives on the learning problem,
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from both a regularization theory perspective as well as a Gaussian processes
perspective. The latter they show is equivalent to having one generative model
per output (task) that expresses correlations as a function of the output index
and the input space, using a set of common latent functions (shared representa-
tion).
Multiclass classification is in turn a special case of VAR (section 2.2). This is
the case since the loss can also be interpreted as optimizing a sum of losses, one
for each task. In general, when more than one loss function is being optimized,
it is a good idea to think of the problem from a MTL perspective. For example,
it is usually the case and a common trick to add fake (auxiliary) classes for a
multiclass classification problem in order to improve generalization error.
[141] show that unrelated (i.e. auxiliary) tasks can be exploited in order to
increase the generalization error on the main task group. The same input data
is used for all tasks and the regularizer encourages a low rank representation
and penalizes the inner product between pairs of parameters from the main
and auxiliary task groups. The intuition is that this process leverages the prior
knowledge of which tasks are related and which are not, thus inducing sparsity
in the learned representations. The method is validated empirically on synthetic
data as well as two real datasets, one for facial expression with 10 subjects and
7, mutually exclusive emotion classes and one for pain level rating also based
on facial expressions. In all cases the proposed method was significantly better,
however the datasets were small for current standards.
Another application where an auxiliary task helps training is the work of
[9] which jointly learns to model the audio signal and the language features
simultaneously. Chapter 5 describes a similar approach for music where the
auxiliary task is predicting the midi note using an autoencoder architecture in
an autoregressive way. The latter is not used at generation time and is only
there to guide the training process. Adding an auxiliary task which is known to
enable the model to learn transferable representations has been demonstrated
for language modelling [138]. The sequence labelling framework uses an aux-
iliary training objective, in order to learn to predict the surrounding works for
every word.
Although a completely different vein of research, MTL has also been shown
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to improve generalization error in decision tree learning [22]. This is a given
for multiclass problems, however boosted decision trees [28] can enable data
sharing and regularization, demonstrating that decision trees are no exception
when it comes to learning tasks jointly.
The Natural language processing (NLP) literature is also a good resource for
conceptualizing related MTL problems. The concept of shared representations
has been recently adapted to various settings. [183] propose label-embedding
attentive models where the words and labels are embedded in the same joint
space by measuring the compatibility of word-label pairs to attend document
representations.
Also related is domain adaptation where data from a domain is used to
transfer the representations to a similar task for which there are no labels. [55]
propose an adversarial loss and a gradient reversal layer in order to disentangle
representations by adding an additional layer that predicts the domain of the in-
put (either source or target). This forces the model to learn representations that
cannot distinguish between domains.
Regularization As exemplified in Equation 2.47 there exist various mixed norm
combinations, which are known as block-sparse regularization, while for the
`1/`2 norm it is known as group lasso [197]. Other mixed norm combinations
have been proposed, such as `1/`inf [199]. Intuitively in practice this is bene-
ficial only if there are major redundancies in the input space. This is why in
section 2.2 the input space is repeated in Equation 2.46.
These sparse methods however are not very popular for neural networks
since other sparsity inducing strategies such as Dropout [71, 156] or DropCon-
nect [182] are easier to implement and deploy, and MTL regularization obtained
using the trace norm as described in section 2.2.
Optimizing the non-convex group lasso can be made convex [8], by penal-
izing the trace norm of Θ and alternating optimization, as described in Equa-
tion 2.39. There also exist various extensions of the group lasso to cases where
tasks have an inherent tree structure [89]. Online multi-task learning has also
been demonstrated for linear models where the task structure is known [25] or
learned from the data [142].
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MTL in neural networks As shown in section 2.2 any multiclass classification
problem or multivariate regression is an instance of a MTL problem. In addition
to regularization there are architectural tricks that can be used in order to en-
force parameter sharing. The typical design pattern is to use shared parameters
(layers) for the first layers of the NN and then split (independent layers) the last
parameters Figure 2.12 - left. This is known as hard parameter sharing [22] and
in many ways it is still the most frequent approach for applications where the
tasks are closely related. Alternatively, sharing can be enforced by linking lay-
ers from identical architectures, one per task. This is known as soft parameter
sharing.
Another way to classify neural network MTL approaches is based on the
type of outputs. In homogeneous MTL, each task corresponds to a single out-
put such as in multiclass classification. A typical example is the MNIST digit
recognition [98]. In contrast, in heterogeneous MTL every task has it’s own set
of outputs as it has been demonstrated for facial landmark detection [203]. An-
other example is detecting the type of object (task one) and it’s placement in an
image (task two) [58] or multiple such related tasks such as street classification,
vehicle detection and road segmentation [167].
In the most common way of sharing parameters in neural networks - hard
parameter sharing - the first input layers are shared and the last few layers of the
network is kept task specific [22]. Keeping the last layers separate is not strictly
necessary, as it is the case with multiclass classification. This is the main clue
to why hard parameter sharing lowers the chance of overfitting. The gradients
from each task help find common representations that are more robust. The
more tasks, the better features are learned in the shared layers.
In more complex circumstances, if vector outputs would have to be pro-
duced for each class such as in object detection for multiple classes, then it is
preferred to have separate last layers per task. However, an even better strat-
egy as it turns out is to separate the prediction of the class label on a discrete loss
output layer and the coordinate vector indicating the object location as a regres-
sion output layer [58]. The authors in the latter work show that MTL training
improves the results.
Soft parameter sharing implies learning how to share parameters as well,
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Figure 2.12: MTL parameter sharing strategies for neural networks.
and applies the regularization techniques form linear and kernelized models
[4] while the MTL architecture can be seen as having one model per task (Fig-
ure 2.12 right). Different regularization strategies exist and choosing an explicit
strategy depends on the specific problem. Recent work however has shown
that designing a specific architecture can improve accuracy over an automatic
approach to learning how to share.
Implicit architectures A typical example of soft parameter sharing is the work
of [123] where two separate architectures are used. Special architectural units
that learn linear combinations of the output of previous layers are used in order
to enable the models to share parameters and leverage knowledge.
An interesting approach [112] to learning structure as well as the parameters
to be shared starts with a thin shallow network that is gradually increased dur-
ing training in a greedy way. A criterion is used which encourages the group-
ing of similar tasks. This method is more reminiscent of growing decision trees,
since the final architecture resembles a tree of layers. Having a narrow layers at
the start and a wide ones towards the outputs is somewhat unintuitive since the
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most generic learned representations are also more numerous. In addition, one
branch is allotted per task, which does not considerably encourage learning of
complex representations and sharing topologies between tasks.
In a similar attempt to automate the architecture design process, the work
of [195] reduces the design choices for MTL architectures by proposing a matrix
factorisation approach in order to flexibly share knowledge in fully connected
and convolutional layers. The parameters are shared across tasks at every layer
of the network. The method shows improvements over both homogeneous and
heterogeneous datasets over single task approaches, as demonstrated for two
vision problems. The latter work is based on and generalizes the work of [98]
where a structure constraint is placed on the parameters factorising the shared
parameters and the task-specific parameters. While the approach in [195] is
generic and flexible, crafting special architectures usually leads to better results.
Explicit architectures As previously mentioned there is usually universal so-
lution and specific applications are better off with unique solutions.
Starting from what they call the uncertainty of each task [87] and with a fixed
structure of sharing, the relative weight of each task is adjusted using a loss
function that penalizes task uncertainty. The approach is applied to instance
and semantic segmentation as well as per-pixel depth regression.
Recently, encoder-decoder architectures have been shown to be successful in
deep MTL learning. Such an approach is taken by [167] where a single decoder
is used to extract rich shared features and three separate decoders are used for
classification, detection and segmentation.
The work of [126] also uses a WaveNet [170] encoder to learn a shared generic
representation of music and several decoders are used in order to translate the
music from one instrument timbre to another via an domain adaptation ap-
proach.
Similarly, [82] use convolutional, attentional [176] and mixtures of experts
architectural blocks, sharing as many parameters as possible, into a single deep
learning model which jointly learns several large-scale tasks from multiple do-
mains. Each task has it’s own encoder and the decoding is done via a mixture
of experts decoder [151]. These blocks are combined in a similar manner to
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WaveNet [170]. The architectural mechanisms devised for different domains
are combined (NLP, computer vision) and the authors find that adding these
architectural blocks does not hurt performance, even on tasks they were not
designed for.
In conclusion, it appears that hard parameter sharing along with combining
architectural blocks form different domains in an autoencoder-like fashion is
the main recent paradigm, with state of the art results. This is reminiscent of
latent variable models (possibly recurrent) which are discussed next.
2.4.3 Deep generative models
There are essentially three main types of generative models: latent variable
models, adversarial models and autoregressive models. I will first briefly dis-
cuss the first two after which I will discuss autoregressive generative models
with a focus on sequence modelling and give comparisons with other alter-
natives to generating sequences. A review of deep generative models from
the perspective of graphical models is also provided in [134]. The taxonomy
is based on the learning algorithm and architecture. Here I adopt a different
taxonomy in order to highlight the state of the art methods and a brief history.
Latent variable models One of the earliest latent variable model was the Deep
Belief Network (DBN) [143]. DBNs are composed of several stacked Restricted
Boltzmann Machines (RBM) [70]. Each RBM has two layers, namely the input
layer and a hidden layer (the latent space) which captures high-order correla-
tions of the layer before. These used to be popular since there were no van-
ishing or exploding gradient problems. RBMs were also adapted for temporal
problems (RTRBM) [161]. Since each RBM needed to be trained one after the
other, the training procedure was more inconvenient. Hence, DBNs most likely
dropped out of favour because of neural networks with ReLU units which were
trained in one shot via backpropagation.
Plain Autoencoders (AE) [96] or Denoising Autoencoders (DAE) [177] are
also a fundamental generative latent variable models. These, as well as DBNs
were used in order to pre-train large networks consisting of many layers [178].
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This is no longer common since the introduction of the ReLU activation [97] and
especially residual connections [67]. Convolutional Autoencoders have also
been developed [118]. The applications are also vast, especially in unsuper-
vised learning such as speech denoising [111] visual tracking [184] and learning
word representations [6].
The main problem with AEs and DAEs was that there was no structured and
deterministic way of sampling from the latent space. This is why Variational
Autoencoders (VAE) were introduced [92]. It did, however, take a considerable
amount of time until the potential of the method was understood. A tutorial is
provided in [46]. In recent work [31], these have also been combined with au-
toregressive generative models in order to remove detail via lossy compression
(latent variable models are in essence performing compression).
[68] proposed a variation of the VAE by introducing an adjustable hyper-
parameter that balances latent channel capacity and independence constraints
with reconstruction accuracy. The method is more stable to train and outper-
forms InfoGAN [30] (discussed later) without making assumptions about the
data distribution.
The most recent work that makes it clear that the architectural choices are
not necessarily linked with the training procedure is [149]. The authors explore
the effect of architectural choices (CNNs, RNNs and FFNNs) on learning VAEs
for text generation and propose a hybrid CNN-RNN architecture. Furthermore,
the VAE framework works with virtually any type of data whether discrete or
continuous, sequential or static in unsupervised, semi-supervised and super-
vised modes which is why the VAEs are very powerful.
More complicated architectures in the VAE framework exist. For example
the Deep Recurrent Attentive Writer (DRAW) [61] mimics the foveation of the
human eye while the Attend Infer Repeat [51] architecture is able to attend to
scene elements and processes them one at a time thus learning to identify mul-
tiple objects fully unsupervised.
Adversarially trained models GANs [59] more than any other method piqued
the interest in generative models, perhaps also because the confusion with ad-
versarial learning. The idea is to introduce an auxiliary model that acts like a
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discriminator. The latter is optimized simultaneously with the generator net-
work, hence the adversarial naming.
InfoGAN [30] extended GANs to learn interpretable representations. This
was an improvement since in GANs the layout and organization of the latent
coding space is underspecified. Hence, InfoGANs minimize the mutual infor-
mation between small subsets of the latent parameters learned and the obser-
vations, thus imposing additional structure.
SeqGANs [196] have extended GANs to sequences by modelling the data
generator as a stochastic policy in reinforcement learning (RL). These are of
course more complicated to train than autoregressive convolutional models,
however should be faster at generation time. No direct comparison with WaveNets
[170] was made. It is difficult to compare the performance of generative models
[168].
WassersteinGANs [10, 63] minimize the Wasserstein distance between the
data distribution and the generator distribution. The most recent improvement
was the [202] SAGAN (Self-Attention Generative Adversarial Network) which
aims to balance the long term dependencies due to the large receptive field and
efficiency via a self-attention layer in both the discriminator and the generator.
Autoregressive models These are also latent variable models with the addi-
tion of autoregression. Obviously RNNs are the norm here, and the oldest such
model is the LSTM [72]. Perhaps the fist modern deep learning generative
model was the Neural Autoregressive Distribution Estimator (NADE) [100].
Perhaps the best way to explain the latter is in relation to the DAE. Masking
noise is used in both models, however NADE is trained based on the average
reconstruction of only the inputs that are missing.
Later, these were upgraded to the Masked Autoencoder for Distribution Es-
timation (MADE) [57]. The main difference is that the masks used are designed
such that the outputs are autoregressive towards the outputs - the target out-
puts are shifted full versions of the inputs, and thus the generated outputs can
be interpreted as conditional probabilities. In other words, each input dimen-
sion is reconstructed only from the dimensions preceding it in the ordering (i.e.
causal).
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PixelRNN [133] were the first autoregressive generative models that pro-
duced good results on the ImageNet dataset by sequentially predicting the pix-
els in an image along the two spatial dimensions, similarly to a character level
RNN. The advantage is that it can fill in occlusions from unseen images and of
course interpolate between several images.
PixelCNN [171] is the adapted and improved version of the PixelRNN ar-
chitecture, greatly reducing the computational cost. The architecture returns
explicit probability densities, making the application to compression and prob-
abilistic planning and exploration straightforward.
The latter were also later improved by the PixelCNN++ [145] where the dis-
cretized logistic mixture likelihood [93] is used, as opposed to a 256-way soft-
max. This further increases performance since the softmax does not preserve
the quantized sequence order (i.e. the model does not know that a value of 128
is close to a value of 127 or 129). Usually this is an undesirable property for
classification, however when order is important it is beneficial.
WaveNets [170] where the natural extension of the PixelCNN to the raw
audio domain, essentially advancing the Text To Speech (TTS) state of the art to
realistic human voices. Since then there have been several extensions to music
and other domains [16]. Even though these models generate audio that sound
the same, the waveforms were different and the fidelity varied.
The VQ-VAE (Vector Quantised Variational AutoEncoder) [172] is also worth
mentioning since it facilitates better interpolation within the layers of the la-
tent codes, similarly to the VAE framework. The main difference is that the
encoder operates on discrete codes as opposed to the continuous case of VAEs.
The framework is applied to WaveNets demonstrating speaker conversion and
other tasks.
SynthNet (chapter 5) improves upon WaveNets by generating high fidelity
music which is virtually undistinguishable from the original samples SynthNet
is trained in an end-to-end fashion. This is also made possible by the auxiliary
NADE-like midi prediction task. It also trains much faster since the parsimo-
nious approach leads to increased computational efficiency over the WaveNet
predecessor.
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Summary of methods All of these methods are powerful since they allow
the controlled generation of examples that interpolate between the points in
the training data. This is also known as learning to disentangle, or disentan-
gling manifolds. Interpolation is best exemplified for VAEs with images. In
Figure 2.13 below the two dimensional space of the AE and VAE latent codes
are compared for the MNIST dataset:
Figure 2.13: Left: AE optimized only for reconstruction loss. Middle: VAE with pure
KL loss results in a latent space where encodings are placed near the centre without
any similarity information kept. Right: VAE with reconstruction and KL loss results in
encodings near the centre that are now clustered according to similarity.
However, all the state of the art approaches (VAEs, GANs, WaveNet / Pixel-
CNN) have both advantages and disadvantages. VAEs allow for both learning
and efficient Bayesian inference in any type of NN architecture (i.e. graphical
models with latent variables) however, for images the generated samples are
more blurry than other methods. In contrast, GANs generate the sharpest im-
ages however they are much more difficult to train and condition in order to
generate the desired parametrized samples (i.e. less control on what is being
generated).
The best plausibility of the generated data (i.e. fake data) is given by the
conditional autoregressive models (PixelRNNs) - these are also relatively easier
to train compared to the other two - however the major drawback is that gen-
eration is slow (see Figure 2.8) and there isn’t any solid understanding of the
learned representations. This thesis thesis makes some progress towards ex-
plaining the learned representations for the latter models, as studied for music.
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Furthermore, I also considerably reduce the training time and therefore gen-
eration marginally. Finally, the generated data was previously from a similar
distribution but different while now the generated data is nearly identical to
the ground truth which allows a more direct comparison.
Invertible generative models Recently, the GLOW (Generative Flow with In-
vertible 1x1 Convolutions) model was proposed [91] which can generate high
resolution realistic images, can be sampled from efficiently and with a mean-
ingful mapping of the discovered features that can be controlled at generation
time. This model was based on the NICE [44] and the [45] methods. Essen-
tially, the improvement over autoregressive generative models is the ability to
parallelize the generation process.
In [60] a class of generative models is introduced, that does the mapping
from simple to complex distributions via invertible neural networks. The continuous-
time invertible generative model has an unbiased density estimation and sam-
pling is done in one pass, which also enables fast generation.
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Chapter 3
Traffic forecasting in complex
urban networks: Leveraging
Big Data and machine learning
This chapter is based on the following peer-reviewed publication:
F. Schimbinschi, V.X. Nguyen, J. Bailey, C. Leckie, H. Vu, R. Kotagiri, “Traffic
forecasting in complex urban networks: Leveraging big data and machine learn-
ing” in International conference on Big Data, (IEEE BigData) pp. 1019-
1024, IEEE, 2015.
3.1 Introduction
This chapter studies the data and pre-processing aspects involved in sequence
modeling applied to peak traffic forecasting. Simple regularized convolutional
models are benchmarked against other established classification methods for
efficient and accurate forecasting. This chapter shows that the availability of
big data helps towards prediction accuracy. Furthermore, the spatial dimension
has more influence on the results than the temporal one. Finally, careful choice
of thresholding parameters is crucial for accurate classification.
The availability of detailed data streams on road networks offers great promise
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for intelligent transport in the context of smart cities. Applications include per-
sonalized copilots with real time route suggestions based on user preferences
and traffic conditions, economical parking metering, agile car pooling services
and self driving cars. At the core of these systems, a proactive and accurate,
network-wide, real-time traffic prediction system is paramount.
Current systems are largely reactive since much of the existing work has
been performed on simple freeway datasets that do not entirely capture the
complex spatiotemporal characteristics of a city’s traffic. Here, an intricate net-
work dataset is studied in the context of traffic forecasting in complex urban
networks.
The main contributions are:
• The investigation of a novel big traffic data set
• An exploratory analysis of the data
• Suggestions on how to tackle pre-processing for a forecasting problem
• A benchmark of state of the art machine learning algorithms
• In the process, the following questions that are relevant for any multi-task
learning problem are asked:
– Is a larger temporal context beneficial?
– If so, is it because it captures the large variance between weekends
and weekdays?
– Does augmenting missing data with contextual average trends in-
crease accuracy?
– Is recent data more useful on its own?
– Does big data help even if old data is used?
– Are there advantages to modeling the forecasting problem as a multi-
task learning problem?
The experiments reveal that: i) modeling prediction as a multi-task learning
problem is beneficial, ii) the spatio-temporal representation is one of the central
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issues, iii) predicting only on weekdays is easier and separate predictors can be
deployed separately for weekends or each day of the week, iv) adjusting the
receptive field size and proximity data increases performance, v) for classifica-
tion problems, the quantization of real-valued data is a central issue and should
either be avoided or thresholding should be set dynamically.
3.2 Dataset
The VicRoads dataset was collected in the City of Melbourne over six years. A
special feature of this dataset is its volume and variety, covering the Central
Business District (CBD) and suburban areas, including freeways as depicted in
the figure below. A quantitative comparison with existing datasets is given in
Table 3.1. To the best of our knowledge, it is the first dataset of its kind studied
by the community. Vehicle volume count data is recorded using loop detectors
at a frequency of 1 minute for the raw data set, which measures about 700 GB
per year. VicRoads recently released1 all their fine-grained traffic volume data.
Here a subset is used.
The data stream is aggregated into 96 bins for each day, taken at 15 minute
intervals for each sensor. Measurements are aggregated for all lanes in the same
direction, aggregating into road segment level statistics. These tensors thus con-
tain traffic information for 2033 days × 1084 sensors × 96 time points per day.
3.3 Exploratory data analysis
A random subset of days was gathered for one sensor and the 96 dimensional
traffic volume vectors projected onto a 2D space using a randomly generated
orthonormal matrix. Random embeddings onto lower dimensions preserve Eu-
clidean geometry, thus three clusters are visible in Figure 3.2.
Examining several samples from each cluster suggests the largest variance
between days corresponds to whether the day is a working day or part of the
weekend. The same can be observed in Figure 3.4 where the daily average traf-
1 https://vicroads-public.sharepoint.com/InformationAccess/SitePages/Home.aspx
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Figure 3.1: Melbourne roads with available traffic data are highlighted. Each physical
road typically has 2 traffic directions, coloured red and blue. Latitude and longitude
coordinates for each sensor are also included.
fic volume was computed for each day of the week, confirming the weekday –
weekend assumption. The high density cluster (diamond) in Figure 3.2 corre-
sponds to days where the volume is zero. This may be due to sensor failure,
maintenance operations or human processing errors. The number of days hav-
ing such events were counted for each sensor and sorted:
In total there are 128,014 zero-valued days out of 2,203,772 (5.8%). The distri-
bution differs across sensors. Approximately 92% of sensors have less than 10%
missing data, while the rest of 8% can reach up to 56%. The cumulated averages
per each day of the week show that for working days, the largest variance be-
tween sensors is the difference between noon and evening rush hour peaks. For
some sensors the traffic peaks are higher at noon and lower in the evening while
for others, the peaks might have the same amplitude. It is interesting to observe
in Figure 3.4 that for Fridays and Saturdays there is a another volume peak at
approximately 23:00. However, this pattern is not observable for all sensors.
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2D embedding of one sensor data
Missing
Weekends
Weekdays
Figure 3.2: 2D embedding of a subset of data for one sensor. Large clusters are week-
days or weekends. The high density diamond cluster corresponds to days where the
traffic volume is zero for an entire day (missing data).
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Figure 3.3: 92% of sensors have less than 10% missing data, while the rest can reach up
to 56%. There are only 10 sensors without missing data.
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Another source of variance between sensors is a slight time shift between peaks
(e.g. morning traffic peaks between 07:30 and 08:30). These shifts are likely to
be a function of the sensor’s proximity to the CBD. During weekends, the traffic
pattern is not consistent across sensors, though typically there is a noon peak
(12:00 – 13:00).
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Figure 3.4: Average traffic over 6 years accumulated per day of the week. An outbound
road. Evening peak is higher, when commuters depart.
Sporadically, weekend evening peaks are similar to a typical weekday peak.
Another interesting observation is that even though some sensors have the same
peak traffic profile across working days, the actual volume can differ across days.
Each day could thus be modelled individually. A similar analysis was per-
formed in [34], where the daily characteristics show similar patterns. The au-
thors in the latter conclude that seasonal variance is mainly governed by school
holidays.
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3.4 Problem setting and related work
For prediction, the dataset was reshaped into a single continuous series per
sensor. Each column S is a sensor, scaled to D ∈ [0, 1). This yielded a dataset
D ∈ RT×S+ where S = 1, 084 sensors / tasks and T = 195, 168 time points.
The first 70% time frames were used for training while the last 30% was kept
unaltered for testing in all experiments.
3.4.1 Spatio-temporal considerations
The term n-step-ahead refers to the number of points into the future for which
predictions are made. Prediction horizon refers to the difference between the
current time and the start of the prediction time and can be one-step-ahead or
n-step-ahead. Here, only one-step-ahead predictions in the immediate step into
the future are considered. It is trivial to adapt the forecasting problem to a larger
prediction horizon.
Simultaneous network-wide predictions can be modelled either as multiple
individual learners as part of a multi-task learning problem that makes predic-
tions on all measurement points simultaneously. Initially, each sensor is mod-
elled individually, only with it’s own data. For one-step-ahead prediction, the
dimension of the response variable (target) ys(t) ⊂ Ds(t) where ys ∈ {0, 1} is
Table 3.1: Comparison of the VicRoads dataset with ones from literature.
Dataset # Sensors Timespan Granularity Total timepoints
VicRoads 1084 6 years 15 Min 211,562,112
[85] 837 3 months 5 Min 20,248,704
[120] 502 1 week 5 Min 1,012,032
[135] 52 31 days 5 Min 464,256
[122] 50 16 days 5 Min 230,400
[32] 22 24 days 5 Min 152,064
[191] 4 28 days 5 Min 32,256
[41] 4 10 hours 20 Min >5,000
[102] 12 6 days? 5 Min 1,600
[185] 4 ?? 1 Min --
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always one |ys| = 1.
The sliding window (receptive field) is moved forward one step at a time
through the training set for all sensors simultaneously. The training data xs(t) ⊂
Ds(t− 1− ∆, t− 1) with xs ∈ [0, 1) has a length of |xs| = ∆ observations and
is sampled for a particular sensor and a specific time frame, while the window
is moved. fs is the decision boundary, εs is the irreducible error and λs is the
regularization term for sensor s. Finding the optimal decision boundary fs ∈ Hs
for peak traffic forecasting can be modelled as a general least squares problem:
arg min
fs∈H
{‖ fs(xs + εs)− ys‖22 + λ‖ fs‖22} (3.1)
Thus, there are S such equations that are solved simultaneously although
independently during the training phase. In subsection 3.6.2 data is additionally
shared between predictors. In the case of linear models, solving the equations
independently is equivalent to solving them as a full system and any multi-task
problem is a generalization of vector-valued learning [17].
3.4.2 Related research and datasets
Predominant methods in the literature are Autoregressive Integrated Moving
Average models (ARIMA), Kalman filters, spectral methods and neural net-
works. A study [35] on short term traffic forecasting suggests that compared
to neural networks, the other algorithms are less robust when congestion in-
creases. The work in [18] suggests that this might be due to the smoothing of
input data, which obscures the spatio-temporal correlations. In [7], the authors
conclude that Big Data is paramount for increased performance.
ARIMA [12] are parametric models commonly used in time series predic-
tion. SARIMA models are used to cope with seasonal effects. VARIMA mod-
els generalize univariate to multivariate and capture linear correlations among
multiple time series. A VARIMA inspired [120] makes predictions as a function
of both location and time of day. They report an average accuracy of 91.15 over
a network of 500 sensors.
A study on autocorrelation on spatio-temporal data [32] concludes that ARIMA
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based models assume a globally stationary space-time autocorrelation structure
and are thus incapable of capturing complex dynamics. Another ARIMA in-
spired algorithm [85] uses a parametric, space-time autoregressive threshold
algorithm for forecasting velocity. The equations are independent and incor-
porate the MA (moving average) and a neighbourhood component that adds
information from sensors in close proximity. Lasso [205] is used for simulta-
neous prediction and regularization. The authors motivate their approach as a
means of coping with computational intractability in the case where the num-
ber of sensors is larger than 300. In the next sections I show that it is possible
to tractably make accurate network-wide forecasts on 1084 sensors simultane-
ously.
Particle filter methods have been used for traffic state estimation on free-
ways [185, 191], in combination with other methods such as discrete wavelet
transforms. Similar to [41], such datasets are quite different to ours: the focus
is on high resolution time-series on short intervals. Freeway data is less com-
plex and furthermore these algorithms are challenging to fine-tune [185]. As
pointed out in [36] such methods are largely reactive. Moreover, particle fil-
ters are difficult to scale to large nonlinear road networks. A nonparametric
(kNN) multivariate regression technique is evaluated in [36] for one-step-ahead
forecasting. The term multivariate refers to the modeling of three types of mea-
surements, namely velocity, volume and flow. The authors show that using data
from multiple types of measurements increases performance.
Neural networks have been used extensively for short-term real-time traffic
forecasting [35, 152, 18, 49, 41, 102, 135] where the focus is to predict on larger
prediction horizons. However, the employed datasets are far too simple. In
[135] a neural network is used for simultaneous forecasting at multiple points
along a commuter’s route (the route is set and prediction is done before the trav-
elling starts), with an error averaging to 5 mph for a 30 minute route. Multiple
univariate neural networks are used in [102] for prediction. Data from the past
week, neighbouring traffic and the day of the week is added as input in order to
further improve performance. Recurrent neural networks have demonstrated
better forecasting performance [41] at larger prediction horizons compared to
feed-forward networks. Hybrid ARIMA and neural networks [200] have also
71
3. PEAK TRAFFIC PREDICTION IN COMPLEX URBAN NETWORKS
been applied successfully.
3.5 Peak traffic volume prediction
Peak traffic prediction is modelled as binomial classification. A threshold was
set ω = 0.85 for each sensor and high volume ys(t) > ω = 1 was labelled as
positive examples. This procedure resulted in an imbalanced set, since peak
traffic is less frequent. Accuracy was used as a performance measure. It is
intuitive to expect an accuracy of 85% as a lower bound. Several baselines were
evaluated: daily average traffic patterns (Figure 3.4); means from the previous
week and ARMA models. The highest accuracy 89.24 was recorded with the
cumulated daily average method.
Feed forward and convolutional models A logistic regression model is equiv-
alent to a neural network with no hidden layers. Any dense feed-forward net-
work can be interpreted as a convolutional neural network and vice-versa as
explained in subsection 2.1.3. Even the Logistic regression (LogReg) model is in
essence a CNN with no hidden layer.
3.5.1 Initial algorithm selection
A subset of 15% of the sensors was selected randomly and eight algorithms
were evaluated. The results are displayed in Table 3.2 along with average run-
ning times in seconds. There were no efforts made towards fine-tuning.
The table above is sorted in descending order on the third column. With
∆ = 1 the best accuracies are recorded for the same algorithms that do better
with a larger receptive field, suggesting that these algorithms are more appro-
priate for the current task. Table 3.2 suggests which algorithms to eliminate
from further consideration. There is only a marginal improvement for the first
four algorithms, while the last three show a sudden decrease in performance,
some even falling under the baseline. Increasing window size ∆ should not dra-
matically decrease accuracy. A failure to effectively use the information gath-
ered using a larger time sample suggests that the algorithm is less suitable for
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detecting, learning and predicting complex events.
3.5.2 The effect of increasing window size
Since some algorithms in Table 3.2 are slower with the same or worse accu-
racy, in the follow up experiments only logistic regression, causal Convolu-
tional Neural Networks (CNNs) and classification trees are considered. Results
are shown in Figure 3.5 where the window size is increased even further with
∆ ∈ {1, 5, 10, 20}.
The accuracy increases linearly for ∆ > 1. The behaviour for logistic regres-
sion is similar to the CNN. However, the latter always outperforms the simpler
logistic. This implies that there must be an intrinsic lower dimensional space
where the classes are better separable. The maximum accuracy for the CNN
is 93.13 while for the linear algorithm it is 92.83, with ∆ = 20 equivalent to
looking back 5 hours. For a ∆ = 10, the accuracies are 92.99 for the CNN and
92.70 for logistic regression. Elastic Net and Lasso [205] (L1, L2 and L1 + L2)
were succinctly evaluated for both a linear and quadratic combination of time
points. Regularization can decrease variance at the expense of increasing bias.
The contribution of each time point in either form is almost equal and thus reg-
ularization is not useful in the original space.
Table 3.2: Network wide classification accuracy and average running time on a random
subset (15%) of sensors. One independent predictor per sensor.
Algorithm ∆ = 1 ∆ = 5 Seconds
Baseline 89.34 N/A
LogReg 92.54 92.95 2.5
CNN 92.49 92.86 7.2
RUSBoost 90.19 92.21 430.9
LDA 91.99 92.00 0.1
Tree 92.47 90.66 0.8
SvmRBF 91.90 85.34 140.7
NB 91.61 84.00 13.4
kNN 85.06 81.18 42.2
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Figure 3.5: Increasing window size w results in better accuracy. Results for ∆ = 20:
CNN 93.13, logistic regression 92.83.
3.5.3 Exclusive Monday to Friday traffic prediction
From previous experiments it is clear that using more time steps from the past
provides a more robust temporal context and thus results in better accuracy.
Here, I ask whether this also holds for simpler periodic data, by considering
prediction only on working days. This experiment is a follow up on the ob-
served clusters in Figure 3.2. It is possible that a larger window size captures
more accurately the difference between work days and weekends, hence the
better predictions. Towards evaluating this hypothesis, the weekends were re-
moved from both the training and the testing set and the previous experiment
was repeated. These results are not directly comparable to those in Figure 3.5.
However, the majority of the literature is focused on Mon–Fri data, captured
from less complex traffic networks.
The above figure shows that the hypothesis was false and indeed increasing
the window size still has a great impact on prediction accuracy. Despite the fact
that the greatest variance is observed between workdays and weekends (see
Figure 3.2), simply capturing more temporal context is still beneficial, regardless
if the largest source of variance is not present. For all following experiments the
window size is set to 10, unless otherwise stated. The choice was made not to
take a larger window size for computational reasons.
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Figure 3.6: Weekends are removed. Larger window size ∆ still results in better per-
formance. Top accuracy (93.48, w = 10, CNN) is better than if weekends are included
(92.99).
3.5.4 Augmenting missing data with context average trends
Missing data is one of the frequent problems of big data applications. This is
also a significant characteristic of the current data set. In order to observe the
impact of missing data on prediction accuracy, the zero values were replaced
with the corresponding hourly sensor trend, cumulated per each day of the
week. The results for logistic regression and the CNN are presented in Table 3.3,
along with the difference in accuracy ∆ from the previous experiment (see Fig-
ure 3.5). The augmented dataset is denoted by Dµ.
Table 3.3: Adding mean trend values for missing data increases accuracy.
Logistic Regression FF Neural Network
Dµ D ∆ Dµ D ∆
w = 1 92.26 92.19 0.07 92.31 92.12 0.19
w = 5 92.68 92.61 0.07 92.91 92.85 0.06
w = 10 92.78 92.70 0.08 93.05 92.99 0.06
75
3. PEAK TRAFFIC PREDICTION IN COMPLEX URBAN NETWORKS
3.6 Big Data versus Small Data
Collection of Big Data is essential, as it is not possible to know what questions
will be asked in the future. What does Big Data mean for the current setting?
Characteristic to our dataset, there are two dimensions to consider when ad-
dressing this question, namely time and space.
How much data is needed in order to generalize well? As one might guess,
the traffic patterns are quite cyclical. Towards answering these questions, I re-
peat the previous experiments and: i) use less temporal data; ii) share data be-
tween classifiers, based on sensor proximity.
3.6.1 Leveraging the temporal dimension of big data
Figure 3.7: Additional data from 3, 5 and 9 closest sensors is added to each classifier.
Best result thus far: 93.24% CNN w = 10 k = 3.
In this section I examine the implications of using less data from the tempo-
ral dimension. Table 3.4 shows accuracy as a function of the size of the training
set for the logistic regression algorithm and the neural network. The first 10%
(old data), last 10% and 25% (recent data) of the training set is selected for train-
ing, while the test set is kept the same.
Roughly, 100% of the training data accounts for traffic volume recorded over
approximately 4 years, while for the validation set, it accounts for approxi-
mately 2 years. Then, 10% of the training data amounts to half a year, while
25% from the entire training set corresponds to data for one year.
Using less data results in a decrease in performance and the drop is more
abrupt as data become increasingly outdated. If data only from the first year
is used for training (Table 3.4 column 2), the accuracy decreases almost to the
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Table 3.4: Big Data is relevant on the temporal dimension: accuracy decreases as the
variety and volume of the full dataset is reduced.
100% 1st Half Year Last Half Year Last Year
LogReg 92.70 89.86 (-2.84) 92.00 (-0.7) 92.22 (-0.48)
CNN 92.99 89.90 (-3.09) 92.19 (-0.8) 92.41 (-0.58)
level of the baseline. Complex models are more likely to overfit. For the CNN,
these effects are thus stronger since less data contains less variety.
3.6.2 Leveraging Big Data through sensor proximity
Thus far the network-wide prediction was modelled naively: one predictor per
sensor was trained using data only from its own history. Traffic on a particular
road is influenced by traffic in its proximity, hence the predictors should model
this accordingly. I therefore proceed by including data from neighbouring traf-
fic for each predictor (still one predictor per sensor), based on the Euclidean
distance between sensors, computed from geographical coordinates. This does
not correspond to the actual city block distance it takes to navigate between
sensors / roads. Some sensors have multiple coordinates, in which case the
location is approximated to the average – a potential source of error.
The data from k ∈ {3, 5, 10} neighbouring sensors is added by simply con-
catenating it to the input data, resulting in a training vector of length |xs| =
w× k for each predictor. This is not necessarily the most efficient or best method
of performing feature selection or simultaneous multivariate prediction. A bet-
ter means of determining the correlations between traffic at each sensor is to
perform spatial partitioning [5] and leverage the volume traffic data itself, in-
stead of using map coordinates. However, this results in a fixed graph repre-
sentation, while correlations between roads are likely to change throughout the
day (e.g. peaks in Figure 3.4). This has been observed in [84], where univari-
ate and multivariate methods are compared, also based on map coordinates.
They note that the parameters for the multivariate modeling of traffic flow are
not stationary. The same observation is made in a study [32] on traffic spatio-
temporal correlations where the authors conclude that the autocorrelation struc-
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ture changes both spatially and temporally, according to the traffic peaks, thus
a non-stationary approach is preferable.
The results are shown in Figure 3.7, where the main observation is that
adding data from proximity results in better predictions. The accuracy increases
to 93.24% for the CNN, in the case where the window size (w = 10) and data
from three neighbouring sensors is used (k = 3), the highest accuracy recorded
thus far. This result is also better than the case where w = 20 and k = 0 (for the
CNN the accuracy was 93.13%, see Figure 3.5).
This implies that proximity data and feature selection have more impact
than simply increasing the window size, although both are beneficial. The pat-
tern in Figure 3.7 is clear. As more time-points and more data from neighbour-
ing sensors are added, the performance increases. However, the result obtained
using CNNs with a w > 5 and k > 5, is lower although very close to the best
result obtained (w = 10 and k = 3). The effects of the curse of dimensional-
ity thus become more evident as the length of the feature vector is increased to
more than 30 time points. For logistic regression the performance still increases,
although still less accurate than the CNN (a matter of regularization).
3.6.3 Performance as a function of location
The resulting test accuracies from the best logistic regression results are clus-
tered (over all sensors) and the corresponding colour coded prototypes are over-
laid on the map in Figure 3.8. From the distribution of accuracy it can be ob-
served that prediction is more challenging in the extremities and the CBD. The
geometry of road segments does not appear to have an impact on accuracy.
Furthermore, there seems to be no connection between the direction of traffic
(outbound vs. inbound) and accuracy, since the clusters are distributed evenly.
There are 150 sensors (7.2%) where the accuracy is one standard deviation be-
low the mean (taken over all sensors). Out of these, I examined the volume data
for one sensor and observed that after the first three years the traffic volume is
doubled. Thus, almost all traffic after the 3rd year is labelled as high volume.
Permanent changes to the traffic rules can have a drastic impact on the distri-
bution of the volume data for one sensor. Therefore, a threshold over the entire
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Figure 3.8: Accuracy distribution over the traffic network (logistic regression). The
histogram on the right shows the relative size of each accuracy cluster.
time series, introduces additional error.
3.7 Discussion and Conclusion
In this chapter, I have explored a novel big traffic data set for the application of
traffic forecasting. The classification experiments show that increasing temporal
context is beneficial, provided an appropriate representation and that including
neighbouring data further improves performance.
This is also consistent with the work in [102, 135] where however, the vol-
ume and complexity of the dataset is lower. Additionally, it was shown that
using outdated or smaller volumes of data causes the prediction performance
to drop, suggesting that the volume and variance of data is critical for Big Data
applications. An additional increase in accuracy can also be obtained if the
missing data is augmented with the average contextual traffic trend. The accu-
racy can be further increased if the goal is to forecast Mondays to Fridays only,
or other subsets of data.
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For useful real-time predictions, the threshold that separates high and low
traffic should be adapted dynamically according to the query point (sensor) and
the time of the day. Setting an appropriate threshold can be considered a sep-
arate problem in itself. The thresholding procedure introduces more problems
than it solves.
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Chapter 4
Topology-regularized universal
vector autoregression for traffic
forecasting in large urban areas
This chapter is based on the following peer-reviewed publication:
F. Schimbinschi, L. Moreira-Matias, V.X. Nguyen, J. Bailey, “Topology-regularized
universal vector autoregression for traffic forecasting in large urban areas” in Ex-
pert Systems with Applications (ESWA) vol. 82, pp. 301-316, Pergamon,
2017.
Autonomous vehicles are soon to become ubiquitous in large urban areas,
encompassing cities, suburbs and vast highway networks. In turn, this will
bring new challenges to the existing traffic management expert systems. Con-
currently, urban development is causing growth, thus changing the network
structures. As such, a new generation of adaptive algorithms are needed, ones
that learn in real-time, capture the multivariate nonlinear spatio-temporal de-
pendencies and are easily adaptable to new data (e.g. weather or crowdsourced
data) and changes in network structure, without having to retrain and/or rede-
ploy the entire system.
I propose learning Topology-Regularized Universal Vector Autoregression
(TRU-VAR) and exemplify deployment with causal CNNs, benchmarked against
state-of-the-art autoregressive models. The multi-task learning framework pro-
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duces reliable forecasts in large urban areas and is best described as scalable,
versatile and accurate. Introducing constraints via a topology-designed adja-
cency matrix (TDAM), simultaneously reduces computational complexity while
improving accuracy by capturing the non-linear spatio-temporal dependencies
between timeseries. The strength of the method also resides in its redundancy
through modularity and adaptability via the TDAM, which can be altered even
while the system is deployed to production. The large-scale network-wide em-
pirical evaluations on two qualitatively and quantitatively different datasets
show that the method scales well and can be trained efficiently with low gener-
alization error.
I also provide a broad review of the literature and illustrate the complex
dependencies at intersections and discuss the issues of data broadcasted by road
network sensors. The lowest prediction error was observed for the proposed
multi-task method, TRU-VAR, which outperforms ARIMA in all cases and the
equivalent single-task predictors in almost all cases for both datasets. I conclude
that forecasting accuracy is heavily influenced by the TDAM, which should be
tailored specifically for each dataset and network type. Further improvements
are possible based on including additional data in the model, such as readings
from different road metrics, weather data, calendar events, etc.
4.1 Introduction
Expert systems are at the forefront of intelligent computing and ‘soft Artifi-
cial Intelligence (soft AI)’. Typically, they are seamlessly integrated in complete
business solutions, making them part of the core value. In the current work
I propose a system for large-area traffic forecasting, in the context of the chal-
lenges imposed by rapidly growing urban mobility networks, which is outlined
in the following paragraphs. The proposed solution relies on the formulation of
a powerful inference system which is combined with expert domain knowledge
of the network topology, and that can be seamlessly integrated with a control
schema.
Fully autonomous traffic implies an omniscient AI which is comprised of two
expert systems, since it has to be able to both perceive and efficiently control
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traffic in real time. This implies the observation of both the network state and
the entities on the network. Therefore, sensing (perception) can be done via
(i) passive sensors (e.g. induction loops, traffic cameras, radar) or (ii) mobile
ones (e.g. Global Positioning Systems (GPS), Bluetooth, Radio Frequency Iden-
tification (RFID)). While the crowdsourced data from moving sensors (ii) can
provide high-granularity data to fill accurate Origin-Destination (O-D) matri-
ces, their penetration rate is still scarce to scale up [128].
Forecasting traffic is a function of control as well, since changing traffic rules
or providing route recommendations can have an impact on the network load.
However, there are factors that are not a function of control, such as human er-
ror or extreme weather conditions, which are the actual unforeseen causes of
congestion. Therefore, during the transition to fully autonomous traffic con-
trol, there will be an even greater need for accurate predictions. There are also
many possible intelligent applications such as a personalized copilots making
real time route suggestions based on users preferences and traffic conditions,
economical parking metering, agile car pooling services, all of these paving the
way towards fully autonomous self driving cars. Not surprisingly, the work
in simulation by Au et al. [14] has shown that semi-autonomous intersection
management can greatly decrease traffic delay in mixed traffic conditions (no
autonomy, regular or adaptive cruise control, or full autonomy). This is pos-
sible by linking cars in a semi-autonomous way, thus solving the congestion
‘wave’ problem, if most of the vehicles are semi-autonomous.
Traffic prediction will therefore become paramount as urban population is
growing and autonomous vehicles will become ubiquitous for both personal
and public transport as well as for industrial automation. Currently, one may
argue that automatic traffic might be a self-defeating process. A common sce-
nario might be in the case when the recommendations from a prediction expert
system are identical for all users in the network. In this case, new congestions
can and will be created (most vehicles take the same route), which in turn inval-
idate the forecasts. This is evidently caused by poor control policies or a lack of
adequate infrastructure. Fortunately, simple solutions for both of these issues
exist. The reader can refer to the following two references for each potential
issue. Çolak et al. [37] formulate the control problem as a collective travel time
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savings optimization problem, under a centralized routing scheme. Different
quantified levels of social good (vs. greedy individual) are tweaked in order
to achieve significant collective benefits. A simple (but more socially challeng-
ing) way to overcome the infrastructure problem is recommendations for car
pooling as suggested by Guidotti et al. [62].
Concerning the traffic prediction literature, most research effort is focused
on motorways and freeways [95, 160, 2, 74, 11, 108, 114, 185, 204, 189, 158], while
other methods are only evaluated on certain weekdays and / or at particular
times of the day [160, 190]. These methods usually deploy univariate statistical
models that do not take into consideration all the properties that can lead to
satisfactory generalization accuracy in the context of growth and automation
in urban areas, namely: 1) real-time (online) learning; 2) model nonlinearity
in the spatio-temporal domain; 3) low computation complexity and scalability
to large networks; 4) contextual spatio-temporal multivariable regression via
topological constraints; 5) versatility towards a broad set of infrastructure types
(urban, suburban, freeways); 6) adaptation to changes in network structure,
without full-network redeployment; 7) redundancy and customization for each
series and adjacency matrix; 8) encoding time or using multi-metric data.
In the current work I address these issues and propose a multivariate traffic
forecasting method that can capture spatio-temporal correlations, is redundant
(fault tolerant) through modularity, adaptable (trivial to redeploy) to chang-
ing topologies of the network via its modular topology-designed adjacency ma-
trix (TDAM). The method can be efficiently deployed over large networks of
broad road type variety with low prediction error and therefore generalizes well
across scopes and applications. Figure 4.12 shows that the method can predict
within reasonable accuracy even up to two hours in the future – the error in-
creases linearly and the increase rate depends on the function approximator,
the TDAM and the quality of the data. I provide a comparison with state of the
art methods in Table 4.1 according to properties that are essential to the next
generation of intelligent expert systems for traffic forecasting:
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Table 4.1: Comparison of TRU-VAR properties with state of the art traffic forecasting
methods. Properties that couldn’t be clearly defined as either present or absent were
marked with ‘∼’.
Property
STARIMA1 DeepNN2
VSSVR3
STRE4 GBLS5
TRU-
VAR6
1) Online learning ∼ 3 ∼ 7 7 3
2) Nonlinear representation 7 3 3 3 7 3
3) Low complexity 7 7 7 3 ∼ 3
4) Topological constraints 7 7 ∼ 3 3 3
4) Non-static spatio-temporal 7 3 ∼ 7 3 3
5) Infrastructure versatility 7 ∼ 7 ∼ 3 3
6) Easy to (re)deploy 7 7 7 7 7 3
7) Customizable design matrix 7 7 ∼ ∼ ∼ 3
7) Distinct model per series 7 7 3 7 7 3
7) Transferable cross-series 7 7 ∼ 3 ∼ 3
8) Adaptable to multi-metrics 7 3 3 ∼ ∼ 3
The contributions are as follows: (i) I propose learning Topology-Regular-
ized Universal Vector Autoregression (TRU-VAR), a novel method that can ab-
sorb spatio-temporal dependences between multiple sensor stations; (ii) The
extension of TRU-VAR to nonlinear universal function approximators over the
existing state of the art machine learning algorithms, resulting in an exhaustive
comparison; (iii) Evaluations performed on two large scale real world datasets,
one of which is novel; (iv) Comprehensive coverage of the literature, and an ex-
ploratory analysis considering data quality, preprocessing and possible heuris-
tics for choosing the topology-designed adjacency matrix (TDAM).
In conclusion: TRU-VAR shows promising results, scales well and is easily
deployable with new sensor installations; careful choice of the adjacency matrix
is necessary according to the type of dataset used; high resolution data (tempo-
ral as well as spatial) is essential; missing data should be marked in order to
1 Kamarianakis and Prastacos [83]
2 Lv et al. [115]
3 Xu et al. [192]
4 Wu et al. [190]
5 Salamanis et al. [144]
6 Nonlinearity dependent on the function approximator. Careful design of the topological ad-
jacency matrix is essential and requires domain knowledge in order to define the appropriate
heuristics.
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distinguish it from real congestion events; given that the methods show quite
different results on the two datasets I argue that a public set of large-scale bench-
mark datasets should be made available for testing the prediction performance
of novel methods.
4.2 Related work
Traffic forecasting methodologies can be challenging to characterize and com-
pare due to the lack of a common set of benchmarks. Despite the numerous
methods that have been developed, there is yet none that is modular, design-
flexible and adaptable to growing networks and changing scopes. The scope
(e.g. freeway, arterial or city) and application can differ across methods. There-
fore, it is not trivial to assess the overall performance of different approaches
when the datasets and metrics differ. Often, subsets of the network are used
for evaluating performance as opposed to the general case of network-wide
prediction, which includes highways as well as suburban and urban regions.
Furthermore, off-peak times and weekends are also sometimes excluded. For
critical reviews of the literature the reader can follow up on these references:
[132, 181, 173, 179, 154, 153].
Traffic metric types for sensor loops and floating car data: When it comes
to metrics, speed, density and flow can be used as target prediction metrics.
Flow (or volume) is the number of vehicles passing though a sensor per time
unit (usually aggregated in 1, 5 or 15 minute intervals). Density is the number
of vehicles per kilometre. It was shown [36] that multi-metric predictors can re-
sult in lower prediction error. That is, variety of input data metrics is beneficial.
As to the metric being predicted, some authors argue that flow is more impor-
tant due to its stability [105] while others [49] have found that traffic conditions
are best described using flow and density as opposed to speed, as output met-
ric. Nevertheless, there is a large amount of work where speed is predicted,
as opposed to flow or density [144, 54, 124, 11, 85, 135, 102, 49]. This data can
come from either loop sensors (two are needed) or floating car data such as that
collected from mobile phones, GPS navigators, etc. For the traffic assignment
problem (balancing load on the network), density is a more appropriate metric
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as opposed to flow, according to the recent work in [81]. The authors make the
observation that vehicles travel with a speed which is consistent with the traffic
density as opposed to flow. For the current work I therefore use only flow data
for both the independent and dependent target variables, since there were no
other metrics readily available for the two datasets. I would have adopted a
multi-metric approach (e.g. using speed and density data as additional input
metrics) had I been able to acquire such data. However, the extension is trivial.
4.2.1 Traffic prediction methods
A comparison between parametric and non-parametric methods for single point
traffic flow forecasting based on theoretical foundations [154] argues that para-
metric methods are more time consuming while non-parametric methods are
better suited to stochastic data. An empirical study with similar objectives [86]
provides a comparison of neural networks methods with statistical methods.
The authors suggest a possible synergy in three areas: core model develop-
ment, analysis of large data sets and causality investigation. While the focus is
on short-term forecasting, it is evident that forecast accuracy degrades with a
larger prediction horizons. I show that the prediction error increases linearly
for the method in Figure 4.12 on page 118. The rate of increase depends on the
function approximator that is being used and the design of the topology matrix.
For long-term forecasting (larger prediction horizons – section 4.3, page 95),
continuous state-space models such as Kalman filters [185] or recurrent neural
networks (RNN) [41] have outperformed traditional ‘memoryless’ methods.
Parametric methods: Prediction of traffic flow using linear regression mod-
els was deployed in [110, 80, 140] while non-linear ones were applied in [73].
ARIMA [19, ch. 3-5] are parametric linear models extensively used in time se-
ries forecasting that incorporate the unobserved (hidden) variables via the MA
(moving average) component. Seasonal ARIMA (SARIMA) models can be used
where seasonal effects are suspected or when the availability of data is a con-
straint, according to the work in [99]. ARIMAX use additional exogenous data.
In [187] data from upstream traffic sensors was used for predicting traffic us-
ing ARIMAX models. The results outperformed the simpler ARIMA models
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at the cost doubling the computational complexity and decreased robustness
to missing data. Traffic state estimation with Kalman filters was evaluated on
freeways [191, 185] in combination with other methods such as discrete wavelet
transforms in order to compensate for noisy data.
Non-parametric methods: One of the first applications of the K Nearest
Neighbours (KNN) algorithm for short-term traffic forecasting was in [36]. KNNs
have also been applied to highway incident detection [114]. The latter research
made use of historical accident data and sensor loop data, representing con-
ditions between normal and hazardous traffic. Hybrid multi-metric k-nearest
neighbour regression (HMMKNN) was proposed for multi-source data fusion
in [74] using upstream and downstream links.
A Support Vector Regression (SVR) model was applied to travel time pre-
diction [189] on highways. It was compared only with a naive predictor. Online
SVRs with a Gaussian kernel were deployed for continuous traffic flow predic-
tion and learning in [198]. The method outperformed a simple neural network
with one hidden layer. However, it is important to note that the neural network
was trained on historical averages, which is not equivalent to training on online
streaming data. Under non-recurring atypical traffic flow conditions, online
SVRs have been shown to outperform other methods [24]. SVRs with Radial
Basis Function (RBF) kernels showed a marginal improvement over Feed For-
ward Neural Networks (FFNN) and exponential smoothing [11]. The predic-
tions were done independently for each link, thus spatial information was not
leveraged. The authors clustered links according to the prediction error using
K-means and Self-Organizing Maps (SOM).
Neural networks have been extensively evaluated for short-term real-time
traffic prediction [35, 18, 49, 41, 102, 135, 54]. A comparison of neural networks
and ARIMA in an urban setting found only a slight difference in their perfor-
mance [35]. Feed forward neural networks were also used to predict flow, occu-
pancy and speed [49]. While prediction of flow and occupancy was satisfactory,
prediction of speed showed less prospects. In [135] a neural network was used
for simultaneous forecasting at multiple points along a commuter’s route. Mul-
tiple FFNNs were deployed (one per station) in [102] with input data from the
same day, the previous week and data from neighbouring links. The weekday
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was also added as an input in the form of a binary vector. This provided better
spatial and temporal context to the network, thus reducing forecasting error.
Time information in the form of time of day and day of week was used as ad-
ditional information for traffic prediction using FFNNs in [26] also resulting in
improved performance. Recurrent neural networks (RNN) demonstrated better
forecasting performance [41] at larger prediction horizons compared to FFNNs,
mostly due to their ability to model the unobserved variables in a continuous
state space. The performance was superior when the data was aggregated into 5
minute bins (90-94%) versus 10 minutes (84%) and 15 minutes (80%). Bayesian
networks were also deployed for traffic flow prediction [23]. No empirical com-
parison with other methods was provided.
It is important to consider that as the number of parameters increase with
road network complexity and size, the parsimony of non-parametric methods
becomes more evident [47].
Hybrid Methods: Existing short-term traffic forecasting systems were re-
viewed under a Probabilistic Graphical Model (PGM) framework in [108]. The
authors also propose coupling SARIMA with either SVRs (best under conges-
tion) and Kalman filters (best overall). This work assumes statistical indepen-
dence of links. Hybrid ARIMA and FFNNs [200] were also applied to univari-
ate time series forecasting. The residuals of a suboptimal ARIMA model were
used as training data for a FFNN. No evaluations on traffic flow data was pro-
vided. A hybrid SARIMA and cell transmission model for multivariate traffic
prediction was evaluated in [164]. Comparisons with other univariate or mul-
tivariate models were not provided. Generalized Autoregressive Conditional
Heteroskedasticity (GARCH) and ARIMA were combined in [29]. The hybrid
model did not show any advantages over the standard ARIMA, although the
authors argued that the method captured the traffic characteristics more com-
prehensively.
An online adaptive Kalman filter was combined with a FFNN via a fuzzy
rule based system (FRBS) [159] where the FRBS parameters were optimized
using Meta heuristics. The combined forecasts were better than the separate
models. Functional nonparametric regression (FNR) was coupled with func-
tional data analysis (FDA) in [160] for long term traffic forecasting on one day
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and one week ahead horizons. Traffic state vectors were selected based on lag
autocorrelation and used as predictor data for various types of kernels. The
distance function for the kernels was computed using functional principal com-
ponent analysis. The method outperformed SARIMA, FFNNs and SVRs on the
selected benchmark, based on a subset of weekdays (Monday, Wednesday, Fri-
day and Saturday) for a single expressway section. Genetic algorithms (GA)
were used in [1, 180] to optimize neural network architecture structure. In [1]
it was applied to the structure of time-delayed neural network while in [180]
the GAs were used to optimize the number of units in the hidden layer. The
optimised version reached the same performance as a predefined one with less
neurons.
4.2.2 Topology and spatio-temporal correlations
There are various methods that model the spatial domain as opposed to solely
the temporal one. The approaches can be characterised based on the number
of timeseries used as inputs and outputs for a prediction model. Regarding
the inputs, the models can be either single-series (univariate) or multi-series
(multivariable). In the latter case additional contemporary data can be used
and the selection can be based on either topology (if known) or learned. Further
categorization can be defined based on the importance of each relevant road –
static or dynamic (since the dependency structure changes – see Figure 4.10).
According to the outputs, the algorithms can be single task, in which case one
predictor is learned for each station and multi-task in which case parameters
are coupled and predictions are made simultaneously at all stations.
Single task & multi-series: Most common among the multi-series meth-
ods is to take into consideration the upstream highway links. Kalman filters
using additional data from upstream sensors have been found to be superior
to simple univariate ARIMA models [158]. Data from only five sequential lo-
cations along a major 3 lane per direction arterial on the periphery was used
(distance between sensors varied between 250 and 2500 meters). The authors
also conclude that short-term traffic flow prediction at urban arterials is more
challenging than on freeways. A similar conclusion is drawn in [180].
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Spatio-temporal HMM were used for estimating travel cost, also consider-
ing spatio-temporal correlations when predicting traffic [193]. Markov random
fields (MRF) were deployed to capture dependencies between adjacent sensor
loops via a heat map of the spatio-temporal domain [95]. Focus was on the de-
pendencies between the query location and the first and second upstream link
connections on freeways with degree higher than one. Such upstream bifurca-
tions were referred to as ‘cones’. Data between the ‘cones’ and the query was
not considered. The authors quantized data into twelve levels. The weights
for the spatial parameters were re-estimated monthly. In more complex net-
works such as urban areas, these weights can change during the course of one
day. Similarly, dependencies on the cliques are estimated in [2] using either
multiple linear regression and SVRs, the latter resulting in better accuracy. No
comparisons were made with other methods. Multivariate Adaptive Regres-
sion Splines (MARS) were used for selecting the relevant links’ data and SVRs
as the predictor component in [192]. The method was evaluated on a sub-area
and compared to AR, MARS, SVRs, SARIMA and ST-BMARS (spatio-temporal
Bayesian MARS) showing promising results. An interesting approach was the
work in [124] where the core idea was to minimize execution time by transfer-
ring learned representations (on a subset of links) to the overall network. A low
dimensional network representation was learned via matrix decomposition and
this subset of links was used to extrapolate predictions over the entire network.
The computations were sped up 10 times at the expense of increasing error by
3%.
Spatio-temporal random effects (STRE) was proposed in [190]. The algo-
rithm reduced computational complexity over spatio-temporal Kalman filter
(STKF). Data around a query point was selected and weighted using a fixed
precomputed set of rules, depending on the relative position (e.g. upstream,
downstream, perpendicular, opposite lane, etc). Training was done using 5
minute resolution data from Tuesdays, Wednesdays and Thursdays. Only data
from 6a.m. to 9p.m. (peak hour) was considered. Predictions were made on a
group of query points from two separate areas (mall area and non mall area).
The authors hypothesized that the mall area could have had more chaotic traf-
fic patterns. STRE had lower error relative to ARIMA, STARIMA and FFNNs
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except for one case, the westbound non-mall area. It is important to note that
the FFNNs were trained in univariate, one network per station mode. Further-
more, it is also not clear whether the prediction results were for out of sample
data. Similar work making use of sensor location data, spatio-temporal random
fields (STRF) followed by Gaussian process regressors were proposed in [107]
for route planning.
FFNNs and Radial Basis Function Networks (RBFNs) were combined into
the Bayesian Combined Neural Network (BCNN) [204] model for traffic flow
prediction on a 15 minute resolution highway dataset. Data from the immedi-
ate and two links upstream sensors as well as downstream sensors was used as
input to both networks. The predictions were combined linearly and weighted
according to the spread of the error in previous time steps on all relevant links.
The combined model was better than the individual predictors, however the
RMSE was not reported nor any comparisons with other baseline methods given.
Bayesian networks with SARIMA as an a priori estimator (BN-SARIMA) and
FFNNs as well as Nonlinear AutoRegressive neural network with eXogenous
inputs (NARX) were compared in [54] for floating car data. The learning archi-
tectures used data from the output and conditioning links and predictions were
single task. The results were marginally different for a subsection of reliable
data. For network-wide forecasting on both 5 and 15 minute intervals, NARX
and FFNNs were better than BN-SARIMA.
Multi-task & multi-series: Spatio-Temporal ARIMA (STARIMA) [83] were
perhaps the first successful traffic forecasting models that focused on the spatio-
temporal correlation structure. However, the spatial correlations were fixed,
depending solely on the distances between links. I empirically show in Fig-
ure 4.10 (Page 113) that the spatial correlations can change during the course of
a day. STARIMA compensate for non-stationarity by differencing using the pre-
vious day values which can bias the estimated autoregression parameters (traf-
fic behaviour can be considerably different e.g. Monday vs. Sunday). A study
on autocorrelation on spatio-temporal data [32] concludes that ARIMA based
models assume a globally stationary spatio-temporal autocorrelation structure
and thus are insufficient at capturing the changing importance between predic-
tion tasks. The work in [121] addresses this problem using Dynamic Turn Ratio
92
4.2. RELATED WORK
Prediction (DTRP) to update the normally static matrix containing the struc-
tural information of the road network. Under the hypothesis that the physical
distance between road sections (tasks) does not accurately describe the impor-
tance of each task, a VARMA [113] model is refined by Min et al. [120] to include
dependency among observations from neighbouring locations by means of sev-
eral spatial correlation matrices (as many as the number of lags). In one matrix,
only related tasks are non-zero. The authors do not explicitly define task re-
latedness, however most likely all upstream connections are selected. Further
sparsity is introduced by removing upstream links, under the hypothesis that
such links are unlikely to influence traffic at the query task, given the average
travel speed for that location and time of day. There could be one such ma-
trix for peak times and one for off-peak times, depending on the design choice.
Another ARIMA inspired algorithm [85] makes use of a parametric, space-time
autoregressive threshold algorithm for forecasting velocity. The equations are
independent and incorporate the MA (moving average) and a neighbourhood
component that adds information from sensors in close proximity, based on the
Least Absolute Shrinkage and Selection Operator (LASSO) [169].
Building up on the previously mentioned work and avoiding the potentially
problematic thresholds used to to identify the discrete set of regimes, a Graph
Based Lag STARIMA (GBLS) [144] model was trained using speed data from
GPS sensors, with the goal of travel time prediction. Unlike the previous work,
the graph structure was initially refined using a breadth-first search based on
degree (number of hops). For the selected connections, spatial weights were
computed and used in the STARIMA model. The weight matrix for each lag
was fixed and contained the inverse of the lag-sums Pearson correlations be-
tween relevant roads. Finally, the model took into consideration the current
speed on the road, the previous two speed values and the average speed of
the top 10 ranked relevant roads. The introduced sparsity reduced computa-
tional complexity. However, from the current experiments it can be observed
that the correlations are typically nonlinear, which implies that this measure is
not appropriate for ranking. The data used was only for the same day of the
week for both training and testing for the two datasets. GBLS was compared
with univariate KNNs, Random Forests (RF), SVRs and Compressed SVRs. No
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comparison with FFNNs were made. The behaviour of the proposed algorithm
was very different over the two datasets, however the proposed method had
lower prediction error then the benchmarks. It is also not clear whether the pa-
rameters were coupled or not. One could argue that this class of methods do
not follow the law of parsimony (Occam’s razor) – there are too many design
choices, assumptions and parameters.
Recently FFNNs with many hidden layers (deep learning) have been ap-
plied to network wide traffic prediction on highway data [115]. While neural
network based models were able to learn the nonlinear spatio-temporal corre-
lations, this type of approach – as well as the similar linear STARIMA class of
models [85, 120, 121, 83] – does not explicitly leverage the topological structure.
Very recently, there have been introduced a few new, advanced RNNs which
consider the topology of a road network to predict traffic, where the topology
is integrated within the RNNs [106, 77, 76]. The latter are very related to the
TRU-VAR framework since causal CNNs can be replaced with RNNs, effec-
tively arriving at very similar results.
Hence it is likely that prediction error can be further reduced by leveraging
this information explicitly. Conversely to the aforementioned work, in Topo-
logical Vector Autoregression (TRU-VAR), the relative importance of the related
timeseries is adjusted automatically, also accounting for the contextual time.
In summary, the following observations can help improve traffic predic-
tion performance: (1) nonlinearity is important for explaining traffic behaviour;
(2) leveraging the topological structure could result in lower errors; (3) the sys-
tem should be flexible to changes in the adjacency matrix design; (4) static spa-
tio-temporal models are not appropriate for complex urban roads; (5) simplic-
ity (Occam’s razor) is to be preferred in general [47]; (6) multi-metric data can
increase accuracy, speed data is to be avoided as a target metric [36]; (7) for
certain models, explicitly encoding time can decrease error; (8) crowdsourced
data from vehicles can help reduce sensor noise and provide redundancy to
missing data; (9) continuous state-space models are more adequate at capturing
complex patterns and therefore making predictions due to the highly dynamic
nature of driver behaviour.
Considering all of the above, in the next section I introduce the theoretical
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motivations for TRU-VAR. I start with the extension of VAR to topological con-
straints, continue the generalization with examples of function approximators
according to state of the art prediction models and conclude with the optimiza-
tion process.
4.3 Topological vector autoregression
Traffic prediction in large urban areas can be formulated as a multivariate time-
series forecasting problem. Vector AutoRegression (VAR) is a natural choice for
such problems. Since in this particular case the precise location of each sen-
sor station is also provided, the topological structure can also be leveraged and
used as prior information in order to constrain the number of parameters that
are to be estimated. In effect this reduces the computational complexity and
improves accuracy over simple univariate forecasting methods, while learning
in real time the spatio-temporal correlations between the contemporary time-
series.
From a high level perspective the idea is simple: I assume that for a par-
ticular prediction station (timeseries) it is beneficial to use data from stations
in close proximity (contemporary), however I exclude stations that are distant.
This induces sparsity since the data from all other sensor stations does not have
to be used, while capturing the spatio-temporal dynamics. I provide empirical
arguments in an exploratory analysis of what the distance heuristics can be de-
fined as in section 4.4 where I also show that the spatio-temporal correlations
change throughout the day.
Given a multivariate timeseries dataset X˜ ∈ RT×S with T non i.i.d. obser-
vations over S series, I denote xs∆t =
[
1 xst x
s
t−1 . . . x
s
t−∆
]>
as the predictor
vector for sensor s consisting of the past observations of length ∆. The cor-
responding response variable yst+h = x
s
t+h is the value to be predicted h time
steps ahead. Prediction can then be modelled as follows:
yst+h = f (x
s
∆t, θ
s) + est+h where e ∈ N (0, σ) (4.1)
The prediction horizon h indicates how far in the future predictions are
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made. For short-term forecasting this is typically the immediate time step (e.g.
h = 1) in the future. The first element of the input vectors is set to 1 to indi-
cate the intercept constant. In the time series forecasting literature ∆ is more
commonly known as the lag or the number of previous observations from the
past that are used to make predictions. For neural networks this is sometimes
referred to as the receptive field. To satisfy the assumption that µe = 0 and
normally distributed, I later discuss differencing. If f is the dot product, then
Equation 4.1 describes an autoregressive model (AR(∆)) of order ∆. AR models
operate under the assumption that the errors are not autocorrelated. However,
the errors are still unbiased even if they are autocorrelated. ARIMA models also
incorporate a Moving average (MA). These are identical with the difference that
predictions are made based on the past prediction errors es∆t where e
s = yˆs− ys.
It is possible to write any stationary AR(∆) model as an MA(∞) model.
4.3.1 Topology Regularized Universal Vector Autoregression
In multivariable regression models, additional data can be used for the predic-
tor data such as contemporary data and / or an encoding of the time of day z∆t.
Any other source of relevant data, such as weather data, can also be used as
input.
Vector AutoRegression (VAR) models [64, ch. 11] are a generalization of
univariate autoregressive models for forecasting multiple contemporary time-
series. I refer the reader to [13] for a discussion on VARs in contrast to VAR-
MAs. VARs are not a closed class when the data is aggregated over time like
VARMAs are. However, VARs have been found to be often good approxima-
tions to VARMAs, provided that the lag is sufficiently large [113]. I start with
a two dimensional VAR(1) with one lag, where θ (Equation 4.1) is the vector
containing the autoregressive parameters consisting of θijt which weight the ex-
ternal spatio-temporal autoregressive variables, specifically the influence of the
t-th lag of series xj on series xi:
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t + . . . + θ
1S
t x
S
t + e
1
t+h
y2t+h = θ
2
0 + θ
21
t x
1
t + θ
22
t x
2
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It becomes evident from the above equations that the required number of pa-
rameters to be estimated increases quadratically with the number of timeseries.
Furthermore, if more lags are added, the computational complexity becomes
O((s × l)2). Therefore, introducing sparsity is both beneficial (Equation 4.2)
and necessary since it introduces constraints on the number parameters that
are to be estimated. Sparsity refers to reducing the number contemporary time
series (and therefore parameters to be estimated) that are relevant for a query
location. Since the topological structure of road networks is known, introduc-
ing such priors is intuitive since the relevance of contemporary timeseries does
vary. I therefore introduce sparse topology regularization for vector autoregres-
sion (TRU-VAR) based on the road geometry via a topology-designed adjacency
matrix A ∈ {0, 1}. If G is the graph describing road connections, then I denote
G1(i) to be the set of all first order graph connections with node i, then:
aij =

1, i = j;
0, j 6∈ G1(i);
1, j ∈ G1(i).
Evidently, I could have also opted to select higher order degrees e.g. G2(i),
for designing the topological adjacency matrix, however in urban settings the
number of such neighbours can increase exponentially as the degree increases.
However, the matrix could be heuristically adapted according to the number of
first order connections, in the case of highways where the degree of a node can
be low. Other means of defining A can be used such as ranking based on corre-
lation of the timeseries. However, it can be observed in Figure 4.9 (plotted using
Google Maps) that correlation does not necessarily correspond to the relevant
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topology. In contrast, in this case the relevant importances are learned through
fitting the model parameters, thus capturing the spatio-temporal dynamics. The
sparsity terms are introduced and written in general form:
yst+h = θ
s
0 +
S
∑
k=1
ask θskt x
k
t + e
s
t+h (4.2)
The previous equation can then be generalized for one series to multiple lags:
yst+h = θ
s
0 +
S
∑
k=1
ask
∆
∑
δ=0
θskt−δ x
k
t−δ + e
s
t+h (4.3)
Finally, written in compact form and generalized for any function approxima-
tor:
yst+h = θ
s>xs∆t  [(as)×∆] + est+h
yst+h = f
(
xs∆t  [(as)×∆], θs
)
+ est+h
(4.4)
For convenience, the inputs can be stacked (predictor data) into a matrix
with N = T − ∆ rows and M = ∆ columns Xs ∈ RN×M and the outputs (re-
sponse data) into the vector ys ∈ RN. I denote the lag constructed matrices for
all series as X =
[
X1 X2 . . . XS
]
and Y =
[
y1 y2 . . . yS
]
. Finally, I define
As =
[
(as)×∆
]
and A =
[
A1 A2 . . . AS
]
.
ys = f
(
Xs  As, θs
)
+ es (4.5)
Note that from here on the Hadamard product with the sparsity inducing ma-
trix A is omitted for brevity.
4.3.2 Structural Risk Minimization
The assumption is made that there is a joint probability distribution P(x, y) over
Xs and ys which allows us to model uncertainty in predictions. The risk cannot
be computed in general since the distribution P(x, y) is unknown. The empiri-
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cal risk is an approximation computed by averaging the loss function L on the
training set. In Structural Risk Minimization (SRM) [174] a penalty Ω is added.
Then, the learning algorithm defined by SRM consists in solving an optimiza-
tion problem where the goal is to find the optimal fitting parameters θˆs that
minimize the following objective:
θˆs = argmin
θs
(
L
(
f (Xs, θs), ys
)
+ λsΩ(θs)
)
(4.6)
For regression, under the assumption of normally distributed errors, the
mean squared error (MSE) or quadratic loss is commonly used since it is sym-
metric and continuous. Thus, in least squares minimizing the MSE (Equa-
tion 4.7) results in minimizing the variance of an unbiased estimator. As op-
posed to other applications, in the current problem setting it is desirable to put
a heavier weight on larger errors since this maximizes the information gain for
the learner [27]. It is important to mention that the RMSE is reported since it is
linked to the loss function, however the MAPE is also reported, which is specific
to traffic forecasting literature. For a comprehensive discussion on predictive
accuracy measures the reader is referred to [42].
L(yˆ, y) =
1
N
N
∑
n=1
(yˆn − yn)2 = ‖yˆ− y‖2 (4.7)
4.3.3 Regularized Least Squares
Since the data consists of previous observations in time it is possible that these
could have a varying degree of importance to the predictions, and furthermore
these could be different for each data stream. Using the quadratic error it is easy
to arrive at the least squares formulation in Equation 4.8 where Ω is a penalty
on the complexity of the loss function which places bounds on the vector space
norm. Since the choice of the model can be arbitrary, regularization can be used
to improve the generalization error of the learned model. With a lack of bounds
on the real error these parameters are tuned using the surrogate error from a
validation dataset or using cross-validation.
For a negative log likelihood loss function, the Maximum a Posteriori (MAP)
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solution to linear regression leads to regularized solutions, where the prior dis-
tribution acts as the regularizer. Thus, a Gaussian prior on θ regularizes the L2
norm of θ while a Laplace prior regularizes the L1 norm [see 129, ch. 5-9]. Elas-
ticNet [205] is a combination of L1 and L2 regularization which enforces sparsity
on groups of columns such as the ones in X where a parameter α balances the
two lambdas of the two norms. In effect, ElasticNet generalizes both L1 and L2
regularization. I experiment with both regularization methods.
S
∑
s=1
min
θ1,...,θS
‖ f (Xs, θ)− y‖2 + λ2‖θ‖2 + λ1‖θ‖1 (4.8)
4.3.4 The function approximator model
Having defined the optimization problem, loss function and regularization prior
types for one timeseries I can now consider the function approximation model
f s, starting with the simple linear models.
Linear least squares If the combination of features is linear in the parameter
space θ, then the regression model is linear. Typically the error e is assumed
to be normally distributed. Any non-linear transformation φ(x) of the input
data X such as a polynomial combination of features thus still results in a linear
model. In the current experiments a simple linear combination of features is
used (φ(x) = x) for linear least squares (LLS):
f (X, θ) =
M
∑
m=1
θmφ(x)m (4.9)
By replacing f with Equation 4.9 in Equation 4.8, and setting λ1 = 0, the
parameters θs can be found analytically for ridge regression using the normal
equation:
θˆ = (X>X + λ2 I)
−1
X>y (4.10)
For ordinary least squares (OLS) where regularization is absent we can sim-
ply set λ2 = 0. It is important to note that the solution is only well defined
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if the columns of X are linearly independent e.g. X has full column rank and
(X>X)−1 exists. Furthermore, closed form solutions (offline / batch learning)
are more accurate than online learning since if the solution exists we are guar-
anteed to converge to the global optimum, while for online methods there is no
such guarantee. In real world scenarios however, data comes in streams and of-
fline learning is not a practical option. Real-time learning is essential to incident
prediction [127]. Then, θ can be transferred to an online learner as an initializa-
tion where the learning can continue using an online method such as stochastic
gradient descent (SGD).
Kernel least squares Kernel methods such as support vector regression (SVR)
[155, 162] rely precisely on non-linear transformations of the input data, usually
into higher dimensional reproducing kernel Hilbert space (RKHS), where the
transformed data φ(x) allows for lower generalization error by finding a better
model hypothesis. In these experiments, a linear kernel is used for the support
vector regression (SVR) or kernel least squares (KLS).
φ : K(x, x′) = 〈φ(x), φ(x′)〉 (4.11)
Using the kernel the model can be expressed as a kernel expansion where α(n) ∈
R are the expansion coefficients. This transforms the model to:
f (x, K) =
N
∑
n=1
α(n)K(xn, x) (4.12)
Which in turn can be formulated as kernel ridge regression:
φ(θˆ) = argmin
φ(θ)
‖y− φ(X)φ(θ)‖2 + λ‖φ(θ)‖2 (4.13)
In practice this implies computing the dot product of the transformed input
matrix which is very memory intensive. Instead, in the current experiments
L-BFGS [131] is used for ridge or SPARSA [188] for LASSO.
Nonlinear least squares Multi-Layer Perceptrons with one hidden layer are a
form of non-linear regression. Such models with a finite set of hidden sigmoid
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activation functions are universal function approximators [39]. The simplest
form can be defined using a single hidden layer model with H units, using a
sigmoid activation function φ(x) = 1/(1 + e−x) The model is reminiscent of
nested kernels:
f (X,Θ) =
H
∑
h=1
θhφ
( M
∑
m=1
θmφ(x)m
)
(4.14)
For non-linear least squares there is no closed form solution since the deriva-
tives are functions of both the independent variable and the parameters. Such
problems can be solved using gradient descent. After specifying initial values
for θ (which can also come from an offline learner), the parameters are found it-
eratively through successive approximation. Multiple passes are done through
the dataset. In one pass, mini-batches or single examples are shown and the pa-
rameters are adjusted slightly (according to a learning rate) in order to minimize
the loss.
Causal convolutional neural networks As demonstrated in subsection 2.1.3
any autoregressive model can be considered a causal model, specifically any
FFNN can be considered as a causal Convolutional Neural Network (CNN).
While CNNs have many parameters, here I only consider a very simple special
case where only one set of filters is learned, the stride is 1 and the filter width
is equal to ∆. The parsimonious approach turns out to work well in practice in
this case. To summarise, the in the current work, the terms FFNN, MLP and
CNN are interchangeable and equivalent.
Once the TDAM is defined, TRU-VAR can therefore be generalized to any
type of autoregressive (or causal) function approximator. The modularity and
flexibility results in low computational complexity thus resulting in scalable fit-
ting of nonlinear models which capture the spatio-temporal correlations. This
also provides redundancy and versatility towards a broad set of road network
types covering urban, suburban and freeways. Finally when the network struc-
ture changes the TDAM can be adjusted partially, which does not require rede-
ployment of the entire prediction system.
102
4.4. AN EXPLORATORY ANALYSIS OF TRAFFIC DATA
4.4 An exploratory analysis of traffic data
In this section I discuss data. I make observations and apply the findings in
the experimental section. I consider aspects such as trends, seasonality, outliers,
stationarity, variable (sensor station) interdependency and data quality. I show
that there are specific dependencies between sensors (Figure 4.8) which also
change as a function of time (Figure 4.10).
4.4.1 Datasets
The VicRoads dataset was recorded over 6 years in the City of Melbourne, Aus-
tralia and consists of volume readings from 1084 sensors covering both urban
and suburban areas as well as freeways. The frequency of recordings is 15 min-
utes (96 readings over 24 hours). Coverage area depicted in Figure 4.1a.
(a) Melbourne roads with available traf-
fic data are highlighted in either red or
blue according to direction.
-123 -122.8 -122.6 -122.4 -122.2 -122 -121.8 -121.6 -121.4
37.4
37.6
37.8
38
38.2
38.4
(b) PeMS station points are marked with
a dot.
Figure 4.1: Schematic illustration of the sensor location for both datasets.
The California Freeway Performance Measurement System (PeMS) dataset
[175] (Figure 4.1b) has been extensively used in the literature and consists of
volume readings taken every 5 minutes from a network of 117 sensors over 8
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months in the year 2013. As it can be seen from Figure 4.1b it consists of mostly
freeway commuting and thus does not capture the complexities of inner city
commuting.
I further describe the two datasets with an emphasis on VicRoads, since it
is a new dataset and PeMS is well known and more studied in the literature
[115, 108, and others].
4.4.2 VicRoads data quality and congestion events
Figure 4.2: Sensors above the 95 (black) and 99 (red) quantile after discarding missing
data, road sections with many congestion events.
Datasets recording traffic volume (flow) consist of positive integers in origi-
nal format. There is no explicit distinction made (no labels) between congestion
and missing data. Intuitively, volume is close to zero when traffic slows down
and zero when it completely stops. While it is certainly possible to have zero
volume in a period of 5 or 15 minutes, it is highly unlikely that this can happen
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in practice and very unlikely to happen for an entire day. I proceed to mark the
missing data by assuming that if the total volume for one day is zero (no cars
have passed through the sensor in 24 hours) then it does not correspond to a
congestion event.
I therefore use this information to discard the marked days only from the
test set. This is important, since it allows the learner to identify congestions.
Considering that in real scenarios these sensors can break down, the aim is to
emphasize robustness towards such events or congestion and as such do not
replace the missing values with averages or use any other method of inferring
the missing values.
Following this operation it can be observed (Figure 4.3) that these sensors
have not all been installed at the same time. Furthermore, we can also observe
network-wide missing data (vertical lines). These sporadic 0 readings are not
taken into consideration, since these could correspond to sudden traffic con-
gestion, although it is still highly unlikely. However, I could have considered
heuristic rules where for example, 4 consecutive readings would correspond
to sensor failure (or road works) since it is very unlikely that no cars would
pass within one hour through a section, even in congestion conditions. This
approach was not taken.
After marking the missing data, I further compute the remaining number of
0-valued recordings for each sensor and plot in Figure 4.2 the roads above the
0.95 (black) and 0.99 (red) quantile on the map. It is quite probable that the error
on these particular sensors will be higher than others, since half the data can be
available for these sensor stations.
4.4.3 Seasonality, Trends, Cycles and Dependencies
It is trivial to relate to daily traffic patterns, especially peak hours. These patters
are mostly stable and are a function of location and day of the week. These flows
vary along the different spatio-temporal seasonalities of drivers behaviour. I
adopt an initial explorative approach towards determining the statistical prop-
erties of the multivariate timeseries. I did not perform a Box-Cox transforma-
tion since upon inspection there was no evidence of changing variance. Fur-
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thermore, upon visual inspection of the series it was evident that the data is
non-stationary as the volume moves up and down as a function of the time of
the day.
Figure 4.4 depicts the summary statistics plotted per time bin in one day,
where the left figure corresponds to a typical suburban region while the right
one corresponds to a highway off-ramp. The right one is typical for a road with
high outbound traffic in the evening peak hours when people commute back
home. Comparing these two locations allows us to get insights towards the
dynamics of the different types of traffic within the network. Their location is
also shown on the map in Figure 4.7.
4.4.4 Autocorrelation profiles
Figure 4.5 depicts the autocorrelation profiles of the corresponding traffic flow
time series for 2 different sensors from the VicRoads dataset. Their location on
the map is shown in Figure 4.7. I chose a lag corresponding to 4 days to observe
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Figure 4.3: Black pixels indicate days with no readings.
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Figure 4.4: The daily summary statistics differ for each road segment (VicRoads).
any seasonal or cyclic patterns left in the signal, after subtracting the seasonal
component or differencing.
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(b) Sensor 4 - Highway off ramp
Figure 4.5: Autocorrelation plot for 400 lags. Differencing removes seasonality patterns.
Daily seasonality is clearly observable.
I estimate the seasonal component for each series by computing the minute /
hourly averages, separately for each day of the week, for each series. In order to
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compute the averages I convert the time series to a tensor matrix. Xµ ∈ RS×D×H
where S = 1084 is the number of road segments D = 7 is the number of days
in a week and H = 96 is the 15 minute average number of observations made
in one day. I then convert the matrix back to a timeseries and subtract this from
the original time series, obtaining the contextual mean seasonally differenced
(CMSD) timeseries. This operation is normally performed using a moving av-
erage. However, this way I can arrive at a more precise estimation, also as a
function of the day of the week. I also differentiate each sensors’ timeseries and
plot the autocorrelation again for these two sensors. This method removes most
of the seasonal patterns in the data.
It can be observed from Figure 4.5 that while these operations largely re-
moves the seasonality, it is quite likely that the seasonal or trend / cyclic com-
ponents could come from the (non) linear interactions with the neighbouring
roads. This suggests that using proximity data is more likely to lead to in-
creased accuracy. I further inspect the overall autocorrelation over the entire
network. Hence I plot the autocorrelation for all sensors for 96 lags on the same
type of data transformations. It is observable from Figure 4.6d that the seasonal
components are removed for almost the entire network data.
4.4.5 Intersection correlations
While I have considered the statistical properties of each individual road section
I further examine the information carried between road sections, since most
roads are highly dependent on the connected or neighbouring roads. In Fig-
ure 4.7 the roads with the same direction as the query road (solid black) are
marked as black and the opposite direction are marked as red dashed lines. It
is important to point out that this might not be entirely accurate and depends
on the convention used when marking direction (e.g. 1 is always road heading
north or west).
From Figure 4.8a high correlation can be observed between the red dotted
segments and the black target road (123) - implying a correlation between (ap-
parently) opposite traffic directions, which is unlikely. For prediction, this is
not crucial since all connected sections are selected. However, the major point
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(a) Original data (b) Seasonally differenced data
(c) Differenced data (d) Differenced data - side view
Figure 4.6: Network Wide Autocorrelation Surface.
is that there are complex dependencies at intersections. It is important to note
that Pearson’s correlation coefficient captures only linear correlations and there
could be nonlinear correlations between two road sections.
From Figure 4.8a I can observe that a cluster (red square) is formed with
the perpendicular query road (123) at both ends, namely 191 and 192 at one
end and 298 and 297 at the other end. While these consecutive sections are
correlated with themselves. It is not known at which end of the road section the
sensors are placed unfortunately for section 123 or other sections, hence I can
not even attempt to make causality assumptions.
It can further be observed that in turn these last two form a cluster with
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Figure 4.7: Road sections are marked for either direction (unreliable).
(a) Sensor 123 (b) Sensor 4
Figure 4.8: Correlation matrix for two different road sections
the roads on the opposite traffic (black square). The yellow circle depicts the
correlations on the other side of the road and their correlation with the parallel
side of the road. The green square shows that the opposite direction section
(641) from the query road is more correlated with traffic from the top, bottom
and left side. Upon even more careful inspection, these correlations reveal the
behaviour of traffic despite the fact that the actual direction of traffic is now
known – this is an undirected graph.
110
4.4. AN EXPLORATORY ANALYSIS OF TRAFFIC DATA
Conversely, in Figure 4.8b we can observe that there are clusters formed for
the other road segments while segment 4 is only slightly correlated with sec-
tion 241. Nevertheless, there are still weak correlations even at this relatively
isolated location. Figure 4.7 shows that it is not necessary for a road section to
have direct adjacent road sections. However, the traffic volume on this road is
still influenced by the nearby on and off ramps. Hence, I plot in Figure 4.7b
the closest road sections using the euclidean distance. Recent work optimize
only for individual series forecasting and hence does not take proximity data
into consideration towards making predictions [108], an observation also made
by the authors. It is evident that there are dependencies between sensors in a
traffic network, especially at intersections as I show in Figure 4.8.
Thus far we have observed proximity operators based on direct adjacent
connections or euclidean distance. I use the correlation as a metric for select-
ing road sections as opposed to using the map coordinates for each sensor. In
Figure 4.9 I show that the top most correlated roads for these two sensors are
not necessarily in the immediate neighbourhood. Therefore, this is not a reli-
able means of selecting additional relevant data for the predictors, since it is
quite unlikely that there are dependencies between road sections that are far
apart. Perhaps a better way of selection is to compute the cross-correlation over
a fixed window interval, which accounts for shifts in the traffic signal.
The correlations for all sensors in one area are shown in Figure 4.8. Clearly,
the road section 123 has much more correlated traffic than the off highway ramp
(section 4). This is due to the fact that the ramp has no actual connected roads
and these roads were selected using the euclidean distance matrix. The impli-
cations are evident: there is valuable information carried within the neighbour-
hood of each query road section where predictions are to be made.
Previous research has shown that separating prediction on working and
non-working (weekends) days can improve performance if independent pre-
dictors are deployed separately for weekends or each day of the week. Ad-
ditionally, both a larger temporal context through a larger lag and including
proximity data can increase prediction accuracy as was also shown in Chapter
3.
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Figure 4.9: Ranked road sections by correlation. Query is solid black. The highest
ranked are shown in dotted black. There is a large distance between the query and the
highest correlated over the entire dataset.
4.4.6 Pair-wise correlations with query station as a function of
time
I further investigate whether the interactions depicted in Figure 4.8 change dur-
ing the day. In the following figure we can observe that these indeed change.
There is an overall pattern, however most importantly there are deviations from
the standard pattern such as the sudden spikes at 4 am for the blue sensor sta-
tion and the spike at 6p.m. for the green sensor station.
4.5 Results and discussion
In this section I evaluate the network wide prediction performance for the two
datasets and compare univariate methods to Topology Regularized Vector Au-
toregression (TRU-VAR) generalized to state of the art function approximators.
In all experiments I only report the error of ex-ante point forecasts, in other
words, no information that would not be available at the time of prediction is
used in any of the experiments.
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4.5.1 Experimental setup
For all experiments the data was split sequentially into 70% training 15% valida-
tion and 15% testing. Preparation of data is discussed in section 4.4. In the case
of ARIMA, the models were fit on the training plus validation data. The regu-
larization parameters and the fitting of the ARIMA (using the forecast package
in R [79]) were found independently for each sensor station. The causal CNNs
are trained using the gauss-newton approximation for Bayesian L2 regularized
backpropagation [53]. In the case of the LLS and SVR I use L-BFGS [131, ch. 9]
for ridge and SPARSA [188] for LASSO regularization.
As a follow-up on the observations made in Figure 4.8a and Figure 4.8b I
propose learning Topology Regularized Universal Vector Autoregression by in-
ducing sparsity in the VAR model, in effect including only relevant data from
the nearby roads to each autoregressor. However, not all road sections have
direct connections. For the VicRoads dataset, I only use data from the directly
connected roads, if the road section has direct connections. In Figure 4.7b the
nearest roads for road section 4 are plotted, however there are no directly con-
nected roads, a case where no additional data is added. In this case, the topo-
logical adjacency matrix can be refined according to other heuristics for select-
ing relevant roads, as discussed in section 4.3. PeMS is very sparse given the
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area covered, I take the closest K = 6 roads as additional data, computed us-
ing the graph adjacency matrix from the map GPS coordinate of each sensor. I
empirically selected K based on the out of sample (test set) mean RMSE using
univariate OLS fitting.
I set a naive baseline using the CMSD as specified in section 4.4, which is
the average specific to the time of day, sensor and day of the week. I further-
more compare these methods with ARIMA which is also an intuitive baseline.
Note that I do not provide comparisons with VAR since this would be compu-
tationally prohibitive, especially for the VicRoads dataset where the input space
would have almost 10k (∆ = 10× 1084) dimensions, just for one vector. I do
not perform direct comparisons with recent methods [95, 144, 190, 2, 54, 115,
192] since: 1) this would be computationally prohibitive – in the original arti-
cles, most authors do not perform network-wide experiments and the current
dataset has 1000+ sensor stations; 2) these methods do not have the properties
described in the introduction (Table 4.1 on 85); 3) I aim for a direct compari-
son over the univariate equivalent of the function approximator used within
TRU-VAR.
Univariate models and TRU-VAR are compared via the average RMSE and
MAPE for both datasets.
4.5.2 Choosing the lag order
I train a linear TRU-VAR over increasing lag windows ∆ ∈ {1, 2, 3, 5 . . . , 31}
and plot the validation set RMSE and computation time, towards making an
empirical choice for the lag value. A larger lag decreases prediction error, while
putting a heavier load on processing time. As a tradeoff I set ∆ = 10 and use
the same lag value for the VicRoads dataset.
Using this procedure I aim to get an estimate of the out of sample error. Us-
ing this lag value, the error on the test set is lower for models with the same
lag value as opposed to the ARIMA forecasts where the lags were selected au-
tomatically for each timeseries based on the AIC. It is however likely that if
optimizing the lag values in the same way for TRU-VAR, the error could be
further lowered.
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Figure 4.11: RMSE and prediction time as a function of lag (PeMS).
4.5.3 TRU-VAR vs. Univariate
It can be observed from Table 4.2 that TRU-VAR outperformed the univariate
methods in all cases except for SVR-L1.
Table 4.2: VicRoads dataset - Average RMSE
Topology regularized universal vector autoregression (TRU-VAR)
outperforms univariate models for all f except SVR-L1.
f (x) OLS LLS-L1 LLS-L2 SVR-L1 SVR-L2 CNN-L2
Univariate 24.11 24.13 24.37 24.94 24.51 22.09
± 15.4 ± 15.4 ± 15.5 ± 15.9 ± 15.9 ± 15.6
TRU-VAR 22.64 23.14 22.93 26.68 22.78 21.36
± 15.6 ± 15.7 ± 15.4 ± 18.5 ± 15.1 ± 15.3
Baselines CMSD: 35.29 ± 29.0 ARIMA: 24.32 ± 15.6
For PeMS there are usually just two adjacent sensors (upstream and down-
stream) which can contribute to the traffic volume. I was unable to pinpoint the
start and end location of the road section covered by the sensor station unlike
VicRoads. Since only the GPS coordinates of stations themselves were avail-
able, I defined the TDAM based on the euclidean distance to the query sensor
station. This usually resulted in including the sensor stations on the opposite
direction of traffic. While this helps in the case of VicRoads, for freeways the
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Table 4.3: VicRoads dataset - Average MAPE Topology regularized universal vector
autoregression (TRU-VAR)
outperforms univariate models for all f except SVR-L1.
f (x) OLS LLS-L1 LLS-L2 SVR-L1 SVR-L2 CNN-L2
Univariate 26.94 27.14 28.42 28.22 27.56 21.27
± 12.4 ± 12.6 ± 14.2 ± 14.6 ± 14.6 ± 8.5
TRU-VAR 22.96 24.53 24.16 31.91 24.28 21.03
± 9.9 ± 13.8 ± 12.5 ± 26.3 ± 13.7 ± 11.7
Baselines CMSD: 32.86 ± 53.4 ARIMA: 27.91 ± 13.4
traffic is strictly separated between traffic directions, hence it is not relevant
and adds unnecessary complexity. However, it is interesting that the predic-
tion error was lowered by defining the adjacency matrix based on the K roads
furtherest apart from the prediction location for the OLS and Causal CNN. The
results are shown in Table 4.4 in the last row. From the same table it can be seen
that for higher temporal resolutions such as in the case of PeMS, the lowest er-
rors are recorded via OLS and Causal CNN while ARIMA, LLS and SVR show
higher error.
Table 4.4: PeMS dataset - Average RMSE
Topology regularized universal vector autoregression (TRU-VAR)
outperforms univariate models for all f except LLS-L1.
f (x) OLS LLS-L1 LLS-L2 SVR-L1 SVR-L2 CNN-L2
Univariate 4.61 4.64 4.97 5.20 4.72 4.55
± 2.1 ± 2.0 ± 2.4 ± 2.6 ± 2.0 ± 2.0
TRU-VAR 4.53 4.64 4.92 5.03 4.70 4.45
± 2.0 ± 2.1 ± 2.5 ± 2.7 ± 2.0 ± 1.9
Baselines CMSD: 5.16 ± 3.1 ARIMA: 4.67 ± 1.7
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Table 4.5: PeMS dataset - Average MAPE
Topology regularized universal vector autoregression (TRU-VAR)
outperforms univariate models for all f except LLS-L1.
f (x) OLS LLS-L1 LLS-L2 SVR-L1 SVR-L2 CNN-L2
Univariate 37.77 38.37 45.12 42.80 38.53 37.48
± 9.4 ± 11.0 ± 15.9 ± 20.4 ± 13.5 ± 9.8
TRU-VAR 36.95 38.37 41.59 39.74 37.69 37.42
± 10.3 ± 12.5 ± 14.7 ± 14.5 ± 12.3 ± 12.6
Baselines CMSD: 41.9 ± 19.2 ARIMA: 38.09 ± 15.76
4.5.4 Long-term forecasting: increasing the prediction horizon
In the previous section I showed that TRU-VAR outperforms univariate meth-
ods across different machine learning function approximation models. I now
ask if this holds for larger prediction horizons for to up to two hours. Con-
sequently, I compare the prediction performance of TRU-VAR and univariate
models with the two best performing models from the previous section (OLS
and CNN). The experiment is identical to the one in the previous section, with
the exception that now, instead of predicting at the immediate step in the future
(e.g. h = 1) I set the target variable to be further in time. In other words, meth-
ods are identical data split is identical, input data is the same while the target
variable changes.
Therefore, in the following section I show how the overall network error
rises as the prediction horizon is increased to up to two hours. I now refer the
reader to Equation 4.1 on page 95 for the definition of the prediction horizon.
The horizon temporal resolution for t + h where h = 1 was initially 5 minutes
for PeMS and 15 minutes for VicRoads which correspond to the temporal reso-
lution of the dataset.
Instead of predicting the volume of traffic at t + 1 (for all series) I instead
train and subsequently evaluate the prediction error at horizons for up to two
hours. For PeMS, which has a resolution of 5 minutes per observation I plot
the error for eight 5-minute distanced horizons and then add 15-minute hori-
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zons up to two hours (I skip a few horizons) – this is visible in Figure 4.12a.
For VicRoads the resolution is 15 minutes thus I only plot 8 forecasts to reach
the two hour goal (Figure 4.12b). Therefore, to evaluate all horizons for up
to two hours I require to fit h ∈ {1, 2, . . . , 8} models for VicRoads and h ∈
{1, 2, . . . , 24} for PeMS. However, for PeMS I skip a few evaluations and take
h ∈ {1, 2, 3, . . . , 8} ∪ {9, 12, . . . , 24}.
Results are displayed in Figure 4.12 where the network-mean RMSE is de-
picted with solid lines and the standard deviation with dotted lines as an indi-
cation of the network-spread of the error. It is evident that it is more challenging
to make predictions further in time, and it can be seen that the error increases
linearly as the prediction horizon is increased.
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Figure 4.12: Behaviour of error when prediction horizon is increased. µ RMSE with
solid lines and spread of µ± σ RMSE with dotted lines. Lower is better, error increases
linearly with the prediction horizon.
From both figures it can be observed that TRU-VAR CNN predicts with the
lowest error even as the forecasting horizon is increased, while the Univariate
CNN (one simple neural network per timeseries) is the worst for both datasets.
As the prediction horizon is moved further ahead in time not only the mean
RMSE increases, but the spread of the error over the network also increases.
For PeMS the error increases by approximately 36% when the horizon is moved
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from five minutes to two hours (for TRU-VAR CNN) while for VicRoads, the
error increases by 97%. This is to be expected for a much larger network, with
a more complex topology, a greater variety of road types and a lower temporal
resolution.
Overall, the error spread appears to be much more stable for PeMS and the
OLS approximators. This is for two reasons: 1) VicRoads has 10 times more sen-
sor stations, which can cause a much larger error spread; 2) for the causal CNN
experiments the neural network was trained using first order gradient methods
which was faster, however less stable than when using Bayesian regularization
as in the previous experiments in Table 4.2.
4.6 Conclusions and future work
In the current chapter I defined necessary properties for large scale network
wide traffic forecasting in the context of growing urban road networks and
(semi)autonomous vehicles. I performed a broad review of the literature and af-
ter drawing conclusions, I discussed data quality, preprocessing and provided
suggestions for defining a topology-designed adjacency matrix (TDAM).
I consequently proposed topology-regularized universal vector autoregres-
sion (TRU-VAR) and showed that causal CNNs are the best performing model
for the current application. I compared the network-wide prediction error of
the univariate and TRU-VAR prediction models over two quantitatively and
qualitatively different datasets. TRU-VAR outperforms the CMSD baseline and
ARIMA in all cases and the regularized univariate models in almost all cases.
For VicRoads, which has high spatial but relatively lower temporal resolution,
TRU-VAR outperformed the univariate method in all cases except for SVR-L1.
For the PeMS dataset, TRU-VAR showed lower error in all cases except for LLS-
L1. From the prediction horizon experiments (Figure 4.12) it can be concluded
that the TRU-VAR causal CNN approximator has the lowest error even when
the forecast horizon is increased up to two hours, for both datasets. Therefore,
very simple CNNs can be used as effective models for multi-task learning for
time-series data.
PeMS was easier to predict and the RMSE is lower than for VicRoads. I
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would like to remind the reader that approximately half of the sensor stations
in the VicRoads dataset can have more than 50% data missing. I did not remove
these from the model. This evidently increases the overall error. At the same
time, the PeMS dataset has higher temporal resolution (5 vs 15 minutes) how-
ever it is much smaller and has 10 times less sensor stations. With continuous
state-space models and accounting for the spatial sparsity (large distance be-
tween sensor stations on highways causes shifts in the signals) the error could
be further decreased.
The TDAM is a key component of the multi-task learning framework system
since it has a great impact on prediction accuracy and should be tailored to the
type of road network using domain knowledge. Therefore, the weak points of
the method also reside in its strengths, namely: the design of the topological
adjacency matrix is very important and is subject to domain knowledge; the
model customization flexibility allows for a large search space of possibilities
which can be overwhelming to fine-tune, if required. When designing the ad-
jacency matrix for the VicRoads dataset, I could have opted to rank the most
correlated connected ones and select the top K ranked ones, in this way hav-
ing an equal number of additional streams for each prediction point. For the
roads without direct connections, this would require computing the distance
to the closest roads based on the euclidean distance and performing a correla-
tion ranking. This could further increase accuracy since for some sensors (for
example highway off ramps) there are no directly connected roads, hence sim-
ple regression is performed. An alternative would have been to select second
order connections for the stations with a low graph node degree, such that of
highway off ramps. I leave this for future work, also aiming to investigate con-
tinuous state space models, multi-metric data and other multi-task learning ar-
chitectures. Moreover, I also aim to show that including temporal features and
adding multi-metric data (such as vehicle-crowdsourced data) can further in-
crease prediction performance.
Finally, I would like to point out that the method can be trained online, with
very simple and efficient CNNs, has a low complexity due to the topological
constraints, is non-static and robust towards changes (data sources or structure)
thus scales well, is efficient and easy to redeploy. Given that the error increases
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linearly within reasonable bounds (Figure 4.12) for up to two hours, the method
may be useful in other contexts and applications other than road traffic, such as
natural disaster prevention (e.g. river flood forecasting), telecommunications
(e.g. antenna load forecasts), networking (e.g. forecasts for routing), finance
to name a few. In general, the method can be applied to any type of dataset
consisting of multivariate timeseries, where the constraints are known a priori
or can be inferred from the data to construct the topology matrix.
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Chapter 5
SynthNet: Learning synthesizers
end-to-end
This chapter is based on the following peer-reviewed publication:
F. Schimbinschi, C. Walder, S.M. Erfani, J. Bailey, “SynthNet: Learning syn-
thesisers end-to-end” under review International Conference on Learning
Representations, (ICLR) 2019.
Learning synthesizers and generating music in the raw audio domain is a
challenging task. I investigate the learned representations of convolutional au-
toregressive generative models. Consequently, I show that mappings between
musical notes and the harmonic style (instrument timbre) can be learned based
on the raw audio music recording and the musical score (in binary piano roll
format). The proposed architecture, SynthNet uses minimal training data (9
minutes), is substantially better in quality and converges 6 times faster than the
baselines. The quality of the generated waveforms (generation accuracy) is suf-
ficiently high that they are almost identical to the ground truth. Therefore, I am
able to directly measure generation error during training, based on the RMSE
of the Constant-Q transform. Mean opinion scores are also provided. I validate
this work using 7 distinct harmonic styles and also provide visualizations and
links to all generated audio.
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5.1 Introduction
WaveNets [170] have revolutionized text to speech by producing realistic hu-
man voices. Even though the generated speech sounds natural, upon a closer
inspection the waveforms are different to genuine recordings. As a natural
progression, I propose a WaveNet derivative called SynthNet which can learn
and render (in a controlled way) the complex harmonics in the audio training
data, to a high level of fidelity. While vision is well established, there is little
understanding over what audio generative models are learning. Towards en-
abling similar progress, I give a few insights into the learned representations of
WaveNets, upon which I build the model.
WaveNets were trained using raw audio waveforms aligned with linguistic
features. The current work takes a similar approach to learning music synthe-
sizers and trains the model based on the raw audio waveforms of entire songs
and their symbolic representation of the melody. This is more challenging than
speech due to the following differences: 1) in musical compositions multiple
notes can be played at the same time, while words are spoken one at a time; 2)
the timbre of a musical instrument is arguably more complex than speech; 3)
semantically, utterances in music can span over a longer time.
[170] showed that WaveNets can generate new piano compositions based
on raw audio. Recently, this work was extended by [43], delivering a higher
consistency in compositional styling. Closer to the current work, [50] describe a
method for learning synthesizers based on individually labelled note-waveforms.
This is a laborious task and is impractical for creating synthesizers from real in-
struments. The currently proposed method bypasses this problem since it can
directly use audio recordings of an artist playing a given song, on the target
instrument.
SynthNet can learn representations of the timbre of a musical instrument
more accurately and efficiently via the dilated blocks through depthwise sep-
arable convolutions. I show that it is enough to condition only the first input
layer, where a joint embedding between notes and the corresponding funda-
mental frequencies is learned. I remove the skip connections and instead add
an additional loss for the conditioning signal. I also use an embedding layer for
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the audio input and use SeLU [94] activations in the final block.
The benchmarks against the WaveNet [170] and DeepVoice [9] architectures
show that the current method trains faster and produces high quality audio.
After training, SynthNet can generate new audio waveforms in the target har-
monic style, based on a given song which was not seen at training time. While
I focus on music, SynthNet can be applied to other domains as well. Convo-
lutional autoregressive generative models have applications in a broad range
of domains with streaming data and have recently seen an increased interest
[66, 16]. Furthermore, the achievements of this work have have a broader im-
plication in adversarial learning for time-series domains since the generated
data (i.e. fake / artificial data) is much closer to the real data.
Contributions are as follows: 1) I show that musical instrument synthe-
sizers can be learned end-to-end based on raw audio and a binary note rep-
resentation, with minimal training data. Multiple instruments can be learned
by a single model. 2) I give insights into the representations learned by di-
lated causal convolutional blocks and consequently propose SynthNet, which
provides substantial improvements in quality and training time compared to
previous work. Indeed, I demonstrate (Figure 5.8) that the generated audio is
practically identical to the ground truth. 3) The benchmarks against existing ar-
chitectures contains an extensive set of experiments spanning over three sets of
hyperparameters, where I control for receptive field size. I show that the RMSE
of the Constant-Q Transform (RMSE-CQT) is highly correlated with the mean
opinion score (MOS). 4) I find that reducing quantization error via dithering is a
critical preprocessing step towards generating the correct melody and learning
the correct pitch to fundamental frequency mapping.
5.2 Related work
In music, style can be defined as the holistic combination of the melodic, rhyth-
mic and harmonic components of a particular piece. The delay and sustain
variation between notes determines the rhythmic style. The latter can vary over
genres (e.g. Jazz vs Classical) or composers. Timbre or harmonic style can be
defined as the short term (attack) and steady state (sustained frequency dis-
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tribution) acoustical properties of a musical instrument [150]. The focus is on
learning the harmonic style, while controlling the (given) melodic content and
avoiding any rhythmic variations.
The research on content creation is plentiful. For an in depth survey of
deep learning methods for music generation I point the reader to the work of
[20]. Generative autoregressive models were used in [170, 119] to generate new
random content with similar harmonics and stylistic variations in melody and
rhythm. Recently, the work of [170] was extended by [43] where the quality is
improved and the artificial piano compositions are more realistic. I have found
piano to be one of the easier instruments to learn. [48] introduce WaveGANs
for generating music with rhythmic and melodic variations.
Closer to the current work, [50] propose WaveNet Autoencoders for learn-
ing and merging the harmonic properties of instrument synthesizers. The major
difference with this work is that I was able to learn harmonic styles from entire
songs (a mapped sequence of notes to the corresponding waveform), while their
method requires individually labelled notes (NSynth dataset). With my method
the overhead of learning a new instrument is greatly reduced. Moreover, Syn-
thNet requires minimal data and does not use note velocity information.
Based on the architecture proposed by [50], and taking a domain adapta-
tion approach, [126] condition the generation process based on raw audio. An
encoder is used to learn note mappings from a source audio timbre to a target
audio timbre. The approach can be more error prone than ours, since it implies
the intermediary step of correctly decoding the right notes from raw audio. This
can significantly decrease the generation quality. Interestingly, [126] play sym-
phonic orchestras from a single instrument audio. However, there is no control
over which instrument plays what. Conversely, I use individual scores for each
instrument, which gives the user more control. This is how artists usually com-
pose music.
5.3 End-to-end synthesizer learning
[170] and [9] have shown that generative convolutional networks are effective
at learning human voice from raw audio. This has advanced the state of the art
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in text to speech (TTS). Here, I further explore the possibilities of these architec-
tures by benchmarking them in the creative domain – learning music synthe-
sizers. There are considerable differences between the human voice and mu-
sical instruments. Firstly, the harmonic complexity of musical instruments is
higher than the human voice. Second, even for single instrument music, multi-
ple notes can be played at the same time. This is not true for speech, where only
one sound utterance is produced at a time. Lastly, the melodic and rhythmic
components in a musical piece span a larger temporal context than a series of
phonemes as part of speech. Therefore, the music domain is much more chal-
lenging.
5.3.1 Baseline architectures
The starting point is the model proposed by [170] with the subsequent refine-
ments in [9]. I refer the reader to the these articles for further details. The
data consists of triplets {(x1, y1, z1), . . . , (xN, yN, zS)} over N songs and S styles,
where xi is the 256-valued encoded waveform, yi is the 128-valued binary en-
coded MIDI and zs ∈ {1, 2, . . . , S} is the one-hot encoded style label. Each
audio sample xt is conditioned on the audio samples at all previous time steps
x<t = {xt−1, xt−2, . . . , x1}, all previous binary MIDI samples and the global
conditioning vector. The joint probability of a waveform x = {x1, . . . , xT} is
factorized as follows:
p(x | y, z) =
T
∏
t=1
p(xt | x<t, y<t, z). (5.1)
The hidden state before the residual connection in dilation block ` is
h` = τ
(
W `f ∗ x`−1 + V `f ∗ y`−1 +U`f · z
)
 σ
(
W `g ∗ x`−1 + V `g ∗ y`−1 +U`g · z
)
,
(5.2)
while the output of every dilation block, after the residual connection is
x` = x`−1 +W `r · h`, (5.3)
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where τ and σ are respectively the tanh and sigmoid activation functions, ` is
the layer index, f indicates the filter weights, g the gate weights, r the residual
weights and W , V and U are the learned parameters for the main, local condi-
tioning and global conditioning signals respectively. The f and g convolutions
are computed in parallel as a single operation [9]. All convolutions have a filter
width of F. The convolutions with W ` and V ` are dilated.
To locally condition the audio signal, [170] first upsample the y time series
to the same resolution as the audio signal (obtaining y`) using a transposed con-
volutional network, while [9] use a bidirectional RNN. In this case, the binary
midi vector already has the same resolution.
I use an initial causal convolution layer (Equation 5.4) that only projects the
dimensionality of the signal from 128 channels to the number of residual chan-
nels. The first input layers are causal convolutions with parameters W0 and V0
for the waveform and respectively the piano roll:
y` = V0 ∗ y, ∀` (5.4)
x0 =W0 ∗ x. (5.5)
All other architecture details are kept identical to the ones presented in [170]
and [9] as best as I could determine. The differences between the two architec-
tures and SynthNet are summarized in Table 5.1. I compare the performance
and quality of these two baselines against SynthNet initially in Table 5.3 over
three sets of hyperparameters (Table 5.2). For the best resulting models I per-
form MOS listening tests, shown in Table 5.5. Preliminary results for global
conditioning experiments are also provided in Table 5.4.
Table 5.1: Differences between the two baseline architectures and SynthNet.
Input Dilated conv Skip Final block
Channels Type Activation Separable Connection 1x1 Conv Activation
WaveNet 1 Scalar Conv None No Yes No ReLU
DeepVoice 256 1-hot Conv Tanh No Yes Yes ReLU
SynthNet 1 Scalar Embed Tanh Yes No No SeLU
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5.3.2 Gram matrix projections
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Figure 5.1: Gram matrix projection from Eq. 5.3 Layers in colour, shapes are styles
(timbre).
I perform a set of initial experiments to gain more insight towards the learned
representations. I use Gram matrices to extract statistics since these have been
previously used for artistic style transfer [56]. After training, the validation
data is fed through five locally conditioned networks, each trained with a dis-
tinct harmonic style. The data has identical melodic content but has different
harmonic content (i.e. same song, different instruments). The Gram matrices are
extracted from the outputs of each dilated block (Equation 5.3) for each network
- timbre.
These are flattened and projected onto 2D, simultaneously over all layers
and styles via T-SNE [116]. The results presented in Figure 5.1 show that the
extracted statistics separate further as the layer index increases. A broad inter-
pretation is that the initial layers extract low-level generic audio features, these
being common to all waveforms. However, since this is a controlled experiment,
I can be more specific. The timbre of a musical instrument is characterized by a
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specific set of resonating frequencies on top of the fundamental frequency (pure
sine wave). Typically one identifies individual notes based on their fundamen-
tal, or lowest prominent frequency. These depend on the physics of the musical
instrument and effects generated, for example, by the environment. Since the
sequence of notes is identical and the harmonic styles differ, I conjectured that
Figure 5.1 could imply a frequency-layer correspondence. While the latter state-
ment might be loose, the lower layers’ statistics are nevertheless much closer
due the increased similarity with the fundamental frequency.
5.3.3 SynthNet architecture
Figure 5.1 provides indicative results from many experiments. Additional Gram
matrix projections are provided in Figure 5.10. I hypothesize that the skip con-
nections are superfluous and the conditioning of the first input layer should
suffice to drive the melodic component. I also hypothesize that the first au-
dio input layer learns an embedding corresponding to the fundamental pitches.
Then, I aim to learn mapping from the symbolic representation (binary midi
code) to the pitch embeddings (Equation 5.8). Therefore, in SynthNet there are
no parameters learned in each dilation block for local conditioning and the hid-
den activation with global conditioning (omitted in Figure 5.2) becomes
h` = τ
(
W`f ∗ x`−1 +U`f · z
)
 σ
(
W`g ∗ x`−1 +U`g · z
)
. (5.6)
The input to the dilated blocks is the sum of the embedding codes and the
autoencoder latent codes:
yh = τ(V0 · y) (5.7)
x0 = τ(W0 · x) + τ(Vh · yh) (5.8)
yˆ = Vout · τ(Vh · yh). (5.9)
As it can be seen in Figure 5.2 there are no skip connections and Equation 5.4
no longer applies. I also found that using SeLU activations [94] in the last layers
improves generation stability and quality. Other normalization strategies could
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tanh+
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Figure 5.2: SynthNet (also see Table 5.1) with a multi-label cross-entropy loss for binary
midi.
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have been used, I found SeLU to work well. In addition, I further increase spar-
sity by changing the dilated convolution in Equation 5.6 with a dilated depth-
wise separable convolution. Separable convolutions perform a channel-wise
spatial convolution that is followed by a 1× 1 convolution. In this case each
input channel is convolved with its own set of filters. Depthwise separable con-
volutions have been successfully used in mobile and embedded applications
[75] and in the Xception architecture [33]. As I show in Table 5.4 and Table 5.5,
the parsimonious approach works very well since it reduces the complexity of
the architecture and speeds up training.
In training, SynthNet models the midi data y in an auto-regressive fashion
which is similar to the way audio data is modelled, but with a simplified archi-
tecture (see Figure 5.2). In principle, this allows the model to jointly generate
both audio and midi. In practice, the midi part of the model is too simple to
generate interesting results in this way. Nonetheless, I found it beneficial to
retain the midi loss term during training, which it turns out, tends to act as a
useful regularizer — I conjecture by forcing basic midi features to be extracted.
In summary, in contrast with Equation 5.1 I optimize the joint log p(x, y | z), so
that
L = − 1
N
N
∑
i=1
[|x|=256
∑
j=1
xij log xˆ
i
j +
|y|=128
∑
j=1
(
yij log yˆ
i
j + (1− yij) log(1− yˆij)
)]
.
5.4 Experiments
I compare exact replicas of the architectures described in [170, 9] with the pro-
posed architecture SynthNet. I train the networks to learn the harmonic audio
style (here instrument timbre) using raw audio waveforms. The network is con-
ditioned locally with a 128 binary vector indicating note on-off, extracted from
the midi files. The latter describes the melodic content. For the purpose of val-
idating the hypothesis, I decided to eliminate extra possible sources of error
and manually upsampled the midi files using linear interpolation. For the re-
sults in Table 5.4 the network is also conditioned globally with a one-hot vector
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which designates the style (instrument) identity. Hence, multiple instrument
synthesizers are learned in a single model. For the hyperparameter search ex-
periments (Table 5.3) and the final MOS results (Table 5.5) I train one network
for each style, since it is faster.
I use the Adam [90] optimization algorithm with a batch size of 1, a learning
rate of 10−3, β1 = 0.9, β2 = 0.999 and ε = 10−8 with a weight decay of 10−5.
I find that for most instruments 100-150 epochs is enough for generating high
quality audio, however I keep training up to 200 epochs to observe any unex-
pected behaviour or overfitting. All networks are trained on Tesla P100-SXM2
GPUs with 16GB of memory.
5.4.1 Audio and midi preprocessing
Audio is usually digitally encoded and distributed at 16 bits with a sampling
rate of 44.1KHz where a continuous analog waveform is recorded as a succes-
sion of discrete amplitude values. The range of the amplitude values represents
the bit depth.
The sampling rate (Figure 5.3) determines how many samples are stored in
one second of audio recording and can also be thought of as the granularity of
the data. The higher the sampling rate, the higher the frequencies that can be
recorded accurately. Here, the audio sampling rate is reduced from 44.1KHz to
16KHz (16000 samples a second) which leads to satisfactory audio quality, even
though some of the higher frequencies are not going to be reproduced well.
Bit depth determines the dynamic range of the audio signal which is 96 dB
for 16-bit audio. In the studio, audio recordings are usually made at 24-bit
which has a range of 144 dB - however current digital audio converter tech-
nology is not close to the upper limit. After mastering, the audio is usually
quantized to 16-bit for commercial purposes. It is often the case that the audio
is dithered before the quantization process is performed, in order to reduce the
quantization error.
The concept of dithering is perhaps best exemplified with images. In Fig-
ure 5.4 the number of possible values for one pixel is reduced from 8 bit (28) in
the left image, to 1 bit in the image on the right by truncating. Noise at the 50%
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Figure 5.3: A signal (dotted line) can be approximated using a lower (left) or higher
(right) quantization. Here, the sampling rate (horizontal) is the same in both cases.
grey level is added before reducing the bit depth. This captures the information
in the original image at a lower detail, with relative grey levels kept. This statis-
tically explains the original image since the 15% grey areas have a 15% chance
of being black. The process of dithering for audio is exemplified in Figure 5.5.
Figure 5.4: An 8 bit image is quantized to 1 bit. The process involves first adding noise,
before reducing the precision in every pixel. This statistically captures the information
in the signal, however at a lower detail fidelity.
In the current work, the audio is quantized using µ-Law companding and
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subsequently encoded to a one-hot 256 valued vector. µ-Law companding only
changes the bit depth of the audio from 216 = 65536 to 28 = 256 which makes
training possible using the cross-entropy loss, where the values are further one-
hot encoded into a vector. The inputs can still be scalar (but discretized) or a
one-hot vector.
Figure 5.5: An abrupt quantization of an audio signal produces correlated noise pat-
terns (green - right). Dithering implies adding noise (red signal) before the signal is
quantized in order to mask the noise. In more advanced cases a noise shaping filter
(blue) can be used.
Midi to piano roll A midi file encodes the time duration, initial velocity and
pitch of a note. Here, for training, only the pitch information is kept which
reduces the midi to a piano roll (Figure 5.6) - which is defined by y. At one
particular frame, one or more notes can be on - the values in the vector for one
frame are not mutually exclusive.
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Figure 5.6: A vintage piano roll used to describe note on-off times.
5.4.2 Synthetic registered audio
The dataset is generated using the freely available Timidity++1 software synthe-
sizer. For training parts 2 to 6 from Bach’s Cello Suite No. 1 in G major (BWV
1007) are selected. I found that this was enough to learn the mapping from midi
to audio and to capture the harmonic properties of the musical instruments.
From this suite, the Prelude (since it is most commonly known) is not seen dur-
ing training and is used for measuring the validation loss and for conditioning
the generated audio. The rest of the pieces (5) are used for training.
After synthesizing the audio, there are approximately 12 minutes of audio
for each harmonic style, out of which 9 minutes (75%) training data and 3 min-
utes (25%) of validation data. I experiment with S = 7 harmonic styles which
were selected to be as different as possible. Each style corresponds to a spe-
cific preset from the ‘Fluid-R3-GM’ sound font. These are (preset number - in-
strument): S01 - Bright Yamaha Grand, S09 - Glockenspiel, S24 - Nylon String
Guitar, S42 - Cello, S56 - Trumpet, S75 - Pan Flute and S80 - Square Lead.
For training, the single channel waveforms are sampled at 16kHz and the
bit-depth is reduced to 8 bit via mu-law encoding. Before reducing the audio
1 http://timidity.sourceforge.net/
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bit depth, the waveforms are dithered using a triangular noise distribution with
limits (−0.009, 0.009) and mode 0, which reduces perceptual noise but more
importantly keeps the quantization noise out of the signal frequencies. I have
found this critical for the learning process.
Without dithering there are melodic discontinuities and clipping errors in
the generated waveforms. The latter errors are most likely due to notes getting
mapped to the wrong set of frequencies (artefacts appear due to the quantiza-
tion error). From all harmonic styles, the added white noise due to dithering is
most noticeable for Glockenspiel, Cello and Pan Flute. The midi is upsampled
to 16kHz to match the audio sampling rate via linear interpolation. Each frame
contains a 128 valued vector which designates note on-off times for each note
(piano roll).
5.4.3 Measuring audio generation quality
Quantifying the performance of generative models is not a trivial task. Similarly
to [170, 9] I have found that once the training and validation losses go beyond
a certain lower threshold, the quality improves. However, the losses are only
informative towards convergence and overfitting (Figure 5.7) - they are not sen-
sitive enough to accurately quantify the quality of the generated audio. This is
critical for ablation studies where precision is important. [168] argue that gen-
erative models should be evaluated directly. Then, the first option is the mean
opinion score (MOS) via direct listening tests. This can be impractical, slowing
down the hyperparameter selection procedure. MOS ratings for the best found
models are given in Table 5.5.
Instead, I propose to measure the root mean squared error (RMSE) of the
Constant-Q Transform (RMSE-CQT) between the generated audio and the ground
truth waveform (Figure 5.7, lower plots). Similarly to the Fourier transform, the
CQT [21] is built on a bank of filters, however unlike the former it has geomet-
rically spaced center frequencies that correspond to musical notes.
Other metrics were evaluated as well however only the RMSE-CQT was
correlated with the quality of the generated audio. This (subjective) observa-
tion was initially made by listening to the audio samples and by comparing the
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Figure 5.7: Seven networks are trained, each with a different harmonic style. Top,
losses: training (left) validation (right). Bottom, RMSE-CQT: DeepVoice (left [Tbl. 5.3,
col. 6]) and SynthNet (right [Tbl. 5.3, col. 8]). DeepVoice overfits for Glockenspiel (top
right, dotted line). Convergence rate is measured via the RMSE-CQT, not the losses.
The capacity of DeepVoice is larger, so the losses are steeper.
SynthNet: Constant-Q Power
SynthNet: RMSE-CQT 8.11
DeepVoice: Constant-Q Power
DeepVoice: RMSE-CQT 15.92
Ground Truth: Constant-Q Power
Ground Truth: Harmonic (blue) Percussive (red)
Figure 5.8: Left: 1 second of ground truth audio of Bach’s BWV1007 Prelude, played
with FluidSynth preset 56 Trumpet. Center: SynthNet high quality generated. Right:
DeepVoice low quality generated showing delay. Further comparisons over other in-
strument presets are provided in Figure 5.9. I encourage the readers to listen to the
samples here: http://bit.ly/synthnet_appendix_a
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plots of the audio waveforms (Figure 5.8). Roughly speaking, as I also show
in Figure 5.8 (top captions) and Figure 5.7 (lower plots), I find that a RMSE-
CQT value below 10 corresponds to a generated sample of reasonable quality.
The RMSE-CQT also penalizes temporal delays (Figure 5.8 - right) and is also
correlated with the MOS (Table 5.3 and Table 5.5).
I generate every 20 epochs during training and compute the RMSE-CQT to
check generation quality. Indeed, Figure 5.7 shows that the generated signals
match the target audio better as the training progresses, while the losses flatten.
However, occasionally the generated signals are shifted or the melody is slightly
inaccurate - the wrong note is played (Figure 5.8 - right). This is not necessar-
ily only a function of the network weight state since the generation process is
stochastic. I set a fixed random seed at generation time, thus I only observe
changes in the generated signal due to weight changes. To quantify error for
one model, the RMSE-CQT is averaged over all epochs.
5.4.4 Hyperparameter selection
There are many possible configurations when it comes to the filter width F, the
number of blocks B, and the maximum dilation rate R. The dilation rates per
each block are: {20, 21, . . . , 2R−1}. In addition there is the choice of the number
of residual and skip channels. For speech [9] use 64 residual channels and 256
skip channels, [50] use 512 residual channels and 256 skip channels, while [126]
use 512 for both. These methods have receptive field ∆ < 1. Since the latter two
works are also focused on music, I use 512 channels for both the residual and
skip convolutions and set the final two convolutions to 512 and 384 channels
respectively.
I hypothesize that it is better to maximize the receptive field ∆ while min-
imizing the number of layers. Therefore, in the first experiments (Table 5.3) I
limit the receptive field to 1 second and vary the other parameters according
to Table 5.2. I have observed that the networks train faster and the quality is
better when the length of the audio slice is maximized within GPU memory
constraints.
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Table 5.2: Three setups for filter, dilation and number of blocks resulting in a similar
receptive field.
Filter width F Num blocks B Max dilation R Receptive field ∆
L24 3 2 12 1.0239 sec
L26 2 2 13 1.0240 sec
L48 2 4 12 1.0238 sec
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It can be seen in Table 5.3 that SynthNet outperforms both baselines. Some
instruments are more difficult to learn than others (also see Figure 5.7). This is
also observable from listening to and visualizing the generated data (available
here http://bit.ly/synthnet_table3).
The lowest errors for the first four instruments are observed for SynthNet
L48 while the last three are lowest for SynthNet L24 (Table 5.3 slanted). This
could be due to either an increased granularity over the frequency spectrum,
provided by the extra layers of the L48 model or a better overlap. The best
overall configuration is SynthNet L24. For DeepVoice and WaveNet, both L24
and L48 have more parameters (Table 5.3, second last row) and are slower to
train, even though all setups have the same number of hidden channels (512)
over both baseline architectures. This is because of the skip connections and
associated convolutions.
Global conditioning I benchmark only DeepVoice L26 against SynthNet
L24, with the difference that one model is trained to learn all 7 harmonic styles
simultaneously (Table 5.4). This slows down training considerably. The errors
are higher as opposed to learning one model per instrument, however SynthNet
has the lowest error. I believe that increasing the number of residual channels
would have resulted in lower error for both algorithms. I plan to explore this in
future work.
Table 5.4: RMSE-CQT Mean and 95% CIs. All networks learn 7 harmonic styles simul-
taneously.
Experiment Piano Glockenspiel Guitar Cello Trumpet Flute Square All Time
DeepVoice L26 14.01±1.41 19.68±3.29 16.10±1.60 13.80±2.11 18.68±2.04 15.40±3.22 15.64±1.76 16.19±0.91 12d3h
SynthNet L26 9.37±0.71 15.12±3.39 11.88±0.95 11.66±2.35 13.98±1.70 12.01±1.36 10.90±1.17 12.13±0.74 5d23h
5.4.5 MOS listening tests
Given the results from Table 5.3, I benchmark the best performing setups: WaveNet
L26, DeepVoice L26 and SynthNet L24. For these experiments, I generate sam-
ples from multiple songs using the converged models from all instruments. I
generate 5 seconds of audio from Bach’s Cello suites not seen during training,
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namely Part 1 of Suite No. 1 in G major (BWV 1007), Part 1 of Suite No. 2 in D
minor (BWV 1008) and Part 1 of Suite No. 3 in C major (BWV 1009) which cover
a broad range of notes and rhythm variations.
Table 5.5 shows that the samples generated by SynthNet are rated to be al-
most twice as better than the baselines, over all harmonic styles. By listening to
the samples (http://bit.ly/synthnet_mostest), one can observe that Piano is
the best overall learned model, while the baseline algorithms have trouble play-
ing the correct melody over longer time spans for other styles. I would also like
to remind the reader that all networks have been trained with only 9 minutes of
data.
Table 5.5: Listening MOS and 95% CIs. 5 seconds of audio are generated from 3 musical
pieces (Bach‘s BWV 1007, 1008 and 1009), over 7 instruments for the best found models.
Subjects are asked to listen to the ground truth reference, then rate samples from all 3
algorithms simultaneously. 20 ratings are collected for each file. Audio and plots here:
http://bit.ly/synthnet_mostest
Experiment Piano Glockenspiel Guitar Cello Trumpet Flute Square All
WaveNet L26 2.22±0.25 2.48±0.23 2.18±0.25 2.37±0.28 2.18±0.29 2.37±0.22 2.30±0.09 2.30±0.10
DeepVoice L26 2.55±0.32 1.85±0.23 2.30±0.39 2.62±0.27 2.28±0.32 2.20±0.25 1.87±0.03 2.24±0.11
SynthNet L24 4.75±0.14 4.45±0.17 4.30±0.19 4.50±0.15 4.25±0.18 4.15±0.21 4.10±0.16 4.36±0.07
5.5 Discussion
In the current chapter I gave some insights into the learned representations of
generative convolutional models. I tested the hypothesis that the first causal
layer learns fundamental frequencies. I validated this empirically, arriving at
the SynthNet architecture which converges faster and produces higher quality
audio.
The method is able to simultaneously learn the characteristic harmonics of
a musical instrument (timbre) and a joint embedding between notes and the
corresponding fundamental frequencies. While I focus on music, I believe that
SynthNet can also be successfully used for other time series problems. I plan to
investigate this in future work.
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Ground Truth SynthNet DeepVoice
Figure 5.9: Audio samples and visualizations here: http://bit.ly/synthnet_
appendix_a
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Figure 5.10: Gram matrices extracted during training, every 20 epochs. Top left: ex-
tracted from Equation 5.3. Top right: extracted from Equation 5.2. Bottom left: ex-
tracted from the filter part of Equation 5.2. Bottom right: extracted from the gate part
of Equation 5.2.
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Chapter 6
Conclusions
This chapter summarises the contributions of this thesis and subsequently sug-
gests possible further research avenues.
6.1 Summary of contributions
The rise of IoT fuels the need for robust, versatile and efficient algorithms for
time series applications. This thesis is focused on causal CNNs for prediction
(modelled as both classification and regression) for MTL in ST problems and for
generative autoregressive models.
In Chapter 3 causal CNNs are benchmarked against other methods for MTL
as a peak traffic forecasting problem (imbalanced classification) and shows that
it is beneficial to leverage old data and also information from neighbouring
sensors. The experiments show that increasing the receptive field (past tem-
poral context) is beneficial and the performance gains reach a plateau where the
performance gains are not justified by the increased computational load. Fur-
thermore, discarding old data does not increase accuracy which suggests that
the volume and variance of data is important. This chapter also shows that
in some cases where specific temporal sub problems (i.e. weekdays only) are
sought, the accuracy can be further increased. One major inconvenience with
such problems is picking the threshold for peak traffic classification. This pa-
rameter should be adapted dynamically according to the task and the time of
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the day. The thresholding procedure introduces more problems than it solves,
which is why the next chapter models the problem as regression.
Chapter 4 introduces the TRU-VAR framework that applies causal CNNs
to MTL problems in the context of spatio-temporal data, for continuous val-
ued outputs. In the context of IoT, deployability, performance and flexibility,
this chapter also proposes some properties for large scale network wide traf-
fic forecasting. It also provides a broad review of the literature. Data quality,
ingress and preprocessing is also discussed and alternatives for defining the
task relationship matrix (TDAM). TRU-VAR is proposed and the overall error
for the entire 1000+ tasks is compared against pure univariate methods over
two quantitatively and qualitatively different datasets. TRU-VAR with Causal
CNNs outperform all other state of the art methods and the baselines. Fur-
thermore, when the prediction horizon is moved aheadn further in time (i.e.
problem is more difficult) the TRU-VAR causal CNN had the lowest error, even
when the forecast horizon is increased up to two hours, for both datasets. This
shows that causal CNNs are effective in multi-task learning applications with
spatio-temporal data. The method can be trained online, with efficient CNNs,
has a low complexity, is non-static and robust towards changes (data sources or
structure) thus scales well, is efficient and easy to redeploy. Given that the error
increases linearly within reasonable bounds (Figure 4.12) for up to two hours,
the same method can be applied to other problems, such as natural disaster
prevention (e.g. river flood forecasting), telecommunications (e.g. antenna load
forecasts), networking (e.g. forecasts for routing), finance to name a few. In gen-
eral, the method can be applied to any type of dataset consisting of multivariate
timeseries, where the constraints are known a priori or can be inferred from the
data to construct the topology matrix as shown in section 2.2.
Chapter 5 introduces a new generative model - SynthNet - which is more ac-
curate and faster than the baselines, as demonstrated for 7 instrument timbres.
This is demonstrated with subjective listening tests as well as a quantitative
measurment, the RMSE-CQT. Furthermore, this is the first time that a synthe-
sizer (or vocoder for voice) is learned directly from aligned music, based on
aligned piano roll data with raw waveforms. Previous work required the care-
fully annotated individual notes for each note and velocity, which is unpractical
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for real instruments. This chapter also provides a hypothesis for what autore-
gressive generative CNN models learn and gives some insights into the learned
representations of generative convolutional models. The method is able to si-
multaneously learn the characteristic harmonics of a musical instrument (tim-
bre) and a joint embedding between notes and the corresponding fundamental
frequencies. While this work is focused on music, the applications of this algo-
rithm is not limited to audio or music.
6.2 Thesis limitations and future work
A few limitations strictly applied to the MTL problems is that here data from
only one domain (traffic sensors) is used during training and forecasting. In
actual deployment of these models, data from multiple sources such as moving
sensors (people’s phones), weather information, calendar events and so on can
be used in order to improve the prediction accuracy.
In addition, the topological adjacency matrix (TDAM) is based on only the
first order degree road connections. Evidently, I could have also opted to select
higher order degrees e.g. G2(i), for designing the TDAM. It would be interest-
ing to observe the effects in urban settings since the number of such neighbours
can increase exponentially as the degree increases. However, the matrix could
be heuristically adapted according to the number of first order connections, in
the case of highways where the degree of a node can be low. This rule of not hav-
ing the same degree for each node has not been explored in the current work.
Another extension of this work is learning the task relatedness matrix for
regularization in the MTL context. While a good starting candidate for such a
regularizer is given in section 2.2, this is not tested on either of the datasets. It
would be interesting to observe the effects of such regularization strategies for
both one large MTL task as well as several smaller MTL tasks. The VicRoads
dataset is an ideal candidate to study this problem since the topology of the
roads is already known. Then, since the ground truth is known the question
arises whether the structure of the task relatedness can be properly learned from
the data and given the ground truth, this can also be verified.
Another avenue not explored in this thesis is knowledge distillation for MTL
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problems and the effect of regularization in this context. Knowledge distillation
is an indirect approach where a trained large model or an ensemble is used to
supervise the training of a smaller model. It is usually the case that the smaller
models achieve comparative performance to the original models. This is espe-
cially useful for embedded low power computing.
SynthNet can be applied to forecasting as well and is most suitable for high
granularity data (even milliseconds if available), although this is not demon-
strated in this thesis. SynthNet would also be a perfect candidate for multiple
domain data, since it naturally allows the prediction to be conditioned on addi-
tional information.
Although not demonstrated, SynthNet can be used to generate artificial /
fake / adversarial data. While the utility of this is not obvious for traffic data,
it may be more evident for computer networks. There, artificial data can be
created to defend by spoofing against Denial of Service (DoS) attacks. The latter
need to be timed at high network loads and at specific nodes in order to bring
networks down. Even fake nodes could be generated as part of the network, in
order to attract the attention of attackers. In the anti-virus world this concept
is called HoneyPot - where some systems that are not used in production are
deliberately weakened to attract malicious software. This allows the defenders
to monitor the network and prepare for any attacks.
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