Introduction
Multivariate control charts such as Hotelling T 2 are often used for a process of multiple quality characteristics. The look of a multivariate control chart often mimics that of a univariate control chart such as ̅ chart consisting of three horizontal lines enclosing dots connected by straight line segments. Unlike a univariate process, an out-of-control point on a multivariate control chart does not reveal which quality characteristics contribute to the problem without further analysis. A visualization tool is needed for users to make diagnostic related decisions such as when the out-of-control conditions start to take place as well as which quality characteristics are responsible. Although multiple univariate control charts, one for each quality characteristic, can be implemented as additional visual aids, this approach does not work when the number of quality characteristics is large. Not only is it difficult to control the overall type I error but scanning many univariate control charts simultaneously won't provide effective visual aid.
Many high-dimensional data visualization techniques have been developed to explore or to present datasets with multiple dimensions. Chen et al. (2008) summarized five tools visualizing highdimensional datasets, they are the mosaic plots, scatter plot matrix, parallel coordinate plot, trellis displays, and star glyphs. The Mosaic Plots, proposed by Hartigan and Kleiner (1984) , provide contingency tables used to display the relationship among two or more categorical variables. Mosaic plots consist of groups of rectangles whose sizes are corresponding to values in contingency tables. Users can interpret the mosaic plot by looking at its sizes and the positions of the rectangles. Figure (a) shows an example of the mosaic plot for a 2009 automobile dataset (collected from Automotive.com http://www.automotive.com/index.html). The mosaic plot displays the number of cars by country and 2 prices under the aspects of horse power (hp) and miles per gallon (mpg). Although the mosaic plot is a well-known visualization tool to multivariate datasets, it can only cope with categorical datasets, meaning that data has to be put into categories. It is difficult to apply a mosaic-plot approach to monitor a statistic process when quality characteristics are quantitative. In the car example, horse power is categorized into two classes -0-350 and 350-850. In addition, a mosaic plot can only handle a small number of factors, e.g. four factors are considered in the car example in Figure (a) . A mosaic plot will not be able to handle problems with much larger number of factors.
A Scatter Plot Matrix is another visualization tool to view all the pair-wise scatter plots into a matrix. Each scatter diagram displays the relationship between any two-variable pairs. The scatter plot matrix can be potentially used for process monitoring. Figure (b) displays an example of scatter plot for a three-dimensional dataset. The dataset was generated from the multivariate normal distribution with one-step mean shifted, i.e. µ= (5, 10, 20) change to µ= (7, 12, 22) and ∑=[ ], where µ is a vector of mean and ∑ is a variance-covariance matrix. Examining Figure 1 (b), users can easily identify that var1 and var3 are corrected, but it is very difficult to distinguish there is a mean shift by looking at this plot. Montgomery (2008) gave an example of using principal component analysis and scatter plot with 95% confidence ellipse to show out-of-control points. Although the scatter plot matrix is a good visualization tool to display the pair-wise relationships in a snap shot, it has some limitations. First, a scatter plot presents all data points in a snapshot. Users only can see some points plot outside an ellipse but the time sequence of the plotting points is lost. Second, a scatter plot cannot handle hyper-dimensional data, such as a 50-dimensional or 100-dimensional data set. In fact, 20 dimensions will post a challenge for pair-wise displays. There will be 20 x 20 boxes needed to be displayed simultaneously. The third multivariate visualization tool is the Parallel Coordinate Plot. A parallel coordinate plot contains coordinate axes (vertical or horizontal) in parallel that can accommodate many variables at a time in the same plant. The number of parallel axes is corresponding to the number of variables. For each parallel axes, the bottom of line is the minimum value of the variable, while the maximum value of the variable is at the end of the line. A particular observation is represented by a line that connects the 3  4  5  6  7  8  9  19  20  21  22  23  24 25   19 20 21 22 23 24 25 var 3
(a) (b) 3 vertical line at the specific height, which is the proportion of value of the observation to length of vertical line. Figure (a) is a simple example of the parallel coordinate plot. The dataset consists of a three-dimensional data with five observations generated from the multivariate normal distribution. Although a parallel coordinate plot can handle high-dimensional data, too many observations on the same plot tends to lose its effectiveness. As shown in Figure (b) , it is difficult to make out the changes made on an individual response among 100 observations with 20 dimensions each. Therefore, it is hard to tell if any out-of-control signal occurs. Although there were many techniques to visualize the multivariate data about its quantities or relationship, it is difficult to apply these techniques to visualize data for the purpose of statistical process control for multivariate processes. On the other hand, multivariate control charts based on Hotelling's T 2 statistic (Jackson, 1985) , MCUSUM (Woodall and Ncube, 1985; Crosier, 1988; Pignatiello and Runger, 1990) , MEWMA (Lowry, et al., 1992) cannot effectively indicate which variable(s) contribute to an out-of-control signal.
Hawkins (1991) proposed a procedure called regression adjustment. Essentially, the regression adjustment is a set of univariate control charts of the residuals from the regression of each variable on all others. He further used regression adjustment to each variable to analyze out-of-control-caused variables. Since each variable contains at least one chart, it needs a large number of charts as many as the number of variables for high-dimensional datasets. Another method that indicates variables which caused out-of-control is based on decomposition of the Hotelling's T 2 statistic. Mason, Tracy and Young (1995) Although these methods introduced above can help diagnose which variables contribute to an out-of-control signal, they do not offer the information where or when the responsible variables went out of control. The reason is that decomposition is applied on the latest point that causes out-of-control signal. In this study, we introduce a novel technique that combines CUSUM control charts and glyphs to provide a visualization decision support tool to indicate when and which variable(s) are out of control. As shown in Figure and 4 in the background section, a trellis displays and star glyphs are very effective visualization tool for multivariate datasets. Features of these visualization approaches are applied to the proposed method in this study.
The rest of this paper is organized as follows. Section 2 introduces backgrounds of the trellis displays and star glyphs as well as the standardized two-side CUSUM and the multivariate CUSUM. Section 3 is the proposed method using marginal CUSUM Glyphs followed by the experimental design of the proposed simulation study. Next, the computational results of simulations are showing in section 4. Section 5 consists of conclusions and future studies.
Background
This section summarizes the trellis displays and star glyphs. In addition, the multivariate control charts adopted in the proposed visualization tool are also introduced in this section. Although both Exponential Weighted Moving Average (EWMA) and Cumulative Sum (CUSUM) control charts are effective detection and diagnosis tools for univariate processes, Hawkins (1993) stated that the CUSUM chart is a little better. In addition, Lowry et al. (1992) and Lowry and Montgomery (1995) both concluded that the multivariate EWMA can be as good as a multivariate CUSUM chart to detect small mean shifts. Thus, the proposed method will adopt two CUSUM charts: standardized two-side CUSUM (SD2CUSUM) and Multivariate CUSUM (MCUSUM). To investigate if any out-of-control signal occurred, users first run MCUSUM as a preliminary step of process monitoring so that the overall type I error is under control. If the MCUSUM provide an out-of-control signal, users can show all observations that are before the out-of-control signal in marginal CUSUM glyphs on the trellis display.
Trellis Displays
A trellis display is a lattice-like arrangement to lay out plots into rows, columns, and pages on multiple panels. The plots on the panels can be histogram, kernel density plot, theoretical quantile plot, two-sample quantile plot, stripchart, bar plot, scatter plot, parallel coordinate plot, etc (Sarkar, 2008) . Each panel contains a subset of the data graphed by plots. For example, Yates (1935) studied a split-plot experiment. The structure of the oats data set is including 72 rows and 4 columns, and its attributes are including six blocks (I, II, III, IV, V, and VI), three varieties (Victory, Golden Rain, and Marvellous), four concentrations of nitrogen, and yield. Figure shows the trellis display of the Oats data with block I and II. The yield of oats is plotted against concentration of nitrogen for three varieties of oats and two blocks. In this paper, the idea of lattice-like arrangement of the trellis display is applying to the proposed multivariate visualization tool. The block assignment will be replaced by the time sequence while the 5 star glyphs will be adopted to represent each multivariate observation on panels. The star glyphs are introduced in next section. 
Star Glyphs
Star glyphs (also called star plot) display a multivariate data set in a geometrical shape such as hexagon for six dimensional data. In a star glyph, each individual graphic represents an observation. A star contains n spikes that radiate from the center with even space. The angle between each spike is equal to 360/n degree. Each spike has a value on it with the same proportion of the variable for that observation, which means observations must be standardized before stars are constructed. At the end of the point of each spike is usually connected to each other by line segments. To demonstrate the star glyph, five cars with seven attributes are used as an example. The seven attributes are: miles per gallon (mpg), weight of lbs (weight), horsepower (hp), engine displacement in cubic inches (disp.), number of cylinders (cyl.), torque of Newton-Meter (Torque), and price in US dollar (Price). 
Standardized Two-Side Univariate CUSUM (SD2CUSUM)
The standardized two-side univariate CUSUM (SD2CUSUM) essentially is a tabular CUSUM with the standardized observations. This control chart is mainly designed for a process with only one quality characteristic. To run this procedure, it is necessary to obtain a phase I data set, so that mean µ 0 and standard deviation σ can be estimated. The data collected during a phase I process is often deemed a nominal representation of the underlying process for future observations to follow. Basically, the tabular CUSUM accumulates the differences between observations and the target. Two types of tabular CUSUM statistics are one for positive mean shifts and the other for negative mean shifts. Specifically, the positive part deals with the observations that are above the target, while the negative part copes with those below the target. Let x i be the one dimensional i th observation on the process. Note that the statistic of the negative part is a positive number as well. However, when these two statistics are plotted on the same chart, the CUSUM statistic for the negative shifts are plotted below the center line as showed in Figure . The statistics of the tabular CUSUM is showing below (Hawkins, 1993) .
where the C + and C -represent the positive and negative parts of tabular CUSUM. The starting values are 00 0 CC   . K is called the reference value (or called the allowance or slack value). Usually, K is about half of the absolute difference between the target value µ 0 and the out-of-control value of mean µ 1 to be detected, i.e., The following steps in equations (4) to (6) are taken to standardize the original data set. Specifically, the i th observation is standardized as
where is from the phase I estimate or known, and the equation (5) and (6) become
where C p,i is the i th observation statistic of standardized two-side CUSUM for positive mean shifts, while C n,i is the i th observation statistic for negative mean shifts.
To decide whether the observation is out-of-control or not, H is the critical value for an out-of-
 is larger than H, it is considered that the process is out of control.
Montgomery (2008) suggested that H be 5 times the process standard deviation σ, i.e, H=hσ, where h=5. Since the process has been standardized, the detection criterion can be revised to whether C p,i or C n, i is larger than h or not.
Furthermore, since the CUSUM procedure is based on the accumulated difference between observations and the target, a delay phenomenon will affect when an out-of-control signal is detected. For example, if a process has a mean shift at x i , but because of this phenomenon, the system will not give an alarm until x j , i<j. Montgomery (2008) provided an example of finding the last-in-control observation, and in this paper, a pseudocode of tabular CUSUM is implemented in Figure 6 , where N + is the counter that records the number of consecutive periods that the upper-side CUSUM C p,i values are larger than zero, while N -is the counter for the lower-side CUSUM C n,i . And the last-in-control position l is equal to o-
where o is the stopping counter number when the first out-of-control signal takes place during the phase II monitoring. 8
The Multivariate CUSUM Chart
For processes with multiple quality characteristics, a multivariate CUSUM should be implemented. Multivariate control charts are often recommended over running multiple univariate control charts simultaneously because the overall type I error can be controlled to a desired level. Crosier (1988) proposed one of the better multivariate CUSUM schemes in term of the ARL performance called vector-valued CUSUM. The main idea of this multivariate CUSUM (MCUSUM) is similar to that of the univariate CUSUM, except that MCUSUM multiples the statistic by a weight.
Let X i be i th observation on the process. X i is from a multivariate normal distribution with mean T and variance-covariance ∑ which are known or can be estimated from a phase I data set. The statistics of MCUSUM is as below.
where S 0 =0 and k>0
An out-of-control signal is generated when
where k is a reference value and h is a decision interval for the process.
The chosen value of k and h values for in-control ARL of 200 and 500 can be found in Crosier's study (1988) . In this study, we reorganize their result in Table 1 . 
The Proposed Marginal CUSUM Glyphs
The proposed framework first relies on the MCUSUM described in the previous section to detect any process shift so that the overall type I error is desirable. If the type I error is excessive, too many false alarms will be triggered. Operators may become placid and ignore a true process shift that may prove to be costly in the future. Therefore, in this study, the proposed method uses the multivariate control chart as the primary detection method, while the marginal univariate control chart described in section 2.3 is used as the diagnostic tool once the multivariate control chart signals an out-of-control observation.
The proposed diagnostic tool, the marginal CUSUM glyphs, is presented in this section. The proposed method, integrating marginal CUSUM into one glyph, is a visualization tool for a decision support system dealing with multivariate quality characteristics. Specifically, glyphs plotted over time are organized in panels of trellis. Every row contains two time series glyphs, i.e., C pi and C ni . C pi is a glyph of i th observation for the upper (positive)-side CUSUM statistic, while C ni is a glyph of the same observation for the lower (negative)-side CUSUM statistic. Each vertex in the glyph represents a response that shares equal space around 360 degrees. When a CUSUM statistic becomes large, the corresponding vertex would grow in length. On the other hand, an in-control process would have all vertices close to the center "dot." Finally, a circle with the radius h encircles the center dot, and this circle represents a control limit for each glyph. If a few responses are responsible for an out-of-control MCUSUM signal, their marginal CUSUM would show abnormality in the glyph over time leading to the out-of-control moment, and those spikes would excess the circle. The following steps describe the main procedure of the proposed marginal CUSUM glyphs.
Step 1: Run MCUSUM until it provides an out-of-control signal at location or time τ assuming one sample is taken for each sample period.
Step 2: Run SD2CUSUM procedure to generate C p,i , C n,i and record any out-of-control o, and last-incontrol location l for each dimension. The out-of-control position for the i th dimension o i is the location that excesses the control limit h, while the last-in-control location l i is equal
for dimension i where N + and N -are defined in section 2.3.
Step 3: Construct star glyphs staring from sample periods 1 to τ for both positive and negative glyphs. Each glyph consists of a circle with radius of h and spikes with length of C p,i or C n,i radiating from the center of a circle. We choose to start the spikes from 3 o'clock position and move the spikes in counterclockwise direction with identical angle between any adjacent spikes.
Step 4: Print out out-of-control o and last-in-control l for each dimension, and display the marginal CUSUM glyphs. Out-of-control signals indicate which variables contribute statistics of MCUSUM, while last-in-control locations show when these variables become out-of-control.
With a stable and in-control process, a glyph on the trellis panel should present a "dot" with some tiny spike inside of a circle. However, users might not see some small change by looking at a "dot", for a tiny spike might be difficult to distinguish. Instead of a "dot", users can add a constant c on both C p,i and C n,i to expend a "dot" into a polygon shape. The new statistics showing in equation (10) and (11) denoted CC p,i and CC n,i would replace the original C p,i and C n,i . Also the same c is required to be added to the radius h to maintain the same scale of threshold as shown in equation (12). This new limit is denoted as H.
An Example to Demonstrate the Use of the Proposed Method
An example of 5-dimensional, 20 observations with one sigma mean shift example is presented in this section. The dataset is shown in column of x 1 to x 5 in Table 2 . It was generated from the multivariate normal distribution. The first 10 observations was simulated as in-control data from a multinormal distribution with mean vector μ 0 =(5,10,15,20,25) and variance-covariance matrix shown in equation (13), while the last 10 observations represented out-of-control data from µ 1 =(6,10,16,20,26), i.e. a small mean shift at the first, third and fifth variables, and its variance-covariance structure same as that of the first 10 observations. A Scatter plot of this example is shown in Figure , in which the dots represent the first 10 observations, while the squares are for the last ten. The ellipses are 95% confidence contours based on the normal assumption. The solid-line ellipses are for the first 10 observations, while the dash-line ellipses are for the last 10. Note that, in reality, one would not know in advance when such a shift takes place or if it takes place at all. Even with dots and squares it is difficult to identify the process status.
At the beginning of the proposed method, the MCUSUM is applied. After using the equations (7), (8), and (9) with h=9.46 and k=0.5, the statistic of MCUSUM is showing in the column of C in Table 2 and its control chart is showing in Figure . The out-of-control signal occurred starting at 15 th observation.
At this point, the diagnostic process begins. The first step is to standardize every dimension by using equation (4) where σ=1 and μ 0 = (5, 10, 15, 20, 25) . Next, the procedure of two-side CUSUM is applied via equations (5) and (6) with h=5 and k=0.5. The marginal CUSUM statistics are shown in Table . To Determine Which Variables Contribute to the Out-of-control Signal
The data of C p,i and C n,i where i=1 to 15 in Table are used to construct the proposed glyphs. After applying the traditional star glyphs described in section 2.2 for each C p,i and C n,i , the soild-line circle with radius=h is also added on each of glyph. In Figure , the proposed glyphs are shown. The graph of "basic" is an elementary glyph of a scale. Note that the star glyphs are not visible when the process is in control, where the values of C p,i and C n,i are close to zero. Therefore, a constant c is added to C p,i ,C n,i and h according to equations (10) to (12). In this case, the glyphs with c=3 are shown in Figure . There are three spikes exceeding the circle, between CC p14 and CC p20 indicating that the means of variables x 1 , x 3 , and x 5 have shifted. In addition, there is no spike exceeding the circle in any of C n or CC n . One can conclude that no negative mean shift occurred.
To Determine When Shifts Took Place
In Table , the 14 th observation of C p statistic in the first dimension is 5.83, which is larger than h=5. Thus, it is deemed that the first dimension has shift at 14 th observation on positive-side CUSUM.
Moreover, since the correspond N p,1 of 14 th observation is 6, the last-in-control observation is 14-6=8 th observation according to the definition of last-in-control in section 2.3. Using the same philosophy, the third and the fifth dimensions are found to shift at 16 th and 17 th , respectively. And their last-in-control locations are at 10 th observation for the third dimension, and 11 th observation for the fifth dimension.
And there is no shift indicated in negative-side CUSUM. The proposed method indicates that variables x 1 , x 3 , and x 5 make contribution to the out-of-control signal at location 8 th , 10 th , and 11 th , respectively. 
A Simulation Study
To examine the capability of the proposed method, a simulation study is planned to explore magnitude of h, number of dimensions, number of dimensions shifted, and type of correlationcoefficient structures. Figure shows the detailed experimental plan of the proposed study. The design is to test the capability of the proposed method at different types of value of h in terms of absolute value of deviation between true shift location and calculated shift location. Each factor combination is repeated 1000 times. Each run contains 100 observations with 1σ mean shifts taking place at 31 st observation for all planned dimensions. For example, considering a five-dimensional, 100 observations dataset with three of five dimensions having a step mean shift, the simulation data set would have the first 30 observations generated from the multivariate normal distribution with µ 0 , while the last 70 observations are from μ 1 . The means of the non-shifted dimensions stay at the same magnitudes. The variance shift is not considered in this study. 
Magnitude of h
Since h is the major criterion of setting the control limit of CUSUM, it is necessary to test the proposed method under different magnitudes of h. The smaller the value of h the more quickly the SD2CUSUM detects a shift. However, the type I error would increase. On the other hand, if h has been increased, the type II error would increase. In this paper, six types of value of h are applied to, i.e., h=3, 4, 5, 6, 7, and 8.
Number of Dimensions
The number of dimensions is one of the factors considered in implementing multivariate control charts, especially in visualization of multivariate dataset. In this study, four dimensions are considered. They are 3, 5, 10, and 20. This factor allows us to study how effective the proposed method is when the dimension increases.
Number of Dimensions Shifted
There are three different levels of number of dimensions shifted in this study: small, medium, and large. For small level, 1/3 of number of dimensions shifted. For example, if one dimension has 1σ 
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Multivariate Normal Distribution mean shift in a three-dimensional dataset, this case is in the small level category. That is, the first 30 observations follow multivariate normal distribution with μ 0 =(5, 10, 15), while the last 70 observations are generated from multivariate normal distribution with µ 1 =(6, 10, 15). The notation of this case is 3(1). In addition, the other small number of dimension shifted cases has 2, 3, and 5 dimensions shifted for 5, 10, and 20 dimensions, respectively. For the medium level, half of number of dimensions shifted, while all of number of dimensions has shifted for large number of dimensions shifted cases. Note that the goal of this factor is to study the effect of how wide-spread mean shifts are to the responses rather than the magnitude of the shifts.
Types of Correlation-Coefficient Structure
Different types of variance-covariance structures are also considered in this simulation. Without the loss of generality, three types of correlation-coefficient matrices are used to study no, medium and high correlations among the responses. The correlation-coefficient structure for the simulated data that generated from multivariate normal distribution is the following. 
Simulation Results and Discussions
This section shows the computational results of the proposed simulation study using 1,000 runs for each combination -216,000 runs in total. The performance of the proposed method is measured by four statistics: the correct identification percentage, the average absolute value of deviation, type I error rate (false alarm rate), and type II error rate. These four statistics will be applied to the last-incontrol signals. The first one is the bigger the better, while the rest of which are the smaller the better. The correct identification percentage indicates how accurate the system is to identify which responses are responsible for the out-of-control signal. The average absolute value of deviation measures the distance between true location of a mean shift and its calculated location among all dimensions that exhibit mean shifts. Specifically, it is calculated the follows:
where l i is the calculated location of i th dimension of dataset, t i is the true location of i th dimension, and m is the number of dimensions that are identified correct out of control. Under the measure of those out-of-control dimensions, the type I error rate, or the false alarm rate, is the probability when the proposed method indicates a dimension is out of control while, in truth, it is not. The type II error rate, on the other hand, is the probability when it fails to identify a shifted dimension. The desired result for the correct identification percentage is 100%, while that of the other three statistics is the closer to zero the better.
The suggestion of h for the proposed method provides a guideline for implementing the proposed method and will be discussed. The simulation results are shown in Figure to 14 , and their corresponding tables are available from the authors upon request. For example, Figure (a) indicates the simulation results of small number of dimensions shifted with ρ=0. Each sub-chart consists of four performance measures -correct identification percentages (correctness), average absolute value of deviation(dev), type I error rate (in %) (type I), and type II error rate (in %)(type II). Specifically Figure (a) summarizes the simulation result of small number of dimensions shifted under different h with ρ=0, while Figure (b) and 12(c) are for ρ=0.5 and ρ=0.9 respectively. Next level down, Figure (a-1) to (a-4) depict four performance criteria respectively. For example in Figure (a-1) , correct identification percentage plots against the dimension. Although h=3 and 4 have the highest correct identification percentages, they also have high deviation and type I error rate. Therefore, h=5 is a more balanced control limit for this case because it has larger correct identification percentages and lower type II error rate than those of h=6, 7, and 8. Although values of deviation and type I error rate at h=6, 7, and 8 are lower than those of h=5, they are close to each other.
In the case of small number of dimensions shifted with ρ=0.5 as shown in Figure (b) , h=4, 5, and 6 have the top three highest percentages of correct identification. The control limit h=4, however, have higher values of deviation and type I error rate than those of h=5 and h=6. The differences between h=5 and 6 for all criteria and dimensions are small. Thus, h= 5 or 6 is the recommended control limit for this case if the correct identification percentage and accuracy of where a process shift takes place are important. Note that h=7 and 8 are chosen due to their poor correct identification percentages 88.3% and 78.1% as oppose to those( 98.3% and 95.9%) of h= 5 and 6.
Finally the case of ρ=0.9 with small number of dimensions shifted is considered, h=5, 6, 7, and 8 have larger correct identification percentages than that of h=3 and 4. Moreover, h=7 and 8 have very small value of deviation and type I error rate shown in Figure (c-3) . However, Figure (c-4) indicates high type II error rate in 3 and 5 dimensional datasets of h=7 or 8 may not be acceptable. Therefore, it is suggested that h=5 or 6 is used as the control limit in this case. In summary, h=5 is a good choice for all dimensions and covariance structure when the number of dimensions exhibiting shifts is small.
In the case of the medium number of dimensions shifted, half of response variables contain mean shifted. The simulation results are shown in Figure . In Figure (a-1) , h=5 performs a better result than any others for all ρ because it has high correctness rate, small deviation, type I error rate, and type II error rate for last-in-control signal.
The final situation is when all dimensions shift. Since all mean levels of dimensions have shifted, there is no type I error occurred in this case. The computational results are shown in Figure (a-1) to (c-4). All of them show that h=5 has the best choice among h because of its balanced performance in terms of acceptable correct identification percentages, small deviation and type II error rate. Thus, h=5 is a recommended control limit for the proposed method when large number of dimensions shifted happened. From the above analysis, h=5 seems to provide the best balanced performance for all dimensions, covariance structure, and number of dimensions exhibiting shifts. (1) to (3) are correct classification percentage, average absolute value of deviation, and type II error rate in percentage, respectively. The x axis represents the numbers dimension for last-in-control location. Table to 6. An h should be chosen so that the correct identification percentage is as large as possible while the rest of the performance statistics are as small as possible. Note that y axis on the left in Figure to 17 are percentages for criteria correct identification percentage, type I error rate in percentage, and type II error rate in percentage while that on the righthand side is for the deviation from the true change point.
Figure to 17 provide an overall guideline for choosing h that is determined by three criteriacorrect identification percentage, type II error rate, and average absolution deviation. An ideal choice of h provides a high correct identification percentage, a low type II error rate, and a small deviation from the true out-of-control location. However, users may not know what kind of underlying covariance structure among responses or number of responses that may have shifted in practice. These three figures suggest that h=5 and 6 provide the best overall balanced performance because the line segments of these three h values are very close together. Note that h=5 was recommended earlier from the analyses based on Figure to 14. The overall comparisons here provide further confirmation. For example, if a user chooses h=5 to a situation where medium number of dimensions may be likely to shift, it will provide 87.6% correct identification percentage, 0.79% type I error rate, 11.6% type II error rate, and 3.5 of its average deviation from the true spot. This user should contemplate whether h=6 is a better choice because the criterion values of this new choice are 83.9% correct identification percentage, 0.22% type I error, 15.9% type II error, and 3.2 as its average deviation. Do the gains in type I error (-0.57%) and average deviation (-0.3) outweigh the loss in correct identification (-3.7%) and type II error rate (+4.3%)?
Because there are multiple criteria present in this problem, a solution is generally reached by considering the trade off of all criteria. Eventually a compromised solution is generated. This type of problems often referred to as the multi-criteria decision making is beyond the scope of this work. Please refer to Triantaphyllou (2000) for more details.
Conclusions and Future Study
This study provides a visualization tool for making quality-related decision when the number of dimensions is large such as 20. The proposed method, the marginal CUSUM glyphs, can help users not only decompose the traditional multivariate control chart, such as, Hotelling's T 2 , multivariate EWMA, or multivariate CUSUM, but also visualize the original dataset. Unlike traditional multivariate control charts that only indicate an out-of-control condition has occurred, the proposed method provides the information which variable are responsible as well as where or when a variable is out of control. From the simulation results, the proposed method is capable of detecting mean shifts. In this study, according to the simulation results, h=5 and 6 are recommended to be applied to all situations regardless of the covariance structure among responses or how many of them exhibiting shifts. The tables and figures 23 based on the simulation results also provide a user guideline for choosing other values of h via the correct classification percentage, magnitude of deviation, and false alarm rate and type II error rate.
For future research, the following issues can be studied. First, the effect of outliers should be considered. Outliers can make the statistics of SD2CUSUM increase dramatically to cause unnecessary out-of-control signals. To deal with this issue, filtering the dataset may be necessary. Techniques of outlier identification for high dimensional dataset include MVE/MCD (Rousseeuw, 1985; Rousseeuw and van Driessen, 1999) , OGK estimator (Maronna and zamar, 2002) , and PCOut (Filzmoser et al., 2008) .
In this study, the highest number of dimension is 20. It is not a trivia task to expand the proposed method to response dimension over 100 or more. The angles between spikes for 50 and 100 dimensions are 7.2 and 3.6 respectively. The more spikes are within a circle in a star glyph the more clutter they cause. When a process is in control, cluttering is not an issue because all spikes are within the circles of control limits. Users do not need distinguish individual dimension. However, when there are many spikes that exceed control limit circles, it depends on how close these spikes are located. If they are equally spaced or far apart, the results of display are usually satisfactory. On the other hand, if all out-of-control spikes are adjacent to each other, users need to consult with the corresponding diagnostic report to make out which spikes exceed the circles. Another way to address high dimension problem is to reduce the number of dimensions, such as using principle component analysis (PCA). However, once PCA is applied to the original dataset, the original domain is transferred to a much reduced domain. It is hard to identify which original dimensions contribute to an out-of-control signal.
Finally, the situation in which the number of dimensions is larger than the number of observation is challenging. Neither can the proposed method nor traditional multivariate control charts cope with this situation because the estimate of the variance-covariance structure becomes a nontrivial task. Boyles (1996) and Chang and Ho (2001) have provided some ground work in this area.
