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Abstract
In this paper we investigate the existence of nontrivial periodic solu-
tions of a higher order system of di¤erence equations. Our framework is
based on an earlier periodicity condition of us. We also use the theory of
circulant matrices combined by a theorem of Silvester on the computation
the determinant of block matrices. An illustrative application is given to
show the e¤ectiveness of of our framework and to point out the connection
between our periodicity results and some known stability conditions.
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1 Introduction
Existence of periodic solutions of di¤erence equations was studied e.g. in [1],
[2], [4], [5] and [13]. For example, Grove and Ladas [5] present a series of results
together with many questions and open problems for higher order di¤erence
equations having periodic solutions. Based on these works one may formulate
the following question:
Is there any easily veriable test that we can apply to determine whether or
not a class of higher order di¤erence equations has a p-periodic solution?
In our recent paper [7], we presented a linear algebraic framework for de-
termining the existence of periodic solutions of systems of higher order linear
di¤erence equations with time dependent and independent coe¢ cients. One of
the main tools is a novel transformation, recently introduced in [6]. This formu-
lates a given higher order di¤erence equation, in a special way, as a rst order
recursion.
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In paper [8] the linear algebraic framework is complemented with some basic
facts from the circulant matrix theory. This presents easily veriable elementary
necessary and su¢ cient conditions for the periodicity of the scalar equation
x(n) =
sX
i=1
aix(n  i); n  0;
in terms of the scalars ai (0  i  s) and the order s.
In this paper we extend the results of [8] to the case of systems of higher
order linear di¤erence equations. Specically, we investigate equation
x(n) =
sX
i=1
Aix(n  i); n  0; (1)
s  2 is a given integer, and Ai 2 Rdd (1  i  s) are given matrices.
The base of our investigation is an algebraic condition recently given by the
authors (see [7]). This condition is formulated in terms of the eigenvalues of a
block matrix, constructed from the coe¢ cients A1; : : : ; As. A matrix is called
block matrix, if its entries are also matrices. In this paper the main tools, used
by us, are the theory of circulant matrices and a theorem of Silvester [12] given
for the computation of the determinants of block matrices.
In Section 4 we demonstrate the applicability of our main result on the
following special case of (1)
x(n) = x(n  1) Ax(n  s); n  0: (2)
This equation is investigated very frequently in the literature. In the papers
Levin and May [9] and Matsunaga and Hara [10] gave exact asymptotic stability
conditions for equation (2) in scalar and two dimensional cases, respectively
(see e.g. [9], [10] [11] and the reference therein). We recall that equation (2) is
asymptotically stable if and only if all solutions tends to zero at innity.
Intervals in R[f 1;1g will be denoted by ]a; b[ (open intervals), [a; b]
(closed intervals), [a; b[ (left-closed, right-open intervals) and ]a; b] (left-open,
right-closed intervals).
Theorem S Consider equation (2).
(a) (Levin and May [9]) If equation (2) is scalar, then it is asymptotically
stable if and only if
A 2 I :=

0; 2 sin

=2
2s  1

: (3)
(b) (Matsunaga and Hara [10]) Suppose that the matrix A is given by
A =

a1 b
0 a2

; a1; a2; b 2 R: (4)
Then equation (2) is asymptotically stable if and only if
(a1; a2) 2 I  I:
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(c) (Matsunaga and Hara [10]) Suppose that the matrix A is given by
A = q

cos (#)   sin (#)
sin (#) cos (#)

; q 2 R n f0g; 0 < j#j  
2
: (5)
Then equation (2) is asymptotically stable if and only if
(#; q) 2 D;
where
D :=

('; u) 2 R2 j 0 < j'j  
2
; 0 < u < 2 sin

=2  j'j
2s  1

:
The next periodicity result is complementary to Theorem S. The boundary
of a set S is denoted by @S.
Theorem 1.1 Consider equation (2). The interval I is dened in (3).
(a) Let equation (2) be scalar. Then equation (2) has a nontrivial periodic
solution, if
A 2 @I:
(b) Let A be given in (4). Then equation (2) has a nontrivial periodic solu-
tion, if
(a1; a2) 2 @ (I  I) :
(c) Let A be given in (5). Then equation (2) has a nontrivial periodic solu-
tion, if
(#; q) 2 @D;
and
j#j = r
2
with a rational number r 2 ]0; 1].
It is worth to note that in the cases (a) and (b), equation (2) has a nontrivial
periodic solution in any point of the boundary of the asymptotic stability do-
main. On the other hand, in the case (c), equation (2) has a nontrivial periodic
solution only in an everywhere dense subset of the boundary of the asymptotic
stability domain.
Let p  1 be an integer. BV p;d will mean the pd-dimensional real vector
space of block vectors with entries in Rd. The real vector space of p  p block
matrices with entries in Rdd will be denoted by BMp;d (BMp;d and Rpdpd
can be treated as being identical).
It is clear that the solutions of (1) are uniquely determined by their initial
values
x(n) = '(n);  s  n   1; (6)
where '(n) 2 Rd. The unique solution of (1) and (6) is denoted by x(') =
(x(')(n))n s, where the block vector ' := ('( s); : : : ; '( 1))T 2 BV s;d.
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Denition 1.1 (a) The zero matrix and the identity matrix in Rdd are de-
noted by O and I, respectively.
(b) O and I mean the zero matrix and the identity matrix in BMp;d, respec-
tively.
We give some basic denitions about periodicity.
Denition 1.2 Consider equation (1). Let ' = ('( s); : : : ; '( 1))T 2 BV p;d
be a given initial vector.
(a) The solution x(') = (x(')(n))n s of (1) and (6) is called periodic if
there exists a positive integer p such that x(')(n+ p) = x(')(n) for all n   s.
In this case we say that x(') is p-periodic.
(b) ' is said to be a p-periodic initial vector of (1) if the solution x(') of
(1) and (6) is p-periodic.
(c) We say that p is the prime period of the solution x(') of (1) and (6) if
it is p-periodic and p is the smallest positive integer having this property.
(d) A periodic solution of (1) is called nontrivial if it is di¤erent from the
zero solution.
Our paper is essentially subdivided into ve parts. The main result of this
paper is stated in Section 3. Its proof is based on some earlier periodicity
results of the authors, and a combination on some fundamental facts on circulant
matrices, and a Theorem of Silvester [12] on the computation the determinant of
a block matrix. These preliminary results can be found in Section 2. In Section
4 an illustrative application is given to show the e¤ectiveness of our framework
for higher order di¤erence systems.
The proofs of our results can be found in Sectin 5.
2 Preliminary results
Let n  2 be an integer, R is a ring, and v := (v0; v1; : : : ; vn 1) 2 Rn. The
circulant matrix associated to v is the nn matrix in which each row (after the
rst) has the elements of the previous row shifted cyclically one place right. It
is denoted by
circ (v0; v1; : : : ; vn 1) :=
0BBB@
v0 v1 : : : vn 2 vn 1
vn 1 v0 : : : vn 3 vn 2
...
...
. . .
...
...
v1 v2 : : : vn 1 v0
1CCCA :
For a positive integer n denote n;0; : : : ; n;n 1 be the nth roots of 1, that is
n;l := exp

2l
n
i

= cos

2l
n

+ i sin

2l
n

; 0  l  n  1:
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The following result for the existence of a nontrivial periodic solution of
equation (1) can be found in [7].
Theorem A (see [7]) Consider equation (1). Let p  s be an integer. If p = s,
let Bi := Ai (1  i  s), while if p > s, let
Bi :=

Ai; 1  i  s
O; s+ 1  i  p :
(a) Equation (1) has a nontrivial p-periodic solution if and only if 1 is an
eigenvalue of the block circulant matrix
circ (Bp; Bp 1; : : : ; B1) =
0BBB@
Bp Bp 1 : : : B2 B1
B1 Bp : : : B3 B2
...
...
. . .
...
...
Bp 1 Bp 2 : : : B1 Bp
1CCCA : (7)
(b) If ' = ('( s); : : : ; '( 1))T 2 BV s;d is a p-periodic initial vector of (1),
and
 := (x (') (0); : : : ; x (') (p  s  1); '( s); : : : ; '( 1))T 2 BV p;d;
then  is an eigenvector of (7) corresponding to the eigenvalue 1.
(c) Conversely, if  = ( ( p); : : : ;  ( 1))T 2 BV p;d is an eigenvector of
(7) corresponding to the eigenvalue 1, then ' = ( ( s); : : : ;  ( 1))T 2 BV s;d
is a p-periodic initial vector of (1).
We shall use the following three known results about matrices. The rst one
deals with determinants of block matrices.
Theorem B (see [12]) Let R be a commutative subring of Rdd, and let M 2
Rpp
  BMp;d. Since R is commutative there is a determinant for M , which
is denoted by detR(M) (detR(M) is actually a matrix from Rdd). Then
detR (M) = detR (detR(M)) :
Remark 2.1 For the convenience of the reader, let us consider the block matrix
M :=

M11 M12
M21 M22

;
where Mij 2 Rdd (1  i; j  2) and MijMkl = MklMij (1  i; j; k; l  2).
Then by Theorem B
det(M) = detR (M) = detR (detR(M)) = detR (M11M22  M12M21) :
Next, the determinant of some circular matrices are calculated.
Theorem C (see [3] or [14]) Let v0; : : : ; vn 1 2 R, where n  1 is a xed
integer. Then
det (circ (v0; v1; : : : vn 1)) =
n 1Y
l=0

v0 + n;lv1 + 
2
n;lv2 : : :+ 
n 1
n;l vn 1

:
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Corollary 2.1 Let n  1 be a xed integer. If A0; : : : ; An 1 2 Rdd such that
AiAj = AjAi (0  i; j  s), then
det (circ (A0; A1; : : : ; An 1))
=
n 1Y
l=0
det

A0 + n;lA1 + 
2
n;lA2 : : :+ 
n 1
n;l An 1

:
The third result deals with the eigenvectors of block circulant matrices.
Theorem D (see [3] or [14]) Let A0; : : : ; An 1 2 Rdd, where n  1 is a xed
integer. Dene for some l 2 f0; : : : ; n  1g the matrix
Hl :=
n 1X
i=0
in;lAi 2 Rdd:
If  is an eigenvalue of Hl and v is an eigenvector corresponding to , then
 is also an eigenvalue of circ(A0; A1; : : : ; An 1) with eigenvector
v; n;lv; : : : ; 
n 1
n;l v
T
2 BV n;d:
3 Main result
In the paper [8] we have proved easily veriable elementary necessary and su¢ -
cient conditions for the periodicity of the solutions of higher order scalar di¤er-
ence equations. In this paper we demonstrate that some of the results formulated
for scalar equations can be generalized for systems assuming the commutativity
of the coe¢ cient matrices.
Now we state our main theorem which is proved in Section 5.
Theorem 3.1 Consider equation (1). Assume
AiAj = AjAi; 1  i; j  s:
Let p  s be an integer. Equation (1) has a nontrivial p-periodic solution if and
only if there exists an integer l 2 f0; 1; : : : ; p  1g such that
(a) in case p = s
det
0@As   I + s 1X
j=1
js;lAs j
1A = det As   I + s 1X
k=1
 ks;l Ak
!
= 0;
(b) in case p > s
det
0@ I + p 1X
j=p s
jp;lAp j
1A = det  I + sX
k=1
 kp;lAk
!
= 0:
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4 Applications
We illustrate our main result by applying it to the special case of (1)
x(n) = x(n  1) Ax(n  s); n  0; (8)
where s  2 is an integer and A 2 Rdd.
Consider equation (8). The matrices O, I, A 2 Rdd commute, and therefore
the following result is an immediate consequence of Theorem 3.1.
Corollary 4.1 Let p  s be an integer. Equation (8) has a nontrivial p-periodic
solution if and only if there exists an integer l 2 f0; 1; : : : ; p  1g such that
det

A 

s 1p;l   sp;l

I

= 0:
Remark 4.1 Since p;0 = 1 (p  1), the previous result shows that if det (A) =
0, then equation (8) has a nontrivial p-periodic solution for every p  s. Really,
det (A) = 0 implies that equation (8) has a constant solution x(n) = c (n   s)
for some c 6= 0.
We can reword the previous corollary by using the eigenvalues of A.
Corollary 4.2 Let p  s be an integer. Equation (8) has a nontrivial p-periodic
solution if and only if A has an eigenvalue  (real or complex) such that
 = s 1p;l   sp;l
for some l 2 f0; 1; : : : ; p  1g.
Now we give an explicit and exact condition to the existence of a nontrivial
periodic solution of equation (8). N+ denotes the set of positive integers.
Theorem 4.1 Equation (8) has a nontrivial periodic solution if and only if at
least one of the following conditions holds:
(a) A has a real eigenvalue  such that
 2

2 ( 1)k sin

 (2k + 1)
2 (2s  1)

j k = 0; : : : ; s  1
[
f0g : (9)
(b) A has a complex eigenvalue  = q exp (#i) such that either
j#j = 
2
and
q 2

2 ( 1)k sin

k
2s  1

j k = 1; : : : ; 2s  2

; (10)
or for some positive integers  < 
j#j = 


2
7
and
q 2

2 ( 1)k sin

   
 (4s  2) +
k
2s  1



j k = 0; 1; : : : ; 2s  2

: (11)
The notation (a; b) = 1 is used if a; b 2 N+ are relative prime.
The next three results give further information on the periodic solutions of
equation (8). The rst concerns the real eigenvalues.
Theorem 4.2 Consider equation (8).
(a) If 0 is an eigenvalue of A, then there is a nonzero constant solution.
(b) Suppose that for some k 2 f0; : : : ; s  1g the number
 = 2 ( 1)k sin

 (2k + 1)
2 (2s  1)

is an eigenvalue of A, and let v be an eigenvector corresponding to . Let
(2k + 1)
2 (2s  1) =
l
p
;
where l, p 2 N+, l < p and (l; p) = 1. Dene the block vectors
'c :=

cos

2l
p
(s  1)

v; : : : ; cos

2l
p

v; v
T
2 BV s;d
and
's :=

sin

2l
p
(s  1)

v; : : : ; sin

2l
p

v; 0
T
2 BV s;d:
(b1) If k = s  1, then p = 2, while if k 6= s  1, then p is an even divisor of
4s  2 greater or equal than 6.
(b2) If k = s   1, then x('c) is a periodic solution with prime period 2.
Moreover 's = 0.
(b3) If k 6= s 1, then x('c) and x('s) are both periodic solutions with prime
period p.
(b4) If k 6= s   1 and 2s   1 is prime, then the prime period of x('c) and
x('s) is 4s  2.
Next, we deal with the case of complex eigenvalues in two separate theorems.
Theorem 4.3 Consider equation (8). Suppose that for some k 2 f1; : : : ; 2s  2g
the number
 = 2 ( 1)k sin

k
2s  1

exp

2
i

is an eigenvalue of A, and let v = v1 + v2i be an eigenvector corresponding to
. Let
k
2s  1 =
l
p
;
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where l, p 2 N+, l < p and (l; p) = 1. Dene the block vectors
'1 :=

cos

2l
p
(s  1)

v1 + sin

2l
p
(s  1)

v2; : : : ; (12)
cos

2l
p

v1 + sin

2l
p

v2; v1
T
2 BV s;d
and
'2 :=

  sin

2l
p
(s  1)

v1 + cos

2l
p
(s  1)

v2; : : : ; (13)
  sin

2l
p

v1 + cos

2l
p

v2; v2
T
2 BV s;d:
(a) p is a (odd) divisor of 2s  1 greater or equal than 3.
(b) x('1) and x('2) are both periodic solutions with prime period p.
Theorem 4.4 Consider equation (8). Suppose that for some k 2 f0; 1; : : : ; 2s  2g
and ;  2 N+ ( < , (; ) = 1) the number
 = 2 ( 1)k sin

   
 (4s  2) +
k
2s  1



exp




2
i

is an eigenvalue of A, and let v = v1 + v2i be an eigenvector corresponding to
. Let
   
 (4s  2) +
k
2s  1 =
l
p
; (14)
where l, p 2 N+, l < p and (l; p) = 1. Consider the block vectors (12) and (13)
with p, l dened in (14).
(a) p is greater or equal than 3, and p has the form p = t, where t is a
positive divisor of 4s  2.
(b) x('1) and x('2) are both periodic solutions with prime period p.
Remark 4.2 For every odd integer p  3 there is an equation of the form (8)
which has a p-periodic solution with prime period p. Really, since p is odd, either
p+ 1 or p+ 4 can be divided by 4.
Suppose 4 divides p+ 1, and let s := 3(p+1)4 , k := 2s  3,  := p and  := 1
in (14). Then
   
 (4s  2) +
k
2s  1 =
p  1
p (3p+ 1)
+
3 (p+ 1)  6
3p+ 1
=
p  1
p
:
Suppose 4 divides p + 3, and let s := 5p+34 , k := 2s   4,  := p and  := 1
in (14). Then
   
 (4s  2) +
k
2s  1 =
p  1
p (5p+ 1)
+
5p+ 3  8
5p+ 1
=
p  1
p
:
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Corollary 4.3 Consider equation (8).
(a) The minimal positive number in the set (9) is
2 sin

=2
2s  1

:
(b) The minimal positive q either in the set (10) or in the set (11) belonging
to a xed # = r 2 (r 2]0; 1]) is
2 sin

=2  j#j
2s  1

:
5 Proofs
Proof of Theorem 3.1. By Theorem A, equation (1) has a nontrivial p-
periodic solution if and only if 1 is an eigenvalue of the block circular matrix
(7). This is equivalent with
det (circ (Bp   I;Bp 1; : : : ; B1)) = 0: (15)
It follows fromAiAj = AjAi (1  i; j  s) that the matricesBp I;Bp 1; : : : B1
also commute, and therefore Theorem B and Corollary 2.1 show that
det (circ (Bp   I;Bp 1; : : : B1)) = det
0@p 1Y
l=0
0@Bp   I + p 1X
j=1
jp;lBp j
1A1A
=
p 1Y
l=0
det
0@Bp   I + p 1X
j=1
jp;lBp j
1A :
Hence, (15) holds if and only if there exists an integer l 2 f0; 1; : : : ; p  1g such
that
det
0@Bp   I + p 1X
j=1
jp;lBp j
1A = 0:
By using the forms of the B1; : : : ; Bp matrices, we have the result.
The proof is complete.
We need the integer part and the ceiling functions: Let x 2 R. [x] denotes
the largest integer not greater than x, while dxe means the smallest integer not
less than x. The fractional part, denoted by fxg, is dened by fxg := x  [x].
Proof of Theorem 4.1. If equation (8) has a nontrivial periodic solution, then
it has a nontrivial p-periodic solution with some p  s.
Let p  s be an integer. By Corollary 4.2, equation (8) has a nontrivial
p-periodic solution if and only if A has an eigenvalue  (real or complex) such
that
 = s 1p;l   sp;l (16)
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for some l 2 f0; 1; : : : ; p  1g.
Suppose  is real.
We have from (16) that
sin

2l (s  1)
p

  sin

2ls
p

= 0;
and thus
2 cos

l (2s  1)
p

sin

 l
p

= 0:
This yields by l 2 f0; 1; : : : ; p  1g, that either l = 0 or
cos

l (2s  1)
p

= 0: (17)
If l = 0, then  = 0.
(17) means that
l (2s  1)
p
=

2
+ k
for some integer k. Therefore
l
p
=
2k + 1
2 (2s  1) : (18)
This and l 2 f0; 1; : : : ; p  1g together give
0  k  2s  2:
If (18) holds, then by (16)
 = cos

2l (s  1)
p

  cos

2ls
p

=  2 sin

l (2s  1)
p

sin

 l
p

= 2 ( 1)k sin

 (2k + 1)
2 (2s  1)

:
We have di¤erent values of  if k = 0; : : : ; s   1, and every such k is possible
providing p = 4s  2 in (18).
From the above establishments (a) follows.
Suppose  is complex.
Then  = q exp (#i), where q 2 R n f0g and 0 < j#j  2 .
(16) gives
q exp (#i) = s 1p;l   sp;l;
and therefore
q = exp

2l (s  1)
p
  #

i

  exp

2ls
p
  #

i

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=  2 sin

l (2s  1)
p
  #

sin

 l
p

+2i cos

l (2s  1)
p
  #

sin

 l
p

:
Since q 2 R
cos

l (2s  1)
p
  #

sin

 l
p

= 0:
According to l 2 f0; 1; : : : ; p  1g, either l = 0 or
cos

l (2s  1)
p
  #

= 0:
Because q 6= 0, it is enough to consider the second case, which implies that
l (2s  1)
p
  # = 
2
+ k
for some integer k. This insures that
# =
l (2s  1)
p
  
2
  k: (19)
Taking account of 0 < j#j  2 and l 2 f1; : : : ; p  1g, it follows from (19)
that either (in case 0 < #  2 )
1 + 2k <
l (4s  2)
p
 2 + 2k; k 2 f0; 1; : : : ; 2s  2g (20)
or (in case  2  # < 0)
2k  l (4s  2)
p
< 1 + 2k; k 2 f0; 1; : : : ; 2s  2g : (21)
(20) shows that
l
l(4s 2)
p
m
must be even, and then, by (19)
# =

2

l (4s  2)
p
 

l (4s  2)
p

+ 1

; l 2 f1; : : : ; p  1g :
Similarly, (21) shows that
h
l(4s 2)
p
i
must be even, and then
# =

2

l (4s  2)
p
 

l (4s  2)
p

  1

; l 2 f1; : : : ; p  1g :
Since A is real,  = q exp ( #i) is also an eigenvalue of A. It now follows
that either
l
l(4s 2)
p
m
must be even, and then
j#j = 
2

l (4s  2)
p
 

l (4s  2)
p

+ 1

; l 2 f1; : : : ; p  1g ;
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or
h
l(4s 2)
p
i
must be even, and then
j#j = 
2

l (4s  2)
p

  l (4s  2)
p
+ 1

; l 2 f1; : : : ; p  1g ;
Let l 2 f1; : : : ; p  1g. It is easy to see that
l
l(4s 2)
p
m
is even if and only ifh
(p l)(4s 2)
p
i
is even, and

2

l (4s  2)
p
 

l (4s  2)
p

+ 1

=

2

(p  l) (4s  2)
p

  (p  l) (4s  2)
p
+ 1

:
This implies that the previous two conditions for # can be written in a
common form:
h
l(4s 2)
p
i
must be even, and then
j#j = 
2

l (4s  2)
p

  l (4s  2)
p
+ 1

; l 2 f1; : : : ; p  1g :
For every possible #
q = 2 ( 1) 12 [ l(4s 2)p ] sin

l
p

:
Summarized, for a complex  = q exp (#i), (8) has a nontrivial periodic solu-
tion if and only if there exists a rational number r 2 ]0; 1[ such that [r (4s  2)]
is even,
j#j = 
2
(1  fr (4s  2)g) (22)
and
q = 2 ( 1) 12 [r(4s 2)] sin (r) : (23)
Assume j#j = 2 . Then (22) holds with r = 12s 1 . Moreover, r 2 ]0; 1[ and
[r (4s  2)] = 0 is even.
Assume j#j =  2 , where ;  2 N+ and  < . It follows from (22) that
fr (4s  2)g =    

: (24)
If r =  (4s 2) , then r 2 ]0; 1[, [r (4s  2)] = 0 is even and (24) is satised.
These two alternatives give that either j#j = 2 or
j#j 2




2
j ;  2 N+;  < 

:
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Next, we would like to characterize those rational numbers from ]0; 1[ which
dene the same j#j. To study this problem, let r1, r2 2 ]0; 1[ such that r1 6= r2,
[ri (4s  2)] is even (i = 1; 2) and
fr1 (4s  2)g = fr2 (4s  2)g :
This implies that jr1   r2j (4s  2) is an even positive integer. Let jr1   r2j = ab ,
where a; b 2 N+, a < b, and (a; b) = 1. It follows that b is a divisor of 4s   2.
If b is even, then a is odd, and therefore jr1   r2j (4s  2) = a(2s 1)b=2 is also odd.
Thus b is an odd divisor of 4s 2 greater than 1. Since the odd divisors of 4s 2
are exactly the divisors of 2s   1, hence jr1   r2j has the form k2s 1 for some
k = 1; : : : ; 2s 2. Every k = 1; : : : ; 2s 2 is possible because k2s 1 (4s  2) = 2k
is even.
We have seen that if j#j = 2 , then r = 12s 1 denes j#j in (22), while if
j#j =  2 (;  2 N+ and  < ), then j#j belongs to r =  (4s 2) in (22).
Since 0 <  (4s 2) <
1
4s 2 , an application of the assumptions in the previous
paragraph yields:
(i) If j#j = 2 , then j#j is determined in (22) exactly the numbers
k
2s  1 j k = 1; : : : ; 2s  2

:
(ii) If j#j =  2 (;  2 N+ and  < ), then j#j is determined in (22) exactly
the numbers 
   
 (4s  2) +
k
2s  1 j k = 0; 1; : : : ; 2s  2

:
Finally, we have to give the di¤erent qs in (23) for a xed #. If j#j = 2 , and
j#j is determined by k2s 1 for some k = 1; : : : ; 2s  2, then by (23)
q = 2 ( 1)k sin

k
2s  1

:
It is easy to see that all these numbers are di¤erent.
If j#j =  2 (;  2 N+ and  < ), and j#j is determined by  (4s 2) + k2s 1
for some k = 0; 1; : : : ; 2s  2, then by (23)
q = 2 ( 1)k sin

   
 (4s  2) +
k
2s  1



:
It is also not too hard to check that all these numbers are di¤erent.
The proof is now complete.
Proof of Theorem 4.2. (a) See Remark 4.1.
(b) It follows from the proof of Theorem 4.1 (a) that
 = s 14s 2;2k+1   s4s 2;2k+1;
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and equation (8) has a (4s   2)-periodic solution. For simplicity, let  =
4s 2;2k+1.
Since  
A   s 1   s I v = 0
is equivalent with   4s 2 sA+ 4s 2 1I v = v;
we have from the construction of the block circular matrix
circ (B4s 2; B4s 3; : : : ; B1) (25)
in (7) with p = 4s  2, and from Theorem D that 
v; v; : : : ; 4s 3v
T
is a complex eigenvector of (25) corresponding to the eigenvalue 1. The matrix
(7) is real, and hence
v; cos

 (2k + 1)
2s  1

v; : : : ; cos

 (2k + 1)
2s  1 (4s  3)

v
T
(26)
and 
v; sin

 (2k + 1)
2s  1

v; : : : ; sin

 (2k + 1)
2s  1 (4s  3)

v
T
(27)
are real eigenvectors of (25) corresponding to the eigenvalue 1.
With the help of Theorem A (c) this yields that
'c =

cos

 (2k + 1)
2s  1 (s  1)

v; : : : ; cos

 (2k + 1)
2s  1

v; v
T
2 BV s;d
and
's =

sin

 (2k + 1)
2s  1 (s  1)

v; : : : ; sin

 (2k + 1)
2s  1

v; 0
T
2 BV s;d
are (4s  2)-periodic initial vectors.
(b1) If k = s  1, then (2k+1)2(2s 1) = 12 , and thus p = 2. Suppose 0  k < s  1.
Since 2k + 1 is odd, p is even. Because 2k + 1 and 2s  1 are odd, p  3. The
result now follows.
(b2) Let k = s  1. Then
'c =

( 1)s 1 v; ( 1)s 2 v; : : : ; v
T
and 's = 0, which give the claim.
(b3) By Theorem A (b), it is enough to prove that (26) and (27) are p-
periodic block vectors and p is the smallest period.
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Consider the block vector (26). Since
cos

 (2k + 1)
2s  1 t

= cos

2l
p
t

; 0  t  4s  3;
we have to prove that the function x ! cos

2l
p x

(x 2 R) is p-periodic with
prime period p. This is clear, by (l; p) = 1.
The other case can be proved similarly.
(b4) Because 2s  1 is prime, p = 4s  2, and therefore (d) can be applied.
The proof is complete.
Proof of Theorem 4.3. (a) This is obvious.
(b) By the proof of Theorem 4.1 (b)
 = s 12s 1;k   s2s 1;k;
and equation (8) has a (2s  1)-periodic solution.
Exactly as in the proof of Theorem 4.2, we have that
v1; cos

2k
2s  1

v1   sin

2k
2s  1

v2; : : : ;
cos

2k
2s  1 (2s  2)

v1   sin

2k
2s  1 (2s  2)

v2
T
and 
v2; sin

2k
2s  1

v1 + cos

2k
2s  1

v2; : : : ;
sin

2k
2s  1 (2s  2)

v1 + cos

2k
2s  1 (2s  2)

v2
T
are real eigenvectors of
circ (B2s 1; B2s 2; : : : ; B1)
(see (7)) corresponding to the eigenvalue 1. Therefore Theorem A (c) yields
that
'1 =

cos

2k
2s  1 (s  1)

v1 + sin

2k
2s  1 (s  1)

v2; : : : ;
cos

2k
2s  1

v1 + sin

2k
2s  1

v2; v1
T
2 BV s;d
and
'2 =

  sin

2k
2s  1 (s  1)

v1 + cos

2k
2s  1 (s  1)

v2; : : : ;
  sin

2k
2s  1

v1 + cos

2k
2s  1

v2; v2
T
2 BV s;d
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are (2s  1)-periodic initial vectors.
We can accomplish the proof as in Theorem 4.2 (b3).
The proof is complete.
Proof of Theorem 4.4. (a) Since (;    ) = 1, it follows from
(   + 2k) p = l (4s  2) (28)
that  is a divisor of p, that is p = t for some positive integer t.
(l; p) = 1 implies that (t; l) = 1, and hence by (28), 4s  2 is divided by t.
Suppose p = 2. Then l = 1 and  = 2, and thus (28) has the form
 = 4 + 4k   4s
which contradicts to (; ) = 1.
(b) In this case Theorem 4.1 (b) shows that
 = s 1(4s 2); +2k   s(4s 2); +2k;
and equation (8) has a (2s  1)-periodic solution.
Now we can apply the same method as in the proof of Theorem 4.3 (b).
The proof is complete.
Proof of Corollary 4.3. It is easy to check them.
Acknowledge: Supported by Hungarian National Foundations for Scientic
Research Grant No. K101217.
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