Cloud balancing provides an organization with the ability to distribute application requests across any number of application deployments located in different data centers and through Cloud-computing providers. In 
Introduction
"Cloud computing is a model for enabling convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction. This cloud model promotes availability and is composed of five essential characteristics, three service models, and four deployment models." Details can be found in [5, 46] . A lot of research, including resource scheduling [39, 40] , heterogeneous language supporting [42] , IO data management [38] and load balancing [23, 31, 34, 35, 36, 41] , have been widely studied in the Cloud.
A growing number of organizations are turning to Cloud computing to meet the demands including advertising services, viral marketing activities, online games, retail sites and so on. Cloud computing meets many challenges [8] including Cloud balancing [25] . Cloud balancing extends the architectural deployment model used in conjunction with global server load balancing to the Cloud [1] . It increases the choices for organizations when they determine from the place where a given application should be delivered.
One aim of the Cloud is to provide adequate resources to meet current and expected data loads [2] . However, even the most state-of-the-art Cloud environment will be of little use without a highly robust, automated load balancing component. Many of the top public Cloud services have made the load balancing a priority, primarily as a means to distinguish themselves as full-service solution providers rather than mere adjuncts to internal data center infrastructure. Amazon recently incorporated the Zeus [3] Simple Load Balancer into the EC2
[4] platform with an aim at drawing in smaller and mid-sized customers. Hosting.com is pursuing a similar method with the addition of Coyote Point's Dedicated Load Balancing solution [6] , which is expected to improve application response time and availability as well. Rackspace is also testing load balancing method [7] .
Technical goals and business goals for Cloud balancing are given in [1] . Cloud balancing uses a global application delivery solution to determine, on a per user/customer basis, the best location from which to deliver an application. Cloud balancing should include traditional global server load balancing parameters such as:
(1) Application response time.
(2) Location of the user.
(3) Availability of the application at a given implementation location.
(4) Time of day.
(5) Current and total capacity of the data center/Cloud computing environment in which an application is deployed.
Additionally, Cloud users must consider more variables including:
(1) Cost to execute the request at a given location.
(2) Total cost to deliver the request to a user/customer. (3) Regulatory compliance and/or legal restrictions.
(4) Services required by the user/customer to fulfill the request based on contractual obligations.
The paper pays attention to Cloud balancing methods. We select Cloudsim [9, 14] as our research platform because Cloudsim provides load balancing parameters and the parameters of Cloud users that have been introduced above. Simulations on Cloudsim are executed to test our methods. A true log from [45] also is used to test the performance of our method.
The rest of the paper is organized as follows. In the next section, we introduce some proposed load balancing schemes of the distributed computing systems and especially on Grid and Cloud. Section 3 introduces simulation on Cloudsim. In Section 4, we present our Cloud balancing scheme. Section 5 gives the simulation and the comparison to Min-min [29] , Max-min [29] , FPLTF (Fastest Processor to largest Task First) [30] and LBEGS [28] . In section 5, we also test our method on a true log of [45] . Finally, section 6 concludes the paper
Related Work
Cloud Balancing is the new coming issue, so we give an introduction to tradition load balancing in distributed system and Grid which has been discussed in traditional distributed systems literature for more than three decades and relates to Cloud computing, and then some methods of load balancing in Cloud are discussed in detail.
Various methods and algorithms of load balancing have been proposed, implemented and classified in a number of studies [10] [11] in traditional distributed systems. A load balancing algorithm attempts to improve the response time of user's submitted applications by ensuring maximal utilization of available resources. The main goal is to prevent the condition where some processors are overloaded with a set of tasks while others are lightly loaded or even idle [12] . Load balancing can be defined by their implementation of the following policies [13] : (1) Information policy specifies what workload information to be collected, when it is to be collected and from where;(2) Triggering policy determines the appropriate period to start a load balancing operation; (3) Resource type policy classifies a resource as a server or receiver of tasks according to its availability status; (4) Location policy uses the results of the resource type policy to find a suitable partner for a server or receiver; (5) The selection policy defines Martin, et al., investigates three possible distributed solutions proposed for load balancing in Cloud [25] : approaches inspired by Honeybee Foraging Behavior [31, 34] , Biased Random Sampling [32] and Active Clustering [33] .
One of the key benefits is a better load balancing by using of VM migration between hosts. To migrate, we must know which virtual machine needs to be migrated and when this relocation has to be done and, moreover, which host must be destined. In [34] , S. Jing, et al., proposed a novel model for this problem based on fuzzy TOPSIS to detect the hotspots and balance load.
W. Kleiminger, et al., [36] present a combined stream processing system that, as the input stream rate varies, adaptively balances workload between a dedicated local stream processor and a cloud stream processor. It is possible to construct a combined stream processing system that uses the resources of a cloud infrastructure to assist a local stream processor. The combined approach scales well with increasing input rates by using cloud resources and achieves increased throughput. This approach only utilizes cloud machines when the local stream processor becomes over loaded. They have evaluated a prototype system with financial trading data. Their simulation results show that it can adapt effectively to workload variations, while only discarding a small percentage of input data.
In [41] , S. Wang, et al., proposed a Three-level Cloud Computing Network. The threelevel are request manager, service manager and service node. The goal of this study is to reach load balancing by OLB (Opportunistic Load Balancing) scheduling algorithm, which makes every node in working state. Besides, in their research, the LBMM (Load Balance Min-Min) scheduling algorithm is also utilized to make the minimum execution time on the node of each task and the minimum whole completion time is obtained. However, the load balancing of three-level cloud computing network is utilized; all calculating results could be integrated first by the second level node before sending back to the management. Thus, the goal of loading balance and better resource manipulation could be achieved.
In this paper, we pay attention to the load balancing on Cloudsim and propose a three levels control methods based on Cloudsim. The three levels include PEs, Hosts, and Datacenter. Every level checks their state periodically and scheduling between PEs ultimately to form load balancing in the resource entity and ultimately form load balancing of the whole system (From Physical Structure of Cloud, Figure 1 ).
Simulation of Scheduling on Cloudsim
The Cloudsim toolkit supports both system and behavior modeling of Cloud system components such as data centers, virtual machines (VMs), Processing Elements (PEs) and resource provisioning policies. Figure 1 is physical structure of Cloud. Cloudsim supports modeling and simulation of Cloud computing environments with different parameters. User can set different parameters in Figure 1 . Every Host has many PEs and a data center has many hosts. Datacenter broker is in charge of the resource scheduling of Cloud. Figure 2 is the user view of Cloud. For a Cloud user, he only pays attention the VM(s) which is assigned to him. A Datacenter can manage several hosts who in turn manage VMs during their life cycles. The host is a Cloudsim component that represents a physical computing server in a Cloud: it has parameters including speed (expressed in millions of instructions per second-MIPS), memory, storage, and a provisioning policy for allocating processing cores (or PEs) to VMs. The Host component implements interfaces that support modeling and simulation of different parameters (memory, hard disk, CPU, etc.,). Each host either implements the space-shared or the time-shared policy for allocating cores to VMs [9] .
In this paper, assumptions are given as follows: (1) One host can only be assigned to one VM; (2) We do not pay attention the memory capacity and storage capacity of every Cloudlet, only care about the instruction length of every Cloudlet. Our proposed load balancing scheme works at three levels: Datacenter, Host, PE. When a new Cloudlet comes from a user, it is submitted to a VM which is under loaded. From Figure  2 , we can find that Cloudlet has been assigned to PEs ultimately. So Cloud balancing is control by the physical resource entity including Datacenters, Hosts and PEs (Figure 1) . After a specific interval of time, the resource entity checks its load and classifies them into three Copyright ⓒ 2014 SERSC categories: "under loaded", "over loaded", and "normally loaded". The classifications of Datacenter, Host and PE according Load are listed on Table 1 .
For the easy of analysis, class definitions of resource entity are given as The states of a PE/Host/Datacenter are categorized into three kinds based on the load: under loaded, normally loaded, and over loaded and they are denoted by 0, 1 and 2 separately. We can forecast the CPU load [26] on Windows or Unix OS [27] . In [44] , Z. Yuanyuan, et al., has presented a running time prediction method for grid tasks based on their previous work. So it is not difficult to forecast the load of resource entity (PE/Host/Datacenter) by the resource entity itself, and then it adds the load from others Cloudlets which is assigned to the resource entity; we get the new load of the resource. We get his new state of the resource entity by checking the value of the load (As algorithm 1.). When we find the state of the resource entity changed, we post a request to its parent resource entity to change the state of the resource record. Algorithm 1 is the detail: There are three lists of every resource entity (Host, datacenter, Datacenter broker) which record different state of the resource entity of next level (Such as in Figure 1 . The next level of the datacenter broker includes datacenter 1 to datacenter j. The next level of datacenter 1 includes host 11 to host 1i. The next level of Host 1 includes PE 111 to PE 11n). Under loaded list/Normally loaded list/Over loaded list are used to record the resource entity whose state is under loaded/normally loaded/over loaded. When a resource entity parent gets "under loaded/ normally loaded/ over loaded" that which is triggered from resource entity r (Algorithm 2, lines 2-3), the resource leaves the list which it belongs to (Algorithm 2, line 4) and inserts into the list that the resource should belong to (Algorithm 2, line 5). Scheduling is as follows: The standard deviation of l p is given by:
Where  is the standard deviation of loaded (%), end is the number of PEs, l i is the loaded of resource i, and _ l is the average load of each PE. If the standard deviation value of a method is small, it means that the difference of each load is small. The small standard deviation tells that the load of the entire system is balanced. The lower value the standard deviation has, the more load balanced the system has.
Our load balancing method is: if we can find a scheduling that makes the standard deviation the minimum value, we schedule it. The standard deviation load may be more or less than before scheduling. We select the scheduling which makes the selected resource state is normally loaded or under loader and insures the standard deviation reduce most; otherwise, we select the scheduling whose standard deviation increases the least and the scheduling insures the state of the resource is "normally loaded" or "under loaded". Algorithm 3 gives the detail. record the minimum when all kinds of scheduling makes the standard deviation smaller or not. statechange1 (==1) records the condition that some scheduling makes the standard deviation become smaller. On the contrary, statechange2 (==1) records the condition that there are not any scheduling can make the standard deviation become smaller. Lines 10-28 are the solution for the first condition and lines 28-49 for the second condition. On the first condition, if some scheduling make one resource change from under loaded to over loaded, we select the scheduling (lines [13] [14] [15] [16] [17] [18] [19] [20] ; otherwise, we select the scheduling (line [13] [14] [15] [16] [17] [18] [19] [20] which keeps the standard deviation as minimum (lines [22] [23] [24] [25] [26] . For the second condition, if some scheduling make one resource change from under loaded to normally loaded, we also select the scheduling (lines 33-40); otherwise, we select the scheduling (lines [13] [14] [15] [16] [17] [18] [19] [20] which keeps the standard deviation as minimum (lines [42] [43] [44] [45] [46] . Lines 52~63 is the assignment details.
From the analysis, we can find that although the Cloud balancing can happen in PEs, Hosts and Datacenters, the balancing happens in PEs level ultimately. Every VM, in fact, is consisting of some PEs. This is actually a centralized resource management, but whose scalability is not a problem when there are large-scale computer systems including data centers for the cloud. The three levels bring convenience for management. For every Host, only need to know the load information of PEs which belongs to the Host. For a Datacenter, it only needs the summary load information of Hosts which belongs to the Datacenter and it does not need the details of load information. The same method is taken by the Datacenter broker who only needs summary load information of the datacenter. The three level controls also bring easiness for the management of resource entity.
In fact, considering the standard deviation of load distributions and searching all possible task assignments, this may be costly. But depending on the workload at any specific moment, the system has the ability to lease new VMs up to a total number of 120. This is a limitation posed by Amazon EC2 which allows up to 20 "Regular" and up to 100 "Spot" VMs which can be leased under certain conditions [43] , hence virtually up to 120 VMs. For this limit, to get the standard deviation is not a problem. In addition, the load balance scheduling happens only when there are resource entities in over loaded state and it does not happen anytime. We take max-min method when the resource is under loaded.
Simulations
One of the most common measures in evaluating the performance of a Grid is measuring the makespan. The makespan is the "total application execution time" [19] . The total application execution time is measured from the time that the job is sent to the Cloud to the time that the job comes out of the Cloud. The small standard deviation tells that the load of the entire system is balanced and it also shows that the balancing level of the Cloud has. The lower value of the standard deviation has, the more load balanced the system is [10] . The communication overheads are calculated by counting the number of messages over PEs, Hosts, Datacenters and we calculated by counting the number of messages over the different resource entity (Datacenters/Hosts/PEs) [28] . Job throughput which is the number of completed jobs per elapsed time and it has been widely used [25] to test the performance of load balancing methods. So, makespan, standard deviation of loaded, the communication overheads and job throughput are selected as four standards for our simulations.
There are many load balancing methods in the distributed computing system and Grid. Some of them can be used in Cloud balancing. We select Min-min [29] , Max-min [29] , FPLTF (Fastest Processor to largest Task First) [30] and LBEGS [28] to compare with our method. Min-min [29] set the tasks which can be completed earliest with the highest priority. The main idea of Min-min is that it assigns tasks to resources which can execute tasks the fastest. LBEGS has been introduced in Section 3.
Suppose that every PE has a processing power with a random number between 1 and 10 (one million instructions per second is assigned to Grade 1, two million instructions per second is assigned to Grade 2, etc.,) Without loss of generality, we set the local load factor for resources to be zero; this does not affect the performance measure of the algorithms. We set it to zero to help us better analyze the effect and behavior of the algorithms. Resource load threshold parameters and Cloud parameters are listed on Table 3 .We can express the Cloudlet length in a random number between 1 and 10 (1 Million Instructions is assigned to Grade 1, 2 Million Instructions is assigned to Grade 2, etc.,). In addition, as mention in formula (2), we calculate the load when Cloudlet g is assigned to resource entity p as follows: 
r p,g .t is the time that from the time that g is executed on p to the time that g is finished .
International
Section 5.1 and Section 5.2 give a simulation with constant Cloudlets and with a constant PEs. Section 5.3 gives a simulation with a true log [45].
Simulations with Constant Cloudlets
The readings are taken by varying the number of PEs starting at 200 and ending at 1200 with a step of 200, i.e., the number of datacenter starting at 10 to 60 with a step of 10. The numbers of Cloudlets is kept constant at 200000. The communication overheads are calculated by counting the number of messages ("over loaded") between resource entities.
Makespan of different methods are shown on Figure 3 . In general, before the number of PEs reaches 400, Min-min and Minsd perform well and the makespan is the least, LBEGS is the worst; when the number of PEs is more than 400, LEBGS is the best method and FPLTF is the worst, the others are middle and get the same performs basically. From Figure 3 , we know that LBEGS performs well when the resource is enough. But when the resource is not enough, it doesn't perform well as wishes. Minsd performs well on any condition relatively.
The times of communication over head of different methods are shown on Figure 4 . Generally, for FPLTF, the overhead times drop dramatically when the number of PEs between 200 and 600 and then keep dropping slowly; for others, the value always keeps at a low value between 0 and 10. In conclusion, when the number of Cloudlets is a constant, Minsd provides good Cloud balancing, and at the same time, it reduces makespan and overhead communication. From Figure 3-8 , it is not difficult to find that LEBGS although can provide balancing at most of time, but the overhead times is too many especially when the resource is not enough (before the number of PEs reaches 600). LEBGS provides stricter rules for loaded balancing and avoids this before the resource is "over loaded".
Simulations with Constant PEs
The results are taken by varying the number of Cloudlets starting at 40000 and ending at 140000 with a step of 20000, and the numbers of PEs are kept constant at 100, i.e. , there are 5 datacenters in the Cloud. The communication overheads are calculated by counting the number of messages ("over loaded") between the resource entities.
Makespans of different methods are shown on Figure 9 . Generally, the makespan increases with the increasing of the number of Cloudlets. Minsd performs the best and LBEGS is the better.
The times of communication overhead of different methods are shown on Figure 10 . In general, for Min-min, Max-min and FPLTF, the overhead times increase dramatically with the number of Cloudlets increasing; the value of Minsd and LBEGS always keep at a low level between 0 and 1500 and increases slowly with Cloutlet increasing.
Standard deviations of loaded of different methods are shown on Figure 11 . The value of standard deviation of Max-min increases dramatically with the number of Cloudlet increasing. The values of all the methods keep at a level between 0 and 100. LBEGS and Minsd always provide the best balancing on any conditions. Figure 12 -14 are the job throughput of PE, Host and Datacenter. The throughput of Minmin, Max-min and FPLTF are increasing slowly and even keeping as a constant. The value of PE/Host/Datacenter of them is about 60, 280, and 1200 separately. The throughputs of LBEGS and Minsd increase with the increasing of PEs and Minsd increases more quickly than LBEGS before Cloudlets is more than 80000. After the number of Cloudlets comes to 80000, the throughput of Minsd keeps as a constant and LBEGS increases and the value is less than Minsd. In conclusion, Minsd provides Cloud balancing on most of the time and it also gives support to minimize the overhead, makespan, standard deviation of loaded and enhances job throughput. FPLTF also gives good performs as Minsd and its balancing level is less than Minsd relatively. 
Simulations on a True Log
This log contains several months accounting records from the RICC installation in Japan. RICC (RIKEN Integrated Cluster of Clusters) is composed of 4 clusters, and was put into operation in August 2009. The data provided here is from the " massively parallel cluster" , which has 1024 nodes, each with 12 GB of memory and two 4-core CPUs, for a total of 12 TB memory and 8192 cores [45] . We suppose that the resources belong to space-shared. The comparisons only are taken between LBEGS and Minsd. The results are listed on Table 2 . Variance of datacenter (varDC), variance of host (varhost), variance of PE (varPE), makespan and average waiting time of every job (Avgwtime) are shown in Table 4 . In the log, some jobs fail and we delete those jobs first. The log does not give detailed information of job assignment so we cannot get the variance of datacenters, hosts and PES. We use "-"to express the result. Table 4 shows that the variance of Datacenters of Minsd is less than LBEGS. At the same time, Minsd also has a lower value in makespan though it has a higher value in average waiting time (Avgwtime). In fact, we find the jobs in the log are big job which need much time and more PEs. We also test the load of every datacenter. Table 5 shows that the capacity of jobs of every datacenter and it tells the reason why the variance of datacenter of Minsd is the minimum. From the analysis of the true log of RICC, Minsd has relative better performance than LBEGS. 
Conclusions and Future Work
This paper proposes Minsd for Cloud balancing and used it on PES/Hosts/Datacenters. Simulations indicate that it has relative good performance in makespan, communication overhead and standard deviation. Future work includes taking more parameters into account such as memory capacity, bandwidth. Router table [21, 22] considers the route selection and bandwidth also brings a new view of load balancing in Cloud. We hope to extend our load method on the router Table. The ultimate goal of Cloud balancing is to deliver an application to a user as quickly as possible with the least amount of resources and for the lowest cost [1], so we need to pay attention to the cost of customers and load balancing in the future. The major benefit of VM migration is to avoid hotspots [8] and we also can apply Minsd to VM migration but need more attentions for more parameters. The proposed load level detection and resource allocation algorithms do not share the assumption that the global information
