Lowe-Andersen ͑LA͒ temperature controlling method ͓C. P. Lowe, Europhys. Lett. 47, 145 ͑1999͔͒ is applied in a series of mesoscopic polymer simulations to test its validity and efficiency. The method is an alternative for dissipative particle dynamics simulation ͑DPD͒ technique which is also Galilean invariant. It shows excellent temperature control and gives correct radial distribution function as that from DPD simulation. The efficiency of LA method is compared with other typical DPD integration schemes and is proved to be moderately efficient. Moreover, we apply this approach to diblock copolymer microphase separation simulations. With LA method, we are able to reproduce all the results from the conventional DPD simulations. The calculated structure factors of the microphases are consistent with the experiments. We also study the microphase evolution dynamics with increasing N and find that the bath collision frequency ⌫ does not affect the order of appearing phases. Although the thermostat does not affect the surface tension, the order-disorder transition ͑ODT͒ is somewhat sensitive to the values of ⌫, i.e., the ODT is nonmonotonic with increasing ⌫. The dynamic scaling law is also tested, showing that the relation obeys the Rouse theory with various ⌫.
I. INTRODUCTION
Polymers are widely used in industry and everyday life due to the chemical variability of the constituent molecules and their multiple mechanical properties. Computer simulation methods are ideally suited to help us understand the structures that lead to those properties and to enhance our ability of material design. For example, microscopically molecular dynamics ͑MD͒ simulation techniques are always adopted to study the local chain relaxation dynamics in short time regime, and the finite element methods ͑FEM͒ are widely applied in polymer processing simulations. However, polymers have a unique feature, that is, the existence of a relevant length scale in between the atomistic scale and the macroscopic scale. Such a length scale is beyond the reach of the traditional MD and FEM. Thus various simulation methods have been developed to study the mesoscopic structures, e.g., the time-dependent Ginsburg-Landau theory ͑TDGL͒, the dynamic density functional theory ͑DDFT͒, 1,2 the lattice Boltzmann equation ͑LB͒, 3,4 the mean-field theory ͑MF͒, 5 and the dissipative particle dynamics ͑DPD͒.
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The TDGL and DDFT have been successfully used, for example, to simulate spinodal decomposition in binary and ternary polymer blends and block copolymers, both in bulk and near surfaces. 10 Recently LB method is coupled with MD to simulate polymer solution dynamics. With a beadspring lattice model, the polymer is treated on a coarsegrained molecular level, and the solvent molecules are treated on the level of a discretized Boltzmann equation. 11 The MF and DPD represented by coarse-grained molecular models are utilized to study the morphology of inhomogeneous materials via Flory-Huggins parameters between components. 10 DPD is a mesoscale simulation technique developed to model Newtonian and non-Newtonian fluids and correctly describes the hydrodynamic interactions. [12] [13] [14] [15] In a typical DPD simulation, the fluid is modeled as a collection of soft particles which individually represent many molecules. Interparticle interactions are characterized by pairwise conservative, dissipative, and random forces acting on a particle i by a particle j. The dissipative forces in DPD depend on the velocities, which in turn are governed by the dissipative forces. Therefore care must be taken when integrating the equations of motion in DPD framework. Groot and Warren ͑GW͒ suggested a modified velocity-Verlet algorithm ͑VV͒, in which an adjustable parameter was used to partially taking into account the force-velocity interdependence. 9 DPD-VV 16, 17 is also a modified velocity-Verlet algorithm, which updates the dissipative forces for a second time at the end of each integration step. Shardlow's splitting method is another addition to DPD integrators. 18 In this method, the conservative part, which is calculated separately from the dissipative and random terms, is solved using traditional velocity-Verlet method, whereas the fluctuation-dissipational part is solved separately as a stochastic differential equation.
These integrators improve the stability of conventional DPD and attract more attention to the DPD algorithm optimization. However, a defect of DPD is that the Schmidt number Sc is reduced in comparison of the real fluid. 9 The Schmidt number is a dimensionless parameter which characterizes the fluid, Sc= / D, where is the kinematic viscosity and D is the diffusion constant. In DPD simulations, the very soft potential leads to a slower momentum transportation, so the Schmidt number always takes the gaslike value Scϳ 1. 9 Although lower Sc may speed up the simulation during, for example, the phase separation process, an appropriate Sc value is needed to accurately manifest the phase separation dynamics and correctly describe the phase interfaces. This is even more crucial for polymers because Sc in these systems is always as high as 10 6 . Note that thermostating will enhance viscosity 19 and DPD itself in general can be taken as a temperature controlling skill. 20 Lowe has suggested a new approach for DPD based on the Andersen thermostat ͑LA method͒, which replaces the temperature controlling formed by the dissipative and the random forces, and meanwhile conserves momentum. 21 In Lowe's paper, 21 he examined the equilibrium properties of the dissipative ideal gas ͑there is no conservative force͒ and found that for all the time steps, the temperature deviation was controlled to lower than 0.01%. As for radial distribution function ͑RDF͒, he observed the deviation only of 0.1%. The applications of LA method on polymer systems, however, are scarce. 17 Therefore in this study, we construct model polymer systems in DPD framework, and investigate in detail the effects of LA approach on the thermodynamic and dynamic properties with different Schmidt number. The paper is organized as follows. First, we briefly summarize the DPD method and the LA approach. Then we present the results and discuss the efficiency of LA compared to other integration schemes. Furthermore, we discuss the effects of LA on the equilibrium properties ͑tem-perature control, RDF, and the interfacial tension͒, on the thermodynamics by studying the order-disorder transition ͑ODT͒ in microphase separation of diblock copolymers, and on the dynamics by testing the scaling law between the diffusion coefficient and the polymer chain length. In all the tests, we emphasize on how the bath collision frequency ⌫ in LA approach affects the results. Finally our conclusion and appraisal of the LA approach are made.
II. DPD METHOD AND LA APPROACH
In DPD, the simulated system consists of N interacting particles, whose time evolution is governed by Newton's equations of motion
The conservative force F ជ ij C is a soft repulsion acting along the line of centers, a ij is the maximum repulsion between particle i and particle j; and 
͑1͒ For all pairs of particles for which r ij Ͻ r c
The typical integration schemes of DPD are listed in Table I for GW; Table II for DPD-VV, Table III for firstorder Shardlow's splitting method ͑S1͒. Because all the forces are pairwise, the momentum is conserved; thus the macroscopic behavior of the system directly incorporates Navier-Stokes hydrodynamics. In a real fluid, because of the high particle density, momentum can be transported rapidly by the interparticle forces. However, mass transport caused by the displacement of particles is slow due to the cage effect. Therefore, Sc should be a larger number ͑for water Sc ϳ 10 3 , for polymer systems Sc is even larger͒. Groot and Warren first noticed the discrepancy between the simulated Sc in DPD and that of the real fluid. They argued that higher Sc is required to correctly manifest the dynamic behavior. Lowe's method is raised to resolve this problem via the application of a modified Andersen thermostat. 19, 21 This new thermostat approach, like DPD, is stochastic. It exchanges the velocity between the particles and the bath via a valid Monte Carlo scheme, and is canonical. 19 In the spirit of conserving momentum and enhancing viscosity, Lowe constructed the integration scheme as follows. First with velocity-Verlet algorithm, 22 we can solve the Newton's equations of motion:
where F ជ 
Like DPD, only relative velocities are involved in the integration procedure, so the method is similarly Galilean invariant. The detailed LA scheme is listed in Table IV .
The impulsive forces of the thermostat will add to the fluctuation shear stress xy ͑t͒, and there is a relation between the viscosity ͑ = ͒ and the stress-stress correlation function: 
So if we set a large ⌫ value, i.e., we set a small ⌳, we can get a large Schmidt number. As shown in Lowe's paper, if ⌫ equals to 10 4 , Sc turns out to be 3.5͑±0.2͒ ϫ 10 6 . This value can meet the requirement of modeling most of the real fluid. 21 Macromolecular simulations often require a long CPU time. A better integration scheme must be efficient enough. Thus we test the four integration schemes mentioned above and list the results in Table V. All the results have been averaged over 30 000 consecutive steps for 3000 beads in a box of size 10ϫ 10ϫ 10. The results are for integrating the equations of motion over one time step of size ⌬t = 0.05. The time needed to construct the linked lists 23, 24 has been included here. For LA approach, ⌳ = 5.0. We can see that the efficiency of the LA scheme is worse than the integration 
For all pairs of particles for which r ij Ͻ r c scheme of GW but better than the other two. So it is a moderately efficient scheme and can meet the simulation request in general. Knowing the efficiency of LA, we then can tune up the Schmidt number towards real fluid and study the corresponding effects on the equilibrium, thermodynamic and dynamic properties of polymers.
III. THE EFFECTS OF LA APPROACH ON POLYMER PROPERTIES

A. Equilibrium properties
The comparison of temperature control among four different integration schemes ͑GW, DPD-VV, S1, and LA͒ is shown in Fig. 1 . When the integration time step is smaller than 0.06, all these integrators are good in temperature control. However, GW turns to be worse faster than the other integrators with increasing ⌬t, although it is the most efficient integration scheme. It should be noted that the when ⌫ is set to be 10, LA approach shows an excellent temperature control-the temperature remains 1.00 ͑the target temperature͒ even when the time step reaches 0.1. Compared to the curve of LA scheme with ⌫ = 1, we can find that the larger ⌫ is, the better temperature control we get. The particles exchange the velocities with probability ⌫⌬t if the time step is kept invariant, then with higher ⌫, the particles are thermalized more often, and we have a better control of the temperature. Obviously, 0 Ͻ⌫⌬t ഛ 1 should be met with. When ⌫⌬t = 1, the particles are thermalized at every time step. When ⌫⌬t → 0, the system is only weakly coupled to the thermostat. Therefore the dynamic properties can be tuned up by changing the parameter ⌫.
The radial distribution function g͑r͒ has been tested to be unit in the case of ideal gas. 17, 21 For ⌬t = 0.01, 0.06, and 0.1 we have simulated systems with conservative forces via LA and GW approaches to test the effects of ⌫ on g͑r͒. For Fig. 2 . For ⌬t = 0.01 and 0.06, the curves are indistinguishable from one another. However, for ⌬t = 0.1, the curves from LA and GW show significant difference, while the ones from LA with different ⌫ overlap each other. With a time step ⌬t less than 0.06, both the LA and the GW approaches show a good temperature control. When the time step becomes 0.1, the GW method cannot control the system to be canonical anymore. However, the systems based on the LA are well temperature controlled for a sufficient large ⌫, and they deviate from the canonical ensemble not as much as compared with the GW system. Therefore, the LA method can generate a more reliable RDF in the case of large time steps and does not affect the equilibrium structure of the real liquid.
The interfacial tension, which is the excess free energy stored in the interface region per unit area, is another important equilibrium property. In this context, we have adopted the interfacial tension definition of Irving-Kirkwood pressure tensor, which for a planar interface is given by [25] [26] [27] 
͑4͒
where P N ͑z͒ and P T ͑z͒ are the normal and transversal pressures profiles. In these expressions the first term corresponds to the ideal gas contribution while the second comes from the intermolecular forces. A denotes the interfacial area and ⍜͑r͒ is the Heaviside step function. The interfacial tension is the difference between the normal and transversal pressures, 2͑z͒ = P N ͑z͒ − P T ͑z͒. ͑5͒
In our calculation, the derivative of potential item −UЈ is replaced by the conservative force F C . The total interfacial tension is obtained by integrating over the whole system:
The factor 2 comes from the existence of two interfaces due to the periodic boundary condition and D is the box length. In this paper, if not otherwise mentioned, the interaction radius, the particle mass, and the temperature are set to 1, i.e., r c = m = k B T = 1. The particle density is 3. The conservative repulsion a ii between identical beads is 25 to reflect the compressibility of water when one bead corresponds to one water molecule 28 . a ij between different types of beads is obtained according to the linear relation with Flory-Huggins parameters: a ij Ϸ a ii + 3.27 ij ͑ = 3͒.
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There are two kinds of homopolymers in a box of size 10 ϫ 10ϫ 10. Each polymer has a chain length of 10. In the beginning of the simulations, one kind of polymers is placed in one-half of the box and the other kind in the other part. For = 0.9 and 4.6, the interfacial tension is calculated via Eq. ͑6͒ with ⌫ = 1, 10, 20 and ⌫ = 1, 10, 100, respectively. Since diffusion is proportional to 1 / ⌫, we assume that the times needed to reach equilibrium have the similar relationship. In the case of = 0.9, the simulation time for ⌫ = 1 is set as 9000 time units, for ⌫ = 10, 90 000 time units, and for ⌫ = 20 180 000 time units. In the case of = 4.6, the simulation times for ⌫ = 1, 10, 100 are 500, 5000, and 50 000, respectively. The interfacial tension is averaged over all the run time, which is shown in Fig. 3 for = 4.6. For all three ⌫ values, the interface has the same thickness. The peak value of ⌫ = 10 is a little bit larger. We then perform the simulations twice more with different random number sets and average the calculated total interfacial tension. The values of total interfacial tensions are listed in Table VI . In the case of = 0.9, the averaged total interfacial tension of ⌫ = 10 is a little bit larger than those of the other two ⌫ values. To clarify the exception of ⌫ = 10, simulations of blends with a chain length N =1 ͑i.e., monomer blends͒ are performed. The interfacial tension of the monomer blends obey the relation proposed by Groot and Warren: 
͑8͒
According to the equation, for = 5, 10, 20, the interfacial tension is ͑1.31± 0.07͒, ͑2.74± 0.15͒, ͑4.06± 0.24͒. When ⌫ = 1, averaging over 30 000 time units, the calculated are 1.26, 2.74, and 4.22, respectively, for = 5, 10, and 20; when ⌫ = 10, by averaging over 300 000 time units, the interfacial tensions are 1.35, 2.77, and 4.11. This test verifies that the ⌫ = 10 case is not special and does not affect the interfacial tension; falls in the range of uncertainty. Therefore the LA thermostat does not affect the interfacial tension.
B. Microphase separation of diblock copolymers
To test the effects of LA on the thermodynamic properties of polymeric systems, we apply this approach to the simulation of microphase separation of diblock copolymers.
First, we model a system which contains 24 000 beads in a box of size 20ϫ 20ϫ 20. The chain length N = 10. For ⌫ = 1 and 10, we simulate four different systems according to the fraction of A bead, i.e., A 2 B 8 , A 3 B 7 , A 3.5 B 6.5 , and A 4 B 6 .
We can obtain the A 3.5 B 6.5 system by mixing up the same number of A 3 B 7 and A 4 B 6 chains together. Both for ⌫ = 1 and ⌫ = 10, after a period of simulations, the A 2 B 8 system reaches a micellar phase, the A 3 B 7 system reaches a hexagonal cylindrical phase, the A 3.5 B 6.5 system reaches a hexagonal perforated lamellar phase, and the A 4 B 6 system reaches a lamellar phase with high enough a ij . All these results are in accordance with Ref. 29 . The times needed to reach a steady phase for systems A 2 B 8 , A 3 B 7 , A 3.5 B 6.5 , A 4 B 6 are 10 000, 43 000, 12 500, 39 000 time units when ⌫ = 1, and 30 000, 75 000, 80 000, 58 000 time units when ⌫ = 10, respectively. We have shown the obtained microphase structures for ⌫ = 1 in Fig. 4 .
Experimentally, x-ray scattering can be used to study the mesostructures of block copolymers, and there are numerous data available for a variety of structures. For example, ratios for q / q * for the Bragg reflections from lamellar structure are 1, 2, 3, 4, 5, 6, … and from hexagonal cylindrical structure are 1 , ͱ 3, ͱ 4, ͱ 7, ͱ 9, ͱ 11, … . 30 Structure factor can be calculated via
where N A and A ͑k ជ ͒ are the particle number and the density of A beads in the reciprocal space. We have calculated the spherical averaged structure factors for the above microphases with various ⌫. It turns out that the ratios q / q * for the Bragg reflections from various structures are in accord between the simulations and the experiments. 30 To illustrate this, Fig. 5 shows the typical spherical averaged structure factors for the lamellar and the hexagonal cylindrical structures obtained with ⌫ = 1. The peaks appear at k = 1.09, 1.78, 2.18, 2.81 for the hexagonal cylindrical phase and at k = 0.99, 1.99, 2.98, 3.97 for the lamellar phase, which are in agreement with experiments very well. 30 For ⌫ = 10 we have obtained the similar plots and the positions of q / q * do not change.
The microphase evolution dynamics with increasing N is also studied. When the parameter ⌫ is 1, the reached steady phases of A 2 B 8 , A 3.5 B 6.5 , and A 4 B 6 systems are presented in Table VII . Because of the short chain effects, this N can not represent the N for a polymer chain of infinite length. According to the argument of Groot and Madden, 29 the effective N is given as
Here is the Flory exponent, which can be evaluated via
where N is the chain length, ͗l 2 ͘ is the mean square bond length, and ͗R g 2 ͘ is the mean square radius of gyration:
where r ជ i and r ជ c.m. are the position vectors of each segment in a chain and the center of mass for the whole chain. Equation ͑12͒ is strictly valid only for very long chain length. For a better fitting in the cases of short chain length, N − 1 should be used according to the Rouse model. 32, 33 However, in the current simulations only N = 10 is used for the diblock copolymers. Thus we follow Monte Carlo simulation 34 in which Eq. ͑12͒ is used to obtain the values of . In selfconsistent mean-field theory, spontaneous ordering is predicted to start at ͑N͒ ODT = 10.5. 35 From the simulations, we obtain ͗R g 2 ͘ and ͗l 2 ͘ and then from Eq. ͑12͒ we get . The calculated and ͑N͒ eff of the A 2 B 8 and A 4 B 6 systems are also shown in Table VII . In these cases, we find the same phase evolution process as that from the DPD simulations. 29 While increasing ⌫ to larger values, we also observe the similar phase evolution process, i.e., from totally disordered phase to local mesostructures and finally to the ordered mi- crophases. Thus the order of appearing phases does not depend on the ⌫ parameter. However, comparing the calculated ͑N͒ eff with the mean field values, 36 we find that in our cases the ͑N͒ eff corresponding to the order-disorder boundary are flattened than the theoretical prediction. This may be attributed both to the short chain length in the simulations and to the higher viscosity of the fluid.
A 4 B 6 system in a box of size 10ϫ 10ϫ 10 is further simulated at various ⌫ with ⌫ = 0.44, 10, 20, 40, 50, 80, 100, and 200. The time step ⌬t is chosen according to 0 Ͻ⌫⌬t ഛ 1. This simulation is designed to study the effects of ⌫ on the lamellar domain interfaces. All the systems reach a lamellar structure after the simulations. The times spent to reach a lamellar phase for ⌫ = 1, 10, 100 are 1000, 4000, 33 000. The diffusion coefficient D is proportional to 1 / ⌫, thus the particles transport more slowly with larger ⌫ and the system has to experience longer time to reach the steady state. Because the excessively long runs are needed in the large ⌫ case, one should balance between a large Sc and efficiency in practice carefully.
We also investigate the dependence of the order-disorder transition ͑N͒ ODT to the ⌫ parameter. To avoid the possible finite simulation size effects and increase the simulation speed at large ⌫, we then adopt here a smaller system with 10ϫ 10ϫ 10 and the chain length is 6 with structure A 3 B 3 . The ⌫ parameter is chosen to be 1, 10, 50, and 100. For ⌫ = 1, with N = 26.4 the random network phase is still stable at t = 50 000, and a lamellar phase appears with N = 27.0 at t = 20 000. In the case of ⌫ = 10, we still find a random network structure with N = 24.6 until t = 140 000, and a lamellar structure appears with N = 25.2 when t = 80 000. For ⌫ = 50, with N = 25.8 we find a random network structure at t = 150 000, and with N = 27.0 the lamellar phase appears at t = 126 000. For ⌫ = 100 with N = 27.6 the random network phase is stable at t = 95 000, and with N = 28.8 the lamellar phase appears at t = 60 000. In order to make sure that the lack of the lamellar structure at high N with increasing ⌫ is not due to inadequate simulation time, a lamellar system with N = 26 is prepared with ⌫ = 10, and consequently simulated with ⌫ = 100. With different random numbers, after 8000 time units, they all turn into a random network. Thus the simulation time should be enough. We can see that the ODT has a nonmonotonic relation with increasing ⌫. The upper and lower bounds for the phase transition point as function of ⌫ are shown in Fig. 6 . The variation between ⌫ = 10 and ⌫ = 100 in the critical N is 13%, which is much larger than the variation in surface tension ͑some 2%͒ as mentioned in Sec. III A. This is an interesting phenomenon, which shows the subtle effects of ⌫ on the thermodynamics of the polymeric systems. It definitely requires further investigations to elucidate the reason. All the above show that, to accurately build up the phase diagram corresponding to a real polymer system, care must be taken while choosing the ⌫ parameter.
C. Dynamic scaling law
In DPD simulations, Spenley showed that the polymers should obey Rouse behavior. 32 In this study we change the value of ⌫ ͑⌫ = 1, 10, 50, 100, 500, and 1000͒ and try to find its effects on the polymer dynamic scaling law. The chain length N is varied between 3 and 100, and the box size is set as 10ϫ 10ϫ 10 for short chains and 20ϫ 20ϫ 20 for long chains. For ⌫ = 1, 10, 50, 100, and 500, simulation time of 5000 time units is taken. For ⌫ = 1000, due to the high viscosity of the system, the simulation time is taken to be 10 000 time units. The diffusion coefficient is derived from the relation
Here r ជ i is the position of a particle and ͓͗r ជ i ͑t͒ − r ជ i ͑0͔͒ 2 ͘ represents the mean square displacement averaged over all particles. The power law fits are shown in Fig. 7 and are numerically listed as follows: 
͑15͒
The diffusion constant is reasonably proportional to N −1 , regardless the value of ⌫. It can be represented by the Rouse theory, 37, 38 which describes short chains in melt and requires the diffusion coefficient D proportional to N −1 . This result confirms the idea that ⌫ does not affect dynamics scaling relation.
IV. CONCLUSIONS
We apply the LA approach in the DPD simulation framework to study its effects on the equilibrium, the thermodynamic, and the dynamic properties of polymer systems. LA shows to be with a moderately high efficiency in the simulation. For all the ⌫ values we have tested, it has a very good temperature control. We can reproduce the phase diagram of the diblock copolymers, although the phase diagram has some displacement with the change of ⌫. The structure factors of the microphases of diblock copolymers are in good agreement with experiments. The ⌫ parameter does not affect the surface tension, but it does have some subtle effects on the ODT. In the test of the scaling law, the relation between the diffusion coefficient and the chain length, it comes out that the system obeys the Rouse theory, which is in consistent with the DPD model. During the simulations of microphase separation of diblock copolymers, we find that the method is somehow sensitive to the choice of the random number. Due to the time limit, we have not tested the effects of the other parameters, such as density and the cutoff radius. However, with present tests, we can draw a conclusion that LA approach can meet with the simulation requests of the mesoscopic materials, and has some advantage over other simulation methods in this field. For instance, it has a high efficiency, is Galilean invariant, and can get a high Schmidt number. All these enable the simulation towards the real fluid.
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