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... 
Um menino caminha 
E caminhando chega no muro 
E ali logo em frente 
A esperar pela gente 
O futuro está... 
 
E o futuro  
É uma astronave 
Que tentamos pilotar 
Não tem tempo, nem piedade 
Nem tem hora de chegar 
Sem pedir licença 
Muda a nossa vida 
E depois convida 
A rir ou chorar... 
 
Nessa estrada não nos cabe 
Conhecer ou ver o que virá 
O fim dela ninguém sabe 
Bem ao certo onde vai dar 
Vamos todos 
Numa linda passarela 
De uma aquarela 
Que um dia enfim 
Descolorirá... 
 
 
Aquarela 
Toquinho/Vinicius/G. Morra/M. Fabrizio 
  
 
 RESUMO 
 
 
O presente trabalho tem como objetivo realizar um estudo para a busca 
de estratégias ótimas de inserção de empreendimentos provenientes de 
uma carteira de projetos em Geração Distribuída. O problema consiste 
em determinar qual quantidade de geradores de cada empreendimento 
será inserida em uma rede elétrica por estágio de planejamento, com 
base na otimização de objetivos econômicos, ambientais e técnico, con-
siderando determinadas especificações de projeto, cenários fixos de ex-
pansão de carga e preço de mercado da energia, e sujeitas a limites or-
çamentários e técnicos da rede de inserção. A metodologia de otimiza-
ção empregada constitui-se de um algoritmo de solução multiobjetivo, 
baseado no método Enxame de partículas, para a busca de um conjunto 
de soluções eficientes, e uma técnica de análise de decisão, baseada em 
funções de valor e funções de síntese, para a hierarquização do conjunto 
e obtenção de uma solução de compromisso. 
 
Palavras-chave: Geração Distribuída, Modelo Multiobjetivo, Otimiza-
ção por Enxame de Partículas, Análise de Decisão 
 
 
 
  
 
 ABSTRACT 
 
 
This work aims to propose a study to search for optimal insertion strate-
gies of projects from a Distributed Generation portfolio based on a mul-
tiobjective model. The problem is to determine what quantity of genera-
tion units of each project will be inserted into a distribution network by 
planning stage, based on optimization of economic, environmental and 
technical criteria, given certain design specifications and fixed expan-
sion scenarios of load and energy market price, and subject to technical 
and budgetary limits. The employed optimization methodology consist-
ed of a solution algorithm based on multiobjective Particle Swarm 
method for searching a set of optimal Pareto solutions, and a decision 
analysis technique based on value functions for ranking the set and elici-
tation of a compromised solution. 
 
Keywords: Distributed Generation, Multiobjective Model,Particle 
Swarm Optimization, Decision Analysis 
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 1.  INTRODUÇÃO 
  
 O presente capítulo tem como propósito apresentar o problema 
abordado neste trabalho de tese, por meio de sua contextualização e jus-
tificativa, de forma a elucidar seus objetivos gerais e específicos. Com-
plementarmente, a organização deste trabalho é também apresentada.  
 
1.1  CONTEXTUALIZAÇÃO 
 
 As modernas sociedades industriais devem o seu desenvolvimen-
to em grande parte à domesticação das diversas formas de energia. Den-
tre estas, a eletricidade (energia elétrica) tem se constituído em um dos 
insumos energéticos mais largamente empregado devido à sua grande 
versatilidade, pois a mesma pode ser economicamente gerada a partir de 
diversas fontes primárias (água represada, ventos, combustíveis diver-
sos, marés, etc.) e facilmente convertida em outras formas de energia 
desejáveis (calor, movimento, luz, etc.), com a vantagem adicional de 
poder ser eficientemente transportada a grandes distâncias. 
 A eletricidade é fabricada ou processada em uma unidade indus-
trial, denominada central geradora, e disponibilizada aos seus consumi-
dores finais através de uma cadeia logística de suprimento (subestações 
e linhas de transmissão e distribuição). Logo, a energia elétrica é um 
produto comercial e, como tal, procura-se obter o máximo ganho com o 
mínimo custo e perda em toda a sua cadeia. Além disso, ela se constitui 
em um serviço essencial e, como tal, tem este serviço prestado avaliado 
quanto à sua continuidade, através de indicadores coletivos e individuais 
de duração e frequência, e à sua conformidade com os níveis de tensão. 
 A indústria da energia elétrica, desde em seus primórdios, tem se 
baseado em uma centralização da produção com a finalidade de buscar 
uma maior eficiência econômica por meio de ganhos de escala. Esta op-
ção, denominada Geração Centralizada (GC), é caracterizada por ter 
planejamento e despacho centralmente controlados, e tem propiciado 
confiabilidade, segurança, economia e qualidade de suprimento. No en-
tanto, os potenciais energéticos explorados se situam com frequência 
longe dos grandes centros de consumo, o que resulta na necessidade da 
construção de extensos sistemas de transmissão, o que intensifica os 
problemas com perdas elétricas, impactos ambientais. No caso brasilei-
ro, de geração marcadamente hidroelétrica e, portanto, dependente do 
regime de chuvas, esta opção aumenta também a complexidade da ope-
ração destes sistemas (Gonçalves, 2004).  
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 Atualmente, com os avanços nas mais variadas tecnologias de 
geração elétrica em pequena escala, o aumento das preocupações ambi-
entais, a re-estruturação do setor elétrico mundial e a liberalização dos 
mercados de energia, entende-se que um dos principais caminhos para 
aumentar a eficiência energética e atender a crescente demanda por ele-
tricidade deverá ser alcançado com a redução da distância entre a gera-
ção e o consumo, através da chamada Geração Distribuída (GD).  
  No cenário nacional, por exemplo, impulsionado pela crise de 
abastecimento no setor elétrico em 2001 e em resposta ao novo panora-
ma energético brasileiro, a figura da Geração Distribuída foi, então, in-
cluída na Lei 10.848, de 15 de março de 2004, como um dos possíveis 
fornecedores do produto energia elétrica. Logo, uma das principais no-
vidades introduzidas pelo novo marco regulatório do setor elétrico brasi-
leiro é o reconhecimento formal da participação da GD como uma alter-
nativa adicional de suprimento de energia elétrica (Brasil, 2004b).  
  Com o marco regulatório, os investidores da área têm percebido, 
então, as potencialidades da GD para possíveis aplicações em diversos 
arranjos de custo-confiabilidade. O consumidor, por sua vez, tem enten-
dido que poderá ter maiores opções de compra de energia, com o uso 
isolado ou combinado, para se proteger dos preços do mercado de curto 
prazo (spot). Assim, juntamente com uma adequada política de comerci-
alização, espera-se que a GD complemente e incorpore ganhos para todo 
o sistema elétrico nacional e forneça um cenário propício ao desenvol-
vimento de uma nova cadeia de negócios na economia brasileira. 
 Um cenário que tem contribuído para estimular o emprego da GD 
como uma nova opção de investimento, reside na recente redução da 
presença do Estado na expansão da oferta de energia elétrica. Além dis-
so, segundo (Polizel et al., 2007), o novo arranjo institucional do setor 
tem estimulado a Geração Distribuída de diversas formas, dentre outras:  
 Redução de encargos de conexão; 
 Livre acesso ao sistema de distribuição;  
 Criação de ambiente livre de negociação para as GD’s enquadradas 
como fonte incentivada; 
 Chamada pública de concessionárias de distribuição para contratação 
de energia proveniente de empreendimentos em Geração Distribuída. 
 Porém, a energia elétrica tem suas particularidades em sua finali-
dade como produto, o que traz perspectivas diferentes por parte dos in-
vestidores com relação à GD:  
 As distribuidoras de energia elétrica avaliam a GD como uma forma 
de redução de perdas elétricas, controle de tensão, melhoria da confi-
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abilidade do sistema e redução de custos com reforços e expansão de 
redes. Ao mesmo tempo, projetam aumentos na necessidade de con-
trole do despacho e reavaliação e projeto da proteção da rede; 
 Para os Produtores Independentes de Energia (PIEs), a GD é uma 
oportunidade de investimento para diversificar sua carteira de oferta 
do produtos, mas projeta um aumento de sua exposição ao mercado 
de curto prazo para honrar contratos de fornecimento; 
 O auto-produtor avalia a GD como uma estratégia de redução de cus-
tos e eficiência energética, além de uma oportunidade de venda de 
excedentes de produção. Para empresas que utilizam a co-geração, a 
inserção da energia elétrica em sua carteira de oferta de produtos re-
presenta ainda uma aplicação nobre aos resíduos combustíveis de 
seus processos industriais. Com isso, além da economia de escala, 
passam a se orientar também pela economia de escopo. 
 Considerando o exposto anteriormente, observa-se então que o 
planejamento da geração deve atender diversas perspectivas, tais como 
econômicas, técnicas e, ultimamente, ambientais, ou seja, o problema é 
naturalmente multiobjetivo. Desse modo, devido às suas múltiplas apli-
cações para os agentes do setor, o planejamento da inserção de unidades 
de Geração Distribuída não se resume apenas à análise de um empreen-
dimento financeiro, mas se constitui em um desafio que precisa ser ana-
lisado sobre diversos pontos de vista (Peças Lopes et al., 2007). 
 
1.2  JUSTIFICATIVAS 
 
 A Geração Distribuída tem sido, dessa forma, objeto de pesquisa 
de grande interesse na comunidade científica, com temas abrangentes 
envolvendo diversos aspectos, tais como tecnológicos, econômicos e 
ambientais, razão pela qual ela tem sido abordada em diversos trabalhos 
apresentados em eventos da área. Além disso, como o local de inserção 
e a capacidade da GD podem resultar em consequências à rede opostas 
às desejadas, então um dos temas mais recorrente refere-se, dessa forma, 
à otimização do tamanho e localização da GD em redes elétricas. 
 Contudo, um aspecto importante da geração de energia elétrica 
refere-se à localização do empreendimento, incluindo a Geração Distri-
buída. Unidades de geração nem sempre podem ser dispersas, no sentido 
de que poucas tecnologias apresentam restrições mínimas ou nulas para 
poderem ser livremente instaladas em qualquer ponto de uma rede elé-
trica. Isto porque diversos fatores influenciam na alocação de um em-
preendimento de geração, tais como:  
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 Disponibilidade de uma fonte primária de energia economicamente 
viável no local de exploração do recurso; 
 Disponibilidade de recursos complementares (hídricos, geológicos, 
etc.) para a produção de vapor e refrigeração, por exemplo; 
 Disponibilidade de uma área mínima necessária para a construção do 
empreendimento de geração elétrica; 
 Restrições ambientais referentes à área de ocupação, emissão de po-
luentes e deposição de resíduos, etc.; 
 Escolha de um ponto de entrega adequado na rede com menor custo.  
 Por execmplo, a implementação de empreendimentos de geração, 
tais como eólica e hidroelétrica, necessitam da definição do local com 
uma disponibilidade aproveitável da fonte primária, sendo ainda o mon-
tante da energia extraível responsável pela definição da capacidade de 
geração. Outros empreendimentos, como as nucleares, necessitam de 
recursos hídricos e áreas seguras e estratégicas, e algumas, como as tér-
micas, dependem de condições ambientais para a sua implantação. Uma 
térmica a gás se constitui em um exemplo específico: a rede de distri-
buição do gás necessitaria ser suficientemente estratificada, mas a cons-
trução de gasodutos enfrenta empecilhos ambientais às vezes maiores 
que os encontrados para linhas de transmissão. Além disso, o próprio 
local da inserção poderá determinar que influências a tecnologia acarreta 
para a rede, pois as distintas formas de produção, bem como os diferen-
tes detalhes construtivos das máquinas, podem promover os mais varia-
dos impactos na rede (Gonçalves, 2004). Logo, os estudos de otimização 
da localização e capacidade de geradores distribuídos podem não inves-
tigar o problema realisticamente e apresentar resultados de difícil execu-
ção ou mesmo totalmente intangíveis. 
 Com base nos fatos apresentados, pode-se então considerar que 
informações sobre o tipo de fonte primária e a respectiva capacidade a 
ser instalada dos possíveis empreendimentos de geração, bem como o 
ponto de inserção na rede elétrica, podem ser previamente conhecidas. 
Logo, dados complementares como: quantidade de máquinas, custos 
típicos (instalação, operação e manutenção fixo e variável, etc.), fator de 
capacidade da fonte primária e fator de potência de operação de cada 
empreendimento, podem ser também previamente levantados. A docu-
mentação de todos esses dados pode, assim, se constituir na carteira de 
projetos em geração elétrica para uma empresa com interesses em inves-
tir no setor e, desse modo, o objeto de estudo passa a se constituir no 
planejamento para execução das opções de carteira.  
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 O tipo de empresa detentora da carteira de projetos em GD repre-
senta outro ponto a se considerar. O Art. 8º da Lei 10.848/04 (Brasil, 
2004b) estabelece, em seu parágrafo 5º, que as concessionárias de servi-
ço público de distribuição de energia elétrica que atuam no SIN não po-
dem desenvolver a atividade de geração de energia elétrica (self-
dealing). Assim, caso originalmente tivessem geração própria estabele-
cida no contrato de concessão, deveriam separar os ativos de geração e 
distribuição em companhias distintas, o que resulta normalmente em 
uma holding
1
 dessas companhias. Porém, em seu planejamento de novos 
investimentos, uma empresa geradora, provável detentora da carteira, 
normalmente considera apenas os aspectos financeiros envolvidos, e 
eventualmente ambientais, sendo que aspectos técnicos além do ponto 
de entrega na rede elétrica não são de seu interesse. Esta situação, no 
entanto, poderá não se aplicar à holding em questão, pois os impactos 
dos geradores na rede da distribuidora podem se constituir em preocupa-
ções comuns da empresa e a inclusão de tais aspectos no modelo de aná-
lise pode representar mais satisfatoriamente o seu contexto decisório.  
Desse modo, a modelagem adotada neste trabalho se baseia na premissa 
de que se trata de um problema de inserção de ativos em GD de uma 
holding constituída por empresa de geração e concessionária de distri-
buição, onde a geradora espera ofertar toda sua produção nos leilões da 
distribuidora, firmar contratos por quantidade de energia produzida e, 
com isso, diminuir sua exposição geral ao preço de curto prazo. 
 Partindo-se, então, da premissa de que uma carteira de projetos de 
empreendimentos de GD da holding é conhecida, a questão pode, desse 
modo, ser resumida à tomada de decisão sobre que empreendimentos 
priorizar, ou seja, resume-se a um problema de otimização sobre a esco-
lha ótima das alternativas da carteira de projetos. Sendo assim, por se 
tratar de obras de instalação, então critérios econômicos podem ser con-
siderados. Porém, a opção por alternativas de menores custos e/ou maio-
res receitas pode não se constituir na melhor decisão se outros aspectos 
do problema, conflitantes ou não com esses parâmetros, forem percebi-
dos como importantes pelo tomador de decisão. Por exemplo, aspectos 
como redução de perdas elétricas com a inserção dos geradores, sua pe-
netração da rede e alterações na capacidade de curto-circuito, tensão de 
barra e carregamento de ramos, podem também ser contemplados na 
                                                        
1
 O termo holding refere-se a uma empresa que controla um grupo de em-
presas, que podem ou não pertencer ao mesmo setor de atividade, por meio 
da posse de parte ou da totalidade dos respectivos capitais sociais. 
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modelagem. Além disso, todas as formas de geração apresentam algum 
impacto ambiental, normalmente computado como consequências da 
atividade econômica, ou seja, estas externalidades não são, em geral, 
refletidas nos custos da energia ofertada pelo empreendimento (Freris e 
Infield, 2008). Assim, diversos critérios podem ser considerados no mo-
delo de decisão da holding para o estudo de inserção de geradores de 
uma carteira de projetos. 
 Desse modo, com o objetivo de expressar o contexto decisório de 
forma mais abrangente, a modelagem do problema de planejamento 
proposta neste trabalho apresenta uma abordagem multiobjetivo, con-
templando aspectos econômicos, técnicos e ambientais. Porém, a opção 
por uma modelagem multiobjetivo pode acarretar em possível ocorrên-
cia de conflito entre os critérios de otimização adotados (ditas funções 
objetivos). Este fato adiciona, então, uma importante característica ao 
tipo de processo de solução para o problema, pois este não apresentará 
um resultado único, mas um conjunto de soluções, ditas não-dominadas, 
advindas da noção de dominância de Pareto.    
 Adicionalmente, devido à natural restrição orçamentária de uma 
empresa para investimento em obras de instalação, normalmente defini-
da em termos anuais, este estudo pode ser investigado ao longo de um 
tempo (horizonte) de planejamento, subdividido em estágios (anos). Lo-
go, o problema pode agora ser entendido como a busca ótima de um 
cronograma de inserção na rede elétrica (e, desse modo, início de obras) 
dos empreendimentos da carteira, por estágio e ao longo do tempo de 
planejamento. Por envolver estudos no tempo, então, possíveis mudan-
ças nos valores de alguns parâmetros do problema, tais como crescimen-
to de carga da rede e elevação de preços e custos envolvidos, necessitam 
ser considerados e podem ser modelados a taxas fixas de expansão.  
 Além disso, de modo a se obter uma modelagem mais precisa 
sobre a operacionalidade de cada aproveitamento, os estágios de estudo 
podem ser decompostos em sub-estágios (meses) com 365/12 dias em 
média. Os sub-estágios, por sua vez, podem ser decompostos em dias de 
modo a modelar a demanda da rede em níveis (patamares) típicos de 
carga. Estas subdivisões são úteis para incorporar ao problema informa-
ções sobre o comportamento típico de cada empreendimento referente à 
produção mensal (devido a sazonalidades da fonte primária) e diária 
(devido a restrições de produção), além de possibilitar considerações 
sobre a expansão de carga em termos mensais e incorporar o impacto 
dos preços de mercado da energia nos diferentes níveis de carga diários.  
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 Um aspecto importante das tecnologias empregadas em empreen-
dimentos de GD refere-se à sua grande modularidade e reduzido tempo 
de implementação, o que confere à GD a vantagem de poderem ser im-
plementadas de forma parcelada ao longo do tempo de planejamento. 
Logo, com um aproveitamento projetado para contemplar diversas má-
quinas de geração, este fato permite, então, a opção por um cronograma 
de inserção, por estágio, de parcelas de máquinas de um empreendimen-
to e/ou por uma composição de parcelas de máquinas dos diversos em-
preendimentos da carteira, o que imprime uma grande versatilidade ao 
cronograma de inserção para se ajustar ao crescimento da demanda. Lo-
go, o problema de planejamento se resume na busca de uma estratégia 
de inserção de unidades geradores da carteira de projetos por estágio, o 
que permite, inclusive, identificar a não necessidade de se instalar a tota-
lidade de máquinas devido às restrições do problema (ou mesmo na in-
viabilidade de um empreendimento).  
 Com base nessas análises, observa-se, então, que a variável de 
decisão do problema multiobjetivo para a busca de uma estratégia ótima 
de inserção de empreendimentos da carteira de projetos, consiste no 
número parcelado de unidades de geração por empreendimento, ou seja, 
o espaço de decisão do problema tem natureza discreta. Este estudo ad-
quire, assim, a configuração de um problema de programação inteira 
multiobjetivo. Este fato pode acarretar em uma explosão combinatória 
de soluções potenciais, o que dificulta o conhecimento e avaliação do 
decisor sobre o espaço de decisão viável, para guiar o processo de busca 
de uma solução satisfatória. Assim, com base nesta observação, o mode-
lo de otimização multiobjetivo adotado neste trabalho reside na aplica-
ção de um algoritmo de solução adequado para a obtenção de um con-
junto de soluções não-dominadas, com posterior análise de decisão ba-
seada nas preferências do decisor. Como no modelo não serão conside-
radas estocasticidades (as expansões de carga e preços são a taxas fixas), 
então modelo de decisão será baseado no conceito de Função de Valor. 
 Resta, assim, a definição do método de solução a ser empregado, 
adequado à modelagem matemática proposta. Para isto, inicialmente 
serão comentados alguns aspectos afetos ao problema, referente aos es-
tágios e sua influência na definição geral da variável de decisão: 
 Considerações e restrições técnicas, tais como cálculo de perdas, car-
regamento de ramos e níveis de tensão de barras, são resultados ad-
vindos de cálculos de um Fluxo de Carga da rede, cujo problema é 
reconhecidamente não-linear. Desse modo, a análise multiobjetivo 
considerando tais aspectos adquire, então, certa não-linearidade, 
INTRODUÇÃO 
 
28 
pois, mesmo ajustes lineares de expansão de carga e inserções in-
crementais de geração, não impactarão nas tensões e perdas de rede 
de forma linearmente proporcional; 
 Fatores como a expansão de carga e a variabilidade no preço médio 
da energia no mercado de curto prazo (spot), implicarão em situações 
distintas entre a tomada de decisão (estágio inicial) e a efetiva entra-
da em operação dos empreendimentos da carteira de projetos; 
 Os custos e benefícios, bem como o impacto na rede, que um gerador 
exercerá quando de sua entrada em operação em determinado estágio 
do planejamento dependerá da situação da rede neste estágio, isto é, 
além do montante de carga, dependerá também da quantidade de 
unidades geradoras que entraram em operação nos estágios anterio-
res. 
 Logo, pode-se observar que o problema assim definido adquire 
um acoplamento entre os estágios dentro de um mesmo cronograma de 
inserção. Além disso, a complexidade combinatória representa um as-
pecto problemático para a varredura da extensa variedade de estratégias 
de inserção possíveis para cada estágio. Por este motivo, a implementa-
ção de um processo de busca de estratégias de inserção de forma suces-
siva por estágio apresenta grandes dificuldades de implementação, razão 
pela qual não se optou pelo método de Programação Dinâmica para a 
solução da abordagem multi-estágio deste trabalho. 
 Adicionalmente, a presença de objetivos conflitantes, aliada à 
complexidade combinatória e ao fato da modelagem não apresentar uma 
função analítica para o problema de forma explícita, acarreta dificulda-
des aos métodos de Programação Matemática em alcançar um conjunto 
de soluções não-dominadas, que crescem com o número de objetivos do 
problema. Assim, por estas razões, estes métodos também não foram 
empregados para a solução do problema abordado neste trabalho. 
 Por fim, no tratamento da complexidade combinatória, observa-se 
que a busca de estratégias de inserção pode envolver cronogramas con-
siderando o número de geradores de cada empreendimento conjunta-
mente com todos os estágios do horizonte de planejamento. Assim, a 
variável de decisão do problema se constituirá no número de unidades 
geradoras por empreendimento e por estágio simultaneamente. Este fato 
implica na impossibilidade de busca no espaço de soluções através de 
árvores de enumeração, razão pela qual também não se optou pelos mé-
todos de branch-and-bound como metodologia de solução. 
 Com base nos diversos aspectos da modelagem discutidos anteri-
ormente, observa-se, desse modo, que a obtenção de um conjunto de 
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soluções não-dominadas para problema matemático proposto necessita 
de um método mais apropriado ao mapeamento do espaço de decisão 
factível e a necessária obtenção de diversidade para o conjunto de solu-
ções não dominadas. Assim, para a solução do problema de programa-
ção inteira multiobjetivo, optou-se neste trabalho por empregar um algo-
ritmo evolutivo denominado Enxame de Partículas (PSO), em sua ver-
são inteira multiobjetivo, aliado a uma métrica de desempenho denomi-
nada Maximin. A razão para esta escolha dentre os diversos tipos de 
algoritmos evolutivos mais comumente empregados (tal como os cha-
maddos Algoritmos Genéticos), reside no seu desempenho satisfatório 
reconhecido para a solução de diversos problemas testes de otimização 
reportada na bibliografia pesquisada. 
 Assim, considerando-se os diversos aspectos do problema anteri-
ormente apresentados, pode-se agora definir os objetivos gerais, especí-
ficos e as contribuições deste trabalho. 
 
1.3  OBJETIVOS 
 
 Supondo conhecida uma carteira de futuros empreendimentos em 
Geração Distribuída pertencente uma empresa geradora que, conjunta-
mente com uma concessionária de distribuição, formam uma holding do 
setor de energia elétrica, e com base em especificações de projeto, da 
rede elétrica de distribuição em estudo e restrições técnicas e econômi-
cas, deseja-se determinar, de forma otimizada e considerando múltiplos 
objetivos, quais empreendimentos e qual capacidade (quantidade de ge-
radores) será inserida na rede em cada estágio do tempo de planejamen-
to. Assim, o objetivo da modelagem abordada neste trabalho consiste 
em determinar uma estratégia ótima baseada em um cronograma de en-
trada em operação de empreendimentos de GD proveniente da carteira 
de projetos, que minimiza desvantagens, maximiza benefícios e atenda 
as restrições julgadas de interesse. 
 
1.3.1 Ojetivos Específicos 
 
 A modelagem proposta apresenta alguns aspectos metodológicos 
de otimização multiobjetivo que se configuram em objetivos adicionais: 
 Propor um tema de estudo para o planejamento de expansão da oferta 
baseada em empreendimentos de Geração Distribuída mais tangível  
com a realidade da prática e com o cenário atual de energia; 
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 Ampliar a modelagem das sazonalidades da fonte primária através de 
fatores de operação mensal, bem como a representação de restrições 
de operação ou produção características de cada empreendimento, 
através de fatores de operação diária por nível de carga; 
 Buscar maior versatilidade na estratégia de inserção de projetos em 
Geração Distribuída, através de parcelamento de unidades geradoras 
por empreendimento e por estágio de planejamento; 
 Apresentar o emprego da métrica Maximin como fitness para a veri-
ficação de dominância e como mecanismo de niching para a busca de 
diversidade da fronteira de soluções não-dominadas obtida; 
 Apresentar o conceito de função de valor como técnica de análise de 
decisão para a escolha de uma solução de compromisso; 
 Propor uma metodologia própria de busca de um conjunto de solu-
ções não-dominadas com base em análise bibliográfica sobre a teoria 
do método Enxame de Partículas multiobjetivo; 
 Realizar análises de sensibilidade com relação a parâmetros do algo-
ritmo de solução por Enxame de Partículas, para verificar o desem-
penho e o grau de diversidade do conjunto não-dominado obtido, 
bem como para a metodologia de análise de decisão adotada, de mo-
do a verificar a influência dos pontos de vista do decisor para a esco-
lha de uma solução de compromisso dentre as viáveis obtidas. 
 
1.3.2 Contribuições do Trabalho 
 
 Este trabalho apresenta, então, as seguintes contribuições: 
 Nova proposta de tema: no estudo do planejamento da expansão da 
oferta de energia elétrica com base em uma carteira de projetos, são 
inseridos ao modelo algumas especificidades de cada tipo de empre-
endimento e da sua fonte primária, o que não é possível ou pouco 
tangível em problemas que objetivam determinar a localização e ca-
pacidade ótimos, constituindo, assim, em um estudo mais condizente 
para o problema de planejamento da expansão da oferta com GD; 
 Abrangência da metodologia: o modelo de decisão adota um método 
de otimização multiobjetivo mais condizente para a tomada de deci-
são sobre a expansão da oferta de energia elétrica, por contemplar 
um algoritmo adequado para a obtenção de um conjunto de soluções 
não-dominadas, e um método para elicitar uma solução de compro-
misso segundo a concepção de valor do decisor; 
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 Abrangência dos objetivos: o aspecto econômico da modelagem, 
envolvendo custos e benefícios (gastos e receitas advindas da ativi-
dade econômica), bem como técnico e ambiental, pode expressar de 
forma abrangente o contexto decisório atual para o problema de pla-
nejamento da oferta de energia do tipo de holding considerado; 
 Metodologia de solução: o algoritmo Enxame de Partículas consiste 
em uma metodologia de aplicação recente para a solução de proble-
mas multiobjetivos e, conjuntamente com o emprego da métrica de 
desempenho Maximin, representa uma nova proposta para solução 
de problemas de otimização inteira multiobjetivo; 
 Parcelamento da inserção: visando aproveitar a versatilidade da GD 
com relação à sua modularidade, a opção por inserção parcelada de 
máquinas constitui-se em uma nova estratégia para o adequado ajuste 
entre oferta e demanda de eletricidade em redes de distribuição; 
 Maior detalhamento da operação: a modelagem do problema propos-
to envolve aspectos operativos mais detalhados de cada empreendi-
mento e da fonte primária, constituindo-se, então, em uma forma de 
representação mais realista para os comportamentos sazonais e para 
as restrições de produção dos diversos tipos de projetos que podem 
ser implementados com a GD; 
 Realidade brasileira: a consideração de aspectos importantes do pro-
blema para um conjunto de empresas de geração e distribuição (hol-
ding), constitui-se em uma condição de planejamento mais adequada 
à realidade atual do setor de energia elétrica brasileiro. 
 
1.4  ORGANIZAÇÃO DO TRABALHO 
 
 Este trabalho de tese está estruturado em 6 capítulos, apresenta-
dos de forma a encaminhar o reaciocínio para a melhor comprrensão do 
tema abordado, a seguir descritos. 
 O Capítulo 1 apresenta a contextualização da GD, bem como di-
versas análises para a definição e justificativa da proposta de modela-
gem para o problema proposto neste trabalho de tese. 
 No Capítulo 2 é apresentado um compêndio de diversas informa-
ções sobre Geração Distribuída, obtidas por pesquisa bibliográfica, com 
tópicos de interesse que abordam temas, tais como aspectos favoráveis, 
problemáticos, econômicos, regulatórios, ambientais e um compêndio 
de trabalhos publicados em anais sobre o tema. 
  No Capítulo 3 é apresentado o embasamento teórico deste traba-
lho, referente à técnica de otimização Enxame de Partículas, bem como 
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textos introdutórios referentes ao conceito de dominância de Pareto, à 
métrica Maximin e à métrica de desempenho do conjunto de soluções 
não-dominadas, o conceito de emissão equivalente de CO2, empregada 
como um dos objetivos de otimização, e o conceito de função de valor, 
elemento principal para a análise de decisão do problema. 
 O Capítulo 4 apresenta a modelagem do problema multiobjetivo 
proposto, com discussões sobre as considerações gerais e definições pre-
liminares, a definição das funções objetivo e o tratamento das restrições 
do problema. Complementarmente à modelagem, são apresentadas ainda 
as estratégias adotadas para o cálculo dos parâmetros técnicos e dos fa-
tores de emissão equivalente, bem como as adequações das métricas, 
além do algoritmo PSO multiobjetivo adotado. 
 No Capítulo 5 são apresentados os do sistema teste adotados, bem 
como as diversas informações de uma carteira de  empreendimentos pa-
ra teste, dos parâmetros da modelagem e do algoritmo MOPSO imple-
mentado. Concomitantemente, são então apresentados os resultados de 
diversos testes verificados, e a análise dos resultados obtidos. 
 Finalmente, no Capítulo 6 são apresentadas as conclusões advin-
das dos resultados e análises obtidas como o sistema exemplo, bem co-
mo as propostas de trabalhos futuros. 
 Complementar à base teórica do trabalho, em anexo é apresenta-
do o Método da Soma das Potências e a teoria de cálculo da Capacidade 
de Curto-Circuito. Além disso, em apêndice são apresentados os dados 
do sistema teste e uma compilação dos resultados das simulações. Por 
fim, são ainda listados os trabalhos de referência. 
 
 
 
 2.   A GERAÇÃO DISTRIBUÍDA  
 
 Este capítulo tem como objetivo apresentar uma análise biblio-
gráfica sobre o tema em foco deste trabalho, a Geração Distribuída, dis-
sertando sobre alguns de seus aspectos mais relevantes. Este capítulo se 
constitui, então, em um dos embasamentos teóricos deste trabalho. 
 
2.1  INTRODUÇÃO 
 
 A implantação de novas alternativas de geração de eletricidade 
requer a consideraração de diversas questões, tais como distribuição ge-
ográfica da produção, confiabilidade e flexibilidade de operação, dispo-
nibilidade e preços de combustíveis, prazos de construção, condições de 
financiamento, licenciamento ambiental, etc. Além disso, a futura gera-
ção deverá se adequar às necessidades do mercado energético brasileiro, 
respeitando as características do seu sistema elétrico, introduzindo ga-
nhos de eficiência na utilização dos recursos energéticos, confiabilidade 
e flexibilidade, e procurando ao mesmo tempo minimizar os impactos 
ambientais decorrentes do seu processo. Contudo, a insuficiência de in-
vestimentos, o tempo requerido para disponibilizar capacidade adicional 
de grande porte (hidráulica ou térmica) e a carência de uma melhor polí-
tica para o setor, desenha um quadro preocupante para os próximos 
anos. Durante este período, uma nova matriz energética, certamente de 
natureza hidrotérmica, deverá emergir, onde a geração em menor escala, 
próxima ao consumidor, terá um papel importante, visto ser eventual-
mente a única forma de garantir a implementação de capacidade adicio-
nal em curto prazo e com custos competitivos (Lora e Haddad, 2006). 
 Nos últimos anos e em todo mundo, a desregulamentação da in-
dústria de energia elétrica tem levado a mudanças profundas nesta in-
dústria e em seu mercado e tal contexto tem enfatizado a busca por um 
mercado competitivo que promova a confiabilidade, o aumento na efici-
ência energética, o desempenho ambiental e a prestação de serviços ino-
vadores que atendam a outras necessidades da comunidade em geral. 
Além disso, associado a estas transformações, os novos desenvolvimen-
tos em tecnologias de geração em pequena escala, têm posicionado fa-
voravelmente estes empreendimentos frente aos grandes sistemas cen-
tralizados, como uma alternativa concreta de suprimento de energia elé-
trica e térmica, efetuando-se a geração no ponto de consumo final ou 
próximo deste. Assim, em um quadro mais amplo, diversos motivos têm 
induzido o aumento de interesse na chamada Geração Distribuída (GD), 
A GERAÇÃO DISTRIBUÍDA 
 
34 
por esta se configurar em um modelo complementar ao das grandes cen-
trais de potência no suprimento de energia elétrica. 
 A Geração Distribuída representa, então, um recente componente 
na indústria da eletricidade e seus recentes mercados e sistemas desregu-
lamentados, razão pela qual o seu conceito não possui uma definição 
única. Por exemplo, segundo (Lora e Haddad, 2006), o Institute of Elec-
trical and Electronics Engineers (IEEE) define geradores distribuídos 
como unidades de produção ou equipamentos de armazenamento de pe-
queno porte o suficiente para serem conectadas à rede de distribuição e 
próxima aos consumidores. Por sua vez, para o Conseil Internationale 
dês Grands Réseaux Électriques (CIGRÉ), a GD engloba unidades de 
até 30 MW e consiste na geração não planejada e não despachada de 
modo centralizado, não havendo, portanto, um órgão que comande as 
ações destes geradores.  Similarmente, para o Instituto Nacional de Efi-
ciência Energética (INEE), a GD refere-se a unidades que possuem duas 
funções básicas: fonte de energia para atendimento de cargas contíguas, 
e fonte de reserva descentralizada para suprimento de necessidades mo-
mentâneas devido a excessos de demanda ou para cobrir interrupções no 
fornecimento da rede (Inee, 2004), e para a Agência Nacional de Ener-
gia Elétrica (ANEEL), a GD consiste na geração conectada diretamente 
no sistema de distribuição ou através de instalações de consumidores, 
podendo operar em paralelo ou de forma isolada (Brasil, 2004a). 
 Independentemente de sua definição, a GD representa uma nova 
opção para a expansão da oferta de energia elétrica e tem evocado diver-
sos temas de estudo, desde técnicos, econômicos e ambientais, até regu-
latórios e estratégicos, alguns dos quais discutidos a seguir. 
 
2.2  ANÁLISE BIBLIOGRÁFICA GERAL  
 
 A Geração Distribuída tem suscitado grande interesse da comuni-
dade acadêmica, como reflexo dos múltiplos benefícios, problemas, 
aplicações, opções de investimento, novas tecnologias e fontes de ener-
gia, que este tema representa para o setor elétrico. 
 O planejamento da expansão da oferta de energia elétrica em um 
cenário de integração com geradores distribuídos, por exemplo, requer 
estudos em termos de produção e capacidade a ser instalada de acordo 
com as características da fonte primária a ser utilizada e a localização 
destes empreendimentos. Similarmente, a natureza intermitente e sazo-
nalidade de algumas fontes empregadas em GD, levam à necessidade de 
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estudos considerando cenários de operação e níveis de produção destes 
geradores para a avaliação de seus impactos na rede elétrica. 
 Assim, o tema Geração Distribuída representa um novo paradig-
ma para a questão da inserção de energia em pequena escala, geografi-
camente dispersa e mais equalizada com a natural expansão da demanda 
nos sistemas de distribuição, razão pelos quais diversos trabalhos têm 
sido publicados em eventos e periódicos relacionados à área. Por exem-
plo, um enfoque com definições, desafios e possíveis soluções, tecnolo-
gias de geração, problemas, benefícios e oportunidades com a GD é 
abordado em (El-Khattam e Salama, 2004), (Driesen e Belmans, 2006) e 
(Peças Lopes et al., 2007). Outros aspectos, como operação, proteção, 
curto-circuito e qualidade da energia com GD também têm sido pesqui-
sados, tal como relatado em (Gonçalves, 2004), (Cigré, 2007) e (Barin, 
2007), além de aspectos regulatórios e comerciais, tal como abordado 
em (Arias et al., 2006), (Romagnoli, 2005) e (Polizel et al., 2007), além 
de mitigação de problemas de confiabilidade, tal como relatado em 
(Chowdhury et al., 2003)  e (Falaghi e Haghifam, 2005). 
 Além destas abordagens, um problema comumente relatado na 
bibliografia refere-se ao fato da presença de um gerador distribuído po-
der resultar em consequências à rede elétrica na qual ele está inserido 
opostas às desejadas, pois sua localização próxima à carga não implica 
necessariamente em, por exemplo, diminuição de perdas elétricas, pois o 
impacto da GD na rede depende do seu ponto de inserção e capacidade 
de geração. Ainda assim, a instalação de unidades de GD em locais mais 
estratégicos da rede pode resultar em, por exemplo, aumento na confia-
bilidade e redução de perdas, o que pode acarretar em benefícios, tal 
como redução de custos. Desse modo, o problema de planejamento para 
o dimensionamento e localização ótimos de geradores distribuídos (co-
mumente conhecido como sizing and siting) tem despertado grande inte-
resse da comunidade acadêmica, razão pelas quais diversas propostas de 
modelagem relacionadas a este tema têm sido relatados na literatura.  
 Como o problema do planejamento da expansão da oferta de 
energia elétrica envolve diversos aspectos de preocupação imersos em 
um ambiente decisório complexo, os referidos estudos para dimensio-
namento e localização estratégicos de geradores distribuídos podem en-
volver diversos critérios de otimização, tais como minimização de per-
das, custos, emissões de poluentes e riscos, e estarem sujeitos a diversas 
restrições impostas, tais como técnicas, financeiras e ambientais.  
 Além disso, por se tratarem de estudos de otimização, a modela-
gem matemática do problema pode envolver apenas uma medida de de-
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sempenho das soluções encontradas, o que se constitui no chamado pro-
blema de otimização mono-objetivo, ou contemplar duas ou mais destas 
medidas, o chamado problema multiobjetivo. Desse modo, dependendo 
da modelagem empregada, algoritmos de solução mais apropriados de-
vem ser adotados e, sendo assim, os mais diversos métodos de otimiza-
ção têm sido empregados nos trabalhos sobre o tema. 
 Assim, diversos estudos de dimensionamento e localização óti-
mos de geradores distribuídos encontrados na literatura envolvem uma 
modelagem mono-objetivo, tal como exemplificado na Tabela 2.1, que 
mostra as particularidades de cada estudo em relação aos modelos de 
otimização, restrições e método de solução adotado. Com esta amostra 
de trabalhos pode-se observar, então, que a preocupação com a minimi-
zação de custos e perdas elétricas são bastante recorrentes, o que pode 
ser entendido pelo fato do problema envolver obras de instalação e a 
possibilidade de redução de perdas ser um dos principais benefícios re-
conhecidos da GD. Além disso, com a provável interferência da GD nas 
características elétricas e na proteção da rede de inserção, pode-se ainda 
observar uma preocupação em contemplar restrições técnicas de rede ao 
modelo, tais como limites de tensão, limites de carregamento de linhas e 
restrições para o aumento de capacidade de curto-circuito da rede. 
 
Tabela 2.1: Exemplos de trabalhos referentes à otimização mono-objetivo 
para alocação e capacidade de Geração Distribuída. 
Referência 
Função      
objetivo 
Restri-
ções 
Outros 
aspectos 
da mode-
lagem  
Método de 
solução 
(Soroudi e 
Ehsan, 
2008) 
Minimiza-
ção de cus-
tos  a valor 
presente 
(instalação, 
operação, 
emissão, 
perdas ati-
vas e de 
compra de 
energia do 
mercado) 
Limites 
de carre-
gamento, 
tensão e 
capaci-
dade de 
trans-
formado-
res e su-
bestações 
Período de 
planeja-
mento. 
Três níveis 
de carga a 
taxa fixa 
de expan-
são. Preço 
de merca-
do da 
energia por 
nível 
Enxame de 
Partículas 
(Singh et Minimiza- Balanço Período Algoritmo 
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al., 2007) ção de per-
das elétricas 
de potên-
cia nas 
barras, 
capaci-
dade da 
GD e 
limites 
de tensão 
de barra 
único. Di-
ferentes 
condições 
de carga 
Genético 
(El-
Khattam et 
al., 2004) 
Minimiza-
ção de cus-
tos (inves-
timento, 
operação, 
compra de 
energia, 
energia não 
suprida e 
serviços de 
compensa-
ção de per-
das) 
Balanço 
de carga, 
capaci-
dade de 
linhas,  
subesta-
ções e 
GD, li-
mites de 
desvios 
de tensão 
e de in-
vesti-
mentos 
Período 
único. 
Demanda 
escalonada 
por nível 
horário 
Algoritmo 
heurístico  
(Brown et 
al., 2001) 
Minimiza-
ção de cus-
tos de ex-
pansão 
(transmis-
são, subes-
tações e 
GD) 
carrega-
mento, 
orçamen-
to e pe-
netração 
máxima 
da GD 
Período 
único. 
Demanda 
de pico 
Eliminação 
sucessiva 
(Celli e 
Pilo, 2001) 
Minimiza-
ção de cus-
tos a valor 
presente 
(perdas e 
reforço de 
ramos) 
Limites 
de tensão 
e capaci-
dade de 
curto-
circuito 
Período de 
planeja-
mento. 
Patamar 
único de 
carga a 
taxa de 
expansão 
fixa 
Algoritmo 
Genético 
(Nara et 
al., 2001) 
Minimiza-
ção do so-
Capaci-
dade, 
Período de 
planeja-
Busca   Tabu 
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matório de 
perdas 
quanti-
dade e 
condi-
ções de 
operação 
da GD 
mento. 
Patamar 
único de 
carga sem 
taxa de 
expansão 
(demanda 
fixa) 
(Borges e 
Falcão, 
2006) 
Minimiza-
ção da rela-
ção entre a 
redução no 
custo de 
perdas com 
GD e custo 
de investi-
mento, ins-
talação e 
manutenção 
da GD 
Limites 
de ten-
são, índi-
ces de 
confiabi-
lidade da 
rede e 
penetra-
ção da 
GD 
Período de 
planeja-
mento. 
Patamar 
único e 
sem taxa 
de expan-
são 
Algoritmos 
Genéticos 
(Falaghi e 
Haghifam, 
2007) 
Minimiza-
ção de cus-
tos a valor 
presente 
(investimen-
to, operação 
e manuten-
ção - O&M, 
perdas ati-
vas e com-
pra de ener-
gia no mer-
cado) 
Carre-
gamento 
de ra-
mos, li-
mites de 
tensão e 
capaci-
dade da 
GD 
Tempo de 
planeja-
mento. 
Vários 
níveis de 
carga, sem 
taxa de 
expansão. 
Preço de 
mercado 
da energia 
e despacho 
da GD por 
nível 
Colônia de 
Formigas 
 
 Conforme observado, a GD tem um impacto significativo nos 
sistemas de distribuição, razão pela qual, além de custos, vários aspectos 
são abordados em problemas de otimização com GD, tais como técnicos 
e ambientais. Muitos destes aspectos, porém, estão normalmente em 
conflito mútuo e frequentemente não é trivial a conversão de todos em 
uma quantidade homogênea como, por exemplo, unidades monetárias. 
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Sendo assim, uma modelagem com diversos critérios de otimização po-
de se tornar necessária. Assim, diversos estudos de dimensionamento e 
localização ótimos de GD encontrados na literatura envolvem modela-
gem multiobjetivo, tal como exemplificado na Tabela 2.2. Observa-se 
então que, além dos aspectos de preocupação já verificados em modelos 
mono-objetivos, a modelagem multiobjetivo necessita de métodos de 
otimização e algoritmos de solução mais apropriados, bem como o em-
prego, se desejado, de um algum critério de decisão para a escolha de 
uma solução de compromisso, segundo as preferências de um decisor. 
 
Tabela 2.2: Exemplos de trabalhos referentes à otimização multiobjetivo 
para alocação e capacidade de Geração Distribuída. 
Referência 
Funções  obje-
tivo 
Restrições 
Outros  as-
pectos da 
modelagem  
Método de 
otimização e 
decisão 
(Celli et 
al., 2005) 
Minimização 
dos custos a va-
lor presente de 
reforços de rede, 
perdas, compra 
de energia no 
mercado e  
energia não su-
prida  
Penalização 
por violação 
de tensão,  
carregamento 
e corrente de 
curto-circuito 
Período de 
planejamento. 
Demanda 
modelada 
pelo pico e 
taxa fixa de 
expansão de 
carga 
Híbrido: mé-
todo da nego-
ciação (-
restrito) e 
Algoritmos 
Genéticos.  
Solução final 
segundo infe-
rência no 
processo de 
solução 
(Haghifam 
et al., 
2008) 
Minimização de 
custos (perdas, 
investimento e 
O&M), riscos 
(sobrecarga em 
S/E e sobre/sub 
tensão) e risco 
de compra de 
energia no mer-
cado 
Capacidade 
máxima de 
instalação de 
geração de 
cada barra do 
sistema 
Período úni-
co. Modela-
mento de 
incertezas 
(demanda e 
preço de 
mercado da 
energia) por 
números fu-
zzy. Patamar 
único de car-
ga 
NSGA-II e 
crowding 
distance  
(busca de 
diversidade). 
Decisão: 
aproximação 
Max-Min 
(Celli et 
al., 2006) 
Minimização de 
custos  a valor 
presente com 
Carregamento 
de ramos e 
capacidades 
Período de 
planejamento. 
Patamar úni-
Híbrido: mé-
todo da nego-
ciação e Al-
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reforços de rede 
(transformadores 
e chaves), per-
das de energia e 
índice de aceita-
bilidade da GD 
de curto-
circuito 
co de carga. 
Crescimento 
da demanda a 
taxa fixa 
goritmos Ge-
néticos. 
Solução final 
segundo infe-
rência no 
processo de 
solução 
(Carpinelli 
et al., 
2005) 
Minimização do 
custo de perdas 
e índices de 
queda de tensão 
e qualidade da 
energia 
Carregamento, 
correntes de 
curto-circuito 
e distorção 
harmônica de 
tensão 
Período úni-
co. Demanda 
modelada 
pelo patamar 
médio de 
carga 
Híbrido: mé-
todo da nego-
ciação e Al-
goritmos Ge-
néticos. 
 Solução final 
segundo infe-
rência no 
processo de 
solução 
(Maciel e 
Feltrin, 
2009) 
Minimização de 
índices de redu-
ção de perdas, 
níveis de curto-
circuito trifásico 
e regulação de 
tensão 
Limites de 
tensão 
Período úni-
co. Patamar 
único de car-
ga 
Comparação 
de métodos: 
Busca Tabu 
multiobjetivo 
e AG 
(NSGA-II). 
Ausência de 
análise de 
decisão 
(Ahmadi et 
al., 2008) 
Minimização de 
custos (instala-
ção, O&M e 
compra no mer-
cado) e perdas 
aparente, todos a 
valor presente. 
Minimização 
dos desvios de 
tensão 
Atendimento 
à demanda de 
rede e restri-
ções ambien-
tais 
Período de 
planejamento. 
Patamar úni-
co de carga. 
Crescimento 
da demanda a 
taxa variável 
NSGA-II e 
crowded 
comparison 
para buscar 
diversidade.  
Ausência de 
análise de 
decisão 
(Hekmati 
et al., 
2008) 
Minimização de 
custos levados  a 
valor presente 
(instalação, ope-
ração e compra 
no mercado) e 
Restrições de 
operação dos 
geradores e 
limites de ten-
sões e carre-
gamento 
Período de 
planejamento. 
Patamar úni-
co de carga. 
Crescimento 
da demanda a 
Algoritmo 
Genético 
multiobjetivo.  
Método de 
tomada de 
decisão Fuzzy 
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de emissões de 
CO2 (GD + re-
de) 
taxa fixa 
(Cano, 
2007) 
Minimização de 
queda de tensão, 
perdas elétricas 
e custo de ope-
ração; maximi-
zação da capaci-
dade de curto-
circuito 
Avaliadas em 
funções fuzzy 
como limites 
para das fun-
ções objetivo 
Período úni-
co. Funções 
fuzzy para 
avaliar os 
resultados das 
funções de 
otimização 
Otimização 
fuzzy multi-
objetivo. 
Critério Max-
Min  
 
(Santos et 
al., 2006) 
Minimização de 
perdas ativas 
totais e custo de 
instalação a va-
lor presente  
Limites de 
tensão e car-
regamento 
Período de 
planejamento. 
Sem modela-
gem de ex-
pansão de 
carga 
Algoritmo 
Genético eli-
tista.  
Ausência de 
análise de 
decisão 
(Singh e 
Verma, 
2009) 
Minimização de 
índices de per-
das ativa e reati-
va, desvios de 
tensão e carre-
gamento de ra-
mos 
Atendimento 
da demanda,  
carregamento 
de ramos e 
limites de ten-
são de barra 
Período úni-
co. Resulta-
dos compara-
dos com bus-
ca exaustiva. 
Patamar úni-
co de carga 
Algoritmo 
Genético eli-
tista. 
Solução final 
por índice de 
desempenho  
com pondera-
ção dos obje-
tivos 
 
 Além disso, com base nos trabalhos pesquisados, pode-se tecer 
ainda algumas observações: 
 Os estudos contemplam um período de planejamento, normalmente 
alguns anos, de modo a modelar o impacto temporal da GD nos crité-
rios de otimização e restrições; 
 A capacidade total da GD é considerada instalada no início do perío-
do de planejamento; 
 A demanda da rede em estudo pode ser contemplada no modelo por 
meio de níveis de carga ou patamar único e sua expansão, quando 
considerado um período de planejamento, pode ser modelada a uma 
taxa fixa, variável ou contemplando sua estocasticidade por meio, 
por exemplo, de conjuntos fuzzy; 
 As preferências de um decisor podem ser empregadas durante o pro-
cesso de solução do problema.  
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 Logo, um aspecto que poderia ser considerado de modo a repre-
sentar mais realisticamente um modelo de otimização para o planeja-
mento de obras de instalação, seria a consideração de um tempo de espe-
ra para a construção dos empreendimentos, a partir do qual os critérios 
de otimização são determinados e levados a valor presente (para custos e 
receitas) ou acumulados para o estágio inicial (como por exemplo, emis-
são de poluentes e perdas de energia). Outro aspecto que poderia ser 
considerado refere-se a contemplar sub-períodos de planejamento, tal 
como meses, de modo a modelar a sazonalidade anual das fontes primá-
rias de energia. Adicionalmente, poderia se considerar a quantidade de 
geradores dos empreendimentos e adotar uma estratégia de inserção par-
celada dos mesmos ao longo do período de planejamento, contemplando 
assim um benefício da GD referente à sua capacidade de equalizar me-
lhor a oferta com a expansão da demanda da rede. 
 Além disso, um estudo de planejamento contemplando diversas 
opções de empreendimentos de GD, com características de operação e 
especificações distintas, e diversas opções de barra de inserção, nor-
malmente se caracteriza por apresentar uma explosão combinatorial de 
soluções potenciais. Neste caso, o decisor poderia apresentar um conhe-
cimento pouco claro do espaço de decisão do problema e encontrar difi-
culdades em expressar seus pontos de vista para estabelecer metas e pre-
ferências entre os critérios de otimização de modo a guiar o processo de 
solução. Assim, o emprego de um algoritmo de solução verdadeiramente 
multiobjetivo para a determinação de um conjunto de alternativas de 
solução não-dominadas poderia, desse modo, fornecer subsídios ao de-
cisor de forma mais plausível e clara para que este proceda a uma toma-
da de decisão mais satisfatória segundo seus conhecimentos e experiên-
cias, com o emprego, por exemplo, do conceito de função de valor. 
 Assim, percebe-se que a GD desperta diversas preocupações de 
estudo, desde técnicos e econômicos, até regulatórios e ambientais e um 
compêndio destes aspectos da GD é, então, a seguir relatado. 
 
2.3  ASPECTOS FAVORÁVEIS À GERAÇÃO DISTRIBUÍDA 
 
 A Geração Distribuída apresenta diversos aspectos favoráveis 
advindos de sua inserção nos sistemas elétricos, dentre os quais desta-
cam-se  (El-Khattam e Salama, 2004; Peças Lopes et al., 2007):  
 Uma das principais vantagens conferidas à GD reside em sua capaci-
dade de reduzir as perdas elétricas nas redes de transmissão e distri-
buição devido à possibilidade de se localizar mais próximo à carga, 
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liberando, desse modo, capacidade no sistema, além de propiciar um 
aumentando da flexibilidade operativa; 
 A GD pode ser empregada em caráter emergencial e como energia de 
reserva durante picos de consumo e horário de ponta, promovendo, 
assim, uma diminuição dos riscos de operação e uma maior garantia 
da continuidade e qualidade da prestação de serviço de eletricidade; 
 A característica modular, o reduzido tempo de construção, a flexibi-
lidade de instalação e os menores entraves burocráticos políticos e 
ambientais, conferem à GD uma boa alternativa para a equalização 
entre a oferta de energia e o crescimento da demanda; 
 O aproveitamento de resíduos de processos industriais para a produ-
ção de energia elétrica por geradores de localização distribuída apre-
senta um forte apelo ambiental, por fornecer um fim nobre a estes re-
síduos e por poder fornecer energia a um preço mais competitivo; 
 Com o aspecto de pequeno porte, a GD pode ser ainda empregada 
para disponibilizar energia elétrica para locais sem infra-estrutura de 
transmissão/distribuição, ou em áreas sensíveis do ponto de vista 
ambiental e histórico, cujos custos de atendimento são proibitivos; 
 A GD poderá causar impactos positivos como redução de preços na 
oferta, devido à relativa rapidez de amortização dos investimentos e 
o aumento efetivo da competição na oferta com a inserção de muitos 
players no segmento de geração dispersa. 
 Um objeto de estudo bastante abordado nos modelos de otimiza-
ção da GD em sistemas de distribuição refere-se ao chamado índice de 
penetração, relacionado à porcentagem da carga de um sistema elétrico 
atendida por empreendimentos de Geração Distribuída. Este índice é um 
fator limitante à maior disseminação da GD em uma rede elétrica, pois o 
impacto causado pela mesma será mais severo quanto maior sua pene-
tração. Contudo, a ocorrência de falhas em unidades de GD tem impacto 
limitado à sua região de penetração e quando uma unidade de GD tende 
a colaborar com a estabilidade da rede, o aumento de sua penetração 
tende a melhorar esta estabilidade. Adicionalmente, percebe-se que, 
quanto mais próxima da rede de transmissão AT e EAT (grid) uma uni-
dade de Geração Distribuída estiver, menor sua influência nesta rede, 
pois as máquinas mais potentes do grid devem “arrastar" as menos po-
tentes para um ponto de equilíbrio estável (Gonçalves, 2004). 
 Com relação ao aspecto modular, as diversas tecnologias empre-
gadas na produção elétrica pela Geração Distribuída apresentam uma 
ampla faixa de capacidade de máquinas, tal como pode ser demonstrado 
na Tabela 2.3, adaptada de  (Silva et al., 2004). 
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Tabela 2.3: Tamanho típico de geradores em tecnologias utilizadas para 
Geração Distribuída. 
Tipo 
Capacidade típica disponível 
por módulo 
Não-Renováveis 
Turbina a gás de ciclo combina-
do 
35 – 400 MW 
Motores de combustão interna 5 kW – 10 MW 
Turbina de combustão 1 – 250 MW 
Microturbinas 35 kW – 1 MW 
Renováveis 
PCH 1 – 100 MW 
Micro central hidrelétrica 25 kW – 1 MW 
Turbina eólica 200 W – 3 MW 
Sistemas fotovoltaicos 20 W – 100 kW 
Térmica solar, receptor central 1 – 10 MW 
Térmica solar, receptor Lutz 10 – 80 MW 
Biomassa baseada na gaseifica-
ção 
100 kW – 20 MW 
Célula a 
combustível 
PAFC 200 kW – 2 MW 
MCFC 250 kW – 2 MW 
PEFC 1 kW – 250 kW 
SOFC 250 kW – 5 MW 
Geotérmica 5 – 100 MW 
Energia oceânica 100 kW – 1 MW 
 
 A GD pode também contribuir para a confiabilidade de um siste-
ma se a mesma tiver um bom entrosamento com a concessionária para o 
correto planejamento da operação, com programação antecipada de en-
tradas e saídas das fontes geradoras, alocação de reservas e previsão de 
ações tomadas em caso de falhas e perturbações. Estas ações contribuem 
para a redução de interrupções no suprimento e, por conseguinte, dos 
índices de duração e frequência  (Arias et al., 2006). 
 Além disso, a operação ilhada da GD com uma parcela da rede 
elétrica, em consequência de blackouts ou cortes de longa duração, pode 
permitir o suprimento de energia até o sistema ser restaurado, reduzindo 
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assim o número de interrupções (programadas ou não). Assim, em áreas 
onde a rede de transmissão é frequentemente sujeita a distúrbios e afun-
damentos de tensão, a operação ilhada pode ser interessante para propi-
ciar maior qualidade de suprimento (Cigré, 2007). 
 Por fim, a inserção da GD pode beneficiar a sociedade ao propor-
cionar desenvolvimento local através da revitalização das atividades 
econômicas, aumento do volume de serviços e uso de recursos da regi-
ão. A maior eficiência energética, o menor impacto ambiental devido ao 
porte reduzido das instalações e à baixa emissão de poluentes em alguns 
casos, possibilitam, inclusive, o surgimento de um comércio de créditos 
de carbono com as metas do Protocolo de Kyoto (Romagnoli, 2005). 
 
2.4  ASPECTOS PROBLEMÁTICOS 
 
 As redes elétricas de sub-transmissão e distribuição caracterizam-
se por serem normalmente radiais ou fracamente malhadas, ou seja, o 
fluxo de potência é praticamente unidirecional, pois o ponto de entrega 
da energia nestes sistemas é basicamente uma subestação, e apenas bar-
ras de carga estão à jusante da mesma. Logo, os agentes do setor já estão 
familiarizados com os modelos destas redes, bem como seus aspectos de 
operação, proteção, confiabilidade, estabilidade e manutenção.  
 Porém, a inserção de unidades de GD pode ocasionar um fluxo de 
potência bidirecional na rede e o aumento na penetração da GD pode, 
inclusive, provocar o aumento de perdas elétricas. Além disso, devido à 
imprevisibilidade e sazonalidade de algumas fontes de energia emprega-
das na Geração Distribuída, estas possuem operação variável devido à 
flutuação de suprimento na energia primária e podem optar por serem 
não despacháveis, isto é, sem participarem de uma coordenação central. 
 Estes fatos resultam, então, no aumento da diversidade de cená-
rios operacionais e novos arranjos de rede, o que pode aumentar bastante  
a compelxidade operativa da rede. Logo, a GD pode impor riscos e in-
certezas ao planejamento e operação (despacho e proteção), além de 
aumentar a complexidade contratual e comercial para a avaliação eco-
nômica da oferta. Além disso, as concessionárias necessitam se equipar 
de ferramentas para avaliação do impacto da Geração Distribuída sob o 
ponto de vista da qualidade da tensão, da confiabilidade de atendimento 
e estabilidade da operação (Driesen e Belmans, 2006). 
 Desse modo, alguns dos principais aspectos problemáticos, que 
são objeto de preocupação com o advento da Geração Distribuída, são 
apresentados a seguir. 
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2.4.1 Proteção da Rede  
 
 A capacidade de curto-circuito é dependente da configuração da 
rede elétrica (barras e ramos). Dependendo da capacidade instalada e da 
localização, a conexão de máquinas de indução ou síncrona de geradores 
distribuídos pode alterar as características (impedâncias) da rede. Esta 
influência da GD pode, então, acarretar no aumento da capacidade de 
curto-circuito nas vizinhanças do seu ponto de inserção e, quando da 
ocorrência de situações de falta, a GD pode, desse modo, acarretar no 
aumento das correntes de curto-circuito na rede (Cigré, 2007). 
 Assim, dependendo da localização da GD em relação à subesta-
ção e aos equipamentos de proteção, aliado ao provável surgimento de 
um fluxo bidirecional, a presença da GD poderá acarretar em uma perda 
de coordenação de elos fusíveis com os religadores de trecho ou também 
uma diminuição ou aumento da corrente de falta nos religadores, ou ain-
da a não detecção da falta. Logo, devido à alteração na magnitude, dura-
ção e direção da corrente de falta, a seletividade da proteção necessitará 
ser modificada (o emprego de fusíveis poderá não ser mais possível), de 
modo a mitigar estas perturbações ocasionados pela GD (Barin, 2007). 
 
2.4.2 Regulação de Tensão 
 
 As várias tecnologias empregadas na Geração Distribuída podem 
operar em diversos fatores de potência e, desse modo, fornecer ou ab-
sorver energia reativa, propiciando um maior controle dos reativos e 
uma maior regulação da tensão da rede. Porém, devido ao “arraste” da 
rede de distribuição propiciada pelo grid, um gerador distribuído neces-
sitaria produzir reativo aquém de suas especificações. Assim, a opção 
mais usual é operar a um fator de potência constante, ou seja, a tensão se 
altera de acordo com a inserção de potência. Neste caso, a GD pouco 
poderá contribuir com a regulação de tensão (Ribeiro et al., 2005). 
 A influência do aumento da capacidade de curto-circuito causado 
por geradores distribuídos atua no sentido de melhorar a tensão na vizi-
nhança dos geradores através da elevação no perfil de queda de tensão. 
Porém, a fraqueza da rede pode ser um fator limitante para o número e 
capacidade total de unidades de GD, pois suas próprias características 
(sazonalidade, uso de conversores, regimes de operação, etc.) poderão 
impactar em demasia a tensão local. Além disso, dependendo do nível 
de penetração da GD, a sazonalidade da fonte primária também resulta 
em significante mudança na tensão do alimentador, acarretando na ne-
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cessidade de reserva girante adicional e comprometimento do despacho 
otimizado pelo operador.(Cigré, 2007). 
 Logo, estas alterações indesejáveis na tensão poderão implicar 
em um limite para a capacidade da GD a ser instalada, de modo a garan-
tir que a tensão permaneça dentro de uma faixa permissível ao longo da 
rede. Constata-se, então, que a quantidade de geradores distribuídos a 
serem conectados em uma rede é limitada, sobretudo pela sua influência 
exercida nos controladores de tensão (Peças Lopes et al., 2007). 
 
2.4.3 Confiabilidade e Estabilidade 
 
 Após a ocorrência de falta, a proteção de uma rede elétrica nor-
malmente secciona primeiramente o local para isolar a falta e tenta re-
compor o sistema em seguida através do seu fechamento dos secciona-
dores. Porém, com unidades de GD presentes, estas podem sair de sin-
cronismo com a rede no breve tempo da recomposição. Assim, via de 
regra, a GD deve ser sempre imediatamente desconectada na primeira 
detecção da falta para permitir a isolação da mesma. Além disso, um 
gerador distribuído (ou um grupo de) em operação ilhada pode não con-
seguir atender toda a demanda da rede ilhada, o que causaria problemas 
com variações de tensão e frequência devido ao desequilíbrio entre ofer-
ta e demanda. Logo, a Geração Distribuída pouco pode contribuir para a 
redução dos índices de continuidade (por exemplo, DEC e FEC) de uma 
rede de distribuição (Gonçalves, 2004). 
 Em redes com GD instaladas em áreas com baixo consumo, po-
dem surgir problemas de sobrecarga nos ramos quando da ocorrência de 
contingências, devido às injeções de potência por parte destes geradores. 
Logo, este fato pode vir a se tornar um fator limitante para a instalação 
de novos empreendimentos. Uma análise de contingência poderia, então, 
ser empregada para identificar o máximo nível de produção disponível 
para os geradores distribuídos (Peças Lopes et al., 2007). 
 
2.4.4 Qualidade da Energia Elétrica  
 
 Com relação à conformidade da energia elétrica, esta pode ser 
deteriorada por falhas, operações de chaveamento e ocorrência de transi-
tórios ou distúrbios causados pela operação de cargas poluidoras, prin-
cipalmente no que se refere a flicker, harmônicos e desequilíbrio entre 
fases. Assim, dependendo do tipo de fonte primária de energia, da tecno-
logia empregada no processo de conversão, a forma e o ponto de cone-
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xão e a topologia da rede, a GD pode interferir na qualidade da energia 
de várias formas, em geral (Ribeiro et al., 2005; Cigré, 2007): 
 Distorções na forma de onda (harmônicos): as tecnologias que em-
pregam interface baseada em conversores eletrônicos (por exemplo, 
eólicas), podem introduzir correntes harmônicas na rede; 
 Variações de frequência: a imprevisibilidade de algumas fontes (por 
exemplo, eólica e solar) pode proporcionar desequilíbrios entre ofer-
ta e demanda e, desse modo, alterações de frequência. 
 Flutuação de tensão (flicker): a GD pode contribuir com estas flutua-
ções quando sujeita a repentinas variações na fonte primária.  
 Desequilíbrios de tensão: sistemas fotovoltaicos domésticos são mo-
nofásicos e, em grande quantidade, provocam um problema no ba-
lanceamento entre fases da rede. Como consequência, por exemplo, 
máquinas de indução trifásicas, que possuem uma baixa impedância 
de sequência negativa, passam a consumir altos valores de corrente. 
  
2.5  ASPECTOS POLÍTICO-REGULATÓRIOS 
 
 Diferentemente dos tradicionais sistemas de produção de energia 
elétrica, cuja dinâmica operacional é conhecida e consolidada, o promis-
sor emprego das novas tecnologias introduzidas pela Geração Distribuí-
da no Brasil, careciam de aprofundamentos técnicos que orientassem o 
setor sobre os reais impactos de sua conexão. Desse modo, tornou-se 
necessário o estabelecimento de diversas determinações regulatórias que 
apontassem para um consenso sobre a interconexão segura e eficiente 
destes equipamentos com os sistemas elétricos (Teixeira et al., 2007). 
 Assim, a Geração Distribuída foi inserida no panorama energéti-
co brasileiro através da Lei 10.848/04 (Brasil, 2004b), a qual dispõe so-
bre a comercialização da sua energia e fornece sua base legal. O Decreto 
5.163/04 regulamenta a GD, delimita seu mercado e a define formal-
mente através do Art. 14: “... produção de energia elétrica proveniente 
de empreendimentos de agentes concessionários, permissionários ou 
autorizados (...) conectados diretamente no sistema elétrico de distribui-
ção do comprador ...” (Brasil, 2004a). Por este artigo, considera-se então 
Geração Distribuída as PCH’s até o limite de 30 MW, a co-geração qua-
lificada (rendimento maior que 75%) e qualquer geração a biomassa e 
resíduos sólidos, não importando sua eficiência. 
 A Lei 10.848/04 estabelece no parágrafo 5º em seu Art. 8º, que as 
distribuidoras não podem ter ativos em geração de energia elétrica, de-
vendo, conforme o caso, constituir a geração e a distribuição em empre-
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sas distintas, ficando garantido um contrato entre estas empresas pelo 
prazo da concessão original (Art. 70). O parágrafo 6º do referido artigo, 
contudo, esclarece que o disposto acima não se aplica quando o mercado 
atendido pela concessionária é inferior a 500 GWh/ano (Brasil, 2004b). 
Este montante de energia representa o atendimento a uma carga flat 
anual em torno de 57 MW. Como exemplo, o montante de energia re-
querida pela distribuidora CELESC (Centrais Elétricas de Santa Catari-
na), empresa da CELESC holding, para atender ao seu mercado cativo 
foi de 4.351 GWh apenas no 3º trimestre de 2009 (Celesc, 2009). Logo, 
conclui-se que apenas agentes distribuidores de pequeno porte podem, 
por lei, possuir empreendimentos de geração. 
 O Decreto 5.163/04 disciplina a forma como as distribuidoras 
poderão contratar energia elétrica para atendimento à totalidade de seu 
mercado. Em seu Art. 13, o decreto estabelece que os agentes de distri-
buição deverão contratar sua energia através de chamada pública para 
realização de leilão, que pode envolver também empreendimentos de 
GD. Além disso, o parágrafo 1º do Art. 15 estabelece que o montante 
total de energia contratada pelo agente distribuidor proveniente de GD 
não poderá exceder a 10% de sua carga total valor este que deverá ser 
alterado a longo prazo (Brasil, 2004a). Este fato pode ser utilizado como 
medida para o índice de penetração máximo da GD que uma distribuido-
ra estaria disposta a permitir em sua rede de concessão.  
 Segundo (Romagnoli, 2005), o decreto 5.163/04 propicia alguns 
nichos, oportunidades e vantagens para a GD, tais como:  
 Os gastos das concessionárias com compra de energia de geradores 
distribuídos poderão ser repassados integralmente à tarifa de forne-
cimento até o limite do Valor de Referência (preço médio de energia 
comprada nos leilões A-5 e A-3, de formulação estabelecida em lei); 
 O decreto não permite exposição direta da distribuidora ao mercado 
spot e, caso isso ocorra (insuficiência de lastro), esta estará sujeita a 
uma penalização dada pelo maior valor entre Preço de Liquidação 
das Diferenças (PLD) e o Valor de Referência (VR); 
 As distribuidoras necessitam elaborar suas projeções de aumento de 
carga para um horizonte de 5 anos, havendo pequena tolerância para 
erros. Desse modo, estas empresas precisam monitorar continuamen-
te seus déficits contratuais para não incorrerem em penalidades pelo 
órgão reguldador e dar um destino para seus eventuais superávits 
contratuais. Assim, como alternativa à cobertura de déficits contratu-
ais, as distribuidoras poderão efetuar contratos com empreendimen-
tos de GD em prazos mais curtos e até o limite de 10%; 
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 A GD deixa de ser vista como concorrente da distribuidora e como 
causadora de perdas de receita, podendo vir a auxiliá-la como ferra-
menta de planejamento para corrigir desvios de demanda e como al-
ternativa para que esta não se submeta aos preços do mercado spot. 
 Como a GD tem forte relação com as fontes renováveis, para 
propiciar um aumento de sua participação na energia elétrica produzida 
no Sistema Elétrico Interligado Nacional (SIN), o Ministério de Minas e 
Energia (MME) instituiu o Programa de Incentivo às Fontes Alternati-
vas de Energia Elétrica (PROINFA), através da Lei n
o
 10.438/02 (Brasil, 
2002). Este programa teve como objetivo atuar como um instrumento de 
diversificação da matriz energética brasileira, garantir maior segurança e 
confiabilidade ao abastecimento e buscar soluções regionais com o uso 
destas fontes, mediante o aproveitamento econômico dos insumos dis-
poníveis e das tecnologias aplicáveis. 
 Ainda com relação ao marco regulatório, a Resolução Normativa 
Aneel n
o
 247, de 21/12/2006, estabelece as condições para a venda de 
energia elétrica pelas chamadas fontes incentivadas, que são empreen-
dimentos baseados em fonte eólica, biomassa e solar com potência igual 
ou menor a 30 MW, PCH´s entre 1 e 30 MW e micro-centrais inferiores 
a 1 MW (Aneel, 2006). De forma complementar, a Resolução Normativa 
n
o
 286, de 6/11/2007, aprova as Regras de Comercialização de Energia 
Elétrica aplicáveis a estas fontes (Aneel, 2007). 
 Com relação à questão tarifária, a ANEEL aprovou, em janeiro de 
2009, mudanças na metodologia de cálculo da Tarifa de Uso dos Siste-
mas de Distribuição (TUSDg), nos níveis de 88 ou 138 kV, cuja finali-
dade é incentivar a localização de novas unidades geradoras próximas 
aos centros de consumo (Aneel, 2009a). Este é um ponto importante 
para novos empreendimentos de GD, que necessitam de sinais locacio-
nais para melhor avaliação de sua viabilidade econômica. 
 
2.5.1 Os Procedimentos de Distribuição de Energia Elétrica 
 
 Com a recente liberalização do mercado de energia elétrica brasi-
leiro, o Ministério de Minas e Energia coordenou em 1996 a implanta-
ção do chamado Projeto de Reestruturação do Setor Elétrico Brasileiro 
(RESEB), que indicou a necessidade de preparação de um documento 
consolidado que estabelecesse aspectos regulatórios para o setor de dis-
tribuição de energia elétrica nacional.  Desse modo, a partir de uma eta-
pa inicial simplificada, a documentação elaborada foi por fim aprovada 
em dezembro de 2008 com a divulgação dos chamados Procedimentos 
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de Distribuição de Energia Elétrica no Sistema Elétrico Nacional – 
PRODIST (Aneel, 2008b) e revisada em 15 de dezembro de 2009 
(Aneel, 2009b). Assim, como a Geração Distribuída se caracterizada por 
se situar no mesmo sistema elétrico dos consumidores finais, então o 
texto do PRODIST também contempla os aspectos regulatórios entre 
concessionárias e empreendimentos de GD em sua área de concessão. 
 O PRODIST constitui-se, então, de um conjunto de regras e pro-
cedimentos que disciplina o relacionamento entre os agentes setoriais 
com relação aos sistemas elétricos das concessionárias e permissionárias 
do serviço público de distribuição de energia elétrica no Brasil. (redes e 
linhas de distribuição em tensão inferior a 230 kV). Os oito módulos que 
o compõem (Aneel, 2009b), são documentos regulatórios que padroni-
zam as atividades técnicas relacionadas ao funcionamento e desempenho 
dos sistemas de distribuição e estabelecem requisitos mínimos para o 
planejamento da expansão, conexão dos acessantes, procedimentos ope-
rativos, medição, informações e obrigações, cálculo de perdas, qualidade 
da energia, etc., de forma a minimizar as barreiras de ordem técnica e 
auxiliar os processos de regulação, fiscalização e mediação da ANEEL: 
 MÓDULO 1: apresenta a estrutura do documento, as responsabili-
dades e sanções dos agentes e um glossário de expressões e termos e 
técnicos necessários à compreensão do documento. 
 MÓDULO 2: institui os procedimentos básicos para o planejamento 
da expansão de médio e longo prazos das distribuidoras, além do 
planejamento das subestações de distribuição. O módulo define estes 
procedimentos por meio do Plano de Desenvolvimento da Distribui-
ção (PDD) e o emprego de base de dados para fins regulatórios, além 
da utilização de curvas de carga para fins tarifários. Como simplifi-
cação de estudo, porém, por envolver um estudo dentro de um hori-
zonte de planejamento, com consequente necessidade de se modelar 
a natural expansão da carga, neste trabalho considerou-se apenas a 
expansão “vertical” da demanda, esta modelada por meio de uma ta-
xa fixa de expansão de carga para todas as barras da rede em estudo. 
 MÓDULO 3: dividido em 8 seções, este módulo estabelece as con-
dições de acesso, aplicáveis tanto aos novos acessantes como aos 
existentes, por meio da definição dos critérios técnicos e operacio-
nais, requisitos de projeto, informações, dados e implementação da 
conexão, sendo os acessantes compreendendo consumidores livres e 
especiais, centrais geradoras de energia, agentes importadores ou ex-
portadores de energia e outras distribuidoras.  
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 Inicialmente, o Módulo 3 define e descreve as etapas necessárias 
à obtenção do acesso aos sistemas de distribuição e uma seção pró-
pria descreve os critérios técnicos e operacionais mínimos para o de-
senvolvimento de projetos de acesso, tais como definição da tensão 
de conexão e ponto de conexão, tanto para unidades consumidoras 
quanto produtoras, além de aspectos sobre implementação e comissi-
onamento. São apresentadas ainda no Módulo 3 as disposições sobre 
o acesso em instalações de uso exclusivo ou compartilhado de uni-
dades geradoras, em que, em caso de acesso com tensão inferior a 
230 kV, estas deverão ser incorporadas à distribuidora. Como neste 
trabalho considera-se que o ponto de conexão dos empreendimentos 
da carteira de projetos é previamente definido então, considerou-se 
que estas disposições do Módulo foram previamente estudadas e 
acordadas entre a geradora e a distribuidora da holding, onde os cus-
tos da conexão são da distribuidora e, portanto, sãode não preocupa-
ção da geradora detentora da carteira, sendo porisso não considera-
dos no modelo de otimização do problema proposto.  
 Ainda de acordo com este módulo, as distribuidoras, em comum 
acordo com os produtores de energia e o Operador Nacional do Sis-
tema Elétrico (ONS), podem estabelecer, quando couber, a operação 
ilhada de parte do sistema de distribuição, sendo esta escolha prece-
dida por estudos de viabilidade técnica e qualidade da energia. Em 
relação a estas disposições, considera-se que o gerador optará por se 
desconectar da rede na presença de falta na vizinhança da barra de 
conexão de seu gerador e, porisso, estudos de estabilidade de máqui-
nas dos empreendimentos de  GD da carteira de projetos não foram 
abordados no modelo de otimização do problema. 
 Outra seção do Módulo 3 especifica ainda as diretrizes para a 
elaboração do Contrato de Conexão às Instalações de Distribuição 
(CCD) e do Contrato de Uso do Sistema de Distribuição (CUSD), 
que estabelecem as condições gerais e especiais dos serviços presta-
dos pelas distribuidoras aos acessantes, compreendendo condições 
técnicas e comerciais que devem ser obrigatoriamente observadas 
pelas partes. Com relação a estas diretrizes, optou-se neste trabalho 
por simplificar estes aspectos, ao considerar que o gerador da hol-
ding pretende vender sua energia diretamente para a distribuidora, 
não realizando contratos de fornecimento com consumidores finais, o 
que implica a não necessidade de considerar os custos de contratos 
de conexão e uso da rede de distribuição (CCD e CUSD) no modelo 
de otimização desenvolvido.  
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 MÓDULO 4: compreende itens relacionados à operação dos siste-
mas de distribuição, com abrangência sobre as distribuidoras, os 
agentes de transmissão detentoras de Demais Instalações de Trans-
missão (DIT), e as instalações de acessantes, além de definir os re-
quisitos mínimos de recursos de comunicação de voz e de dados en-
tre os órgãos de operação dos agentes envolvidos. Para o propósito 
deste trabalho, sendo o problema proposto um estudo de planejamen-
to e, como este módulo, na prática, disciplina a operação de um sis-
tema de distribuição, então seus aspectos não impactam na modela-
gem proposta e espera-se que os empreendimentos de GD sejam 
submetidos ao Centro de Despacho de Geração Distribuída (CDGD) 
da distribuidora da holding. 
 MÓDULO 5: são apresentadas as condições básicas para a especifi-
cação dos materiais, equipamentos, projeto, montagem, inspeção, 
instalação, operação e manutenção dos sistemas de medição. Neste 
sentido, este módulo estabelece os requisitos técnicos mínimos para 
especificação dos sistemas de medição das grandezas elétricas, apli-
cáveis ao faturamento, qualidade da energia, planejamento da expan-
são e operação do sistema de distribuição. Desse modo, estas diretri-
zes não são, portanto, objeto de preocupação da geradora da holding. 
 MÓDULO 6: define, especifica e detalha o intercâmbio entre agen-
tes de distribuição e entidades do setor elétrico, incluindo o envio de 
informações à ANEEL referentes às ações técnicas desenvolvidas 
nos sistemas de distribuição. Assim, o módulo estabelece as obriga-
ções dos agentes para atender os procedimentos, critérios e requisitos 
de envio de dados definidos nos demais módulos. Trata-se, portanto, 
de uma questão de preocupação apenas da distribuidora da holding. 
 MÓDULO 7: estabelece a metodologia e os parâmetros para obten-
ção dos dados necessários para apuração das perdas técnicas dos sis-
temas de distribuição de energia elétrica, bem como define indicado-
res para a avaliação das perdas nos segmentos e níveis de tensão, e 
estabelece a metodologia e os procedimentos para a apuração destas 
perdas. Entre as premissas de cálculo, são desconsiderados os mon-
tantes de demanda reativa excedente à quantidade permitida por um 
fator de potência de referência e as cargas são consideradas distribu-
ídas de forma equilibrada nas fases, sendo o desequilíbrio de carga 
considerado por meio de um adicional de 15% sobre o montante cal-
culado. As perdas não técnicas (comerciais) são obtidas pela diferen-
ça entre a energia injetada e a soma da energia fornecida e das perdas 
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técnicas. Estes resultados são direcionados para diversos fins regula-
tórios, como o de regulação econômica. 
 O método de cálculo de perdas proposto no Módulo 7 é baseado 
em um “modelo arborescente”, onde é necessária a definição de um 
coeficiente de densidade de carga do alimentador, obtido por meio 
do conceito de distância da carga equivalente e o efeito da Geração 
Distribuída sobre as perdas em sistemas de distribuição é avaliada 
segundo uma parcela de perdas de demanda a ser deduzida do cálcu-
lo de perdas. Como neste trabalho as perdas de energia de uma rede 
de distribuição em estudo são calculadas para três níveis de carga 
(leve, média e pesada) e considera-se as perdas totais (ativa e reati-
va), então, como medida simplificadora, optou-se por utilizar os da-
dos do sistema teste (impedância de ramos e injeção de carga em 
barras) para a obtenção das perdas com auxílio de uma rotina de cál-
culo de Fluxo de carga.  
 Outra justificativa para a opção pelo emprego do Fluxo de carga 
reside na oportunidade de se verificar níveis de tensão de barras e 
carregamento de ramos, e fornecer resultados para o cálculo de capa-
cidades de curto-circuito, que foram acrescentados ao modelo de 
otimização como restrições de penalização das funções objetivo. 
 MÓDULO 8: estabelece os procedimentos relativos à qualidade do 
serviço prestado pela distribuidora e do produto energia elétrica, de-
finindo conceitos e parâmetros e apresentando mecanismos que per-
mitem à ANEEL fixar valores para alguns indicadores de qualidade.  
 Com relação à qualidade do produto, o módulo contempla aspec-
tos relacionados a perturbações na forma de onda de tensão (distor-
ções harmônicas, flutuações e variações de curta duração), que são 
disposições de caráter indicativo, pois não são fixados valores limites 
e não existe obrigatoriedade, nesse momento, de medição e monito-
ramento destes distúrbios. Ainda referente à qualidade do produto 
(conformidade), o módulo contempla aspectos já consolidados na re-
gulação, tal como os indicadores individuais e coletivos de confor-
midade da tensão em regime permanente relativo aos níveis adequa-
do, precário e crítico.  
 Para o problema de planejamento objeto deste trabalho, supõe-se 
que a carga da rede em estudo é linear e que alguns dos distúrbios 
são transitórios. Logo, entende-se que os aspectos referentes aos dis-
túrbios na forma de onda não necessitam ser considerados. Em rela-
ção aos índices de conformidade, entende-se também que os mesmos 
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foram contemplados no modelo de otimização, por meio da restrição 
de penalização das funções objetivo referente às tensões de barra. 
 Com relação à qualidade do serviço prestado pela distribuidora 
(continuidade), o Módulo 8 apresenta os procedimentos relativos às 
ocorrências emergenciais, definindo indicadores que medem a eficá-
cia do restabelecimento da rede pela distribuidora, além de estabele-
cer procedimentos de apuração, registro, armazenamento e envio dos 
dados para à ANNEL, que procura acompanhar e controlar o desem-
penho das distribuidoras e oferecer parâmetros para avaliação do 
serviço. Além disso, são definidos os indicadores de continuidade 
individuais (DIC, FIC e DMIC) e coletivos (DEC e FEC), suas fór-
mulas de cálculo e parâmetros que as compõem. 
 No problema de planejamento objeto deste trabalho, considera-se 
que o gerador da holding optará por desconectar-se os empreendi-
mentos de GD da rede na presença de falta, e que não permitirá seus 
geradores operar de forma ilhada. Logo, entende-se que os empreen-
dimentos da carteira de projetos não impactarão nos índices de con-
tinuidade, razão pela qual estudos de confiabilidade de rede não fo-
ram contemplados na modelagem do problema. 
 
2.6  ASPECTOS ECONÔMICOS  
 
 A Geração Distribuída representa uma nova cadeia de negócios 
na economia brasileira para a produção e comercialização de energia 
elétrica, permitindo uma política de competição entre agentes e a inser-
ção de novas tecnologias e fontes de energia, diversificando assim a ma-
triz energética brasileira e intensificando sua segurança com o aumento 
de tipos de recursos energéticos disponíveis. Além disso, ela minimiza 
erros de planejamento por apresentar maior modularidade e tempo de 
construção reduzido, ou seja, novas unidades de GD, como mencionado, 
permitem incrementos menores de montantes de geração ao sistema, o 
que acarreta em um melhor ajuste da oferta com o crescimento da de-
manda, com consequente redução nos riscos financeiros. 
 A participação da GD como provedora de serviços ancilares se 
tornará uma necessidade econômica com o aumento do nível de penetra-
ção. Estudos de casos têm indicado que um gerenciamento efetivo de 
rede pode possibilitar um significante aumento na quantidade de gerado-
res distribuídos, com os benefícios superando os custos de implementa-
ção associados. Análises sugerem ainda que o custo de muitos serviços 
ancilares será relativamente baixo no futuro. Isto possibilitará, então, a 
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abertura de um mercado potencial para a oferta destes serviços e, conse-
quentemente, representarão oportunidades adicionais de renda para a 
Geração Distribuída (Driesen e Belmans, 2006). 
 Contudo, os modelos econômicos de comparação utilizados pelo 
setor ainda não contemplam os benefícios trazidos pelos investimentos 
em GD e em fontes renováveis e não há mensuração dos custos evitados 
e das externalidades ambientais. Ainda assim, a GD poderá ter maior 
penetração nos sistemas elétricos quando possuir mais justificativas 
econômicas tangíveis, como, por exemplo, se instalar em regiões de alto 
custo marginal de expansão. Além disso, embora os custos das renová-
veis sejam elevados comparados aos dos combustíveis fósseis, deve-se 
levar em conta suas rápidas taxas de evolução, seu custo decrescente e 
seu promissor nicho de mercado referente ao atendimento a regiões re-
motas e com alto custo marginal de expansão (Gonçalves, 2004). 
 Além disso, para fontes de baixa disponibilidade (solar e vento), a 
ausência momentânea do recurso natural exige o uso combinado com 
sistemas de armazenamento (baterias e flywheels) para aumentar a capa-
cidade de despacho no fechamento de contratos de fornecimento. Assim, 
a variabilidade na produção encarece o projeto e onera o investimento 
devido à redução do fator de capacidade, fazendo com que os investido-
res que almejam apostar nestas tecnologias tenham de arcar com custos 
adicionais para estudos de engenharia e pré-conexão (Romagnoli, 2005). 
 Outro aspecto referente às fontes renováveis reside no fato de que 
algumas disponibilidades requerem maior tempo de retorno do investi-
mento, contrariando os modelos atuais de negócios, orientados para ho-
rizontes mais curtos devido às incertezas políticas e econômicas.  Adici-
onalmente, as exigências de conexão aliadas à burocracia excessiva na 
obtenção de licenças, podem atrasar a construção, aumentar custos e 
inviabilizar o projeto (Barin, 2007).  
 A diversidade de fontes primárias para a GD que podem ser em-
pregadas é caracterizada por suas particularidades no tocante à disponi-
bilidade, vocação e custos. Como exemplo, a Tabela 2.4 (Ribeiro et al., 
2005) mostra alguns aspectos característicos e um comparativo de cus-
tos de instalação de algumas fontes para a Geração Distribuída atual-
mente disponíveis no mercado. 
 Com o provável esgotamento das fontes fósseis, espera-se então 
que os custos das fontes renováveis sofram redução, tal como estimado 
pelo European Photovoltaic Industry Association, apresentado na Tabe-
la 2.5 (Epia, 2010), que mostra as estimativas de redução nos custos de 
produção de energia elétrica  para algumas fontes do mercado europeu. 
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Apenas para relatar a atual realidade brasileira, a Figura 2.1 mostra um 
gráfico com dados de custos de energia por tipo de fonte mais recente 
apurado pelo órgão regulador (Aneel, 2008a). 
 
Tabela 2.4: Comparação de custos de instalação de fontes para a GD. 
Tipo de fonte Características Custo (€/kW_inst) 
Biomassa Grande potencial no Brasil 400 a 600 
PCH 
Aproveitamento de pequenos 
cursos d´água 
600 a 800 
Eólica 
Geração que mais cresce em 
utilização no mundo 
800 a 1000  (onshore) 
 2000 (offshore) 
Turbina a gás 
Para grandes termelétricas, de 
dezenas de MW 
1000 a 1250 
Diesel 
Utilizada para pequenas uni-
dades de centenas de kW 
1000 a 2500 
Fotovoltaica 
Fator de capacidade de 10 a 
15% na Europa 
5000 a 7000 
Célula com-
bustível 
Existem poucos fornecedores 
comerciais 
4500 a 20000 
 
Tabela 2.5: Custo da produção elétrica (¢€/kWh) 
Tipo de fonte 2005 2030 
Combustíveis fósseis (carvão, gás) 4 – 4,5  6,5 - 9 
Nuclear 4 – 6 3,6 – 6 
Eólica 7,5 – 9 3 – 4 
Solar térmica 17 3 
Solar fotovoltaica 20 – 40  3 – 6 
 
 
Figura 2.1: Custos de produção de energia elétrica no Brasil. 
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2.7  ASPECTOS AMBIENTAIS 
 
 A produção mundial de energia elétrica é servida em sua maior 
parte pelos chamados combustíveis fósseis (basicamente carvão, gás e 
óleo) e nuclear, onde as chamadas fontes alternativas e renováveis (basi-
camente vento, luz solar, hidrogênio e biocombustíveis) representam 
apenas 1%. Como resultado desta forte predominância, ocorrem natu-
ralmente diversos questionamentos de cunho ambiental, tal como a 
emissão de gases poluentes, em especial o CO2. No entanto, as fontes 
renováveis têm menor densidade energética do que os combustíveis fós-
seis e estas fontes convencionais já alcançaram a maturidade tecnológi-
ca, o que lhes fornece vantagem competitiva sobre as renováveis, apesar 
de estas últimas serem, em sua maioria, de “custo zero”. Logo, apesar 
dos fatores ambientais desfavoráveis, a opção por fontes fósseis para a 
produção elétrica é economicamente fundamentada e tem sido essencial 
para o desenvolvimento das modernas sociedades industriais (Custódio, 
2009). Desse modo, a expansão da oferta de energia elétrica nem sempre 
é ambientalmente e socialmente simples. 
 Para o caso brasileiro, onde cerca de 85 % da produção de eletri-
cidade provém de usinas hidrelétricas, que é uma fonte renovável, se-
gundo estimativas recentes, o Brasil necessitará de um acréscimo anual 
de 5 GW em sua  capacidade instalada para suprir o crescimento da de-
manda. Com o esgotamento das reservas brasileiras para exploração hí-
drica comercialmente e ambientalmente aceitáveis, então o país necessi-
tará “sujar” mais sua matriz energética com a introdução de fontes fós-
seis e nuclear para que possa atender estas estimativas no futuro. Porém, 
como as fontes alternativas e renováveis são geograficamente dispersas, 
pode dizer que a GD tem grande correlação com estas fontes. Logo, o 
quadro de esgotamento do modelo de produção de energia elétrica no 
Brasil criou também um cenário propício de incentivo para a inserção de 
fontes alternativas através da Geração Distribuída, sendo esta comple-
mentação desejável, pois estas fontes acarretam em benefícios sociais, 
econômicos e ambientais a médio e longo prazo (Pizzali, 2006). 
 
2.7.1 Fontes Alternativas e Renováveis 
 
 Nos dias atuais, com a maior preocupação com emissões de gases 
de usinas que utilizam combustíveis fósseis, o impacto ambiental se tor-
nou um dos principais fatores para os projetos de produção de energia 
elétrica. As fontes renováveis, por serem provenientes de ciclos naturais, 
A GERAÇÃO DISTRIBUÍDA 
 
59 
são praticamente inesgotáveis e não alteram o balanço térmico do plane-
ta. Dessa forma, estas fontes têm forte apelo ambiental, razão pela qual, 
no cenário mundial, há diversos programas governamentais para apoiar 
as fontes renováveis. A co-geração, por exemplo, é uma das opções que 
têm recebido incentivos governamentais por ser altamente eficiente e 
pouco poluente, pois fazem uso do calor residual de usinas térmicas para 
processos industriais ou aquecimento, o que acarreta em unidades de 
pequeno tamanho e geograficamente distribuídas (Pizzali, 2006). 
 Assim, algumas das fontes renováveis de promissora aplicação no 
Brasil, bem com alguns de seus problemas, são discutidas a seguir 
(Pizzali, 2006; Fonseca, 2007; Menezes et al., 2008): 
a) Biomassa: é uma fonte diversificada (exemplos: bagaço de cana, 
casca de arroz, madeira, biogás e licor negro), sendo a fonte mais 
promissora no Brasil, com potencial estimado de 13.000 MW. O 
aproveitamento da biomassa apresenta ainda diversas vantagens:  
 Rendimento energético bastante satisfatório (exemplo, 1 tonelada 
de bagaço de cana é equivalente a 1 barril de petróleo); 
 Tem complementaridade energética com os aproveitamentos hi-
dráulicos, uma vez que a época de safra coincide com o período 
de seca na região sudeste; 
 São projetos de pequeno porte, com tempo de construção reduzi-
do e custo relativo baixo; 
 Apresenta boa previsibilidade de geração (função da safra); 
 Proximidade dos centros de carga, com consequente redução de 
investimentos em transmissão de alta tensão na Rede Básica; 
 Não emite quantidades apreciáveis de derivados de enxofre e 
dióxido de carbono como as combustíveis fósseis. Assim, apre-
senta menor dificuldade de licenciamento ambiental. 
 Como desvantagem, podem ocorrer dificuldades na obtenção de 
resíduos em larga escala, pois existe um comércio de excedentes 
atrativo. Além disso, devido ao alto investimento inicial demandado 
frente aos riscos inerentes do negócio, o investidor deve ter alta ca-
pacidade de desembolso financeiro para alavancar o investimento. 
b) Ventos: recurso ainda incipiente no Brasil, apesar do seu grande po-
tencial, conta hoje com uma capacidade instalada de apenas 341 
MW. Porém, uma dificuldade que preocupa o ONS é o fato de não se 
atribuir uma energia firme a estes aproveitamentos, que possuem 
baixa confiabilidade e baixo fator de capacidade. Ainda assim, caso 
os geradores sejam síncronos, estes poderão contribuir para o siste-
ma, atuando como suporte de reativos e controle de tensão. 
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c) Luz solar: o Brasil apresenta grande potencial para a exploração des-
ta fonte (80 GW). Porém, o elevado custo de fabricação, baixa efici-
ência por unidade de área dos painéis e necessidade de importação de 
muitos componentes e de investimentos na fabricação de inversores, 
torna o custo por kW muito pronunciado (Tabela 2.4). Encontra ainda 
falta de incentivo governamental para seu emprego (o PROINFA 
contempla apenas as fontes eólica, biomassa e PCH), necessária para 
se alcançar a produção em escala de seus equipamentos e, desse mo-
do, tornar este recurso economicamente viável e competitiva frente 
às fontes convencionais. 
d) Biodiesel: diante do atual contexto de busca por fontes limpas e re-
nováveis, o biodiesel tem se mostrado como uma alternativa oportu-
na e viável, compatível com a realidade brasileira, além de contar 
com o incentivo do Governo Federal. Esta fonte possui uma série de 
vantagens associadas, tais como estratégicas (redução da dependên-
cia com relação ao petróleo), sociais (elevação da produção de grãos) 
e ambientais (venda de créditos de carbono). Necessita, no entanto, 
de ganhos de escala e consequente diminuição dos custos para se 
constituir em uma fonte economicamente competitiva, necessitando, 
numa primeira fase, de desoneração tarifária. 
e) Hidrogênio: as principais barreiras para as células a combustível es-
tão relacionadas aos custos, pois os reformadores usados na obtenção 
do hidrogênio a partir de hidrocarbonetos, os catalisadores e mesmo 
o hidrogênio puro são ainda muito dispendiosos. Adicionalmente, 
ocorrem custos elevados relacionados à produção, armazenamento e 
transporte do hidrogênio.  
 
2.8  CONSIDERAÇÕES FINAIS 
 
 Como visto, as múltiplas aplicações e impactos da Geração Dis-
tribuída em redes elétricas têm despertado grande interesse de diversos 
agentes do setor, sendo o tema abordado por diversos aspectos, desde 
acadêmicos, regulatórios, técnicos, até ambientais. Com a inserção da 
GD na indústria de energia elétrica espera-se, então, a migração dos sis-
temas elétricos atuais para redes com diversas unidades geradoras, de 
diversas faixas de capacidade e com diferentes tipos de tecnologia base-
adas em uma matriz energética diversificada. Assim, a GD está prevista 
para desempenhar um importante papel no futuro, permitindo o surgi-
mento de novos players no setor de energia elétrica e uma política de 
competição, além da inserção de novas tecnologias e a diversificação da 
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matriz brasileira, de modo a melhorar o planejamento energético, asse-
gurar a economicidade na indústria e a modicidade tarifária para o con-
sumidor final, e intensificar a segurança energética. 
 Conforme as observações relatadas na análise bibliográfica, pode-
se concluir por um grande interesse no problema da alocação e capaci-
dade ótimas de unidades de Geração Distribuída em sistemas de distri-
buição. Conforme os motivos relatados no Capítulo 1, no entanto, esta 
modelagem pode resultar em soluções de difícil implementação. Assim, 
o autor entende que este trabalho apresenta um enfoque mais tangível ao 
representar melhor a realidade encontrada na indústria de energia elétri-
ca para o problema da inserção, devido aos seguintes aspectos: 
 O modelo envolve a otimização de uma carteira de projetos em GD, 
em que o ponto de inserção na rede e a capacidade máxima de cada 
alternativa de projeto são conhecidos; 
 O tempo de construção (anos) dos empreendimentos considerado na 
modelagem do problema é sub-dividido em meses para modelar a 
sazonalidade da fonte primária;  
 A estratégia de inserção é efetuada de forma parcelada durante um 
período de planejamento;  
 Com o objetivo de contemplar as especificidades de um empreendi-
mento com relação à sua operação diária, a demanda de rede é con-
templada em 3 patamares de carga e cada empreendimento apresenta 
despachos distintos nestes níveis; 
 Devido à complexidade do modelo proposto, um método de solução 
multiobjetivo eficiente e de aplicação recente é empregado para a 
busca de soluções Pareto-ótimas, com o objetivo de se proceder a 
uma análise de decisão ex-post mais apropriada sobre o conjunto de 
soluções obtido; 
 A análise de decisão é realizada com o emprego de função de valor, 
que consiste em uma opção eficiente para representar a subjetividade 
inerente a um processo de análise de decisão.  
 Assim, para o devido desenvolvimento do modelo de otimização 
proposto neste trabalho, a ser apresentado no Capítulo 4, no capítulo a 
seguir é apresentada a base teórica necessária. 
 
 
 3.  BASE TEÓRICA 
 
 Este capítulo apresenta o embasamento teórico deste trabalho, 
contemplando um texto introdutório referente à otimização multiobjeti-
vo e ao método de solução por Enxame de Partículas, bem como a estra-
tégia Maximin e a métrica de desempenho adotada. Complementarmen-
te, são apresentadas ainda uma introdução à Teoria da Análise de Deci-
são e o conceito de Fator de Emissão Equivalente. 
 
3.1  INTRODUÇÃO 
 
 Com a atual condição de liberalização dos mercados de energia 
elétrica mundiais, ganha importância aos agentes do setor de eletricidade 
uma maior capacidade de adaptação e resposta às mudanças do ambiente 
econômico de maneira mais flexível possível. Devido à sua reconhecida 
modularidade e capacidade reduzida comparado aos tipos de empreen-
dimentos de maior porte, as tecnologias empregadas em Geração Distri-
buída (GD) fornecem, em muitos casos, a necessária flexibilidade aos 
produtores de energia elétrica para se adequarem a este novo cenário. 
 Contudo, devido à comumente condição de escassez de recursos, 
diversas atividades desempenhadas por indivíduos, empresas e governos 
consistem no problema da escolha de uma alternativa (tomada de deci-
são), esta entendida como a melhor possível dentro de um conjunto de 
opções disponíveis, que deve ser feita em atendimento a um ou a vários 
objetivos sujeitos a uma série de restrições impostas pelo contexto deci-
sório, este por vezes inserido em cenários de incerteza. Assim, toda ati-
vidade de escolha da melhor alternativa é entendida como um problema 
de otimização, cujos montantes, benefícios e consequências dependem 
da opção escolhida e, desse modo, seu processo de análise necessita de 
metodologias apropriadas para um eficiente estudo do problema. 
 Como diversos estudos em Engenharia, a análise de uma carteira 
de empreendimentos em Geração Distribuída constitui-se, assim, em um 
problema de otimização para a escolha da melhor alternativa de projeto 
em atendimento aos objetivos e restrições de interesse. Por se tratar de 
obras de instalação, então critérios econômicos podem ser considerados. 
Além disso, para expressar o impacto dos geradores na rede e contem-
plar as externalidades da atividade econômica, então aspectos técnicos e 
ambientais devem também ser inseridos no modelo. Logo, em um con-
texto decisório mais abrangente, percebe-se que este problema de plane-
jamento é naturalmente multiobjetivo. 
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 Métodos e algoritmos de solução aplicáveis à otimização de um 
objetivo único também podem ser utilizados em problemas com diver-
sos objetivos. Contudo, a opção por um modelo matemático multiobjeti-
vo pode apresentar uma situação de conflito entre os critérios de otimi-
zação e, neste caso, mais de uma solução ótima para o problema pode 
ocorrer. Este fato acarreta em um problema de escolha e, portanto, na 
necessidade de um decisor, onde o tipo de interação deste com o proces-
so de solução define o chamado método de otimização multiobjetivo. 
 Assim, uma modelagem com diversos objetivos para o problema 
de otimização de uma carteira de projetos em geração pode se constituir 
em um estudo complexo e a opção por um algoritmo de solução ade-
quado, bem como um método de otimização, se fazem necessários. Es-
tes aspectos teóricos do problema são, então, a seguir apresentados. 
 
3.2  A PROBLEMÁTICA DA OTIMIZAÇÃO 
 
 A finalidade de um modelo de otimização reside em representar 
matematicamente um problema de opções para encontrar a melhor solu-
ção que otimiza os objetivos desejados e satisfaça as restrições necessá-
rias, o que requer a aplicação de um método de solução, este constituído 
por duas grandes famílias de métodos: determinísticos e estocásticos.  
 Os métodos determinísticos, também chamados de Programação 
Matemática, se caracterizam por apresentar uma base analítica, pois fa-
zem uso do cálculo de gradiente da função objetivo para determinar uma 
direção de busca, de modo a efetuar uma procura local para a pesquisa 
de um ponto de solução. Estas técnicas de busca tradicionais, conheci-
das por sua rapidez e precisão, têm sido utilizadas em inúmeros proble-
mas de otimização devido ao seu baixo custo computacional. Alguns 
exemplos destes métodos são os de Programação Linear, onde os objeti-
vos e restrições têm natureza linear, e os de Programação Não-Linear, 
tais como o método do Gradiente Conjugado, Newton e quase-Newton, 
onde os objetivos e/ou restrições têm comportamento não-linear. 
 Porém, o ponto inicial especificado e o fato da direção de busca 
ser geralmente função de derivadas da função objetivo, podem fazer 
com que o ponto solução encontrado seja muitas vezes um ótimo local, 
o que exige um prévio conhecimento da região de busca. Adicionalmen-
te, estas técnicas podem encontrar dificuldades quando a função objetivo 
e restrições apresentam descontinuidades, devido à dependência da exis-
tência de derivadas. Além disso, para problemas com múltiplas funções 
objetivo e quando a dimensão do espaço de busca for elevada, a obten-
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ção de soluções com estes métodos torna-se muito complexa, especial-
mente no caso em que não se dispõe explicitamente de uma função ana-
lítica como modelo matemático para o problema. 
 Os métodos estocásticos, por sua vez, são caracterizados por te-
rem base heurística, por envolver alguma aleatoriedade no processo de 
solução de modo a conferir ao método menor previsibilidade e maior 
flexibilidade no processo de busca, aumentando-se, com isso, a chance 
de se encontrar um ponto de ótimo global. O número de avaliações da 
função objetivo, necessários para se chegar à solução ótima, é normal-
mente superior ao requerido pelos métodos determinísticos, porém sua 
atratividade está na busca de soluções sem a necessidade de conheci-
mento prévio sobre a complexidade do espaço de solução, a não neces-
sidade de um tratamento matemático inicial e a maior capacidade de 
encontrar a solução global. Assim, estes métodos têm despertado um 
crescente interesse devido à sua habilidade genérica em solucionar pro-
blemas complexos e reais. 
 Uma classe de métodos estocásticos largamente utilizados é de-
nominada metaheurísticas
2
, que adotam a estratégia de busca com um 
conjunto de soluções potenciais (população de soluções) e uma avalia-
ção da aptidão destas soluções ao problema, chamada função de fitness. 
Alguns exemplos destas metodologias são: 
 Algoritmos Genéticos (Genetic Algorithms): estratégia evolutiva que 
privilegia as melhores soluções e onde o procedimento de busca é 
baseado nos operadores de seleção e mutação;  
 Busca Tabu (Tabu Search): técnica de busca local que utiliza movi-
mentos, aceitando uma solução na vizinhança mesmo que ela degra-
de o valor da função objetivo; 
 Recozimento simulado (Simulated Annealing): método baseado na 
busca aleatória de vizinhança e inspirado no comportamento termo-
dinâmico da matéria; 
 Colônia de formigas (Ant Colony Optimization): técnica inspirada no 
comportamento orientativo das formigas para encontrar o melhor 
caminho, onde cada solução potencial compartilha a informação com 
outros acera de seu caminho experimentado;  
 Enxame de Partículas (Particle Swarm Optimization): método inspi-
rado no comportamento de enxames, onde cada solução potencial 
                                                        
2
 O prefixo “meta” é utilizado para descrever uma heurística que está sobreposta a 
outra. Em geral, uma metaheurística constitui uma estrutura mais genérica baseada 
em conceitos, sobreposta a uma heurística específica do problema em estudo. 
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busca melhorar sua posição baseada na sua melhor posição alcançada 
e no compartilhamento do melhor resultado alcançado pelo conjunto.   
 Como mencionado, com relação ao número de critérios de otimi-
zação, os modelos matemáticos para problemas de otimização podem 
ser classificados basicamente em dois tipos: o chamado problema mono-
objetivo, que envolve apenas uma função e, desse modo, uma única so-
lução ótima é possível, e o chamado problema multiobjetivo, que envol-
ve duas ou mais funções e, na eventual ocorrência de conflito entre os 
objetivos e na ausência de qualquer inferência, um conjunto de soluções 
ótimas, ditas não-dominadas (também denominadas eficientes ou não-
inferiores) é possível segundo o conceito de dominância de Pareto. Este 
fato, contudo, confere aos modelos multiobjetivos certa complexidade 
para a obtenção do conjunto de soluções eficientes. 
 Como os algoritmos baseados em população de soluções buscam 
inspecionar o espaço factível com múltiplos pontos de uma única vez a 
cada iteração, então a otimização multiobjetivo pode ser eficientemente 
realizada por estes métodos, razão pela qual diversas técnicas têm sido 
desenvolvidas na literatura, tais como as Estratégias Evolutivas NSGA 
(Non-dominated Sorting Genetic Algorithm), PAES (Pareto Archive 
Evolutionary Strategy) e SPEA (Strength Pareto Evolutionary Algo-
rithm), e o método baseado em Inteligência de Enxames MOPSO (Mul-
tiobjective Particle Swarm Optimization). 
 A Otimização por Enxame de Partículas é reconhecido por ser um 
método de simples conceito, fácil implementação, robusto na solução de 
problemas não-lineares, de rápida convergência e bom desempenho em 
nas aplicações nos quais os demais algoritmos baseados em populações 
têm sido empregados, razão pela qual sua aplicação vem aumentando no 
meio acadêmico (Coello et al., 2004; Li, 2004; Shi, 2004; Abido, 2007). 
Além disso, embora originalmente concebido para a solução de proble-
mas mono-objetivos, este método tem sido adapatado também para a 
otimização multiobjetivo (Li, 2004). Devido a estes fatos, neste trabalho 
optou-se então por método Enxame de Partículas na verão Multiobjetivo 
como ferramenta de solução do problema de otimização abordado. 
 
3.2.1 Modelo de Otimização Multibojetivo  
 
 A construção do entendimento de um problema de otimização 
consiste em determinar que quantidades são incógnitas e determinam a 
otimalidade de uma solução potencial, denominadas variáveis de deci-
são, que quantidades são de comportamento constante, chamados parâ-
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metros do problema, qual a descrição matemática que representa o crité-
rio de otimização a ser satisfeito, chamada função objetivo, e quais as 
restrições impostas ao problema, denominadas condições de contorno, 
resumindo, assim, o chamado modelo matemático de otimização.  
 A relação matemática entre as variáveis de decisão (funções obje-
tivo e restrições) podem apresentar um comportamento caracterizado 
por uma linearidade ou não-linearidade, o que resulta em duas classes 
distintas de problemas de otimização: linear e não-linear. A natureza 
numérica das variáveis de decisão determina ao espaço de decisão um 
comportamento contínuo ou discreto, o que confere ao problema de oti-
mização uma segunda classificação: inteiro, contínuo ou misto. As res-
trições do problema, por sua vez, assumem forma de funções de igual-
dades e/ou desigualdades e descrevem a dependência entre as variáveis 
de decisão e as diversas condições limites do problema, o que delimita o 
domínio de soluções e resulta no chamado espaço de decisão factível, 
também denominado região viável ou região factível.  
 Como mencionado anteriormente, o problema matemático de 
otimização multiobjetivo baseia-se no estudo de mais de uma qualidade, 
característica ou propriedade do objeto em estudo, sujeitas a limites im-
postos pelo ambiente de decisão (se existentes). Assim, este problema 
consiste em maximizar e/ou minimizar um vetor de quantidades numéri-
cas representadas por funções objetivo, de modo a obter um vetor de 
variáveis de decisão que otimiza estas funções, ou um conjunto de veto-
res que seja aceitável por todos os objetivos, e que satisfaça as restrições 
do problema. Assim, a formulação matemática do problema multiobjeti-
vo pode ser representada por:  
 
 1 2
*
minimizar: ( ) ( ) ( )
sujeito a:
m
D
y f x f x f x
x X

 
 (3.1) 
em que, ( ) : Dmf x   é a m-ésima função objetivo do problema, 
1[ ]Dx x x  é o vetor de decisão D-dimensional pertencente ao espaço 
de decisão factível X  , este correspondente ao espaço de decisão X de-
limitado pelas restrições do problema, e my Y    é o vetor objetivo 
m-dimensional pertencente ao chamado espaço objetivo factível (ou es-
paço de soluções factíveis) Y  , que correspondente à imagem de X   no 
espaço objetivo (Y), ou seja, cada ponto x do espaço de decisão corres-
pondente a um ponto y  no espaço objetivo, tal como exemplificado na 
Figura 3.1. Como problemas de maximização podem ser convertidos em 
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problemas de minimização por meio da inversão de sinal da função ob-
jetivo, isto é, maximizar f
 
(x) = minimizar – f
 
(x), então não há perda de 
generalidade na formulação multiobjetivo definida pela equação (3.1).  
 
 
x1 
x2 
X
 * 
espaço de decisão 
factível 
x  
f1(x) 
espaço objetivo 
factível 
Y
 
y  
X
 
Y
 * 
f2(x) 
 
Figura 3.1: Exemplo de correspondência entre espaço de decisão e espaço 
objetivo (no caso, ambos os espações são bidimensionais). 
 
 Em relação à quantidade numérica, como mencionado, as variá-
veis de decisão podem ter natureza discreta, o que define a chamada 
Programação Inteira, área dos problemas de otimização caracterizada 
por funções objetivo e restrições dependentes de variáveis, ou pelo me-
nos uma variável, pertencente ao domínio dos números inteiros. Assim, 
um problema inteiro multiobjetivo podendo ser representado por:  
 
 1 2
*
minimizar: ( ) ( ) ( )
sujeito a:
m
D
y f x f x f x
x X

 
 (3.2) 
 O conceito de aptidão de uma solução potencial ou alternativa é 
muito importante em problemas de otimização, sendo porisso represen-
tado por uma métrica que avalia a qualidade da solução para o proble-
ma, a chamada função de fitness, que pode ser qualquer relação algébri-
ca de funções ou resultados julgada satisfatória. Como usualmente o 
valor da função objetivo é escolhido para mensurar esta qualidade, então 
a própria função objetivo é normalmente adotada como medida de de-
sempenho (fitness) das soluções para o problema. 
 
3.2.2 O Conceito de Dominância de Pareto 
  
 Quando as descrições matemáticas de um problema (funções ob-
jetivo) apresentam uma relação de concordância, então uma simples so-
lução ótima é possível. Contudo, se estas funções apresentam uma situa-
ção de conflito entre si, então o problema se caracteriza pela necessidade 
de uma solução de compromisso resultante da negociação entre os obje-
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tivos (trade-off), pois a piora em um critério deve ser compensada com a 
melhora em outro para manter a solução atrativa, e na ausência de qual-
quer imposição das preferências de um decisor ou alguma informação 
adicional, o resultado do problema se consistirá em um conjunto de pos-
síveis soluções negociadas advindo do conceito dominância de Pareto. 
 Para exemplificar a relação de dominância, seja um problema de 
minimização multiobjetivo e dois vetores de decisão quaisquer x
1
 e x
2
. 
Diz-se, então, que a solução x
1
 é dominante, não-dominada ou não infe-
rior em relação à solução x
2
 se ocorrer: 
 1 2( ) ( ) , 1,2, ,i if x f x i m   (3.3) 
e se em pelo menos um objetivo i ocorrer: 
 1 2( ) ( )i if x f x  (3.4) 
 Assim, para uma determinada solução potencial, a verificação 
destas relações de dominância resulta na classificação do espaço objeti-
vo em regiões de dominância, tal como exemplificado na Figura 3.2 pa-
ra um conjunto de funções objetivo bidimensional. 
 
 
(min) f1 
A 
(min) f2 
1 
3 
2 
4 
1 
2 
3 
4  domina A 
indiferente a A 
 dominada pela solução A 
Regiões 
 
Figura 3.2: Exemplo de relações de dominância de regiões do espaço obje-
tivo para um determinado ponto de solução A. 
 
 Para o exemplo da Figura 3.3-a, no conjunto das soluções A, B e 
C não há uma relação de dominância entre elas e, assim, as mesmas são 
ditas indiferentes. Com a inclusão da solução D (Figura 3.3-b), esta se 
mostra não inferior em relação ao ponto B e o conjunto não-dominado 
passa, desse modo, a ser formado pelas soluções A, C e D. No entanto, 
com uma nova inserção dos pontos E, que domina a solução A, e F, que 
domina as soluções C e D (Figura 3.3-c), então o conjunto não-
dominado será agora formado pelos pontos E e F pois estes pontos são 
indiferentes entre si. Logo, as várias negociações resultam em diversos 
conjuntos de pontos indiferentes entre si, que representam os diversos 
graus de dominância entre as soluções potenciais (Figura 3.3-d). 
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(a)                                         (b) 
(min) f1 
Y* 
A 
C 
B 
(min) f2 
(min) f1 
A 
C 
B 
(min) f2 
D 
Y
* 
(min) f1 
Y* 
(min) f2 
níveis de 
dominância 
(min) f1 
Y* A 
C 
(min) f2 
D 
F 
E 
(c)                                         (d) 
 
Figura 3.3: (a), (b) e (c) Relações de dominância; (d) Níveis de dominância. 
 
 Assim, um conjunto não-dominado deve ser coletivamente com-
parado com outra solução qualquer para estabelecer se esta última per-
tence ao conjunto ou se domina o conjunto. Especificamente, duas con-
dições devem, então, ser atendidas para um conjunto não-dominado P: 
1. Quaisquer duas soluções pertencentes ao conjunto P devem ser não-
dominadas uma em relação à outra; 
2. Qualquer solução não pertencente ao conjunto P é dominada por pe-
lo menos um elemento de P. 
 O conjunto no espaço de decisão factível X* das soluções não-
dominadas encontradas gera, portanto, um conjunto imagem no espaço 
objetivo factível Y* formando uma superfície (curva para 2 funções). Se 
o conjunto de soluções se situa no limite do espaço X* então o conjunto 
imagem também se situa no limite de Y*. Neste caso, o conjunto de so-
luções não-dominadas em X*, denominado conjunto eficiente ou Pareto-
ótimo, gera uma imagem no espaço Y* denominado Fronteira Pareto-
ótima ou Fronteira de Pareto (Li, 2003). Para além desta fronteira, os 
pontos não são viáveis mas podem ser melhores que as do conjunto óti-
mo encontrado, o que define as chamadas soluções ideais. Logo, a fron-
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teira Pareto-ótima, por se situar no limite do espaço objetivo, delimita as 
soluções dominadas e as soluções ideais. Além disso, dependendo do 
tipo das funções de um problema de otimização, a disposição destas re-
giões será distinta, tal como exemplificado na Figura 3.4.  
 
 
fronteira 
Pareto-ótima 
 (max) f1 
região 
dominada 
região 
ideal 
região 
ideal 
região 
dominada 
região 
ideal 
região 
dominada 
 (max) f2  (min) f2  (min) f2 
 (min) f1  (max) f1 
(a)                                             (b)                                       (c)  
Figura 3.4: Exemplicação do aspecto das fronteiras ótimas de acordo com o 
conjunto de objetivos de um problema de otimização. 
 
 Assim, na determinação de um conjunto de soluções não domina-
das para um problema multiobjetivo, o processo de solução empregado 
deverá buscar atender dois aspectos de preocupação:  
 O conjunto deve ser tão próximo da fronteira Pareto-ótima quanto 
possível (Figura 3.5-a). Este aspecto pode ser de difícil verificação 
porque normalmente não se tem informações sobre a localização da 
fronteira ótima. Assim, em algoritmos evolutivos, por exemplo, em-
prega-se mecanismos, tal a como mutação, como forma de manter a 
pluralidade das soluções potenciais e, desse modo, realizar uma bus-
ca mais eficaz para encontrar um conjunto de boa qualidade. 
 O conjunto deve ocupar posições bem distribuídas na fronteira, para 
não ocorrer perda de diversidade de soluções, o que implica na busca 
de pontos uniformemente distribuídos (ocupando os “espaços vazi-
os”) e bem esparsos ao longo da fronteira (Figura 3.5-b e c). 
 
 
(a)                                             (b)                                       (c) 
(min) f1 
(min) f2 
(min) f1 
(min) f2 
Y* 
(min) f1 
(min) f2 
Y* Y* 
 
Figura 3.5: (a) Busca da proximidade do conjunto não-dominado com a 
fronteira Pareto-ótima; Diversidade de soluções: (b) uniforme mas pouco 
esparsa,  (c) esparsa mas pouco uniforme. 
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3.2.3 Otimização por Enxame de Partículas 
 
 As metodologias baseadas em Inteligência de Enxames (Swarm 
Intelligence) são inspiradas na chamada “inteligência coletiva”, obser-
vada em animais sociáveis (formigas, pássaros, etc.), cujos membros, 
apesar de suas deficiências, procuram alcançar seus objetivos atuando 
como uma entidade coletiva na varredura por locais mais promissoras 
do espaço de busca. Como exemplos desta metodologia tem-se os méto-
dos Colônia de Formigas e Enxame de Partículas. 
 O método de Otimização por Enxame de Partículas (PSO), intro-
duzido por James Kennedy e Russell Eberhart (Kennedy e Eberhart, 
1995), é classificado como um método de Computação Evolucionária 
por que emprega técnicas comuns a estes métodos:  
 O processo se inicializa com uma população randômicamente gerada 
de soluções potenciais viáveis;  
 O processo busca o ótimo por gerações sucessivas de populações;  
 A reprodução de soluções é baseada nas gerações passadas.  
 O método Enxame de Partículas é um algoritmo estocástico base-
ado na simulação simplificada de um sistema social. Sua metodologia 
consiste em um procedimento iterativo de busca baseado em uma popu-
lação de possíveis soluções, chamada enxame, em que cada indivíduo, 
chamado partícula, realiza um “vôo” sobre o espaço de decisão alteran-
do a posição com base no seu conhecimento em:  
a) Sua melhor posição pessoal alcançada (solução de melhor valor de 
fitness) até a iteração atual;  
b) A melhor posição alcançada por todo o enxame de soluções (melhor 
fitness global) até a iteração atual; 
c) A intensidade do seu último deslocamento, representada por sua ve-
locidade de busca atual. 
 Seja, então, um enxame de soluções potências com N partícu-
las 1( , , , , )i i i d i DX x x x , i = 1,...,N. Desse modo, a cada partícula é 
associada a melhor solução pessoal 1( , , , , )i i i d i DXp p p p  alcança-
da em seu próprio histórico (conhecido como pBest), o melhor ponto 
global 1( , , , , )d DXg g g g  alcançado no histórico de todas as par-
tículas do enxame (conhecido como gBest) e uma velocidade de busca 
1( , , , , )i i i d i DV v v v  no espaço de solução. Assim, para uma iteração 
k = 1,2,...,k
max
 qualquer do processo de solução, cada partícula i do en-
xame corrige sua velocidade segundo a equação: 
BASE TEÓRICA 
 
73 
 
 
 
( 1) ( ) ( ) ( ) ( )
1
( ) ( ) ( )
2
ωk k k k ki i i i i
k k k
i i
V V c rnd Xp X
c Rnd Xg X
    
 
 (3.5) 
e a trajetória da partícula é, por fim, corrigida com base nesta velocidade 
segundo a equação: 
 ( 1) ( ) ( 1)k k ki i iX X V
    (3.6) 
 Como exemplo de correção de posição, a Figura 3.6 mostra o grá-
fico de deslocamento de uma partícula no espaço de solução. 
 
 
( )k
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Figura 3.6: PSO: representação gráfica do mecanismo de busca. 
 
 Com base na equação (3.5), observa-se então que a velocidade de 
busca de cada partícula do enxame de soluções potenciais é atualizada 
considerando-se três termos: 
 O primeiro termo tem a responsabilidade pelo impacto da velocidade 
atual no deslocamento da partícula. Esta velocidade é ponderada por 
um fator de peso inercial , que fornece um trade-off entre uma ex-
ploração local e global da região viável; 
 O segundo termo estabelece uma correção de trajetória da partícula 
com base na distância entre sua melhor posição pessoal (pBest) e sua 
posição atual, ponderada por uma constante de aceleração positiva c1 
chamada taxa de aprendizagem cognitiva, esta ponderada por um 
número randômico rnd  [0,1] uniformemente distribuído. Este ter-
mo é, porisso, chamado componente cognitiva; 
 O terceiro termo estabelece outra correção de trajetória da partícula, 
com base na distância entre a melhor posição global (gBest) e sua 
posição atual, que também é ponderada por uma constante de acele-
ração positiva c2 , chamada taxa de aprendizagem social, e um núme-
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ro randômico Rnd  [0,1] uniformemente distribuído. Este termo é, 
porisso, chamado componente social. Como gBest é a melhor solu-
ção encontrada, esta partícula será, portanto, a solução do processo 
iterativo de otimização de objetivo único. 
 Desse modo, a velocidade de cada variável de decisão d de cada 
partícula i será determinada por: 
 
 
 
( 1) ( ) ( ) ( ) ( )
1
velocidade balanço da componente cognitiva
de busca velocidade
( ) ( ) ( )
2
componente social
ωk k k k ki d i d i i d i d
k k k
i d i d
v v c rnd p x
c Rnd g x
    
 
 (3.7) 
e cada variável de decisão por: 
 ( 1) ( ) ( 1)k k kid id idx x v
    (3.8) 
 Segundo (Eberhart e Shi, 1998), devido ao mecanismo de atuali-
zação de posição propiciada pelas equações (3.5) e (3.6), então o PSO se 
assemelha, até certo ponto, com o operador de mutação dos Algoritmos 
Genéticos, considerando-se, no entanto, que o mecanismo de mutação 
processado pelo PSO, guiado pelas experiências própria e mútua, realiza 
uma mutação com “consciência”. 
 Comparado aos Algoritmos Genéticos, o mecanismo de comparti-
lhamento de informações no PSO é significativamente diferente. Nos 
Algoritmos Genéticos, os indivíduos (soluções potenciais) compartilham 
informações mutuamente e, desse modo, toda a população se move co-
mo um grupo único em direção a uma região ótima viável. No PSO, so-
mente gBest fornece informações para as partículas do enxame, ou seja, 
ocorre um mecanismo de compartilhamento de informações de mão-
única. Assim, a evolução do PSO somente enxerga a melhor solução e 
todas as partículas tendem a convergir para ela (Hu e Eberhart, 2002). 
 A posição global gbest pode ser escolhida entre as soluções topo-
logicamente mais próximas de uma partícula, chamada vizinhança 
(neighborhood). A opção pela divisão ou não do enxame em vizinhan-
ças para cada partícula define então as metodologias básica de solução 
para o PSO: a versão local (lBest) e a versão global (gBest). Normal-
mente, a versão local tende a ter melhor desempenho na busca do ótimo 
global, porém apresenta convergência mais lenta (Shi, 2004). 
 Nas implementações tradicionais do PSO, o tamanho do enxame 
é normalmente adotado entre 10 e 40 partículas (Hu e Eberhart, 2002) e 
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em (Carlisle e Dozier, 2001) é sugerido 30 partículas, justificado por ser 
uma valor pequeno mas suficiente para produzir resultados confiáveis.  
 As constantes c1 e c2 representam a ponderação no deslocamento 
da partícula em direção às melhores posições obtidas nas aprendizagens 
cognitiva e social. Valores relativamente baixos para estas constantes 
permitem às partículas visitarem diversas regiões do espaço de solução 
antes de serem atraídas para a mais promissora delas (gBest). Por outro 
lado, valores relativamente elevados podem resultar em movimentos 
abruptos para ótimos locais. Desse modo, os estudos iniciais do PSO 
sugeriam adotar c1 = c2 = 2 com a intenção de aplicar o mesmo peso a 
ambas as aprendizagens (Kennedy e Eberhart, 1995). Por outro lado, o 
estudo em (Carlisle e Dozier, 2001) conclui que a gBest tende a se com-
portar como uma “armadilha” para atrair as partículas a mínimos locais, 
sugerindo os valores c1 = 2,8 e c2 = 1,3 para obter um compromisso 
mais razoável entre as componentes cognitiva (c1) e social (c2), de forma 
a privilegiar uma maior varredura do espaço de decisão. 
 O fator de peso inercial  é estabelecido normalmente em valores 
entre 0 e 1. Por exemplo, em (Hu e Eberhart, 2002) é sugerido a manu-
tenção do peso inercial randomicamente variável através da equação: 
 ω 0,5 (1 )rand   (3.9) 
em que rand  [0,1]. Em (Eberhart e Shi, 2000), porém, é sugerido ajus-
tar o fator de peso inercial para inicialmente proceder uma busca mais 
ampla de soluções potenciais e gradualmente realizar uma busca mais 
localizada, por meio do seu decrescimento linear através da equação 
 
max min
max
max
(ω ω )
ω ω k
k

   (3.10) 
onde 
max
 e 
min
 são os valores máximo e mínimo do fator de peso iner-
cial, e k
max
 é o número máximo de iterações. Tipicamente, adota-se: 

max
 = 0,9 e 
min
 = 0,4 (Eberhart e Shi, 2000). 
 Uma recente proposta para melhorar a habilidade do PSO em 
controlar as velocidades das partículas foi introduzida por Maurice Clerc 
através de um fator de constrição  dependente das constantes cognitiva 
(c1) e social (c2) e definido como (Carlisle e Dozier, 2001): 
 
2
2
2 φ φ 4φ
 
  
 (3.11) 
em que,  = c1 + c2   4 e a trajetória de cada partícula passa a ser corri-
gida segundo a equação: 
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 ( 1) ( ) ( 1)k k ki i iX X V
    (3.12) 
 Um valor comumente adotado para o fator de constrição é  = 4,1 
que corresponde, por exemplo, a c1 = c2 = 2,05 ou c1 = 2,8 e c2 = 1,3 
(Carlisle e Dozier, 2001). 
 As variáveis de decisão podem estar restritas a um valor mínimo 
( mindx ) e máximo (
max
dx ). Na eventual violação dessas restrições, nor-
malmente fixa-se o valor limite para as variáveis violadas e adota-se a 
inversão do sentido da velocidade destas variáveis. O limite máximo das 
variáveis pode também ser usado com um limite para as suas respectivas 
velocidades, de modo a prevenir uma eventual explosão numérica. Os 
limites superior e inferior podem também ser utilizados para gerar ran-
domicamente um enxame de soluções potenciais, através da equação: 
  (o) min max mini d d d dx x x xrand     (3.13) 
 Segundo (Shi, 2004), um modo de promover um melhor desem-
penho do PSO consiste na combinação do mesmo com outras técnicas 
de computação, tal como a aplicação de operadores evolucionários, sen-
do o mais comum o emprego de algum mecanismo de mutação para 
aumentar a diversidade do enxame e a habilidade do PSO em evitar mí-
nimos locais. Este operador normalmente consiste no sorteio randômico 
de uma partícula e de uma dimensão, de modo a inserir uma aleatorie-
dade ao algoritmo com o aumento ou diminuição no valor da variável.  
 Muitos problemas de otimização almejam a ordenação ou arranjo 
de elementos discretos, ou seja, lidam com variáveis de decisão de natu-
reza inteira, e constituem-se, então, nos chamados problemas de otimi-
zação inteira. O PSO foi proposto inicialmente para a busca no espaço 
de solução real contínuo, porém têm sido realizados estudos de sua 
adaptação para problemas no espaço de solução inteiro. Em (Kennedy e 
Eberhart, 1997), por exemplo, é proposto um ajuste no algoritmo do 
PSO através de codificação binária e em (Laskari et al., 2002) é propos-
ta uma adaptação na correção de posição das partículas através do arre-
dondamento do valor real dos pontos para o inteiro mais próximo, ou 
seja, as variáveis de decisão podem ser corrigidas iterativamente por: 
  ( 1) ( ) ( 1)k k kid id idx x round v    (3.14) 
onde round é o operador de arredondamento. Similarmente, a população 
inicial pode ser obtida por: 
   (o) min max mini d d d dx round x x xrand     (3.15) 
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 Este trabalho atesta também que o artifício empregado parece não 
afetar significativamente o desempenho do PSO, tal como resultados 
experimentais em funções de teste têm indicado, conseguindo-se ainda 
um desempenho superior ao do método Branch and Bound. 
  O PSO tem sido empregado para a solução de diversos problemas 
de otimização de objetivo único, com efetivo desempenho e, de forma 
geral, seu algoritmo para estes problemas pode ser assim implementado: 
1) Inicializações (k  = 0): 
1.1) Fixar parâmetros do PSO (constantes): tamanho do enxame (N), 
k
max
 , c1 , c2 , 
max
 e 
min 
; 
1.2) Gerar randomicamente o enxame inicial: (o)iX , i = 1, ... , N; 
1.3) Especificar a velocidade inicial de cada partícula: normalmente 
considera-se  um valor nulo, isto é, (o) 0iV  ; 
1.4) Especificar o fitness inicial da pBest de cada partícula ( (o)ifp ): 
normalmente adota-se o pior valor possível, ou seja, (o)ifp  ;  
1.5) Especificar o fitness inicial da gBest do enxame ( (o)fg ): análogo 
ao pBest, adota-se o pior valor possível, ou seja, (o)fg  . 
2) Enquanto k < k
max
, fazer: 
2.1) Calcular o fitness de cada partícula do enxame atual: ( )( )kif X ; 
2.2) Atualizar gBest: se  ( ) ( ) ( )( ) min ( )k k kif X f X fg  então faz-se:  
( ) ( )k k
iXg X      e     
( ) ( )( )k kifg f X  
2.3) Testar critério de parada (por exemplo, número de iterações): se 
não satisfeito, prosseguir. Se satisfeito, adotar Xg e fg atuais 
como solução do problema; 
2.4) Atualizar pBest das partículas: se ( ) ( )( )k ki if X fp então faz-se:  
( ) ( )k k
i iXp X      e     
( ) ( )( )k ki ifp f X  
2.5) Atualizar nova velocidade das partículas do enxame 
2.6) Obter nova posição das partículas do enxame 
2.7) Aplicar mecanismo de mutação, se desejado; 
2.8) Verificar limites e restrições e proceder correções adequadas nos 
valores das partículas; 
2.9)  Fazer  k = k + 1 e voltar ao passo 2.1.  
 Por compartilhar diversas características dos algoritmos evoluti-
vos, o PSO pode ser também adaptado para otimização multiobjetivo. 
No entanto, as versões básicas dos algoritmos global (gBest) e local 
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(lBest) do PSO não são prontamente adequadas para a solução destes 
problemas porque não há um ótimo global absoluto por causa da relação 
de dominância entre partículas. Logo, a definição de um único gBest (ou 
lBest) durante cada iteração não é trivial (Hu e Eberhart, 2002). A seguir 
será, então, apresentado uma discussão sobre este problema. 
 
3.2.4 Otimização por Enxame de Partículas Multiobjetivo 
 
 Semelhante aos Algoritmos Evolutivos, o emprego de uma popu-
lação de soluções potenciais permite ao PSO a exploração simultânea de 
diferentes regiões do espaço de decisão e da fronteira de Pareto. Desse 
modo, estudos sobre a aplicação do PSO como algoritmo de otimização 
multiobjetivo, o chamado MOPSO, tem aumentado e diversas propostas 
têm sido apresentadas na literatura.  
 Os primeiros estudos sobre o MOPSO evitavam a complexidade 
envolvida na modelagem multiobjetivo ao transformar o problema em 
mono-objetivo. Por exemplo, em (Parsopoulos e Vrahatis, 2002) é em-
pregado o Método da Ponderação dos Objetivos para tratar o problema e 
em (Hu e Eberhart, 2002) é adotado a estratégia de otimização de um 
dos objetivos, mantendo os demais fixos, até se atingir um ponto da 
fronteira. Logo, estes métodos determinam uma solução por vez e são 
necessárias várias simulações do algoritmo para se obter um conjunto de 
fronteira, o que os torna proibitivos em muitos problemas multiobjetivos 
devido aos custos computacionais elevados (Abido, 2007).   
 Devido ao fato de não haver uma única melhor solução global em 
problemas multiobjetivos, então a principal dificuldade em estender o 
PSO para estes problemas reside em como selecionar um guia global 
(gBest) para cada partícula, que é um passo crucial pois afeta a capaci-
dade de convergência do processo de solução. Contudo, esta preocupa-
ção, embora simples, é eficiente para promover a convergência a um 
conjunto de soluções não-dominadas  (Raquel e Naval, 2005).  
 Além disso, outra preocupação de um método de otimização mul-
tiobjetivo é a obtenção de um conjunto bem distribuído e uniforme de 
soluções não-dominadas, o que implica na busca de novos pontos em 
regiões de fronteira com menor grau de agrupamento ou aglomeração de 
soluções (niching). Assim, a seleção do gBest de cada partícula do en-
xame deve naturalmente recair sobre uma solução qualquer da fronteira 
até então estabelecida, escolhida randomicamente e de modo a impelir 
os pontos do enxame de soluções potenciais em direção a regiões menos 
populosas desta fronteira (Raquel e Naval, 2005). A Figura 3.7 ilustra, 
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assim, o mecanismo de atração do enxame de soluções a regiões menos 
populosas com base na escolha do gBest das partículas. 
 
 
(min)  f1 
(min)  f2 
fronteira de 
Pareto 
 
Figura 3.7: Mecanismo de atração dos métodos multiobjetivos. 
 
 Logo, uma vez definida a responsabilidade do gBest na busca de 
soluções de fronteira,  este fato implica no estabelecimento de um crité-
rio de aptidão, um fitness adicional, como forma de mensurar o grau de 
aglomeração dessas soluções. Com base nesta mensuração pode-se, en-
tão, determinar um sub-conjunto de pontos, classificados entre as solu-
ções da fronteira que possuem as melhores aptidões segundo o critério 
de fitness adotado, do qual serão naturalmente escolhidas as soluções 
como gBest de cada partícula do enxame, de forma preferivelmente ran-
dômica para assegurar a necessária aleatoriedade e possibilitar uma 
maior varredura da fronteira (Li, 2004).  
 Assim, diversos estudos baseado nesta estratégia para o MOPSO 
tem surgido no meio acadêmico. Por exemplo, em (Coello et al., 2004) é 
proposto um mapeamento da fronteira em regiões chamadas hipercubos, 
como forma de detectar o grau de agrupamento das soluções e eleger a 
componente gBest de cada partícula através do método da roleta viciada, 
onde cada “fatia” corresponde ao número de soluções de cada hipercu-
bo. Em (Li, 2003), (Sierra e Coello 2005) e  (Raquel e Naval, 2005) é 
empregado um fator de grau populacional chamado crowding distance 
para filtrar uma lista de líderes (gBest) disponíveis, que são selecionados 
por meio de torneio baseado no valor deste fator das soluções da lista. 
Ainda, em (Mostaghim e Teich, 2003) é empregada uma métrica de de-
sempenho do conjunto não-dominado corrente, denominada Sigma, que 
determina eixos para o direcionamento das partículas em direção à fron-
teira. Por fim, em (Pulido e Coello 2004), a seleção do gBest é escolhida 
de forma randômica através de um método de avaliação do grau de 
agrupamento da partículas conhecido como clustering.  
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 Um conceito empregado em muitos métodos de otimização mul-
tiobjetivo refere-se ao armazenamento das soluções não-dominadas de 
cada geração em uma população externa ao processo de solução, deno-
minado arquivo externo (archiving). No contexto dos métodos evoluci-
onários, este armazenamento é denominado elitismo, sendo empregado 
em vários métodos tais como NSGA, PAES e SPEA. Como este arquivo 
deve ser atualizado a cada geração e o tempo necessário para estas atua-
lizações aumenta com o tamanho do arquivo, da população e do número 
de objetivos, então algum mecanismo de limitação do arquivo externo se 
torna importante para evitar um grande número de comparações durante 
as atualizações, além de impedir uma explosão de soluções de fronteira 
e melhorar a convergência. Em (Mostaghim e Teich, 2003), por exem-
plo, é estudada a influência da chamada -dominância no MOPSO para 
limitar o tamanho de um arquivo externo onde são armazenadas as solu-
ções de fronteira, e em (Coello et al., 2004), quando o tamanho do ar-
quivo é ultrapassado, adota-se a estratégia em que são dadas prioridades 
às partículas localizadas em regiões de fronteira menos populosas em 
relação às situadas em áreas mais aglomeradas.  
 Por fim, para a manutenção da pluralidade do enxame de solu-
ções potenciais, alguns trabalhos (Mostaghim e Teich, 2003; Raquel e 
Naval, 2005; Sierra e Coello 2005) empregam um mecanismo de muta-
ção, também denominado fator de turbulência, que consiste em adicio-
nar um valor randomicamente gerado à posição corrente das partículas 
do enxame atual, quando um pequeno valor de probabilidade (por 
exemplo, 10%) é atingido. Outro aspecto de preocupação dos métodos 
multiobjetivos refere-se ao emprego de alguma métrica para avaliar o 
grau de diversidade do conjunto de soluções não-dominadas obtido, co-
mo uma medida de desempenho deste conjunto. Por exemplo, em 
(Pulido e Coello 2004) e (Raquel e Naval, 2005) é empregado uma mé-
trica denominada espalhamento de vetores (Spacing metric) para medir 
a distribuição das soluções ao longo da fronteira não-dominada, de mo-
do a avaliar a qualidade do conjunto obtido. 
 Para o enfrentamento dos problemas comuns aos algoritmos mul-
tiobjetivos apontados nesta análise bibliográfica, optou-se neste trabalho 
por empregar a chamada estratégia Maximin, cuja vantagem reside na 
sua capacidade única de propiciar a observação da dominância conjun-
tamente com o grau de agrupamento de uma solução, sem, portanto, a 
necessidade de se implementar uma técnica adicional de clustering ou 
niching para o controle da diversidade do conjunto de soluções de fron-
teira. Esta técnica tem sua origem na Teoria dos Jogos e foi proposta por 
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(Li, 2004) como um segundo indicador de fitness de soluções do conjun-
to de fronteira, além de fornecer um critério de desempate em uma even-
tual necessidade de limitação dos pontos da própria fronteira. Assim, a 
métrica Maximin será empregada neste trabalho como mecanismo de 
escolha do gBest de cada partícula do enxame, teste de dominância, bus-
ca de diversidade e limitação dos pontos de fronteira 
 O cálculo da métrica Maximin, bem como da métrica de desem-
penho adotada para a avaliação do conjunto de fronteira final, é apresen-
tado a seguir. O algoritmo MOPSO usado neste trabalho, bem como as 
adequações necessárias a estas métricas, é desenvolvido no Capítulo 4. 
 
3.2.5 A Métrica  Maximin 
 
 Seja um espaço de funções objetivo m-dimensional e um conjun-
to de n soluções potenciais. O cálculo da chamada métrica Maximin de 
uma solução qualquer i do conjunto é determinado por: 
  1 1 2 21, ,
1, ,
min , , ,max
i j i j i j
m m
j ni
i n j i
f f f f f fMaximin 
 
     
 
 (3.16) 
onde j forma todos os possíveis pares de pontos do conjunto com a solu-
ção i. Com base na equação (3.16), pode-se concluir então que: 
1) Como soluções indiferentes entre si se caracterizam pela existência de 
uma negociação entre os valores de suas funções objetivo, então ao 
menos um dos resultados da subtração entre estas funções resultará 
em um valor negativo. Logo, o valor da métrica Maximin para uma 
solução não-dominada é necessariamente negativo, ou seja, um re-
sultado positivo corresponde a uma solução dominada, sendo um va-
lor proximamente nulo denota uma fraca dominância da solução; 
2) Com relação à magnitude do valor Maximin, observa-se que, quanto 
mais distante um ponto se encontrar das demais soluções do conjun-
to, maior será a diferença entre pelo menos uma das funções objetivo 
do ponto em relação às demais e, portanto, maior será o valor em 
módulo do Maximin deste ponto, isto é, quanto menor (mais negati-
vo) o Maximin de uma solução não-dominada, menos populosa será 
a região onde a mesma se encontra.  
 Logo, observa-se que um valor negativo do Maximin de uma so-
lução de fronteira atesta a sua dominância (1º fitness). Além disso, com 
a comparação da métrica Maximin de duas soluções de fronteira, tem-se 
que, quanto maior em módulo for o valor da métrica de uma solução, 
menos populosa será a região de fronteira onde esta solução se encontra 
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(2º fitness) e, desse modo, melhor será o fitness da mesma. Conclui-se, 
então, que o emprego do Maximin como fitness de um conjunto de solu-
ções de fronteira por si só premia a diversidade do conjunto e penaliza o 
grau de aglomeração das soluções. 
 Estes aspectos são exemplificados nos gráficos apresentados na 
Figura 3.8, que mostra o conjunto de três pontos de um espaço de fun-
ções objetivo bidimensional. A Figura 3.8-a mostra o valor do Maximin 
(resultado entre parênteses) de três pontos equidistantes A, B e C.  
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Figura 3.8: Exemplificação das propriedades do Maximin. 
 
 Para exemplicar, o resultado do Maximin referente ao ponto A é 
obtido através dos seguintes cálculos: 
 Par A e B: 
     A B A B1 1 2 2min , min 1 3 , 5 3 min 2,2 2f f f f          
 Par A e C: 
     A C A C1 1 2 2min , min 1 5,5 1 min 4 , 4 4f f f f          
 Logo:  max{ 2 , 4} 2AMaximin       
 Como mostra a Figura 3.8-a, quando os pontos se encontram dis-
persos de forma homogênea pela fronteira, todos terão o mesmo fitness 
Maximin. No entanto, na Figura 3.8-b, como o ponto B está mais pró-
ximo de C, então o valor de fitness Maximin destes pontos sofreu uma 
penalização por esta aglomeração, com o ponto A sendo recompensado 
por agora se situar em uma região mais afastada e, porisso, menos popu-
losa. Por fim, a Figura 3.8-c exemplifica a capacidade do Maximin em 
determinar a dominância, mostrando um conjunto formado por três pon-
tos não-dominados entre si (A, B e C) e um ponto dominado (D), assim 
identificado por apresentar fitness Maximin positivo. 
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 Como a equidistância de um conjunto de pontos ocorre apenas 
para a fronteira linear, então sua convexidade influencia no resultado do 
Maximin, como pode ser observado na Figura 3.9-a (convexa), que mos-
tra um favorecimento dos pontos mais interiores, e Figura 3.9-b (cônca-
va), que mostra um favorecimento dos pontos mais extremos (Li, 2004). 
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Figura 3.9: Influência da convexidade da fronteira no resultado da métrica 
Maximin: (a) convexa; (b) côncava. 
 
3.2.6 Metrica de Desempenho 
 
 A fronteira de soluções não-dominadas obtida como solução de 
metodologias de cálculo de problemas multiobjetivos é comumente ava-
liado segundo dois parâmetros: qualitativo, que apresenta a forma visual 
de gráficos representativos do comportamento da fronteira, e quantitati-
vos, obtida na forma de métricas de avaliação de desempenho que quan-
tificam a uniformidade da fronteira.  
 Uma das métricas comumente utilizada para a avaliação quantita-
tiva de um conjunto de soluções não-dominadas (Coello et al., 2004; 
Pulido e Coello 2004; Raquel e Naval, 2005) é denominada espalhamen-
to de vetores (Spacing metric), que julga numericamente o quão bem os 
pontos do conjunto estão distribuídos ao longo da fronteira. Sejam, en-
tão, um espaço de funções objetivo m-dimensional e um conjunto qual-
quer com n soluções potenciais. A avaliação do conjunto por meio da 
métrica de espalhamento (S) dos pontos do conjunto é determinada atra-
vés do cálculo do desvio padrão das amostras do espaço de solução do 
problema, por meio da seguinte equação: 
  
2
1
1
1
n
i
i
S d d
n 
 

  (3.17) 
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em que, di representa um fator que determina a mínima somatória de 
distâncias entre um ponto em estudo i do conjunto e um outro ponto j 
qualquer do conjunto, claculado através da seguinte equação: 
  1 1 2 2
1, ,
min i j i j i ji m m
j n
j i
d f f f f f f


        (3.18) 
e d  o valor médio dos fatores di das soluções do conjunto. 
 A Figura 3.10-a mostra um conjunto de quatro pontos equidistan-
tes em um espaço de funções objetivo bidimensional, e o valor dos res-
pectivos fatores di de cada ponto (entre parênteses). Para exemplifica-
ção, o fator dA do ponto A é obtido através do seguinte cálculo: 


A B A B A C
A 1 1 2 2 1 1
A C A D A D
2 2 1 1 2 2
= min ,
,
d f f f f f f
f f f f f f
    
    
 
 
 
min 1 3 7 5 , 1 5 7 3 , 1 7 7 1
min 4,8,12 4
A
A
d
d
         
  
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Figura 3.10: Resultados da métrica: (a) espalhamento de pontos uniforme; 
(b) não-uniforme 
 
 Por serem os pontos igualmente espaçados e, portanto, todos os 
fatores di iguais, o valor médio destes fatores terá o mesmo valor e, des-
se modo, o cálculo da métrica de espalhamento resulta em um valor nulo 
para este conjunto. Assim, pode-se observar que um conjunto com pon-
tos uniformemente espaçados apresentará uma avaliação idealmente no 
valor nulo. Logo, quanto menor o valor da métrica, mais diversificado é 
o conjunto de pontos, sendo esta, portanto, a interpretação da métrica de 
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espalhamento para a avaliação de desempenho das soluções de um con-
junto não-dominado obtido. 
 Como forma de exemplificar a interpretação da métrica, na Figu-
ra 3.10-b é apresentado o mesmo conjunto, onde os pontos B e C são 
aproximados. Esta nova disposição do conjunto resulta em valores dis-
tintos para o fator di dos pontos e, consequentemente, um valor não nulo 
(resultado = 1,915) para a métrica é obtido, o que identifica, assim, uma 
perda de uniformidade dos pontos do conjunto, que pode ser entendido 
como uma perda de informações entre os pontos A e B. 
 
3.3  ANÁLISE DE DECISÃO 
 
 Grande parte do trabalho de gerência consiste na tomada de vá-
rios tipos de decisão, que visa essencialmente buscar a uma solução, 
escolher uma alternativa ou eleger uma ação que apresente o melhor 
desempenho, a melhor avaliação, ou ainda, a de “maior preferência” de 
acordo com as expectativas dos interessados no processo decisório (de-
cisores) e suas disponibilidades em adotá-la considerando a relação en-
tre elementos objetivos do problema e subjetivos dos decisores. 
 Como mencionado, a diferença fundamental entre problemas de 
otimização mono e multiobjetivo reside no fato deste último poder apre-
sentar um conjunto de alternativas de solução eficientes, devido à nego-
ciação entre os objetivos conflitantes que, sem alguma informação ou 
inferência acerca do problema, nenhuma solução pode ser melhor que 
outra dentro do conjunto. Neste caso, pode-se definir o esforço para re-
solver o dilema dos objetivos conflitantes, cuja presença impede a exis-
tência da solução ótima, como um problema de tomada de decisão. A 
estrutura sistemática, que conduz para a procura da opção de melhor 
acordo, é denominada método de otimização multiobjetivo. Em geral, 
não existe uma definição de sucesso para estes métodos, pois a melhor 
estratégia metodológica não é obrigatoriamente a que utiliza as melhores 
técnicas, mas aquela capaz de induzir às melhores decisões na busca de 
uma solução de compromisso (Sica, 2009). 
 Diversos métodos de otimização empregados na solução de pro-
blemas multiobjetivos, transformam o problema em um único critério de 
avaliação para evitar a complexidade envolvida. Estes métodos fazem 
uso da intervenção de um tomador de decisão (decisor) para estabelecer, 
segundo suas preferências, certos parâmetros a priori e, com a aplicação 
de um algoritmo de solução apropriado, obter uma solução. Assim, estes 
métodos podem ser vistos como “interativos”, sendo sensíveis às priori-
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dades adotadas e aos critérios de parada estabelecidos. O decisor pode, 
inclusive, promover uma intervenção direta durante o processo de busca 
para re-direcionamentos, guiando o esforço de busca para regiões que 
julgar mais conveniente, ou empregar um Sistema Especialista nos casos 
onde esta intervenção pode ser descrita por meio de regras. Logo, a so-
lução final pode não ser ótima segundo o conceito de dominância de 
Pareto e, na necessidade de se obter um conjunto de n soluções eficien-
tes, uma varredura dos parâmetros estabelecidos a priori se faz necessá-
ria para executar n vezes o algoritmo de solução (Oliveira, 2005).  
 Como exemplo destes métodos de otimização, pode-se citar: 
 Método da Ponderação dos Objetivos (Weighting Objectives Me-
thod): para obter um ponto de solução, este método utiliza uma com-
binação linear ponderada por um peso de importância de cada objeti-
vo, denominado coeficientes de ponderação, onde normalmente a 
somatória destes pesos é igual a 1. Desse modo, o método requer que 
todas as funções sejam expressas de forma adimensional por meio da 
normalização dos seus valores. A escolha dos coeficientes de ponde-
ração pode ser difícil e os resultados da resolução podem variar sig-
nificativamente com estes coeficientes, tornando-se necessário obter 
diferentes soluções especificando-se diferentes valores de coeficien-
tes, de modo a permitir o decisor escolher a melhor entre elas base-
ando-se na sua experiência e conhecimento do problema real; 
 Método de Otimização Hierárquico (Hierarchical Optimization Me-
thod): este método considera que os critérios de otimização podem 
ser ordenados em termos de importância por um decisor. O método 
emprega, então, uma hierarquização prévia das funções objetivo e, 
conservando esta ordem, otimiza cada função objetivo separadamen-
te e em sequência, adicionando em cada passo uma nova restrição 
escrita com a função objetivo que foi otimizada no passo anterior, 
sendo esta o valor desta função limitada pelo acréscimo ou decrés-
cimo de um coeficiente de relaxação  assumido pelo decisor. A es-
colha dos coeficientes exige um bom conhecimento do espaço de de-
cisão e o resultado pode não for satisfatório, sendo então necessário 
repetir os cálculos assumindo, em cada passo, valores diferentes para 
o coeficiente  de cada função escrita como restrição;  
 Método da Negociação (Trade-off Method): este método se apresenta 
em várias versões, sendo caracterizado basicamente por empregar a 
otimização de uma das funções objetivo, denominada mestre do pro-
cesso de solução, considerando as demais funções como restrições 
flexíveis, denominadas escravos, cada uma limitada por um coefici-
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ente de relaxação , sendo o método também chamado -restrito e a 
busca é interrompida quando o decisor encontra uma solução satisfa-
tória. No entanto, o método é bastante sensível à escolha do conjunto 
de coeficientes e pode ser necessário repetir todo o procedimento de 
solução para diferentes funções mestre, de modo a satisfazer os pon-
tos de vista e experiências do decisor; 
 Método de Programação por Metas (Goal Programming Method): 
sua idéia principal é encontrar uma solução particular que atinja me-
tas pré-estabelecidas por um decisor para cada função objetivo. As 
metas estipuladas são consideradas como restrições adicionais e no-
vas variáveis são acrescentadas ao problema para representar os des-
vios das funções em relação às suas metas. A tarefa é encontrar uma 
solução que minimiza os desvios em relação às metas e, se não exis-
tir uma solução que atenda as metas pré-definidas, a tarefa passa a 
ser encontrar soluções que minimizam os desvios em relação às me-
tas. Nesse sentido, esta tarefa é semelhante à tomada de decisão e a 
solução obtida é satisfatória, podendo ser diferente da solução ótima. 
 Outra classe de métodos de otimização multiobjetivo envolve 
inicialmente o mapeamento do espaço factível direcionado para a busca 
de soluções eficientes, ou seja, a otimização simultânea de todos os ob-
jetivos propriamente dita. Em geral, estes métodos exigem um grande 
esforço computacional, mas conferem um especial caráter investigativo 
ao problema, principalmente onde o decisor não possui um conhecimen-
to satisfatório sobre o espaço de decisão factível (Oliveira, 2005), tal 
como no caso de explosão combinatória de soluções potenciais.  
 Com o prévio mapeamento pode-se, então, empregar um método 
de não-preferência para a escolha de uma alternativa final, tal como a 
Aproximação Max-Min. Porém, é necessário por vezes disponibilizar o 
conjunto de soluções eficientes para o decisor conjugar seu ponto de 
vista, experiência e conhecimento de modo a proceder com uma avalia-
ção mais adequada ao seu julgamento. Neste caso, o conceito de função 
de valor passa a ser central no modelo de decisão. 
 
3.3.1 Funções de Valor 
 
 Os vários componentes de um problema de decisão podem ser 
integrados sob a forma de matriz, onde as linhas correspondem às possí-
veis ações/alternativas potenciais em competição (no caso, as soluções 
eficientes), as colunas representam os critérios de desempenho a serem 
otimizados dentro do contexto decisório, ou seja, os critérios de decisão 
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(as funções objetivo do problema) e cada alternativa gera um resultado 
ou um impacto em cada critério (por exemplo: ganhos, perdas, etc.). Lo-
go, um problema de escolha de opções pode ser representado por uma 
matriz, tal como exemplificado na Tabela 3.1, onde aij é o resultado ou 
impacto da alternativa Ai em relação ao critério de decisão Fj. 
 
Tabela 3.1: Formato de matriz de um problema de decisão. 
Alternativas 
Critérios (ou atributos) 
F1  Fj  Fm 
A1 a11  a1j  a1m 
      
Ai ai1  aij  aim 
      
An an1  anj  anm 
 
 Sendo as soluções advindas de um processo de solução de um 
problema multiobjetivo, então todas as alternativas são consideradas 
ótimas. No entanto, cada critério de otimização pode contribuir para a 
satisfação do decisor de modo distinto, dependendo do valor e da impor-
tância de cada critério. Assim, o decisor, mesmo que intuitivamente, 
expressa seu comportamento perante o desempenho de uma alternativa 
em um determinado critério, atribuindo alguma medida de julgamento 
em relação aos níveis de impacto (escala) apresentado pelo critério e, 
adicionalmente, também expressa alguma medida de preferência entre 
os objetivos, atribuindo uma importância ou um “peso” para cada crité-
rio de decisão (Garvey, 2009). A confluência destas linhas de entendi-
mento do decisor sobre o problema representa, assim, a base de seu jul-
gamento das alternativas disponíveis.  
 Estas racionalizações do decisor podem ser representadas pelas 
chamadas funções de valor e utilidade, que são centrais em modelos de 
decisão e formam a base analítica para a análise de problemas de classi-
ficação ou identificação da alternativa de maior preferência entre um 
conjunto de opções em competição. A função de valor quantifica a pre-
ferência do decisor quando não existem incertezas sobre o desempenho 
das alternativas frente aos critérios, e a função utilidade expressa as ati-
tudes do decisor frente ao risco, incorporando fatores na análise do pro-
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blema, tais como probabilidade subjetiva, dados estatísticos, conheci-
mento de especialistas, etc., de modo a quantificar o julgamento acerca 
da probabilidade das várias consequências, sendo a Teoria da Utilidade 
usada para quantificar essas consequências. Desse modo, somente a fun-
ção de utilidade tem a ela associada uma probabilidade para considerar a 
estocasticidade do problema (Sica, 2009).  
 Os cenários de expansão de carga e preços spot abordados na 
modelagem deste trabalho podem se configurar em estocasticidades para 
o problema e inserir uma componente de risco à tomada de decisão. Po-
rém, como os cenários são modelados a taxas fixas, então será aqui 
abordado apenas o conceito de função valor. Não obstante, a Teoria da 
Função Utilidade será utilizada para definir um comportamento avesso, 
propenso ou indiferente frente a um critério. 
 Uma função de valor representa a inferência da subjetividade do 
decisor ancorada no julgamento dos seus valores fundamentais e inter-
pretada pelo comportamento matemático da respectiva função de valor. 
Ela é um instrumento aceita pelos decisores para, desse modo, auxiliá-
los a expressar suas preferências de forma numérica, de modo a permitir 
a avaliação de critérios ao quantificar o desempenho das alternativas 
segundo seu sistema de valores (Enssslin et al., 2001). Alem disso, esta 
inferência do decisor se manifesta, como mencionado, no seu julgamen-
to frente aos níveis de impacto de um critério individualmente, e em su-
as preferências entre os critérios quando comparados globalmente. Lo-
go, duas aplicações para as funções de valor são possíveis.  
 A função de valor que representa o comportamento matemático 
das preferências do decisor em relação aos níveis de impacto de deter-
minado critério, constitui-se de uma escala usualmente definida no in-
tervalo [0,1], onde o ponto de maior preferência (1) corresponde ao ní-
vel de impacto com o melhor desempenho possível no critério, e o de 
menor preferência (0) corresponde ao nível de pior desempenho aceitá-
vel no critério. Nesse sentido, a cada nível de impacto aij de um critério 
Fj é atribuído um valor de atratividade ou preferência v(aij), com o qual 
é possível valorar subjetivamente uma alternativa frente a um critério.  
 A Figura 3.11 apresenta um exemplo de função de valor v(a) para 
um determinado critério qualitativo F = “cor”, que apresenta 5 níveis de 
impacto (a) para classificar as alternativas disponíveis, já ordenados pre-
ferencialmente segundo a inferência de um decisor (o chamado descritor 
do critério). Pode-se observar então que a função de valor v(a), além da 
ordem numérica de preferências entre os níveis de impacto do critério, a 
representa também o comportamento do decisor em relação à diferença 
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de atratividade entre os níveis de impacto. Por exemplo, observa-se que 
o decisor se mostra mais afetado pela perda de desempenho entre uma 
alternativa de cor verde para uma alternativa de cor amarela, do que por 
uma troca entre alternativas de cor vermelha para verde e assim sucessi-
vamente, ou seja, o decisor é mais afetado quanto mais ocorre perda de 
atratividade das alternativas disponíveis. 
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nível de impacto 
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preferência 
nível de impacto 
de maior 
preferência 
níveis de 
atratividade 
 
Figura 3.11: Exemplo de função de valor. 
 
 Observações semelhantes, porém complementares, poderiam ser 
obtidas com a função de valor apresentando uma concavidade para ci-
ma. Logo, uma função com concavidade nula (reta) representando um 
comportamento neutro ou indiferente do decisor também pode ocorrer. 
Assim, pode-se concluir que a diferença de atratividade entre as alterna-
tivas também tem significado para o decisor (Garvey, 2009), e, porisso, 
estas funções são definidas em uma escala dita cardinal, que consiste em 
um tipo de escala de intervalo ou de razões
3
. 
 Assim, com o intuito de facilitar o entendimento da concavidade 
da função de valor, com base na Teoria da Utilidade, pode-se descrever 
o comportamento das preferências de um decisor segundo três tipos 
(Keeney e Raiffa, 1993), exemplificados na Figura 3.12: 
 
                                                        
3
 Escala de intervalos é um tipo de escala de números ordenados cuja diferença entre 
eles tem significado e o zero é apenas uma referência (exemplo: escalas de tempera-
tura). Escala de razões, por sua vez, é um tipo de escala de intervalos em que o pon-
to zero é “verdadeiro”, ou seja, sua interpretação representa a completa ausência do 
atributo (exemplos: custos, riscos, perdas, distâncias, etc.). 
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 função  matemática da função de valor 
indiferente 
ou neutro 
1,0 
0 
a 
v(a) 
a
min
 a
max 
avesso 
propenso 
 
Figura 3.12: Exemplos de comportamento matemático das funções de valor. 
 
 Avesso: expressa uma maior preocupação em se afastar do pior de-
sempenho do critério, sendo que, quanto mais próximo do melhor 
desempenho, menor é o ganho de valor. Logo, o decisor é mais afe-
tado pela perda de atratividade do que pelo ganho no desempenho; 
 Indiferente: o decisor é afetado igualmente com todas as trocas de 
alternativas, ou seja, tem comportamento neutro. Neste caso, a fun-
ção de valor apresenta um comportamento linear; 
 Propenso: expressa o interesse em se aproximar do melhor desem-
penho do critério, sendo que, quanto mais próximo do pior desempe-
nho, menor é a perda de valor. Logo, o decisor é mais afetado pelo 
ganho de atratividade do que pela perda de desempenho; 
 Para a obtenção de funções de valor, pode-se adotar uma metodo-
logia baseada, em linhas gerais, na construção de uma escala de valor 
segundo o julgamento do decisor acerca das diferenças de atratividade 
entre os níveis de menor e maior preferência do critério. Como estes 
métodos avaliam diretamente os valores do decisor ao longo de uma 
escala de intervalos, ou seja, a diferença entre os níveis de preferência é 
importante, então torna-se essencial a verificação de inconsistências en-
tre diferenças de atratividade, devendo o processo de julgamento do de-
cisor ser avaliado até o refinamento da função de valor (Garvey, 2009).  
 Logo, diversos métodos apresentam esta estratégia de obtenção 
de funções de valor, sendo a escolha de qual utilizar a cargo do decisor, 
em função das vantagens e desvantagens de cada procedimento. Dentre 
estes métodos, pode-se citar (Enssslin et al., 2001):  
 Método da pontuação direta: inicialmente são definidos o pior e me-
lhor nível, que servirão de âncora para a escala, e posteriormente o 
decisor expressa numericamente a atratividade dos demais níveis em 
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relação às âncoras. Tem como vantagens a simplicidade e rapidez de 
procedimento e ausência de transformações matemáticas que possam 
afetar a credibilidade dos resultados obtidos. Sua desvantagem está 
em exigir que o decisor expresse suas preferências numericamente, 
que é uma forma não natural de raciocínio; 
 Método da bissecção: método onde inicialmente são definidos ape-
nas o pior e o melhor nível de impacto, aos quais são associados dois 
valores que servirão de âncora para a escala. O decisor é então ques-
tionado a identificar primeiramente um desempenho cujo valor esteja 
na metade dos dois extremos, depois em subdivisões adicionais até 
refinar-se a função de valor. Tem como vantagem a obtenção dos 
pontos de forma direta por não requerer transformações matemáticas 
e, como desvantagens, a exigência para o decisor expressar suas pre-
ferências matematicamente, necessitar que o descritor seja quantita-
tivo e contínuo e ter um procedimento onde as perguntas são pouco 
naturais, exigindo um grande nível de abstração do decisor; 
 Método do julgamento semântico: neste método, a função de valor é 
obtida por comparações par-a-par com a diferença de atratividade en-
tre os níveis, através de uma escala ordinal semântica que descreve a 
intensidade de preferência de uma ação sobre a outra. Apresenta, 
como vantagens, a possibilidade do decisor expressar suas preferên-
cias entre pares de alternativas de forma qualitativa e natural, e tam-
bém por apresentar facilidade de uso. 
  Contudo, com base na Figura 3.12, observa-se também que os 
pontos da função de valor podem ser ajustados por uma curva, cuja 
equação matemática apresenta um comportamento semelhante às mu-
danças de atratividade entre os níveis de impacto da função. Assim, uma 
técnica que facilita a representação quantitativa das preferências do de-
cisor consiste em empregar funções matemáticas, nas quais é necessário 
especificar ou determinar apenas algumas variáveis da equação para 
descrever o comportamento do decisor em relação a um determinado 
critério. Assim, para representar uma função de valor pode-se empregar, 
por exemplo, equações lineares, para expressar o comportamento neutro, 
e quadráticas, para os comportamentos avesso ou propenso. 
 Um tipo especial de função de valor bastante empregado para 
ajustar o comportamento e o sentido de crescimento ou decrescimento 
das preferências de um decisor com base no tipo do critério de otimiza-
ção em estudo, é denominado função de valor exponencial. Neste caso, 
para cada nível de impacto aij de um determinado critério Fj , o valor vj 
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da função de valor exponencial referente a este critério é, desse modo, 
definida com base em dois casos (Garvey, 2009): 
 Se a preferência cresce monotomicamente ao longo dos níveis de 
impacto, ou seja, procura-se alternativas que maximizam o critério, 
então a função de valor exponencial é dada por: 
 
min
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1
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j ij
ij ij
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 (3.19) 
em que, maxija  e 
min
ija  são os níveis de impacto máximo e mínimo do 
critério e o parâmetro j é denominado constante exponencial da 
função de valor. 
 Se a preferência decresce monotomicamente ao longo dos níveis de 
impacto, ou seja, procura-se alternativas que minimizam o critério, 
então a função de valor exponencial é dada por: 
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 (3.20) 
em que as mesmas considerações para a equação anterior são feitas. 
 Com base nestas equações (3.19) e (3.20), pode-se observar, en-
tão, que a forma da função de valor exponencial é governada pelo parâ-
metro j. Desse modo, pode-se observar que o comportamento das pre-
ferências do decisor perante um critério pode ser expresso simplesmente 
pela obtenção via cálculo ou especificação direta deste parâmetro. 
 Um procedimento para a obtenção do parâmetro j de um critério 
j consiste em especificar um nível de impacto medja no qual o valor de 
atratividade seja fixado em 0,5 pelo decisor (ou qualquer valor que seja 
mais representativo para ele, tal como 0,25 ou 0,75). Desse modo, con-
siderando, por exemplo, a função de valor descrita na equação (3.19), o 
procedimento consiste em obter j na solução da equação: 
  
min
max min
( )
( )
1
0,5
1
med
j ij j
ij ij j
a a
med
j j a a
e
v a
e


 
 

 

 (3.21) 
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 Desse modo, a Figura 3.13 mostra um exemplo de funções de 
valor exponencial para um determinado critério quantitativo F = proba-
bilidade percentual. Nesta figura são mostrados os casos de preferência 
crescente, utilizando a equação (3.19), e decrescente, utilizando a equa-
ção (3.20), onde a 2º equação, sendo linear, é empregada para expressar 
apenas o comportamento neutro do decisor. A figura mostra então o re-
sultado das respectivas constantes exponenciais para as curvas referentes 
aos níveis de impacto 10, 30, 50, 70 e 90%, escolhidos para apresentar o 
valor 0,5 de preferência. Observa-se, então, que o sinal da constante ex-
ponencial define a concavidade da função (comportamento avesso ou 
propenso) e o seu valor em módulo define o grau de não linearidade das 
preferências do decisor perante mudanças de atratividade. 
 
 
1,0 
0 
a(%) 
v(a) 
  a
med
 =  10       30       50       70      90 
0,5 
   = 14,4     55,5              -55,5   -14,4 
1,0 
0 
v(a) 
  a
med
 =   10      30       50       70      90 
0,5 
   =  -14,4   -55,5              55,5    14,4 
 preferência crescente                     preferência decrescente 
a(%) 
avesso avesso 
propenso 
 
Figura 3.13: Exemplo de famílias de funções de valor exponencial. 
 
 Em (Sica et al., 2010) é apresentado uma proposta para função de 
valor exponencial empregada para critérios de maximização (ou seja, 
para o caso em que as preferências do decisor crescem monotomicamen-
te com os níveis de impacto). Nesta proposta, assume-se uma constante 
exponencial  = 1/  para a equação (3.19) e, por meio de manipulação 
matemática, pode-se obter a seguinte formulação para expressar os valo-
res de diferença de atratividade para o decisor: 
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 (3.22) 
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 Desse modo, a constante exponencial  apresenta as mesmas ca-
racterísticas do parâmetro , sendo porém de interpretações contrárias 
em relação ao sinal e valor em módulo, ou seja: 
 Para  > 0, a função de valor tem comportamento propenso, sendo 
quanto maior o seu valor, maior o grau de não-linearidade da função; 
 Para  < 0, a função de valor apresenta comportamento avesso, sen-
do que, quanto maior o seu valor em módulo, maior o grau de não-
linearidade da função. 
 
3.3.2 Funções de Síntese 
 
 Quando m critérios estão envolvidos em um problema de decisão 
e um conjunto de m funções de valor estão definidas sobre os critérios, 
há ainda a necessidade de se determinar, dentro de um conjunto de solu-
ções em competição, qual a “melhor” alternativa perante os critérios,.  
 Como mencionado, além do julgamento em relação aos níveis de 
impacto dos critérios, o decisor pode também estabelecer uma negocia-
ção para expressar uma medida de atratividade entre os critério de deci-
são ao atribuir um peso de importância, denominados taxas de substitui-
ção ou trade-off. Assim, com base nas funções de valor dos critérios e 
nas preferências do decisor expressas nos pesos de importância atribuí-
dos aos mesmos, pode-se, então, determinar uma pontuação global para 
cada alternativa em competição, ou seja, uma função de valor de síntese 
para a avaliação do desempenho global das alternativas, é possível. 
 O emprego de funções de agregação, contudo, necessita que os 
critérios sejam preferencialmente e mutuamente independente. Um crité-
rio é preferencialmente e mutuamente independente de outro se os níveis 
de atratividade em um critério não depender dos níveis de impacto em 
outro critério, ou seja, as preferências do decisor sobre um critério per-
manecem inalteradas, independentemente do resultado alcançado por 
uma alternativa em outro critério (Garvey, 2009). Para exemplificação, 
supondo dois critérios, preço e cor de automóvel, se o decisor é mais 
atraído por alternativas de menor preço, esta preferência independe da 
cor do automóvel, e vice-versa. 
 Para um conjunto de critérios de decisão preferencialmente e mu-
tuamente independentes, pode-se empregar uma função de síntese qual-
quer aceita pelo decisor, na forma, por exemplo, de uma soma pondera-
da dos critérios ou um produtório dos critérios elevados aos pesos. Além 
disso, as taxas de substituição de um conjunto de critérios são estabele-
cidas em valores numéricos reais positivos e a somatória destas taxas é 
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normalmente ancorada em um valor fixo, por exemplo, em 1. As taxas 
de substituição são, desse modo, consideradas como constantes de esca-
la, que transformam valores locais de preferência (avaliados em cada 
critério) em valores globais (Enssslin et al., 2001). 
 Supondo então conhecido um conjunto de m critérios de decisão e 
um vetor de suas respectivas taxas de substituição [w1 ... wm ]  [0,1] 
estabelecidas segundo o julgamento de valor de um decisor, em que:   
w1 +...+ wm = 1. O valor global Vi de cada alternativa Ai pode ser ex-
presso por meio da função de valor de agregação aditiva, tal que:  
 1 1 1
1
( ) ( ) ( )
m
i i m m im i j j ij
j
V w v a w v a V w v a

       (3.23) 
ou por uma função de valor de agregação produtiva, tal que: 
 11 1
1
( ) ( ) [ ( )] , 0jm
m
www
i i m im i j ij j
j
V v a v a V v a w

      (3.24)  
  Com a atratividade para cada alternativa de solução em competi-
ção estabelecida por uma função de valor de agregação, então uma ma-
triz de desempenho com o compêndio destes dados e resultados pode ser 
construída para a análise, tal como exemplificado na Tabela 3.2. 
 
Tabela 3.2: Matriz de desempenho de alternativas de decisão. 
Alternativas 
Funções de valor e taxas de substituição Valor glo-
bal das al-
ternativas 
v1  vj  vm 
w1  wj  wm 
A1 v1(a11)   vj(a1j)   vm(a1m) V1 
       
Ai v1(ai1)  vj(aij)  vm(aim) Vi 
       
An v1(an1)  vj(anj)  vm(anm) Vn 
 
 Assim, o valor global possibilita a ordenação (ranking) do con-
junto de alternativas e a decisão é, desse modo, tomada com a escolha 
da alternativa *Ak  de maior valor de síntese. Logo, todo o processo de 
decisão pode ser interpretado como um procedimento de maximização 
das preferência do decisor, tal que a solução final é obtida por: 
   * 1solução = A  tal que:  índice max , ,k mk V V  (3.25) 
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 Existem diversos métodos para a obtenção das taxas de substitui-
ção encontrados na literatura, sendo o emprego de alternativas fictícias 
para a comparação dos critérios a estratégia mais usual. Dentre estes 
métodos de obtenção, pode-se citar (Enssslin et al., 2001): 
 Método trade-off: consiste em comparar os critérios do modelo de 
decisão em pares, por meio do julgamento de duas alternativas fictí-
cias com desempenhos diferentes no par de critérios e idênticos nos 
demais, sendo que a escolha de uma alternativa do par fornece a in-
dicação de qual critério é preferível. A seguir, é feito uma piora gra-
dual no melhor desempenho da alternativa preferida até que ela se 
torne indiferente à outra, de modo a se comparar as respectivas fun-
ções de valor dos critérios do par e obter uma relação matemática en-
tre as taxas de substituição. O processo é repetido para as demais 
combinações, o que resulta em um sistema de equações lineares, cuja 
solução determina as taxas de substituição de todos os critérios. Co-
mo vantagens do método estão a não exigência de julgamentos nu-
méricos pelo decisor e o fato das taxas serem obtidas por compensa-
ção explícita sobre perdas e ganhos de desempenho dos critérios. 
Como desvantagens estão a abstração exigida dos decisores, a quan-
tidade de cálculos necessários, a exigência de transformações mate-
máticas e a limitação a apenas a critérios quantitativos contínuos.  
 Swing weights: este método inicia-se com a definição de uma alter-
nativa fictícia com desempenhos ancorados em um nvel “neutro” em 
todos os critérios. A seguir, o decisor é questionado a escolher um 
critério onde ele queira que o desempenho da alternativa fictícia te-
nha um melhora para um nível considerado “bom”. A este “salto” 
(swing) é atribuído um valor padrão (por exemplo, 100). O procedi-
mento é feito para os demais critérios, até que seja definida a ordem 
de todas os saltos de neutro para bom. Com as magnitudes de todos 
os saltos medidos em relação ao primeiro, obtém-se, assim, as taxas 
de substituição. O método tem como vantagens a simplicidade de 
procedimento e a não necessidade de pré-ordenação dos critérios. 
Como desvantagens tem-se a abstração da forma de questionamento 
para a obtenção dos saltos, as transformações matemáticas necessá-
rias e a forma artificial do julgamento para expressar as preferências. 
 Comparação par-a-par: semelhante ao método de julgamento semân-
tico utilizado para a obtenção de funções de valor de um critério, este 
método consiste em comparar alternativas fictícias par-a-par, com 
desempenhos distintos em apenas dois critérios e idêntico nos de-
mais. Em cada par, uma alternativa fictícia é ancorada no nível bom 
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no primeiro critério e neutro no segundo, enquanto que na outra al-
ternativa do par é adotado neutro no primeiro e bom no segundo. Tal 
procedimento é feito com todos os pares de critérios. Em uma pri-
meira etapa, esta comparação visa a ordenação preferencial dos crité-
rios e, em uma segunda etapa, o decisor define quantitativamente, 
através de um código de julgamento semântico, a intensidade de pre-
ferência entre os pares de alternativas. Ao final, por meio de solução 
de um problema de programação linear, as taxas de substituição são 
obtidas. Vantagens: não exigência do decisor em expressar suas pre-
ferências de forma numérica, o que torna a interação mais natural. 
Desvantagens: as taxas serem obtidas de forma indireta e a exigência 
de pré-ordenação dos critérios em termos preferenciais. 
  
3.3.3 Análise de Sensibilidade 
 
 Um estudo comum realizado para verificar a robustez da alterna-
tiva final escolhida, consiste na análise de sensibilidade desta solução 
perante alterações nos pesos de importância dos critérios em avaliação. 
 Um procedimento normalmente utilizado para esta o estudo de 
sensibilidade consiste no chamado método da razão. Para exemplificar, 
seja conhecido um conjunto com 3 critérios de decisão, com taxas de 
substituição inicialmente estabelecidas em (0)1w , 
(0)
2w  e 
(0)
3w . Supondo 
uma alteração no peso do 3º critério para um valor (1)3w , tem-se então 
que as demais taxas devem também atingir valores (1)1w  e 
(1)
2w , de modo 
a respeitar a condição: (1) (1) (1)1 2 3 1w w w   . Além disso, para manter o 
juízo de valor estabelecido pelo decisor sobre os critérios, a razão entre 
os pesos (1)1w  e 
(1)
2w  deve permanecer na mesma proporção dos valores 
originais, isto é, (1) (1) (0) (0)1 2 1 2w w w w . Assim, com base na definição 
destas duas identidades, pode-se então obter: 
(1) (0) (0)
(1) (1)1 1 2
2 1(1) (0) (0)
2 2 1
(1)
w w w
w w
w w w
     
(0)
(1) (1) (1) (1) (1) (1)2
1 2 3 1 1 3(0)
1
1 1
w
w w w w w w
w
        
 
 
 
(0) (1)
1 3(1)
1 (0) (0)
1 2
1w w
w
w w

 

 (3.26) 
BASE TEÓRICA 
 
99 
que, aplicado ao resultado apresentado em (1), obtém-se: 
 
 
 
(0) (1)
2 3(1)
2 (0) (0)
1 2
1w w
w
w w



 (3.27) 
 Com base nestes resultados pode-se, então, efetuar uma varredura 
na taxa w3 e analisar a sensibilidade da solução final perante as mudan-
ças de atratividade entre os critérios. 
 
3.3.4 Aproximação Max-Min  
 
 A chamada aproximação Max-Min tem, como objetivo, determi-
nar em que grau as alternativas de um conjunto de soluções não-
dominadas satisfazem as funções objetivo de um problema de otimiza-
ção (Haghifam et al, 2008), ou seja, o ponto de satisfação equilibrada 
dos critérios de otimização que se configura no “centro de gravidade” da 
fronteira. Assim, pode-se adotar este conceito de julgamento das alterna-
tivas em competição, empregando a aproximação Max-Min como crité-
rio de decisão para eleger um ponto do conjunto de fronteira como solu-
ção final do problema multiobjetivo. 
 Logo, a aproximação Max-Min é um método de não-preferência, 
assim chamado por não considerar os valores do decisor para a obtenção 
de uma solução final. Assim, a alternativa do conjunto de soluções não-
dominadas determinada por estes métodos constitui-se no ótimo apenas 
segundo o conceito de julgamento de desempenho do método de não-
preferência escolhido e, na presença de qualquer inferência de um deci-
sor, a opção escolhida constitui-se somente em uma candidata a solução 
final, pois o decisor pode aceitar ou rejeitar esta opção. 
 Sejam, então, um espaço de funções objetivo m-dimensional e um 
conjunto qualquer de n soluções eficientes. A cada solução do conjunto 
pode ser associado um vetor de distâncias normalizadas de cada objetivo 
em relação ao seu valor máximo, tal que (Haghifam et al, 2008):  
 
maxmax max
1 1
max min max min max min
1 1
j iji m im
i
j j m m
f ff f f f
AMM
f f f f f f
  
  
    
 (3.28) 
em que, AMMi é o valor da métrica de aproximação Max-Min da i-ésima 
alternativa do conjunto de soluções não-dominadas (i = 1,...,n), maxjf e 
min
jf  são os pontos máximos e mínimos, respectivamente, da  j-ésima 
função objetivo e fij é o valor da função objetivo j para a alternativa i. 
BASE TEÓRICA 
 
100 
 Pode-se, então, observar pela equação (3.28) que, quanto menor o 
valor dos componentes do vetor AMMi de um ponto i da fronteira, mais 
distante o mesmo se encontra em relação ao centro da fronteira. Logo, a 
menor destas distâncias representa o pior caso para cada ponto e o valor 
máximo de todos esses resultados representa o melhor resultado com 
base nos piores casos. Desse modo, o índice correspondente ao valor 
máximo desta métrica (melhor resultado) constitui-se na solução final da 
aproximação Max-Min. Assim, a decisão tomada com a escolha da al-
ternativa 
*Ak  que apresenta o melhor valor da métrica será dada por: 
    * 1, ,solução = A   tal que:  índice max mink ii nk AMM  (3.29) 
 
3.4  O FATOR DE EMISSÃO EQUIVALENTE 
 
 A atmosfera terrestre é altamente transparente à luz solar. Este 
fato permite, então, que uma grande quantidade de radiação incida em 
sua superfície, onde cerca de 35% é refletida novamente ao espaço e 
65% é retida na superfície e pela atmosfera, que absorve parte da radia-
ção refletida por meio de determinados gases presentes, tais como dió-
xido de carbono (CO2), metano (CH4), óxido nitroso (N2O) e óxidos de 
nitrogênio (NOx), além de perfluorcarbonetos, hidrofluorcarbonetos, 
hexafluoreto de enxofre e ozônio. Este processo de retenção da radiação 
solar, responsável pela regulação da temperatura no planeta, é denomi-
nado Efeito Estufa, sendo porisso os elementos gasosos responsáveis 
denominados Gases de Efeito Estufa (GEE). 
 Em anos recentes, a concentração dos Gases de Efeito Estufa na 
atmosfera tem aumentado progressivamente devido à utilização de fon-
tes energéticas não-renováveis e fósseis, tais como petróleo, gás e car-
vão, e o efeito conjunto destas emissões podem vir a causar um aumento 
da temperatura global, o chamado Aquecimento Global. Um exemplo 
deste novo cenário é o caso do Brasil, que tem optado por migrar para 
um sistema hidrotérmico como forma de obter uma maior segurança 
energética. Contudo, todas as formas de geração tem algum impacto 
ambiental, mesmo as renováveis, e este fato tem se refletido na maioria 
dos estudos de inserção de geração elétrica. Desse modo, a mitigação de 
questões ambientais tem se tornado um novo paradigma para a avaliação 
da expansão da oferta de energia elétrica, razão pela qual o aspecto da 
emissão de GEE foi considerado como um dos critérios de otimização 
na modelagem do problema de otimização objeto deste trabalho. 
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 A estimativa das emissões de poluentes e de GEE em projeções 
de possíveis cenários futuros, tais como as avaliações implementadas 
pelo IPCC (Intergovernment Panel on Climate Change), são baseadas 
no consumo, por exemplo, de combustíveis e níveis de produção indus-
trial e animal, empregando-se um conceito chamado Fator de Emissão. 
  Fator de Emissão (FE) refere-se a uma taxa de emissão média de 
um dado poluente relativa à intensidade de uma atividade específica 
com relação a uma determinada fonte. O Fator de Emissão de um gás 
para determinado combustível corresponde, então, à relação entre a 
quantidade do gás emitido (kg ou ton) por cada unidade de produção 
energética do combustível (kJ ou kWh). 
 Para avaliação de emissão de GEE típicos provenientes de fontes 
de energia empregadas na geração elétrica, pode-se empregar uma me-
todologia utilizada pelo IPCC (Ipcc, 2010) que, através do Fator de 
Emissão de cada fonte primária, assume uma relação linear entre a in-
tensidade de uma atividade (no caso, a produção de energia elétrica) e a 
emissão de gases poluentes resultante desta atividade, de tal forma que: 
 poluente poluenteEmissão Fator de Emissão Atividade  (3.30) 
  Para o cálculo do parâmetro ambiental do modelo multiobjetivo, 
será empregado o conceito de fator de emissão equivalente de CO2. O 
processo de obtenção destes fatores para as fontes primárias de energia 
de interesse neste trabalho é apresento no Capítulo 04. 
 
3.5  CONSIDERAÇÕES FINAIS 
 
 Como visto anteriormente, a opção por um modelo de otimização 
multiobjetivo pode apresentar mais de uma solução ótima, o que acarre-
ta em preocupações adicionais com a metodologia de solução adotada, a 
busca de diversidade do conjunto destas soluções e a presença de um 
problema de decisão para a escolha de uma solução final. Assim, a base 
teórica e sua respectiva análise bibliográfica, apresentadas neste capítu-
lo, tiveram o objetivo de conceituar o que vem a ser um problema de 
otimização multiobjetivo e dominância de Pareto, além de aspectos rela-
cionados, tais como os algoritmos de solução multiobjetivos para a ob-
tenção de um conjunto de soluções eficientes, no caso o método Enxame 
de Partículas. Adicionalmente, foram vistos a métrica Maximin, para 
avaliação de dominância e grau de agrupamento, uma métrica de de-
sempenho, para a avaliação da diversidade das soluções, e uma análise 
dos modelos de decisão para a escolha de uma solução final com base 
no conceito de funções de valor.  
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 O planejamento para a inserção ótima de uma carteira de empre-
endimentos em GD pode se constituir em um problema complexo, ao se 
optar por uma modelagem multiobjetivo para considerar todos os diver-
sos aspectos julgados de interesse dentro de um contexto decisório mais 
abrangente. Assim, baseado na pesquisa bibliográfica realizada nos Ca-
pítulos 2 e 3, procurou-se atingir esta abrangência no problema de oti-
mização proposto neste trabalho, apresentado no capítulo a seguir, com 
a opção pelos seguintes aspectos de modelagem: 
 Por se tratar de um investimento, a modelagem do problema conside-
ra alguns parâmetros econômicos da atividade considerados mais re-
levntes, para compor o conceito de receita líquida, que é calculada 
em todos os estágios de planejamento e levada a valor presente; 
 Para contemplar algum aspecto ambiental ao modelo, considera-se 
também as emissões de CO2 proveniente dos empreendimentos de 
GD com o emprego do conceito de fator de emissão (abordado neste 
capítulo) e acumulado para o estágio inicial do tempo de estudo; 
 Para contemplar um aspecto técnico à modelagem, optou-se ainda 
por considerar as perdas de energia na rede de inserção, estas tam-
bém acumuladas para o estágio inicial do período de estudo; 
 As restrições adotadas consistem na análise de violação de tensões 
de barra e carregamento de ramos, bem como restrições de orçamen-
to com obras de instalação. Além disso, para expressar uma preocu-
pação da distribuidora com o impacto da GD em seu sistema de pro-
teção, considerou-se ainda limites para a elevação da capacidade de 
curto-circuito e penetração da GD na rede.  
 Como as funções objetivo são dimensionalmente distintas, então 
no Capítulo 4 são também abordados os ajustes adotados nas métricas 
Maximin, de desempenho e na aproximação Max-Min, para se ajusta-
rem a esta característica do modelo matemático. Por fim, é apresentado 
ainda o algoritmo Enxame de Partículas Multiobjetivo adotado. 
 
 
 4.   MODELO DE OTIMIZAÇÃO 
 
 Este capítulo tem como objetivo apresentar a modelagem mate-
mática do problema multiobjetivo objeto deste trabalho, o tratamento 
adotado para as condições limites do problema e a sistemática de cálculo 
dos parâmetros técnicos considerados e dos fatores de emissão equiva-
lente tipificados, além das adequações adotadas para as métricas Maxi-
min e de desempenho, o algoritmo de solução MOPSO empregado e as 
considerações para o modelo de função de valor adotado. 
 
4.1  PREMISSAS DE ESTUDO 
 
 Conforme mencionado, o objeto de estudo deste trabalho supõe 
conhecida uma carteira de projetos de empreendimentos em Geração 
Distribuída de uma holding composta por geradora e distribuidora de 
energia elétrica. Com base em especificações, dados e considerações 
previamente definidos, o estudo proposto tem como objetivo, então, de-
terminar, de forma otimizada, que quantidade de máquinas por empre-
endimento será inserida na rede da concessionária de distribuição em 
cada estágio (ano) de um horizonte de planejamento também definido.  
 A variável de decisão do problema consiste, assim, no número de 
máquinas de cada empreendimento a serem instaladas em cada estágio, 
de forma a minimizar desvantagens, maximizar benefícios e atender as 
restrições do problema, isto é, trata-se de um problema de programação 
inteira multiobjetivo. Um dos resultados deste estudo será, dessa forma, 
determinar um conjunto de soluções não-dominadas (fronteira de Pare-
to) que descreva estratégias otimizadas de entrada em operação das má-
quinas dos empreendimentos, para a posterior tomada de decisão. 
 Segundo a chamda Teoria da Firma, qualquer unidade econômica 
apresenta uma dicotomia de gastos monetários na produção de sua ativi-
dade econômica. Esta dicotomia é consequência da natureza dos gastos, 
em que uma parcela apresenta um comportamento proporcional ao nível 
de produção do bem econômico (matéria prima, combustível, mão de 
obra, taxas, impostos, etc.), denominada custos variáveis, e outra parcela 
apresenta uma independência da produção (aluguéis, juros, etc.), sendo 
porisso denominada custos fixos. Além disso, por se tratar de uma eco-
nomia de mercado, a receita da empresa com a venda do produto repre-
senta o resgate de todos os investimentos necessários para exercer a ati-
vidade econômica. A receita com decréscimo dos custos envolvidos re-
sume, desse modo, o fluxo de caixa da unidade econômica e configura-
MODELO DE OTIMIZAÇÃO 
 
104 
se, assim, no principal objetivo da atividade, que é a obtenção de lucro. 
Desse modo, conforme abordado na análise bibliográfica, o aspecto dos 
custos fixos e variáveis (este último neste trabalho denominado custos 
de operação e manutenção - O&M), bem como da receita obtida, neces-
sitam ser otimizados para expressar a essencial vertente econômica do 
estudo, razão pelos quais estes aspectos serão utilizados para definir 
uma função objetivo, determinada pela receita líquida obtida por estágio 
e trazida a valor presente. A título de simplificação, os valores típicos de 
custos, bem como de preço de venda, serão neste trabalho considerados 
constantes ao longo do tempo de planejamento. 
 Além disso, toda empresa inserida em um mercado em competi-
ção normalmente apresenta escassez de recursos como, por exemplo, 
restrições anuais financeiras para gastos com obras civis. Desse modo, o 
aspecto destas limitações orçamentárias por estágio para execução dos 
empreendimentos de geração ao longo do tempo de planejamento, foi 
considerado na modelagem como uma restrição do problema. 
 Adicionalmente, qualquer fonte primária de energia é conhecida 
por apresenta particularidades em relação à possibilidade de despacho. 
Por exemplo, plantas solares apresentam indisponibilidades no período 
noturno, os geradores a óleo diesel são normalmente mais competitivos 
no patamar de maior preço da energia (horário de ponta), as fontes hí-
dricas possuem períodos de baixa (seco) e alta (úmido) afluência, e as 
usinas a biomassa apresentam restrições em meses com baixa ou ausên-
cia de produção agrícola. Logo, com o objetivo de se obter uma melhor 
descrição das particularidades de produção de cada empreendimento, 
optou-se neste trabalho, como mencionado, em especificar dois regimes 
de operação para contemplar estas particularidades da fonte primária: 
 Regime de operação diária: determina em quais níveis de carga (leve, 
média e pesada) cada empreendimento poderá ser despachado para 
fornecer energia à rede. Esta especificação, modelada por um fator 
unitário de operação diária, tem por objetivo modelar eventuais acer-
tos contratuais do empreendimento no fornecimento de energia, de-
vido a custos de produção ou mesmo disponibilidade da fonte primá-
ria. Logo, o preço de venda de energia de cada empreendimento po-
derá ser especificado distintamente para cada nível de carga, como 
ocorre no mercado, onde o preço da energia no patamar de pico (car-
ga pesada) é normalmente mais elevado;  
 Regime de operação mensal: determina que sub-estágio (mês) de 
cada estágio de planejamento o empreendimento deverá despachar 
com a rede elétrica em estudo. Esta especificação, modelada por um 
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fator unitário de operação mensal, objetiva modelar a sazonalidade 
com relação a uma indisponibilidade característica apresentada pela 
fonte primária utilizada, tais como regime de chuvas ou períodos de 
diminuição da produção industrial do empreendimento. 
 Como também mencionado, o estudo de planejamento é objeto de 
interesse da geradora pertencente à holding e detentora da carteira de 
projetos, cujo potencial comprador da energia produzida será considera-
da a própria  distribuidora pertencente à holding. Assim, um aspecto 
importante neste estudo refere-se aos contratos de venda/compra de 
energia que deverão ser firmados entre estas empresas, cujos montantes 
serão aqui definidos com base nas seguintes considerações: 
 A produção comercializada pela geradora será referente à capacidade 
total de produção (full) de cada empreendimento, ponderada por um 
fator de capacidade empregado para modelar alguma imprevisibili-
dade característica da fonte primária, ou seja, o montante a ser con-
tratado refere-se à uma produção média conseguida por cada empre-
endimento e não à sua capacidade de placa; 
 O montante comercializado por cada empreendimento independerá 
de qualquer sazonalidade mensal da sua fonte primária, ou seja, ela 
não será aqui considerada no contrato de compra/venda. Logo, nos 
sub-estágios em que não houver produção de energia devido a esta 
sazonalidade, a geradora deverá adquirir o montante contratado no 
mercado para honrar os contratos com a distribuidora, o que implica 
em um custo adicional de aquisição no mercado spot por estágio e 
que, porisso, deverá também ser considerado na modelagem da já 
mencionada função objetivo de receita líquida a valor presente. 
 A implementação da Geração Distribuída com fontes renováveis 
(hidráulica, eólica, solar, biomassa, etc.) possibilita o uso mais eficiente 
da energia no que se refere à redução na emissão de poluentes. Desse 
modo, a avaliação de um aspecto ambiental contempla o benefício ad-
vindo da inserção dos empreendimentos da carteira de projetos com re-
lação, por exemplo, emissão de gases causadores do Efeito Estufa, atra-
vés do conceito de emissão equivalente de CO2, sendo este um tema 
bastante atual devido à conscientização da sociedade sobre o problema. 
Assim, neste trabalho, uma estimativa de emissão de Gases do Efeito 
Estufa será outro aspecto modelado como função objetivo, de modo a 
expressar a preocupação ambiental para o problema de planejamento. 
 Um aspecto técnico relacionado à rede elétrica na qual são inseri-
dos os empreendimentos, de grande interesse apontado na análise bibli-
ográfica, refere-se às perdas elétricas (técnicas e comerciais) que, por 
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situar-se além do ponto de conexão do gerador com a rede, normalmente 
não é objeto de preocupação da geradora detentora da carteira. Contudo, 
por considerar-se uma holding, então o aspecto das perdas (neste traba-
lho, considerou-se apenas as técnicas) pode ser incorporado à modela-
gem do problema de planejamento como um benefício à distribuidora da 
holding detentora da concessão de rede, auferido com a inserção dos 
geradores distribuídos em seu sistema de distribuição. Como a perda em 
potência é uma grandeza instantânea e a duração e composição de gera-
ção e demanda em cada nível de carga são distintos, então neste trabalho 
será empregado o conceito de energia de perdas para incorporar o fator 
tempo. Além disso, a consideração dos montantes de perda totais (ativa 
e reativa), isto é, perda aparente, pode se constituir em um parâmetro 
mais completo para mensurar o impacto dos geradores distribuídos na 
rede. Assim, o aspecto das perdas técnicas totais será considerado na 
modelagem como uma função objetivo referente ao somatório da ener-
gia de perdas aparente de todos os estágios do período de planejamento. 
 Para contemplar outros aspectos de interesse da distribuidora na 
modelagem, então neste trabalho serão considerados ainda alguns fato-
res técnicos adicionais, a seguir discutidos: 
 A penetração da GD em uma rede elétrica é definida como um índice 
que quantifica a porcentagem da carga total da rede que está sendo 
atendida pelos empreendimentos de GD em operação. Como as dis-
tribuidoras normalmente impõem limites para esta penetração, de 
modo a restringir a influência dos geradores distribuídos em sua rede 
de concessão, o aspecto da penetração foi incorporado como uma 
restrição à inserção de máquinas dos empreendimentos da carteira; 
 A capacidade de curto-circuito (Short-Circuit Capacity – SCC) é um 
parâmetro que quantifica a possibilidade de uma barra de rede em 
manter sua tensão quando da ocorrência de uma falta simétrica em 
outra barra da rede, sendo ainda uma medida da severidade da falta 
na própria barra.  Como a inserção de unidades de geração em uma 
rede elétrica ocasiona naturalmente a elevação dos níveis de curto-
circuito da rede, então o impacto destes geradores no sistema de pro-
teção da rede é de grande interesse da concessionária. Desse modo, o 
aspecto da elevação da SCC das barras da rede elétrica em estudo foi 
incorporado como uma restrição do problema; 
 Conforme especificado no Anexo I do Módulo 8 do PRODIST e na 
Tabela 3 em anexo à Resolução 505 da Aneel (Aneel, 2001), a faixa 
de tensão de atendimento classificada como adequada para níveis de 
tensão nominal superior a 1 kV e inferior a 69 kV, como é o caso das 
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redes de distribuição elétrica, é fixado entre 0,93 e 1,05 pu. Como es-
ta norma regulatória é de grande interesse da concessionária de dis-
tribuição, por ser um fator de penalização da mesma pelo órgão regu-
lador, então o aspecto dos limites de tensão de barra em sua rede em 
estudo foi incorporado à modelagem como restrição do problema; 
 Conforme visto na análise bibliográfica, a inserção da GD em uma 
rede promove a diminuição do carregamento de ramos, podendo, po-
rém, acarretar em violações de limites de corrente elétrica nos ramos 
vizinhos à barra de inserção destes geradores. Logo, a verificação 
destes limites insere uma importante influência nas estratégias de in-
serção, de modo a induzir as soluções potenciais do problema a evi-
tar uma necessidade futura com recondutoramentos de ramos. Desse 
modo, o aspecto do carregamento de ramos foi incorporado à mode-
lagem como uma restrição do problema. 
 Como o algoritmo do MOPSO efetua uma varredura do espaço na 
busca de soluções, a correção de posição das partículas pode eventual-
mente atingir valores negativos. Por ser quantidade de máquinas, então a 
variável de decisão do problema constitui-se no tipo inteira positiva e, 
desse modo, valores negativos representam soluções infactíveis. Logo, o 
aspecto do limite mínimo de máquinas deve ser incorporado à modela-
gem como uma restrição do problema. Além disso, como a disponibili-
dade da fonte primária de energia é, como mencionado, um fator deter-
minante para especificar a quantidade máxima de máquinas por empre-
endimento exequível de ser instalada, então o limite máximo de máqui-
nas deve se também se constituir em uma restrição do problema. 
 O fator de capacidade, ou fator de carga, de um gerador é usual-
mente definido como a razão entre a produção efetiva em um período de 
tempo e a produção à capacidade máxima no mesmo período. Devido a 
indisponibilidades causadas por paradas para manutenção ou consertos, 
nenhum gerador consegue atingir um fator de capacidade unitário (por 
exemplo, as térmicas alcançam fatores de capacidade entre 85 e 90%). 
Além disso, alguns tipos de aproveitamentos apresentam ainda proble-
mas com indisponibilidades da fonte primária devido à imprevisibilida-
de (tais como eólicas e fotovoltaicas) e sazonalidade (tal como as hidro-
elétricas). Aproveitamentos eólicos, por exemplo, alcançam fatores de 
capacidade entre 20 e 40%, dependendo do local de instalação (Freris e 
Infield, 2008). Assim, na modelagem do problema serão adotados fato-
res de capacidade típicos referentes a cada tipo de empreendimento, po-
rém, com a finalidade de melhor caracterizar a fonte primária, conside-
ra-se que nestes fatores não estão incluídos as sazonalidades anuais e 
MODELO DE OTIMIZAÇÃO 
 
108 
restrições de produção diárias, que serão descritas pelos já mencionados 
fatores binários de operação diária e mensal.  
 Como normalmente adotado em problemas de planejamento, nes-
te trabalho será considerado um cenário fixo de expansão de carga por 
sub-estágio(mês) ao longo do período de planejamento. Assim, este as-
pecto será representado por uma taxa mensal de expansão que, aliado a 
um fator percentual de nível de carga, permite obter a demanda por nível 
de carga para cada sub-estágio de um estágio em estudo, corrigida a par-
tir de valores adotados no início do tempo de planejamento (estágio 0). 
 Similar ao que ocorre nos mercados de energia elétrica, onde um 
preço de energia por nível de carga é determinado, neste trabalho será  
considerado também um preço spot médio diferenciado por nível de 
carga. Adicionalmente, tal como adotado em problemas de planejamento 
visto na bibliografia, será considerado também um cenário fixo de ele-
vação do preço spot por estágio, modelado por uma taxa anual de ex-
pansão. Desse modo, com base em valores tipificados adotados no início 
do tempo de planejamento (estágio 0), então o preço de mercado por 
nível de carga e por estágio em estudo será reajustado com o emprego 
da taxa anual de expansão do preço spot. 
  Com relação ao período de construção das unidades de Geração 
Distribuída, neste trabalho será considerado um tempo fixo de 01 ano 
para todos os empreendimentos, independentemente da quantidade de 
máquinas a ser instalada, da fonte primária ou da tecnologia de geração 
adotada. Esta consideração é respaldada pelo relativo reduzido tempo de 
construção característico da GD, reportado na análise bibliográfica. 
 Por fim, devido às incertezas do mercado de energia elétrica e de 
previsões de expansão de carga das redes de distribuição, neste trabalho 
será considerado um horizonte de planejamento composto de 3 a 5 anos 
(estágios), como forma de amenizar as imprecisões advindas da tomada 
de decisão acerca de uma estratégia de inserção, sendo esta consideração 
também alicerçada no reduzido tempo de construção de empreendimen-
tos da Geração Distribuída. O estágio 0 refere-se, desse modo, à posição 
no tempo em que este estudo é realizado (tempo presente). 
 
4.2  DEFINIÇÕES PRELIMINARES 
 
 Para o desenvolvimento do equacionamento do problema de oti-
mização multiobjetivo, preliminarmente são apresentadas algumas defi-
nições como forma de propiciar um entendimento mais claro dos diver-
sos aspectos e terminologias afetos à modelagem adotada. Assim, a le-
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genda apresentada a seguir será empregada para exemplificar as diversas 
nomenclaturas utilizadas para especificar as variáveis de cálculo: 
 identificação , ( )
, , , o
p , k
e , s , se nc vpvalor  
em que os diversos rótulos usados na descrição do termo valor são apre-
sentados na Tabela 4.1, bem como os diversos sub-índices para a melhor 
descrição destes rótulos apresentados na Tabela 4.2. 
 
Tabela 4.1 Rótulos para a descrição valor da legenda adotada. 
valor Rótulo 
q Quantidade de máquinas (variável de decisão) 
P, Q, S Potências ativa, reativa e aparente 
FP 
Fator de potência adotado para a operação de cada em-
preendimento 
FC Fator de capacidade típico de cada empreendimento 
Custo Custo total  
Receita Receita total  
Emissão Total de emissões equivalente de CO2   
Energia Total de energia aparente de perdas  
preço Preços de venda da energia  
fom 
Fator binário de operação mensal de cada empreendi-
mento 
fod Fator binário de operação diária de cada empreendimento 
fem 
Fator de equivalência horas por  
mês de cada nível de carga 
fnc Fator percentual de nível de carga 
IPen Índice de penetração dos geradores distribuídos na rede 
OF 
Orçamento para instalação dos  
empreendimentos por estágio 
FET Fator de emissão de CO2 equivalente total  
QM 
Matriz do enxame de soluções potenciais  
(variável de decisão) 
QMp , QMg 
Matriz das componentes cognitiva (pBest) e social 
(gBest) do MOPSO 
I Índices técnicos diversos ou correntes de ramo 
fs 
Fator de número de horas anuais  
sem produção de energia 
nsp Fator de número de meses sem produção 
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 Tabela 4.2: Descrição dos sub-índices para a legenda adotada 
Sub-índice Rótulo 
e Empreendimento (e = 1,2,...,ne) 
s Estágio (ano) do tempo de planejamento (s = 1,2,...,ns) 
se Subestágio (mês) do estágio em estudo (se = 1,2,...,12) 
nc 
Nível (patamar ou intervalo) de carga diário:  
1-leve, 2-média,3-pesada 
vp , o Quantidade trazida a tempo presente (estágio 0) 
identificação 
instal (instalação), O&M (operação e manutenção),  
fixo, spot, venda, perdas, total, estudo, base,  
max (máximo), nom (nominal), liq (líquido) 
p Partícula do enxame de  
soluções potenciais: p = 1,2,...,np 
k k-ésima iteração do processo de solução: k = 1,2,...,k
max
 
 
 Inicialmente, algumas das especificações relacionadas à carteira 
de empreendimentos da carteira de projetos, supostas conhecidas no iní-
cio do estudo de planejamento (estágio 0), são definidas a seguir:  
 Número de projetos da carteira: ne (adm); 
 Barra de conexão com a rede elétrica; 
 Quantidade máxima de unidades geradoras: maxeq  (adm); 
 Capacidade unitária das máquinas: nomeS (kVA); 
 Custos típicos: instalação: instalecusto (R$/kVA_inst); operação e ma-
nutenção: O&Mecusto (R$/kWh)  e fixo: 
fixo
ecusto (R$/kVA_inst ano); 
 Fator de potência de operação de cada empreendimento: FPe (pu); 
 Fator de capacidade típico do tipo de empreendimento ou da fonte 
primária: FCe (pu); 
 Dados de máquinas: impedâncias transitória do gerador, GDex (), e 
de dispersão do transformador de conexão com a rede, TRex  (); 
 Fator de Emissão de CO2 equivalente total típico do empreendimen-
to: FETe  (tCO2
equiv
/kWh);  
 Taxa de retorno anual adotada pela empresa geradora: tra (pu). 
 Como visto, para propiciar uma melhor modelagem da sazonali-
dade dos empreendimentos, o tempo de planejamento é, então, discreti-
zado em estágios (anos) e estes em períodos menores: sub-estágios (me-
ses) e patamares ou níveis de carga (dias), tal como esquematizado na 
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Figura 4.1. Desse modo, uma carteira com ne projetos, em conjunto com 
estas subdivisões (sub-estágios e níveis de carga), fornecerão grades 
distintas para os regimes de operação mensal (Figura 4.1), que podem, 
então, ser modeladas como matrizes de fatores binários de operação 
mensal (fom) e diária (fod), tal como exemplificado na Figura 4.1. Desse 
modo, esta subdivisão do perfil de demanda diária em patamares permi-
te a consideração de preços de venda de energia dos empreendimentos e 
compra no mercado spot diferenciado por nível de carga. 
 
 Tempo de planejamento 
0         1            2                 s                 ns 
Estágios 
(anos) 
1         2            3                 se              12 
Sub 
estágios  
(mêses) 
1         2          3                                 365/12 Dias 
Níveis de carga diário (nc) 
leve 
média 
pesada 
fnc = [ 1    2    3 ]     (pu) 
 
Estágio 
Empreendimento 
1      2      3      4     5      6      7      8      9     10    11   12 
1 
2 
e 
ne 
0 0 0 1 1 1 1 1 1 0 0 0
0 0 0 0 0 0 1 1 1 1 1 1
0 1 1 1 1 1 1 1 0 0 0 0
1 1 1 1 1 1 1 1 1 1 1 1
fom
 
 
 
 
  
 
 
 
  
 
1 1 1
0 1 0
1 0 0
0 0 1
fod
 
 
 
 
  
 
 
 
  
 
Ano de estudo (s) 
Mês de estudo (se) 
Intervalos 
de carga 
Empreendimento 
Leve                     Média                       Pesada 
1 
2 
e 
ne 
Duração:             9 h                               12 h                         3h 
fem  (h/mês): 273.75                             365                        91.25 
 
Figura 4.1: Sistemática das subdivisões do tempo de planejamento e dos 
fatores de operação diária (níveis de carga) e mensal. 
  
 Assim, as demais especificações para caracterizar a produção de 
energia de cada empreendimento da carteira, também supostos conheci-
dos no início do estudo de planejamento, são, a saber: 
 Fator binário de operação diária por nível de carga, fode,nc (adm), 
para modelar restrições de produção em cada nível de carga; 
 Fator binário de operação mensal por sub-estágio, fome,se (adm), para 
modelar a sazonalidade da fonte primária ao longo do ano;  
 Fator de capacidade, FC (adm), empregado para modelar a variabili-
dade da fonte primária de energia; 
 Preços típicos de venda da energia produzida por nível de carga: 
venda
,e ncpreço  (R$/kWh).   
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 Além disso, com base na Figura 4.1, supõe-se conhecidos alguns 
dados adicionais não afetos aos empreendimentos: 
 Número de estágios do horizonte de planejamento: ns (adm); 
 Identificação de sub-estágios de cada estágio: se = 1, 2, ..., 12 meses; 
 Fatores percentuais para caracterização de demanda por nível de car-
ga: ncfnc  (pu), onde nc = 1 (leve), nc = 2 (média) e nc = 3 (pesada); 
 Fator de equivalência mensal (fem): considerando as durações dos 
níveis de carga em: 9 h (leve), 12 h (média) e 3 h (pesada), e meses 
com 365/12 dias em média, resulta:  fem  =  [274  365  91] (h/mês). 
 Adicionalmente, pode-se observar na Figura 4.1 que o estágio 
inicial, em cujo 1º sub-estágio determina o mês de estudo do planeja-
mento, não necessariamente deverá ser um mês de Janeiro, pois a matriz 
de fatores binários de operação mensal pode ser ajustada para qualquer 
sub-estágio de início de planejamento, conforme ilustrado na Figura 4.2. 
 
  0 0 0 1 1 1 1 1 1 0 0 0  
 1 1 1 1 0 0 0 0 0 0 1 1   
Figura 4.2: Ajuste na matriz de fatores binários de operação mensal.  
 
 Por fim, a seguir são apresentadas outros dados do problema, a 
serem empregadas no desenvolvimento do equacionamento matemático: 
 Preço médio da energia do mercado spot por nível de carga no início 
do estudo de planejamento: spoto,ncpreço  (R$/kWh); 
 Taxa de elevação do preço médio da energia do mercado: tep (pu); 
 Índice de penetração máximo adotado para a GD por estágio de pla-
nejamento: maxsIPen  (pu); 
 Taxa mensal de expansão da carga: tec (pu); 
 Orçamento por estágio reservado pela empresa para obras de instala-
ção dos geradores da carteira de projetos OFs: (R$/ano); 
 Vetor dos limites de capacidade de corrente elétrica dos condutores 
da rede em estudo: maxI  (A); 
 Quantidade de máquinas do empreendimento e da partícula p a entrar 
em operação no estágio s (variável de decisão): ,
p
e sq  (adm). 
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4.3  DESENVOLVIMENTO DO MODELO MULTIOBJETIVO 
 
 O problema de planejamento multiobjetivo modelado neste traba-
lho, como discutido anteriormente, objetiva determinar um conjunto 
eficiente de soluções que, ao longo de um horizonte de planejamento 
especificado, contempla cronogramas ótimos de entrada em operação de 
unidades de Geração Distribuída provenientes de uma carteira de proje-
tos, cujos parâmetros de estudo utilizados para compor os critérios de 
decisão do problema (funções objetivo), foram assim definidos: 
1. O&M , totalvpCusto : custo total de operação e manutenção (O&M) dos 
empreendimentos em operação, trazido a valor presente (R$); 
2. fixo , totalvpCusto : custo fixo total dos empreendimentos em operação, 
trazido a valor presente (R$); 
3. spot , totalvpCusto : custo total de compra de energia no mercado spot, 
trazido a valor presente (R$); 
4. venda , totalvpReceita : receita total da venda de energia para a concessio-
nária detentora da concessão de rede, advindas de todo os empreen-
dimentos em operação e trazido a valor presente (R$); 
5. totaloEmissão : total de emissão equivalente de CO2 acumulada para o 
estágio inicial 2( )
equivtCO ; 
6. perdas, totaloEnergia : total de energia de perdas aparente acumulada para 
o estágio inicial (VAh). 
 Pode-se observar, então, que os parâmetros 1 a 5 do problema são 
de interesse da geradora da holding, visto estarem diretamente relacio-
nados aos empreendimentos da carteira. O parâmetro 6, por outro lado, 
representa um interesse da distribuidora, inserido no problema como 
forma de contemplar um benefício da inserção dos geradores distribuí-
dos em sua rede de concessão.  
 Assim, com base na natureza temporal e dimensional dos parâme-
tros acima definidos, serão então consideradas três funções objetivo para 
o problema de planejamento, a seguir comentadas:  
1. Função objetivo 1 (FO1): a receita advinda com a comercialização 
da energia pelos empreendimentos necessita arcar com os custos de 
sua produção. Logo, a maximização da receita total com a venda da 
energia, subtraída dos custos totais associados e trazida a valor pre-
sente, se constitui na função objetivo de receita líquida para contem-
plar o interesse econômico da geradora, desse modo assim definida: 
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venda , total O&M , total
1
fixo , total spot , total
Maximizar:
( $)
vp vp
vp vp
FO Receita Custo
Custo Custo R
  
 
 (4.1) 
2. Função objetivo 2 (FO2): o estudo da emissão de CO2 equivalente 
de Gases do Efeito Estufa (GEE) provenientes dos empreendimentos, 
pode ser empregada como uma função objetivo para contemplar a 
preocupação ambiental da geradora, desse modo assim definida: 
 total2 o 2Minimizar: ( )
equivFO Emissão tCO  (4.2) 
3.  Função objetivo 3 (FO3): para a distribuidora da holding, as perdas 
elétricas de rede constituem-se em um problema de diminuição de 
receita advinda com energia não comercializada. Logo, a energia de 
perdas aparente total pode ser empregada como uma função objetivo 
para contemplar um interesse econômico de cunho técnico da distri-
buidora, desse modo assim definida: 
 perdas, total3 oMinimizar: ( )FO Energia kVAh  (4.3) 
 Desse modo, a disposição temporal para o cálculo dos vários pa-
râmetros que compõem as funções objetivo do problema pode ser es-
quematizada tal como mostrado na Figura 4.3. 
 
O&M,fixo,venda
1Custos  
venda
1Receita  
venda
sReceita  
venda
Sn
Receita  
estágios    0                1                                    s                                   ns 
O&M,fixo,venda
sCustos  
O&M,fixo,venda
Sn
Custos  
1Emissões  
estágios    0                  1                                    s                                   ns 
sEmissões  SnEmissões  
1Perdas  
estágios    0                  1                                    s                                   ns 
sPerdas  SnPerdas   
Figura 4.3: Dinâmica dos parâmetros de estudo do modelo multiobjetivo. 
 
 Assim, de acordo com diversos estudos de planejamento da inser-
ção da GD apresentados na análise bibliográfica, as funções objetivo 
assim definidas contemplam, então, três aspectos distintos comumente 
modelados: econômico, ambiental e técnico. Como as funções objetivo 
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são utilizadas para determinar a relação de dominância entre as soluções 
potenciais (partículas), as mesmas constituem-se, assim, em uma métri-
ca de desempenho (fitness de dominância), utilizada pelo algoritmo de 
solução do MOPSO para avaliar a qualidade das partículas. 
 Além disso, a modelagem do problema de otimização multiobje-
tivo abordada neste trabalho, determina que as soluções potenciais de-
vem atender também as os limites julgados necessárias, que definem o 
espaço de solução do problema. Estas restrições constituem-se, então, 
em uma 2º critério de desempenho (fitness de factibilidade) para o 
MOPSO avaliar a qualidade das partículas. Desse modo, conforme dis-
cutido anteriormente, as restrições do modelo multiobjetivo, cujas estra-
tégias de tratamento adotadas são mais detidamente discutidas nos itens 
(4.4  e (4.5 , foram assim definidas:  
1. A variável de decisão do problema é inteira positiva, o que represen-
ta uma restrição de sinal para a quantidade de máquinas de um em-
preendimento e ( ,
p
e sq ) que deve ser avaliada em cada estágio de es-
tudo s, definindo então a restrição:  , 0
p
e sq  ; 
2. O montante de energia primária disponível define o total factível de 
geradores para cada empreendimento e ( maxeq ), o que implica em um 
limite superior para a quantidade total de máquinas de cada empre-
endimento por estágio s, definindo então a restrição: total maxe eq q ; 
3. A geradora tem limitação orçamentária anual (OFs–1) para a implan-
tação dos empreendimentos, o que define uma restrição de custo de 
instalação por estágio ( instalsCusto ) que necessita ser avaliada, defi-
nindo então a restrição: 1
instal
s sCusto OF  , onde a disposição tem-
poral do cálculo destes custos está esquematizada na Figura 4.4; 
 
 
instal
1Custo  
instal
2Custo  
instal
1sCusto   
estágios    0               1                            s                      ns – 1           ns 
instal
sn
Custo  
 
Figura 4.4: Dinâmica dos custos de instalação do modelo multiobjetivo 
 
4. Para restringir a influência da GD na rede elétrica, a concessionária 
pode impor uma limitação técnica em relação à porcentagem da car-
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ga atendida pela GD, definida pelo índice de penetração dos empre-
endimentos por nível de carga, sub-estágio e estágio (IPens,se,nc), e 
que deve ser limitado a valor máximo especificado ( maxsIPen ), defi-
nindo então a restrição: max, ,s se nc sIPen IPen ;  
5. A elevação da capacidade de curto-circuito (SCC) das barras com a 
inserção dos empreendimentos pode resultar em problemas com a 
proteção da rede para a distribuidora. Para avaliar este aumento da 
SCC, optou-se neste trabalho, então, por definir dois casos para com-
paração, sendo a relação entre os mesmos representada por um índice 
de SCC máximo (I
SCC
), que deverá ser limitada a um valor máximo 
especificado (I
SCC,max
). Assim, uma limitação técnica à elevação da 
SCC define a seguinte restrição: I
SCC
 ≤ I
SCC,  max  
; 
6. Como mencionado, a faixa de tensão classificada como adequada 
para uma rede de distribuição reside entre 0,93 e 1,05 pu. Além dis-
so, conforme análise bibliográfica, os geradores distribuídos nor-
malmente não apresentam condições técnicas para fornecer reativos 
suficientes de modo a exercer um maior controle de tensão. Contudo, 
circuitos de distribuição se caracterizam por apresentar baixa relação 
X/R em relação às redes de transmissão e este fato acarreta em uma 
maior influência da potência ativa sobre os níveis de tensão nestas 
redes. Desse modo, mesmo um gerador distribuído operando a fator 
de potência unitário ocasionará uma elevação no perfil de tensão na 
região onde o mesmo se encontra.  Assim, pode-se observar que a 
principal preocupação com o impacto da GD em redes de distribui-
ção refere-se ao limite legal superior. Logo, neste trabalho optou-se 
pelo estudo do impacto dos empreendimentos na rede elétrica de in-
serção, restrito a violações do limite superior. Adotando-se, então, 
um índice que contempla a máxima tensão de barra em pu observada 
na rede (I
V
 ), proveniente do cálculo de um Fluxo de Carga, define-se 
então a limitação técnica: I
V
  ≤  1,05 pu;  
7. Como a GD pode ocasionar violações de capacidade de condução de 
corrente dos condutores vizinhos à barra de inserção, então, por meio 
da relação entre a corrente máxima especificada para cada ramo e a 
verificada por cálculo, pode-se obter um índice de máximo carrega-
mento (I
 carreg.
), o que define então a limitação técnica: I
 carreg.
  ≤  1,0. 
 Adiconalmente, o 3º critério de desempenho empregada pelo 
MOPSO implementado refere-se, como mencionado, à avaliação do 
grau de agrupamento das partículas não-dominadas. Esta métrica é em-
pregada como critério de seleção para a remoção de pontos de fronteira 
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presentes em regiões com maior densidade de soluções, de modo a pri-
vilegiar o povoamento de regiões com menor grau de aglomeração, com 
o objetivo de obter uma maior uniformidade para a fronteira obtida. 
 Finalmente, a definição matemática do problema multiobjetivo 
abordado neste trabalho pode ser definido como: 
 
 1 2 3
,
total max
max
, ,
1
SCC SCC , max
V
carreg.
Minimizar
0
  sujeito a:  
1,05
1,0
e s
e e
s se nc s
instal
s s
FO FO FO FO
q
q q
IPen IPen
Custo OF
I I
I pu
I pu

 




 




 


 (4.4) 
 Conforme mencionado, o problema consiste em especificar a 
quantidade de máquinas de cada empreendimento a entrar em operação 
ao longo do período de planejamento, sendo a variável de decisão do 
tipo combinatorial. Além disso, devido ao acoplamento entre os está-
gios, um cronograma de inserção não poderá ser determinado sucessi-
vamente por estágio, mas através de uma busca considerando simultane-
amente todo o tempo de planejamento. Logo, a variável de decisão (par-
tícula) se constitue no número de unidades geradoras por empreendi-
mento e por estágio simultaneamente. Assim, definindo-se QM
 p
 como o 
vetor solução representativo de cada partícula p =1,...,np do enxame, 
então a equação (4.5) apresenta a expressão matemática das soluções 
potenciais para a k-ésima iteração (k = 1,...,k
max
) do processo de solução:  
 
,( ) ,( ) ,( ) ,( ) ,( ) ,( ),( )
1,1 ,1 1, ,,1 ,
,( ) ,( ) ,( )
1, , ,
e e
s s e s
p k p k p k p k p k p kp k
e s e sn n s
p k p k p k
n e n n n
q q q q q qQM
q q q
 


(4.5) 
 Pode-se observar, então, que a dimensão da variável de decisão 
consiste no produto do número de projetos da carteira pelo número de 
estágios de planejamento adotado, ou seja: 
 partícula e sdimensão n n  (4.6) 
 Assim, em relação ao algoritmo Enxame de Partículas Multiobje-
tivo (MOPSO) adotado, a correção de velocidade das partículas é então 
apresentada na equação (4.7), onde os elementos QMp
 p
 e QMg
 p
 são as 
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componentes cognitiva (pBest) e social (gBest), e a correção de posição 
das partículas mostrada na equação (4.8). 
 
 
 
,( 1) ,( ) ( ) ,( )
1
( ) ,( )
2
ωp k p k k p p k
k p p k
V V c rnd QMp QM
c Rnd QMg QM
    
 
 (4.7) 
 ,( 1) ,( ) ,( 1)( )p k p k p kQM QM round V    (4.8) 
onde round é o operador matemático de arredondamento de resultado. 
 Por fim, pode-se observar que um aumento na variável de decisão 
(quantidade de máquinas por empreendimento), resultará em acréscimo 
nos parâmetros de custos, receitas e emissões, e em decréscimo nas per-
das elétricas, tal como mostrado na equação (4.9). Logo, pode-se inferir 
que a função objetivo FO2 (minimização da emissão equivalente) é con-
flitante com FO1 (maximização da receita líquida) e FO3 (minimização 
da energia de perdas). Portanto, uma negociação entre FO2 e as demais é 
necessária e um conjunto de soluções não-dominadas é possível. 
 
O&M fixo spot
venda total perdas
, , ,
, ,
q Custo Custo Custo
Receita Emissão Energia
    
  
 (4.9) 
 
4.3.1 Equacionamento das Funções Objetivo  
  
 Para uma determinada partícula p do enxame, o equacionamento 
dos diversos parâmetros econômicos, técnicos e ambientais do problema 
são, então, desenvolvidos a seguir. 
1. Custo total de operação e manutenção (O&M): o cálculo deste 
custo refere-se ao total anual de energia dos empreendimentos até 
um estágio de estudo, ou seja, é função da somatória da produção de 
energia da capacidade instalada dos empreendimento até o estágio s 
( ,
p
e sP ), este dependente da quantidade total de máquinas dos empre-
endimentos até este estágio ( total,,
p
e sq ). Assim, o custo de O&M é fun-
ção apenas da energia gerada pelos empreendimentos e, sendo o 
mesmo valorado a um montante fixo ao longo do tempo de planeja-
mento ( O&Mecusto ), pode-se empregar um fator de sazonalidade ou de 
número de horas anuais de produção de cada empreendimento (fs), 
que já contempla os fatores de operação diária dos níveis de carga e 
os de operação mensal dos sub-estágios. Este custo refere-se, desse 
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modo, à somatória dos resultados por estágio trazido a valor presente 
(estágio 0), que representa, então, o custo de O&M total. 
 Cálculo da quantidade total de máquinas do empreendimento e da 
partícula p que entraram em operação até o estágio de estudo s; 
 total,, ,
1
( )
s
p p
e s e i
i
q q adm

   (4.10) 
 Cálculo da potência ativa média do empreendimento e da partícu-
la p no estágio de estudo s, independentemente dos regimes de 
operação mensal e diário: 
 total, nom, , ( )
p p
e s e s e e eP q S FC FP kW  (4.11) 
 Cálculo do fator de número de horas anuais de produção para ca-
da empreendimento e: 
    
12 3
, ,
1 1
( / )e e se e nc nc
se nc
fs fom fod fem h ano
 
    (4.12) 
 Cálculo dos custos de operação e manutenção para um estágio de 
estudo s, com base na somatória da energia ativa média gerada 
pelos empreendimentos da carteira: 
  O&M, O&M,
1
( $ / )
en
p p
s e s e e
e
Custo P fs custo R ano

   (4.13) 
 Cálculo do custo total de O&M a valor presente: 
 
O&M , 
O&M,total,
vp
1
( $)
(1 )
sn p
p s
s
s
Custo
Custo R
tra


  (4.14) 
2. Custo fixo total: devido à unidade de medida no qual normalmente 
são valorados os custos fixos de geração elétrica (R$/kVA_ano), este 
cálculo também é, portanto, função da quantidade total de máquinas 
dos empreendimentos até o estágio em estudo s ( total,,
p
e sq ), porém este 
independe da quantidade de energia por eles produzida. Como este 
custo é valorado a um montante fixo ao longo do tempo de planeja-
mento ( fixoecusto ), então a somatória dos valores por estágio trazidos 
a valor presente representa, assim, o custo fixo total. 
 Cálculo da somatória dos custos fixos com base na potência insta-
lada dos empreendimentos considerando um estágio de estudo s: 
  fixo , total , nom fixo,
1
( $ / )
en
p p
s e s e e
e
Custo q S custo R ano

   (4.15) 
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 Cálculo do custo fixo total dos projetos trazidos a valor presente: 
 
fixo , 
fixo, total,
vp
1
( $)
(1 )
sn p
p s
s
s
Custo
Custo R
tra


  (4.16) 
3. Custo total da energia não suprida para honrar contratos: este 
cálculo (custo spot) refere-se à energia média não fornecida por cada 
empreendimento e em cada estágio de estudo s. Este custo pode ser 
determinado empregando de um fator de meses sem operação (mspe), 
sendo valorado ao preço do mercado spot esperado para o estágio s 
em estudo, obtido pela taxa de expansão de preço spot (tep) e dife-
renciado por nível de carga ( spot,s ncpreço ). Logo, o custo spot por está-
gio é função da somatória da energia não suprida em cada nível por 
cada empreendimento, e a somatória dos montantes por estágio a va-
lor presente representa, então, o custo spot total. 
 Cálculo do número de meses sem produção por empreendimento: 
 
12
,
1
12 ( / )e e se
se
msp fom meses ano

    (4.17) 
 Correção do preço médio da energia no mercado spot por nível de 
carga nc e por estágio de estudo s: 
 spot sopt, o, (1 ) ( $ / )
s
s nc ncpreço preço tep R kWh   (4.18) 
 Cálculo do custo de energia não produzida por um empreendi-
mento e considerando todos os níveis de carga de cada sub-
estágio se de um estágio s: 
 
3
spot , spot
, , , , ,
1
( $ / )p pe s se e s e nc nc s nc
nc
Custo P fod fem preço R mês

   
 Cálculo do custo da energia não produzida pelo empreendimento 
e para todo o estágio s: 
spot , spot ,
, , ,
p p
e s e e s seCusto msp Custo  
 
3
spot , spot
, , , ,
1
( $ / )p pe s e e s e nc nc s nc
nc
Custo msp P fod fem preço R ano

   
 Cálculo do custo total dos empreendimentos para a compra de 
energia no estágio de estudo s: 
spot , spot ,
,
1
$e
n
p p
s e s
e
R
Custo Custo
ano
 
  
 
  
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 
3
spot , spot
, , ,
1 1
en
p p
s e e s e nc nc s nc
e nc
Custo msp P fod fem preço
 
  
  
  
   (4.19) 
 Cálculo do custo total de compra de energia a valor presente: 
 
spot ,
spot , total,
vp
1
( $)
(1 )
sn p
p s
s
s
Custo
Custo R
tra


  (4.20) 
4. Receita total da venda de energia: o cálculo da receita por estágio 
refere-se aos ganhos monetátios com a produção de energia dos em-
preendimentos em operação em todos os sub-estágios de um estágio 
de estudo s, de acordo com um fator de meses com operação (mcpe). 
Como são adotados preços de venda diferenciados por nível de car-
ga, então o cálculo da receita por estágio é função da energia suprida 
por nível de carga de cada empreendimento, sendo a somatória dos 
resultados a valor presente, então, o valor da receita total. 
 Cálculo do número de meses de produção por empreendimento: 
 
12
,
1
( / )e e se
se
mcp fom meses ano

   (4.21) 
 Cálculo da receita de um empreendimento e considerando os ní-
veis de carga de cada sub-estágio se de um estágio de estudo s: 
 
3
venda , venda
, , , , ,
1
( $ / )p pe s se e s e nc nc e nc
nc
Receita P fod fem preço R mês

   
 Cálculo da receita de um empreendimento e e estágio de estudo s: 
 
venda , venda ,
, , ,
3
venda , venda
, , , ,
1
$
p p
e s e e s se
p p
e s e e s e nc nc e nc
nc
Receita mcp Receita
R
Receita mcp P fod fem preço
ano

 
  
 

 
 Cálculo da receita total dos empreendimentos no estágio s: 
venda , venda ,
,
1
$e
n
p p
s e s
e
R
Receita Receita
ano
 
  
 
  
 
3
venda , venda
, , ,
1 1
en
p p
s e e s e nc nc e nc
e nc
Receita mcp P fod fem preço
 
 
   
 
   (4.22) 
 Cálculo da receita total dos empreendimentos a valor presente: 
 
venda ,
venda , total,
vp
1
( $)
(1 )
sn p
p s
s
s
Receita
Receita R
tra


  (4.23) 
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5. Total de Emissões Equivalentes de CO2: similar ao custo de O&M, 
o cálculo do total de emissões de CO2 de GEE é função apenas da 
produção de energia dos empreendimentos por nível de carga, sub-
estágio e estágio. Logo, com base nos fatores de emissão equivalente 
total por empreendimento (FETe) e o fator de número de horas anu-
ais de produção (fs), então a somatória das emissões por estágio re-
presenta o total acumulado de emissões para uma partícula p espera-
da no estágio 0 do tempo de planejamento. 
 Cálculo do total de emissões em um estágio de estudo s, com ba-
se na somatória da energia ativa média gerada ao longo do está-
gio por todos os empreendimentos: 
  , 2
1
( CO )
en
p p equiv
s e s e e
e
Emissão P fs FET t ano

   (4.24) 
 Cálculo da emissão total de GEE dos projetos no estágio 0: 
 total,o 2
1
( CO )
sn
p p equiv
s
s
Emissão Emissões t

   (4.25) 
6. Energia de perdas total: como forma de melhor avaliar o impacto 
dos empreendimentos de GD na rede elétrica em estudo, optou-se 
neste trabalho por considerar a perda total (ativas e reativas) para a 
avaliação da energia de perdas da rede. Além disso, como assume-se 
que a demanda de barra sofre uma elevação a uma taxa mensal de 
expansão (tec) e está discretizada em níveis, então a obtenção desta 
energia de perdas será função do nível de carga, sub-estágio (mês) e 
estágio (ano), cuja sistemática de cálculo é apresentada no item (4.5). 
 Assim, seja perdas, total,, , ( )
p
s se ncS VA  o total de perdas aparente da rede 
para um determinado nível de carga nc do sub-estágio se de um está-
gio em estudo s. Tem-se então que: 
 Cálculo da energia de perda aparente por nível de carga: 
perdas, total, perdas, total,
, , , , ( / )
p p
s se nc s se nc ncEnergia S fem VAh mês  (4.26) 
 Cálculo da energia de perda aparente total por sub-estágio se: 
3
perdas, total, perdas, total,
, , ,
1
( / )
c
p p
s se s se nc
n
Energia Energia VAh mês

   (4.27) 
 Cálculo da energia de perda aparente total por estágio s: 
12
perdas, total, perdas, total,
,
1
( / )p ps s se
se
Energia Energia VAh ano

   (4.28) 
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 Cálculo da energia de perdas aparente total (somatória para o es-
tágio 0, dos valores obtidos ao longo do tempo de planejamento): 
perdas, total, perdas, total,
o
1
( )
sn
p p
s
s
Energia Energia VAh

   (4.29) 
 
4.4  TRATAMENTO DAS RESTRIÇÕES DO PROBLEMA 
 
 Como visto, as condições de factibilidade (condições limites do 
problema de otimização abordado) foram definidos como: 
1. Restrição de sinal da variável de decisão:  , 0
p
e sq   ; 
2. Restrição de quantidade total de máquinas:  total, maxpe eq q ; 
3.  Restrição de penetração dos geradores:  max, ,s se nc sIPen IPen ; 
4.  Restrição orçamentária da empresa por estágio: 1 1
instal
s sCusto OF  ; 
5.  Limite de variação da SCC das barras: SCC SCC , maxI I ; 
6.  Limites de tensões de barra: V 1,05I pu ; 
7.  Limite de carregamentos de ramos: carreg. 1,0I pu . 
 As quatro primeiras condições referem-se a aspectos diretamente 
vinculados à quantidade de máquinas de cada empreendimento da car-
teira e, desse modo, podem ser tratadas por meio de intervenção direta 
no valor dos “genes”
4
 da variável de decisão do problema, através de 
redução no número de máquinas por estágio. Estes limites são, então, 
neste trabalho denominadas e tratadas como restrições de adequação. 
 No entanto, devido à natureza não linear do Fluxo de Carga e ao 
acoplamento no tempo das estratégias de inserção, as três últimas condi-
ções são de difícil tratamento pela mesma estratégia adotada acima. 
Desse modo, optou-se neste trabalho por empregar estes limites como 
índices de desempenho para a penalização das soluções potenciais, aqui 
denominados restrições técnicas de penalização, como forma de impe-
dir, caso os limites sejam violados, a escolha destas soluções como pon-
tos de fronteira durante o processo iterativo do MOPSO. 
 Os critérios de factibilidade são, então, desenvolvidos a seguir. 
                                                        
4
 O termo gene é aqui emprestado da teoria dos Algoritmos Genéticos, e 
refere-se ao menor bloco construtivo empregado para a codificação das va-
riáveis de decisão, estas últimas chamadas, então, de cromossomos. 
MODELO DE OTIMIZAÇÃO 
 
124 
4.4.1 Restrições de Adequação 
 
 Para cada iteração k do processo de solução, as estratégias de ve-
rificação das restrições de modelagem para cada partícula p do enxame 
atual são julgadas na seguinte sequencia, detalhada a seguir: 
1º Restrição da quantidade mínima de máquinas por projeto: 
Estratégia adotada: verificar se algum elemento do vetor da partícula 
possui valor negativo. Caso afirmativo, o elemento é fixado no valor 
mínimo, ou seja, se algum , 0
p
e sq  , então fazer: , 0
p
e sq  . 
  2º Restrição da quantidade máxima de máquinas por empreendi-
mento: seja o cálculo da quantidade total de máquinas por empreen-
dimento para cada solução potencial p, dada por: 
 total, ,
1
( )
sn
p p
e e s
s
q q adm

   (4.30) 
Estratégia adotada: se verificado que total, maxpe eq q , então corrigir a 
quantidade total de máquinas do empreendimento e por meio de um 
fator de normalização dado pela equação: 
 
max
total,
p pe
e ep
e
q
QM fix QM
q

 
  
 
 (4.31) 
 Este cálculo assegura que o total de máquinas de cada solução 
potencial não ultrapassará a quantidade máxima especificada e pro-
cura ainda manter a proporcionalidade do número de unidades gera-
doras de cada empreendimento em cada estágio. 
3
o
 Restrição de penetração da GD na rede: o cálculo da penetração da 
GD em uma rede elétrica normalmente refere-se à razão entre a gera-
ção e a demanda ativa totais. Porém, para proceder uma avaliação 
mais abrangente do impacto dos geradores na rede em estudo, optou-
se neste trabalho por definir um índice de penetração em termos de 
potência aparente, isto é, a razão entre demanda aparente total e a po-
tência aparente total dos geradores distribuídos. Além disso, esta res-
trição deverá ser verificada em cada nível de carga por sub-estágio e 
estágio, pois a produção total dos empreendimentos é distinta por ní-
vel de carga devido aos índices de operação diária e mensal.  
Estratégia adotada: para cada partícula p do enxame, pode-se obter o 
total de potência aparente das máquinas dos empreendimentos em 
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operação no nível de carga nc de cada sub-estágio se do estágio de 
estudo s, através da equação:  
  total, nom, , , , ,
1
( )
en
p p
s se nc e s e e e nc e se
e
S q S FC fod fom VA

  (4.32) 
 A demanda aparente total da rede no estágio inicial (estágio 0), 
pode ser determinada por: 
 carga , total carga , total 2 carga , total 2o o o( ) ( ) ( )S P Q VA   (4.33) 
em que, carga , totalo ( )P W  e 
carga , total
o ( )Q var  referem-se, respectivamente, 
à somatória das injeções de potência de carga ativa e reativa das bar-
ras da rede em estudo no estágio inicial do planejamento. 
 Assim, a carga aparente total da rede para o sub-estágio se e está-
gio s em estudo pode ser obtida através da correção da carga aparen-
te total obtida para estágio inicial (equação (4.33)), através da taxa 
mensal de expansão adotada (tec), e ajustado para o nível de carga 
correspondente com base no fator de correção fnc, ou seja: 
  
12carga carga , total
, , o 1 ( )
s se
s se nc ncS S tec fnc VA

   (4.34) 
 Desse modo, o índice de penetração da GD na rede, referente ao 
nível de carga nc de cada sub-estágio se de um estágio de estudo s, 
será julgado segundo a equação: 
 
, , max
, , carga
, ,
( )
p
s se ncp
s se nc s
s se nc
S
IPen IPen pu
S
   (4.35) 
em que, maxsIPen é o índice de penetração máximo especificado para o 
estágio s. Se a condição não é satisfeita, então realiza-se o sorteio de 
um empreendimento em operação no nível de carga em estudo e di-
minui-se em 1 unidade a quantidade de máquinas do empreendimen-
to ( , 1
p
e sq  ). Repete-se o procedimento até a condição ser satisfeita. 
A opção por uma estratégia de sorteio tem a intenção de não perder a 
aleatoriedade característica de uma estratégia evolutiva de solução de 
problemas de otimização, como é o caso do MOPSO. 
4º Restrição de orçamento para obras de instalação: a despesa total 
com implementação de máquinas dos projetos da carteira consiste na 
somatória dos custos de instalação das unidades geradoras dos em-
preendimentos que entram em operação em cada estágio de estudo s, 
mas que temporalmente são instaladas no estágio s – 1, segundo a 
dinâmica de entrada em operação re-apresentada na Figura 4.5.  
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Estratégia adotada: o custo total de instalação dos empreendimentos 
da carteira em cada estágio de estudo s pode ser determinado por: 
  instal, nom instal,
1
( $ / )
en
p p
s e s e e
e
Custo q S custo R ano

   (4.36) 
 Seja 1sOF  o orçamento da empresa para a implantação dos proje-
tos, referente ao estágio anterior ao de estudo (s – 1). Testa-se, então:  
 instal, 1
p
s sCusto OF   (4.37) 
 Se esta restrição é violada, então procede-se com a realização do 
sorteio de um empreendimento para diminuir em 01 unidade sua 
quantidade de máquinas no estágio de estudo s ( , 1
p
e sq  ) e todo o 
processo (cálculo do custo total de instalação, teste e sorteio) é repe-
tido até que a condição seja satisfeita. A estratégia de sorteio também 
tem a intenção de não perder a aleatoriedade característica de um 
processo de solução baseado em estratégia evolutiva. 
 
s − 1               s 
instalação      operação total,
, 1
p
e sq   
,
p
e sq   
total,
,
p
e sq  
s − 1              s 
 
Figura 4.5: Dinâmica de entrada em operação para um empreendimento e. 
 
4.4.2 Restrições Técnicas de Penalização 
 
 Para cada iteração k do processo de solução, as estratégias de cál-
culo dos limites técnicos e penalização das partículas de um enxame de 
soluções potenciais  são a seguir detalhadas: 
1º Limite de capacidade de curto-circuito (SCC): como o valor da 
SCC (teoria no Anexo B) descreve uma situação instantânea de uma 
rede elétrica, mas por si só não expressa o impacto da inserção da 
GD na elevação dos níveis de corrente de falta, então optou-se nesta 
modelagem por definir uma condição de rede inicial ou base, para 
possibilitar a avaliação do impacto na SCC dos empreendimentos 
que entram em operação em cada estágio s, este, portanto, definido 
como a condição de estudo. Assim, para a verificação da condição 
limite de SCC, serão consideradas duas situações da rede: 
 Caso estudo: refere-se à situação de rede com as unidades de ge-
ração que estão em operação no estágio s em estudo, além da 
condição de expansão de demanda da rede por sub-estágio; 
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 Caso base: refere-se à mesma condição de expansão de carga do 
estágio s em estudo, porém considerando apenas o total de unida-
des de geração que entram em operação até o estágio s  1.  
  Como normalmente os níveis de corrente de falta do caso estudo 
são iguais ou superiores aos do caso base, optou-se então por definir 
um índice de capacidade de curto-circuito (I
 SCC
) como a razão entre 
os casos estudo e base, o que define, assim, um indicador do aumen-
to na SCC em cada barra com a inserção dos geradores da carteira. 
 Além disso, conforme a análise bibliográfica, o aumento dos ní-
veis de corrente de falta advindas da inserção dos geradores propor-
ciona uma elevação de tensão em sua vizinhança de rede proveniente 
do aumento nos níveis de SCC das barras, mas também acarreta na 
necessidade de adequação da proteção. Assim, com o intuito de con-
templar simultaneamente estes aspectos conflitantes na modelagem, 
neste trabalho optou-se por adotar um limite máximo (I
SCC,max
) para 
os índices de capacidade de curto-circuito, acima do qual as funções 
objetivo de uma solução potencial devem ser penalizadas. Esta estra-
tégia permite a elevação da SCC das barras de modo a propiciar uma 
melhora nos níveis de tensão da rede, mas até um limite máximo 
considerado aceitável para impactar os níveis de correntes de falta. 
 Outro aspecto considerado neste trabalho refere-se à escolha da 
barra na qual o índice de capacidade de curto-circuito será obtido pa-
ra análise. Como a SCC das barras de inserção dos geradores distri-
buídos tende a se elevar a níveis muito acima aos verificados no caso 
base e a própria proteção do gerador deverá imediatamente atuar na 
eventualidade de falta na barra, então, como regra geral, o ponto na 
rede a ser escolhido incide na barra com a menor tensão verificada 
no caso base, que porisso representa o pior caso de queda de tensão. 
 Assim, o teste desta condição é relatado a seguir, sendo o proce-
dimento de cálculo do índice de SCC detalhado no item (4.5 : 
Estratégia adotada: seja k a barra de menor valor de tensão verificada 
no caso base para um determinado nível de carga nc em estudo, refe-
rente a um sub-estágio se de um estágio s. O índice de capacidade de 
curto-circuito para esta barra será, então, dado por: 
 
caso estudo,
, , ,SCC,
, , , caso base,
, , ,
( )
p
k s se ncp
k s se nc p
k s se nc
SCC
I adm
SCC
  (4.38) 
 Seja SCC,, ,
p
s se ncI  o vetor dos índices de curto-circuito das barras com 
menor valor de tensão verificado em cada nível de carga nc. O valor 
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máximo deste vetor representa, assim, o melhor caso verificado de 
elevação do nível de tensão de um sub-estágio se, obtendo-se, desse 
modo, o índice de capacidade de curto-circuito por sub-estágio: 
  SCC, SCC,, , ,
1,2,3
max ( )
c
p p
s se s se nc
n
I I adm

  (4.39) 
 A varredura deste procedimento para todos os sub-estágios se de 
um estágio de estudo s resulta em um vetor SCC,,
p
s seI  de índices de 
SCC dos sub-estágios. O valor máximo deste vetor representa, desse 
modo, o melhor caso na melhoria dos níveis de tensão para todo o 
estágio de estudo s, obtendo-se assim o índice por estágio: 
  SCC, SCC,,
1,...,12
max ( )p ps s se
se
I I adm

  (4.40) 
 Este procedimento de cálculo para os estágios resulta, assim, em 
um vetor SCC, psI  de melhores casos por estágio. O valor máximo do 
vetor representa, então, o melhor caso de aumento da SCC verificado 
para uma partícula p, obtendo-se, assim, o seu índice final: 
  SCC, SCC,
1,...,
max ( )
s
p p
s
s n
I I adm

  (4.41) 
 Com o índice obtido, testa-se então cada partícula do enxame: 
 SCC, SCC,maxpI I  (4.42)  
 Por fim, o teste de factibilidade é aplicado da seguinte forma: se o 
limite é violado, então penaliza-se a partícula multiplicando-se o va-
lor de suas funções objetivo por uma constante elevada, por exem-
plo, 10
10
, pois o problema foi adotado como sendo de minimização. 
2º Limites de tensões de barras: como mencionado, neste trabalho op-
tou-se pelo estudo do impacto dos geradores distribuídos apenas para 
violações do limite superior das tensões de barra. A obtenção do ín-
dice de tensão envolve, então, o cálculo do estado da rede por Fluxo 
de Carga apenas para o caso estudo, e sua sistemática de cálculo é 
abordada de forma mais detalhada no item (4.5 .  
Estratégia adotada: a verificação de violação do limite supeior con-
siste na normalização do vetor estado com a tensão de base da rede 
em estudo (V
 base
), obtendo-se então as tensões de barra em pu. Desse 
modo, para as nb barras da rede, pode-se obter um vetor de módulo 
das tensões de barra , ,
p
s se ncV . Tem-se então que o vetor de índices de 
tensão da barra para um nível de carga nc referente a um sub-estágio 
se de um estágio de estudo s, será dado por: 
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, ,,
, , base
( )
p
s se ncV p
s se nc
V
I pu
V
  (4.43) 
 Seja ,, ,[ ]
V p
s se ncI  a matriz dos índices de tensão de barra para os ní-
veis de carga. Desse modo, o valor máximo de ambos os valores de 
barra e de níveis de carga representa, assim, o pior caso de elevação 
no nível de tensão verificado em um sub-estágio se, ou seja:  
   , ,, , , ,
1,2,3 1,...,
max max [ ] ( )
c b
V p V p
s se s se nc k
n k n
I I pu
 
  (4.44) 
 A varredura deste procedimento de cálculo para todos os sub-
estágios do estágio de estudo s resulta em um vetor ,,
V p
s seI  de índices 
de tensões de barra por sub-estágio. O valor máximo deste vetor re-
presenta, assim, o pior caso para a elevação de tensão no estágio s, 
obtendo-se, desse modo, o índice de tensão por estágio, ou seja: 
  , ,,
1,...,12
max ( )V p V ps s se
se
I I pu

  (4.45) 
 Este procedimento de cálculo para os todos os estágios resulta, 
assim, em um vetor ,V psI  de piores casos por estágio. O valor máxi-
mo deste vetor representa, assim, o pior caso de elevação de tensão 
de barra verificado para uma partícula p e, assim, o seu índice final: 
  , ,
1,...,
max ( )
s
V p V p
s
s n
I I pu

  (4.46) 
 Com o índice obtido, testa-se  então cada partícula do enxame: 
 
, 1,05V pI pu  (4.47) 
 Similar ao índice SCC, pI , se este limite é violado então penaliza-
se a partícula multiplicando-se o valor das funções objetivo por uma 
constante de valor elevado, por exemplo, 10
10
. 
3º Limites de carregamento de ramos: conforme a análise bibliográfi-
ca, a inserção da GD em uma rede elétrica promove a diminuição do 
carregamento de ramos, mas poderá acarretar também em violações 
de carregamento nos ramos vizinhos às barras de inserção destes ge-
radores. Logo, a verificação deste limite oferece uma importante in-
fluência nas estratégias de inserção, de modo a induzir as soluções 
potenciais a evitar um problema futuro com recondutoramentos de 
ramos da rede em estudo. Como o problema do Fluxo de Carga é não 
linear, então a violação do limite de carregamento no caso estudo 
deve ser verificada para todos os ramos.  
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  Assim, o teste desta condição é relatado a seguir, sendo o proce-
dimento de cálculo do seu índice detalhado no item (4.5 . 
Estratégia adotada: a verificação de violação deste limite consiste na 
normalização do módulo das correntes complexas de ramos com a 
capacidade nominal dos condutores. Para os nr ramos da rede em es-
tudo, pode-se então obter um vetor , ,
p
s se ncI  de módulo das correntes 
complexas de ramos, calculadas com o estado da rede obtido pelo 
Fluxo de Carga. Sendo maxI o vetor dos respectivos limites de carre-
gamento dos ramos, então o vetor dos índices de carregamento de 
todos os ramos, para um determinado nível de carga nc, sub-estágio 
se e estágio s, será dado pela seguinte razão termo a termo: 
 
, ,carreg. ,
, , max
( )
p
s se ncp
s se nc
I
I adm
I
  (4.48) 
 Seja 
carreg. ,
, ,[ ]
p
s se ncI  a matriz dos índices de carregamento de ramos 
para todos os níveis de carga. Desse modo, o valor máximo de am-
bos os valores de ramos e de níveis de carga representa, assim, o pior 
caso nível de carregamento verificado em um sub-estágio se, ou seja: 
   carreg. , carreg. ,, , ,
1,2,3 1,...,
max max [ ] ( )
c r
p p
s se s se nc
n r n
I I adm
 
  (4.49) 
 A varredura deste procedimento de cálculo para todos os sub-
estágios do estágio de estudo s resulta, então, em um vetor 
carreg. ,
,
p
s seI  
de índices de carregamento de ramos por sub-estágio. O valor máxi-
mo deste vetor representa, assim, o pior caso de carregamento de ra-
mos para todo o estágio s, obtendo-se, desse modo, o índice de car-
regamento por estágio, ou seja: 
  carreg. , carreg. ,,
1,...,12
max ( )p ps s se
se
I I adm

  (4.50) 
 Este procedimento de cálculo para os estágios resulta, assim, em 
um vetor carreg. , psI  de piores casos por estágio. O valor máximo do 
vetor representa, assim, o pior caso de carregamento de ramos verifi-
cado para uma partícula p e obtém-se, assim, o seu índice final: 
  carreg. , carreg. ,
1,...,
max ( )
s
p p
s
s n
I I adm

  (4.51) 
 Com o índice obtido, testa-se então cada partícula do enxame: 
 carreg. , 1,0pI   (4.52) 
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 Similar aos outros índices, então se o limite é violado, penaliza-se 
a partícula multiplicando-se o valor das funções objetivo por uma 
constante de valor elevado, por exemplo, 10
10
. 
 
4.5  SISTEMÁTICA PARA OBTENÇÃO DOS PARÂMETROS 
TÉCNICOS 
 
 Como mencionado, os parâmetros técnicos considerados na mo-
delagem do problema de otimização multiobjetivo são abordados neste 
trabalho como função objetivo (energia de perdas aparente total) e índi-
ces de penalização (variação de capacidade de curto-circuito, tensão de 
barra e carregamento de ramos). A obtenção destes parâmetros é basea-
da em um algoritmo de Fluxo de Carga específico para redes de distri-
buição denominado Método de Soma das Potências (MSP), cujo emba-
samento matemático é apresentado no Anexo A, e na teoria de cálculo 
da Capacidade de Curto-Circuito (SCC), apresentado no Anexo B. 
 Como também mencionado, o estudo de cada nível de carga apre-
senta uma situação distinta devido à taxa de expansão de carga por sub-
estágio (mês) e aos fatores de operação diária e mensal dos empreendi-
mentos. Assim, para cada partícula p do enxame, o cálculo dos parâme-
tros técnicos deve ser efetuado para cada nível de carga de cada sub-
estágio de um estágio em estudo, de modo a contemplar estas particula-
ridades. Além disso, para mensurar a elevação da SCC de barras, optou-
se neste trabalho por definir duas situações de rede para comparação: 
 Caso estudo: calcula-se a SCC das barras por nível de carga de cada 
sub-estágio de um estágio de estudo s considerando-se as máquinas 
dos empreendimentos que entraram em operação até o estágio s e 
com as condições de carga do sub-estágio em estudo;  
 Caso base: considera-se apenas as máquinas dos empreendimentos 
que entram em operação até o estágio s – 1. 
 Preliminarmente ao estudo de casos, deve-se considerar a possibi-
lidade da existência de unidades de GD já existentes na rede em estudo 
no início do tempo de planejamento (estágio 0). Assim, para o cálculo 
do Fluxo de Carga há a necessidade de se considerar as injeções líquidas 
(geração – carga) de potência de barra desde o estágio inicial.  
 Seja, então, cargaoP e 
carga
oQ  os vetores de injeções de carga  ativa e 
reativa de barra, respectivamente, da rede em estudo no estágio 0. Estes 
vetores de carga podem, então, ser corrigidos para qualquer nível de 
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carga nc e sub-estágio se de um estágio em estudo s, para contemplar a 
expansão de carga mensal e o correspondente patamar de carga, ou seja: 
 carga carga 12, ,  o (1 ) ( )
s se
s se nc ncP P tec fnc W
   (4.53) 
 carga carga 12, , o (1 ) ( )
s se
s se nc ncQ Q tec fnc var
   (4.54) 
 Além disso, seja GDoP e 
GD
oQ os vetores de injeções de geração 
ativa e reativa da rede em estudo, respectivamente, no estágio 0.  Logo, 
os vetores de injeção líquida de potências ativa e reativa de barra, por 
nível de carga nc, sub-estágio se e estágio de estudo s, são dados por: 
 liq. GD carga, ,  o , , ( )s se nc s se ncP P P W   (4.55) 
 liq. GD carga, , o , , ( )s se nc s se ncQ Q Q var   (4.56) 
 Para o cálculo de SCC, necessita-se ainda as seguintes definições: 
 Seja [G
o
] e [B
o
] as matrizes de condutância e susceptância de barra, 
respectivamente, da rede elétrica primitiva no estágio 0. Estas matri-
zes deverão ser modificadas para contemplar a modelagem das car-
gas e os empreendimentos de geração de cada caso base e estudo; 
 Sendo GDex e 
TR
ex  a reatância transitória do gerador e de dispersão do 
transformador de acoplamento com a rede, respectivamente, para de-
terminado empreendimento e, estas reatâncias são normalmente re-
calculadas nas susceptâncias GD GD1/e eb x  e 
TR TR1/e eb x   para a 
posterior inclusão na matriz de susceptância da rede. 
 A seguir são, então, detalhadas as sistemáticas de cálculo para a 
obtenção do estado de barras da rede elétrica em estudo e os parâmetros 
técnicos considerados na modelagem deste trabalho. 
 Caso base: conforme definido, este caso corresponde à mesma situ-
ação de carga dos níveis de carga nc, sub-estágios se e estágio em es-
tudo s, porém considerando a quantidade total de geradores até o es-
tágio base s – 1. Logo, para um empreendimento e, a quantidade total 
de máquinas no estágio s – 1 será dada por: 
 
1
total,
, 1 ,
1
( )
s
p p
e s e i
i
q q adm



  (4.57) 
 A obtenção da quantidade total de máquinas presentes até o está-
gio s – 1 permite, então, corrigir os vetores de injeção líquida de po-
tências ativa e reativa por nível de carga nc, sub-estágio se e estágio 
s, de modo a contemplar a geração do empreendimento e, além de 
permitir a primeira modificação na matriz susceptância de barra. Lo-
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go, para a barra i de inserção na rede de um empreendimento e, a ob-
tenção os vetores de injeção líquida para o caso base será tal que:  
 liq. , base, liq. total, nom, , , , , , , 1 , , ( )
p p
i s se nc i s se nc e s e e e e nc e seP P q S FC FP fod fom W   (4.58) 
 
liq. , base, liq.
, , , , , ,
total, nom 2
, 1 , ,1 ( )
p
i s se nc i s se nc
p
e s e e e e nc e se
Q Q
q S FC FP fod fom var
 
 
 (4.59) 
e ainda, o elemento da diagonal principal da matriz susceptância re-
ferente à barra i  pode ser modificada para contemplar a susceptância 
total do grupo gerador + transformador, isto é: 
  base, total, GD TR, , , , 1 ( )p pii s se nc ii e s e eB B q b b S    (4.60) 
devendo estas correções ser realizadas para todas as barras de inser-
ção dos empreendimentos.  
 Assim, com a obtenção dos vetores de injeções líquidas de potên-
cia ativa e reativa totais para o caso base, por nível de carga nc, sub-
estágio se e estágio s, pode-se agora empregar estes vetores no algo-
ritmo de Fluxo de Carga para o cálculo do estado de barras da rede. 
 Com a obtenção do estado da rede do caso base, pode-se então 
efetuar as correções finais das matrizes condutância e susceptância já 
obtidas, de modo a contemplar as cargas de barras modeladas como 
elementos shunts. Assim, para uma barra genérica m da, a diagonal 
principal das referidas matrizes podem agora ser modificadas para:  
 
 
carga
, , ,base,
, , , 2
base,
, , ,
( )
s se nc mp
mm s se nc mm
p
m s se nc
P
G G S
V
   (4.61) 
 
 
carga
, , ,base, base,
, , , , , , 2
base,
, , ,
( )
s se nc mp p
mm s se nc mm s se nc
p
m s se nc
Q
B B S
V
   (4.62) 
em que, base,, , ,
p
m s se ncV  é a tensão na barra m obtida pelo cálculo do Fluxo 
de Carga (MSP) para o caso base. 
 Logo, com as matrizes condutância e susceptância modificada, 
pode-se agora montar a matriz admitância de barra complexa, ou se-
ja: base, base, base,, , , , , ,[ ] [ ] [ ]
p p p
s se nc s se nc s se ncY G j B  . Assim, com a inversão desta 
matriz, pode-se finalmente obter a matriz impedância para um nível 
de carga nc do sub-estágio se de um estágio em estudo s do caso ba-
se, ou seja:  
1
base, base,
, , , ,[ ] [ ]
p p
s se nc s se ncZ Y

 . 
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 Conforme estratégia adotada para a obtenção do índice de SCC, 
seja então uma barra k da rede na qual o menor valor de tensão é ve-
rificado pelo cálculo do estado da rede via Fluxo de Carga, ou seja: 
 base, base,, , , , ,minp pk s se nc s se ncV V , onde base,, , ps se ncV  é o vetor de tensões obtido. 
Seja ainda base,, , ,
p
kk s se ncZ  o módulo da diagonal principal da matriz im-
pedância para a barra k. Logo, o valor da SCC para um nível de carga 
nc do sub-estágio se e estágio em estudo s será finalmente dado por: 
 
 
2
base,
, , ,caso base,
, , , base,
, , ,
3
( )
p
k s se ncp
k s se nc p
kk s se nc
V
SCC VA
Z
  (4.63) 
 Caso estudo: conforme também definido, o caso estudo corresponde 
à situação de carga e quantidade total de máquinas dos empreendi-
mentos verificado até o estágio em estudo s. Com o cálculo da quan-
tidade de máquinas totais de um empreendimento e no estágio s 
( total,,
p
e sq ), obtido na equação (4.10), pode-se, então, corrigir os veto-
res de injeção líquida de potências ativa e reativa por nível de carga 
nc, sub-estágio se e estágio s, de modo a contemplar a geração do 
empreendimento e, e permitir a modificação na matriz susceptância 
de barra. Logo, para a barra i de inserção na rede de um empreendi-
mento e, os vetores de injeção líquida para o caso estudo serão: 
 liq. , estudo, liq. total, nom, , , , , , , , , ( )
p p
i s se nc i s se nc e s e e e e nc e seP P q S FC FP fod fom W   (4.64) 
 
liq. , estudo, liq.
, , , , , ,
total, nom 2
, , ,1 ( )
p
i s se nc i s se nc
p
e s e e e e nc e se
Q Q
q S FC FP fod fom var
 
 
(4.65) 
e ainda, o elemento da diagonal principal da matriz susceptância re-
ferente à barra i  pode ser modificada para contemplar a susceptância 
total do grupo gerador + transformador, isto é: 
  estudo, total, GD TR, , , , ( )p pii s se nc ii e s e eB B q b b S    (4.66) 
 Assim, com a obtenção dos vetores de injeções líquidas de potên-
cia ativa e reativa totais por nível de carga nc, sub-estágio se e está-
gio s, pode-se, assim, empregar estes vetores no algoritmo de Fluxo 
de Carga (MSP) para a obtenção do estado de barras da rede.  
Como o caso estudo representa a situação de rede para o estágio 
em estudo s, consequentemente, a obtenção do estado de barra con-
siderando os empreendimentos em operação por nível de carga nc 
em cada sub-estágio se deste estágio possibilita a determinação do 
MODELO DE OTIMIZAÇÃO 
 
135 
vetor  , ,
p
s se ncV  de módulo das tensões complexas de barra da rede, 
empregado no cálculo dos índices de tensões de barra para teste de 
penalidade por violação do limite inferior de tensão. Concomitante-
mente, a determinação do estado de barras possibilita ainda a obten-
ção do vetor , ,
p
s se ncI  de módulo das correntes complexas de ramos da 
rede, usado nos índices de carregamento de ramos e teste de penali-
dade por violação dos limites de carregamento. O equacionamento 
para a obtenção destes valores é também abordado no Anexo A. 
Além disso, para a determinação da função objetivo de energia 
de perdas, o cálculo do estado de barras possibilita ainda obter as 
perdas de potência ativa ( perdas,, , ,
p
s se nc rP ) e reativa (
perdas,
, , ,
p
s se nc rQ ) para um ra-
mo genérico r = 1,...,nr  da rede (equacionamento também abordado 
no Anexo A). Logo, a somatória destes valores por ramos representa 
as perdas ativa e reativa totais da rede, ou seja:  
 perdas, total, perdas,, , , , ,
1
( )
rn
p p
s se nc s se nc r
r
P P W

   (4.67) 
 perdas, total, perdas,, , , , ,
1
( )
rn
p p
s se nc s se nc r
r
Q Q var

   (4.68) 
Assim, o cálculo da perda aparente total da rede por nível de 
carga nc referente ao sub-estágio se e estágio em estudo s, pode fi-
nalmente ser obtido por: 
    
2 2
perdas, total, perdas, total, perdas, total,
, , , , , , ( )
p p p
s se nc s se nc s se ncS P Q VA   (4.69) 
 Com o estado da rede, pode-se efetuar ainda as correções finais 
das matrizes condutância e susceptância paraa contemplar as cargas 
da rede modeladas como elementos shunts. Logo, para uma barra 
genérica m, a diagonal principal destas matrizes é modificada para:  
 
 
carga
, , ,estudo,
, , , 2
estudo,
, , ,
( )
s se nc mp
mm s se nc mm
p
m s se nc
P
G G S
V
   (4.70) 
 
 
carga
, , ,estudo, estudo,
, , , , , , 2
estudo,
, , ,
( )
s se nc mp p
mm s se nc mm s se nc
p
m s se nc
Q
B B S
V
   (4.71) 
onde estudo,, , ,
p
m s se ncV  é a tensão na barra m obtida pelo cálculo do Fluxo de 
Carga para o caso estudo. 
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 Assim, com as matrizes condutância e susceptância modificada, 
pode-se agora montar a matriz admitância de barra complexa, 
estudo, estudo, estudo,
, , , , , ,[ ] [ ] [ ]
p p p
s se nc s se nc s se ncY G j B  , e obter finalmente a matriz im-
pedância para um nível de carga nc do sub-estágio se de um estágio 
em estudo s do caso estudo, ou seja:  
1
estudo, estudo,
, , , ,[ ] [ ]
p p
s se nc s se ncZ Y

 . 
 Conforme estratégia adotada para a obtenção do índice de SCC, 
seja novamente a barra k da rede na qual o menor valor de tensão foi 
verificado para o caso base. Seja ainda estudo,, , ,
p
kk s se ncZ  o módulo da dia-
gonal principal da matriz impedância para a barra k do caso estudo. 
Logo, o valor da SCC para um nível de carga nc do sub-estágio se e 
estágio s para este caso pode será: 
 
 
2
estudo,
, , ,caso estudo,
, , , estudo,
, , ,
3
( )
p
k s se ncp
k s se nc p
kk s se nc
V
SCC VA
Z
  (4.72) 
 
4.6  TIPIFICAÇÃO DOS FATORES DE EMISSÃO  
 
 Para o cálculo do parâmetro de emissão equivalente total de CO2 
é necessário tipificar os fatores de emissão equivalente para cada fonte 
primária de energia de interesse neste trabalho. 
 A Tabela 4.3 mostra os chamados Fatores de Emissão (FE) dos 
Gases do Efeito Estufa (GEE) de fontes energéticas de interesse, consi-
derados típicos neste trabalho para a produção de energia elétrica. O 
Fator de Emissão de CO2 (segunda coluna da tabela) referente aos com-
bustíveis fósseis (óleo combustível, gás natural e carvão) foi obtido de 
(Friedleifsson et al., 2008), e das fontes renováveis (hidro, fotovoltaica e 
eólica) obtido de (Lenzen, 2008).  O FE para os demais GEE referentes 
aos combustíveis fósseis foi obtido de (Coelho et al., 2000) e, para as 
demais fontes, consideradas inexistentes. 
 Como neste trabalho a atividade de interesse definida na equação 
(3.30) refere-se à produção de energia elétrica, então a unidade de ener-
gia do Fator de Emissão dos gases CH4, NOx e N2O apresentado na Ta-
bela 4.3 (kJ) deve ser convertida para kWh. Para isto, será necessário o 
emprego dos conceitos Consumo Específico e Poder Calorífico: 
 Consumo Específico (CE) de um determinado combustível é a rela-
ção entre o montante verificado no consumo do mesmo e a respecti-
va energia produzida (no caso, elétrica), em um período de tempo. 
Unidades usuais: ton/kWh ou m
3
/kWh para gases combustíveis; 
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 O Poder Calorífico de uma substância (combustível ou alimento) é a 
quantidade de energia térmica liberada durante a combustão de uma 
determinada quantidade de massa da substância (ou de volume, no 
caso dos gases), sendo maior a energia contida quanto mais alto for o 
poder calorífico. Há dois tipos de Poder Calorífico: Superior (PCS) e 
Inferior (PCI). O PCS é dado pela soma da energia libertada na for-
ma de calor e a energia gasta na vaporização da água que se forma na 
reação de oxidação, e o PCI refere-se apenas à energia liberada na 
forma de calor. Como a temperatura dos gases de combustão é muito 
elevada, a água contida se encontra sempre no estado de vapor e, 
desse modo, pode-se considerar o Poder Calorífico Inferior. Unida-
des usuais: kJ/ton ou kJ/m
3
 para de gases combustíveis; 
 
Tabela 4.3: Fatores de emissão típicos de gases de efeito estufa para fontes 
energia empregadas na produção de energia elétrica (fontes diversas). 
Fonte primária  
de Energia 
FE  
(tCO2/kWh) 
FE (10
-9
 tgás/kJ) 
CH4 NOx N2O 
Óleo  
Combustível 
8,93 x 10
-4
 0,0007 0,201 0,0 
Gás Natural 5,99 x 10
-4
 0,006 0,187 0,0 
Carvão 9,55 x 10
-4
 0,0007 0,326 0,0008 
Hidro 1,50 x 10
-5
 0,0 0,0 0,0 
Fotovoltaica 10,6 x 10
-5
 0,0 0,0 0,0 
Eólica 2,10 x 10
-5
 0,0 0,0 0,0 
 
 O produto CE  PCI expressa, dessa forma, a quantidade de ener-
gia térmica produzida (kJ) por cada unidade de energia elétrica gerada 
(kWh), devido a uma unidade de consumo do combustível (m
3
 ou ton). 
Assim, com o cálculo CE  PCI  FE obtém-se a quantidade emitida de 
determinado gás (ton) por cada unidade de energia elétrica produzida 
(kWh), devido à quantidade de consumo do combustível (m
3
 ou ton) ne-
cessário para gerar cada unidade de energia térmica (kJ).  
 A Tabela 4.4 a seguir, mostra os valores obtidos com base em 
dados apresentados em (Coelho et al., 2000). Os valores de Consumo 
Específico foram obtidos com base na relação entre os dados apurados 
de consumo anual dos combustíveis fósseis para o ano de 1998 no Brasil 
(em ton/ano ou m
3
/ano para o gás natural) e a respectiva produção de 
energia elétrica no período (em kWh/ano), sendo que para o cálculo do 
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CE do óleo combustível, considerou-se ainda sua massa específica em 
0,908 ton/m
3
. Para os valores de Poder Calorífico Inferior, cujos dados 
apresentados em (Coelho et al., 2000) estão na unidade caloria, foi em-
pregada a relação 1 kcal = 4,184 kJ. Com estes dados e empregando a 
equação anteriormente discutida, a Tabela 4.4 apresenta, então, o Fator 
de Emissão de GEE dos combustíveis fósseis de interesse em kWh. 
 
Tabela 4.4: Consumo Específico, Poder Calorífico Inferior e Fatores de Emissão 
dos combustíveis fósseis de interesse (fontes diversas). 
Combustível CE PCI 
FE (10
-7
 tgás/kWh) 
CH4 NOx N2O 
Óleo  
Combustível 
2,724 x 10
-4
  
ton/kWh 
4,0 x 10
7 
 kJ/ton 
0,762 21,9 0,0 
Gás  
Natural 
0,3  
m
3
/kWh 
3,58 x 10
4
  
kJ/m
3 0,682 21,3 0,0 
Carvão 
8,15 x 10
-4
 
ton/kWh 
1,67 x 10
7
 
kJ/ton 
0,955 44,5 1,09 
  
 Como os GEE têm efeitos diversos no clima, pode-se estabelecer 
uma padronização em relação ao CO2, denominado Potencial de Aque-
cimento Global (Global Warming Potential – GWP), baseado na efici-
ência radiativa (habilidade de absorver o calor) e na meia-vida de uma 
mesma quantidade de cada gás acumulado em um certo período de tem-
po (normalmente 100 anos). A Tabela 4.5 a seguir mostra o Potencial de 
Aquecimento Global dos GEE de interesse neste trabalho. 
  
Tabela 4.5:  Potenciais de aquecimento global de alguns GEE. 
GEE GWP 
CO2
 
1,0 
CH4 23 
NOx 7,0 
N2O 298 
 
 O GWP de um gás representa, então, quanto este contribui para o 
efeito estufa em 100 anos, comparada com a mesma quantidade de CO2 
emitida no mesmo período. Assim, como o GWP CO2 é fixado em 1, 
então para o metano, por exemplo, pode-se considerar que 1 unidade de 
massa de metano contribui o mesmo que 23 unidades de massa de CO2. 
MODELO DE OTIMIZAÇÃO 
 
139 
 Desse modo, através do conceito de Potencial de Aquecimento 
Global, pode-se converter o Fator de Emissão dos gases para o seu equi-
valente em CO2 através da equação: FEgás  GWPgás. Desse modo, a Ta-
bela 4.6 apresenta o Fator de Emissão de todos os gases de interesse 
convertidos ao respectivo CO2 equivalente. Como todos os gases estão 
na mesma referência, pode-se conceber, assim, um conceito de Fator de 
Emissão Total (FET), obtido através da equação: 
 2( / )
equiv
gásFET FE tCO kWh   (4.73) 
 Finalmente, com os Fatores de Emissão Total, conjuntamente 
com a equação (3.30), pode-se, desse modo, calcular o parâmetro Total 
de Emissões Equivalentes de CO2, obtido com a equação (4.24). 
 
Tabela 4.6:  Fatores de Emissão de CO2 equivalente total. 
Fonte  
primária  
de energia 
FE 
5
2(10 )
equiv
tCO kWh  FET 
5
2(10 )
equiv
tCO kWh  CO2 CH4 NOx N2O 
Óleo  
Combustível 
89,3 0,175 1,53 0,0 91,0 
Gás Natural 59,9 0,157 1,49 0,0 61,5 
Carvão 95,5 0,220 3,11 3,25 102,0 
Hidro 1,50 0,0 0,0 0,0 1,50 
Fotovoltaica 10,6 0,0 0,0 0,0 10,6 
Eólica 2,10 0,0 0,0 0,0 2,10 
 
4.7  ADEQUAÇÃO DE MÉTRICAS  
 
 Para as necessidades desta modelagem, que envolve o cálculo de 
funções objetivo com valores numéricos e unidades métricas distintos, 
optou-se por normalizar o cálculo das métricas empregadas neste traba-
lho (Maximin e aproximação Max-Min), para atenuar a sensibilidade 
das mesmas em relação às escalas das coordenadas do espaço objetivo. 
 
4.7.1 Adequação da Estratégia Maximin 
 
 O cálculo da métrica Maximin, apresentada na equação (3.16), 
dependerá fortemente das escalas de valores das funções objetivo, o que 
pode influenciar as conclusões advindas de seus valores. Para exemplifi-
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car, a Figura 4.6-a apresenta um conjunto de soluções em um espaço de 
funções objetivo com escalas distintas. Observa-se, então, que o ponto C 
qualifica-se como a partícula de melhor fitness Maximin do conjunto de 
soluções, encobrindo o fato da mesma se localizar em uma região mais 
populosa. Desse modo, para atenuar este problema, optou-se então por 
adotar um fator de normalização para esta métrica. 
 
 
  (a)                                                     (b) 
A (-3) 
B (-1) 
C (-100) 
f2 
0    1    2    3    4     5    6 
 
500 
600 
400 
300 
200 
100 
0 
D (1) 
f1 
A (-0,75) 
 -f2 
f1 0    1    2    3    4     5    6 
 
-100 
0 
-200 
-300 
-400 
-500 
-600 
D (0,25) 
C (-0,25) 
D (-0,25) 
 
Figura 4.6: Adequação da métrica Maximin: (a) problema com escalas dis-
tintas; (b) resultados com a normalização da métrica adotada. 
 
 Seja, então, um espaço de funções objetivo m-dimensional e um 
conjunto de n soluções não-dominadas. Como os extremos destas fun-
ções estão definidos, então a normalização emprega a diferença entre 
estes valores máximo e mínimo de cada função objetivo, e o cálculo da 
métrica Maximin de uma solução qualquer i será determinado por: 
 
1 1 2 2
max min max min1, ,1, ,
1 1 2 2
max min
max min , ,
,
i j i j
i
j ni n
j i
i j
m m
m m
f f f f
f f f f
f f
f f
Maximin



    
 
 
  
 
   
 (4.74) 
onde j forma os possíveis pares de pontos do conjunto com a solução i. 
 Outra particularidade da estratégia Maximin refere-se à sua apli-
cação restrita a problemas de minimização. Como esta modelagem en-
volve também maximização de funções, então o emprego da correspon-
dência: maximizar f(x) = mininimizar -
 
f(x), não deve afetar o cálculo da 
métrica redefinida na equação (4.74). Para exemplificar, a Figura 4.6-b 
apresenta um conjunto de soluções no espaço de funções objetivo que, 
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além de escalas distintas, envolve a maximização de uma função f2 ajus-
tada para problema de minimização (sinal negativo). Observa-se, então, 
que os valores obtidos se mostram em acordo com as propriedades dese-
jáveis do Maximin como medida de fitness de problemas multiobjetivos. 
 
4.7.2 Adequação da Métrica de Desempenho 
 
 Para a métrica de desempenho adotada (Spacing metric), empre-
gada para a avaliação do conjunto de fronteira, com base na análise da 
equação (3.18) pode-se observar que o cálculo do fator di de cada ponto 
de um conjunto de soluções não-dominadas, também depende grande-
mente das escalas de valor das funções objetivo, sendo que as de maior 
montante influenciarão fortemente o resultado da métrica. Este proble-
ma pode ser constatado para o conjunto de quatro pontos mostrados na 
Figura 4.7-a (fator di entre parênteses), onde o resultado da métrica (va-
lor obtido = 96,7) se encontra grandemente distante do valor nulo, o que 
pode ser erroneamente concluído, segundo a interpretação desta métrica 
anteriormente vista, como um conjunto com grau de espalhamento mui-
to pobre. Desse modo, para atenuar este problema, neste trabalho optou-
se novamente em adotar um fator de normalização. 
 
 f2 
f1 0    1    2    3    4     5    6    7 
 700 A (1,00) 
B (0,33) 
 600 
 500 
 400 
 300 
 200 
 100 
     0 
C (0,33) 
C (0,67) 
f2 
f1 0    1    2    3    4     5    6    7 
 700 A (303) 
B (101) 
 600 
 500 
 400 
 300 
 200 
 100 
     0 
C (101) 
C (202) 
  (a)                                                   (b)   
Figura 4.7: Adequação da métrica de desempenho: (a) problema com esca-
las distintas; (b) resultados com a normalização do fator di. 
 
 Sejam, então, um espaço de funções objetivo m-dimensional e um 
conjunto qualquer com n soluções não-dominadas. Desse modo, como 
os extremos de cada função objetivo são conhecidos, então a avaliação 
de desempenho deste conjunto pela métrica de espalhamento (S), dada 
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pela equação (3.17), pode ser ajustada por meio dos fatores di , que pas-
sam a ser determinados através da seguinte equação: 
 
1 1 2 2
max min max min max min1, ,
1 1 2 2
min
i j i j i j
m m
i
j n
m mj i
f f f f f f
d
f f f f f f

   
    
   
 
 (4.75) 
 Para exemplificação da viabilidade desta normalização, calculan-
do-se a métrica para o mesmo conjunto de pontos com esta adequação 
(fator di entre parênteses dado na Figura 4.7-b), observa-se então que o 
resultado da métrica de espalhamento (valor obtido = 0,32) se mostra 
mais condizente com a interpretação esperada. 
 
4.8  MODELO DE DECISÃO ADOTADO 
 
 Como mencionado no Capítulo 3, o modelo de decisão adotado 
neste trabalho consiste de uma análise de decisão ex-post baseada no 
conceito de função de valor aplicado ao conjunto de soluções não-
dominadas obtido pelo algoritmo de solução multiobjetivo empregado 
(MOPSO). Desse modo, as seguintes especificações foram adotadas pa-
ra a tomada de decisão do problema: 
1) Para representar o comportamento de um decisor perante o julgamen-
to das alternativas em competição (no caso, o conjunto de soluções 
não-dominadas) em relação aos níveis de impacto apresentado por 
cada critério de desempenho (no caso, as funções objetivo), entende-
se que uma função do tipo exponencial se mostra bastante intuitiva e 
simples para um decisor expressar matematicamente seus juízos de 
valor com relação ao seu comportamento avesso, indiferente ou pro-
penso perante um critério de decisão. Como neste trabalho optou-se 
por modelar as funções objetivo como critérios de minimização, en-
tão optou-se pelo emprego da função de valor exponencial apresen-
tada na equação (4.76), que foi definida com base na equação (3.22). 
Esta função expressa as preferências do decisor quando estas decres-
cem com o aumento dos níveis de impacto do critério, ou seja, para 
problemas de minimização. Novamente, como maximizar f(x) = mi-
nimizar –f(x), então a mesma pode ser utilizada também para pro-
blemas de maximização, bastando inverter o seu sinal. Com isso, o 
valor da constante exponencial () para os comportamentos avesso e 
propenso mantém o sinal em relação aos critérios de minimização. 
 
max max min( ) ( )
1
( ) , 1,..., ; 1,...,
1
j ij ij ij ij
j
a a a a
j ij
e
v a i n j m
e


 

  

 (4.76)  
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em que, n é o número de alternativas de solução não-dominadas em 
competição e m é o número de funções objetivo. 
 Além disso, esta equação pode ser empregada de modo generalista 
pois, para expressar também o comportamento indiferente do deci-
sor, pode-se simplesmente especificar um valor para a constante ex-
ponencial próximo a zero, como por exemplo,  = 10–3. 
2) Para determinar o valor da constante exponencial, será neste trabalho 
empregado o procedimento presente em (Garvey, 2009) e também 
abordado no Capítulo 3. Logo, a obtenção do parâmetro j da j-ésima 
função objetivo consiste em especificar um nível de impacto medja , 
para o qual a sua atratividade corresponde ao valor de preferência 0,5 
para o decisor, e resolver a seguinte equação: 
  
min max min( ) ( )
1
0,5
1
med
j j ij ij ij
j
a a a a
med
j j
e
v a
e


 

 

 (4.77) 
em que a única incógnita é a constante exponencial j . 
 A Figura 4.8 resume, então, o comportamento da função de valor 
referente à equação (4.76), que mostra os aspectos de sinal da cons-
tante exponencial  para expressar os comportamentos avesso, indi-
ferente e propenso de problemas de minimização e maximização, 
quando da especificação de um valor a
med
 de média preferência. 
 
 
avesso 
1,0 
0 
v(a) 
Problemas de minimização 
0,5 
a
med
 < a
central
 
 > 0 
indiferente 
propenso 
a
min
                                     a
max
      a 
a
med
 > a
central
 
 < 0 
1,0 
0 
v(a) 
Problemas de maximização 
0,5 
a
med
 < a
central
 
 > 0 
a
med
 > a
central
 
 < 0 
avesso 
a
med
 = a
central
  0 
a
min
                                      a
max
       a a
med
= a
central
 
  0 
 
Figura 4.8: Esquematização das considerações adotadas neste trabalho para 
função de valor exponencial empregada. 
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3)  Em relação às taxas de substituição das funções objetivo, neste traba-
lho será adotado um procedimento simples, em que considera-se o 
decisor apto a julgar quantas vezes um critério é preferível a outro, 
ou seja, a razão entre suas taxas. Assim, sejam 1w , 2w  e 3w  as taxas 
de substituição para as funções objetivo FO1, FO2 e FO3, respecti-
vamente. Como exemplo, suponha o decisor estabelecendo as se-
guintes relações entre as taxas: 1 2 12w w p  e 1 3 13w w p , onde, por 
dedução, se conclui que: 2 3 23 13 12w w p p p  . Como a relação 
1 2 3 1w w w    tem que ser respeitada, então tem-se: 
1 1
1 2 3 1
12 13
1 1
w w
w w w w
p p
         
Desse modo, as taxas de substituição 1w , 2w  e 3w  serão então cal-
culadas, respectivamente, por: 
 12 131
12 13 12 13
p p
w
p p p p

 
 (4.78) 
 132
12 13 12 13
p
w
p p p p

 
 (4.79) 
 123
12 13 12 13
p
w
p p p p

 
 (4.80) 
4) A solução final do problema multiobjetivo será determinada neste 
trabalho por meio de um método de não preferência (aproximação 
Max-min), bem como por meio das funções de síntese de agregação 
aditiva e produtiva, ambos vistos no Capítulo 3, para estudo e com-
paração dos resultados alcançados. Assim, nas funções de agregação, 
a seguir novamente apresentadas, são empregadas as taxas de substi-
tuição determinadas com o procedimentos visto no item c). 
 
1 1
( ) , . . 1,0
m m
i j j ij j
j j
V w v a s a w
 
    (4.81) 
 
11
[ ( )] , . . 1,0j
m m
w
i j ij j
jj
V v a s a w

   (4.82) 
5)  Para o teste de sensibilidade da solução final com relação às taxas de 
substituição, será empregado o procedimento visto no Capítulo 3, no 
qual uma varredura em uma das taxas é estabelecido e o seu impacto 
no respectivo valor das demais é determinado. Assim, sejam nova-
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mente as relações entre taxas de substituição estabelecidas inicial-
mente por um decisor: (0) (0)1 2 12w w p  e  
(0) (0)
1 3 13w w p , ou seja, 
(0) (0)
2 3 13 12w w p p . Logo, para uma varredura das taxas, tem-se: 
5.1) Supondo uma alteração na taxa de substituição (0)1w  para um va-
lor (1)1w
(0) (1)
1 1( )w w . Desse modo, as demais taxas atingirão 
os valores (1)2w  e 
(1)
3w , respectivamente, para que a identidade 
(1) (1) (1)
1 2 3 1w w w   seja satisfeita. Além disso, para manter o 
julgamento estabelecido pelo decisor sobre os critérios, então a 
razão entre os pesos (1)2w  e 
(1)
3w  deverá ser mantida, isto é, 
(1) (1) (0) (0)
2 3 2 3 13 12w w w w p p  . Assim, os novos valores para 
estas taxas serão determinados por:  
 
(1)
(1) 13 1
2
12 13
(1 )p w
w
p p



 (4.83) 
 
(1)
(1) 12 1
3
12 13
(1 )p w
w
p p



 (4.84) 
5.2) Analogamente, supondo a alteração na taxa (0) (1)2 2w w , então 
(1) (1) (0) (0)
1 3 1 3 13w w w w p  e as outras taxas serão dadas por: 
 
(1)
(1) 13 2
1
13
(1 )
1
p w
w
p



 (4.85) 
 
(1)
(1) 2
3
13
1
1
w
w
p



 (4.86) 
5.3) Analogamente, supondo a alteração na taxa (0) (1)3 3w w , então 
(1) (1) (0) (0)
1 2 1 2 12w w w w p   e as outras taxas serão dadas por: 
 
(1)
(1) 12 3
1
12
(1 )
1
p w
w
p



 (4.87) 
 
(1)
(1) 3
2
12
1
1
w
w
p



 (4.88) 
6) Para a avaliação do grau de agrupamento do conjunto de soluções 
não-dominadas obtido pelo algoritmo de solução adotado (MOPSO), 
será utilizado medida de desempenho a métrica de espalhamento de 
vetores (Spacing metric), vista no item (4.7.2. 
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4.9  ALGORITMO DE SOLUÇÃO MOPSO ADOTADO 
 
 Para o processo de solução do problema proposto neste trabalho, 
a determinação do algoritmo de programação inteira multiobjetivo estru-
turado no método Enxame de Partículas (MOPSO), foi baseada na análi-
se bibliográfica apresentada no Capítulo 3, e consiste no emprego de 
três medidas de avaliação de desempenho como forma de seleção das 
soluções eficientes durante o processo iterativo:  
1. Fitness de dominância: tem como objetivo a observação da relação 
de dominância entre as soluções potenciais, determinada pelo cálculo 
das funções objetivo do problema e julgada pela métrica Maximin; 
2. Fitness de factibilidade: tem como objetivo determinar a viabilida-
de das soluções, julgada pelas restrições de adequação e penalização; 
3. Fitness de grau de agrupamento das soluções: tem como objetivo 
a observação do grau de aglomeração das soluções do conjunto de 
fronteira, julgado pelo valor em módulo da métrica Maximin. 
 Para o algoritmo de solução multiobjetivo implementado, as se-
guintes considerações foram adotadas: 
 Como o processo de solução, em suma, busca uma varredura exaus-
tiva do espaço de decisão, o número máximo de iterações (k
max
) é 
empregado como critério de parada do processo de solução; 
 As tarefas de teste de dominância, escolha do gBest de cada partícula 
e controle da diversidade e do tamanho conjunto de soluções não-
dominadas é executado com a estratégia Maximin; 
 O conjunto de soluções não-dominadas (fronteira) é mantido em um 
arquivo durante o processo iterativo, que sofre alterações em seu ta-
manho e pode crescer até um limite máximo NFP de soluções; 
 Antes da atualização do arquivo de fronteira, é realizado uma busca 
para detectar partículas que contenham apenas zeros ou repetidas, as 
quais são penalizadas para não serem acrescentadas ao arquivo; 
 A cada iteração, as partículas do enxame atual são acrescentadas ao 
arquivo e a dominância das soluções deste conjunto expandido é tes-
tada através do cálculo do Maximin. Com este resultado então as so-
luções inferiores (dominadas) são retiradas do arquivo; 
 O arquivo resultante é re-classificado segundo o fitness Maximin de 
cada partícula, do menor (melhor) para o maior valor (pior). Esta 
classificação é primeiramente utilizada para limitar o tamanho do ar-
quivo, caso este exceda o limite estabelecido em NFP de soluções; 
 A escolha do gBest é realizada com a determinação de um conjunto 
correspondente a uma porcentagem previamente especificada (tXg) 
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das primeiras soluções do arquivo re-classificado. O gBest é então 
escolhido por um sorteio empregando o método da roleta viciada; 
 A atualização do pBest de cada partícula é realizada por teste de do-
minância e um sorteio simples é utilizado no caso de indiferença  en-
tre a partícula e seu respectivo pBest (ambos são não-dominados); 
 Para propiciar uma maior varredura do espaço de decisão e melhorar 
o desempenho do MOPSO adotado, é empregado um mecanismo de 
mutação
5
 baseado em uma taxa txmut (pu) previamente definida e o 
sorteio de um número uniformemente randômico. O mecanismo de 
mutação é utilizado após a correção de velocidade e posição do en-
xame para garantir que a “pluralidade genética” propiciada por este 
artifício esteja presente na próxima “geração” (iteração); 
 As restrições de penalização são testadas antes da construção do ar-
quivo externo, de modo a piorar o fitness Maximin de partículas com 
limites violados para que estas não sejam escolhidas como pontos de 
fronteira. As restrições de adequação, por sua vez, são testadas após 
o mecanismo de mutação (e, por conseguinte, após a correção de ve-
locidade e posição do enxame) para o teste de factibilidade da nova 
população e antes de um novo cálculo das funções objetivo. 
 Assim, com base nestas considerações, a seguir é apresentado o 
algoritmo do MOPSO adotado para a solução do modelo matemático 
apresentado neste trabalho. Para melhor elucidar as diversas técnicas 
empregadas no algoritmo de solução adotado,  na Figura 4.9 é apresen-
tado a concatenação de metodologias destre trabalho e na Figura 4.10 é 
apresentado um fluxograma simplificado do processo de solução 
1) Inicializações (k  = 0): 
1.1) Especificar parâmetros do MOPSO: tamanho do enxame (np), 
número de iterações máxima (k
max
), taxas de aprendizagem 
cognitiva (c1) e social (c2) , fatores de peso inercial máximo 
(
max
) e mínimo (
min
), número máximo de soluções de frontei-
ra (NFP), taxa de mutação (txmut) e porcentagem de soluções de 
fronteira com melhor fitness Maximin (tXg); 
1.2) Gerar randomicamente as partículas do enxame inicial (quanti-
dade de máquinas por empreendimento e por estágio): adotou-
se neste trabalho a estratégia de distribuir nos estágios a quanti-
                                                        
5
 O mecanismo de mutação é também aqui é emprestado da teoria dos Algo-
ritmos Genéticos e consiste na alteração randômica de genes do código ge-
nético da variável de decisão. 
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dade máxima de máquinas de cada empreendimento, ponderada 
por uma variável randômica rd, onde cada “gene” de uma partí-
cula , (o)pQM  é determinado segundo a equação: 
 
max
, (o)
, ; 1, , 1, , 1,
p e
e s e s p
s
q
q round rd e n s n p n
n

 
    
 
 (4.89) 
em que, rd  [0,1] e round é o operador matemático de arre-
dondamento de resultado. Como as restrições do problema não 
são tratadas neste ponto do algoritmo, então ocorre que algumas 
das partículas podem não ser factíveis; 
1.3) Especificar a matriz de velocidade inicial das partículas:  
, (o) 0pV   
1.4) Inicializar vetor de fitness (funções objetivo) do pBest (FOp) de 
cada partícula p, adotando um valor elevado: 
,(o) ,(o) ,(o) ,(o) 15
1 2 3 10
p p p pFOp FOp FOp FOp     
1.5) Inicializar os arquivos de armazenamento do conjunto de solu-
ções não-dominadas como conjunto vazios:  
(o) [ ]FP part     e   
(o) [ ]FP fo   
2) Enquanto k < k
max
, fazer: 
2.1) Para cada partícula p do enxame atual, fazer: 
2.1.1) Calcular a somatória a valor presente (estágio 0) dos pa-
râmetros econômicos, técnicos (empregando um fluxo de 
carga baseado no MSP) e ambientais por nível de carga 
(nc = 1,2,3), por empreendimento (e = 1,...,ne), por sub-
estágio (se = 1,...,12) e por estágio (s = 1,...,ns). Obter en-
tão o novo vetor das funções objetivo: 
,( ) ,( ) ,( ) ,( )
1 2 3
p k p k p k p kFO FO FO FO     
2.1.2)  Verificar as restrições técnicas de penalização: se algum 
dos limites é violado, multiplicar as funções objetivo 
(fitness de dominância) por 10
10
; 
2.1.3)  Atualizar pBest: se determinada partícula ,( )p kQM  for 
não-dominada em relação ao seu pBest ( ,( )p kQMp ), en-
tão proceder a verificação: 
a) Se ,( )p kQM  for dominante, fazer:  
,( ) ,( )p k p kQMp QM     e    ,( ) ,( )p k p kFOp FO  
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b) Se ,( )p kQM  for indiferente, realizar um sorteio sim-
ples para determinar se o pBest será ou não atuali-
zado. Se satisfeito, proceder como no item a); 
2.2) Exapndir o arquivo de soluções não-dominadas atual com a in-
clusão do enxame de partículas atual: 
( ) ,( )k p kFP part QM    e  
( ) ,( )k p kFP fo FO   
2.3) Calcular o fitness Maximin das partículas do arquivo externo:  
( ) ( )( )k kj jFit = Maximin FP fo  
em que, j = 1, ... , narq, em que narq é o número de partículas pre-
sentes no arquivo externo neste momento.  A seguir, fazer: 
2.3.1)  Classificar o  fitness Maximin das partículas em ordem 
crescente e, com os índices da re-ordenação, classificar 
os arquivos externos ( )kFP part  e 
( )kFP fo ; 
2.3.2) Adequar a fronteira atual: extrair as soluções dominadas 
de ( )kFP part e 
( )kFP fo  (
( ) 0kjFit  ). Se o número de 
soluções restantes for ainda superior ao limite (NFP), en-
tão retirar os últimos elementos de ( )kFP part e 
( )kFP fo  
até que a dimensão dos mesmos se reduza a  NFP; 
2.4) Especificar o gBest de cada partícula: com o arquivo ( )kFP part  
re-ordenado, proceder: 
2.4.1) Formar um arquivo auxiliar com as primeiras tXg  NFP  
partículas do arquivo, ou utilizar toda a fronteira caso o 
número de elementos seja menor que este valor; 
2.4.2) Especificar o gBest de cada partícula p do enxame atual 
( ,( )p kQMg ), através do sorteio de uma solução do arqui-
vo auxiliar baseado no método da roleta viciada, onde 
cada “fatia” é proporcional ao fitness Maximin das partí-
culas do arquivo auxiliar; 
2.5) Atualizar matrizes de velocidade, equação (3.5), e posição do 
enxame, equação (3.14). Corrigir o fator de peso inercial: 
0,5 (1 )rand   , rand  [0,1]. 
2.6) Aplicar o mecanismo de mutação: para cada partícula do enxa-
me e cada estágio, sorteia-se um empreendimento e um número 
Nsort, ambos de forma uniformemente randômica. A seguir o 
número sorteado Nsort é comparado com a taxa de mutação txmut 
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e testa-se: se Nsort < txmut então uma unidade é acrescentada à 
quantidade de máquinas do empreendimento sorteado; 
2.7) Verificar restrições adequação para cada partícula p do novo en-
xame: se algum limite é violado, proceder os ajustes no código 
genético da partícula, basedo nos procedimentos vistos no item 
(4.4.1, até que todas as restrições sejam satisfeitas;   
2.8) Fazer  k = k + 1 e voltar ao passo 2.1. 
3) Saída de resultados: considerar o último arquivo do processo iterati-
vo, 
max( )kFP part  e 
max( )kFP fo , como solução do MOPSO. Proceder: 
3.1) Determinar o grau de agrupamento do conjunto de fronteira com 
a métrica de desempenho (Spacing Metric); 
3.2)  Obter da solução final por aproximação Max-Min; 
3.3)  Adotar a função matemática exponencial como função de valor 
de cada critério de decisão, especificar o comportamento do de-
cisor perante cada critério (avesso, indiferente ou propenso); 
3.4) Determinar as taxas de substituição; 
3.5) Empregar as função de agregação e obter a solução final;  
3.6) Realizar teste de sensibilidade com as taxas de substituição. 
 
 
MÉTRICA MAXIMIN MSP e cálculo de SCC 
MOPSO: obtenção de um conjunto de soluções não dominadas 
AJUSTE DA CONCAVIDADE DAS FUNÇÕES DE VALOR  
(definição da constante exponencial ) 
DEFINIÇÃO DAS TAXAS DE SUBSTITUIÇÃO DAS FUNÇÕES DE VALOR 
(julgamento do decisor em relação à razão entre as taxas) 
OBTENÇÃO DE SOLUÇÃO DE SÍNTESE 
- Função de agregação aditiva e produtiva 
- Aproximação Max-Min 
ANÁLISE DE SENSIBILIDADE 
(Método da razão) 
 
Figura 4.9: Concatenamento de metodologias do trabalho. 
MODELO DE OTIMIZAÇÃO 
 
151 
 
Leitura de dados (sistema teste, dados da 
carteira de projetos e parâmetros do MOPSO)
Inicializações (k = 0): dados do enxame inicial
p = 1,...,np
Teste 1: restrições de penalização
Expandir arquivo de fronteira com inclusão do enxame, 
calcular Maximin e adequar fronteira
Atualizar gBest
Teste 2: restrições de adequação
Realizar 
análise de 
decisão
FIM
INICIO
S
k < k
max
 ? N
Atualizar pBest
Calcular velocidade e atualizar enxame
Aplicar mecanismo de mutação
Calculo dos parâmetros econômicos, 
técnicos e ambientais das funções objetivo
s = 1,...,ns
se = 1,...,12
e = 1,...,ne
nc = 1,2,3
Cálculo dos fatores técnicos
Cálculo do fluxo de carga
Determinar funções objetivo
Saída de 
resultados
 
Figura 4.10: Fluxograma simplificado do algoritmo de solução do problema 
multiobjetivo adotado. 
 
 5.   APLICAÇÃO  E  ANÁLISE  DE  RESULTADOS 
 
 Este capítulo tem como objetivo apresentar os resultados e análi-
ses obtidos com a implementação computacional da metodologia multi-
objetivo de solução do problema de planejamento referente à busca de 
estratégias ótimas de inserção de empreendimentos provenientes de uma 
carteira de projetos em Geração Distribuída, proposta deste trabalho, e, 
como estudo de caso, aplicada a um problema teste constituído por uma 
rede de distribuição e uma carteira de projetos fictícios.  
 
5.1  DADOS DO ESTUDO DE CASO 
 
 A concepção do problema teste consiste na descrição dos diver-
sos dados especificados para a rede elétrica em estudo e da carteira de 
projetos em GD, bem como dos parâmetros referentes ao algoritmo mul-
tiobjetivo aplicado e ao modelo de decisão adotado.  
 
5.1.1 O Sistema Teste 
 
 O sistema teste consiste em uma rede de distribuição elétrica 
constituída por 192 nós (barras) e 191 ramos, obtida com base em ajus-
tes nas demandas de barra e impedâncias de ramos realizados em uma 
rede elétrica real da concessionária local. A Figura 5.1. mostra um es-
quema unifilar da rede teste, com a indicação de algumas barras por mo-
tivos estéticos, e um compêndio dos dados especificados para este sis-
tema se encontra no Apêndice A este trabalho. 
 
 
Figura 5.1: Esquema espacial da rede teste com 192 barras e 191 ramos. 
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 A configuração da rede no estágio 0 constitui-se apenas por bar-
ras de carga (tipo PQ), com exceção da barra da subestação (barra 1, 
modelada como tipo V), com uma carga aparente total de 8735 kVA.  
 Para mitigar o impacto dos geradores distribuídos na proteção da 
rede de inserção, optou-se por especificar o limite da elevação da capa-
cidade de curto-circuito em 200% dos valores iniciais. Desse modo, o 
índice de máxima elevação da SCC  foi fixado em: I
SCC,max 
 =  3. 
 Para os fatores de nível de carga diária, considerou-se que os da-
dos de demanda de barra originais do sistema teste referem-se ao nível 
médio de carga e, para os níveis leve e pesado, adotou-se como regra um 
ajuste em 20% para baixo para cima deste valor. Desse modo, os fatores 
de nível de carga diária foram definidos como:  fncnc = [0,8  1,0  1,2]. 
 Com base na projeção de crescimento da economia brasileira di-
vulgado pelo governo federal para os próximos anos, estipulada a uma 
taxa anual de 5%, considerou-se que esta projeção será refletida no con-
sumo de energia elétrica em todas as classes de consumidores. Assim, 
baseado nesta estimativa de crescimento anual da demanda em 5%, ado-
tou-se então uma taxa de expansão de carga mensal tec = 0,44%, sendo 
os dados de carga originais das barras do sistema teste  definidos como a 
demanda de barra no estágio inicial do período de planejamento. 
 
5.1.2 A Carteira de Empreendimentos em Geração Distribuída 
 
 Para compor um exemplo abrangente de parâmetros de custos, 
preços, operação mensal e diária e demais dados correlatos, foi conside-
rada uma carteira de projetos constituída por 06 empreendimentos de 
geração provenientes de fonte primária distintas, compreendendo fontes 
renováveis (eólica, micro-central hidroelétrica, solar fotovoltaica) e 
combustíveis fósseis (gás natural, óleo combustível e carvão). Com ex-
ceção da solar fotovoltaica, que representa ainda um recurso promissor, 
estas escolhas basearam-se no fato de empreendimentos com estas fon-
tes têm sido ofertados nos leilões promovidos pelo órgão regulador na 
última década, além de que seus dados de projetos (custos, preços da 
energia, fator de capacidade, etc.) estarem mais sedimentados e poderem 
ser tipificados mais satisfatoriamente. Desse modo, com relação à bio-
massa, apesar desta ter sido bastante ofertada netes leilões, não se consi-
derou esta fonte na carteira devido aos dados escassos e à complexidade 
na especificação de seus parâmetros, pois para empresas que empregam 
co-geração, por exemplo, a energia elétrica normalmente é um produto 
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secundário ofertado pela empresa, sendo que esta opera mais em função 
de suas necessidades de vapor/calor do que de eletricidade. 
 Na tipificação dos custos e preço de venda de energia dos empre-
endimentos da carteira de projetos em GD, apresentados a seguir, quan-
do não informado a fonte, refere-se a dados consultados e coletados jun-
to a uma empresa de projeto e construção de empreendimentos de gera-
ção elétrica. A potência aparente unitária das máquinas foi especificada 
dentro das faixas de capacidades típicas apresentadas na Tabela 2.3.  
 Além disso, com relação à conversão de unidades monetárias, 
foram adotadas as seguintes relações cambiais (baseadas em cotações 
apuradas em 15/01/2011): 1,0 US$ = 1,79 R$ e 1,0 € = 2,52 R$.  
 Nos itens apresentados a seguir são, então, detalhados os diversos 
parâmetros de custos, preços e fatores diversos para os empreendimen-
tos considerados na carteira de projetos do problema teste: 
 Empreendimento 1: projeto de geração de fonte eólica compreen-
dendo 12 máquinas de 70 kVA cada, sem suporte de reativos e a ser 
inserida na barra 51 (local do suposto recurso natural). 
o Custo de instalação: valor típico em 4000 R$/kW instalado; 
o Custo de O&M: o preço do insumo energético é nulo. Logo, o va-
lor considerado será nulo; 
o Custo fixo: valor típico em 2,5 milhões de reais anuais para cada 
100 MW, o que consiste no valor adotado de 25 R$/kW_inst_ano; 
o Fator de capacidade: segundo (Freris e Infield, 2008), o valor 
médio da fonte eólica reside em torno de 45%. Valor típico ado-
tado neste trabalho: 50% ou 0,5; 
o Fatores de operação diária e mensal: sendo o empreendimento 
não despachável, considerou-se que este poderá fornecer sua po-
tência média (referente ao seu fator de capacidade) sem limita-
ções de geração diária ou mensal (fatores binários = 1), isto é, o 
empreendimento é sempre escalado para operar na base; 
o Preço de comercialização: valor tipificado em 0,148 R$/kWh, 
apurado pelo preço médio verificado no 1º leilão da fonte realiza-
do em Dezembro de 2009. Este valor é adotado para todos os ní-
veis de carga, novamente com base no fato do tipo de fonte pri-
mária ser não-despachável e, porisso, não representar um produto 
que possa apresentar um preço diferenciado por horário; 
o Fator de emissão equivalente de CO2 total: será adotado o valor 
determinado e apresentado na Tabela 4.6 para a fonte do empre-
endimento, sendo considerado típico. 
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 Empreendimento 2: projeto de micro-central hidrelétrica composta 
por 06 x 100 kVA, com suporte de reativos (FP = 0,90) e a ser inseri-
da na barra 173 (local do suposto recurso natural). 
o Custo de instalação: valor típico em 4000 R$/kW instalado; 
o Custo de O&M: valor típico em 0,85 R$/MWh ou 0,00085 
R$/kWh, com acréscimo de 0,0001 R$/kWh em custo de royalties, 
totalizando um custo total em torno de 0,001 R$/kWh; 
o Custo fixo: valor típico em 8 R$/MWh, ou 70 R$/kW_inst_ano; 
o Fator de capacidade: a produção média de aproveitamentos hidre-
létricos está relacionada à sua garantia física devido à variabili-
dade das vazões. Valor adotado para quantificar a garantia física 
do empreendimento (produção média): 70% ou 0,7; 
o Fator de operação diária: considera-se o empreendimento sem li-
mite de operação diária (operando na base); 
o Fator de operação mensal: considera-se os sub-estágios 7 e 8 sem 
produção (inverno seco); 
o Preço de venda: valor típico em 0,155 R$/kWh (preço teto do lei-
lão de reserva e fontes renováveis, A-3, de Agosto/2010), adotado 
para os níveis de carga leve e média. Para o nível pesado, será 
adotado um fator de majoração em 10%, como forma de ressar-
cimento pelo suporte de reativos para todos os períodos de carga, 
em especial o de pico (nível pesado); 
o Fator de emissão equivalente de CO2 total: será adotado o valor 
apresentado na Tabela 4.6 e considerado típico. 
 Empreendimento 3: projeto de fonte fotovoltaica, contendo 16 ge-
radores de 30 kW cada, operando a fator de potência unitário e inse-
rida na barra 122 (local do suposto recurso natural). 
o Custo de instalação: valor típico: 5000 €/kW_inst (Tabela 2.4). 
Adotado: 12000 R$/ kW_inst; 
o Custo de O&M: o preço do insumo energético é nulo. Logo, o va-
lor considerado será nulo;  
o Custo fixo: devido à carência de informações, será considerado 
um custo similar ao da fonte eólica: 25 R$/kW_inst_ano; 
o Fator de capacidade: valores típicos no Brasil entre 15 e 20% 
(Lora e Haddad, 2006). Valor adotado: 20% ou 0,2; 
o Fator de operação diária: seu funcionamento limita-se às horas do 
dia, que corresponde ao nível de carga média; 
o Fator de operação mensal: considera-se os sub-estágios 1 e 2 sem 
produção (verão chuvoso);  
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o Preço de venda: valor típico será considerado em 20 ¢€/kWh 
(Tabela 2.5), ou 0,50 R$/ kWh, adotado apenas para o nível de 
carga leve devido ao seu fator de operação diária; 
o Fator de emissão equivalente de CO2 total: será adotado o valor 
apresentado na Tabela 4.6 e considerado típico. 
 Empreendimento 4: projeto de geração com micro-turbina a gás 
natural, com 10 x 50 kVA, operando a fator de potência unitário e in-
serida na barra 192 (local do suposto recurso natural). 
o Custo de instalação: valor típico em 1080 R$/ kW_inst, obtido de 
(Vieira et al., 2009); 
o Custo de O&M: valor apurado em 5,6 R$/MWh, ou seja, tipifica-
do em 0,0056 R$/kWh; 
o Custo fixo: valor considerado: 65 R$/kW_inst_ano, também base-
ado em (Vieira et al., 2009); 
o Fator de capacidade: valor típico: 0,92 (Vieira et al., 2009); 
o Fatores de operação diária e mensal: considera-se que não há 
produção de energia elétrica no horário comercial (nível de carga 
médio) devido à competição para compra do gás natural com a 
demanda industrial. Como não há sazonalidades anuais da fonte, 
considera-se que não há limitação de operação mensal; 
o Preço de venda: valor típico: 83,60 US$/MWh  ou 0,149 R$/kWh; 
o Fator de emissão equivalente de CO2 total: será adotado o valor 
apresentado na Tabela 4.6 e considerado típico. 
 Empreendimento 5: projeto de geração termelétrica movido a óleo 
combustível, com 09 x 60 kVA, operando a fator de potência unitário 
e inserida na barra 84 (local do suposto recurso natural). 
o Custo de instalação: valor tipificado em 400 US$/kW_inst, ou se-
ja, 720 R$/ kW_inst (Vieira et al., 2009) ; 
o Custo de O&M: valor típico em 11 R$/MWh ou 0,011 R$/kWh; 
o Custo fixo: valor tipificado em 87,6 R$/kW_inst_ano, segundo 
apurado em (Vieira et al., 2009); 
o Fator de capacidade: considera-se que a fonte não apresenta sa-
zonalidade ou imprevisibilidade, sofrendo apenas paradas para 
manutenção. Valor típico adotado: 0,92; 
o Fatores de operação diária e mensal: considera-se que este em-
preendimento de geração termelétrica só apresenta preço compe-
titivo para o horário de ponta (nível de carga pesado) e que não 
ter limitação de operação mensal pelo fato da fonte primária não 
apresentar uma sazonalidade anual; 
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o Preço de venda: valor típico em 160 US$/MWh = 0,288 R$/kWh, 
adotado apenas para o nível de carga pesado, conforme fatores de 
operação diária adotados; 
o Fator de emissão equivalente de CO2 total: será adotado o valor 
apresentado na Tabela 4.6 e considerado típico.  
 Empreendimento 6: projeto de geração termelétrica a carvão, com 
08 x 70 kVA, operando a fator de potência unitário e inserida na barra 
158 (local do suposto recurso natural). 
o Custo de instalação: valor típico em 816 US$ = 1470 R$/ kW_inst 
(Vieira et al., 2009); 
o Custo de O&M: valor típico em 1,5 R$/MWh = 0,0015 R$/kWh 
(Vieira et al., 2009); 
o Custo fixo: valor tipificado em 90 R$/kW_inst_ano, segundo o 
valor apurado em (Vieira et al., 2009) 
o Fator de capacidade: valor típico adotado em 0,72 apurado se-
gundo (Vieira et al., 2009); 
o Fatores de operação diária e mensal: considera-se que o empre-
endimento não tem limitações de geração diária ou mensal; 
o Preço de venda: valor tipificado adotado em 140 R$/MWh, ou se-
ja, 0,14 R$/kWh, baseado no preço de venda alcançado pela tér-
mica Pecém-II para o leilão A-5 de setembro/2008; 
o Fator de emissão equivalente de CO2 total: será adotado o valor 
apresentado na Tabela 4.6 para a fonte do empreendimento e con-
siderado tipificado para este estudo. 
 Para melhor compreensão, os dados da carteira de projetos são, 
então, resumidos na Tabela 5.1 (dados gerais), Tabela 5.2 (custos típi-
cos), Tabela 5.3 (fatores de operação diária), Tabela 5.4 (fatores de ope-
ração mensal) e Tabela 5.5 (preços de venda por nível de carga). 
 
Tabela 5.1: Dados gerais dos empreendimentos da carteira de projetos. 
e Barra maxeq  
nom
eS  
(kVA) 
FPe   
(pu)  
FCe 
(pu) 
1-Eólica 51 12 70 1,0 0,50 
2-PCH 173 06 100 0,9 0,70 
3-FV 122 16 30 1,0 0,20 
4-GN 192 10 50 1,0 0,92 
5-Óleo  84 09 60 1,0 0,92 
6-Carvão 158 08 70 1,0 0,72 
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Tabela 5.2: Dados de custos dos empreendimentos da carteira de projetos 
e 
instal
ecusto  
(R$/kVAinst) 
O&M
ecusto  
(R$/kWh) 
fixo
ecusto  
(R$/kVA_mes) 
1-Eólica 4000 0,0000 25,0 
2-PCH 4000 0,0010 70,0 
3-FV 12000 0,0000 25,0 
4-GN 1080 0,0056 65,0 
5-Óleo  720 0,0110 87,6 
6-Carvão 1470 0,0015 90,0 
 
Tabela 5.3: Fatores binários de operação diária dos empreendimentos 
e 
,e ncfod  
Leve Média Pesada 
1-Eólica 1 1 1 
2-PCH 1 1 1 
3-FV 0 1 0 
4-GN 1 0 1 
5-Óleo  0 0 1 
6-Carvão 1 1 1 
 
Tabela 5.4: Fatores binários de operação mensal dos empreendimentos. 
e 
,e sefom  
1 2 3 4 5 6 7 8 9 1 11 12 
1-Eólica 1 1 1 1 1 1 1 1 1 1 1 1 
2-PCH 1 1 1 1 1 1 0 0 1 1 1 1 
3-FV 0 0 1 1 1 1 1 1 1 1 1 1 
4-GN 1 1 1 1 1 1 1 1 1 1 1 1 
5-Óleo  1 1 1 1 1 1 1 1 1 1 1 1 
6-Carvão 1 1 1 1 1 1 1 1 1 1 1 1 
 
 Para a tipificação dos preços de compra de energia no mercado 
spot por nível de carga, foram utilizados a média dos preços semanais da 
energia por nível de carga, verificados entre Janeiro de 2006 e Dezem-
bro de 2010 nos sub-mercados  Sul e Sudeste (fonte: http://www. 
cce.org.br/cceeinterdsm/v/index.jsp?vgnextoid=a893f5b4ccd98110Vgn
VCM1 000005e01010aRCRD), mostrados na Tabela 5.6 mostra. Estes 
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valores correspondem ao estágio inicial do período de planejamento, 
sendo a taxa de elevação do preço (tep), especificada em 5
 
%aa. 
 
Tabela 5.5: Preços típicos de venda de energia por nível de carga 
e 
venda
, ( $ / )e ncpreço R kWh  
Leve Média Pesada 
1-Eólica 0,148 0,148 0,148 
2-PCH 0,155 0,155 0,170 
3-FV ----- 0,500 ----- 
4-GN 0,149 ----- 0,149 
5-Óleo  ----- ----- 0,288 
6-Carvão 0,140 0,140 0,140 
 
Tabela 5.6: Preços spot típicos por nível de carga para o estágio inicial. 
 
Preços por nível de carga (R$/kWh) 
Leve Médio Pesado 
Subsistema 
Sudeste 0,08073 0,08238 0,08353 
Sul 0,07966 0,08191 0,08259 
 spoto, $ /ncpreço R kWh  0,0802 0,0821 0,0831 
  
 Por fim, para o cálculo da capacidade de curto-circuito de barras, 
adotou-se um valor de susceptância total da conexão (gerador + trans-
formador)  em 10 S para todos os projetos. A Figura 5.2 mostra, então, a 
rede teste com os locais de inserção dos empreendimentos. 
 
Figura 5.2: Sistema teste com a localização dos empreendimentos. 
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5.1.3 O Período de Planejamento 
 
 Com relação ao horizonte de planejamento do sistema teste, neste 
trabalho entende-se que um período de estudo muito extenso pode acar-
retar em maior imprecisão para a modelagem das expansões de carga e 
preço à taxas fixas adotada. Desse modo, optou-se então por um tempo 
de planejamento com 04 estágios (ns = 04 anos), que pode, ainda assim, 
expressar uma realidade para o relativo tempo de construção reduzido 
característico de empreendimentos em Geração Distribuída.  
 De acordo com os dados de custos de instalação apresentados na 
Tabela 5.1, o custo total para a execução de todos os empreendimentos 
da carteira de projetos seria de 13,272 x 10
6
 R$. Para especificar os or-
çamentos da empresa para a instalação dos geradores da carteira então, 
como regra, adotou-se um valor inferior à razão deste custo total pelo 
número de estágios do tempo de planejamento. Desse modo, a empresa 
não poderá executar os empreendimentos da carteira em sua totalidade, 
o que reforça esta proposta deste estudo de planejamento para a busca de 
estratégias ótimas de inserção. Assim, considerando-se 4 estágios, então 
o orçamento máximos por estágio da empresa para obras de instalação 
foi especificado em: OFs = 3,0 x 10
6
 R$/ano, para s = 1,...,ns. 
 Ainda de acordo com a Tabela 5.1, a capacidade de geração total 
dos empreendimentos corresponde a 3520 kVA (total de placa), o que 
representa 40,3% da carga aparente total da rede em estudo (8735 kVA). 
Além disso, conforme pesquisa bibliográfica, a GD pode acarretar em 
problemas para a rede de inserção dependendo do seu montante. Assim, 
optou-se por adotar índices de penetração máximos de forma gradativa 
por estágio, com o objetivo de escalonar estes problemas para que a 
concessionária possa se adequar aos novos arranjos de rede. Desse mo-
do, os índices adotados de penetração máxima por estágio foram assim 
definidos: maxsIPen = [0,25  0,30  0,35  0,40]. 
  Para o cálculo do valor presente das receitas líquidas, optou-se 
neste trabalho por adotar uma taxa de retorno anual em tra = 12%, que 
se configura em um valor comumente empregado em trabalhos científi-
cos sobre estudos de planejamento que envolva critérios econômicos. 
 
5.1.4 O Algoritmo de Solução Multiobjetivo 
 
O algoritmo Enxame de Partículas Multiobjetivo (MOPSO) 
constitui-se em uma classe dos métodos estocásticos e, como tal, os pa-
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râmetros adotados inicialmente para o seu processo de solução são nor-
malmente especificados com base em uma análise heurística sobre seu 
desempenho perante alterações nestes parâmetros. Assim, como um es-
tudo base para o problema teste, a seguir são apresentadas as especifica-
ções dos parâmetros do MOPSO adotadas: 
 Nas implementações do PSO, como mencionado, o tamanho do en-
xame é normalmente adotado entre 10 e 40 partículas e, desse modo, 
optou-se por um enxame de np = 25 partículas; 
 Para o número máximo de iterações, sendo este o critério de parada 
do MOPSO adotado, julgou-se que k
max
 = 1500 seja suficiente para 
permitir algoritmo de solução um tempo de processamento adequado 
para este proceder uma ampla varredura do espaço de decisão; 
 Como o objetivo de um método multiobjetivo é obter um conjunto de 
soluções eficientes, então julgou-se não haver significado prático em 
adequar o MOPSO para uma busca local de novas posições para as 
partículas do enxame. Assim, para o fator de peso inercial () em-
pregou-se a equação (3.9) e as taxas de aceleração cognitiva e social 
foram especificadas em  c1 =  c2 = 2,0; 
 Para o limite do número de soluções não-dominadas, entende-se que 
um conjunto limitado a 100 pontos (NFP = 100) é suficiente para 
amostrar satisfatoriamente o espaço de decisão. Além disso, julgou-
se que uma taxa de tXg = 4% do conjunto de fronteira (ou seja, 4 so-
luções) seja suficiente para a escolha de um componente gBest para 
cada partícula do enxame de soluções potencias, de modo a conduzi-
las em direção às regiões da fronteira menos populosas de pontos; 
  Devido à explosão combinatória de soluções potenciais, julgou-se 
que uma taxa de mutação elevada (txmut = 20%) poderá introduzir as 
necessárias perturbações de modo a permitir que as partículas ampli-
em sua busca de soluções eficientes no espaço de decisão. 
 
5.1.5 O Comportamento das Funções de Valor 
 
Conforme abordado no modelo de decisão adotado, baseado no 
conjunto de soluções eficientes obtido pelo método de solução empre-
gado (MOPSO), pode-se determinar a constante exponencial () que 
descreve o comportamento do decisor com relação às mudanças de atra-
tividade entre os níveis de impacto de cada critério (função objetivo), ou 
seja, seu comportamento propenso, indiferente ou avesso perante cada 
critério. Neste caso, o decisor necessita definir qual o nível de impacto 
que apresenta a atratividade média (0,5), que poderá ser maior, menor 
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ou igual ao nível central da escala do critério, e, com esta definição apli-
cada à equação (4.77), obtém-se então o valor da constante exponencial 
e, por conseguinte, o comportamento das preferências do decisor.  
Assim, a Tabela 5.7 apresenta o exemplo de julgamento adotado 
neste trabalho, e o consequente comportamento do decisor obtido. Os 
valores negativos para o critério FO1 (maximização da receita líquida) 
deve-se ao fato, como mencionado, do tipo de função de valor adotado, 
aplicado apenas para problemas de minimização. 
 
Tabela 5.7: Representação numérica das preferências de um decisor. 
Critérios de  
otimização 
FO1 (R$) FO2 2( )
equivtCO  FO3 (VAh) 
Nível central da  
escala do critério 
3,0383 x 10
6
 1,0074 x 10
4
 1,2464 x 10
10
 
Nível de média  
atratividade 
3,4325 x 10
6
 1,5377 x 10
4
 1,2464 x 10
10
 
Constante 
exponencial () 
2,101 3,281 0,001 
Comportamento propenso avesso indiferente 
 
5.2  RESULTADOS E ANÁLISES 
 
 Com base nos dados da rede teste, carteira de projetos, tempo de 
planejamento, algoritmo de solução e comportamento das funções de 
valor, a seguir é então apresentada uma análise de diversos resultados 
gráficos e numéricos obtidos para a solução do modelo do problema. 
Esta apresentação inicialmente consiste na definição das taxas de substi-
tuição adotadas, que define o estudo base desta análise, e prossegue-se 
com alguns testes de sensibilidade relacionados às taxas de substituição, 
parâmetros do MOPSO e local de inserção dos empreendimentos. 
 
5.2.1 Estudo Base 
 
 Como mencionado, em relação às taxas de substituição das fun-
ções objetivo, neste trabalho considera-se que o decisor expressa seu 
julgamento de valor de forma numérica, por meio da quantidade de ve-
zes que um critério é preferível a outro, ou seja, a razão entre suas taxas.  
Sejam, então, w1 , w2 e w3 as taxas de substituição para os crité-
rios de otimização FO1 (maximização da receita líquida), FO2 (minimi-
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zação da emissão de CO2 equivalente) e FO3 (minimização da energia 
de perdas totais), respectivamente. Para o caso adotado, supõe-se que o 
decisor estabelece uma porcentagem de preferência 50% maior para o 
objetivo FO1 em relação a FO2 e 100% maior para FO1 em relação a 
FO3, sou seja, estes julgamentos resultam nas relações entre os pesos:  
p12 = w1/w2 = 1,5    e    p13 = w1/w3 = 2,0         p23 = w2/w3 =  1,33  
Assim, as taxas de substituição das funções objetivo podem ser 
determinadas aplicando-se as equações (4.78), (4.79) e (4.80), sendo os 
resultados destes cálculos apresentados na Tabela 5.8. 
 
Tabela 5.8: Representação numérica das preferências do decisor perante os 
objetivos de otimização. 
Razões de julgamento Taxas de substituição equivalentes 
p12 p13 p23 w1 w2 w3 
1,5 2,0 1,33 0,4615 0,3077 0,2308 
 
 Assim, com base nas equações (4.81) e (4.82), nas respectivas 
funções de valor definidas pelas constantes exponenciais (Tabela 5.7) e 
nas taxas de substituição estabelecidas pelo decisor para cada função 
objetivo (Tabela 5.8), obtém-se então as expressões matemáticas: 
 
max max min
1 1 1 1
max max min
2 2 2 2
max max min
3 3 3 3
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para a função de valor de agregação aditiva, e: 
 
max max min
1 1 1 1
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para a função de valor produtiva, onde i = 1,..,n e n = número de alterna-
tivas de solução obtidas. As alternativas com valores máximos nestas 
funções correspondem, então, às respectivas soluções. 
 Como resultado da aplicação da metodologia de solução para a 
determinação de um conjunto de soluções eficientes sobre o espaço de 
decisão, a fronteira obtida é constituída por 100 pontos de alternativas 
de solução em competição (número máximo especificado para o conjun-
to de fronteira), cuja listagem de dados (composição das estratégias de 
inserção, valores de fitness de dominância e valores de sínstese) encon-
tra-se no Apêndice B em anexo a este trabalho. Para este conjunto, a  
métrica de desempenho empregada para a avaliação a diversidade do 
conjunto (Spacing metric) apresenta o valor de 0,0154 (valor ideal = 0). 
  A Figura 5.3 mostra, então, a ilustração gráfica das funções de 
valor exponenciais obtidas com a aplicação da equação (4.76) para os 
critérios de otimização do problema, com base no julgamento do ponto 
de média atratividade (valor) pelo decisor.  
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Figura 5.3: Comportamento das funções de valor adotadas. 
 
 Desse modo, com base nos comportamentos gráficos destas fun-
ções de valor, pode-se observar que: 
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 A função de valor para a receita líquida (FO1) mostra que o decisor 
aumenta sua preferência quanto maior for os dividendos da atividade 
econômica de geração elétrica, o que representa um comportamento 
esperado para um investidor (decisor); 
 A função de valor para o critério emissões de CO2 equivalente (FO2) 
mostra uma atitude conformista com relação a altas emissões, o que 
pode ser entendido pelo fato decisor expressar maior preferência pela 
receita líquida (taxas de substituição), que é proporcional à quantida-
de de geradores instalados, porém também à emissão de poluentes; 
 A função de valor para o critério perdas de energia (FO3) expressa 
indiferença de comportamento, o que pode ser entendido pelo fato do 
decisor não ser diretamente afetado pelo problema de perdas na rede. 
 A Figura 5.4 apresenta, então, uma ilustração gráfica da fronteira 
não-dominada obtida na otimização das funções objetivo para o estudo 
base do problema. Além disso, são mostradas também as soluções finais 
obtidas, correspondentes à máxima pontuação alcançada pelos métodos 
de decisão empregando as funções de agregação aditiva e produtiva, 
bem como com o método de não-preferência (aproximação Max-Min). 
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Figura 5.4: Gráfico da fronteira de soluções eficientes e as soluções finais 
pelos métodos de decisão adotados.  
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 A Tabela 5.9 mostra a estratégia de inserção por estágio dos em-
preendimentos da carteira de projetos, bem como o total de máquinas 
por empreendimento e os valores alcançados pelas funções objetivo, 
para a solução final obtida por aproximação Max-Min, sendo a mesma 
corresponde à alternativa n
o
 16 da tabela de dados do conjunto de fron-
teira apresentada no Apêndice B. A Tabela 5.10 apresenta estes resulta-
dos para a solução obtida pela função de agregação aditiva, cujo desem-
penho apresenta o valor máximo de  0,7717 e o índice desta solução cor-
responde  à alternativa n
o
 13 da tabela de dados em apêndice. Similar-
mente, a Tabela 5.11 apresenta os resultados para a solução obtida pela 
função de agregação produtiva, com desempenho no valor máximo de 
2,6962 e o índice corresponde  à alternativa n
o
 4 da referida tabela. 
Tabela 5.9: Solução obtida por aproximação Max-Min (alternativa 16). 
Composição de máquinas dos empreendimentos 
1º estágio 2º estágio 3º estágio 4º estágio Total 
0.6.0.9.1.0 10.0.0.0.1.1 2.0.5.0.6.1 0.0.8.0.0.0 12.6.13.9.8.2 
Fitness de dominância 
FO1 (R$) FO2 2( )
equivtCO  FO3 (VAh) 
3,238 x 10
6
 0,818 x 10
4
 1,227 x 10
10
 
 
Tabela 5.10: Solução obtida por função agregação aditiva (alternativa 13). 
Composição de máquinas dos empreendimentos 
1º estágio 2º estágio 3º estágio 4º estágio Total 
0.5.0.10.1.4 8.1.0.0.1.2 3.0.5.0.7.0 0.0.8.0.0.1 11.6.13.10.9.7 
Fitness de dominância 
FO1 (R$) FO2 2( )
equivtCO  FO3 (VAh) 
3,897 x 10
6
 1,686 x 10
4
 1,184 x 10
10
 
 
Tabela 5.11: Solução obtida por função agregação produtiva (alternativa 4). 
Composição de máquinas dos empreendimentos 
1º estágio 2º estágio 3º estágio 4º estágio Total 
0.5.0.10.0.4 8.1.1.0.0.0  4.0.4.0.9.0 0.0.8.0.0.1 12.6.13.10.9.5 
Fitness de dominância 
FO1 (R$) FO2 2( )
equivtCO  FO3 (VAh) 
3,700 x 10
6
 1,401 x 10
4
 1,197 x 10
10
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 Inicialmente, com base na métrica de desempenho do conjunto de 
alternativas de solução obtido, pode-se observar que o algoritmo adota-
do (MOPSO), aliado à métrica Maximin, se mostrou eficiente para iden-
tificar um conjunto diversificado de soluções em competição (crono-
gramas de inserção), condizente com estratégias parceladas de instala-
ção e entrada em operação de geradores distribuídos. 
 Com base na Figura 5.4 e na Tabela 5.9, pode-se observar que a 
opção pelo método de não-preferência expressa uma forma de satisfazer 
igualmente as funções objetivo, através da escolha de um ponto médio 
na superfície de fronteira, ou seja, os critérios de otimização apresentam 
o mesmo grau de preferência para o decisor, que assume um comporta-
mento indiferente perante os níveis de impacto dos critérios de otimiza-
ção. Logo, todos os aspectos do problema, notadamente o ambiental, são 
considerados igualmente na solução final, razão pela qual, da quantidade 
total de máquinas (8) do empreendimento 6 (térmica a carvão), apenas 2 
(em negrito) são contempladas nesta solução. 
 Contudo, como um processo de escolha por vezes necessita con-
siderar as opiniões de um decisor então, devido ao comportamento pro-
penso e ao maior peso demonstrado pelo decisor perante o critério recei-
ta líquida, as soluções alcançadas pelas funções de agregação aditiva e 
produtiva caracterizam-se por apresentar receita líquida elevada e baixa 
perda de energia, por não serem conflitantes, porém altas emissões de 
CO2 equivalente, que é conflitante com as demais. Neste caso, o empre-
endimento 6 (térmica a carvão), por exemplo, cujo custo de instalação é 
relativamente menor comparado ao das fontes renováveis, além de não 
apresentar restrições de operação diária ou mensal, responde por uma 
maior contribuição para a receita líquida, em detrimento do aspecto am-
biental, razão pela qual uma maior quantidade de máquinas deste em-
preendimento é contemplada nas soluções (7 e 5, respectivamente, em 
negrito). Além disso, observa-se também que a resposta da função de 
agregação aditiva, por estar “mais na extremidade” da fronteira, se mos-
tra neste caso mais coerente com o maior peso dado à receita líquida. 
 A Figura 5.5 ilustra a relação entre as combinações possíveis de 
funções objetivo. Pode-se constatar, então, a relação de conflito entre a 
função objetivo FO2 e as funções FO1 e FO3 , ou seja, houve uma nego-
ciação entre estes critérios de otimização na determinação do conjunto 
não-dominado. Assim, o par (FO1,FO2) condiz com o comportamento 
gráfico de fronteira entre problemas de maximização e minimização, 
assim como o par (FO2 , FO3) entre funções de minimização, o que não 
se observa com o par (FO1 , FO3), visto não serem conflitantes entre si.  
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Figura 5.5: Relação comportamental entre as possíveis combinações de cri-
térios de otimização. 
 
5.2.2 Teste de Sensibilidade I: Método das Razões 
 
 Para a análise de sensibilidade da solução final perante alterações 
nas taxas de substituição, foi empregado, como mencionado, um metodo 
onde a varredura em uma das taxas é estabelecida e o seu impacto no 
respectivo valor das demais é determinado, tendo como restrições a so-
ma unitária dos pesos e a manutenção da relação de preferência entre as 
demais taxas (método das razões). Com isso, a pontuação global das 
funções de agregação é variável e a solução final pode ser alterada. 
 Assim, a Tabela 5.12 mostra os três casos possíveis para este tes-
te de sensibilidade. Para o teste (0) (1)1 1w w , estabeleceu-se uma varre-
dura para a taxa de substituição w1, sendo o impacto nas taxas w2 e w3 
determinadas pelas equações (4.83) e (4.84), respectivamente. Similar-
mente, para o teste (0) (1)2 2w w , w2 sofre uma varredura e empregam-se 
as equações (4.85) e (4.86) para determinar as taxas w1 e w3, respecti-
vamente, e no teste (0) (1)3 3w w , procede-se a varredura de w3 , com as 
equações (4.87) e (4.88) empregadas para determinar as taxas w1 e w2, 
respectivamente. Com essas varreduras nos pesos de importância obser-
va-se, assim, uma seqüência de mudanças na solução final escolhida. 
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Tabela 5.12: Varredura das taxas de substituição e consequente alteração da 
solução final. 
Teste: (0) (1)1 1w w  
w1 0,10 0,20 0,3 0,40 0,50 0,60 0,70 0,80 0,90 1,0 
w2 0,51 0,46 0,4 0,34 0,27 0,23 0,17 0,11 0,06 0,0 
w3 0,37 0,34 0,3 0,26 0,21 0,17 0,13 0,09 0,04 0,0 
Índice das soluções por funções de agregação 
Ad. 2 2 2 13 13 13 13 13 31 31 
Pd. 2 2 2 4 13 13 13 13 13 31 
Teste: (0) (1)2 2w w  
w1 0,60 0,53 0,47 0,40 0,33 0,27 0,20 0,13 0,07 0,0 
w2 0,10 0,20 0,30 0,40 0,50 0,60 0,70 0,80 0,90 1,0 
w3 0,30 0,27 0,23 0,20 0,17 0,13 0,10 0,07 0,03 0,0 
Índice das soluções por funções de agregação 
Ad. 13 13 13 4 2 5 16 29 3 6 
Pd. 13 13 4 4 2 2 5 16 7 6 
Teste: (0) (1)3 3w w  
w1 0,54 0,48 0,42 0,36 0,30 0,24 0,18 0,12 0,06 0,0 
w2 0,36 0,32 0,28 0,24 0,20 0,16 0,12 0,08 0,04 0,0 
w3 0,10 0,20 0,30 0,40 0,50 0,60 0,70 0,80 0,90 1,0 
Índice das soluções por funções de agregação 
Ad. 13 13 13 13 13 13 13 13 13 13 
Pd. 4 4 4 13 13 13 13 13 13 13 
  
 Como forma de visualização didática, a Figura 5.6 mostra o com-
portamento da solução final com a varredura das taxas de substituição, 
baseada na função de agregação aditiva e, similarmente, a Figura 5.7 
mostra o comportamento da solução final com a varredura das taxas pa-
ra a função de agregação produtiva, ambos para o teste (0) (1)2 2w w . 
 Pode-se observar inicialmente que a solução final para as funções 
de agregação aditiva e produtiva apresenta o mesmo ponto de fronteira, 
ou bastante próximos, em diversos casos de combinação de taxas de 
substituição em varredura. Logo, com base neste desempenho semelhan-
te, pode-se inferir que a escolha sobre qual função de agregação adotar 
como métrica de desempenho global dependerá da interpretação do de-
cisor sobre qual função representa um valor de síntese (pontuação glo-
bal) mais adequado para avaliar as alternativas em competição. 
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Figura 5.6: Variação da solução por agregação aditiva: teste
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Figura 5.7: Variação da solução por agregação produtiva: teste
(0) (1)
2 2 .w w  
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 Adicionalmente, com base na Tabela 5.12 pode-se inferir também 
sobre a relação entre situações de conflito e pesos de importância. Para o 
teste (0) (1)1 1w w , observa-se que a solução final das funções de agrega-
ção apresenta certa robustez (poucas alternativas escolhidas). Isto pode 
ser explicado devido ao fato da função objetivo FO1 (maximização da 
receita líquida) ser preferível em relação aos demais critérios de otimi-
zação (p12 = 1,5 e p13 = 2), o que decorre uma tendência à escolha de 
soluções com elevada receita líquida. Porém, como FO2 (minimização 
de emissão de CO2 equivalente) é conflitante com FO1 e FO3 (minimi-
zação da energia de perdas) e a preferência de FO2 em relação a FO3 
(p23 = 1,33) se mantém durante a varredura de w1 , então ocorre uma pe-
quena perturbação na pontuação apresentada pelas alternativas em com-
petição e a conseqüente pequena variação na solução final. 
 Comportamento similar pode ser obtido para o teste (0) (1)3 3w w , 
onde a alternativa de solução n
o
 13 apresenta grande robustez para am-
bas as funções de agregação, fato também explicado pela relação de 
conflito entre os critérios de otimização, pois, mantido a relação entre os 
pesos w1 e w2 (p12 = 1,5) durante a varredura de w3 , este comportamento 
induz à escolha de soluções com elevada receita líquida, como é o caso 
da alternativa 13, pois um aumento no peso w3 favorece o critério  FO1 , 
visto o mesmo não ser conflitantes com FO3. 
 Assim, para o teste (0) (1)2 2w w , com base nas Figuras 5.6 e 5.7 
observa-se uma menor robustez nos resultados, devido à maior migração 
de soluções de elevada receita líquida e energia de perdas reduzida (por 
exemplo, pontos 13 e 4), onde predominam as taxas w1 e w3 dos objeti-
vos não-conflitantes, para pontos de emissões reduzidas (pontos 3 e 6), 
de predominância da taxa w2 do objetivo conflitante. Logo, isto nova-
mente decorre, então, da relação de conflito entre FO2 e as demais. 
 Assim, conclui-se que soluções mais robustas ocorrem quando a 
função objetivo conflitante recebe o menor peso, de forma a mitigar sua 
influência na pontuação das funções de agregação, pois observa-se que 
FO2 é o critério mais sensível à variações em seu peso de importância. 
 
5.2.3 Teste de Sensibilidade II: MOPSO 
 
 Com relação aos parâmetros do algoritmo de solução multiobjeti-
vo adotado, a Tabela 5.13 mostra um teste de sensibilidade do conjunto 
de soluções eficientes com relação ao número de iterações máximo 
(k
max
) para um enxame de soluções potenciais fixo (np = 25). Observar-
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se então que, apesar da elevação do k
max
 obviamente acarretar em um 
tempo de processamento maior (pois este é o critério de parada adota-
do), o aumento no número de iterações tende a diminuir a métrica de 
espalhamento e promover a busca de uma maior quantidade de soluções, 
o que acarreta em maior possibilidade de obtenção de um conjunto mais 
bem distribuído de soluções eficientes (até um limite de saturação da 
diversidade de soluções sobre o espaço de decisão). 
 Por outro lado, a Tabela 5.14 mostra um teste de sensibilidade do 
conjunto de soluções eficientes, para o número de soluções do enxame 
variável e número de iterações máximo fixo. Observa-se, neste caso, que 
um aumento no tamanho do enxame não necessariamente acarreta em 
aumento no número de soluções de fronteira ou promove um aumento 
na diversidade de soluções. Logo, como mencionado, os parâmetros 
adotados inicialmente para MOPSO necessitam ser especificados com 
base em uma análise heurística sobre o seu desempenho perante altera-
ções nestes parâmetros.  Assim, o tamanho do enxame de soluções po-
tenciais (np = 25) e o número de iterações máximo (k
max
 = 1500) adota-
dos no estudo base refletem estes testes de sensibilidade. 
 
Tabela 5.13: Desempenhos do MOPSO para np = 25 e k
max
 variável. 
k
max
 
Numero de soluções de 
fronteira encontradas 
Métrica de 
desempenho 
500 86 0,0337 
1000 99 0,0243 
1500 100 0,0154 
2000 100 0,0143 
 
Tabela 5.14: Desempenhos do MOPSO para k
max
 = 1500 e np variável. 
np 
Numero de soluções de 
fronteira encontradas 
Métrica de 
desempenho 
15 99 0,0290 
20 100 0,0159 
25 100 0,0154 
30 98 0,0182 
 
5.2.4 Teste de Sensibilidade III: Barra de Inserção 
 
 Este teste realiza um estudo de sensibilidade das soluções finais 
obtidas pelas funções de síntese, quando da mudança de barras de inser-
APLICAÇÃO E ANÁLISE DE RESULTADOS 
 
174 
ção entre empreendimentos da carteira, alteração esta que impacta ape-
nas a função objetivo FO3 (perdas de rede), pois os critérios receita lí-
quida (FO1) e emissões equivalentes (FO2) dependem apenas do mon-
tante de energia gerado ou da capacidade instalada. 
 Para o teste, realizou-se a permutação de barras entre os empre-
endimentos 1 (eólica) e 6 (térmica a carvão) e procedeu-se a simulação 
com os demais parâmetros estabelecidos para o caso estudo. Assim, a 
Tabela 5.15 mostra a solução de compromisso encontrada com base na 
função de agregação aditiva e, na Tabela 5.16, para a função produtiva.  
 Comparando-se os resultados deste teste com as soluções do caso 
estudo, pode-se observar, então, que a influência do ponto de inserção 
sobre a função objetivo FO3 pode resultar em estratégias de entrada em 
operação muito distintas, porém similares com relação ao total de má-
quinas por empreendimento. Com este fato pode-se novamente concluir 
que as taxas de substituição entre os critérios estabelecidas pelo decisor 
para um conjunto de funções de valor, tem forte impacto na escolha de 
uma solução global, pois o decisor busca soluções com elevadas receitas 
líquidas e o critério de perdas representa um pequeno impacto na pontu-
ação global das alternativas em competição. 
 
Tabela 5.15: Solução por função de agregação aditiva para o teste III. 
Composição de máquinas dos empreendimentos 
1º estágio 2º estágio 3º estágio 4º estágio Total 
0.5.0.0.3.8 7.0.1.9.1.0 4.1.4.0.0.0 0.0.7.0.4.0 11.6.12.9.8.8 
Fitness 
FO1 (R$) FO2 2( )
equivtCO  FO3 (VAh) 
3,922 x 10
6
 1,918 x 10
4
 1,167 x 10
10
 
 
Tabela 5.16: Solução por função de agregação produtiva para o teste III. 
Composição de máquinas dos empreendimentos 
1º estágio 2º estágio 3º estágio 4º estágio Total 
1.5.0.0.1.6 8.0.0.9.4.0 2.1.5.0.1.0 0.0.5.0.2.0 11.6.10.9.8.6 
Fitness 
FO1 (R$) FO2 2( )
equivtCO  FO3 (VAh) 
3,682 x 10
6
 1,564 x 10
4
 1,200 x 10
10
 
 
 6.   CONCLUSÕES E SUGESTÕES 
 
 O objetivo do estudo de planejamento apresentado neste trabalho 
consiste em um processo de análise de decisão de um problema de oti-
mização inteira multibojetivo, para a busca de estratégias ótimas de in-
serção de unidades geradoras provenientes de uma carteira de empreen-
dimentos em Geração Distribuída, cuja detentora é supostamente uma 
empresa produtora de energia elétrica pertencente a uma holding com 
uma distribuidora, esta proprietária da concessão da rede de distribuição 
em que os empreendimentos da referida carteira serão inseridos.  
 A modelagem multiobjetivo desenvolvida para a descrição ma-
temática do problema envolve alguns aspectos de custos, benefícios e 
externalidades característicos de uma atividade de geração elétrica, estes 
definidos nos critérios de otimização econômicos, ambientais e técnicos 
adotados, os quais são sujeitos às restrições de adequação e penalização 
julgadas de interesse para o problema. Como simplificação, a definição 
do cálculo destes critérios e restrições é baseada em dados tipificados ou 
especificados referentes aos custos, preços e fatores diversos envolvidos, 
bem como em taxas de expansão fixas. Além disso, como os critérios de 
otimização adotados apresentam uma situação de conflito entre si, a so-
lução do problema multiobjetivo consiste inicialmente na busca de solu-
ções dentro do espaço factível, baseada no conceito de dominância de 
Pareto, vindo este a se constituir em um conjunto de soluções no espaço 
objetivo ditas não-domindadas, denominado fronteira de Pareto. 
 Para contemplar a versatilidade da GD com relação à sua modula-
ridade, adotou-se a estratégia de inserção planejada de modo parcelado 
das unidades geradoras de cada projeto, o que define a variável de deci-
são do problema (variável inteira). Adicionalmente, no modelo adotado 
buscou-se inserir também alguns detalhes da operação de cada tipo de 
empreendimento e fonte primária, para se obter uma melhor descrição 
dos diversos tipos de projetos que podem ser implementados com a GD. 
Para isso, os parâmetros das funções objetivo foram calculados conside-
rando-se um tempo de planejamento sub-dividido em estágios (anos) e 
sub-estágios (meses), como forma de modelar sazonalidades mensais da 
fonte primária, e ainda por níveis de carga diários, para conteplar even-
tuais restrições de operação diária dos empreendimentos da carteira. 
 Como parte do processo adotado para o estudo do problema mul-
tiobjetivo empregou-se, então, um algoritmo de solução apropriado, ba-
seado no método evolutivo Enxame de Partículas, implementado em 
uma versão multiobjetivo (MOPSO) e inteira, e em uma estratégia de 
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detecção de grau de aglomeração e busca de diversidade do conjunto de 
soluções não-dominadas denominada métrica Maximin. Adicionalmen-
te, como medida de desempenho do conjunto de fronteira final obtido, 
empregou-se ainda uma métrica denominada espalhamento de vetores, 
que julga numericamente o quão uniformemente os pontos do conjunto 
estão distribuídos ao longo da fronteira 
 O modelo de decisão adotado para o problema consiste em uma 
análise ex-post, em que primeiramente o conjunto de soluções não-
dominadas obtido pelo MOPSO representa as alternativas de solução em 
competição, e uma solução final é elicitada por meio de uma descrição 
matemática das preferências do decisor baseada nos conceitos de função 
de valor e taxas de substituição, estas últimas empregadas na composi-
ção de funções de síntese (funções de agregação aditiva e produtiva), 
como forma de propiciar uma pontuação global para o conjunto de solu-
ções em competição. Como comparação de pontuação, emprega-se ain-
da um método de não preferência denominado aproximação Max-Min. 
 Como análise de sensibilidades, empregou-se o chamado método 
das razões para o teste de robustez das soluções finais obtidas pelas fun-
ções de agreção, bem como o desempenho do MOPSO com relação ao 
número de iterações e tamanho do enxame de soluções, além da verifi-
cação de alterações no total de unidades geradoras por projeto da carte-
ria, quando da troca de barras de inserção entre empreendimentos. 
 Por fim, para o estudo de caso e análise da implementação com-
putacional do algoritmo multiobjetivo e o modelo de decisão do pro-
blema adotados, empregou-se um sistema teste constituído por uma rede 
de distribuição e uma carteira de projetos em GD, ambos fictícios. 
 Com base na descrição do trabalho, inicialmente pode-se obser-
var que um modelo de planejamento baseado na otimização de uma car-
teira de projetos em Geração Distribuída, em que a barra de inserção na 
rede, a fonte de energia primária e seu montante extraível são previa-
mente definidos, constitui-se em um estudo mais condizente para um 
problema da expansão da oferta de energia elétrica, por possibilidar que 
aspectos operativos e especificidades de cada tipo de empreendimento 
normalmente implementado com a GD e de sua fonte primária, sejam 
contemplados mais realisticamente no modelo. Assim, pode-se concluir 
que a modelagem adotada neste trabalho constitui-se em um estudo de 
planejamento mais adequado à realidade do setor elétrico, comparado a 
modelos que objetivam determinar a localização e capacidade ótimos, 
pois, para estes últimos, a definição da fonte primária a ser empregada, 
suas características associadas e demais requisitos necessários a um pro-
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jeto de geração elétrica, podem ser de difícil especificação na modela-
gem do problema, ou totalmente intangíveis. Adicionalmente, pode-se 
concluir que uma maior abrangência de aspectos dos empreendimentos 
na modelagem, pode expressar mais satisfatoriamente o contexto decisó-
rio para o planejamento da oferta de energia com GD do tipo de empresa 
considerada, sendo o parcelamento da inserção constituindo-se em uma 
opção mais conveniente para um melhor ajuste da oferta com a demanda 
de eletricidade em redes de distribuição. 
 O método de decisão baseado em uma análise ex-post se mostrou 
bastante adequado para a situação em que uma explosão combinatorial 
de soluções potenciais acarreta em grande complexidade para o espaço 
de decisão do problema, como é o caso do modelo matemático adotado 
neste trabalho, e o decisor pode apresentar pouco conhecimento e expe-
riência sobre o espaço de decisão factível, de modo a guiar a busca por 
uma solução de compromisso condizente com seus julgamentos de va-
lor. Além disso, com base nos resultados obtidos, pode-se observar que 
a aplicação de métricas de pontuação global de um conjunto de alterna-
tivas de solução em competição, que emprega o conceito de taxas de 
substuição e funções de agregação, se mostra adequado para problemas 
naturalmente multicritério, bem como a aplicação de uma função de va-
lor exponencial se mostra de grande praticidade para representar mate-
maticamente e numericamente as preferências do decisor perante os ní-
veis de impacto dos critérios de otimização. Assim, pode-se concluir 
que o modelo de decisão adotado apresenta grande aplicabilidade, por 
contemplar um algoritmo adequado para a obtenção de um conjunto de 
alternativas de solução não-dominadas, e uma técnica eficiente para gui-
ar o decisor a elicitar uma solução de compromisso segundo sua con-
cepção de preferências sobre os critérios de decisão. 
 Os resultados do modelo obtidos com o estudo de caso mostram 
que o método evolutivo multiobjtivo adotado (MOPSO), aliado à métri-
ca Maximin, propiciou uma amostra bastante satisfatória do espaço de 
decisão, ao identificar um conjunto de cronogramas de inserção condi-
zente com estratégias de entrada em operação de parcelas de geradores 
distribuídos. Além disso, observou-se também que a busca por uma 
maior diversidade de alternativas pode ser atingida simplesmente com 
um aumento no limite máximo de soluções para o conjunto, ou no nú-
mero máximo de iterações (critério de parada), apesar do aumento no 
tamanho do enxame de soluções não necessariamente promover um au-
mento na diversidade do conjunto de fronteira. Logo, pode-se inferir que 
o método multiobjetivo adotado apresenta um desempenho bastante sa-
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tisfatório para as necessidades da modelagem proposta, sendo a métrica 
Maximin de grande aplicabilidade por reduzir consideravelmente a 
complexidade do algoritmo de busca de um conjunto de soluções não-
dominadas. Assim, pode-se concluir que o MOPSO conjuntamente com 
a métrica Maximin, constituem-se em uma opção eficiente para a solu-
ção de problemas de otimização multiobjetivo. 
 Nos testes com as funções de síntese para a escolha de uma solu-
ção global, observou-se que um método de não preferência promove a 
escolha de um ponto médio da fronteira de soluções não-dominadas. 
Conclui-se então que, na presença de indiferença do decisor perante os 
critérios de otimização e seus níveis de impacto, este critério de decisão 
para a escolha de uma solução global pode ser empregado como forma 
de considerar igualmente todas as funções objetivo. De outro modo, ob-
servou-se que as funções de agregação aditiva e produtiva apresentam o 
mesmo ponto de fronteira, ou bastante próximos, em diversos casos de 
combinação de taxas de substituição, sendo que a aditiva responde mais 
fielmente às preferências do decisor com relação às taxas de substituição 
em alguns casos. Logo, com base neste desempenho semelhante, pode-
se concluir que a escolha sobre qual função de agregação adotar depen-
derá da interpretação do decisor sobre qual função representa um valor 
de síntese mais adequado para avaliar as alternativas em competição. 
 Referente ao teste de sensibilidade das taxas de substituição pelo 
método das razões, observou-se que as soluções alcançadas pelas fun-
ções de agregação aditiva e produtiva caracterizaram-se por apresentar 
maior robustez quando os critérios não conflitantes recebem maior peso 
de importância. Assim, conclui-se que a sensibilidade das soluções glo-
bais está relacionada com as taxas de substituição e as situações de con-
flito entre os critérios de otimização, pois soluções mais robustas ocor-
rem quando a função objetivo conflitante recebe o menor peso, de forma 
a mitigar sua influência na pontuação das funções de síntese. 
 Por fim, com relação ao teste de sensibilidade relacionado à per-
mutação de barras de inserção na rede entre empreendimentos da cartei-
ra, sendo esta alteração impactante apenas no cálculo da energia de per-
das (FO3), observou-se então certa distinção entre estratégias de entrada 
em operação (alternativas de solução), mas grande similaridade em rela-
ção ao total de máquinas por empreendimento. Assim, pode-se nova-
mente concluir que as taxas de substituição estabelecidas pelo decisor 
para as funções de valor, têm forte impacto na escolha da solução glo-
bal, pois a função de maior preferência (no caso, receita líquida) pode 
acarretar em maior robustez para um grupo de soluções com desempe-
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nho mais satisfatório neste critério, em detrimento das funções objetivo 
de menor peso (no caso, perdas de energia) e, portanto, menor impacto 
na pontuação global das alternativas em competição e na escolha da so-
lução final, mesmo esta sofrendo grande variação em seus valores devi-
do à alteração em algum parâmetro dos empreendimentos da carteira (no 
caso, permutação entre barras de inserção). 
 
6.1  SUGESTÕES DE TRABALHOS FUTUROS 
 
 O problema de planejamento da inserção de geradores distribuí-
dos, objeto deste trabalho, pode ser ainda complementado com diversos 
estudos adicionais, a seguir relatados: 
 Expanção da carteira de projetos: esta sugestão tem como objetivo 
contemplar aproveitamentos promissores ou em expansão, mas que 
carecem de base de conhecimento mais detalhado para a sua eficien-
te modelagem, tais como empreendimentos cuja tipificação de dados 
da fonte primária seja mais complexa, tais como aproveitamentos 
com biomassa e emprego de células a combustível; 
 Inserção de tratamento estatístico e/ou incertezas: esta sugestão tem 
por objetivo melhorar a modelagem de expansões no tempo, tais co-
mo o crescimento natural de carga da rede e das variações de preço 
no mercado de energia e dos custos associados, de modo a possibili-
tar uma abordagem mais realista para o problema de planejamento; 
 Inserção de estudos sobre a confiabilidade da rede: esta sugestão tem 
como objetivo contemplar aspectos de confiabilidade no modelo de 
planejamento, tais como continuidade de fornecimento em rede ilha-
da com GD, de modo a mensurar outros benefícios de ordem técnica 
e econômica advindos com a operação da GD; 
 Inserção de controle de tensão com a GD: esta sugestão tem como 
objetivo contemplar no modelo o aspecto suporte de reativos como 
um benefício técnico adicional da GD, o que necessita então da im-
plementação de um algoritmo do MSP com tratamento de barras PV, 
e investigar uma forma de remuneração para este serviço ancilar; 
 Inserção de incertezas na geração: esta sugestão tem como objetivo 
implementar uma analise de risco de não atendimento da carga devi-
do a limitações ou restrições de produção com GD não gerenciáveis; 
 Expansão do modelo de análise de decisão: esta sugestão tem como 
objetivo contemplar a própria incerteza do julgamento de valor do 
decisor perante os critérios de otimização, com a implementação, por 
exemplo, de uma modelagem difusa das preferências do decisor; 
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 Aumento da complexidade do contexto decisório considerando duas 
ou mais empresas geradoras de uma mesma hoding: esta sugestão 
tem como objetivo estudar a relação comercial entre geradoras com 
interesses comuns mas contabilidade distinta, empregando, por 
exemplo, a teoria dos jogos cooperativos; 
 Testes com outros critérios de parada: esta sugestão tem como obje-
tivo melhorar a diversidade do conjunto de soluções não-dominadas 
com base na aplicação de outros critérios de parada, tal como o em-
prego da própria métrica de desempenho (spacing metric), e suas 
consequências no tempo de processamento da solução; 
 Comparação com redes de subtransmissão: esta sugestão tem como 
objetivo estudar a influência do nível de tensão da rede e seu impacto 
na especificação dos dados da carteira e nos critérios de otimização; 
 Consideração de expansões de rede: este sugestão tem como objetivo 
incorporar ao modelo de planejamento a construção de novos ali-
mentadores e/ou alterações na rede de inserção dos empreendimentos 
da carteira, e seu impacto nos critérios e restrições técnicas. 
 
 
 
 APÊNDICE A: DADOS DO SISTEMA TESTE 
 
Tabela 1: Dados do sistema teste de 192 barras e 191 ramos. 
barrainic barrafim R() X() P(kW) Q(kVAr) I
max
 (A) 
1 2 0,0250 0,0300 35,0 20,0 656 
2 3 0,0250 0,0300 20,0 10,0 656 
3 4 0,0250 0,0300 40,0 21,0 656 
4 5 0,0250 0,0300 35,0 22,0 656 
5 6 0,0250 0,0300 20,0 11,0 656 
6 7 0,0250 0,0300 20,0 11,0 656 
7 8 0,0250 0,0300 30,0 14,0 656 
8 9 0,0250 0,0300 30,0 15,0 656 
9 10 0,0250 0,0300 32,0 16,0 656 
10 11 0,0250 0,0300 25,0 12,0 656 
11 12 0,0250 0,0300 20,0 11,0 656 
12 13 0,0250 0,0300 40,0 25,0 656 
13 14 0,0250 0,0300 25,0 17,0 656 
14 15 0,0250 0,0300 25,0 17,0 656 
15 16 0,0250 0,0300 30,0 22,0 656 
16 17 0,0250 0,0300 45,0 30,0 656 
17 18 0,0250 0,0300 35,0 20,0 656 
18 19 0,0250 0,0300 30,0 21,0 656 
19 20 0,0250 0,0300 25,0 10,0 656 
20 21 0,0250 0,0300 22,0 10,0 656 
21 22 0,0250 0,0300 26,0 13,0 656 
22 23 0,0250 0,0300 24,0 12,0 656 
23 24 0,0250 0,0300 33,0 22,0 656 
24 25 0,0250 0,0300 19,0 11,0 656 
25 26 0,0250 0,0300 37,0 25,0 656 
26 27 0,0250 0,0300 19,0 9,0 656 
27 28 0,0250 0,0300 38,0 18,0 656 
28 29 0,0250 0,0300 42,0 22,0 656 
29 30 0,0250 0,0300 42,0 25,0 656 
30 31 0,0250 0,0300 27,0 17,0 656 
31 32 0,0250 0,0300 35,0 25,0 656 
32 33 0,0250 0,0300 40,0 22,0 656 
33 34 0,0250 0,0300 34,0 21,0 656 
34 35 0,0250 0,0300 20,0 10,0 656 
35 36 0,0250 0,0300 38,0 28,0 656 
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36 37 0,0250 0,0300 40,0 30,0 656 
37 38 0,0250 0,0300 50,0 40,0 656 
38 39 0,0250 0,0300 37,0 23,0 656 
39 40 0,0250 0,0300 44,0 30,0 656 
40 41 0,0250 0,0300 45,0 31,0 656 
41 42 0,0250 0,0300 39,0 17,0 656 
42 43 0,0250 0,0300 50,0 30,0 656 
43 44 0,0250 0,0300 45,0 22,0 656 
44 45 0,0250 0,0300 29,0 13,0 656 
45 46 0,0250 0,0300 36,0 19,0 656 
46 47 0,0250 0,0300 44,0 22,0 656 
47 48 0,0250 0,0300 23,0 40,0 656 
48 49 0,0250 0,0300 36,0 15,0 656 
49 50 0,0250 0,0300 26,0 13,0 656 
50 51 0,0250 0,0300 96,0 54,0 656 
5 52 0,0275 0,0325 26,0 12,0 260 
52 53 0,0275 0,0325 30,0 17,0 260 
6 54 0,0275 0,0325 40,0 19,0 260 
54 55 0,0275 0,0325 52,0 21,0 260 
7 56 0,0275 0,0325 33,0 24,0 260 
8 57 0,0275 0,0325 32,0 18,0 260 
8 58 0,0275 0,0325 46,0 24,0 260 
9 59 0,0275 0,0325 30,0 18,0 260 
59 60 0,0275 0,0325 30,0 17,0 260 
60 61 0,0275 0,0325 40,0 28,0 260 
12 62 0,0275 0,0325 33,0 26,0 260 
62 63 0,0275 0,0325 41,0 25,0 260 
14 64 0,0275 0,0325 30,0 19,0 260 
64 65 0,0275 0,0325 40,0 22,0 260 
15 66 0,0250 0,0300 40,0 20,0 656 
66 67 0,0250 0,0300 40,0 20,0 656 
67 68 0,0250 0,0300 29,0 21,0 656 
68 69 0,0250 0,0300 30,0 10,0 656 
69 70 0,0250 0,0300 44,0 15,0 656 
70 71 0,0250 0,0300 70,0 55,0 656 
16 72 0,0275 0,0325 41,0 20,0 260 
72 73 0,0275 0,0325 46,0 35,0 260 
18 74 0,0250 0,0300 37,0 10,0 656 
74 75 0,0250 0,0300 39,0 23,0 656 
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75 76 0,0250 0,0300 36,0 18,0 656 
76 77 0,0250 0,0300 30,0 20,0 656 
77 78 0,0250 0,0300 20,0 50,0 656 
18 79 0,0250 0,0300 24,0 14,0 168 
79 80 0,0250 0,0300 26,0 16,0 168 
80 81 0,0250 0,0300 29,0 21,0 168 
81 82 0,0250 0,0300 50,0 70,0 168 
82 83 0,0250 0,0300 31,0 18,0 114 
83 84 0,0250 0,0300 50,0 28,0 114 
20 85 0,0275 0,0325 28,0 19,0 656 
21 86 0,0275 0,0325 41,0 20,0 168 
86 87 0,0275 0,0325 39,0 20,0 168 
87 88 0,0275 0,0325 32,0 14,0 168 
88 89 0,0275 0,0325 40,0 17,0 168 
23 90 0,0275 0,0325 49,0 19,0 168 
90 91 0,0275 0,0325 36,0 25,0 168 
91 92 0,0275 0,0325 39,0 23,0 168 
92 93 0,0275 0,0325 34,0 21,0 168 
93 94 0,0275 0,0325 91,0 43,0 168 
25 95 0,0275 0,0325 42,0 24,0 168 
25 96 0,0275 0,0325 50,0 25,0 168 
96 97 0,0275 0,0325 37,0 22,0 168 
27 98 0,0275 0,0325 32,0 19,0 168 
98 99 0,0275 0,0325 39,0 25,0 168 
99 100 0,0275 0,0325 42,0 27,0 168 
100 101 0,0275 0,0325 36,0 24,0 168 
101 102 0,0275 0,0325 0,0 51,0 168 
28 103 0,0250 0,0300 31,0 13,0 656 
103 104 0,0250 0,0300 33,0 18,0 656 
104 105 0,0250 0,0300 42,0 23,0 656 
105 106 0,0250 0,0300 36,0 20,0 656 
106 107 0,0250 0,0300 40,0 18,0 656 
107 108 0,0250 0,0300 29,0 22,0 656 
108 109 0,0250 0,0300 40,0 20,0 656 
109 110 0,0250 0,0300 43,0 20,0 168 
110 111 0,0250 0,0300 45,0 22,0 260 
111 112 0,0250 0,0300 41,0 19,0 260 
112 113 0,0250 0,0300 40,0 21,0 168 
113 114 0,0250 0,0300 43,0 27,0 168 
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114 115 0,0250 0,0300 46,0 35,0 168 
115 116 0,0250 0,0300 89,0 53,0 168 
28 117 0,0275 0,0325 34,0 20,0 656 
29 118 0,0275 0,0325 47,0 29,0 123 
118 119 0,0275 0,0325 39,0 21,0 123 
119 120 0,0275 0,0325 40,0 21,0 123 
120 121 0,0275 0,0325 30,0 17,0 123 
121 122 0,0275 0,0325 85,0 55,0 123 
29 123 0,0275 0,0325 45,0 25,0 123 
123 124 0,0275 0,0325 40,0 21,0 123 
124 125 0,0275 0,0325 50,0 33,0 123 
30 126 0,0250 0,0300 37,0 21,0 656 
126 127 0,0250 0,0300 33,0 18,0 656 
127 128 0,0250 0,0300 46,0 35,0 168 
128 129 0,0250 0,0300 35,0 20,0 168 
129 130 0,0250 0,0300 41,0 23,0 168 
130 131 0,0250 0,0300 80,0 61,0 168 
31 132 0,0275 0,0325 27,0 16,0 168 
32 133 0,0275 0,0325 49,0 28,0 168 
133 134 0,0275 0,0325 26,0 55,0 168 
134 135 0,0275 0,0325 39,0 21,0 168 
135 136 0,0275 0,0325 27,0 13,0 168 
35 137 0,0250 0,0300 30,0 15,0 168 
137 138 0,0250 0,0300 30,0 21,0 168 
138 139 0,0250 0,0300 44,0 24,0 168 
139 140 0,0250 0,0300 20,0 14,0 168 
140 141 0,0250 0,0300 40,0 21,0 168 
141 142 0,0250 0,0300 32,0 23,0 168 
142 143 0,0250 0,0300 34,0 19,0 114 
143 144 0,0250 0,0300 25,0 12,0 168 
144 145 0,0250 0,0300 36,0 25,0 168 
145 146 0,0250 0,0300 92,0 47,0 168 
35 147 0,0275 0,0325 20,0 10,0 168 
40 148 0,0275 0,0325 39,0 22,0 284 
40 149 0,0275 0,0325 34,0 20,0 656 
44 150 0,0275 0,0325 27,0 12,0 656 
150 151 0,0275 0,0325 84,0 42,0 284 
47 152 0,0275 0,0325 33,0 21,0 260 
152 153 0,0275 0,0325 30,0 19,0 260 
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67 154 0,0300 0,0350 31,0 19,0 123 
69 155 0,0300 0,0350 45,0 24,0 123 
155 156 0,0300 0,0350 26,0 14,0 123 
70 157 0,0300 0,0350 39,0 31,0 168 
93 158 0,0300 0,0350 26,0 20,0 168 
103 159 0,0300 0,0350 28,0 16,0 168 
104 160 0,0300 0,0350 23,0 14,0 168 
105 161 0,0300 0,0350 33,0 19,0 168 
161 162 0,0300 0,0350 28,0 17,0 168 
106 163 0,0300 0,0350 30,0 18,0 656 
163 164 0,0300 0,0350 34,0 19,0 168 
164 165 0,0300 0,0350 39,0 21,0 168 
165 166 0,0300 0,0350 38,0 23,0 168 
166 167 0,0300 0,0350 46,0 35,0 168 
167 168 0,0300 0,0350 41,0 33,0 168 
106 169 0,0300 0,0350 46,0 35,0 656 
169 170 0,0300 0,0350 48,0 30,0 656 
170 171 0,0300 0,0350 37,0 22,0 656 
109 172 0,0300 0,0350 30,0 19,0 260 
109 173 0,0300 0,0350 49,0 31,0 656 
114 174 0,0300 0,0350 26,0 15,0 168 
174 175 0,0300 0,0350 0,0 62,0 168 
114 176 0,0300 0,0350 39,0 23,0 168 
120 177 0,0300 0,0350 46,0 29,0 123 
120 178 0,0300 0,0350 40,0 35,0 123 
129 179 0,0300 0,0350 36,0 14,0 168 
179 180 0,0300 0,0350 30,0 15,0 168 
130 181 0,0300 0,0350 39,0 21,0 168 
139 182 0,0300 0,0350 36,0 25,0 168 
182 183 0,0300 0,0350 35,0 20,0 168 
140 184 0,0300 0,0350 21,0 12,0 114 
142 185 0,0300 0,0350 46,0 35,0 168 
185 186 0,0300 0,0350 30,0 20,0 168 
142 187 0,0300 0,0350 48,0 24,0 168 
187 188 0,0300 0,0350 44,0 22,0 168 
188 189 0,0300 0,0350 39,0 22,0 168 
166 190 0,0300 0,0350 29,0 23,0 168 
190 191 0,0300 0,0350 33,0 14,0 168 
187 192 0,0300 0,0350 86,0 45,0 168 
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 Redes de distribuição radiais se caracterizam pela baixa relação 
reatância/resistência (X/R) de seus alimentadores e pela associação de 
ramos de baixa impedância (representação de reguladores de tensão, 
chaves e pequenos trechos de linha entre cargas muito próximas) com 
ramos de impedância relativamente alta. Essas características podem 
exigir dos métodos convencionais de cálculo do Problema do Fluxo de 
Carga (PFC), tais como Newton-Raphson e Desacoplados Rápidos, um 
grande número de iterações e ainda causar divergência do processo de 
solução. Além disso, o esforço computacional associado a estes métodos 
(fatoração e inversão de matrizes, e solução de sistemas de equações) 
pode ser desnecessariamente alto no caso de redes de distribuição.  
 Assim, para a solução do PFC de redes de distribuição radiais (ou 
fracamente malhados) são empregadas técnicas mais adequadas, tais 
como os chamados métodos de varredura direta e inversa em suaa duas 
versões: Método de Soma das Potências (MSP) e Método da Soma das 
Correntes (MSI). Como o MSP apresenta melhor precisão de resultados, 
então este método foi adotado para o cálculo do estado das tensões de 
barra e, consequentemente, das perdas totais de ramos. 
 No cálculo do Método de Soma das Potências, considera-se todos 
os nós como sendo barras de carga (tipo PQ), com exceção do nó raiz 
(subestação), que fornece as referências de ângulo e tensão de barra (ti-
po V). Desse modo, a varredura inversa consiste em um processo de 
acúmulo de carga, partindo-se dos nós extremos em direção à raiz, em-
pregando-se estimativas do estado das tensões nodais. A varredura dire-
ta consiste, então, na correção das tensões nodais em direção aos nós 
terminais, a partir da tensão e ângulo especificados para o nó raiz. O 
processo é repetido até que algum critério de parada seja atingido. 
 Para o equacionamento do MSP visto a seguir, adotou-se a con-
venção positiva para injeção de potência ativa e reativa incidindo na bar-
ra e, para o fluxo, saindo da barra (Figura A1-a). Logo, para injeções 
líquidas (geração – carga) de potência aparente complexa, se o valor 
numérico for positivo, associa-se ao mesmo a uma predominância de 
geração na barra e, se negativo, a uma predominância de carga. Além 
disso, uma injeção de potência de elementos shunt positiva representa 
um banco de capacitores e, se negativa, um banco de reatores. 
 Assim, conforme a convenção de injeções e fluxos adotada, seja 
então o ramo genérico k-m de uma rede elétrica de distribuição radial, 
mostrado na Figura A.1-b, onde são conhecidos: 
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 k k kE V  : tensão complexa na barra k; 
 ac ac acm m mS P jQ  : potência aparente complexa total acumulada na 
barra m, de tal modo que: 
  ac liq ac perdas
m
m m i mi
i
P P P P

     (A.1) 
  ac liq sh ac perdas
m
m m m i mi
i
Q Q Q Q Q

     (A.2) 
onde m é o conjunto de todas as barras conectadas a jusante da barra m 
(isto é, todas as barras conectadas à barra m com exceção da barra k); 
liq G C
m m mP P P  e 
liq G C
m m mQ Q Q  são as injeções líquidas de potência 
ativa e reativa da barra m ( GmP  e 
G
mQ  são dados de potência gerada e 
C
mP  
e CmQ  são dados de carga); 
ac
iP e 
ac
iQ são as injeções líquidas de potên-
cias ativa e reativa previamente acumuladas em cada barra i  m ; 
perdas
miP  e  
perdas
miQ  são as perdas ativa e reativa nos ramos m-i a jusante da 
barra m; e shmQ  a potência reativa shunt injetada na barra m. 
 
 m 
kE  mE  
kmy  mkI  
mkS  
ac
mS  
i k 
kmI  
kmS  
,k kS I  
,km kmS I  
,sh shk kS I  
(a)                                                         (b) 
k m 
 
 Figura A.1: (a) Convenções de injeção e fluxo adotadas; (b) ramo genérico 
k-m para o equacionamento do método da soma das potências. 
 
 Nota-se então que a corrente e a potência aparente complexas no 
sentido m-k são dadas por: 
 mk m k kmI E E y   
 mk m mk m m k kmS E I E E E y

     
 
em que: m m mE V    e  km km km km kmy g jb y    . 
 Assim, a potência aparente complexa acumulada na barra m pode 
ser definida tal que: 
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 ac acm mk m m m k kmS S S E E E y

     
 
 ac ac acm m m k km m mS E E E y P jQ         
 Desenvolvendo-se a equação obtida, tem-se: 
   acm m m k km m m m m k k kmS E E E y V V V y            


ac 2 2 cos( )
sen( )
m m km m km k m km m k km
m k km
S V g j V b V V y
j
  
  
     
  
 
 Isolando-se as partes real e imaginária desta equação pode-se 
agora definir as componentes ativa e reativa da potência complexa acu-
mulada na barra m, ou seja: 
ac 2 cos( )m m km k m km m k kmP V g V V y        
ac 2 sen( )m m km k m km m k kmQ V b V V y         
 Isolando-se as funções trigonométricas das equações obtidas: 
ac 2
cos( ) m m kmm k km
k m km
P V g
V V y
  
 
    
ac 2
sen( ) m m kmm k km
k m km
V b
V V y
Q
  

  

 
 Empregando-se a identidade trigonométrica: sen
2
x + cos
2
x = 1, 
obtém-se, desse modo: 
2 2sen( ) cos( ) 1m k km m k km            
2 2
ac 2 ac 2
1m m km m m km
k m km k m km
V b P V g
V V y V V y
Q     
    
   

 
     
2 2 2ac 2 ac 2
m m km m m km k m kmV b P V g V V yQ       
 Desenvolvendo-se este resultado, obtém-se então: 
   
   
2 2 4 ac ac 2 2 2
2 2
ac ac
2
0
km km m m km m km k km m
m m
g b V Q P g V y V
P Q
b     
 
  
 
     
2 2
ac ac ac ac
4 2 2
2 2 2 2
2
0
m
m
m km m km m m
m k m
km km km km
B
A
Q P g P Q
V V V
g b g b
b  
    
  
 
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 4 2 0m m m mV A V B     (A.3) 
 Os termos Am e Bm são constantes, pois dependem de valores co-
nhecidos do sistema ou que foram previamente calculados. O polinômio 
de 4º grau assim obtido possui 4 raízes, mas apenas a raiz real positiva 
tem sentido físico. Para a j-ésima iteração do MSP, o valor desta raiz 
real positiva pode ser obtido pela seguinte identidade: 
  
2
( ) ( ) ( ) ( )1 4
2
j j j j
m m m mV A B A
 
   
 
 (A.4) 
 Assim, pode-se agora corrigir o ângulo da tensão na barra m para 
a j-ésima iteração através da seguinte identidade trigonométrica: 
 
 
 
2
( )( )
( )
( ) 2
( )
sen( )
tg
cos( )
ac jj
m m kmj m k km
m k km j
ac j
m k km
m m km
Q V b
P V g
  
  
  
  
   
   
 
 
 
 
2
( )
( )
2
( )
arctg
ac j
m m kmj
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 (A.5) 
 O estado da rede (tensão complexa de barra) obtido ao final do 
processo iterativo consiste no chamado subproblema 1 do fluxo de carga 
e, uma vez obtido, permite, então, prosseguir os cálculos com o chama-
do subproblema 2, que consiste em obter outras incógnitas do problema, 
tais como as injeções líquidas de potência ativa e reativa da barra do nó 
raiz, e as correntes, fluxos e perdas de potência de ramos. 
 Conforme observado na Figura A.1-b, tem-se que a corrente elé-
trica complexa em um ramo genérico k-m pode ser determinada por: 
  km k m kmI E E y   (A.6) 
e a potência aparente complexa no sentido k-m será dada por: 
km k km km kmS E I P jQ
     
 Desenvolvendo-se a equação do fluxo de potência aparente com-
plexa e identificando-se as partes real e imaginária, pode-se determinar 
as expressões das parcelas de fluxo de potência ativa e reativa que, em 
termos dos elementos primitivos de ramos, são dadas por: 
 2 cos senkm k km k m km km k m km kmP V g V V g V V b     (A.7) 
 2 cos senkm k km k m km km k m km kmQ V b V V b V V g      (A.8) 
   Similarmente, a corrente e o fluxo de potência aparente comple-
xas no sentido m-k serão:  
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 mk km m k kmI I E E y     
mk m mk mk mkS E I P jQ
     
 Desenvolvendo-se a equação do fluxo de potência complexa ob-
tém-se entáo: 
 2 cos senmk m km k m km km k m km kmP V g V V g V V b     (A.9) 
 2 cos senmk m km k m km km k m km kmQ V b V V b V V g      (A.10) 
 Como os fluxos de potência em cada sentido são de sinais contrá-
rios e seus montantes não são iguais devido às perdas de ramos, então as 
perdas ativa e reativa em um ramo genérico k-m podem ser obtidas so-
mando-se os respectivos fluxos, ou seja: 
  perdas 2 2 2 coskm km mk k m km k m km kmP P P V V g V V g       (A.11) 
  perdas 2 2 2 coskm km mk k m km k m km kmQ Q Q V V b V V b        (A.12) 
ou ainda pelo cálculo potência de perda aparente complexa de ramo: 
     perdas perdas perdaskm k m km k m k m km km kmS E E I E E E E y P jQ

         
 
 O processo iterativo do MSP consiste, assim, basicamente pelas 
seguintes etapas (sem consideração de barras PV):  
1. Adotar um estado inicial (ponto inicial) para as tensões complexas 
nodais (normalmente o flat-start), sendo a tensão complexa da barra 
fonte (subestação) conhecida; 
2. Calcular as perdas ativa e reativa em todos os ramos da rede (na pri-
meira iteração as perdas podem ser consideradas nulas); 
3. Varredura inversa: a partir das barras terminais até a barra fonte, 
acumular as injeções de potência ativa e reativa à jusante de cada 
barra, isto é, determina-se 
ac
mP e 
ac
mQ em cada barra m.  
4. Varredura direta: a partir do primeiro ramo e em direção aos nós 
terminais, calcular as tensões complexas nodais em cada barra, com 
base no equacionamento matemático visto; 
5. Verificar a convergência através do módulo da diferença entre as 
tensões de barra entre duas iterações sucessivas. Se a convergência 
não é atingida, retornar à etapa 2. Se sim, continuar; 
6. Calcular as demais incógnitas de interesse do problema, como, por 
exemplo, correntes e perdas de ramos, injeção líquida de potências 
ativa e reativa no nó raiz e verificação de violações nos limites de 
tensão de barra.  
 
 ANEXO B: CAPACIDADE  DE  CURTO-CIRCUITO  
 
 Os fenômenos de correntes de curto-circuito, ou correntes de fal-
ta, são um tipo de transitório de sistemas que, em geral, atingem valores 
muito superiores às correntes normais de linha e, desse modo, algum 
mecanismo de proteção (disjuntores) deve ser comandado a abrir a fim 
de isolar o ponto de falta. Dentre os tipos de falta, a severidade da in-
fluência do curto-circuito simétrico é um importante estudo para o pla-
nejamento da proteção de sistemas elétricos (Elgerd, 1978). 
 Na ocorrência de uma falta simétrica em uma barra qualquer de 
rede, ocorre naturalmente uma diminuição nas tensões de barra. O valor 
destas quedas de tensão é uma indicação da “força” destas barras, pois 
representa o nível de oposição da tensão de uma barra em sofrer varia-
ções quando da ocorrência de falta na rede. Esta força, denominada ca-
pacidade de curto-circuito (Short-Circuit Capacity – SCC), é determina-
da por uma potência trifásica definida como o produto da tensão de linha 
anterior à falta pela corrente de fase após a falta, tal que (Elgerd, 1978): 
 pré-falta pós-falta3 ( )k k kSCC V I VA  (B.1) 
  A razão para se utilizar uma unidade de potência, e não de cor-
rente de curto, para se avaliar os efeitos de falta reside no fato de que os 
disjuntores de proteção devem ser dimensionados para ambas a corrente 
de falta a ser extinta e a tensão na qual deverá atuar. O produto destas 
grandezas define, então, os VA de curto-circuito do disjuntor.  
 Para o cálculo da capacidade de curto-circuito das barras de uma 
rede elétrica, normalmente as tensões de barra na situação de pré-falta 
podem ser obtidas por meio de um algoritmo de Fluxo de Carga e as 
correntes de falta, por sua vez, são determinadas por uma expressão ma-
temática baseada no Teorema da Superposição de Efeitos, visto a seguir. 
 A chamada Equação Nodal de redes lineares expressa a relação 
entre o vetor de injeções de corrente complexa de barra ( I  ) com o ve-
tor das tensões complexas de barra ( E  ) por meio da matriz admitância 
de barra ([ ]barraY ), ou matriz impedância da rede ([ ]barraZ ), isto é: 
1[ ] [ ] [ ]barra barra barraI Y E E Y I Z I
      
 A matriz [ ]barraZ  representa a topologia de rede e seus elementos 
descrevem comportamentos distintos das barras da rede em relação aos 
elementos da diagonal e fora. Um elemento kkZ  representa a impedân-
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cia equivalente do circuito vista da barra k em relação ao nó de referên-
cia, e expressa o nível de perturbação na rede perante alterações quais-
quer na própria barra k, tais como variações de carga ou curto-circuito, 
sendo tanto maior a severidade desta perturbação quanto menor o seu 
valor em módulo. Um elemento mkZ , por sua vez, representa a impedân-
cia de transferência entre as barras m e k e seu valor expressa a sensibi-
lidade da barra m perante alterações na barra k, sendo tanto maior esta 
sensibilidade quanto maior o seu valor em módulo. 
 Sendo a rede linear, então o vetor das tensões de barra pósE resul-
tante de uma perturbação na rede devido à injeção de corrente em uma 
barra qualquer k da rede, pode ser determinado com o emprego do Teo-
rema da Superposição para compor os efeitos desta injeção, isto é: 
 pós inj inj
pós pré inj
[ ] [ ] [ ]
[ ]
barra barra barra
barra
E Z I I Z I Z I
E E Z I
   
  
 
onde inj inj[0 0]kI I  é o vetor de injeção da perturbação de cor-
rente na rede e préE   é o vetor de tensões de barra antes da perturbação.  
 Como uma rede em condições de falta pode ser considerada como 
um sistema alimentado por fontes (geradores) com uma única carga li-
gada no ponto de curto-circuito, então a falta simétrica para a terra em 
uma barra qualquer k pode ser entendida como uma injeção negativa da 
corrente de curto-circuito nesta barra. Assim, uma rede elétrica em uma 
situação de pós-falta equilibrada em uma barra k pode ser modelada ma-
tematicamente pela equação vetorial: 
 pós-falta pré-falta modif falta[ ]barraE E Z I   (B.2) 
onde falta falta[0 0]kI I  é o vetor de injeções de corrente de falta e 
modif[ ]barraZ   é a matriz de impedância nodal, que necessita ser modificada 
para considerar duas componentes: 
1) A impedância transitória dos geradores ( GTx ) que irão alimentar a cor-
rente de falta, bem como a impedância de dispersão ( TDx ) do trans-
formador de acoplamento com a rede (Figura B.1-a); 
2) A impedância de carga que modela o consumo das barras na situação 
de pré-falta, supondo que seja majoritariamente formado por motores 
síncronos e assíncronos, que também alimentarão a corrente de falta.  
Com base na Figura B.1-b, a admitância de carga é então dada por: 
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 carga pré-falta pré-falta pré-falta pré-falta( )m m m m m mS E I E E y

   
 carga pré-falta 2( )m m m m m mS V g jb P jQ     
  
 
pré-falta 2 pré-falta 2
e
( ) ( )
m m
m m
m m
P Q
g b
V V
     (B.3) 
 
 
carga
m m mS P jQ   
m 
pré-falta
mE  
m m my g jb   
m 
pré-falta
mI  
pré-falta
mE  G
Tj x  
T
Dj x  
    (a)                                                  (b) 
m 
 
Figura B.1: Esquemas: (a) impedâncias do grupo gerador + transformador; 
(b) cálculo da impedância de carga. 
 
 Assim, com base na equação (B.2), tem-se que a tensão pós-falta 
na barra de falta k, que expressa o afundamento da tensão na barra em 
relação aos valores originais, será dada por: 
 pós-falta pré-falta modif faltak k kk kE E Z I   (B.4) 
e, para uma barra genérica m, a tensão de barra pós-falta será dada por: 
 pós-falta pré-falta modif faltam m mk kE E Z I   (B.5) 
 Para o caso de um curto-circuito sólido na barra k (impedância de 
falta nula), tem-se então que pós-falta 0kE  . Logo, com base na equação 
(B.4), tem-se que a corrente de falta será dada por: 
 
pré-falta
pré-falta modif falta falta
modif
0 kk kk k k
kk
E
E Z I I
Z
      (B.6) 
e a tensão pós-falta para a barra genérica m se resume a: 
  
 
modif
pós-falta pré-falta pré-falta
modif
mk
m m k
kk
Z
E E E
Z
   (B.7) 
 Empregando-se o módulo da corrente de falta, pode-se finalmente 
determinar a expressão matemática para o cálculo da SCC em uma barra 
qualquer k de uma rede em falta, ou seja: 
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pré-falta
pré-falta falta pré-falta
modif
3 3 kk k k k
kk
V
SCC V I V
Z
 
   
 
 
 
 
2
pré-falta
modif
3
( )
k
k
kk
V
SCC VA
Z
   (B.8) 
 Como esperado, pode-se observar pela equação (B.8) que uma 
diminuição na impedância equivalente vista pela barra k ( modifkkZ ) torna 
mais forte esta barra, pois acarreta em aumento de sua capacidade de 
curto-circuito. Desse modo, um aumento na SCC em uma barra implica 
que a mesma tem maior capacidade de manter sua tensão perante uma 
falta em outras barras da rede. No entanto, se a falta ocorrer na própria 
barra, o aumento de sua SCC resultará em correntes mais elevadas, o 
que poderá sobrecarregar os disjuntores da proteção de rede a ponto de 
necessitarem ser re-dimensionados. 
 Outro fato a se considerar refere-se à perturbação que uma falta 
em uma barra forte causará ao sistema pois, como pode ser observado na 
equação (B.7), quanto maior for a capacidade de curto-circuito de um 
barra k (ou seja, quanto menor modifkkZ ), maior será o afundamento da 
tensão em uma barra m do sistema. Por outro lado, uma barra m também 
forte implica em menor valor de modifmkZ e, desse modo, menor será a 
queda de tensão na barra m. Estes fatos fornecem a razão para a busca 
por redução artificial dos VA de curto-circuito num ponto da rede, mes-
mo sendo benéfica esta característica para a sustentação do perfil de ten-
são no ponto (Elgerd, 1978). 
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