The construction of a probabilistic model is a key step in most decision and risk analyses. Typically this is done by defining a single joint distribution in terms of marginal and conditional distributions. The difficulty of this approach is that often the joint distribution is underspecified. For example, we may lack knowledge of the marginal distributions or the underlying dependence structure. In this paper, we suggest an approach to analyzing decisions with partial information. Specifically, we propose a simulation procedure to create a collection of joint distributions that match the known information. This collection of distributions can then be used to analyze the decision problem. We demonstrate our method by applying it to the Eagle Airlines case study used by previous authors.
Introduction
In many decision problems, we lack complete information regarding the underlying joint probability distribution. For example, marginal distributions and/or probabilistic dependencies may not be completely specified. Differing methodological areas within the management sciences view this lack of specificity in differing ways. To some, the lack of information stems from a belief that the underlying probability distribution is "unknown." Others regard the incomplete information as simply an acknowledgment that it has yet to be assessed. We do not distinguish between these perspectives in this paper. Instead, we present a methodology that is useful in either case. For those that believe the underlying distributions are unknown, our procedure will allow them to model this uncertainty explicitly. For those that see this as an issue of assessment, the methods discussed herein will help to ensure that the assessed distributions are consistent with the available information and quantify the benefit of further elicitations.
Although the lack of information could stem from an underspecification of marginal distributions, we are primarily motivated by underspecification of the probabilistic dependence structure. 3 order assessments (e.g., pairwise conditional assessments). More recently, Abbas (2006) and Bickel and Smith (2006) explored the use of maxent to facilitate the modeling of dependence.
A closely related approach is the specification of a copula (Sklar 1959) , which encodes the dependence between marginal distributions. For example, Jouini and Clemen (1996) , Frees et al. (1996) , and Clemen and Reilly (1999) , all used copulas to construct joint distributions based on lower-order assessments. In the copula-based approach, the continuous joint distribution is often discretized to facilitate modeling within a discrete decision-tree framework. In this paper, we compare our proposed methodology to the normal-copula approach, illustrated by Clemen and Reilly (1999) , hereafter (CR).
In the second category, sensitivity procedures have been developed to explore portions of the set of possible joint distributions. For example, Lowell (1994) developed a sensitivity analysis procedure to identify important pairwise conditional probability assessments. As discussed above, CR proposed the use of a normal copula, characterized by pairwise correlation coefficients. They then perturbed the correlation matrix to explore a set of possible joint distributions. This set is restricted to joint distributions that can be modeled with a normal copula. Reilly (2000) developed a sensitivity approach that uses synthetic variables based on a pairwise correlation coefficient matrix.
Finally, in the third category, robust procedures such as maximin or robust optimization (BenTal et al. 2009 ) evaluate decisions based on their worst possible outcomes. We do not directly address these methods. We note, however, that identifying the worst possible joint distribution is often difficult. Our procedure could be used in a robust setting to "stress test" decisions. This paper is organized as follows. §2 describes a new procedure to generate joint probability distributions when only partial information is available. §3 introduces an illustrative example that we use to demonstrate our approach. §4 applies our new procedure to this example. Finally, §5 concludes and discusses future research directions. Montiel (2012) developed the JDSIM procedure and Montiel and Bickel (2012) showed how JDSIM can be used to generate random collections of joint distributions. In this paper, we demonstrate how to use JDSIM to model decision problems with incomplete information and compare our procedure to the use of copulas. In this section, we summarize JDSIM and refer the interested reader to Montiel and Bickel (2012) , for additional detail.
Proposed Approach
JDSIM samples from the set of all possible discrete joint distributions that are consistent with the given information, provided that this information can be described by a set of linear constraints.
Decision Analysis 00(0), pp. 000-000, c 0000 INFORMS In this way, JDSIM provides not one, but a collection of discrete joint distributions under which the decision can be evaluated. The procedure begins with the specification of linear constraints on the joint distribution (e.g., specification of marginal probabilities or pairwise correlations) and the creation of a convex polytope T, the "truth set," that matches the given information. By "truth" we mean that any distribution within this set is consistent with the assessments and therefore could be the "true" joint distribution.
We illustrate the characterization of T using a simple example with two binary random variables V 1 and V 2 . This distribution has four joint events (Figure 1(a) ), whose probabilities must be positive and sum to one (Figure 1(b) ). The truth set can be expressed as a hyperplane in four dimensions or as a full-dimensional polytope in three dimensions (Figure 1(c) ). We can constrain T to match marginal assessments such as P (V 2 =Up) = P 1 +P 3 = 0.6, as shown in Figure 1 (d) . When constraints are consistent, non-redundant, and non-degenerate, each constraint reduces the dimension of T by one. Then, adding a second marginal constraint will reduce T to a one-dimensional line, and adding Example characterization of the truth set T.
a correlation constraint will reduce T to a single point. Note that the addition of inconsistent constraints (assessments) produces an infeasible set. Hence, for the remainder of this paper, we assume that all assessed information is consistent such that T is not empty.
Formally, we can define the truth set as T = {p | Ap = b, p ≥ 0}, where A ∈ R m,n is a matrix of m rows and n columns, b ∈ R m is a column vector of assessed information, and p ≥ 0 is a vector that represents the joint probability distribution. The linear system, Ap = b, defining the truth set from Figure 1 is
Truth Set Definition
We now introduce the notation that we use to define T. We organize this notation into three groups: indices and sets, data, and explored variables. Indices and sets describe the notation used to create the structural constraints. Data represents the input information. Explored variables are the probabilities of the joint events that define the discrete joint distributions.
Notation
Indices and sets: V Ordered set of random variables indexed by i = 1, . . . , v. O i Ordered set of possible outcomes for random variable i indexed by r i = 1, 2 . . .
Data:
Probability that random variable i obtains the value ω
Rank correlation between random variables i and j.
Explored Variables: p Vector of joint probabilities to be explored. p ω k ∈ p Probability of the discrete joint outcome ω k .
Illustration of the Notation
To illustrate the notation, we use the example in Figure 1 (Please see the online supplement for a spreadsheet that illustrates our notation as well.). The set of random variables V = (V 1 , V 2 ) is Decision Analysis 00(0), pp. 000-000, c 0000 INFORMS indexed as i = 1, 2. The set of possible outcomes (i.e., branches on the decision tree) for V 1 and V 2 are =Down. In this example, the set of all joint outcomes is defined as U = (ω 1 , ω 2 , ω 3 , ω 4 ) where
). The proper subset U ω 2 r 1 = (ω 1 , ω 3 ) includes the elements of U for which realization ω 2 r 1 has obtained (i.e., the first and third branches in Figure 1 ).
We require the joint probabilities to sum to one, which implies that p ω 1 +p ω 2 +p ω 3 +p ω 4 = 1. Likewise, the assessed probability q ω 2
6. The rank correlation ρ 1,2 between V 1 and V 2 was not used in Figure 1 . Finally, the vector p = (p ω 1 , p ω 2 , p ω 3 , p ω 4 ) ≡ (P 1 , P 2 , P 3 , P 4 ) represents a feasible discrete joint probability distribution, which we will explore with our simulation procedure.
We now describe general forms of linear constraints that we consider in this paper.
Constraints for Necessary and Sufficient Conditions
First, we require p = (p ω 1 , p ω 2 , . . . , p ω |U| ) to be probability mass function (pmf). Equations (2a) and (2b) accomplish this by requiring the elements of p to sum to one and be non-negative, respectively.
In our matrix notation, the first row of A is a vector of ones and the first element of b is a one, as in Equation (1). If no additional constraints are included, then T is the unit simplex, which is compact and convex. Therefore, the addition of other linear constraints will maintain the convexity of T.
Constraints for Marginal Distributions
Equation (3) constrains T to match the marginal assessments (q ω i r i
). This equation can be extended to cover pairwise, three-way, or higher-order joint probability information as long as the assessed beliefs are consistent. In this case, A includes a row of zeroes and ones, the arrangement of which depends upon the random variable in question (see Equation 1), and b adds one parameter q ω i r i
for each constraint.
Constraints for Rank Correlations Equation (4a) matches any rank correlation information (see Montiel and Bickel 2012 ) that we might have, where we have used the definition of rank correlation provided by Nelsen (1991) and Mackenzie (1994) . The γ
are coefficients calculated using Equations (4b, 4c, 4d). Thus, Equation (4a) is linear in the joint probabilities.
We now briefly discuss the other components of Equation (4a). The notation is admittedly, and necessarily, complex. We encourage the interested reader to see Montiel and Bickel (2012) for additional details and a derivation. Below, we show how to use Equation (4a) within the context of our example. Equation (4c) corresponds to the H-volume defined by Nelsen (2005) and
is the rectangular area defined by interval (4d).
The cumulative probabilities p 
is the marginal probability of variable V i , having the outcome ω i r i at the joint realization ω k . Equation (4) requires that the marginal probabilities of V i and V j are known. Returning to our previous example in Figure 1 , if we assume q ω 1 r 1 = 0.7 and q ω 2 r 1 = 0.6 then the truth set is reduced to a line with endpoints (0.3,0.4,0.3,0) and (0.6,0.1,0,0.3). The coefficients in Equation (4a) are:
= 0.12.
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Along the truth set, feasible rank correlations range from 0.54, at (0.6,0.1,0,0.3), to -0.36 at (0.3,0.4,0.3,0) . Specifying a particular correlation within this range would reduce the truth set to a single point, uniquely specifying a joint distribution p.
Sampling T
After characterizing T, we uniformly sample p from the truth set using JDSIM. Our algorithm adapts the Hit-and-Run sampler (HR) (Smith 1984) which is the fastest known algorithm to uniformly sample the interior of an arbitrary polytope. The goal of this procedure is to create a discrete representation of T that replicates the dispersion of the distributions within the set. Figure 2 provides a graphical representation of the algorithm in two dimensions. Our procedure in explained in detail in Montiel and Bickel (2012) , but we briefly summarize it here for convenience. The interested reader should see Montiel and Bickel (2012) for technical details, including convergence properties and guidance regarding the required number of samples.
The sampler is initialized (Step One) by generating an arbitrary point x i ∈ T and setting the counter i = 0.
Step Two generates a set of directions D ⊆ R n using an uncorrelated multivariate standard normal and standardizing the directions.
Step Three selects a uniformly distributed direc-
Step Four finds the line L = T ∩ {x|x = x i + λd i , λ a real scalar} generated by extending the direction d i in both directions until the boundary of T is reached.
Step Five selects a random point x i+1 ∈ L uniformly distributed over the line. Finally, Step Six evaluates the counter and stops if i = N (where N is the desired number of samples), otherwise the counter is incremented by one and the sampler returns to Step Two.
It is important to bear in mind that each sampled point is a complete joint pmf. We calculate the element-wise average of all sampled joint distributions and refer to this as the Average of Sampled Observations (ASO). Since the ASO is a convex combination of points in T, and T is convex, the ASO is a feasible joint distribution in T.
Step 1:xi ∈ T.
Step 2:Generate set D.
Step 3:Choose di ∈ D.
Step 4:Use di to set L.
Step 5:Select xi+1 ∈ L.
Step 6:Return to Step 2. 
Illustrative Example
We now describe the illustrative example that we use to demonstrate our procedure. The Eagle Airlines example was introduced by Clemen (1996) and later extended by Clemen and Reilly (1999) and Reilly (2000) . We describe the example from an excerpt (p. 559) in Reilly (2000):
"Dick Carothers, the owner of Eagle Airlines, is deciding whether to invest ... $52,500 in a money market or to expand his fleet with the purchase of [an airplane; we will refer to this as the "Expand" alternative]. His decision criterion is whether the new plane will generate more profit than a money market alternative. The influence diagram in [ Figure 3 ] illustrates the relevant variables... The profit function is given by: P rof it = T otal Revenue − T otal Cost, where T otal Revenue = Charter Ratio * Hours F lown * Charter P rice + (1 − Charter Ratio) * Hours F lown * Capacity * N umber of Seats * P rice Level, T otal Cost = Hours F lown * Operating Cost + Insurance
where Charter P rice is 3.25 * P rice Level, and the N umber of Seats is five. Computing the profit using the [base-case values, described below], Carothers's annual profit is $9,975, which is $5,775 more than the minimum of $4,200 (based on the opportunity cost of capital). The deterministic model indicates that Carothers should expand his fleet now. Some of the inputs, however, are highly variable, and these could possibly lower the profit below the $4,200 benchmark."
Based on sensitivity analysis, Reilly (2000) showed that four variables most affect the decision: Table 1 .
The non-critical uncertainties are fixed at their base values, which are Charter Ratio = 50%, P ercentage F inanced = 40%, Interest Rate = 11.5%, Insurance = $20, 000, P urchase P rice = $87, 500, N umber of Seats = 5, and Charter P rice = 3.25 * P rice Level. In order to apply their normal-copula (NC) procedure, CR assumed that the marginal distributions shown in Table 1 are from known families. In particular, they assumed that P L and H are scaled-beta distributions, C is beta, and O is normally distributed. CR's parameter assumptions for each uncertainty are presented in Table 2 . Eagle Airlines cdf, under original discretization (black) and new discretization (gray).
Because CR used EPT, they fixed the probabilities for marginal and conditional distributions, as described above, and solved for the 0.05, 0.50, and 0.95 fractiles. In our simulation procedure, we fix the values and solve for the probabilities. This approach is helpful for comparing our procedure to an approximation such as maxent, which is not a function of values and instead solves for probabilities.
Therefore, to better compare our procedure to that of CR, we have discretized their joint pdf by fixing the marginal values at the 0.05, 0.50, and 0.95 fractiles (using their pdf assumptions in Table 2 ) and then solving for probabilities using moment matching (see Appendix A). This discrete cdf is shown in Figure 4 as the solid gray line. While the two approaches are not identical, the discretizations are very close. We use the moment matching cdf in the remainder of the paper.
One potential difficulty with CR's procedure, or that of Wang and Dyer (2012) , is that it does not preserve the original pairwise correlation assessments. This occurs because the discretization with three points reduces the possible correlation range, producing a new correlation matrix bounded by [-0.74, 0.74] . Our approach, in contrast, preserves the assessed correlations. Of course, the expert would need to understand that the correlation range is not [-1,1] when they were assessing the rank correlation between discrete random variables with only three possible outcomes. Table 3 presents the rank correlation matrix implied by CR's discrete cdf (the gray line in Figure 4 ). Please see Appendix B for more detail. 
Application to Eagle Airlines Decision
In this section, we apply our JDSIM procedure to the Eagle Airlines case. We consider three information cases. The first case assumes we have information regarding only the marginal probabilities.
The second case includes the previous marginal probabilities and adds information regarding the rank correlation between P L and H. The final case is equivalent to the original problem as presented by CR, and includes all the marginal assessments and pairwise correlations. To facilitate comparison of our results to CR, our JDSIM procedure use the correlations presented in Table 3 .
We begin by assuming that we have information regarding only the marginal assessments. To compare our procedure to CR, we also use EPT. In addition to the 0.50 fractile, EPT requires the 0.05 and 0.95 fractiles, which were not provided by CR. We estimate these fractiles using CR's distributional assumptions in Tables 1 and 2 and present the results in Table 4 . We now assume that both the NC and JDSIM methods begin with Table 4 .
Case 1: Given Information Regarding Marginals Alone
Under the NC procedure, we would use the marginal assessments provided in Table 4 . We would next need to assume the marginal distributions belonged to a particular continuous family. This was done by CR yielding their assumptions in Table 2 . Since we are assuming that dependence information is unavailable, it is unclear how to specify the correlation matrix. For the benefit of the comparison, and following common practice, we assume that all correlations are zero.
The JDSIM method, in contrast, does not require the specification of marginal pdf families or a correlation matrix. Rather, we form a polytope that contains all possible joint distributions matching the marginal assessments given in Table 4 . The polytope describing these marginal assessments has 72 dimensions, resulting from 81 joint probabilities (four random variables with three outcomes each), one constraint that requires the probabilities to sum to one, and eight constraints to match the marginal assessments (81-1-8=72).
The polytope T is defined using Equations (2a), (2b), and (3). Equations (2a) and (2b) constrain the joint probabilities p ω k ∈ p to sum to one and to be non-negative. Equation (3) (the 95th percentile). From the marginal assessments, we know that p h,·,·,· = 0.185, which defines Equation (6). Similar equations can be defined for the remaining 11 marginal assessments (12 in total). However, four of these constraints are redundant given Equation (2a), reducing the total number of linear constraints to nine.
We apply the JDSIM procedure to the polytope to create a discrete representation of T by sampling 10 million discrete joint distributions (Run time: Five hours using Mathematica 8 on an
Intel CPU Q6700@2.67GHz with 8GB of RAM.) all of which are consistent with the information provided by CR. This sample size is more than sufficient to ensure uniform coverage of T. For a full analysis of JDSIM's sample size we refer the reader to Montiel and Bickel (2012) and Montiel (2012) .
We calculate the mean and standard deviation of profit for each sampled joint distribution.
Additionally, we calculate the frequency with which the Expand alternative yields less than the Money Market (MM) threshold of $4,200. We refer to this frequency as the "investment risk."
Based on our 10 million distributions, we calculate frequency distributions for the mean profit, the standard deviation of profit (Std. Dev.), and the investment risk (Inv. Risk). Table 5 shows these percentiles along with their theoretical lower bound (LB) and upper bound (UB), which we describe shortly. This table should be compared to CR's Table 5 . The observed mean profit ranges from $10,160 to $14,340, with an average (µ) and standard deviation (σ) of $12,303 and $496, respectively. The expected profit under the NC is $12,326. Our observed profit range and the percentiles closely match the results of CR's sensitivity results (see their Table 5 ).
We refer to the 0th and 100th percentiles as "probability bounds" because there could exist cdfs in T that result in profits outside of this range. However, we did not observe them in 10 million samples. Since the minimum expected profit that we sampled was $10,160, every simulated joint distribution had a mean profit greater than the value of the MM alternative. Thus, in this case, the assessment of probabilistic dependence or differing marginal distributions, which still match the assessments in Table 4 , is very unlikely to change the recommendation that Eagle Airlines should expand (assuming they are risk neutral).
The standard deviations of our sampled cdfs ranged from $17,300 to $29,580, with an average of $23,641. The standard deviation of profit under the NC is $23,605. On the high end, our results closely match CR. However, the smallest standard deviations in our sample were larger than CR's.
We conjecture that this result is related to differences in our discretization procedure and CR's marginal/copula assumptions. Referring back to Figure 4 , we see that our discretization procedure (fixed values) results in a slightly wider cdf (longer tails) than CR's approach (fixed probabilities).
Furthermore, their marginal distributions (see Table 2 ) are either normal or close to normal, implying that they have very thin tails. Likewise, CR modeled dependence with a normal copula, which also enforces thinner tails. JDSIM is not constrained by these assumptions and is therefore sampling from distributions that are most likely more spread and contain non-zero higher moments (e.g., skewness and kurtosis). Table 5 indicates that investment risk, which averaged 29.42%, ranges from 19.50% to 40.95%.
While the Expand alternative's expected profit always exceeds the MM, there may be a large probability of underperforming this benchmark. This surprisingly large range is driven by the underlying dependence structure, which highlights the importance of modeling and assessing depedence. The NC investment risk is 38.05%. The most significant difference between the ASO and NC cdfs is at the level of individual fractiles-their first two moments are relatively close.
The LB and UB in Table 5 were derived from a linear program (LP) described in Appendix C. We provide these hard bounds for the mean profit and investment risk only. Determining the minimum and maximum possible standard deviation requires solving an NP-hard problem, and this was not attempted. The expected-profit LB is $4,332, which is greater than the MM. Thus, it is impossible to generate a joint distribution matching the assessments in Table 4 that would underperform the MM investment.
The LB and UB are quite distant from the minimum ($10,160) and maximum ($14,340) expected profits. The joint distributions associated with these hard bounds contain many events with zero probability. For example, the joint distributions for the expected profit LB and UP are, respectively: These distributions, consisting mostly of zeros, are located at the vertices of the polytope. As such, they are geometrically extreme and unlikely to be sampled. They are also extreme from a dependence perspective, since they assume perfect dependence between the random variables. For example, under the minimum expected profit distribution, if P L is at its base value then H, C,
and O are certain to be at their base values as well.
This difference between the minimum and maximum sampled values (i.e., the probability bounds) and the theoretical bounds is explained by what we call the "Sea Urchin" effect (Appendix D).
In high-dimension polytopes, the vertices become "thin" and comprise a very small portion of the total volume. Hence, JDSIM is unlikely to sample them. We do not believe this is a limitation of the sampling method. To the contrary, these distributions are extreme. If the underlying dependence was as strong as the distributions above require (e.g., perfect), we believe the expert would know this and could, therefore, express it as a constraint. Under these conditions, the JDSIM methodology would only sample distributions that included the expressed level of dependence.
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The cdfs for this case are presented in Figure 5 . The ASO cdf is the solid black line, and the independence cdf (based on an NC) is the solid gray line. The dotted lines are the minimum and maximum probability bounds that were sampled during our 10 million trials. These bounds are not individual cdfs, but represent the minimum (lower line) and maximum (upper line) cumulative probabilities that were sampled at each profit level. Likewise, the solid lines represent the theoretical minimum and maximum. These bounds were calculated using the LP described in Appendix C.
All cdfs must fall within these latter bounds. The vertical dashed line denotes the MM value, and a vertical solid line denotes zero profit. The chance of underperforming MM matches the investment risk in Table 5 . Risk profile range given only marginal information, minimum and maximum probability bounds (dashed), theoretical bounds (solid), ASO (black), and NC (gray).
We pause here to emphasize the scope and importance of our results. We have sampled 10 million joint distributions from the set of all discrete joint distributions matching the marginal constraints (Table 4) . In other words, we have sampled from the set of all possible marginal distributions and dependence structures, rather than a set limited to marginals from particular families (e.g., beta) and whose dependence structure can be defined with a particular copula (e.g., normal). These 10 million joint distributions fall within the bounds denoted by the dotted lines. The (NC-based) independence cdf falls within these bounds, but is rather extreme (relative to the probability bounds) for profits between -$3,000 and $25,000. The ASO cdf might be thought of as being more representative of the set of possible joint distributions than is the independence cdf. The ASO and the independence cdfs differ rather dramatically at a profit level of $4,200, which is the MM benchmark.
Case 2: Given Information Regarding Marginals and One Pairwise Correlation
This section analyzes the case where the dependence structure is constrained by a single pairwise correlation. Specifically, we consider CR's implied correlation between P L and H, which is equal to -0.38 (see Table 3 ). We make no assumptions regarding the other five pairwise correlations. The truth set is generated using Equations (2a), (2b), (3), and (4). As mentioned in §4.1, Equations (2a), (2b), and (3) ensure the sampled points are pmfs that match the marginal assessments. We add one more constraint (Equation 4) to fix the rank correlation between P L and H.
To illustrate Equation 4, we describe the construction of one of the 81 coefficients for the joint events. Using the notation from §2.1, the 50th joint event corresponds to (b, h, b, b) and is described as ω 50 = (P L = $100, H = 1053.6, C = 50%, O = $245). Equation 4 then yields: Calculating similar coefficients for all 81 joint events defines Equation (4a) and yields
The maximum correlation occurs at
63, p h,h,·,· = 0.185 and has a value of 0.74, as was shown in Table 3 .
We apply the JDSIM procedure to the new polytope and create a discrete representation of the new truth set by sampling 10 million possible joint distributions. Each sampled distribution has marginals equal to 0.185, 0.63, 0.185, of the (l, b, h), respectively, and rank correlation ρ P L,H = −0.38. The sampled mean profit ranges from $9,215 to $12,570, with an average value of $10,916 and a standard deviation of $414. The NC expected profit is also $10,916. The distribution of the mean profit shows that under the new information, the Expand alternative is less attractive than before.
This occurs because the correlation between P L and H is negative; higher prices result in fewer hours being flown. However, purchasing the plane is still more attractive than MM, even at the theoretical bounds (LB and UB). The standard deviations are slightly lower than in Case One because we have introduced negative dependence between P L and H. The investment risk now ranges from 20.50% to 42.20%, with an average of 29.36%. Risk profile range given marginal information and one pairwise correlation coefficient, min and max probability bounds (dashed), theoretical bounds (solid), ASO (black), and NC (gray).
The cdfs for this case are presented in Figure 6 . The ASO cdf assumes that ρ P L,H = −0.38 and all other correlations are unspecified. The NC cdf assumes that ρ P L,H = −0.38 and all other correlations are zero. As in Case One, the NC cdf is near the probability bounds for profits of -$3,000 to $25,000. Again, the ASO seems to be more representative than the NC of the set of possible distributions.
Case 3: Given Information Regarding Marginals and All Pairwise Correlations
In this section, we adopt all of the information provided by CR and used in their NC approach.
Specifically, we use the marginal assessments from the EPT discretization, given in Table 4 , and the implied correlations from Table 3 . The implied correlations are used to make the comparison to CR as fair as possible. The new polytope is defined using Equations (2a), (2b), (3), and (4), as illustrated in §4.1 and §4.2. To the previous ten constraints (and the non-negativity constraints), we add five new constraints to fix the values of all the pairwise correlations, defining a 66-dimensional polytope. Table 7 displays a summary of our 10 million samples of the new polytope using JDSIM. The additional constraints have significantly affected the mean profit distribution. The minimum and maximum sampled mean profits are now $12,448 and $12,910, respectively, with an average of $12,662 and a standard deviation of $62. The NC expected profit is $12,678. Additionally, the difference between the theoretical mean profit UB and LB is only $1,222, which is considerably less than in our previous cases. What little difference there is between mean profits is due to dependence in the joint distribution that cannot be described by pairwise correlations. Table 7 Percentiles for mean profit, standard deviation of profit, and investment risks for JDSIM joint distributions given marginal information and all pairwise correlation coefficients. $12, 049 $12, 448 $12, 583 $12, 620 $12, 662 $12, 704 $12, 741 $12, 910 $13.271 $12, 662 $62 Std. Dev. NA $18, 530 $19, 767 $20, 063 $20, 400 $20, 750 $21, 051 $22, 280 NA $20 ,404 $499 Inv. Risk 9.55% 18.45% 24.63% 25.98% 27.54% 29.18% 30.76% 36.50% 63.72% 27.64% 2.36%
The new distribution of the standard deviation of profit ranges from $18,530 to $22,280, with an average $20,404. The distribution of the investment risk has been shifted towards lower values (although the LB has increased), with a new range from 18.45% to 36.50%. The average investment risk is now 27.64%.
The bounds for the cdfs when all pairwise correlations are known are shown in Figure 7 . Both the probability and the absolute boundaries are narrower than before. CR's NC-cdf falls slightly outside of the probability bounds for profit values of -$2,000 to $25,000. This suggests that the NC approach, which specifies a single joint distribution, may not generate an approximation that is representative of the set of all distributions matching the assessed information. Risk profile range given marginal information and all pairwise correlation coefficients, min and max probability bounds (dashed), theoretical bounds (solid), ASO (black) and NC (gray).
We conjecture that the extreme behavior of the NC with respect to the probability bounds is related to the structure provided by the normal copula. The normal pdf has maximum entropy for a given mean and standard deviation. We suspect that joint distributions formed with a normal copula are also high in entropy. Indeed, in our case, CR's NC-cdf and the (not shown) maximum-entropy cdf (given marginal and all pairwise correlations) are very close to each other, with a maximum absolute difference among the probabilities of the joint events of 0.0037, whereas the corresponding difference between NC and ASO is 0.1992. A maxent joint distribution based on marginals and pairwise correlations will enforce higher-order dependencies that are as close to independence as possible. This cdf will then tend to be an extreme point within our truth set. As a simple illustration, assume two identical binary random variables with marginals of 
Case Three Case One
Case Two Figure 8 Sampled distributions for mean profit, standard deviation of profit, and inv. risk given marginals only (white), marginals and 1 pairwise correlation (gray), and marginals and all pairwise correlations (black).
Decision Analysis 00(0), pp. 000-000, c 0000 INFORMS marginal information, is presented as the dotted line filled in white. Case Two, using marginal information and one pairwise correlation coefficient, is presented as the dashed line filled in gray.
Finally, Case Three, with all marginal information and pairwise correlation assessments, is presented in a solid line filled in black. The vertical lines correspond to the probability bounds for each case mark in dotted (Case One), dashed (Case Two), and solid lines (Case Three).
The range of outcomes for Case One (only marginals) stems from our having not constrained marginal families or the dependence structure. The addition of a negative correlation between P L and H, in Case Two, shifted the set of possible profits to the left and narrowed it somewhat.
The specification of all pairwise correlations, in Case Three, constrained the set considerably. The variability that does exist is related to our marginals' not having been based on known families and that higher-order dependencies (beyond pairwise) were not fixed. This indicates that assessing these higher-order distributions (e.g., all three-way assessments) will not improve the decision.
The investment-risk distributions show less sensitivity to the dependence structure. Although additional constraints had a significant impact on the distribution of expected profit and the standard deviation of profit, the probability of being less than $4,200 has not changed significantly.
Conclusions
Both the JDSIM and the NC approaches provide methods to model probabilities and decisions when only partial probabilistic information is available. The NC approach requires (1) the assumption of marginal distributions (e.g., Table 2 ) that fit the provided assessments (e.g., Table 4 ) and (2) a copula in order to specify a single joint probability distribution. These two assumptions specify a single joint distribution. JDSIM, in contrast, explores the set of all joint distributions that match the available information.
JDSIM provides a flexible and powerful tool to analyze stochastic decision models when the joint distribution is incompletely specified. The methodology is easy to implement, develops a collection of joint distributions, and represents a significant extension to previous approximation models such as the copula-based approach illustrated by CR. We demonstrated the JDSIM procedure with a canonical example based on marginal and pairwise rank correlation coefficients. The methodology can be extended to more than four random variables, to random variables with more than three possible outcomes, and to higher-order conditioning such as three-way assessments.
On average, the profit joint distributions produced by JDSIM resulted in expected values and standard deviations similar to those of NC. The primary difference, in the case examined here, seems to be differing estimates for particular cumulative probabilities. For example, the NC cdf produced cumulative probabilities for mid-range profits that were extreme relative to our sample. This is potentially important in the Eagle Airlines case because this profit range included the value of the competing alternative. Thus, the two methods might produce very different estimates of investment risk (the probability of under performing the competing alternative). This being said, more research needs to be done to better understand if it is possible to faithfully represent the JDSIM sample with a single joint distribution across a range of applications.
JDSIM's strength is also a potential weakness, as the decision is not valued or made under a single distribution, but rather under thousands (possibly millions) of feasible distributions. NC provides a single, approximate distribution, but, as discussed above, our results suggest that this approximation may not be representative of the set of possible joint distributions. The accuracy of the normal copula approach is an open question, but one that could be addressed by comparing it to the JDSIM results.
The information provided by this new simulation procedure provides insight regarding the shape of the truth set. At this point, we do not claim to know the likelihood of the distributions in the sampled collection. However, we can clearly state that assuming independence in scenarios with incomplete or unknown information provides approximations that are extreme relative to the other distributions in the truth set. This provides yet another example of the importance of not ignoring dependence.
Future research will use JDSIM to quantify the accuracy of common approximation methods such as maxent. Although maxent is commonly used, its accuracy has not been studied carefully.
The results presented in this paper suggest that maxent is a rather extreme assumption. For example, if a correlation is not specified, maxent assumes it is zero. In this sense, maxent may not be representative of the set of all distributions matching a given set of constraints on the underlying distributions.
Decision Analysis 00(0), pp. 000-000, c 0000 INFORMS moment matching. We start by discretizing the marginal distributions using EPT and fix the values of the 0.05, 0.50, and 0.95 fractiles for all uncertainties. After discretizing the marginals, we proceed to discretize the conditional distributions using moment matching to find the respective probabilities (Smith 1993 , Bickel et al. 2011 ).
The joint probability distribution can be decomposed using Equation (7).
We start by discretizing P (P L) 
We discretize P ( . . The complete discretization of P (C|P L, H) requires solving a total of nine moment matching problems, one for each joint outcome of {P L, H}. Finally, a similar procedure is applied to P (O|P L, H, C), solving a total of 27 moment matching problems. After discretizing all 39 conditional distributions we apply Equation (9) as follows.
This alternative discretization fixes the values of the variables and models the probabilistic dependence using the probabilities of the joint events, which enables comparison our approach with CR. As shown in Figure 4 , the two discretizations are very close.
Appendix B: Rank Correlation Range in Discrete Distributions
Typically, the rank correlation ρ X,Y between two random variables X, Y is perceived to be −1 ≤ ρ X,Y ≤ 1, where the correlation between a variable and itself is defined with the maximum degree of association ρ X,X = 1. However, the same concept only applies to discrete distributions when the number of discrete points tends to infinity. For most discrete distributions ρ X,Y is bounded by a scalar |am| < 1. For example, when X and Y have eachm equally likely realizations, Mackenzie (1994) As an illustration of this fact, recall that the maximum association dictates that P (Y = y i |X = x i ) = 1 for every i. For example, in §4.2 we calculate the maximum ρ P L,H by assigning joint probabilities such that P (P L = l|H = l) = P (P L = b|H = b) = P (P L = h|H = h) = 1 which results in p l,l,·,· = 0.185, p b,b,·,· = 0.63, p h,h,·,· = 0.185, with all other probabilities equal to zero. Then, using Equation 4 and as shown in §4.2, we can calculate that the maximum correlation possible is sup ρ P L,H = 0.74. Given that the rank correlation uses P (X) instead of X, and that P (P L) = P (H) in distribution. We have that, ρ P L,P L = sup ρ P L,H = 0.74 as shown in §3 Table 3 .
Appendix C: Absolute Bounds for Risk Profiles
Given the system of linear equations Ap = b ∀ p ≥ 0, where A is the matrix of coefficients of Equations (2), (3), and (4) and b represents the expert assessments. The decision variable p has 81 elements, one for each joint outcome of the cdf, and each joint outcome has a corresponding profit v = (v 1 , v 2 , . . . , v 81 ). Then, for an arbitrary profit u, the LB and UB of the cdf at u is calculated using the indicator function 1 ≤u (v i ) = 1 if v i ≤ u and zero otherwise.
The objective function c u p, where c u = (1 ≤u (v 1 ), 1 ≤u (v 2 ), . . . , 1 ≤u (v 81 )) is used to find the cdf with the min (max) cumulative probability of the random profit X been less than a value u, in other words min (max) P (X ≤ u). Then, for any u, the lower (upper) bound can be calculated with Equation 10: min (max) c u p (10a)
To produce a complete risk profile LB (UB), we need to solve Equation 10 for u = v 1 to u = v 81 . The value of the objective function for each of the 81 LPs produces the min (max) absolute bound. By selecting c u = v, the same LP provide the theoretical lower (upper) bounds for the mean profits.
Appendix D: The Sea Urchin Effect: Volume in High-Dimension Polytopes
The description of the n-content (the volume in n dimensions) of a body in high dimensions is often unintuitive. Although the volume is uniformly distributed in the polytope, it may appear to be more concentrated in specific areas of its interior. We call this the sea urchin effect (after Johannes Kepler's naming the dodecahedron the echinus, which is Latin for sea urchin). Jimenez and Landgrebe (1998) described this behavior for several geometric bodies. However, we are interested only in the description of the unit simplex.
To observe the dispersion of the volume over T, we create a partition of an unconstrained polytope (a unit simplex), slicing it horizontally from a corner to its base along the height (Figure 9(a) ).
We generate 1000 sections (S = 1000) and enumerate them starting with the section closest to the vertex.
For each section, we measure the volume Vol(T i ) and take the proportions P r i = V ol(T i )
V ol (T) for i = 1, . . . , 1000. If we take N samples, the number of samples in section i should be N * P r i . Equation 11 describes the volume of the ith section (Figure 9(b) ). This section is generated by a single cut of T perpendicular to its height (H) at a distance i S H, where S is the number of parts in the partition. 
We illustrate the dispersion of volume in T by plotting the proportion of volume in each section for three scenarios using 1, 2, and 4 random variables with 3 possible outcomes each (Figure 9(c) ). The dimensions of the polytopes are n = 2, 8, and 80 and are shaded from off-white, gray, and black, respectively. The concentration of the volume closer to the vertices decays rapidly with n. These results challenge our intuition. Adding more dimensions increases the set of joint distributions that match a set of information. However, the sample taken by Hit-and-Run is more concentrated. This apparent paradox is resolved by observing that even though T is larger, the total n-content √ n+1 n! decreases to zero as n goes to infinity. This decay occurs more quickly in the corners of the polytope.
