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The automatic characterization of histopathology images is an important requirement for
the development of computarized tools that might benefit clinicians in their everyday pro-
fessional workflow. Researchers have developed image descriptors for histopathology images
that are mainly migrated from the techniques used with natural images, which result in
high-dimensional feature vectors that are difficult to interpret. Since automatic analysis
of histopathology images is performed only as support tools for physicians, the level of in-
terpretability of such automatic analysis is of considerable importance. This thesis work
was focused in finding a way towards the characterization of histopathology images through
the abstraction of simple histological concepts, i.e. information from cell properties. More
specifically, we have investigated the potential of cells’ area and topology for the construc-
tion of descriptors for histopathology images. Experimental results suggest that our proposed
descriptors provide a discriminative power that could be used either for classification or re-
trieval tasks.
Keywords: Virtual Microscopy, Image Characterization, Digital Pathology, Histopathol-
ogy
Resumen
La caracterización automática de las imágenes de histopatoloǵıa es un requerimiento impor-
tante para el desarrollo de herramientas computarizadas que pueden beneficiar a los médicos
en su desarrollo profesional diario. Investigadores han desarrollado descriptores descriptores
de imágenes de histopatoloǵıa que han sido principalmente migrados de las técnicas usadas
con imágenes naturales, lo cual resulta en vectores de caracteŕısticas de alta dimensión que
son dif́ıciles de interpretar. Dado que el análisis automático de imágenes de histopatoloǵıa is
llevado a cabo solo como herramienta de soporte para los médicos, el nivel de interpretabil-
idad de tal análisis automático es de importancia considerable. Este trabajo de tesis fue
enfocado en encontrar una manera de caracterizar imágenes de histopatoloǵıa a través de la
abstracción de conceptos histológicos simples, como la información contenida en las células.
De manera espećıfica, investigamos el potencial del área de las células y su topoloǵıa para la
construcción de descriptores para imágenes de histopatoloǵıa. Los resultados experimentales
sugieren que los descriptores aqúı propuestos tienen un poder discriminante que podŕıa ser
usado tanto en clasificación como en recuperación.
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1. Introduction
Optical microscopes have had an important role in the clinical practice, where expert physi-
cians use it for research and diagnostic purposes. Also, they have been traditionally used for
the education of medical students in microscopic anatomy, histopathology, hematology and
microbiology. However, in spite of this undeniable importance, optical microscopes bear some
remarkable limitations [83, 37, 36]: the equipment and its maintenance are costly; collabo-
ration between experts is not easily achievable and it is rather cumbersome; and automatic
processing and analysis of glass slides is not possible with classical optical microscopes.
Thanks to the rapidly evolving technology and the amount of research done in the field of
biomedical engineering during the last two decades, new computational and hardware tools
are being incorporated in modern laboratories and universities for their use as a substitution
or complement for the classical optical microscopes [65, 36, 17]. These tools correspond to
an evolution of classical microscopy, and are known as Virtual Microscopy.
Although the emerging field of Virtual Microscopy has brought several benefits, there are also
some new challenges that were inexistent before. Among those, we are concerned specifically
with the problem of the always growing amount of digitized glass slides and the difficulty on
their automatic analysis; both result from the transition between traditional microscopy to
Virtual Microscopy. This chapter introduces the concept of Virtual Microscopy and how it is
being increasingly studied and developed for its great potential for research, education and
clinical practice [63, 72]. Afterwards, the concept of histology image collections is presented
along with its related opportunities and challenges.
1.1. Virtual Microscopy
Virtual Microscopy is an emerging field of biomedical engineering that has been taken
strength during the last two decades due to its great potential for research, education, and
clinical practice [63, 72]. It is the design and usage of computational tools to closely em-
ulate and potentially extend the experience provided by the traditional optical microscope
[83, 36]. The general idea consists in changing both, the method used to store the micro-
scopic information and the tools that allow the visualization of such information. In the first
case, glass slides are changed for digital images through the scanning of relevant areas of the
original tissue section. In the second case, optical microscopes are switched to special image
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viewers, in the form of computer applications, that allow the visualization and navigation
of the digitized content. Both factors are necessary and must be implemented properly in
order to provide the best user experience and quality needed for their use in a real medical
environments.
A Virtual Microscopy system potentially allows operations that were cumbersome or, per-
haps, unfeasible with traditional microscopy equipment. For example, ubiquitous availability
of microscopic content, inter-expert collaboration, and comprehensive annotations are some
of the most relevant features achieved with Virtual Microscopy that represent an addition
to what is possible with traditional microscopy. In fact, several studies have demonstrated
benefits of Virtual Microscopy systems in comparison with traditional microscopy.
In medical education, for example, researchers conclude that, in terms of student performance
and learning efficience, the use of Virtual Microscopy as a training tool yields to either the
same [65, 17] or even better [45, 72] results than those achieved through traditional training
with optical microscopes. Furthermore, there exist also pilot studies that show the great
potential of Virtual Microscopy for diagnostic and testing purposes [37, 53]. However, such
studies emphasize that much more research is needed before Virtual Microscopy can be safely
introduced in the clinical practice as a substitution of the traditional microscopy workflow.
1.1.1. Digitizing a glass slide
Digitizing glass slides changes significantly the method for archiving microscopic samples.
Although physical glass slides are still kept, their digital representation brings several ben-
efits. In the first place, glass slide deterioration is no-longer a problem with digital files
since they do not degrade. Furthermore, digital files can be shared throughout computer
networks or any kind of digital storage device. Also, computational tools can be designed in
conjunction with virtual microscopes to facilitate access to digitized slides in an ubiquitous
and globalized manner. As a result, inter-expert collaboration is more easily achievable and
can be used either in team-based training environments or for consultation purposes. This
will potentially benefit under-developed countries, where the infra-structure is inadequate or
incomplete for the implementation of these new technologies [57].
The digitization process consists on assembling a set of consecutive Fields of View (FOV)
taken from a glass slide into a digital image file. For so doing, there are three steps that
have to be carried out: (1) image capturing, (2) stitching, and (3) storage. Once those three
processes have been accomplished, a Virtual Microscopy Viewer can be used to visualize and
navigate the digitized glass slides.
Capturing
Capturing is the process of photographing FOVs from the tissue using a digital camera.
Such process should allow the digitization of glass slides at any magnification level [77, 64].
The capturing process is performed through a sequencial digitization of rectangular regions,
4 1 Introduction
normally beginning at the top left corner and traversing all the glass slide towards the lower
right corner until there is no more area of interest to be captured [64]. Neighboring regions
must be overlapped to ease later alignment and correction of brightness and color.
Initially, capturing was performed by coupling a camera to a traditional optical microscope
and then automatizing its movement using software and hadrware components [64, 17].
Although such strategy has the advantage of being low-cost, it resulted inefficient given that
the capturing device had to be re-configured for each new glass slide, and the whole process
was limited to the capture of only one FOV at a time.
Nonetheless, nowadays, technology has brought specialized tools that allow to perform the
capturing process in a more efficient manner: capturing complete rows or columns of FOVs
and automatizing the whole process for more than one glass slide [76]. The result is a set of
overlapped digital images captured from the glass slide at high, diagnostic resolution. The
Figure 1-1 depicts the general digitization process.
Figure 1-1.: Graphical representation of the capturing process. To the left, the classical
single FOV approach. To the right, the more efficient column approach, in
which each column is a whole file of FOVs. The orange boxes and arrows
represent the manner and sequence of image captures.
Stitching
As has been already mentioned, the captured FOVs must be overlapping to allow the cor-
rection in the alignment of the microscopic structures within the glass slide. This is done
through image registration, which is necessary in order to cancel the several factors that
might alter the capturing process: different ilumination conditions in neighboring FOVs,
geometric deformations due to radial camera distortion and misalignments as a result of
precision errors in the robotic components [74]. Using area-based or feature-based registra-
tion techniques, a transformation function is obtained for each FOV. Then, a combination
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strategy is used in the individual transformation functions to obtain the new position for
each captured FOV [69, 64].
Once all misaligned FOVs have been re-positioned, the final step is to construct a digital
composition that includes all the processed FOVs. This last step consists in attaching
neighboring regions one to each other until a mega image is created. Such mega image
contains all the microscopic content in a single digital structure.
Storage
The mega image resulting from the stitching process corresponds normally to hundredths
or even thousands of different high resolution photographs arranged in a single digital file
[64, 68, 69]. Consequently, such mega image should be stored using an appropriate file
format that fosters localized and multi-resolution access to image content. This is a necessary
restriction given that zooming and panning operations are as crucial in virtual microscopes
as they are in the traditional optical microscopes, and they would result unfeasible if mega
images were stored in a raw format. Therefore, given the constraints for localized and multi-
resolution access, there are mainly two approaches for mega image storage: a specialized
compression format and a pyramidal structured hierarchy of FOVs.
The first approach relies on JPEG 2000, a compression format for mega images that is multi-
resolution by design [67]. The format allows granular access to image content at varying
qualities and resolutions. There is, however, controversy regarding the use of compression
with microscopic images. Generally, medical content should be represented as reliable as
possible to avoid the introduction of false information, such as compression or any other
kind of artifacts in the matter of medical images. Conversely though, Kalinski et al. studied
this issue in [33]. The authors claim that compression could still be acceptable under specific
circumstances, without sacrificing diagnostically critical information. This argument turns
JPEG 2000 into a convenient option for storing mega images, since it allows localized and
multi-resolution access as required, and it also allows image compression, which can lead
to reduced costs in storage hardware. However, despite the beforementioned benefits, this
approach is not broadly used in the medical practice when compared to the other main
storage strategy. However, there are still a couple of scientific works that have tried to
promote its use [73, 33, 13].
The second approach consists in storing the digital photographs using a pyramidal structure,
similar to what is being depicted in Figure 1-2. The mega image is represented as different
resolution levels composed by the arrangement of equally sized tiles. This normally goes
from the lowest possible resolution level, where the whole microscopic content is contained
in a single tile; to the highest possible resolution level, where all the available high-resolution
tiles are used. The process of constructing the pyramid is done backwards, starting from the
highest resolution level and building lower levels until the lowest resolution level is reached.
It starts by splitting the mega image in squared tiles of equal size, normally 256 × 256 or
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512 × 512, with a possible exception at image borders. Afterwards, new resolution levels
are built by down-sampling and merging tiles in the previous level. As a result, the same
microscopic content is represented with lower level of detail in a lower resolution level. The
process continues until the lowest resolution level has been constructed.
Figure 1-2.: Graphical representation of the pyramidal structured file format for mega im-
ages. To the left, an example containing three different resolution levels. Each
one corresponds to half the size of the previous and represents the same con-
tent with different detail. To the right, the same example represented with a
different layout, where the changes in resolution among levels are more evident.
The advantage of the pyramidal approach is related to the availability of content “as-is”
when reading the format. In other words, no process is needed more than using the correct
resolution and position to read localized image content. Such availability is different for
the JPEG 2000 format, where additional computations are needed for decoding each piece
of image. Nonetheless, by structuring mega images in a pyramidal format, large amounts
of redundant information is being introduced. As a consequence, the size of the pyramidal
structured file can be considerably larger than the size of the compressed JPEG 2000 file.
1.1.2. The Virtual Microscope
As was stated in the previous section, a digitized glass slide is stored using a specialized image
format, whose resolution is way above traditional digital images. Consequently, classical
visualization tools are not able to display these special image formats and specially designed
computational tools are needed instead. Such computational tools are what is known in the
literature as a Virtual Microscope (VM). This VM allows the visualization of digitized glass
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slides, explained in the previous section, and emulates the functions provided by classical
optical microscopes [83, 36].
A VM provides a user interface that displays the microscopic content alongside with useful
information regarding its current state, i.e. magnification level, viewer’s position and general
slide information. The user can navigate freely using the controls provided for panning
and zooming, which mimic displacement and change of lenses in the traditional optical
microscope. Following, the Figure 1-3 shows an image taken from a prototype of VM
developed within this work, where the aforementioned elements can be found.
Figure 1-3.: Classical user interface of a VM. The image was taken from a prototype devel-
oped within this work (see appendix C), where controls for navigation are shown
in the upper left corner, controls for annotation are shown in the upper right
corner and status information is shown in the bottom left and right corners.
VMs can also allow the delineation of regions of interest and their annotation with textual
content, always associated to microscopic structures within the slide. The annotations might
be related to the pathological condition, structural configuration or any other textual infor-
mation associated to the highlighted region. All this information is saved to either digital
files or databases, so that it can be accessed for reviewing, editing or sharing in subsequent
laboratory sessions. As an example, annotations can be used to attach descriptive informa-
tion to important regions of interest for a histology course, or also to highlight regions with
difficult diagnostic interpretation for being shared in an inter-consultation scenario.
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Although region delineations can be drawn on top of glass slides, they might deteriorate
easily or get totally erased. Furthermore, sharing such delineations might be difficult and
costly because the glass slide must be physically transported to other places [52]. It is then
clear that the annotation system provided within VMs is in all ways more complete and
flexible than marker annotations on glass slides. This aspect represents a huge advantage
over traditional microscopy, where these aspects were thought impossible.
Although Virtual Microscopy has some clear advantages over traditional microscopy, there
are still some challenges that must be addressed before it can completely substitute the
use of optical microscopes. Specially, when dealing with diagnosis prescription and inter-
expert consultation, more studies need to be performed to ensure the quality of service [57].
Additionally, although there has been already stated that the adoption of Virtual Microscopy
brings new valuable opportunities, it also brings new challenges that were non-existent before
in traditional microscopy [25].
1.2. Automatic Characterization in Histopathology
Given the complexity of histopathology tissue samples, there is necessarily a subjective
component under a pathologist’s diagnosic prescription, which not only might change from
pathologist to pathologist, but also under the analysis of the same pathologist, if done in
different times or conditions [23, 51, 25]. Such inter- and intra-observer variability renders
clear the importance of computational tools that could be used to support pathologists’
decisions. This is possible through the use of automatic characterization of histopathology
images, which can be used to determine the inherent pathology of tissue samples. According
to Khotari et al. [40], characterization methodologies for histopathology images can be
separated into three categories, depending on the level of biologic interpretability: (1) pixel-
or low-level features, (2) object-level features, and (3) semantic-level features.
1.2.1. Low-Level Feature Methods
Low-level feature methods correspond to the analysis of histopathology images at the pixel
level. The objective of such algorithms is to describe histopathology images using infor-
mation that can be extracted directly from the image, such as colors and textures. They
are considered as the simplest approach given that no domain-information is taken into ac-
count and are normally adaptations of algorithms commonly used in computer vision. These
methods might provide a good level of description and have the advantage of being simple
to extract [40].
Some studies have used color features for the characterization of histopathology images.
Color is a characteristic of histopathology images that can be used to differentiate different
types of tissues. For instance, in the case of Hematoxilin-Eosin stained tissue samples,
uncontrolled growing of cells within the tissue (common in some manifestations of cancer) will
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result in blueish images [25]. Hence, researchers have used color features such as prominence,
co-occurrence, and color spread in different color spaces (e.g. RGB [24], HSV [60], CIELAB
[43], CIELUV [79] and OHTA [9]) for characterization of histopathology images.
In addition to color, texture has been also previously employed by researches. Textures
are used to characterize the arrangement of pixel intensities. For example, co-occurrence
matrices have been used to calculate Haralick features in [41, 20]. Frequency filters have also
been used for the computation of textures by using Wavelets [32, 11] and Gabor responses
[31]. Local Binary Patterns, which are histograms of local intensity configurations, have also
been used in for content-based retrieval of histopathology images [9].
Studies have also used combinations of different low-level features for description of histopathol-
ogy images. This is the case of Khotari et. al [41], who characterized tissue samples using
a combination of color features extracted from different color spaces, and Huang et al. [31],
who used a combination of texture features for image characterization.
1.2.2. Object-Level Feature Methods
Object-level features are categorized higher in the level of interpretability than low-level
features because they describe properties that are directly related to biological structures,
i.e. shape, texture and spatial distribution of visual primitives (e.g. cells, nuclei, and glands).
Characterization of histopathology images using object-level features is of high interest since
it uses an approach related to the way pathologists understand and analyze histopathology
samples [25].
The cell is the building block of any tissue. This is why the detection and segmentation
of cellular structures is the first step before the extraction of object-level features. For
this purpose, different approaches have been proposed in the literature, ranging from semi-
automatic [11, 38] to fully automatic algorithms [39, 78]. The result obtained from the
segmentation of cellular structures is then used for the computation of object-level features.
Figure 1-4 shows the segmentation obtained by using the algorithm proposed by Wienert et
al. [78].
Once objects have been segmented in the image, different color, texture, and shape-based
features can be extracted for characterization of histopathology images. For instance, coef-
ficients from parametric models as Fourier shape descriptors and elliptical models were used
by Kothari et al. in [42] for classification of renal tumor images. Also, region-based area,
solidity and Zernike moments were used for characterization in [7] breast cancer imagery.
A related work [40] has reported that elliptical shape models are among the most effective
shape-like descriptors of cellular structures.
Localized texture descriptors might also be used over structure segmentations for image
characterization. In particular, studies have reported the discriminative power of nuclei
textures in classification. For instance, using these characteristics, Cooper et al. [12] worked
towards the classification of cancer. Also, malignant regions were detected in images of oral
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Figure 1-4.: To the left, the segmented cell structures after using the algorithm presented in
[78]. To the right, the calculated cell positions by using each segmented region’s
centroid. Point size and color are used for visualization purposes only.
submocous fibrosis via nuclei morphometric features [46].
In addition to the quantification of objects’ properties within a tissue sample, another ac-
tively research area in histopathology characterization is the study of topology of cell struc-
tures. This topology approach is of great interest because topology is also one of the most
remarkable characteristics used by pathologists for diagnosis. Researches have effectively
used graph theory for the quantification of such nuclei arrangements [66]. It consists in
the construction of a structure, called a graph, that links nodes (they correspond to cell
positions in the particular case of histopathology images) one to each other by taking into
account different criteria. This link between nodes can either have a direction or not, which
will result in directed or undirected graph. The Figure 1-5 illustrates the difference between
undirected and directed graphs.
Figure 1-5.: An example of an (a) undirected graph and a (b) directed graph built with the
same nodes.
Graph theory provides the definition of different graph structures both for directed or undi-
rected graphs. However, in the field of histopathology image analysis, two large categories
are mainly applied: proximity graphs and cell graphs. A graph is called a proximity graph
when two nodes are linked if, and only if, specific geometric requirements are satisfied by
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the nodes. On the contrary, cell graphs are built using pre-defined linking rules that are not
necessarily related to geometric configurations.
Proximity graphs
In the category of proximity graphs, the most commonly used are the Voronoi Diagrams
and the Delaunay Graphs. They are both undirected graphs that are constructed by taking
as nodes the centroids of cells within different kinds of histopathology images. A Voronoi
Diagram, or Voronoi Tessellation, is a set of non-overlapping polygons, one for each input
node, that completely partition the space into regions that contain as centroid the input
node, and whose limits enclose all the points in the space that are closer to the centroid than
to any other node in the set. A Delaunay Graph, on the other hand, defines links among
nodes that create triangles, whose circumcircles contain no other nodes than those belonging
to the triangle. Voronoi Diagrams and Delaunay Graphs have a dual relationship since the
centroids of Voronoi polygons correspond to the vertices in the Delaunay Triangulation.
These two graph representations are depicted in Figure 1-6.
Figure 1-6.: (a) Delaunay Graph. (b) Voronoi Diagram. (c) Superposition of Delaunay
Graph and Voronoi Diagram for the same set of points.
Regarding the use of Delaunay Graphs in histopathology characterization, one of the first
works was proposed in [58]. More recently, Keenan et al. [35] extracted 18 quantitative
features for analysis of Cervical Intraepithelial Neoplasia (CIN) images while Altunbay et al.
[3] used the same representation to infer color-based similarities among connected cells. The
authors then extracted graph properties such as average node degree, clustering coefficient,
and diameter that they used for the classification of different grades of cancer on colon tissue
images.
A Minimum Spanning Tree (MST) is another kind of undirected graph that can be extracted
from the Delaunay Graph. It consists in a graph representation in which all nodes are
connected by exactly one path (a set of consecutive links), and whose sum of link weights
corresponds to the minimum possible combination. Kayser et al. [34] proposed the use of
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measurements coming from MSTs and Voronoi Diagrams for recognition of pathological-
relevant regions in digitized tissue samples. The authors performed experiments on different
sets of histological images containing organs like lung, colon, pleura, stomach, and thyroid.
Guillaud et al. [27] combined a set of 30 features extracted from Delaunay Graphs, Voronoi
Diagrams, and MSTs of cells. These features were used for differentiation between normal
lung and carcinoma in-situ biopsies. In a similar fashion, Landini et al. [50] used 29 architec-
tural features extracted from Delaunay, MSTs, and other related cell graphs to characterize
oral epithelium images. They discriminate among normal, dysplastic, and neoplastic tissue.
The authors concluded that features analyzed in this work are more discriminant when dif-
ferentiating between pathologic and non pathologic tissue than between two pathologic or
two non-pathologic samples. Basavanhally et al. [4] also used Delaunay Graphs, Voronoi
Diagram, and MSTs, but this time constructed using lymphocytes automatically segmented
from histopathology images of breast cancer. They used features extracted from the graphs,
as well as nuclear features, to train SVM classifiers that allow them the classification of high
grade breast cancer. Ali et al. introduced the idea of Spatially Aware Cell Cluster Graphs
in [2]. The authors propose a node linking strategy that takes into account the surroundings
of each node. 7 graph features were extracted and used as descriptors to train an SVM for
the classification of p16+ oropharyngeal tumors.
In [70], Sudbø et al. carried out a graph-based study on a set of images coming from prostate
cancer, cervical carcinoma, normal oral mucosa, and tongue cancer biopsies. A new graph
representation called Ulam Trees is used along the standard Voronoi Diagram, Delaunay
Graph, and MSTs. The authors extracted 27 structural features of the graphs; from them,
10 features are demonstrated of relative importance for their prognostic potential.
Cell graphs
As previously stated, the main difference between cell graphs and proximity graphs is the
importance of the geometric distribution of the nodes for the construction of node links. In
fact, as mentioned by Bilgin et al. in [6], proximity graphs only allow linking nodes when
those are in neighboring regions. This imposes a relationship condition for the representation
of tissue architecture, for which there is no evidence. On the contrary, cell graphs overcome
such condition by allowing a more relaxed node linking mechanism. For instance, distance
thresholds might be dynamic in cell graphs, whereas in proximity graphs these thresholds are
constant. Also, while the length of the shortest path is always three for proximity graphs,
this is not the case in cell graphs. All these properties of cell graphs provide more flexibility
for characterization of tissue topology.
One of the first works that used cell graphs for histopathology image characterization was
carried out by Gunduz et al. [28]. The authors first used a k-means approach for seg-
mentation of nuclei within brain cancer digitized tissue samples. Afterwards, they used the
Waxman model to link the nodes within the graph. Such a model builds links between nodes
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based on a probability function that uses as parameter the distance between the nodes. They
extracted holistic and node-centered features for categorization of cells and tissues among
normal or pathological.
Demir et al. improved the results obtained with the Waxman model by introducing and
applying the concept of Augmented Cell Graphs (ACG). They are graphs where all nodes
are connected to each other (i.e. fully-connected graphs), and each node and link have an
associated weight. The authors reported improvement of the results with the Waxman model
using brain cancer tissue samples. The authors extended their work in [18] by extracting
global graph features for classification of healthy, swollen, and cancerous brain tissue. In
addition, the authors compared between their proposed method and a characterization based
on holistic textures features, reporting improved performance for their graph-based approach.
In a related work [29], the evolution of a probabilistic graph is analyzed by using brain
photomicrograph samples. Three phases are identified in the evolution, whose correlation
with the state of malignancy of tissue is demonstrated. The approach is also compared to
the holistic texture approach, obtaining better results for the graph-based methodology.
Bilgin et al. [6] introduced the idea of a ECM-Aware Cell Graph for biopsies of bone tissue.
This kind of graph is an extension to simple cell graphs, where the composition of the Extra
Cellular Matrix (ECM) is used to assign a code to each node. Node linking is then carried
out only with nodes that are either in vicinity or were assigned the same code. The authors
extract topological and spectral features from such a graph that are later used to train an
SVM classifier, for the differentiation among healthy, fractured or cancerous tissue. The
authors also compare their method to simple cell graphs and Delaunay graphs, where their
proposed method achieved better performance.
1.2.3. Semantic-Level Feature Methods
Semantic-level features provide image descriptions that have the highest level of interpretabil-
ity among all different features for histopathology images. This is because these features try
to represent directly histopathology concepts that are used by pathologist for their analysis
(semantic features), as for example the presence or absence of nucleoli and the quantity of
mytotic figures, necrosis or lymphocytes [40].
For the construction of semantic-level features, researches normally use mixtures of large sets
of low-level features (e.g. properties such as nuclear texture, color, and gray-level distribution
may capture the high-level concept of nucleolus presence in a nucleus). This results in large
feature vectors (in the order of hundreds), where the relevance of each single feature is
not easily determined. Thus, techniques are employed to pre-process the feature vectors
so that only a subset might be selected. This subset is then used for characterization of
histopathology images.
One of the most used techniques is that of Bag of features [62]. In this technique, each
histopathology image is represented via a sparse vector that encodes the presence of prede-
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fined visual words, which are previously learned from a large set of annotated images and
low-level features. Following a similar approach, Caicedo et al. [14] used kernel methods for
the automatic annotation of histopathology images. The authors used an arrangement of
SVM classifiers to infer the degree of presence or absence of a histological concept in the im-
age, which is used to build a vector representation. A query-by-example paradigm was used
to evaluate the performance of the proposed methodology, where an avarage improvement
of 57% was obtained in comparison with pure low-level-feature search. Another method for
semantic representation of histopathology images was proposed by Cruz et al. in [15]. The
authors used deep learning methods for the classification of basal cell carcinoma digitized
tissue samples. A comparison between the proposed deep-learning approach and the classi-
cal Bag of features approach was also performed. Results showed an improvement in overall
performance when the image representation is automatically learned by using deep-learning.
Although semantic-level feature techniques are among the methods with better performance
for histopathology characterization and classification, they usually require a large amount
of annotated training data, which makes them difficult to use [40]. Furthermore, even if
the images are represented with feature vectors that aim to encode semantic in histopathol-
ogy, feature selection and automatic decision making methods based on machine learning
techniques process data in a way that might be sometimes not totally understood. Hence,
physicians might be reluctant about trusting such a machine’s reasoning to support their
decisions in their everyday professional practice. Thus, more research is needed for the se-
mantic characterization in histopathology. Specifically, images should be described using
the same terms employed by pathologist in their analysis, allowing them to better under-
stand the nature of the automatic decisions taken by machine algorithms, and hence, take
advantage of them to to support their own decisions.
1.3. Content Based Retrieval
Currently, there is an increasing number of histopathology images being digitized everyday
for their use with VMs. As a result, there are now large collections of digitized glass slides
that might represent a valuable source of information to be used by researchers and clinicians.
Nonetheless, such information is not easily accessible, primarily due to the lack of automatic
and objective strategies to search and measure similarity within these collections. This
unveils the necessity of developing specialized tools for that purpose [9, 54]. Although a
great effort has been given to the design of such tools, it remains as challenging task due to
the high complexity of the histological samples and their underlying concepts.
Histopathology images contain a large variety of semantic information that is not being used
beyond a diagnosis prescription. This prescription can be understood as a label attached
to the image by an expert. Although this is what most systems can do, unfortunately, it
is reductionist in nature since it disregards the complexity of the relationships among the
underlying concepts of different digitized slides. In other words, the information contained in
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collections of histopathology images is not being used, nor is it being exploited with current
methods since they do not take advantage of the relationships of semantic information among
different slides.
Accessing information of interest in collections of histopathology images can be achieved by
classical searching mechanisms [9]. One way of so doing consists in using the image meta-
data, i.e., information about the patient and annotations about the tissue or pathology. Text
input is used to search among the meta-data and retrieve coincident results. Also, expert
annotations on these images can be used to improve descriptions of image contents and,
hence, improve the retrieved results by using text queries. Nonetheless, annotations do not
necessarily describe accurately and/or completely the content in the images. In addition,
the process of annotating histopathology images is highly subjective, time consuming, and
can only be made by people with certain level of domain-specific knowledge [81]. Further-
more, the results obtained by using these techniques are highly dependent on the selection
of semantically correct labels to avoid retrieving non relevant results [61], whilst for non-
annotated images, the search can not be performed.
As a consequence, there is a need to develop content-based retrieval methods to provide more
relevant results [61], i.e., characteristics derived from the image itself, rather than from its
annotations. Those characteristics are the so called low-level features and include, but are not
limited to color, texture, and shape. As an alternative to text-based search techniques, low-
level features can also be used to develop content-based search strategies on histopathology
images. However, although several works have reported the use of these features for the
construction of content-based retrieval systems in collections of histopathology images [49,
82], searching in such collections using only this kind of features is a questionable task since
there is a huge difference between image semantics and visual language, and quantitative
measurements of common basic properties [16]. This problem is known as the semantic gap,
and it is still an active research area not only for medical images, but also in computer vision
in general.
Visual similarity is then generally not enough for retrieving relevant results. In consequence,
the computed descriptors need to be somehow combined and coupled with the underlying
semantical meaning in order to seek for concepts in the collection of histopathology images.
Hence, well designed descriptors are a critical point for this problem, and have recently been
a great challenge for the scientific community. Most of them have been addressed to cap-
ture some low-level characteristics that are usually integrated, searching to determine the
semantic contents [14, 61, 71, 81]. Nonetheless, few works have been devoted to understand
how the semantic in histopathology is constructed from the most important source of infor-
mation in tissue samples, i.e. the cell. As mentioned before, cell nuclei relationships have
demonstrated to be good descriptors for the characterization of global tissue morphology
[5, 55].
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In this thesis work, we have designed a biologically inspired methodology for image charac-
terization of digitized glass slides. For doing so, we used some characteristics inherent to the
process of diagnosis that pathologist carry out in their professional life, mainly related to the
spatial distribution of cells in the tissue. Our hypothesis is that classification and retrieval of
digitized glass slides can be achieved with our proposed descriptors, without sacrificing their
interpretability. The general idea is to provide to pathologists an automatically generated
description of the histopathology image, that might be used either in classification or image
retrieval environments. Such a description might be directly understood by pathologist given
that it tries to quantify one of the properties of relevance for histopathology analysis and
diagnosis, as pathologist would do in their clinical practice with glass slides.
Chapter 2 pressents our first explorations towards the characterization of digitized glass
slides. We have developed a model that represents the distribution of cell areas in breast
cancer tissue samples. Such approach can be considered as an object-level feature approach,
whose advantages has been already mentioned.
Following, chapter 3 presents yet another approach for histopathology characterization. The
method therein presented focuses in quantifying cellular topology within a tissue by using
a directed graph method. The novelty of this proposed approach is the use of entropy
estimation to encode the level of disorder in cell arrangements by describing individually
each neighborhood. Interpretation of the obtained descriptor is presented with an analysis
of neighborhood relevance was performed, which allowed us to better comprehend the reasons
why such a description works.
Afterwards, we have gone further by carrying out proof-of-concept experiments with content-
based retrieval. This was performed using our designed descriptors, for which we present
the preliminary results in appendix A.
Appendixes B and C describe two prototypes of Virtual Microscope that were important
for the development of this thesis work. Finally, chapter 4 contains the conclusions reached
throughout the work in general, and presents some possible further explorations that might
be needed if other researchers want to continue our same research path.
2. A statistical model for characterization
of histopathology images
Presented on the “10th International Symposium on Medical Information Processing and
Analysis” SIPAIM 2014, October 2014
Automatic characterization of histopathology images for diagnostic pathology is a challeng-
ing task. To deal with this complication, previous works have designed descriptors containing
a large quantity of low-level features. However, those methods are normally difficult to inter-
pret in histological terms, which inhibits their real usability in clinical scenarios. Alternative
tissue properties such as mean cell area, distance among cells and cell density are directly
associated to histological concepts and also provide a good level of description. In this work,
a statistical model is adapted to represent the distribution of the areas occupied by cells
for its use in whole histopathology image characterization. This descriptor might allow the
design of similarity metrics based on distribution parameters rather than on low-features.
The proposed model was validated using image processing and statistical techniques. Results
showed low error rates between mode demonstrating the accuracy of the model, however,
tests should be performed with larger data cohorts before being conclusive.
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2.1. Introduction
Virtual Microscopy is the design and usage of computational tools to emulate the experi-
ence provided by optical microscopes. This is an emerging field of biomedical engineering,
being more and more used everyday in real life scenarios due to its great potential for re-
search, education and clinical practice [63, 72]. Currently, there is an increasing number
of histopathology images being digitized everyday for their use with Virtual Microscopes,
resulting in large image collections that are a valuable source of information to be used by
researchers and clinicians. However, this information is not easily accessible, which means
that specialized tools need to be developed to retrieve and take advantage of it[54, 9].
Accessing information of interest in collections of histopathology images can be achieved by
using classical searching mechanisms [9]. The most common strategy consists in using im-
age meta-data, that typically is information about the patient and annotations of the tissue
and/or pathology. Commonly, text inputs are used to search inside meta-data of image col-
lections and coincident results are retrieved based on some text similarity criteria. However,
the technique is impeded by an important limitation, which is its strong dependence on the
available information of the images, which in many cases could be incomplete. Further-
more, there is also the issue that the process of generating meta-data is highly subjective,
time consuming and can only be performed by expert people to guarantee the quality of
data[81, 61].
Alternatively, low-level features can be used to develop content-based search strategies on
histopathology images. These features include, but are not limited to, color, shape, borders
and texture. Descriptors built upon these features measure visual aspects of the image and,
hence, they can be used to retrieve visually similar images from a collection. However, visual
similarity is not enough for retrieving clinically relevant results on histopathology collections
of images, so that, descriptors need to be somehow mixed and coupled with the underlying
semantical meaning to seek for clinical concepts. In consequence, the design of suitable
descriptors has aroused interest to scientific community during the last years [71, 9, 81, 61].
Most of the works developed so far in the area have been addressed to capture some low-
level characteristics that are usually integrated, searching to determine semantic contents in
the images. Researches usually achieve such image representation by automatically extract-
ing discriminant characteristics from large sets of low-level features. However, this feature
mining approach normally results in complicated feature combinations that lead to reduced
interpretability [26]. To alleviate this problem, researches have tried to reach interpretability
by using dimensionality-reduction algorithms. Nevertheless, this is still complicated by the
issue of needing a large quantity of annotated data and extracted features. It has been found
though that cell-based characterization such as tissue topology and morphology is an ap-
proach that provides remarkable results [55, 5, 66]. Interestingly, this is expected, since such
cell-based characterization is in agreement with the way pathologist analyze and diagnose
the tissue samples.
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In this paper, a statistical-mechanics model is adapted to represent the distribution of cell
areas over histopathology images. The interest is in modeling a cell-property that has been
already used before in histopathology characterization, and that has showed discriminant po-
tential. The model might be used for characterization by using a low-dimensional descriptor
constructed with the model parameters. The advantage of this representation is that model
parameters can be directly associated to a histological interpretation, especially when they
are taken from a model that has already an interpretation on its own, i.e. how the area of
tissue is distributed among its cells. In addition, the probabilistic approach herein proposed
allows the design of metrics in a probabilistic metric space rather than a feature space, which
maintains the interpretation of the descriptor also in the computation of image similarity.
To validate the proposed model, a Voronoi Tessellation was performed with estimated cell
positions, and the cell area probability of Voronoi Cells was compared with the proposed
area probability distribution. The results obtained in the experiments showed moderate fit
between the two area probability distributions, i.e. the model and the observed data.
2.2. Model Design
Statistical Mechanics is a field of physics that attempts to relate different levels of description
by using probability theory. From the smallest to the largest scales, statistical mechanics
describes macroscopic systems by stating simple assumptions about the microscopic elements
that make up such macroscopic systems.
Following the principles of statistical mechanics, a model that describes the distribution of
cell areas in histopathological images is herein presented. In order to achieve such description,
this work makes an interpretation of the histopathological image as a physical entity whose
area is distributed in its entirety among the cells it contains. In other words, real cell areas
are approximated via influence zones, where each one of such zones corresponds to an area
around the cell within which every point is closer the cell inside the zone than to any other
cell in the proximity.
The model was formulated based on two simple hypotheses. The first one is that in a tissue
section, taken from a biopsy, cell areas and their influence zones are not distributed in a
particular way over the whole slide. In other words, every possible distribution of the whole
slide area among the cells conforming the tissue sample is equally likely to exist. The second
one is that every cell along with its influence zone occupy at least a minimum area, herein
referred as amin. It is inferred from the second hypothesis that the theoretical probability of
a cell with an area less than amin to exist is null.
To introduce the model, a space of N dimensions is defined, where a1, a2, . . . , aN is the
area corresponding to a cell and its influence zone, and amin is the minimal. Those space
points satisfying equation (2-1), represent the possible distributions of the total area, AT , of
a histological image with N cells.




ai = a1 · · ·+ aN with amin ≤ ai ≤ AT (2-1)
For the sake of clarity, let us define new areas a′1, a
′











1 · · ·+ a′N with 0 ≤ a′i ≤ A′T (2-2)
where A′T = AT −Namin.
With these new areas, equation (2-2) is a standard simplex, with side A′T in N dimensions
and as many points as possible ways to distribute an area less than or equal to AT , among
N cells, so that each cell is at least of amin area. From there, with the volume of a complex
simplex with side A′T = At − Namin, it is estimated that the number of ways to distribute
an area less than or equal to AT among N cells is:




where Λ is the minimum distance that can be measured in an image (the side of a pixel),
and Λ2 the minimum area.
The density of states between AT and AT + dAT (number of different ways to distribute the
area between AT and AT + dAT among N cells) is:







Finally, an area probability is calculated:.
p(a) =
Ω(AT − a,N − 1)
Ω(AT , N)
da (2-5)
and, by using equation (2-4), it can be obtained that






valid for any number of cells provided that AT/N is finite.
The lowest order of magnitude of the number of cells for the histopathology images used in
this work was 103. That value justifies the limit with which area probability distribution
P (a) is obtained:










To validate the proposed model, a cell area probability distribution was calculated from each
histopathology image, who was then compared to the model. Cell areas were estimated using
a Voronoi Tessellation that was constructed by using cell positions as input. Then, three
dissimilarity metrics were used to measure the appropriateness of the model representation,
namely the Normalized Root Mean Squared Error, the Kullback-Leibler divergence and the
Bhattacharyya distance.
2.3.1. Dataset
Experiments were performed with a dataset consisting of one hundred and fifty four (154)
images from twelve (12) biopsies of twelve (12) invasive breast carcinoma patients. The set
of histopathological images was taken from the dataset of the AMIDA13 MICCAI Grand
Challenge (http://amida13.isi.uu.nl/). Each image represents one high power field (HPF)
at 40x magnification and 2000 × 2000 pixels of spacial resolution, which corresponds to a
tissue section of (0.5 × 0.5)mm2. A Aperio ScanScope XT scanner was used for collecting
the images, everyone stained with Hematoxylin-Eosin.
2.3.2. Methodology
Before any quantification of cell properties is possible, it is mandatory to first detect cell
positions in the histopathology image. For achieving that, the color deconvolution algorithm
presented by Rabinovich et al. [59] was used to separate hematoxylin stained sections from
eosin stained sections. Afterwards, the hematoxylin image was used as the starting point of
the detection process, because it contains the cell nuclei information isolated, which can be
used to approximate cell locations. The Figure 2-1 shows an example of this process.
Figure 2-1.: (a) Original histopathology image. (b) Eosin stained image sections. (c) Hema-
toxylin stained image sections.
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Once the hematoxylin image has been obtained, nuclei candidates are detected by using
manual thresholding. Subsequently, morphological opening and closing operations are ap-
plied to the binary image so that non-nuclei regions are discarded. The resulting image is
passed through the Connected Components algorithm, where the cell nuclei centroids are
taken as the binary blob centroids. This process is depicted in Figure 2-2.
Figure 2-2.: (a) Hematoxylin image section in grayscale. (b) Result of the thresholding
process. (c) Filtered image after morphological operations. (d) Final detected
nuclei centroids on the original histopathology image section.
Now that the cell positions have been estimated, the Voronoi tessellation technique was used
to compute the cell area probability distribution. The technique partitions a given space
into non-overlapping regions using a set of points called seeds as input, which in this work
correspond to the detected nuclei centroids. For each one of the seeds, there is a resulting
region called Voronoi Cell, that consists of all points closer to that seed than to any other.
The set of the resulting Voronoi Cells produces what is called a Voronoi Diagram.
A probability distribution for the areas of the cells in the Voronoi Diagram was calculated.
This distribution is used as an approximation of the observed cell areas distribution, and it
was compared with the model representation explained earlier for validation purposes.
It is worth mentioning that previous research works already exist on the probability distri-
bution of cell areas of a Voronoi Diagram. These works are devoted to the study of such
probability distribution in cases where the Voronoi Diagram is constructed by using a known
source for the seeds. Notably, a considerable amount of effort has been put on the deriva-
tion of the exact probability distribution of areas for Voronoi Cells constructed over a set of
seeds generated via a Poisson Point Process, this is, the position of each seed is considered
a random variable that is completely independent of the positions of all the other seeds.
Although the exact analytical probability function is still unknown, the general shape has
been found via large scale computer simulations [21].
It is then generally agreed that for seeds generated via a Poisson Point Process, the probabil-
ity distribution of normalized Voronoi Cell areas follows the shape of a Gamma probability
distribution function [22, 47]. Furthermore, different propositions for the number of free-
parameters of such distribution have been reported in the literature. For the specific case of
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two dimensional (2D) seeds, the number of free-parameters ranges from 0 to 3, where 3 is
the most accurate possible representation. Different values for these parameters have been
reported in the literature [21].
The study of the distribution of Voronoi Cells for other seed arrangements (non generated
via a Poisson Point Process) is more limited. In [30], the authors showed that for a paramet-
ric point process, the parameters of the resulting Voronoi Cell area probability distribution
are closely related to the parameters of the point process used to generate the seeds. Other
possibilities for the distribution of Voronoi Cell areas, based on the Gamma probability dis-
tribution have also been proposed. Notably, the addition, product and ratio of two Gamma
probability distributions have been reviewed by Zaninetti in [80].
In histopathology images, however, cell arrangement might vary from tissue to tissue and
from pathology to pathology. Likewise, cell area distribution is subject to change between
tissue samples. This is different from the cases were a Poisson Point Process is assumed,
since it imposes a probability distribution of areas that does not change.
Classical approaches to estimate the differences between two probability distributions are
the well known Normalized Root Mean Square Error (NRMSE), Kullback-Leibler divergence
and Bhattacharyya distance. In this work, those metrics were used to quantify the accuracy
of the model as defined in equations (2-8), (2-9) and (2-10) respectively, where X is the
observed distribution and Y is the theoretical model. This process is performed by only
using a physically meaningful section of the distribution, which corresponds to all areas
greater than the minimum area amin introduced in the model. This amin parameter was
semi-empirically calculated after observing the tendency of the Voronoi areas extracted for
all images used in the validation process. The Figure 2-3 shows an example of the Voronoi
Diagram, the observed probability distribution and the theoretical model calculated for an
histopathology image.























This process was repeated for all the images in the dataset. An average value and standard
deviation were calculated as a representation of the distance measures obtained for all images.
The results are shown in the table below:
Measure Mean Standard Deviation
Normalized Root Mean Square Error 0.0848 0.0286
Kullback-Leibler Divergence 0.0970 0.0736
Bhattacharyya Distance 0.0313 0.0276
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Figure 2-3.: (a) Voronoi Diagram calculated for a histopathology image. (b) Probability
distribution of the voronoi areas (blue bars), theoretical PDF for nuclei extent
(red line) and minimum area amin (green dashed line).
2.4. Discussion
As can be appreciated in Figure 2-3, the probability distribution of the Voronoi Cell areas
(in blue) appears to follow the shape of a Gamma probability distribution. In the light of
the studies performed for the distribution of Voronoi Cell areas generated using a Poisson
Point Process, such result suggests that cells within the tissue, they too, can be modeled via
such a Poisson Point Process [21]. This might seem contradictory, since this kind of process
generates points that are randomly positioned in the space, independent one of each other,
which is not the general case in histopathology. However, it has to be mentioned that the
database used for our experiments contains only images of invasive breast carcinoma tissues.
This is, all the images herein used contain only cancerous tissues and cells. Now, with the
exception of some types of cancer, cancerous tissues are characterized by the non-controlled
proliferation of abnormal cells. Such proliferation might be thought of as the non-structured,
semi-random disposal of cells within the tissue. Under such assumption, it is then easier to
explain the Gamma-like shape of the mentioned probability distribution.
In any case, as suggested by the results presented in the previous section, the proposed model
also fits, to a certain extent, the probability distribution of the Voronoi Cell areas extracted
from the histopathology images. Graphically, this might be explained by the fact that our
model follows the descendant right tail of the real distribution. The left tail, on the other
hand, is totally ignored. In fact, this is a result of the assumptions that were made for the
construction of the model. Hence, our proposed probability distribution corresponds then to
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a simplification of the real distribution, with the advantage of being image-dependent, since
it is calculated by using two parameters that are extracted from the image. As mentioned
before, this allows histopathology characterization by using model parameters.
2.5. Conclusions
A statistical model to represent the cell area probability distribution over histopathology
images was proposed. Nuclei cells were detected on the images whereby a cell area probability
distribution could be estimated, and this was used to assess the accuracy of the proposed
model. Experimental results showed that, the model follows with moderate accuracy the
right hand part of the real distribution that was extracted from the Voronoi Diagram. This
methodology can be extended to model different properties of histopathology images, which
might help to provide a more extensive image characterization, critical in the design of
decision support systems. Future work includes improvement of nuclei detection mechanisms,
so that, the estimation of the model parameters can be better. Also, a comparison between
the proposed model and the reported distribution for Voronoi Diagrams created via a Poisson
Point Process, for the representation of histopathology area distribution is desirable. This
should be performed not only using cancerous tissue, like we did in this work, but also
including healthy tissue and pathological non-cancerous tissue in the experiments, so that
the generalization of the model can be evaluated.
3. A Low Dimensional Entropy Based
Descriptor of Several Tissues in Skin
Cancer Histopathology Samples
Presented on the “11th International Symposium on Medical Information Processing and
Analysis” SIPAIM 2014, November 2015
The use of low-level visual features to assign high level labels in datasets of histopathology
images is a possible solution to the problems derived from manual labeling by experts.
However, in many cases, the visual cues are not enough. In this article we propose the use
of features derived exclusively from the spatial distribution of the cell nuclei. These features
are calculated using the weight of k-nn graphs constructed from the distances between cells.
Results show that there are k values with enhanced discriminatory power, especially when
comparing cancerous and non-cancerous tissue.
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3.1. Introduction
Digital imaging pathology, i.e. the digital capture, storage and inspection of high resolution
images of the slide, is a new concept which is radically changing the histopathology lab
work-flow. Although automated whole slide imaging systems are not a standard tool for
pathological analysis and diagnosis of tissue sections, there has been an increasing interest
in their use for screening and diagnosis of tissue samples [25], as well as in their potential for
training new pathologists. In research and educational scenarios, histopathology images are
commonly tagged with high level definition labels to ease their identification. Labeled images
allow the comparison of equivalent images in diagnosis support, disease characterization or
training. For example, in a hard case, a clinician might be interested in retrieving images
with similar labels to the ones assigned to a patient’s sample, in order to corroborate her/his
diagnosis, or a student presented with a certain histology concept might be interested in
looking for additional reference images with the same label to verify her/his understanding
of the concept.
Although image retrieval from histopathology image collections based only on semantic labels
is theoretically possible, it is unrealistic to expect a specialist to label all images in a database
or to constantly assign a label to those produced by a laboratory [8, 75]. Furthermore, expert
agreement on the diagnosis is rarely high enough to bring prominent retrieval performance
and low ambiguity of the recovered results when using only the available labels [81]. To
overcome the problems associated with manual annotation, Content Based Image Retrieval
(CBIR) (the use of the inherent visual information in the images to complement the available
semantics and account for the missing and ambiguous information) has been proposed as a
tool to unlock the full potential for Medical Images [54].
In CBIR, low-level features such as color, shape, borders or texture, are used to build search-
able descriptors that measure visual aspects of the image and can be used to retrieve visually
similar images from a collection [81, 1, 14]. Achieving a proper image representation is in
general a challenging task, and it is possible that, due to the complexity of the images,
visual similarity is not enough to recover clinically relevant results. Furthermore, there may
be radical appearance changes by the intrinsic biological variability and capture conditions
in two or more images with the same diagnosis. This image representation ambiguity with
respect to objects with the same label is known as the “semantic gap” and has been widely
studied in the context of histopathology imaging [9].
To improve the visual cues and shorten the semantic gap, one should take into account
not only the primary visual characteristics, but also relevant tissue information as the dis-
tribution of cell populations within the particular organ. A coarse approximation is the
inter-nuclear spatial distribution of distances, as every tissue manifests a fingerprint by the
typical arrangement of cells characterizing tissue’s architecture and function. The organi-
zation of a particular tissue is associated to the organ function, a deep-rooted relationship
that is broken out by pathological processes, in particular observed with any type of cancer
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whose diagnosis rely on the distortion of the original architecture but whose degree is never
quantified and barely subjectively estimated.
This paper presents a low dimensional descriptor that characterizes the distribution of the
cell nuclei distance within the tissue using the kth-nearest neighbor (k-nn). The k-nn graph,
together with the Minimum Spanning Tree (MST), are entropic graphs, i.e. graphs in which
the normalized sum of the edge weights is an estimator of the Renyi α-entropy [56]. We profit
from this to encode a multi-resolution decomposition of the spatial cell distribution based on
the k-nn graphs, since the entropy is closely related to the underlying spatial distribution.
Such low-dimensional characterization in histopathology is advantageous because it might
allow not only tissue differentiation but also an interpretation of how such differentiation is
achieved.
3.2. Distance Feature Metric
Although methods for characterization and classification of histopathology images have been
already proposed, there is an aspect those methods do not fully accomplish: interpretability
of the description. According to Doshi-Velez and Kim [19], interpretability is the ability to
explain or to present in understandable terms to a human. In histopathology characteri-
zation, this is of particular importance since pathologists are reluctant to trust algorithms
that take automatic decisions where no explanations are given. Interpretability might be
associated both to the model (i.e. the mechanism that takes decisions) and to the image
descriptors. Generally, the mechanisms of decision taking in a model are more interpretable
when the descriptors used are of low dimensionality [26]. Features, on the other hand, might
be more interpretable if they are directly associated to semantical concepts (e.g. lymphocyte
or mitotic counts, cell topology, nucleoli texture, etc) [40].
The idea behind the study herein described is then to characterize histopathology images
using an interpretable descriptor based on cell topology. In addition, this descriptor must
also be low-dimensional so that feature influence can be easily assessed. However, it is
clear that such descriptor is probably not enough for a highly discriminant characterization
in histopathology. Nevertheless, such characterization is based on an important aspect of
tissue that expert pathologists use to prescribe diagnosis in their clinical practice, which is
a clue of its discriminative power.
Cell topology is the spatial relationship that exists among all cells of a given tissue. Moreover,
cell topology is correlated with the distribution of individual distances that separate pairs
of cells. Consequently, this work was devised to determine the feasibility of a descriptor
based on the distribution of distance among cells, under the hypothesis that it will be
a good estimation of cell topology, which is the histolopathological characteristic under
consideration. At the end, our interest is to achieve a good description level (measured by
classification performance) while retaining interpretability of the descriptor.
Before the distance among individual cells can be calculated, a nuclei segmentation must be
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performed to separate pixels belonging to cells from the background. We have used a previ-
ously presented algorithm [78] based on a modified contour-tracing approach. This algorithm
detects all possible objects in the given histopathology image and then discards noisy and
incorrectly detected regions by a successive filtering process based on image gradient and
color. Once the nuclei are segmented and separated, the position of the center of gravity of
each individual cell is calculated by blob analysis.
The next step was the characterization of the distances among nuclei using the estimated
positions. Two sets of distances were calculated, both based on the 2D Euclidean distance:
• Center-to-Center distance.
• Membrane-to-Membrane distance.
The former is a direct measure of the density calculated directly from the coordinates of the
centers of gravity. The latter is a measure related to the nuclei density and also to the nuclei
size. This could be helpful to distinguish not only the different tissue arrangements but
also the differences in the nuclei morphology, without explicitly calculating such morphology
characteristics. Figure 3-1 shows the difference between the two distance functions used.
Figure 3-1.: Comparison of distance functions used. The straight lines represent the pixels
taken into account for the distance measurement. (a) Histopathology image
with segmented nuclei and estimated cell positions. (b) Example of center to
center euclidean distances. (c) Example of membrane to membrane euclidean
distances.
The coordinates are used to calculate the differences in position of every single cell against
all of its counterparts. This can be seen as constructing a fully connected graph, where each
node corresponds to one coordinate position ~x in a 2 dimensional space (the image) defined
by the distance function f , i.e. ‖~x − ~y‖ = f(~x, ~y), ∀~x, ~y ∈ Z2, and the edges correspond to
the distance function applied to the corresponding nodes f(~x, ~y). All distance information
is stored in an adjacency matrix A.
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3.2.1. Feature Calculation
Using the previously calculated adjacency matrix A it is possible to extract a set of k-nn
graphs for any k between 1 and N − 1 where N is the number of detected nuclei. Each
of these graphs is an entropic graph whose normalized weight may be used to calculate
the underlying distributions’ entropy. In particular, for k = 1, it is possible to use the
Kozachenko-Leonenko estimator (KL) [44] to calculate the Shannon entropy H(F ) given N
samples f(i) of a distribution F , each with a nearest neighbor fNN(i) such that:
f(i) =
[
f 1(i), f 2(i), . . . , fm(i)
]
, i = [1, N ] (3-1)
fNN(i) = arg min
j
‖f(i)− f(j)‖ (3-2)














In the present work we are not interested in calculating the exact value of the entropy, but
rather in using the weighted sum of the logarithm of the distances as an indicator of the cell
distribution. Because of this, and to use additional information on the distribution, we have
also used the entropy estimator in the k-nn graphs for other k 6= 1.
All the estimated entropy values are concatenated in a single vector of n dimensions, where
n is the number of neighborhood definitions taken into account, i.e. from k = 1 to k = 12.
Two feature vectors of 12 dimensions are the final result of the whole process, one for
center to center distances and one for membrane to membrane distances. These two vectors
are concatenated into a single 24 dimensional vector. The overview of the methodology is
presented in the Figure 3-2.
3.3. Methodology
Each image representation can be understood as a feature vector in a multidimentional space,
i.e f ∈ <n, with n = 24 in this case. The purpose of the method was to detect the most
discriminant features in terms of a multi-class classification problem.
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Figure 3-2.: Overview of the feature extraction methodology for a given distance function.
(a) Original H&E histopathology image. (b) Segmented nuclei using algorithm
in [78]. (c) Nuclei centroid estimation using blob analysis. (d) Cell connectiv-
ity using 1st neighbor, (e) 3rd neighbor and (f) Nth neighbor. (g) Estimated
entropy value for 1st-neighbor’s, (h) 3rd-neighbor’s and (i) Nth-neighbor’s con-
nectivity. (j) Final feature vector
Although there exists a clear relationship among the different images belonging to a same
histology concept, it is a challenging task to represent such relationships in a simple way (i.e.
using low-dimensional descriptors), given that even expert pathologists need years of training
to be able to confidently determine histological similarities or differences. Furthermore,
relationships among the different low-level descriptions are probably non-linear in the multi-
dimensional space. A Support Vector Machine (SVM) approach was used to measure the
relevance of the different dimensions, given that SVM methods are able to project vectors
into a separable high dimensional space, using non-linear relationships represented by a
transformation kernel.
An iterative testing algorithm was used to determine the relevance of the dimensions in the
feature space under study. In every iteration, a different sample of values from the whole
24 dimensional feature vector was randomly selected. Sets of M features, with M ranging
from 2 to 20, were selected and tested. For each M size 25 tests were performed randomly
selecting features (ks) from the original feature vector. At the end, a total of 450 iterations
were performed, 25 per each different sample size M . An SVM was trained using just the
sampled values chosen for each determined iteration. Multi-class classification performance
was assessed, taking into account the accuracy of the classifier as the criteria.
For each training/testing step, the dataset was divided into randomly selected training and
testing sets consisting, respectively, of 70% and 30% of the samples. The Kernel function
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for the SVM used in the experiments was a Radial Basis Function (RBF), and each pair of
kernel parameters were selected using a 3-fold cross validation strategy.
3.4. Experimental Setup
3.4.1. Dataset
Experiments were performed with a dataset consisting of eighty-one (81) histopathology
images extracted from different skin biopsies digitized at ×40 magnification. The set of slides
were all provided by the Pathology Department of the Universidad Nacional de Colombia.
The images were manually selected and annotated by experienced pathologists. Each an-
notation assigns a concept to the images in the dataset. The concepts were selected to be
mutually exclusive so that the description can be assessed objectively and independently for
each different concept. Table 3-1 lists the concepts used for the experts to annotate the
database, along with the amount of images that belong to each concept.




Basall-Cell Carcinoma Nodule 20
Table 3-1.: Number of images per concept.
3.4.2. Experiments
Every iteration performed in the testing algorithm resulted in a multi-class classification ac-
curacy value and the set of features used to achieve it. In order to measure the discriminative
potential of such features, all the sets resulting in a multi-class accuracy greater than 80%
were stored.
3.5. Results and Discussion
The list of relevant features obtained through experimentation was used to construct his-
tograms for the number of times that a feature appeared in highly discriminant configura-
tions. A high number of occurrences was interpreted to be related to highly discriminant
features. Since the feature vector is composed by both center to center and membrane to
membrane distances, two separate histograms were calculated separately for each different
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Figure 3-3.: Relative importance of each individual feature.
distance function. The number of occurrences of each individual feature was normalized as
shown in the Figure 3-3.
It is important to keep in mind that although the experiments did not differentiate the values
coming from the two different distance functions, a tendency can be observed in the relative
importance of different k-neighbor connections. Interestingly, such tendency is similar for
both distance functions, i.e. there is a clear peak in the relative importance of neighbor
connections k 2 and 3. In fact, the neighbor connection k = 3 is the most important feature
for both, the center to center and the membrane to membrane distances.
These findings suggest then, that there is discriminative information encoded in the distri-
bution for the third neighbor of each cell within the tissue sample. A possible explanation
comes from the fact that tissue sections are compressed by about 20% to 30% when they
undergo the cutting, staining and digitizing processes [10], resulting in changes of the local
arrangement of cells. This affection results in a non-linear function of the distance, which
should affect more strongly the lowest neighbor connections, i.e. first order neighborhoods.
Another explanation is directly related to difference among tissues. Taking as example the
Figure 3-4, one can see that distances to the third neighbor (represented by orange lines)
are significantly different between the concepts of Eccrine Gland and Basal-Cell Carcinoma
Nodule. This distance is, in general terms, shorter for the gland and longer for the carci-
noma. This difference between the two concepts is a consequence of tissue structure. More
specifically, eccrine glands have a tubular shape, where cells are disposed following circu-
lar patterns. When analyzing these eccrine-gland cells, one can notice that their first and
second neighbors are located approximately at a similar distance, which is not the case of
third neighbors that are located approximately two times further away. On the other hand,
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Figure 3-4.: Example of the first three neighbor connections for two different histopathology
images at the same magnification level x40. 1st and 2nd neighbors are shown in
gray whilst 3rd neighbors are shown in orange. (a) Eccrine Gland, i.e. healthy
tissue. (b) Basal-Cell Carcinoma Nodule, i.e. cancerous tissue.
the case of cancerous tissue is different because there is no real structure. With no struc-
ture, cancerous cells might be located one each other while maintaining high tissue density.
This results in a configuration where all first, second and third neighbors are located at
approximately the same distance. This difference can also be observed in Figure 3-5, where
eccrine-gland images are projected farther away from the origin than carcinoma images,
meaning larger distances for third neighbors in eccrine-glands than in carcinomas.
Although the relevant neighbor connections are probably determined by the type of tissue,
it is clear that connections of a relatively high order are not so discriminant, since distance
diminishes the inter-cell statistical dependence of a tissue.
In order to get a higher level of understanding with respect to the findings about neighbor
connections, a two-dimensional feature space was constructed using the most prominent
features of the whole descriptor under analysis, i.e. features corresponding to the third
neighbor connection given by the two different distance functions were graphed. Every
image was represented using a two dimensional vector as can be seen in the Figure 3-5.
It is seen in Figure 3-5 that the feature space can be divided into two well defined clusters,
one in the lower left and the other on the upper right. Interestingly, the former is composed
almost by one concept only, i.e. Basal-Cell Carcinoma (BCC) Nodule. The latter, however,
is composed of a combination of all the concepts remaining, and it is not linearly separable
given the feature space.
In general terms, the separability between BCC Nodule and the other concepts is due to the
fact that the nodule is characterized mainly by a highly heterogeneous spatial distribution,
in comparison with the other concepts that have a more structured topology. Such property
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Figure 3-5.: Dataset of images projected onto a two dimensional feature space. Each image is
represented by a single point in the space. Different markers represent different
concepts.
of tissue is satisfactorily captured by the descriptor, resulting in a linearly separable feature
space for BCC Nodule and the remaining concepts.
As a validation step, the selected features were used to perform a binary classification task.
The task consisted in differentiating BCC Nodule images from the other type of images using
the same dataset presented previously. To achieve such goal, an SVM classifier was trained
using 70% of the images, and tested with the remaining 30%. RBF was used as the kernel
function, using a 3-fold cross validation strategy in the training process. It is important
to notice that since the database was transformed to contain only two concepts, i.e. BCC
Nodule and Non Nodule, the resulting classifier is highly unbalanced. The results of this
classification task are presented in the Table 3-2.
Method Sensitivity Specificity
SVM Classifier 86.7 94.9
Table 3-2.: Classification results for a “BCC Nodule vs All” SVM binary classifier
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3.6. Concluding Remarks
In this paper a low-dimensional descriptor to characterize the distribution of the cell nuclei
distance within the tissue was presented. The method starts by performing a nuclei segmen-
tation and then an entropy measure is calculated taking into account the distances between
the different nuclei of a tissue. An interesting aspect of this approach is that it is based in
the idea that pathologists consider the spatial distribution of cells to reach a diagnosis.
It is worth mentioning that presently areas such as cancer grading and prognostic prediction
are actively studied whereas cancer detection is not [25]. However, the purpose of this work
was to explore the potential uses of cell-topology descriptors for practical applications, and
as tools to understand the tissue architecture, rather than proposing a classification schema
for detection of cancer.
The obtained results indicate that this type of topology descriptor captures the differences
between cancerous and normal tissue, reaching a sensitivity of 86.7 and a specificity of 94.9
even with a highly unbalanced classifier and low dimensional descriptor (2 features), which
allows for better description interpretability. Because of this, future research may include
other cell-based features, that used together with topological characteristics could be used
to aid experts in more recent and challenging tasks.
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4. Conclusions and Future Directions
Throughout this thesis work, we proposed two strategies for the characterization of histopathol-
ogy images, specifically in the detection of cancerous tissues. For doing so, we had two
principal requirements: (1) descriptors must be low-dimensional and (2) features must be
calculated from cell properties within the tissue.
Our first approach consisted in modeling the distribution of cell areas using statistical me-
chanics. We used model parameters as the image descriptor, which has the advantage of
being low-dimensional. Also, by using model parameters as features, we know exactly how
are the images being described, and hence it is easier to have a general idea of the underlying
image, just by looking at its descriptor (interpretable descriptor). By using this methodol-
ogy, we can describe other properties of tissue by modeling their distributions. Although
we have only used cell areas in our research, the work can be extended by including other
cell properties in the final descriptor. As an example, cell shape, color and distances can be
taken into account.
Afterwards, we have moved our interest in the spacial distribution of cells within the tis-
sue. We have hypothesized that cell arrangement not only changes among different tissue
types, but also among different tissue pathologies. We have used entropy estimation for
the characterization of the distance distribution of individualized neighborhood connections.
This allowed us to comprehend the importance of certain cell connections within the tissue.
The importance of this work was not the estimation of the entropy itself, but rather the
individualized characterization of cell neighbor orders and the interpretation of the result-
ing descriptor. We achieved acceptable classification results when trying to automatically
separate cancerous versus non cancerous tissues using a database of skin cancer histological
images.
The two approaches previously described yield to the conclusion that cell properties are not
only important for the pathologist in their everyday professional activities, but can also be
automatically measured to provide computational tools that allow the automatic processing
of histopathology images, as in agreement with other works in the state of the art. Automatic
quantification of cell properties result in more “informed” or interpretable descriptors than
the usual “low-level descriptors”, since they are directly associated to histological concepts. It
has been demonstrated that expert pathologist could use the power of computers to optimize
the resources required for their professional activities and we believe that descriptors based
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on cell properties are a notable approach for such a goal.
Content based retrieval with histopathology images is an ever growing research area. We
wanted to explore the potential of our proposed descriptor for content based retrieval, so we
performed preliminary experiments using a small database. Although the outcome of such
experiments were not as good as one might expect, we can say that the achieved performance
is better than random retrieval. More work will be necessary for a good retrieval framework,
since aspects such as the database and the similarity metric are clearly not optimal, and
should be enhanced.
As an addition to our research work, we have developed two virtual microscope prototypes.
Those software tools were important for the creation of our database, and they remain useful
in the development of other thesis works related to histopathology. Virtual Microscopy has
a great potential, even more in developing countries like Colombia. We believe that more
effort should be made in the continuation of the development of the Virtual Microscope that
we have already started, so that the faculty of medicine and perhaps the university in general
can profit from it.
A. Histological Content Image Retrieval
Throughout the document we have introduced the use of nuclei-specific characteristics for
building histology image descriptions. We have used those descriptors for the automatic
classification of different histology concepts. The idea behind such characterization strategy
relies on the fact that expert pathologists base their analyses, at least partially, on the same
nuclei characteristics.
Although we have demonstrated the performance of our proposed descriptors for classifica-
tion, they can also be used in a retrieval task. In such case, the idea is to use one image as
input to a system that will return similar images in an orderly fashion. This is done by first
projecting to a feature space both the input image and all the images in the collection, i.e.
the images that are going to be searched upon. Afterwards, using a similarity metric that
operates in such feature space, the distances between the input image and each one of the
images in the collection are calculated, and similar images are then retrieved orderly based
on distance values. Finally, the resulting ordered list is used to construct the results of the
user query, that are shown to the user.
A.1. Feature Extraction
In this thesis work we have consistently used low-level features derived from cell properties.
We have used cell area and the spatial distribution of cell nuclei within the digitized tissue
section for the classification of histological concepts. In this case, for histological-content
based retrieval, the spatial distribution of cells is taken again as image descriptor. In fact, we
have taken as reference the feature extraction methodology that was presented previously in
section 3.2. Specifically, that section mentions two different feature vectors, each one drawn
from a different distance function: center-to-center and membrane-to-membrane distances.
This preliminary work on histological-content based retrieval was performed by using only
the feature vector corresponding to membrane-to-membrane distances, since it resulted in
better performance when evaluated in a classification environment. The Figure 3-1 depicts
the workflow necessary to construct the feature vector.
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A.2. Experimental Setup
A.2.1. Dataset
Experiments were performed with a dataset consisting of ninety-six (92) histopathology
images extracted from different skin biopsies digitized at ×40 magnification. The set of slides
were all provided by the Pathology Department of the Universidad Nacional de Colombia,
and were digitized by the CIM@LAB laboratory.
The selected images were manually annotated by experienced pathologists via the visualiza-
tion and annotation prototype presented in appendix B. Each annotation assigns a concept
to the images in the dataset. For testing retrieval performance, we used two histological
concepts: basal-cell carcinoma nodule and inflammation. These two concepts were the most
difficult to differentiate in the classification tests, and hence represent a challenge for a re-
trieval test. Since the number of images for each concept is too low, we have incorporated
to the dataset images containing other concepts, i.e. eccrine gland, sebaceous gland, hair
follicle; that were included in the retrieval task, but were not evaluated individually. Table
A-1 lists the concepts used for the experts to annotate the database, along with the amount
of images that belong to each concept.
Concept Number of Images
Inflammation 18
Basall-Cell Carcinoma Nodule 39
Other Histological concepts 35
Table A-1.: Number of images per concept
A.2.2. Experiments
A leave-one out strategy was used for testing the retrieval performance. This is, one query
per annotated image was performed, using the rest of the images as the search dataset.
This process excluded only the annotation “Other Histological Concepts”, whose purpose
was only the augmentation of the amount of data in the dataset, and not the individual
evaluation of the concept. Such ‘Other Histological Concepts” label can not be evaluated
because it contains a considerable number of independent concepts that might strongly alter
the results if considered as an individual class.
The experiments carried out do not require any training. Every annotated image is projected
to a feature space that is used to measure closeness among images. A query corresponds
then to retrieving in an orderly fashion the images projected to the feature space, taking as
input the descriptor of the query image. This is done by using a naive euclidean distance
approach. These experiments correspond to preliminary studies that should be continued in
order to be conclusive. Here, we are just exploring the potential of our designed descriptors.
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A.3. Results and Discussion
We evaluated our experiments by using precision-recall curves. Each query has its own
curve, and all curves belonging to the same concept are averaged to obtain the curve for that
concept. This process is done for two different concepts, resulting in two different precision-
recall curves, one for “Basal-Cell Carcinoma Nodule” and the other for “Inflammation”.
Again, we do not perform the evaluation of retrieval performance for “Other Histological
Concepts” since it is included in the database only for increasing its size. The Figure A-1
shows the obtained results.
Figure A-1.: Precision-Recall curves for two different histopathological concepts. Dashed
lines represent the baseline for each curve, which is the precision resulting after
retrieving all images in the dataset.
First, the curves presented in Figure A-1 are shown independently since the are not directly
comparable due to the highly unbalanced database. The amount of images is different for
each concept, which makes the complexity of the retrieval task dependent on the retrieved
concept itself. This is shown as a dashed line, the “baseline”, in the figure, which represents
the precision value obtained when all the images have been retrieved. Baseline values are
0.196 for Inflammation and 0.42 for Basal-Cell Carcinoma Module.
The precision-recall curve for a perfect search engine goes from the start point (0, 1) in
the top left corner to the point (1, 1) in the top right corner, and then goes straight down
without crossing the baseline (1, baseline). In other words, it should stick to the top and
right borders. When using this criteria for analyzing the curves presented in Figure A-1, it
is clear that although being far from perfect, the retrieval experiments performed resulted
better than returning images at random. However, precision decreases quickly, which means
that the user will see too much false-positives in the first couple of results. The curves also
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suggest that retrieval is better achieved for “Basal-Cell Carcinoma Module” images than for
“Inflammation” images. However, such affirmation can not be safely made in the context of
our experiments, since the amount of images needed is in the order of thousands, and our
dataset is even less than one hundred.
Although the results are just enough to support the idea of using our designed descriptors
in the context of image retrieval, there are some reasons for such outcome. First of all, we
are projecting histological images to a feature space whose shape is totally unknown. Hence,
the use of an euclidean metric for measuring image similarity is a naive approach, that could
be improved by using more “informed” metrics. It is likely that some neighbor connections
are more descriptive than others, so those connections should have more importance in
the calculation of similarity. Also, it is possible that some neighbor connections contain
correlated information, which would result in redundant features in the final descriptor. A
possible solution to this problem might be the use of a modified version of the euclidean
distance, i.e. the weighted euclidean distance, as is shown in the Equation A-1, where Q and




wk(Qk − Pk)2 (A-1)
Weights wk are used to strengthen or diminish the effect of certain neighbor connections k
in the final distance calculation d. Higher values for wk will give more importance to the
neighbor connection k, whilst lower values will reduce such importance. Weights wk are
chosen in such a way that
∑
k wk = 1 holds. Individual values for wk should be chosen
carefully, taking into account the discriminative power of each neighbor connection k.
B. Appendix II: Virtual Microscope
Prototype I
Courses on general histology and pathology at the Universidad Nacional de Colombia are
taught using optical microscopes and physical glass slides. As a complement, students can
take exams and some practical activities using Sofia, a web based learning tool installed in the
university servers. However, such learning tool has not been designed for histology and/or
pathology courses. Hence, the use of Sofia results challenging for professors of histology
and/or pathology, when it comes to practical activities.
Normally, professors capture microscopic samples using a camera coupled to the microscope
and manually highlight the regions of interest through annotations made with some sort
of image edition tool. Afterwards, they upload the annotated samples to the web based
learning tool Sofia and configure practical activities and exams. However, the process is
burdensome, poorly reusable and time consuming. This is why the idea of a prototype for
Virtual Microscopy first came out. The objective was to build a web based platform that
could be used for concept revision within a course on general histology, with specialized tools
for image annotation.
We have built an information system where courses, modules, students, administrators and
histology images could be managed. The information system provided also a viewer where
the histology images were displayed, and content delineations alongside with annotations
could be added. These annotations could be later reviewed and studied by students through
the the viewer, for which access had to be granted previously by an administrator. The an-
notated images could be used in different courses and modules, allowing the re-utilization of
annotated content. The Figure C-1 shows an example of microscopic content with attached
annotations being visualized using our prototype.
However, the viewer had one important limitation: it did not allow the visualization of whole
digitized glass slides. The images it could display were normal JPEG or PNG images, taken
at limited resolution. As a result, our prototype did not provide the means for neither zoom-
ing nor panning microscopic content. It was mainly this specific problem what motivated
the construction of an improved prototype, which is presented in appendix C.
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Figure B-1.: User interface used for the prototype of virtual microscope developed. To
the left, the navigation panel that provides access to all managing tools. In
the middle, a digitized histology section with some annotations created by an
expert pathologist. To the right, the access to graphical tools for creating and
editing annotations.
B.1. Extracting Annotated Content
Although the prototype was built essentially for the deployment of practical activities in
histology and pathology courses, we realized the potential of the tool for building datasets of
annotated images. However, since the resolution of the images used by our prototype were
not sufficient for automatic analysis processes, we down-sampled whole slide images digitized
in JPEG 2000 format, and uploaded them to our prototype. Professor Viviana Arias, expert
pathologist, delineated the principal structures of the uploaded images. This information
was then used to extract high-resolution samples from the JPEG 2000 digitized whole slides,
using the annotations made by professor Arias with our tool. This resulted in a database of
annotated histology images that was used for testing our descriptors, as is shown in chapter
3 and appendix A.
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B.2. Collaborators
This project was made entirely by the CIM@LAB team with the collaboration of two expert
pathologists. First, we worked along with professor Lućıa Roa, who started the idea of
building the prototype and also gave us important indications on what features it should
provide to the users. Afterwards, we had the collaboration of professor Viviana Arias, who
continued the work left by professor Roa and helped us to build the dataset of annotated
histology images used in our experiments.
C. Appendix III: Virtual Microscope
Prototype II
Digitized histology images, i.e. high resolution scanned histology glass slides, are being
produced everyday in large quantities at pathology laboratories. Although such images
are not yet included in the standard protocols for pathological examination, their use for
diagnosis, education and research purposes is being gradually increasing throughout the last
decades. However, despite all the benefits that might be associated with a change to the
digital era in histopathology, there are still some challenges that need to be overcome: the
digital files generated in the process are computationally large (ranging from hundreds of
megabytes to gigabytes) and there is a lack in a standard tool to utilize them. This imposes
a difficulty both in storage and usage. As a consequence, the resulting digitized images can
be read only through the use of specialized, usually private, software tools. Naturally, such
a strict use restricts the utility of using digitized histology images in the clinical workflow.
Given the potential of digitized histology images for automatic analysis and characterization,
they represent an opportunity for building diagnostic-assistance tools that could aid physi-
cians in they everyday practice. Consequently, such images are normally used in research
and educational projects, which in general involve people from a variety of different areas of
knowledge. Hence, it is natural to think about mechanisms that would allow a centralized
and ubiquitous access to a repository of digitized slides, which will not only facilitate the
navigation of the digital images to everyone, but will also provide annotation and image
processing tools. Nonetheless, although visualization and annotation tools do already ex-
ist, they normally use a stand-alone philosophy of software development. In other words,
this means that both the tool and the digital images need to be accessible from the same
place. As a consequence, they are neither centralized nor ubiquitous. The problem with
this approach is he lack of efficient ways to share information among partners. Generally, all
such information (images, annotations, biological data, etc.) is shared as files and literally
copy-pasted in every place it is needed. This is not only cumbersome but can also lead to
synchronization and security problems.
However, with the advent of technology and the constantly decreasing price of hardware,
the centralized and ubiquitous access can be achieved throughout the use of Web Applica-
tions. Such applications follow the client-server development philosophy, within which a web
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browser is in charge of the user interaction. To illustrate that potential, it is enough to say
that web applications are available from anywhere in the world (where an active Internet
connection is available) and at any hour of the day. As a consequence, the access to dig-
itized histology images and the tools based upon them, can become both centralized and
ubiquitous if we manage to somehow achieve it through a web application.
C.1. The Project
Taking advantage of latest web technology and storage capabilities, we have developed HI-
DEN (Histology Delineation and Navigation). It is a web application designed to allow the
navigation and annotation of high-resolution digitized histology images. The tool is able
to handle images of more than one gigabyte (1GB), and display them in a web browser.
We have used standard computer gestures to allow natural navigation, which is critical for
the adoption of the tool. Furthermore, it allows the user to draw regions of interest over
the image, which can be associated to pathological information. Finally, data (images, an-
notations, users, etc.) are stored in a central repository that is available through the web
application at any times. This allows collaboration between different partners, and real time
availability of resources.
Figure C-1.: User interface of HIDEN’s histology image navigator. It provides controls for
navigation and annotation.
For the development of our HIDEN tool, we have taken advantage of two great open source
projects, namely OpenSlide and OpenSeadragon. OpenSlide is a library made in C, which
allows read/decode histology digitized images. It provides support for different image for-
mats coming from different scanners (Aperio and Hamamatsu being the two most known).
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OpenSlide is a product of the School of Computer Science in the Carnegie Mellon Univer-
sity. On the other hand, OpenSeadragon is a Javascript library that allows the navigation
of high-resolution zoomable images in desktop or mobile devices through Web Technology.
It was developed by the open source community in GitHub.
C.2. Collaborators
The HIDEN Web Application was developed in a collaboration project between the CIM@LAB
(Computer Imaging and Medical Applications Laboratory) laboratory of the Universidad Na-
cional de Colombia and the IMPACT (Images and Models for the Planning and Assistance
to surgery and Therapy) team at the LTSI (Laboratoire Traitement du Signal et de l’Image)
laboratory of the Université de Rennes 1 in France. The project was funded by the two
universities as a mobility program under the macro agreement between the two parties.
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[9] Caicedo, Juan C. ; González, Fabio A. ; Romero, Eduardo: Content-based
histopathology image retrieval using a kernel-based semantic annotation framework.
En: Journal of Biomedical Informatics 44 (2011), Nr. 4, p. 519–528
[10] Carson, F.L. ; Hladik, C.: Histotechnology: A Self-instructional Text. ASCP Press,
2009. – ISBN 9780891895817
[11] Chaudry, Qaiser ; Raza, Syed H. ; Young, Andrew N. ; Wang, May D.: Auto-
mated Renal Cell Carcinoma Subtype Classification Using Morphological, Textural and
Wavelets Based Features. En: Journal of Signal Processing Systems 55 (2008), jun, Nr.
1-3, p. 15–23
[12] Cooper, Lee A D. ; Kong, Jun ; Gutman, David A. ; Wang, Fusheng ; Cholleti,
Sharath R. ; Pan, Tony C. ; Widener, Patrick M. ; Sharma, Ashish ; Mikkelsen,
Tom ; Flanders, Adam E. ; Rubin, Daniel L. ; Meir, Erwin G V. ; Kurc, Tahsin M.
; Moreno, Carlos S. ; Brat, Daniel J. ; Saltz, Joel H.: An Integrative Approach
for In Silico Glioma Research. En: IEEE Transactions on Biomedical Engineering 57
(2010), oct, Nr. 10, p. 2617–2621
[13] Kap. Flexible Architecture for Streaming and Visualization of Large Virtual Microscopy
Images In: Corredor, Germán ; Iregui, Marcela ; Arias, Viviana ; Romero,
Eduardo: Flexible Architecture for Streaming and Visualization of Large Virtual
Microscopy Images. Cham : Springer International Publishing, 2014, p. 34–43. – ISBN
978–3–319–05530–5
[14] Cruz-Roa, Angel ; Caicedo, Juan C. ; González, Fabio A.: Visual pattern mining in
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[64] Romero, Eduardo ; Gómez, Fabio ; Iregui, Marcela: Virtual Microscopy in Medical
Images: a Survey. En: Modern Research and Educational Topics in Microscopy Vol. 2
(2007), p. 996–1006
[65] Scoville, Sheila A. ; Buskirk, Trent D.: Traditional and virtual microscopy compared
experimentally in a classroom setting. En: Clinical Anatomy 20 (2007), Nr. 5, p. 565–
570. – ISSN 1098–2353
[66] Sharma, Harshita ; Zerbe, Norman ; Lohmann, Sebastian ; Kayser, Klaus ; Hell-
wich, Olaf ; Hufnagl, Peter: A review of graph-based methods for image analysis in
digital histopathology. (2015)
56 Bibliography
[67] Skodras, A. ; Christopoulos, C. ; Ebrahimi, T.: The JPEG 2000 still image
compression standard. En: IEEE Signal Processing Magazine 18 (2001), Sep, Nr. 5, p.
36–58. – ISSN 1053–5888
[68] Steckhan, D. ; Bergen, T. ; Wittenberg, T. ; Rupp, S.: Efficient large scale
image stitching for virtual microscopy. En: 2008 30th Annual International Conference
of the IEEE Engineering in Medicine and Biology Society, 2008. – ISSN 1094–687X, p.
4019–4023
[69] Steckhan, D. ; Paulus, D.: A quadratic programming approach for the mosaicing
of virtual slides that incorporates the positioning accuracy of the microscope stage.
En: 2010 Annual International Conference of the IEEE Engineering in Medicine and
Biology, 2010. – ISSN 1094–687X, p. 72–77
[70] Sudbø, J. ; Marcelpoil, R. ; Reith, A.: New Algorithms Based on the Voronoi
Diagram Applied in a Pilot Study on Normal Mucosa and Carcinomas. En: Analytical
Cellular Pathology 21 (2000), Nr. 2, p. 71–86
[71] Tang, Lilian H. Y. ; Hanka, Rudolf ; Ip, Horace Ho-Shing: Histological image retrieval
based on semantic content analysis. En: IEEE Transactions on Information Technology
in Biomedicine 7 (2003), Nr. 1, p. 26–36
[72] Triola, MarcM ; Holloway, WilliamJ: Enhanced virtual microscopy for collaborative
education. En: BMC Medical Education 11 (2011), Nr. 1, p. 1–7
[73] Tuominen, Vilppu J. ; Isola, Jorma: The Application of JPEG2000 in Virtual Mi-
croscopy. En: Journal of Digital Imaging: the official journal of the Society for Computer
Applications in Radiology 22 (2009), 06, Nr. 3, p. 250–258. ISBN 0897–1889; 1618–727X
[74] Vargas, C. ; Romero, E.: A Low Cost and Efficient Prototype of a Motorized Micro-
scope. En: Electronics, Robotics and Automotive Mechanics Conference (CERMA’06)
Vol. 1, 2006, p. 83–86
[75] Wang, Xiang-Yang ; Yang, Hong-Ying ; Li, Yong-Wei ; Li, Wei-Yi ; Chen, Jing-
Wei: A new SVM-based active feedback scheme for image retrieval. En: Engineering
Applications of Artificial Intelligence 37 (2015), Januar, p. 43–53. – ISSN 09521976
[76] Weinstein, Ronald S. ; Descour, Michael R. ; Liang, Chen ; Barker, Gail ; Scott,
Katherine M. ; Richter, Lynne ; Krupinski, Elizabeth A. ; Bhattacharyya,
Achyut K. ; Davis, John R. ; Graham, Anna R. ; Rennels, Margaret ; Russum,
William C. ; Goodall, James F. ; Zhou, Pixuan ; Olszak, Artur G. ; Williams,
Bruce H. ; Wyant, James C. ; Bartels, Peter H.: An array microscope for ultrarapid
virtual slide processing and telepathology. Design, fabrication, and validation study. En:
Human Pathology 35 (2004), Nr. 11, p. 1303–1314. ISBN 0046–8177
Bibliography 57
[77] Weinstein, Ronald S. ; Graham, Anna R. ; Richter, Lynne C. ; Barker, Gail P.
; Krupinski, Elizabeth A. ; Lopez, Ana M. ; Erps, Kristine A. ; Bhattacharyya,
Achyut K. ; Yagi, Yukako ; Gilbertson, John R.: Overview of telepathology, virtual
microscopy, and whole slide imaging: prospects for the future. En: Human Pathology
40 (2009), Nr. 8, p. 1057 – 1069. – ISSN 0046–8177
[78] Wienert, S. ; Heim, D. ; Saeger, K. ; Stenzinger, A. ; Beil, M. ; Hufnagl, P.
; Dietel, M. ; Denkert, C. ; Klauschen, F.: Detection and segmentation of cell
nuclei in virtual microscopy images: a minimum-model approach. En: Sci Rep 2 (2012),
p. 503
[79] Yang, Lin ; Tuzel, O. ; Chen, Wenjin ; Meer, P. ; Salaru, G. ; Goodell, L.A.
; Foran, D.J.: PathMiner: A Web-Based Tool for Computer-Assisted Diagnostics
in Pathology. En: IEEE Transactions on Information Technology in Biomedicine 13
(2009), may, Nr. 3, p. 291–299
[80] Zaninetti, L.: Poissonian and non-Poissonian Voronoi diagrams with application to
the aggregation of molecules. En: Physics Letters A 373 (2009), aug, Nr. 36, p. 3223–
3229
[81] Zhang, Qianni ; Izquierdo, Ebroul: Histology Image Retrieval in Optimized Multi-
feature Spaces. En: IEEE J. Biomedical and Health Informatics 17 (2013), Nr. 1, p.
240–249
[82] Zheng, Lei ; Wetzel, A. W. ; Gilbertson, John R. ; Becich, Michael J.: Design and
analysis of a content-based pathology image retrieval system. En: IEEE Transactions
on Information Technology in Biomedicine 7 (2003), Nr. 4, p. 249–255
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