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Abstract
A uniqueness result is proven for the infinitesimal generator associated with the 2D Euler flow with
periodic boundary conditions in the space L2(µ) with respect to the natural Gibbs measure µ given by
the enstrophy. This result remains true for the generator of the stochastic process associated with a 2D
Navier–Stokes equation perturbed by a space–time Gaussian white noise force. The corresponding Liouville
operator N defined on the space C1b,cyl of smooth cylinder bounded functions has a unique skew-adjoint
m-dissipative extension in the class of closed operators in L2(µ)× V ′ where V = D(N ).
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Consider the 2D Euler equation
∂t y + (y · ∇)y = −∇ p in R × R2
∇ · y = 0 in R × R2 (1.1)
∗ Corresponding author. Tel.: +40 232201217; fax: +40 232211150.
E-mail address: vb41@uaic.ro (V. Barbu).
0304-4149/$ - see front matter c© 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.spa.2007.12.003
2072 S. Albeverio et al. / Stochastic Processes and their Applications 118 (2008) 2071–2084
with 2pi -periodic conditions in x = (x1, x2), i.e., in the torus [0, 2pi ]2. Here y = y(t, x) is the
velocity and p = p(t, x) is the pressure, ∂t y is the derivative with respect to the time variable t
and ∇ = (D1, D2) is the nabla operator.
In terms of the (real-valued) stream function ψ , i.e.,
y = ∇⊥ψ = (−D2ψ, D1ψ),
Eq. (1.1) is expressed as
∂t∇⊥ψ = −
2∑
i=1
(∇⊥i ψ)∇i∇⊥ψ −∇ p. (1.2)
Equivalently
duk
dt
= Bk(u), k ∈ Z20, (1.3)
where Z20 = Z2 \ {0} and
ψ(t, x) =
∑
k∈Z20
uk(t)ek(x) (1.4)
Bk(u) =
∑
h∈Z20
h 6=k
Chkuhuk−h . (1.5)
Here ek(x) = 12pi eik·x , k ∈ Z2, k · x = k1x1 + k2x2, ki ∈ Z, i = 1, 2, and
Ch,k = 12pi
[
(h⊥ · k)(h · k)
k2
− h
⊥ · k
2
]
, h, k ∈ Z20, (1.6)
where h⊥ = (−h2, h1), h = (h1, h2) and k2 = k21 + k22, k = (k1, k2).
The functions uk are complex valued; by the reality of ψ we have u¯k = u−k,∀k ∈ Z20. This
implies Bk = B−k .
Let µk be the probability measure on C defined by
dµk(z) = νk
4
2pi
exp
(
−ν
2
k4|z|2
)
dx dy
where z = x + iy, x, y ∈ R, ν > 0. Let µ be the Gibbs measure
dµ(u) =
⊗
k∈Z2+
dµk(u).
Here Z2+ stands for {k ∈ Z2; k = (k1, k2) with k1 > 0 or k1 = 0, k2 > 0}.
We recall (see [1,2]) that µ is supported by H1−α, α > 0, where
Hb =
{u j } j∈Z20;∑
j∈Z20
| j |2b |u j |2 <∞

S. Albeverio et al. / Stochastic Processes and their Applications 118 (2008) 2071–2084 2073
and B(u) = {Bk(u)} ∈ L2(Ω;µ; Hb} for any b < 0 (see [5]). (The computations are performed
with respect to the velocity variable u instead of the stream function.) Here Ω = ⋂b<1 Hb (the
support of µ).
In the following we shall denote shortly the complex L2-space L2(Ω;µ) by L2(µ) and by
(·, ·) the scalar product of L2(µ). The norm will be denoted by | · |L2(µ).
Define (formally) the Liouville operator associated with (1.3), i.e.,
(Nϕ)(u) =
∑
k∈Z20
Bk(u)Dkϕ(u), u ∈ Ω . (1.7)
The operator N : D(N ) ⊂ L2(µ) −→ L2(µ) is defined on the space D(N ) = C1b,cyl of
C1-cylinder bounded functions ϕ with bounded derivatives. This means that ϕ are of the form
ϕ(u) = G(u1, .., um), where G ∈ C1b(Cm) andm ∈ N. It is easily seen that N is skew-symmetric
on L2(µ) (i.e., −N ⊂ N∗ where ∗ denotes the adjoint in L2(µ)) and that the measure µ is
infinitesimally invariant with respect to N , i.e.,
∫
N f dµ = 0,∀ f ∈ D(N ). Moreover, N has
m-dissipative extensions N e on L2(µ) which generate C0-semigroups et N
e
defining generalized
flows U (t, u) = et N eu for the Euler equation (1.3), i.e.,
d
dt
Uk(t, u) = Bk(U (t, u)), t ≥ 0, u ∈ Ω . (1.8)
(In fact, et N
e
extends naturally to a C0-unitary group indexed by t ∈ R.) The existence of such
extensions N e follows by the arguments of [4] via von Neumann’s extension theorem because
the symmetric operator L = 1i N commutes with the complex conjugation defined in L2(µ) and
so has an extension (generally not unique however) to a self-adjoint operator Le on L2(µ). In
this way N e = i Le is a desired extension of N .
In [3] several properties of these extensions N e have been established and in particular it
is proved that the operator N has an essentially self-adjoint dominator on a subspace of dense
and smooth functions of L2(µ). However, it remained open to prove the uniqueness of N e or,
equivalently, to clarify whether the operator L defined above is essentially self-adjoint on some
domain where it is well defined, for instance on the space D(N ) defined above. The main result
of this paper, Theorem 1 below, amounts to saying that the answer is positive in a certain sense
to be made precise below, partially solving so a problem which had been open for 25 years.
(See e.g. [1–4].) A similar result follows for the Kolmogorov operators associated with the 2D
stochastic Navier–Stokes equation with periodic boundary conditions (Theorem 2). For other
works on this kind of problems we refer to [5–15]. The approach to be used here relies on
invariance properties of the Euler flow with respect to the Gibbs measure as well as on the
Galerkin approach introduced in [1] for the construction of a continuous flow for Eq. (1.8).
2. The main results
Denote by N the closure of N in L2(µ) and by V the space D(N ) (the domain of N ) endowed
with the graph norm. Let V ′ be the dual of V (nonidentified with V ) such that V ⊂ L2(µ) ⊂ V ′
algebraically and topologically.
We shall denote by K the space of all skew-adjoint linear operators Γ : D(Γ ) ⊂ L2(µ) −→
L2(µ) having the property that
(i) D(N ) ⊂ D(Γ )
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(ii) Γ is closed in L2(µ)×V ′, i.e., ψn −→ ψ in L2(µ),Γψn −→ η in V ′ and η ∈ L2(µ) imply
that η = Γψ.
Since (Nϕ, χ) = −(ϕ, Nχ),∀χ ∈ D(N ), it is readily seen that N is closable in L2(µ) × V ′
and so the closure of N into L2(µ)× V ′, denoted NV ′ is well defined. We shall denote byN the
restriction of N
V ′
to L2(µ), i.e.,
N = {(ϕ, η) ∈ L2(µ)× L2(µ); η = lim
n→∞ Nϕn in V
′,
{ϕn} ⊂ D(N ), ϕ = lim
n→∞ϕn in L
2(µ)}.
Clearly, N is well defined and closed in L2(µ) × V ′ and therefore in L2(µ) × L2(µ) too.
Moreover, we have
N ⊂ N ⊂ −N∗, N ∈ K
and N is a “core” of N in L2(µ)× V ′.
Theorem 1. Let N be the operator defined by (1.7) with D(N ) described in Section 1 and let
L = 1i N with the same domain. Then there is a unique self-adjoint extension Le of L such that
i Le ∈ K. Moreover, the operator N is skew-self-adjoint, m-dissipative in L2(µ), invariant with
respect to µ and is the unique m-dissipative extension of N in the class K.
In terms of L = 1i N , Theorem 1 amounts to saying that the operator iN is self-adjoint in
L2(µ) and
−L ⊂ iN ⊂ −L∗.
The space V = D(N ) is hard to describe in explicit terms. However, recalling that for α > 0 we
have (see [5])
∫ ∑
k∈Z20
|Bk(u)|2|k|−2α
2 dµ(u) <∞,
we may infer that the completion X of D(N ) in the norm
|ϕ|X =
∫
∑
k∈Z20
|Dkϕ(u)|2|k|2α
2 dµ(u)

1
4
, α > 0
is a dense subspace of L2(µ) and X ⊂ D(N ) algebraically and topologically.
We may therefore derive by Theorem 1 the following corollary.
Corollary 1. Any m-dissipative extension of N which is closed in L2(µ)× X ′ coincides withN .
We shall see later that N is the infinitesimal generator in L2(µ) of the C0-semigroup Pt ,
t ≥ 0, obtained as limit of the Galerkin approximation associated with the Euler equation (1.3).
We may view Theorem 1 (respectively Corollary 1) as a weak uniqueness theorem for the
generator of the 2D Euler equation. The strong uniqueness in L2(µ) in the sense of [3,5], which
is equivalent with N = N (equivalently, N = −N∗) remains however an open question.
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The above result extends to the stochastic 2D Navier–Stokes equation
dX − νε
2
∆Xdt + (X · ∇)X dt = −∇ p dt +√εdW in R+ × R2
∇ · X = 0 in R+ × R2
(2.1)
with ν, ε > 0 and periodic conditions: for the velocity X and the pressure p, i.e., X (t, ξ1, ξ2) =
X (t, ξ1 + 2pi, ξ2 + 2pi),∀(ξ1, ξ2) ∈ R2, and correspondingly for p. Here W is a cylindrical
Brownian motion on the space of square integrable divergence free vectors. (See [1,3,5,10,12].)
Equivalently, Eq. (2.1) can be expressed in terms of the Fourier components of the stream
function ψ as (see (1.4))
duk + νε2 k
2ukdt − Bk(u)dt =
√
ε
|k| db
k,
uk(0) = xk, k ∈ Z20.
(2.2)
Here bk are complex Brownian motions with b¯k = b−k , bk = brek + ibimk where {brek }k∈Z2+ ,
{bimk }k∈Z2+ are independent real-valued standard Brownian motions.
The invariant measure µ for the Euler flow is also invariant for the stochastic flow
X (t, x) =
∑
k
uk(t)ek(x) ∈ C(R+; H1−α), a.s.
associated with Eq. (2.2). (See [1].)
The Kolmogorov operator associated with (2.2) is heuristically given by
K =
∑
k∈Z20
( ε
k2
D−kDk − εν2 k
2ukDk + BkDk
)
. (2.3)
This operator is linear in L2(µ) and well defined on a dense subset D(K ) of L2(µ) and to be
more specific, we shall take D(K ) = C2b,cyl, the subset of C2-cylindrical bounded functions with
bounded first and second derivatives. Moreover, it is dissipative, closable and has (as in Euler’s
equation case) closed extensions in L2(µ) which generate C0-contraction semigroups in L2(µ)
(see [3]).
We shall denote byW the class of all m-dissipative operators Φ : L2(µ) −→ L2(µ) such that
D(Φ) ⊃ D(K ) and Φ is closed in L2(µ)× V˜ ′ where V˜ = D(K ).
Theorem 2. There is a unique closed extension K e ∈ W of K in L2(µ) which generates a
C0-contraction semigroup in L2(µ).
The proofs of Theorems 1 and 2 will be given in Section 3.
3. Proofs
Proof of Theorem 1. It will be more convenient to work with m-dissipative extensions N e =
i Le of the Liouville operator N defined by (1.7). So let N e : D(N e) ⊂ L2(µ) → L2(µ) be
any m-dissipative (in fact skew-self-adjoint i.e., (N e)∗ = −N e) operator such that N ⊂ N e. (As
mentioned above such an extension exists.)
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Let f ∈ L2(µ) be arbitrary but fixed. In order to prove that there is only one extension N e ∈ K
we shall show that the solution ϕ ∈ D(N e) to the resolvent equation (which has a unique solution
by the m-dissipativity of N e)
λϕ − N eϕ = f, λ > 0, (3.1)
is independent of the given extension N e. More precisely, we shall prove that
ϕ = lim
n→∞ ϕ˜n strongly in L
2(µ) (3.2)
where ϕ˜n defined below depends on the system (1.8) only.
For any given n, define the approximating fields for u ∈ Ω , by
Bnk (u) =
∑
h∈Akn
Ch,kuhuk−h, ∀k ∈ Z20, |k| ≤ n (3.3)
where Akn = {h ∈ Z20; |h| ≤ n, 0 < |k − h| ≤ n} and Ch,k are given by (1.6). We denote by Bn
the vector field in Cd
Bn(u) = {Bnk (u)}|k|≤n
k∈Z20
, u ∈ Cd (3.4)
where d = d(n) denotes the finite dimension of the space in which the Galerkin approximation
is taken.
Note that (see [1], Lemma 2.2.1) the finite-dimensional flow Un = Un(t, u) generated by Bn
in Cd , i.e.,
d
dt
Unk (t) = Bnk (U n(t)), t ∈ R; U nk (0) = uk, |k| ≤ n, k ∈ Z20, (3.5)
leaves invariant the probability measure
dµn(u) =
∏
|k|≤n
dµk(uk), u = {uk}, {0 < |k| ≤ n, k ∈ Z20}. (3.6)
The local existence and uniqueness are immediate while the global existence is a direct
consequence of the fact that the flow does not blow up in finite time because (see (3.21) below)∑
|k|≤n k∈Z20
k4u¯kB
n
k (u) ≡ 0.
Fix a C1b,cyl-bounded function f which depends on the variables uk , |k| ≤ q, k ∈ Z20 for some
q ∈ N. We note that the space of these functions is dense in L2(µ). Then the equation
λϕn(u)−
∑
|k|≤n
k∈Z20
Bnk (u)Dkϕn(u) = f (u), u ∈ Cd , λ > 0, (3.7)
has a unique solution ϕn ∈ C1(Cd) given by the (resolvent formula)
ϕn(u) =
∫ ∞
0
e−λt f (Un(t, u))dt, ∀u ∈ Cd , (3.8)
where U n is the flow generated by the system (3.5). By (3.8) we see also that
sup
u∈Cd
|ϕn(u)| ≤ C, ∀n, for some constant C > 0. (3.9)
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Denote by Πn the projection of Ω onto the space Cd , i.e.,
Πnu = {vk}k∈Z20; vk = uk for |k| ≤ n, vk = 0 for |k| > n.
The flow U n can be extended to a flow defined on all of Ω = ⋂α>0 H1−α by putting
U˜ n(t, u) = U n (t,Πnu)+ (I −Πn)u.
In other words, U˜ n(t, u) = {U˜ nk (t, u)}k∈Z20 where
U˜nk (t, u) = Unk (t,Πnu) for |k| ≤ n
U˜nk (t, u) = uk for |k| > n.
Then we have
d
dt
U˜n(t, u) = Bn(U˜n(t, u)), U˜ n(0) = u, t ∈ R+,
where Bn is defined by (3.4).
By Theorem 2.2.3 in [1], there is a flowU = U (t, ω) defined on a probability space (Ω˜ ,F,P)
with values in H1−α , α > 32 ,U (·, ω) ∈ C(R;H1−α) such that µ is infinitesimally invariant for
the flow U (t), i.e.,∫
g(U (t, ω))dP(ω) =
∫
g(u)dµ(u)
for all t ≥ 0 and all smooth cylinder functions g and P − a.e., ω ∈ Ω˜ ,
Uk(t, ω) = Uk(0, ω)+
∫ t
0
Bk(U (s, ω))ds, ∀t ≥ 0, k ∈ Z20. (3.10)
Let us briefly recall the construction of U (t, ·). If νnk is the law of U˜ nk viewed as stochastic
process in C(R+,C), i.e., for each Borelian set Γ ⊂ C(R+;C), νnk (Γ ) = µ{u; U˜ nk (·, u) ∈ Γ }
then {νnk }n is tight and so on a subsequence {νnk }n it is weak-star convergent to νk as n → ∞.
Then by Skorohod’s theorem there is a probability space (Ω˜ ,F,P) and a sequence of processes
(U˜ nk )
∗, Uk having the laws νnk and νk , respectively, and such that
(U˜ nk )
∗(·, ω)→ Uk(·, ω), P − a.e. ω ∈ Ω˜ , n →∞. (3.11)
We setU = {Uk}k, (U˜n)∗ = {(U˜ nk )∗}k . We note that the sequence {ϕn} itself can be extended
to the space Ω by setting
ϕ˜n(u) = ϕn(Πnu), ∀u ∈ Ω (3.12)
and so in terms of U˜ n defined above we have (for n large enough)
ϕ˜n(u) =
∫ ∞
0
e−λt f
(
U˜ n(t, u)
)
dt, ∀u ∈ Ω . (3.13)
We infer by (3.9) and (3.12) that there is a function ϕ : Ω → R such that
ϕ˜n −→ ϕ weakly in L2(µ), as n →∞. (3.14)
(We shall prove later that ϕn −→ ϕ strongly in L2(µ) as n →∞.)
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Now we come back to Eq. (3.7) which in terms of ϕ˜n can be written as
λϕ˜n(u)−
∑
|k|≤n
k∈Z20
Bk(u)Dk ϕ˜n(u) = f (u)+ Fn(u), ∀u ∈ Ω (3.15)
where
Fn(u) =
∑
|k|≤n
k∈Z20
(Bnk (u)− Bk(u))Dk ϕ˜n(u) = −
∑
|k|≤n
k∈Z20
B˜nk (u)Dk ϕ˜n(u).
Here
B˜nk (u) =
∑
h,k∈Γ kn
Ch,kuhuk−h = Bk(u)− Bnk (u)
and Γ kn is the complement of A
k
n = {|h| ≤ n, |k − h| ≤ n, h ∈ Z20} in Z20.
Recall that f = f ({uk}; k ∈ Z20, |k| ≤ q) and so f (Πnu) ≡ f (u), for n large enough.
Eq. (3.15) is equivalent to
λϕ˜n − N eϕ˜n = f + Fn . (3.16)
Here, as noticed earlier, N e is an extension of the Liouville operator N defined on the class of
C1-cylindrical functions. (More precisely, on C1b,cyl.) Since ϕ˜n is in this class too, this means that
N eϕ˜n = N ϕ˜n and so (3.16) holds.
Regarding the sequence {Fn} ⊂ L2(µ), we have the following lemma.
Lemma 1. For n →∞,
lim
n→∞
∫
Fn(u)χ(u)dµ(u) = 0 (3.17)
for all χ ∈ D(N ) = C1b,cyl.
Proof. We shall take χ to be a C1-cylinder function with bounded derivatives of the form
χ = χ (Πmu) ∈ C1b,cyl and note that ϕ˜n is itself a cylinder function of dimension n. Hence
Dk ϕ˜n = 0 for |k| > n, k ∈ Z20.
As noticed earlier, this implies that Fn can be expressed as
Fn(u) = −
∑
|k|≤n
k∈Z20
B˜nk (u)Dk ϕ˜n(u). (3.18)
We have therefore, for n ≥ m,
Fn(u)χ(u) = −
∑
|k|≤n
k∈Z20
B˜nk (u)Dk(ϕ˜nχ)(u)+
∑
|k|≤m
k∈Z20
B˜nk (u)ϕ˜n(u)Dkχ(u). (3.19)
Hence∫
Fn(u)χ(u)dµ(u) = −
∑
|k|≤n
k∈Z20
∫
B˜nk (u)Dk(ϕ˜nχ)(u)dµ(u)
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+
∑
|k|≤m
k∈Z20
∫
B˜nk (u)ϕ˜n(u)Dkχ(u)dµ(u)
=
∑
|k|≤m
k∈Z20
∫
B˜nk (u)ϕ˜n(u)Dkχ(u)dµ(u). (3.20)
Here we have used the fact that Dkχ(u) = 0 for k > m and the obvious relations (for n
sufficiently large)∑
|k|≤n
k∈Z20
∫
B˜nk (u)Dk(ϕ˜nχ)dµ =
∑
k 6=0
k∈Z20
∫
BkDk(ϕ˜nχ)dµ−
∑
|k|≤n
k∈Z20
∫
Bnk Dk(ϕ˜nχ)dµ = 0
because∑
|k|≤n
k∈Z20
k4u¯kB
n
k (u) ≡ 0,
∑
k∈Z20
k4u¯kBk(u) ≡ 0, DkBk(u) = 0, DkBnk (u) = 0 (3.21)
for all u ∈ Ω , k ∈ Z20 and n ∈ N (see [2]). (Integration by parts on the right-hand side yields
zero.)
On the other hand, one knows that Bk ∈ L2(µ), |Bnk |L2(µ) ≤ C,∀n ∈ N and Bnk −→ Bk
in L2(µ) for |k| ≤ m as n → ∞. As a matter of fact, {Bnk }k is strongly convergent to {Bk}k in
L2(Ω;µ, Hb), b < −1 as n → ∞. (See [8], Lemma 1.3.2 and [3,7].) We conclude therefore
that B˜nk (u) → 0 in L2(µ) for n → ∞ and all |k| ≤ m, k ∈ Z20. Then by (3.14) and (3.20) we
infer that
lim
n→∞
∫
Fn(u)χ(u)dµ(u) = lim
n→∞
∫ ∑
|k|≤m
k∈Z20
B˜nk (u)ϕ˜n(u)Dkχ(u)dµ(u) = 0
as claimed. This completes the proof of Lemma 1. 
Proof of Theorem 1 (Continued). We are going to prove that the function ϕ defined by (3.14) is
the solution to Eq. (3.1) and that (3.2) holds. To this end we come back to Eq. (3.16) and since
as noticed earlier ϕ˜n is in C1b,cyl we have ϕ˜n ∈ D(N ). This implies that
(N eϕ˜n, χ) = (N ϕ˜n, χ) = −(ϕ˜n, Nχ)
for all χ ∈ D(N ) and so, by (3.14) and Lemma 1, we have (we notice also that (N ϕ˜n, χ) =
−(ϕ˜n, Nχ) via integration by parts)
λ(ϕ, χ)+ (ϕ, Nχ) = ( f, χ), ∀χ ∈ D(N ). (3.22)
(Here (·, ·) is the scalar product in the space L2(µ).) On the other hand, as noticed earlier, the
operator N with the domain D(N ) is closable and densely defined in L2(µ). Hence N∗, the
adjoint of N , is well defined. By (3.22) we see that |(ϕ, Nχ)| ≤ C |χ |L2(µ), ∀χ ∈ D(N ) and this
implies that ϕ ∈ D(N∗) and (ϕ, Nχ) = (N∗ϕ, χ). Then (3.22) yields
λ(ϕ, χ)+ (N∗ϕ, χ) = ( f, χ), ∀χ ∈ D(N )
and therefore ϕ satisfies the equation
λϕ + N∗ϕ = f. (3.23)
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We note that N ⊂ N ⊂ −N∗, where N is the closure of N : D(N ) = C1b,cyl −→ L2(µ).
It should be recalled that in general N∗ might not be dissipative (this happens only if N is m-
dissipative). We shall prove below however that there is an essentially m-dissipative operator N˜
in L2(µ) such that N ⊂ N˜ ⊂ −N∗.
We define N˜ ⊂ L2(µ)× L2(µ) as follows
N˜ = {(ϕ, η) ∈ L2(µ)× L2(µ); ∃{nk} −→∞, ϕ˜nk −→ ϕ weakly in L2(µ),
Nnk ϕ˜nk −→ η = λϕ − f weakly in L2(µ)} (3.24)
where Nnk ϕ˜nk =
∑
| j |≤nk
j∈Z20
Bnkj (u)D j ϕ˜nk = λϕ˜nk − f and f ∈ C1b,cyl is arbitrary but fixed.
Apparently, the operator N˜ is multivalued but we know that if η ∈ N˜ϕ, ϕ ∈ D(N˜ ) then ϕ must
satisfy Eq. (3.23) and therefore η = −N∗ϕ. This implies that N˜ is single valued and N˜ ⊂ −N∗.
On the other hand, by (3.7) and by (3.21) we see that, for every such a subsequence {ϕnk }, we
have
Re(λϕ˜nk − f, ϕ˜nk ) = Re(Nnk ϕ˜nk , ϕ˜nk ) = 0, ∀nk
and this yields
Re(λϕ − f, ϕ) = 0, ∀ϕ ∈ D(N˜ ).
As f ∈ C1b,cyl is arbitrary, we infer that
Re(N˜ϕ, ϕ) = 0, ∀ϕ ∈ D(N˜ ) (3.25)
and
lim
nk→∞
|ϕnk |2L2(µ) = |ϕ|2L2(µ), (3.26)
where ϕ is the solution to (3.23), i.e., ϕ = w − limnk→∞ ϕ˜nk . It follows therefore that N˜ is
skew-symmetric and essentially m-dissipative in L2(µ), i.e., the range of (λI − N˜ ) is dense in
L2(µ). Its closure N˜ is therefore skew-self-adjoint, m-dissipative in L2(µ) and therefore D(N˜ )
is dense in L2(µ). Moreover, by (3.7) and (3.26), we have
lim
nk→∞
ϕ˜nk = (λI − N˜ )−1 f = ϕ, ∀ f ∈ C1b,cyl
for any subsequence {ϕ˜nk } of {ϕ˜n}. We may infer therefore that {ϕ˜n} is strongly convergent in
L2(µ) and
lim
n→∞ ϕ˜n = (λI − N˜ )
−1 f, ∀ f ∈ C1b,cyl. (3.27)
The latter extends by continuity to all f ∈ L2(µ), i.e.,
lim
n→∞ ϕ˜n = (λI − N˜ )
−1 f = ϕ, ∀ f ∈ L2(µ), (3.28)
as claimed. Moreover, the latter implies that N˜ can be defined equivalently as
N˜ =
{
(ϕ, η) ∈ L2(µ)× L2(µ);ϕ = lim
nk→∞
ϕ˜nk ,
η = lim
nk→∞
Nnk ϕ˜nk strongly in L
2(µ)
}
. (3.29)
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On the other hand, we know by (3.14) and (3.16) and Lemma 1 that for all f ∈ D(N ) = C1b,cyl
(N ϕ˜n, χ) −→ (N˜ϕ, χ), ∀χ ∈ D(N )
and since
|(N ϕ˜n, χ)| = |(ϕ˜n, N∗χ)| ≤ C |N∗χ |L2(µ) ≤ C1|Nχ |L2(µ), ∀χ ∈ D(N ), (3.30)
we infer that
N˜ϕ = w − lim
n→∞ N ϕ˜n in V
′, ∀ϕ ∈ D(N˜ ). (3.31)
(Here “w − lim” stands for weak limit in V ′.)
By the Riesz theorem we may replace “w − lim” in (3.31) by the strong limit and therefore
we have for some sequence ψn → ϕ in L2(µ), ψn ∈ D(N )
N˜ϕ = lim
n→∞ Nψn in V
′, ∀ϕ ∈ D(N˜ ). (3.32)
Hence N˜ϕ ∈ Nϕ,∀ϕ ∈ D(N˜ ) ⊂ D(N ). Keeping in mind the definition of N in Section 2 and
that by (3.28) N˜ is essentially m-dissipative, we infer that N = N˜ . In particular, we conclude
that N is m-dissipative in L2(µ) and so, as noticed earlier, we have also N ∈ K.
Now let N e be any m-dissipative extension of N (in L2(µ)) which belongs to K (this class
is of course nonempty because N ∈ K). If {ϕ˜n} is the sequence given by Eq. (3.7) we have by
(3.27) and by Lemma 1 that
λϕ˜n − N ϕ˜n −→ f weakly in V ′, N ϕ˜n −→ N˜ϕ weakly in V ′
and
ϕ˜n −→ ϕ strongly in L2(µ), λϕ − N˜ϕ = f.
Hence
λϕ˜n − N eϕ˜n −→ f weakly in V ′
and since N e is closed in L2(µ) × V ′ we have (λI − N e)ϕ = f . Hence, for all f ∈ C1b,cyl, we
have
(λI − N e)−1 f = (λI −N )−1 f = ϕ.
This means that N e = N and therefore N is the unique m-dissipative extension of N which
remains in K. This completes the proof. 
A byproduct of the proof of Theorem 1 is the convergence of the Galerkin approximating
equation (3.7).
Corollary 2. The sequence {ϕn} of solutions to Eq. (3.7) is strongly convergent in L2(µ) to
ϕ = (λI −N )−1 f.
Remark 1. Consider the transition semigroup Pnt associated with the Galerkin flow U˜
n(t), i.e.,
Pnt ( f )(u) = f (U˜n(t, u)), ∀ f ∈ L2(µ), t ≥ 0
and denote by N n : D(N n) ⊂ L2(µ) −→ L2(µ) its infinitesimal generator. Since, as seen above
in Corollary 2,
(λI − N n)−1 f −→ (λI −N )−1 f strongly in L2(µ), ∀ f ∈ L2(µ)
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for n −→∞, we infer via Trotter’s approximation theorem that for n −→∞
Pnt ( f ) −→ eN t f strongly in L2(µ), ∀t > 0, ∀ f ∈ L2(µ). (3.33)
One might view, in a broad sense, eN t f as the Liouville flow obtained from the convergence
of approximating the Galerkin scheme. It should be emphasized however, taking into account
the definition of N , that the semigroup eN t is intrinsically related to the Euler equation and
independent of the Galerkin approximation (3.5) or any other approximating scheme.
Moreover, Pt = eN t leaves µ invariant and, recalling that for n → ∞ the law νnk of U˜nk is
weak-star convergent to law νk of Uk(·, ω) (see also (3.11)), we have by (3.33) that
P[ω ∈ Ω˜; f (U (t, ω)) ∈ Γ0] = µ[u ∈ Ω; eN t f (u) ∈ Γ0], ∀ f ∈ L2(µ)
for any Borelian set Γ0 ⊂ C. It should be noticed also that by virtue of Theorem 1 this implies
also a certain kind of unicity of Pt in the class of Euler flows preserving the invariance of Gibbs
measure µ.
Proof of Theorem 2. To prove Theorem 2 one applies mutatis-mutandis the arguments of the
proof of Theorem 1. Namely, if K e ∈ K is any m-dissipative extension of the Kolmogorov
operator K defined by (2.3) it follows as above that for each smooth f ∈ L2(µ) the resolvent
equation
λϕ˜n − K nϕ˜n = f, λ > 0, (3.34)
has a unique solution ϕ˜n . Here K n is the operator defined by
K n = −ε
∑
|k|≤n
k∈Z20
1
k2
D∗k Dk +
∑
|k|≤n
k∈Z20
Bnk Dk −
εν
2
∑
|k|≤n
k∈Z20
k2ukDk .
As in the case of the Euler equation the measures µ and µn defined by (3.6) are invariant for the
Kolmogorov operators K and K n , respectively, and there is a continuous H1−α-valued stochastic
process X t = X (t, x) which satisfies the Navier–Stokes equation (2.2) in an appropriate
probability space and µ is invariant for X (t, ·) (see Theorem 3.2.1 in [1]).
More precisely, we have
ϕ˜n(x) = E
∫ ∞
0
e−λt f (Xn(t, x))dt, x ∈ H1−α, α > 0,
where Xn is a finite-dimensional stochastic flow associated with Eq. (2.2) (Bk = Bnk ) and which
is convergent in law to X (t, x). Then, we may infer that, for n −→ ∞, ϕ˜n −→ ϕ weakly in
L2(µ).
As in the previous case of the Euler equation, we may rewrite Eq. (3.34) as
λϕ˜n − K eϕ˜n = f + Fn(u)
where Fn is defined as in the proof of Theorem 1. Then one concludes as above that, if f is in
C1b,cyl, then, for n →∞,
(Fn, χ) −→ 0, ∀χ ∈ D(K ) = C2b,cyl.
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Define correspondingly as in the Euler case the operator
K˜ ⊂ L2(µ)× L2(µ) and K ⊂ L2(µ)× L2(µ),
K˜ = {(ϕ, η) ∈ L2(µ)× L2(µ); ϕ = lim
n→∞ ϕ˜nk , η = limn→∞ K
nϕ˜nk weakly in L
2(µ)},
K nϕ˜nk = λϕ˜nk − f, f ∈ C1b,cyl,
K = {(ϕ, η) ∈ L2(µ)× L2(µ); ϕ = lim
n→∞ψn in L
2(µ), η = lim
n→∞ Kψn in V˜
′}.
Taking into account that
Re(K nϕ˜nk , ϕ˜nk ) = −ε
∑
|k|≤n
k∈Z0
k−2|Dk ϕ˜nk |2L2(µ) (3.35)
we infer that
Re(K˜ ϕ˜, ϕ˜) ≤ 0, ∀ϕ˜ ∈ D(K˜ )
and therefore K˜ is essentially m-dissipative in L2(µ) × L2(µ). Moreover, since all ϕnk are
cylinder functions of the same order as f , it follows by (3.35) that {ϕnk } is compact in L2(µ). In
fact, by (3.35) we see that {ϕnk } is compact in every L2(Q, µ), Q bounded in Cm while∫
Q
|ϕnk |2dµ ≤ Cµ(Qc).
This implies that limn→∞ ϕ˜nk = (λI − K˜ )−1 f , ∀ f ∈ C1b,cyl and arguing as above it follows that
K˜ = K. This implies that any m-dissipative extension K e of K which is closed in L2(µ) × V˜ ′
where V˜ = D(K ) (i.e., is inW) has the resolvent (λI − K e)−1 given by
(λI − K e)−1 f = (λI − K˜ )−1 f, ∀ f ∈ C1b,cyl.
Hence, by density of C1b,cyl into L
2(µ), it follows that for each f ∈ L2(µ) the resolvent
ϕ = (λI − K e)−1 f is independent of K e and this proves the uniqueness of K e, as claimed. 
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