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The corona algebra of the stabilized Jiang-Su algebra
Huaxin Lin and Ping Wong Ng
Abstract
Let Z be the Jiang-Su algebra and K the C∗-algebra of compact operators on an infinite
dimensional separable Hilbert space. We prove that the corona algebra M(Z ⊗ K)/Z ⊗ K
has real rank zero. We actually prove a more general result.
1 Introduction
The Jiang-Su algebra Z is a projectionless unital simple separable infinite dimensional amenable
C∗-algebra with the same K-theory as that of the complex field C (see [17]). It had been an
interesting problem to find projectionless unital infinite dimensional simple C∗-algebras ([19],
[2], [3], [8]). However, the Jiang-Su algebra is the nicest that one can get. In fact Z is an
inductive limit of sub-homogeneous C∗-algebras. It is one of many products of the decade of
1990’s in the Elliott program, the program of classification of amenable C∗-algebras. However,
more recently, Z has played a much important role in the study of C∗-algebras. (See, for
example, [54], [53], [33].). It becomes increasingly important to fully understand the structure
of the Jiang-Su algebra.
In many ways, Z behaves like C, as its K-theory suggests. One indirect, but important
feature, of the unital simple C∗-algebra C, is the simplicity (as well as complexity) of the Calkin
algebraM(C⊗K)/C⊗K. Let A be a non-unital but σ-unital C∗-algebra. The quotientM(A)/A is
called the corona algebra of A. The Calkin algebra is the corona algebra of C⊗K, the stablization
of C. One of the important consequences of the simplicity of the Calkin algebra is that it has real
rank zero. As we know, many important results in operator algebras (as well as operator theory)
are related to the Calkin algebra, such as Fredholm index theory, the BDF-theory, C∗-algebra
extension theory and the KK-theory. The fact that the Calkin algebra has real rank zero plays a
crucial role in all these even though the term real rank zero was invented much later ([6]). From
that point of view, the corona algebra M(Z ⊗ K)/Z ⊗ K, inevitably, is also important, given
the central role Z is playing in the study of classification of amenable C∗-algebras. By now,
we know that the corona algebra of Z ⊗ K is not simple. In fact it has a unique proper closed
ideal. Nevertheless, we would like to know whether the corona algebra of Z ⊗K has some other
similar structure to that of C⊗K. The problem whether the corona algebra M(Z ⊗K)/Z ⊗K
has real rank zero has been around for many years and was specifically raised at the American
Institute of Mathematics in 2009, as well as other places ([21]). Moreover, there is a long history
of similar questions (e.g., ([6], [61], [15], [25], [27], [26], [39], [59], [60], [42]). The purpose of this
paper is to establish that the corona algebra of Z ⊗K does have real rank zero, despite the fact
it is not simple and the fact that Z has no proper projection.
One of the earliest applications of K-theory in operator algebras is the proof of the following
theorem: an extension of AF-algebras is again an AF-algebra ([5] and [12]). This extends to a
more general form: Let 0→ B → E → A→ 0 be a short exact sequence of C∗-algebras, where
the ideal and quotient have real rank zero. Then E has real rank zero if and only if K1(B) is
trivial (see [6]; also see [61]). Denote by Q(Z) the corona algebra of Z ⊗K. Let J be the closed
ideal of M(Z ⊗ K) such that π(J) is the unique proper nontrivial ideal of the corona algebra,
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where π : M(Z ⊗ K) → Q(Z) is the quotient map. We have that Q(Z)/π(J) is purely infinite
and simple (this is well-known; an explicit reference is [21]; it also follows immediately from
[30] Theorem 3.5; see also [55] Theorem 2.2 and its proof). By a result of S. Zhang ([56]), it
has real rank zero. It is also known that π(J) is also purely infinite and simple (this is also
well-known; an explicit reference is [21]; it also follows immediately from the definition of J in
[24] 2.2, Remark 2.9 and Lemma 2.1; see also [55] Theorem 2.2 and its proof). Therefore, from
the above mentioned result, if K1(J) is trivial, then Q(Z) has real rank zero. Much of the work
of this study is to show just that.
The general strategy to show that K1(J) is trivial is taken from an original idea of Elliott
([11]). However, unlike the case that Elliott considered, A ⊗ K (in particular, in the case that
A = Z) lacks sufficiently many projections. Instead, we need to use positive elements and
Cuntz comparison. The method to adapt Cuntz’s relation to compare positive elements in the
multiplier algebra of a non-unital simple C∗-algebra was initially used in [24] (and [28]). When
A has real rank zero, one has the uniform bound for the length of path of unitaries in A which
connects to the identity. This fact plays an important role in many of the earlier studies of
multiplier algebras. In general, however, for a unital simple C∗-algebra A, the exponential
length could be infinite. In other words, there will not be any control of the length. The idea
to controlling the exponential length of unitaries in the multiplier algebras via the closure of
the commutator subgroup instead of controlling the exponential length in U0(A) directly is new.
We need results of exponential length of unitaries in the unitization of a non-unital simple C∗-
algebra. The method to actually controlling the exponential length of unitaries in the closure
of commutators for unital simple C∗-algebras was taken from [36] which is based on the results
in the connection to the Elliott program of classification of amenable simple C∗-algebras.
The paper is organized as follows. Section 2 serves the purpose of setting up notation and
terminology that will be used in subsequent sections. Section 3 contributes to the understanding
of exponential length of unitaries in the closure of commutator subgroup of non-unital simple
C∗-algebras. The computation of the exponential length plays critical role in dealing with
unitary group of some ideals in the multiplier algebras and corona algebras of some simple
C∗-algebras, in particular, those of Z ⊗ K. Section 4 contains a number of technical lemmas
that use the Cuntz relation to produce and deal with projections in the multiplier algebra of
certain non-unital simple C∗-algebras. The main technical lemma is 4.15 which allows us to
connect a unitary to one which is nontrivial only in a small corner. Section 5 contains the main
result. We show that the corona algebra of A⊗K has real rank zero for a class of unital simple
C∗-algebras A which includes the projectionless simple C∗-algebra Z. We expect a number of
direct applications of the main result that M(Z ⊗K)/Z ⊗K has real rank zero. However, these
would be the subject of future projects.
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of Mathematics during the Workshop on the Cuntz semigroup. It restarted in May 2012 when
both authors were in the Research Center for Operator Algebras in East China Normal University
and partially supported by the Center. We thank Leonel Robert for pointing out that the proof
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2 Notations
Definition 2.1. For any C∗-algebra C, denote by T (C) the tracial state space of C. Let τ ∈
T (C) and let n ≥ 1 be an integer. We will also use τ for the trace τ ⊗ Tr, where Tr is the
standard (non-normalized) trace on Mn.
Definition 2.2. Let A be a unital C∗-algebra. Denote by U(A) the unitary group of A, by
U0(A) the path connected component of U(A) containing the identity. Denote by CU(A) the
2
closure of the commutator group of U0(A).
Definition 2.3. Let A be a unital C∗-algebra with T (A) 6= ∅. Let u ∈ U0(A). Suppose that
{u(t) : t ∈ [0, 1]} is a continuous path of unitaries which is also piecewise smooth such that
u(0) = u and u(1) = 1. Define the de la Harpe-Skandalis determinant as follows:
Det(u)(τ) := Det(u(t))(τ) :=
∫
[0,1]
τ(
du(t)
dt
u(t)∗)dt for all τ ∈ T (A). (e 2.1)
Note that, if u1(t) is another continuous path which is piecewise smooth with u1(0) = u and
u1(1) = 1, then Det((u(t)) − Det(u1(t)) ∈ ρA(K0(A)). Suppose that u, v ∈ U(A) and uv
∗ ∈
U0(A). Let {w(t) : t ∈ [0, 1]} ⊂ U(A) be a piecewise smooth and continuous path such that
w(0) = u and w(1) = v. Define
Ru,v(τ) = Det(w(t))(τ) =
∫
[0,1]
τ(
dw(t)
dt
w(t)∗)dt for all τ ∈ T (A).
Note that Ru,v is well-defined (independent of the choices of the path) up to elements in
ρA(K0(A)).
Definition 2.4. Let p be a supernatural number. Denote by Mp the UHF-algebra associated
with p. Denote by Qp the K0(Mp) which is identified with a subgroup of Q. Denote by Q the
UHF-algebra with K0(Q) = Q and [1Q] = 1.
Definition 2.5. Let A be a unital simple C∗-algebra. We write TR(A) = 0 if the tracial rank
of A is zero (see [29]).
Denote by A0 the class of unital simple C
∗-algebras such that TR(A ⊗ U) = 0 for some
infinite dimensional UHF-algebra U. It follows from [40] that if A ∈ A0 then TR(A⊗U) = 0 for
all infinite dimensional simple AF-algebras U.
Denote by Z the Jiang-Su algebra. It is a projectionless simple ASH-algebra withK0(Z) = Z
and K1(Z) = 0. Note that Z has a unique tracial state and Z ∈ A0.
A unital separable C∗-algebra A is said to be Z-stable if A⊗Z ∼= A.
Let p and q be two relative prime supernatural numbers. Define
Zp,q = {f ∈ C([0, 1],Mpq) : f(0) ∈Mp ⊗ 1Mq and f(1) ∈ 1Mp ⊗Mq}.
By Theorem 3.4 of [49], there is a trace-collapsing unital *-embedding ϕ : Zp,q → Zp,q. More-
over, Z is the stationary C*-inductive limit Z = lim(Zp,q, ϕ) (each building block is isomorphic
to Zp,q and each connecting map is the same as ϕ).
2.6. Let A be a unital C*-algebra and let τ be a tracial state of A. Let a ∈ Mn(A)+. Then
dτ (a) =df limn→∞ τ(a
1/n).
For a C*-algebra A and b, c ∈ A+, b  c if b is Cuntz subequivalent to c, i.e., there exists a
sequence {xn} in A such that xncx
∗
n → b.
A simple C∗-algebra A with T (A) 6= ∅ is said to have strict comparison for positive element
(by traces), if, for any two positive elements a, b ∈Mn(A), a . b whenever dτ (a) < dτ (b) for all
τ ∈ T (A).
2.7. Let C be a non-unital but σ-unital nonelementary simple C*-algebra. In [24], it is proven
that there exists a unique smallest ideal J of M(C) which properly contains C. J has the form
J = J0 where
J0 = {x ∈M(C) : ∀a ∈ C+ − {0},∃n0 ∋ (em − en)x
∗x(em − en)  a,∀m > n ≥ n0}
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In the above, {en} is an approximate identity for C. J is independent of the choice of the
approximate identity {en}. (See [24] 2.2, Lemma 2.1 and Remark 2.9. See also [28].)
If, in addition, C has the form C = A⊗K where A is unital C*-algebra with unique tracial
state τ and if also C has strict comparison of positive elements, then J (as defined above) is the
unique ideal of M(C) which sits properly between C and M(C). Moreover, in this case, J can
be characterized by
J = {x ∈M(C) : τ(x∗x) <∞}.
(See [48]; see also [11], [23], [13], and [57].)
Definition 2.8. Retaining the notation from 2.7, recall that a C*-algebra C is said to have
continuous scale if for all x ∈ C+\{0}, there exists n0 such that for allm > n ≥ n0, (em−en)  x.
([24] Definition 2.5.) (Note that this implies that M(C) = J0 = J .) If C has continuous scale
and T (C) 6= ∅, then the map τ → sup{τ(en) : n ∈ N} is a continuous function. Moreover, if, in
addition, C is not stable,dµ(a) <∞ for all µ ∈ T (C).
Let A be a unital simple C∗-algebra and let C ⊂ A ⊗ K be a non-unital hereditary C∗-
subalgebra. Suppose that C has continuous scale. Suppose also that T (A) 6= ∅. Then
f(t) = sup{t(a) : a ∈ C and 0 ≤ a ≤ 1}
(for t ∈ T (A)) is a continuous affine function in Aff(T (A)). Since A is simple,
inf{f(t) : t ∈ T (A)} > 0.
For each t ∈ T (A), define
τ(c) = t(c)/f(t) for all c ∈ C.
Then τ is a normalized trace on C. Note that every τ ∈ T (C) has this form. This also implies
that T (C) is compact.
Let C be a non-unital and σ-unital nonelementary simple C∗-algebra. Let J ⊆M(C) be the
ideal as defined in 2.7 and let a ∈ J+ \ {0}. Then for all δ > 0, C1 = (a− δ)+C(a− δ)+ has
continuous scale.
3 Exponential length
The following is known.
Lemma 3.1. (cf. 10.8 of [34]) Let ǫ > 0 and let ∆ : (0, 1) → (0, 1) be a non-decreasing map.
There exist η > 0, δ > 0 and a finite subset G ∈ C(T)s.a. satisfying the following: Suppose that
A is a unital separable simple C∗-algebra with TR(A) = 0, and suppose that u, v ∈ U(A) are
two unitaries such that sp(u) = sp(v) = T,
µτ◦ϕ(Ia) ≥ ∆(a) for all τ ∈ T (A) (e 3.2)
and for all arcs Ia with length at least a ≥ η, where ϕ : C(T)→ A is defined by ϕ(f) = f(u) for
all f ∈ C(T) and
|τ(g(u)) − τ(g(v))| < δ for all g ∈ G, for all τ ∈ T (A), (e 3.3)
[u] = [v] in K1(A),
Then there exists a unitary w ∈ U(A) such that
‖w∗uw − v‖ < ǫ. (e 3.4)
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The following is a non-unital version of the above.
Lemma 3.2. Let ǫ > 0 and let ∆ : (0, 1) → (0, 1) be a non-decreasing map. There exist
η > 0, δ > 0 and a finite subset G ∈ C(T)s.a. satisfying the following: Suppose that A is a unital
separable simple C∗-algebra with TR(A) = 0, C is a non-unital hereditary C∗-subalgebra of
A ⊗ K with continuous scale, B = C˜ and suppose that u, v ∈ U(B) are two unitaries such that
sp(u) = sp(v) = T,
µτ◦ϕ(Ia) ≥ ∆(a) for all τ ∈ T (C) (e 3.5)
and for all arcs Ia with length at least a ≥ η, where ϕ : C(T)→ B is defined by ϕ(f) = f(u) for
all f ∈ C(T) and
|τ(g(u)) − τ(g(v))| < δ for all g ∈ G and for all τ ∈ T (C), (e 3.6)
[u] = [v] in K1(B) and π(u) = π(v), (e 3.7)
where π : B → B/C = C is the quotient map. Then there exists a unitary w ∈ U(B) such that
‖w∗uw − v‖ < ǫ. (e 3.8)
Proof. Without loss of generality, we may assume that π(u) = π(v) = 1. Let ǫ > 0 and let
{en} be an approximate identity for C consisting of projections. Let ∆1(a) = (1/3)∆(3a/4) for
a ∈ (0, 1) and ∆2 = ∆1/2.
Let δ > 0 and η1 > 0 (in place of η) and a finite subset G ⊂ C(T) be required by Lemma
3.1 for ǫ/2 and ∆2. Put η = η1/4. Suppose that u and v are two unitaries in B satisfy the
assumption for the above δ and η.
Let ǫ/4 > ǫ0 > 0. Since C has continuous scale, there exists N ≥ 1 and unitaries u1, v1 ∈
eNAeN = eNCeN such that
‖u− ((1− eN ) + u1)‖ < ǫ0 and ‖v − ((1− eN ) + v1)‖ < ǫ0,
and
τ(1− eN ) < min{δ/16,∆(η)/16} (e 3.9)
for all τ ∈ T (C).
By choosing sufficiently small ǫ0, we may assume that
|τ(g(u1))− τ(g(v1))| < δ for all τ ∈ T (eNAeN ) (e 3.10)
and for all g ∈ G. Moreover (by Lemma 3.4 of [35]),
µτ◦ψ(Ia) ≥ ∆1(a) for all τ ∈ T (C) (e 3.11)
and for all arcs Ia with length a ≥ η, where ψ(f) = f((1− eN ) + u1) for all f ∈ C(T). It follows
from (e 3.9) and (e 3.11) that
µτ◦ψ1(Ia) ≥ ∆2(a) for all τ ∈ T (eNAeN )
and for all a ≥ η, where ψ1(f) = f(u1) for all f ∈ C(T). It follows from 3.1 that there exists a
unitary w1 ∈ eNAeN such that
‖u1 −w
∗
1v1w1‖ < ǫ/2.
Let w = (1− eN ) + w1. Then
‖u− w∗vw‖ < ǫ.
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Proposition 3.3. Let A be a unital simple C∗-algebra, C ⊂ A ⊗ K be a non-unital hereditary
C∗-subalgebra with continuous scale and let B = C˜. Let u ∈ U(B) with sp(u) = T. Then there
exists a nondecreasing function ∆ : (0, 1)→ (0, 1) such that
µτ◦ϕ(Ia) ≥ ∆(a) for all τ ∈ T (C) (e 3.12)
and for all arcs Ia with length a ∈ (0, 1), where ϕ : C(T) → B defined by ϕ(f) = f(u) for all
f ∈ C(T). Moreover, one may also require that lima→0+∆(a) = 0.
Proof. Let π : B → B/C = C be the quotient map. Let λ = π(u). So λ ∈ T. Fix a ∈ (0, 1).
Consider finitely many open arcs Ia,1, Ia,2, ..., Ia,m ⊂ T all with radius a/2 such that λ ∈ Ia,1
and every arc Ia with length at least a contains one of Ia,j and ∪
m
j=1Ia,j = T. Choose a non-zero
positive function fa,j ∈ C(T) such that the support of fa,j contained in Ia,j and 1 ≥ fa,j(t) > 0
for all t ∈ Ia,j , j = 1, 2, 3, ...,m. Since fa,j ∈ C for j = 2, 3, ...,m, and T (C) is compact (since C
has continuous scale),
da,j = inf{τ(fa,j) : τ ∈ T (C)} > 0.
For fa,1, it dominates a non-zero positive element in C. It follows that
da,1 = inf{τ(fa,1) : τ ∈ T (C)} > 0.
Define D(a) = min{a, da,j : j = 1, 2, ...,m}. Then define
∆(a) = sup{D(η) : 0 < η ≤ a}.
Note that, for each a ∈ (0, 1), Ia ⊃ Ib,j for some j and any b ≤ a. Therefore
µτ◦ϕ(Ia) ≥ µτ◦ϕ(Ib,j)
for all τ ∈ T (C). It follows that
µτ◦ϕ(Ia) ≥ D(b) for all τ ∈ T (C) and for all a ≥ b.
Consequently
µτ◦ϕ(Ia) ≥ ∆(a) for all τ ∈ T (C).
Lemma 3.4. Let A be a unital simple separable C∗-algebra with TR(A) = 0, C ⊂ A⊗ K be a
non-unital hereditary C∗-subalgebra with continuous scale and let B = C˜. Let u ∈ U0(B) with
sp(u) = T and π(u) = 1, where π : B → C is the quotient map. Then, for any ǫ > 0, there exists
a selfadjoint element h ∈ C with sp(h) = [−2π, 2π] such that
‖u− exp(ih)‖ < ǫ and τ(h) = 0 for all τ ∈ T (C). (e 3.13)
Moreover, we may assume that
sup
τ∈T (C)
lim
n→∞
τ(|h|1/n) < 1. (e 3.14)
Proof. First we note that the assumption that sp(u) = T implies that A is infinite dimensional.
Let ǫ > 0. Let ϕ : C(T) → B be the homomorphism defined by ϕ(f) = f(u) for all f ∈ C(T).
It follows from 3.3 that there exists a non-decreasing function ∆ : (0, 1)→ (0, 1) such that
µτ◦ϕ(Ia) ≥ ∆(a) for all τ ∈ T (C)
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and for all arcs Ia with length a ∈ (0, 1). Let η > 0, δ > 0 and G ⊂ C(T)s.a. a finite subset
be required by 3.2 for ǫ/4 and ∆. To simplify the notation, without loss of generality, we may
assume that ‖g‖ ≤ 1 for all g ∈ G.
Let ǫ/4 > ǫ0 > 0. Let {en} be an approximate identity for C consisting of projections. We
choose an integer N ≥ 1 and unitary u1 ∈ eNCeN such that u1 ∈ U0(eNCeN ) and
‖u− ((1 − eN ) + u1)‖ < ǫ0/2 and τ(1− eN ) < min{ǫ0,∆(η/2)/4} (e 3.15)
for all τ ∈ T (C). Since eNCeN has real rank zero and is infinite dimensional, u1 ∈ CU(eNCeN ).
It follows from Theorem 4.5 of [36] that there exists a selfadjoint element b1 ∈ eNCeN with
‖b1‖ ≤ 2π such that
‖u1 − eN exp(ib1)‖ < ǫ0/2 and τ(b1) = 0 for all τ ∈ T (eNCeN ). (e 3.16)
(This can be derived directly from the fact that C has real rank zero). We assume that eN+1 −
eN 6= 0. Let q1, q2 ∈ (eN+1− eN )C(eN+1− eN ) be mutually orthogonal and mutually equivalent
projections such that
|τ(q2)| = |τ(q1)| < min{ǫ0/32π,∆1(η/2)/32π} for all τ ∈ T (C). (e 3.17)
We choose ǫ0 sufficiently small such that ǫ0 < δ/16π and
|τ(g(u)) − τ(g(u′1))| < δ/2 for all g ∈ G (e 3.18)
where u′1 = (1 − eN ) + u1. Let b2 ∈ q1Cq1 with sp(b2) = [−2π, 2π]. Let z ∈ U(B) such that
z∗q1z = q2. Let b3 = −z
∗b2z. Note that τ(b2+b3) = 0 for all τ ∈ T (C). Define u2 = (1−eN+1)+
(eN+1 − eN − q1 − q2) + (q1 + q2) exp(i(b2 + b3)) + u1. By (e 3.18), (e 3.17) and the fact that
‖g‖ ≤ 1 for all g ∈ G, we estimate that
|τ(g(u)) − τ(g(u2))| < δ for all g ∈ G. (e 3.19)
It follows from 3.2 that there exists a unitary w ∈ B such that
‖u− w∗u2w‖ < ǫ/2. (e 3.20)
Now let h = w∗(b1 + b2 + b3)w. Then sp(h) = [−2π, 2π],
‖u− exp(ih)‖ < ǫ and τ(h) = 0 for all τ ∈ T (C).
Moreover (e 3.14) also holds since h ∈ (eN + q1 + q2)C(eN + q1 + q2).
Corollary 3.5. Let A be a unital simple infinite dimensional separable C∗-algebra of tracial
rank zero and let C ⊂ A ⊗ K be a non-unital hereditary C∗-subalgebra with continuous scale.
Suppose that u ∈ U(C˜) with sp(u) = T and suppose that {en} ⊂ C is an approximate identity
consisting of projections. Then, for any ǫ > 0 and any σ > 0, there exists k ≥ 1 and a unitary
w ∈ ekCek with sp(w) = T such that
‖u− λ(1− ek + w)‖ < ǫ and τ(1− ek) < σ for all τ ∈ T (C), (e 3.21)
where λ = π(u) and π : C˜ → C˜/C is the quotient map.
Proof. Without loss of generality, we may assume that π(u) = 1. In the above proof, let
w = (eN+1 − eN − q1 − q2) + (q1 + q2) exp(i(b2 + b3) + u1
Then, since sp(b2) = [−2π, 2π], sp(w) = T. Let k = N + 1. The corollary then follows.
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The following is a non-unital version of Corollary 3.9 of [31].
Lemma 3.6. Let ǫ > 0. There exists δ > 0 satisfying the following: For any unital separable
simple C∗-algebra A with real rank zero and stable rank one, any hereditary C∗-subalgebra
C ⊂ A ⊗ K with continuous scale, and any unitary u ∈ C˜ with sp(u) = T, if v ∈ C˜ is another
unitary with [v] = 0 in K1(C˜) such that
‖[u, v]‖ < δ and bott1(u, v) = 0, (e 3.22)
there exists a continuous path of unitaries {V (t) : t ∈ [0, 1]} in C˜ with V (0) = v and V (1) = 1
such that
‖[u, V (t)]‖ < ǫ for all t ∈ [0, 1] and length(V (t)) ≤ π + ǫ. (e 3.23)
Moreover, if π(v) = 1, one can require that π(V (t)) = 1 for all t ∈ [0, 1].
Proof. Without loss of generality, we may assume that π(u) = 1. Put C˜ = B. Let 1/2 > ǫ > 0.
From Corollary 3.9 of [31], one has the following statement: There exists δ > 0 and σ > 0
satisfying the following: for any unital separable simple C∗-algebra A0 with real rank zero and
stable rank one, and unitary u′ ∈ A0 with sp(u
′) being σ-dense in T and any unitary v′ ∈ A0
with [v′] = 0 in K1(A0) such that ‖[u, v
′]‖ < δ and bott1(u
′, v′) = 0, there exists a continuous
path of unitaries {v′(t) : t ∈ [0, 1]} ⊂ A0 such that v
′(0) = v′, v′(1) = 1 and ‖[u′, v′(t)]‖ < ǫ/4
for all t ∈ [0, 1] and length({v′(t)} : t ∈ [0, 1]} ≤ π + ǫ/2. Choose such δ and σ.
Choose δ1 > 0 satisfying the following: if u
′ and v′ are two unitaries with sp(u′) = T, then
sp(v′) is σ/2-dense in T, provided that ‖u′ − v′‖ < δ1.
Let {en} be an approximate identity for C consisting of projections. Choose θ > 0 satisfying
the following: for any unitaries w1, w2, w3, bott1(w1, w3) and bott1(w2, w3) are well defined and
bott1(w1, w3) = bott1(w2, w3)
provided that ‖[wj , w3]‖ < θ and ‖w1 −w2‖ < θ.
Choose ǫ1 = min{ǫ/4, δ/4, δ1/2, θ}. Choose an integer N ≥ 1 and unitaries u1, v1 ∈ eNAeN =
eNCeN such that
‖u− ((1− eN ) + u1)‖ < ǫ1, ‖v − (λ(1− eN ) + v1)‖ < ǫ1 and ‖[u1, v1]‖ < ǫ1 (e 3.24)
where λ = π(v). Moreover, by the choice of θ,
bott1(u, v) = bott1(u
′
1, v
′
1), (e 3.25)
where
u′1 = (1− eN ) + u1 and v
′
1 = λ(1− eN ) + v1.
Note that
bott1(u
′
1, v
′
1) = bott1(u1, v1). (e 3.26)
It follows from (e 3.25), and (e 3.26)
bott1(u1, v1) = 0. (e 3.27)
By the choice of δ1, we conclude that sp(u
′
1) is σ/2-dense in T. Thus sp(u1) is σ-dense in T.
By applying the statement at the beginning of this proof (from Cor.3.9 of [31]), we obtain a
continuous path of unitaries {w(t) : t ∈ [1/2, 1]} ⊂ eNAeN such that
w(1/2) = v1, w(1) = eN and ‖[u1, w(t)]‖ < ǫ/4 for all t ∈ [1/2, 1]. (e 3.28)
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Moreover,
length{w(t) : t ∈ [1/2, 1]} ≤ π + ǫ/2. (e 3.29)
By (e 3.24), there exists h ∈ Bs.a. such that
‖h‖ < 2 arcsin(ǫ/4) and v exp(ih) = v′1. (e 3.30)
Define w0(t) = v exp(i2th) for t ∈ [0, 1/2]. Then
w0(0) = v, w0(1/2) = v
′
1 and length{w0(t) : t ∈ [0, 1/2]} < ǫ/2.
Now define V (t) = w0(t) if t ∈ [0, 1/2) and V (t) = λ(1 − eN ) + w(t) for t ∈ [1/2, 1]. Then V (t)
is continuous and
length{V (t)} ≤ π + ǫ/2 + ǫ/2 = π + ǫ.
One also verifies that
‖[u, V (t)]‖ < ǫ for all t ∈ [0, 1]. (e 3.31)
For the very last part of the lemma, assume that π(v) = 1. Then λ = 1. By (e 3.30), π(h) = 0.
It follows that π(w0(t)) = 1 for all t ∈ [0, 1/2]. One then checks that
π(V (t)) = 1 for all t ∈ [0, 1].
Lemma 3.7. Let C be a non-unital hereditary C∗-subalgebra of a separable C∗-algebra with
stable rank one, and let B = C˜. Suppose that u and v are two unitaries in B such that uv∗ ∈
U0(B) and π(u) = π(v), where π : B → B/C = C be the quotient map. Then, we can always
assume that
Ru,v(t0) = 0
where t0 is the tracial state of B such that (t0)|C = 0.
Proof. We may write
uv∗ =
k∏
j=1
exp(πiaj)
where aj ∈ Bs.a.. Since π(uv
∗) = 1,
k∑
j=1
π(aj) = 2m
for some integer m. Define h1 = a1 − 2m, hj = aj , j = 2, 3, ..., k. Define
U(t) =
k∏
j=1
exp(πi(1 − t)hj)v t ∈ [0, 1].
Then U(t) is a continuous piecewise smooth path with U(0) = u and U(1) = v. Moreover,
k∑
j=1
π(hj) = 0.
It follows that
1
2πi
∫ 1
0
t0(
dU(t)
dt
U(t)∗)dt = 0.
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The following is a non-unital version for a special case of Lemma 3.5 of [36].
Lemma 3.8. Let ǫ > 0 and let ∆ : (0, 1) → (0, 1) be a non-decreasing function. There is
δ > 0, η > 0, σ > 0 and there is a finite subset G ⊂ C(T)s.a. satisfying the following: For any
unital separable simple C∗-algebra A with TR(A) = 0, any non-unital hereditary C∗-subalgebra
C ⊂ A ⊗ K with continuous scale, any pair of unitaries u, v ∈ C˜ such that sp(u) = T and
[u] = [v] in K1(C˜), π(u) = π(v),
µτ◦ϕ(Ia) ≥ ∆(a) for all τ ∈ T (C)
for all intervals Ia with length at least η, where ϕ : C(T)→ C˜ is the homomorphism defined by
ϕ(f) = f(u) for all f ∈ C(T),
|τ(g(u)) − τ(g(v))| < δ for all τ ∈ T (C) (e 3.32)
and for all g ∈ G, for any a ∈ Aff(T (C)) with a − Ru,v|T (C) ∈ ρC(K0(C)) and ‖a‖ < σ and
y ∈ K1(C˜), there is a unitary w ∈ C˜ such that
[w] = y, ‖u− w∗vw‖ < ǫ and (e 3.33)
1
2πi
τ(log(u∗w∗vw)) = a(τ) for all τ ∈ T (C). (e 3.34)
Proof. Note that, since sp(u) = T, A has infinite dimension. Since TR(A) = 0, CU(A) = U0(A)
and ρA(K0(A))) = Aff(T (A)). We will use these facts in the following proof. Without loss of
generality, we may assume that π(u) = π(v) = 1. By 3.7, we may assume that
Ru,v(t0) = 0, (e 3.35)
where t0 is the tracial state of B that vanishes on C.
Let ǫ > 0 and ∆ be given. Choose ǫ/2 > θ > 0 such that, log(u1), log(u2) and log(u1u2) are
well defined and
τ(log(u1u2)) = τ(log(u1)) + τ(log(u2)) (e 3.36)
for every tracial state τ and for any unitaries u1, u2 such that
‖uj − 1‖ < θ, j = 1, 2.
We may choose even smaller θ such that
bott1(u1, v1) = bott1(u2, v1) (e 3.37)
provided that ‖[u1, v1]‖ < θ and ‖u1−u2‖ < θ. Let δ
′ > 0 (in place of δ) be required by Lemma
3.1 of [36] for θ/2 (in place of ǫ). Put σ = δ′/2. Let 1/2 > δ > 0 and η be required by 3.2 for
min{σ, θ/2, 1} (in place of ǫ) and ∆. Suppose u and v satisfy the assumption for the above δ, η
and σ. Then, by 3.2, there exists a unitary z ∈ U(C˜) such that
‖u− z∗vz‖ < min{σ, θ/2, 1}. (e 3.38)
Let b = 12πi log(u
∗z∗vz). Then ‖b‖ < min{θ, σ, 1}. By Lemma 3.2 of [36], bˆ−Ru,v ∈ ρC(K0(C)).
Note that, by (e 3.38), ‖ log(u∗z∗vz)‖ < π. Since π(u) = π(v) = 1, π(u∗z∗vz) = 1. It follows that
π(log(u∗z∗vz)) = 0. In particular, t0(b) = 0.
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Let a ∈ Aff(T (C)) be such that ‖a‖ < σ and a − Ru,v|T (C) ∈ ρC(K0(C)) as given by the
lemma. It follows that a − bˆ ∈ ρC(K0(C)). Moreover, ‖a − bˆ‖ < 2σ < δ
′. Let p, q ∈ Mk(C) be
projections such that
τ(p− q) = a(τ)− τ(b) for all τ ∈ T (C). (e 3.39)
Let {en} be an approximate identity for C consisting of projections. Choose an integer N ≥ 1
and unitaries u1, v1 ∈ eNAeN = eNCeN such that
‖u− ((1− eN ) + u1)‖ < min{δ/4, θ/2}, ‖v − ((1− eN ) + v1)‖ < min{δ/4, θ/2} (e 3.40)
and τ(1 − eN ) < η for all τ ∈ T (C). (e 3.41)
By 3.5, we may also assume that sp(u1) = T. By (e 3.39) and (e 3.41),
|τ(p− q)| < σ for all τ ∈ T (eNAeN ). (e 3.42)
Note that K1(C˜) = K1(C) = K1(eNAeN ). It follows from Lemma 3.1 of [36] that there exists
a unitary z1 ∈ eNAeN such that
[z1] = y − [z], ‖[u1, z1]‖ < θ/2 and bott1(u1, z1)(τ) = τ(p− q) (e 3.43)
for all τ ∈ T (eNAeN ). Put z2 = (1− eN ) + z1, w = zz2 and u
′
1 = (1− eN ) + u1. It follows that
[w] = y and ‖u− w∗vw‖ < θ < ǫ (e 3.44)
bott1(u
′
1, z2)(τ) = a(τ)− τ(b) for all τ ∈ T (C). (e 3.45)
Put u0 = u((1− eN ) + u
∗
1) and v0 = v(λ¯(1− eN ) + v
∗
1). So
‖u0 − 1‖ < min{δ/4, θ/2} and ‖v0 − 1‖ < min{δ/4, θ/2}. (e 3.46)
By the choice of θ, we have
bott1(u, z2) = bott1(u
′
1, z2). (e 3.47)
We compute that (using (e 3.36), (e 3.37), (e 3.47) and the Exel formula (see Lemma 3.5 of [33]))
1
2πi
τ(log(u∗w∗vw)) =
1
2πi
τ(log(u∗z∗2z
∗vzz2)) (e 3.48)
=
1
2πi
τ(log(u∗z∗2(uu
∗)z∗vzz2) (e 3.49)
=
1
2πi
τ(log((z2u
∗z∗2u)(u
∗z∗vz)) (e 3.50)
=
1
2πi
(τ(log(z2u
∗z∗2u)) + τ(log(u
∗z∗vz))) (e 3.51)
=
1
2πi
(τ(log(u∗z∗2uz2)) + τ(b) (e 3.52)
= bott1(u, z2)(τ) + τ(b) (e 3.53)
= a(τ)− τ(b) + τ(b) = a(τ) for all τ ∈ T (C). (e 3.54)
The above proof also contains the following
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Lemma 3.9. (see 3.1 of [36]) Let ǫ > 0. There exists δ > 0 satisfying the following: Suppose that
A is a unital separable simple C∗-algebra with TR(A) = 0, C ⊂ A⊗K is a non-unital hereditary
C∗-subalgebra with continuous scale and suppose that u ∈ U(C˜) with sp(u) = T. Then, for any
x ∈ K0(C) with ‖ρC(x)‖ < δ and any y ∈ K1(C), there exists a unitary v ∈ A such that
[v] = y, ‖[u, v]‖ < ǫ and bott1(u, v) = x. (e 3.55)
The next result is a special case of [51] Corollary 3.1. We provide a short proof for the
convenience of the reader.
Lemma 3.10. Let A be a unital separable simple C∗-algebra which is Z-stable and let C ⊂ A⊗K
be a hereditary C∗-subalgebra with continuous scale. Then C ⊗Z ∼= C.
Proof. Let C = a(A⊗K)a for some positive element a ∈ A ⊗ K. By the assumption, we may
assume that
a . EN ,
where EN = idMN (A). Since A is Z-stable, A has stable rank one. We may assume that
a ∈ MN (A). So C ⊗ Z is a hereditary C
∗-subalgebra of MN (A) ⊗ Z ∼= MN (A). There is an
isomorphism ϕ :Mn(A)⊗Z →Mn(A) such that ϕ(c⊗1Z ) is approximately unitarily equivalent
to c for all c ∈Mn(A). Let B1 = b(A⊗MN )b = C ⊗Z, where b = a⊗ 1Z . Then
[a] = [ϕ(b)]
in the Cuntz semigroup. Therefore C ⊗Z ∼= C.
Lemma 3.11. Let ǫ > 0 and let ∆ : (0, 1) → (0, 1) be a non-decreasing map. There exist
η > 0, δ > 0 and a finite subset G ∈ C(T)s.a. satisfying the following: Suppose that A is a Z-
stable unital separable simple C∗-algebra such that TR(A⊗Q) = 0, C is a non-unital hereditary
C∗-subalgebra of A ⊗ K with continuous scale, B = C˜, and suppose that u, v ∈ U(B) are two
unitaries such that sp(u) = T,
µτ◦ϕ(Ia) ≥ ∆(a) for all τ ∈ T (C) (e 3.56)
and for all arcs Ia with length at least a ≥ η, where ϕ : C(T)→ B is defined by ϕ(f) = f(u) for
all f ∈ C(T) and
|τ(g(u)) − τ(g(v))| < δ for all g ∈ G, for all τ ∈ T (C), (e 3.57)
[u] = [v] in K1(C), uv
∗ ∈ CU(B) and π(u) = π(v),
where π : B → B/C = C is the quotient map. Then there exists a unitary w ∈ U(B ⊗Z) such
that
‖w∗(u⊗ 1)w − (v ⊗ 1)‖ < ǫ. (e 3.58)
Proof. Without loss of generality, we may assume that π(u) = π(v) = 1. We first note, by [37],
that TR(A⊗Mr) = 0 for any supernatural number r. Let ϕ : C(T)→ B be the monomorphism
defined by ϕ(f) = f(u).
It follows from 3.3 that there is a non-decreasing function ∆ : (0, 1)→ (0, 1) such that
µτ◦ϕ(Oa) ≥ ∆(a) for all τ ∈ T (C) (e 3.59)
for all open balls Oa of T with radius a ∈ (0, 1).
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Let ǫ > 0. As in 3.10, we may assume that C ⊂Mn(A) for integer n ≥ 1.
Let p and q be a pair of relatively prime supernatural numbers of infinite type with Qp+Qq =
Q. Denote by Mp and Mq the UHF-algebras associated to p and q respectively. Let ır : C →
C⊗Mr be the embedding defined by ır(c) = c⊗1 for all a ∈ C, where r is a supernatural number.
Note Tr(Mn(A) ⊗Mr) = 0. Define ur = ır(u) and vr = ır(v). Denote Br = C˜ ⊗Mr, r = p, q.
Denote by ϕr : C(T) → Br the homomorphisms defined by ϕr(f) = f(ur) for all f ∈ C(T),
r = p, q.
Let δ1 > 0 (in place of δ) be required by 3.6 for ǫ/6. Without loss of generality, we may
assume that δ1 < ǫ/12 and is small enough such that bott1(u1, zj) and bott1(u1, wj) are well
defined and
bott1(u1, wj) = bott1(u1, z1) + · · ·+ bott1(u1, zj) (e 3.60)
if u1 is a unitary and zj is any unitaries with ‖[u1, uj ]‖ < δ1, where wj = z1 · · · zj , j = 1, 2, 3, 4.
Let δ2 > 0 (in place δ) be require by 3.9 for δ1/8 (in place of ǫ).
Furthermore, one may assume that δ2 is sufficiently small such that for any unitaries z1, z2
in a C*-algebra with tracial states, τ( 12πi log(ziz
∗
j )) (i, j = 1, 2, 3) is well defined and
τ(
1
2πi
log(z1z
∗
2)) = τ(
1
2πi
log(z1z
∗
3)) + τ(
1
2πi
log(z3z
∗
2))
for any tracial state τ , whenever ‖z1 − z3‖ < δ2 and ‖z2 − z3‖ < δ2. We may further assume
that δ2 < min{δ1, ǫ/6, 1}.
Let δ > 0, η > 0 and δ3 > 0 (in place of σ) required by 3.8 for δ2 (in place of ǫ).
Now assume that u and v are two unitaries which satisfy the assumption of the lemma with
above δ and η.
Since uv∗ ∈ CU(B), Ru,v ∈ ρB(K0(B)). Since π(u) = π(v) = 1, we may assume that
Ru,v(t0) = 0 (see 3.7). It follows that there is a ∈ Aff(T (C)) with ‖a‖ < δ3/2 such that
a−Ru,v|T (C) ∈ ρC(K0(C)). Then the image of ap −Rup,vp is in ρC⊗Mp(K0(C ⊗Mp))), where ap
is the image of a under the map induced by ıp. The same holds for q. Note that
µτ◦ϕr(Ia) ≥ ∆(a) for all τ ∈ T (C) (e 3.61)
and for all a > 0 (and certainly holds for all a ≥ η). By Lemma 3.8 there exist unitaries zp ∈ Bp
and zq ∈ Bq such that
[zr] = 0 in K1(Br), r = p, q, ‖up − z
∗
pvpzp‖ < δ2 and ‖uq − z
∗
qvqzq‖ < δ2.
Moreover,
τ(
1
2πi
log(u∗pz
∗
pvpzp)) = ap(τ) for all τ ∈ T(Cp) and (e 3.62)
τ(
1
2πi
log(u∗qz
∗
qvqzq)) = aq(τ) for all τ ∈ T(Cq). (e 3.63)
We then identify up, uq with u ⊗ 1 and zp and zq with the elements in the unitization of
C⊗Mp⊗Mq which is also identified with the unitization of C⊗Q. In the following computation,
we also identify T (C) with T (Cp), T (Cq), and T (Cp), or T (Cq) with T (C ⊗Q) by identifying τ
with τ ⊗ t, where t is the unique tracial state on Mp, or Mq, or Q. In particular,
ap(τ ⊗ t) = τ(a) for all τ ∈ T (C) and (e 3.64)
aq(τ ⊗ t) = τ(a) for all τ ∈ T (C) (e 3.65)
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We compute that by the Exel formula (see 3.5 of [33] ),
(τ ⊗ t)(bott1(u⊗ 1, z
∗
pzq)) = (τ ⊗ t)(
1
2πi
log(z∗pzq(u
∗ ⊗ 1)z∗qzp(u⊗ 1))) (e 3.66)
= (τ ⊗ t)(
1
2πi
log(zq(u
∗ ⊗ 1)z∗qzp(u⊗ 1)z
∗
p ) (e 3.67)
= (τ ⊗ t)(
1
2πi
log(zq(u
∗ ⊗ 1)z∗q (v ⊗ 1)) (e 3.68)
+(τ ⊗ t)(
1
2πi
log((v∗ ⊗ 1)zp(u⊗ 1)z
∗
p ) (e 3.69)
= (τ ⊗ t)(
1
2πi
log(u∗qz
∗
qvqzq) (e 3.70)
+(τ ⊗ t)(
1
2πi
log(v∗pzpupz
∗
p )) (e 3.71)
= τ(a)− τ(a) = 0 (e 3.72)
for all τ ∈ T (C). It follows that
τ(bott1(u⊗ 1, z
∗
pzq)) = 0. (e 3.73)
for all τ ∈ T (C ⊗Q).
Since the UHF-algebras D := Q, Mp or Mq have unique trace, the map ρC ⊗ idK0(D) is the
same as the map ρC⊗D if K0(C ⊗D) is identified as K0(C)⊗K0(D) respectively.
Let y = bott1(u⊗ 1, z
∗
pzq) ∈ ker ρC⊗Q.
Since Q, Qp and Qq are flat Z-modules, as in the proof of 5.3 of [38],
kerρC⊗Q = kerρC ⊗Q (e 3.74)
kerρC⊗Mr = kerρC ⊗Qr, r = p and r = q. (e 3.75)
It follows that there are x1, x2, ..., xl ∈ ρC(K0(C)) and r1, r2, ..., rl ∈ Q such that
y =
l∑
j=1
xj ⊗ rj.
Since Q = Qp +Qq, one has rj,p ∈ Qp and rj,q ∈ Qq such that rj = rj,p − rj,q. So
y =
l∑
j=1
xj ⊗ rj,p −
l∑
j=1
xj ⊗ rj,q.
Put yp =
∑l
j=1 xj ⊗ rj,p ∈ kerρC⊗Mp and yq =
∑l
j=1 xj ⊗ rj,q ∈ kerρC⊗Mq.
It follows from 3.9 that there are unitaries wp ∈ Bp and wq ∈ Bq such that
[wr] = 0 in K1(Br), r = p, q, ‖[up , wp]‖ < δ1/8, ‖[uq, wq]‖ < δ1/8 and (e 3.76)
bott1(up, wp) = yp and bott1(uq, wq) = yq. (e 3.77)
Put Wp = z
∗
pwp ∈ C˜ ⊗Mp and Wq = z
∗
qwq ∈ C˜ ⊗Mq. Then
‖up −W
∗
p vpWp‖ < δ2 + δ1/8 < ǫ/6 and ‖uq −W
∗
q vqWq‖ < δ2 + δ1/8 < ǫ/6. (e 3.78)
Suppose that π(Wp) = λp and π(Wq) = λq. Replacing Wp by λ¯pWp and Wq by λ¯qWq, we may
assume that π(Wp) = π(Wq) = 1.
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Note, again, that ur = u ⊗ 1 and vr = v ⊗ 1, r = p, q. With identification of Wr, wr, zr with
unitaries in the unitization C ⊗Q, we also have
‖[u⊗ 1, W ∗pWq]‖ < δ1/4 and (e 3.79)
bott1(u⊗ 1,W
∗
pWq) = bott1(u⊗ 1, w
∗
pzpz
∗
qwq) (e 3.80)
= bott1(u⊗ 1, w
∗
p) + bott1(u⊗ 1, z
∗
pzq) + bott1(u⊗ 1, wq)(e 3.81)
= −yp + (yp − yq) + yq = 0. (e 3.82)
Let Z0 = W
∗
pWq. Then Z0 ∈ U0(C ⊗ Q) since C ⊗ Q has stable rank one. Note π(Z0) =
π(W ∗p )π(Wq) = 1. Then it follows from the choice of δ1, (e 3.61), (e 3.82) and 3.6 that there is a
continuous path of unitaries {Z(t) : t ∈ [0, 1]} ⊂ C˜ ⊗Q such that Z(0) = Z0 and Z(1) = 1 and
‖[u⊗ 1, Z(t)]‖ < ǫ/6 for all t ∈ [0, 1]. (e 3.83)
Moreover, by 3.6, we may assume that
π(Z(t)) = 1 for all t ∈ [0, 1]. (e 3.84)
Define U(t) =WqZ(t). Then
U(0) =Wp, U(1) =Wq and π(U(t)) = 1 for all t ∈ [0, 1]. (e 3.85)
So, in particular, U(0) ∈ Bp and U(1) ∈ Bq. Therefore, by (e 3.85), U ∈ ˜C ⊗Zp,q ⊂ C˜ ⊗Z is a
unitary and, by (e 3.78) and (e 3.83),
‖u⊗ 1− U∗(v ⊗ 1)U‖ < ǫ/3. (e 3.86)
The following is a non-unital version of Theorem 4.6 of [36].
Theorem 3.12. Let A be a unital separable simple Z-stable C∗-algebra in A0. Let C be a non-
unital hereditary C∗-subalgebra of A ⊗ K with continuous scale and let B = C˜. Suppose that
u ∈ CU(B). Then, for any ǫ > 0, there exists a self-adjoint element h ∈ B with ‖h‖ ≤ 1 such
that
‖u− exp(i2πh)‖ < ǫ. (e 3.87)
Proof. Note that the assumption that u ∈ CU(B) implies that π(u) = 1, where π : B → C
is the quotient map. Since C has continuous scale, without loss of generality, we may assume
that C ⊂ Mk(A) for some k ≥ 1. To simplify notation, we may further assume, without loss
of generality, that C ⊂ A. We assume that sp(u) = T, otherwise u = exp(ig(u)) for some
(real-valued) continuous branch of logarithm with ‖g(u)‖ ≤ 2π. Let ǫ > 0. Let ϕ : C(T) → A
be defined by ϕ(f) = f(u). It is a unital monomorphism. It follows from 3.3 that there is a
non-decreasing function ∆1 : (0, 1)→ (0, 1) such that
µτ◦ϕ(Ia) ≥ ∆1(a) for all τ ∈ T (C) (e 3.88)
for all arcs Ia of T with length a ∈ (0, 1). Define ∆(a) = (1/3)∆1(3a/4) for all a ∈ (0, 1).
Choose δ1 > 0 satisfying the following: If h1, h2 are two selfadjoint elements in any unital
C∗-algebra with ‖hj‖ ≤ 3π, j = 1, 2, such that
‖h1 − h2‖ < δ1,
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then
‖ exp(ih1)− exp(ih2)‖ < ǫ/4.
We may assume that δ1 < ǫ/4. Note, by [37], for any supernatural number p of infinite type,
TR(A ⊗Mp) = 0. Let p and q be two relatively prime supernatural numbers of infinite type.
Consider u ⊗ 1. Denote by up for u ⊗ 1 in A ⊗Mp. For any δ1/2 > ǫ0 > 0, by 3.4, there is a
selfadjoint element hp ∈ C˜ ⊗Mp with sp(hp) = [−2π, 2π] such that
‖up − exp(ihp)‖ < ǫ0 and τ(hp) = 0 for all τ ∈ T (C ⊗Mp). (e 3.89)
Moreover, for some 1 > r > 0,
lim
n→∞
τ(|hp|
1/n) < 1− r for all τ ∈ T (C). (e 3.90)
Let Γ : C([−2π, 2π])s.a. → Aff(T (C)) be defined by
Γ(f)(τ) = (τ ⊗ t)(f(hp)) for all f ∈ C([−2π, 2π])s.a. (e 3.91)
and for all τ ∈ T (C), where t is the unique tracial state on Mp.
Let (note we now assume that C ⊂ A)
d(τ) = sup{τ(c) : 0 ≤ c ≤ 1 and c ∈ C} for all τ ∈ T (A). (e 3.92)
Note that infτ∈T (A)(d(τ)) > 0 since A is simple. Since C has continuous trace, d ∈ Aff(T (A)).
Define Γ1 : C([−2π, 2π])s.a. → Aff(T (A)) by
Γ1(f)(τ) = d(τ)Γ(f)(τ/d(τ)) for all τ ∈ T (A). (e 3.93)
Let η > 0, δ > 0 and let G be a finite subset as required by 3.11 for δ1/4 (in place of ǫ) and
∆. Note ∆(a) = (1/3)∆1(3a/4) for all a ∈ (0, 1). Choose ǫ0 sufficiently small, so the following
holds (see Lemma 3.4 of [33]): For any unitary v ∈ C ⊗Mp, if ‖up − v‖ < ǫ0, then
µτ◦ψ(Ia) ≥ ∆(a) for all τ ∈ T (C) (e 3.94)
and for all arcs Ia with length a ≥ η, where ψ : C(T)→ A⊗Mp is the homomorphism defined
by ψ(g) = g(v) for all g ∈ C(T), and
|τ(g(up))− τ(g(v))| < δ for all τ ∈ T (C) (e 3.95)
and for all g ∈ G. Note each τ ∈ C ⊗Mp may be written as s⊗ t, where s ∈ T (C) is any tracial
state and t ∈ T (Mp) is the unique tracial state. It follows from 3.8 of [36] that there exists a
selfadjoint element h0 ∈ A with sp(h) = [−2π, 2π] such that
τ(f(h0)) = Γ1(f)(τ) = (
τ ⊗ t
d(τ)
)(f(hp))d(τ) for all f ∈ C([−2π, 2π]) (e 3.96)
and for all τ ∈ T (A). It follows that
dτ (|h0|) < d(τ)(1 − r).
for all τ ∈ T (A) (see (e 3.90)). Let {en} be an approximate identity for C (en may not be
projections). Since C has continuous scale, we may assume
dτ (|h0|) < τ(en) for all τ ∈ T (A)
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and for some n ≥ 1. Note that 0 ≤ en ≤ 1. So, in particular,
dτ (|h0|) < dτ (en) for all τ ∈ T (C).
By strict comparison, we may assume that h0 ∈ enCen. Note that
τ(h0) = 0 for all τ ∈ T (C). (e 3.97)
Define v1 = exp(ih0) ∈ A and denote by ψ1 : C(T) → A the homomorphism given by ψ1(f) =
f(v1) for all f ∈ C(T). Note that, by (e 3.96),
τ(g(v1)) = (τ ⊗ t)g(exp(ihp)) for all τ ∈ T (C) (e 3.98)
and for all f ∈ C(T). By the choice of ǫ0, as in (e 3.94) and (e 3.95),
µτ◦ψ1(Ia) = µ(τ◦⊗t)◦ψ1(Ia) ≥ ∆(a) for all τ ∈ T (C) (e 3.99)
and for all arcs Ia with length a ≥ η. Moreover,
|τ(g(u)) − τ(g(v1))| = |(τ ⊗ t)(g(up))− (τ ⊗ t)(g(exp(ihp)))| < δ (e 3.100)
for all τ ∈ T (A) and for all g ∈ G. Note since τ(h0) = 0 for all τ ∈ T (C), v1 ∈ CU(C). It follows
from 3.11 that there exists a unitary W ∈ C˜ ⊗Z such that
‖(u⊗ 1)−W ∗(v1 ⊗ 1)W‖ < δ1/4. (e 3.101)
Denote by ı : A → A ⊗ Z defined by ı(a) = a ⊗ 1 and define j : A ⊗ Z → A such that
j ◦ ı is approximately inner. Since A is separable, there is e ∈ C+ with 0 ≤ e ≤ 1 which is
strictly positive in C. Let fc(t) = 1 if t ∈ [c, 1], fc(t) = 0 if t ∈ [0, c/2] and linear in [c/2, c].
So {f1/n(e)} and {f1/n(e) ⊗ 1} form approximate identities for C and for C ⊗ Z, respectively.
Choose 1 > c > 0 such that
‖(fc(e)⊗ 1)W
∗(v1 ⊗ 1)W −W
∗(v1 ⊗ 1)W‖ < δ1/16π and (e 3.102)
‖W ∗(v1 ⊗ 1)W (fc(e) ⊗ 1)−W
∗(v1 ⊗ 1)W‖ < δ1/16π (e 3.103)
Let z ∈ U(A) such that
‖z∗j ◦ ı(a)z − a‖ < δ1/16π (e 3.104)
for a ∈ {u, v1, h, fc(e), e, fc/2(e)}. Then,
‖u− z∗j(W ∗(v1 ⊗ 1)W )z‖ < δ1/16π. (e 3.105)
Moreover,
‖fc/2(e)z
∗j(fc(e)⊗ 1)z − z
∗j(fc(e)⊗ 1)z‖ < δ1/8π (e 3.106)
Put H = z∗j(W ∗)j(h0 ⊗ 1)j(W )z, H1 = z
∗j(fc(e) ⊗ 1)j(W
∗)j(h0 ⊗ 1)j(W )j(fc(e) ⊗ 1)z
and h = fc/2(e)z
∗j(W ∗)j(h0 ⊗ 1)j(W )zfc/2(e). Then ‖H‖ ≤ 2π, ‖H1‖ ≤ 2π and ‖h‖ ≤ 2π. We
note that z∗j(W ∗)j(h0 ⊗ 1)j(W )z ∈ A and C is hereditary, h ∈ C (recall that we assumed that
C ⊂ A at the beginning of this proof). Since v1 = exp(ih0), by (e 3.105),
‖u− exp(iH)‖ < δ1/16π. (e 3.107)
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It follows from (e 3.102) and (e 3.103) that
‖H −H1‖ < 4δ1/16 = δ1/4 (e 3.108)
and by (e 3.106),
‖H1 − h‖ < 4δ1/8 = δ1/2. (e 3.109)
Therefore
‖H − h‖ < δ1. (e 3.110)
By the choice of δ1, we have
‖ exp(iH)− exp(ih)‖ < ǫ/4. (e 3.111)
It follows from (e 3.107) and (e 3.111) that
‖u− exp(ih)‖ < ǫ. (e 3.112)
The point is that now h ∈ C.
4 Unitaries in a small corner
The main goal of this section is to prove a technical lemma of 4.15 which is used to compute K1
groups of J (as in 2.7).
Key steps in the proof of Lemma 4.15 are Lemmas 4.11 and 4.12, which are attempts to
generalize a well-known argument of Elliott ([11], proof of Theorem 2.4). Elliott’s argument
roughly says the following: If B is a nonunital UHF-algebra and u is a unitary in M(B), then
u can be approximately factored into the product of two appropriate block diagonal unitaries.
Each block diagonal unitary will turn out to be homotopic to a block diagonal unitary with a
trivial block (i.e., a block which is a projection).
The argument of Elliott has been generalized by a number of authors (e.g., [41] Part 2, [27]
Lemma 2.6 and [58] Lemma 1.6). However, unlike the case [41], J is very different from the
full multiplier algebra M(B ⊗ K). Moreover, B does not have real rank zero which were cases
in [11], [27] and in [58]. In fact, our main case is B = Z which completely lacks of projections.
Nevertheless we will try to carry out Elliott’s idea without projections in hand.
Let A be a C*-algebra. Recall that A⊗K has has strict comparison of positive elements by
traces if for all a, b ∈ (A⊗K)+, the condition that dτ (a) < dτ (b) whenever dτ (b) <∞ for every
nonzero densely defined lower semicontinuous trace τ on A⊗K, implies that a  b.
Often, we will abbreviate the above by just saying that A has strict comparison of positive
elements or A has strict comparison.
Proposition 4.1. Let A be a unital simple C∗-algebra which has the strict comparison (in the
sense of 2.6). Suppose that A has only finitely many extremal tracial states. Then A ⊗ K has
the strict comparison in the sense of above.
Proof. Suppose that a, b ∈ A ⊗ K+ such that dτ (a) < dτ (b) for all tracial states τ ∈ T (A) for
which dτ (b) <∞.Without loss of generality, we may assume that 0 ≤ a, b ≤ 1. Let {τ1, τ2, ..., τk}
be the set of extremal tracial states of A. We may assume that dτi(b) < ∞ for all i ≤ k1 and
dτi(b) =∞ if k ≥ i > k1. Set
δ = min{dτi(b)− dτi(a) : 1 ≤ i ≤ k1}. (e 4.113)
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Let {ei,j} be a system of matrix unit for K. Set en =
∑n
i=1 ei,i, n = 1, 2, ....
For any 1/2 > ǫ > 0, there exists an integer n1 ≥ 1 such that
‖en1aen1 − a‖ < ǫ/4. (e 4.114)
Put a1 = en1aen1 . Then dτ (a1) <∞ for all τ ∈ T (A). Moreover, since a1 . a,
dτ (a1) < dτ (a) for all τ ∈ T (A). (e 4.115)
There exists an integer m0 ≥ 1 such that
τi(b
1/m0) > dτi(b)− δ/2 for all 1 ≤ i ≤ k1 and (e 4.116)
τi(b
1/m0) > dτi(a1) + δ/2 for all k ≥ i > k1. (e 4.117)
Choose an integer n2 ≥ n1 such that
‖en2b
1/m0en2 − b
1/m0‖ < min{ǫ/2, δ/4}. (e 4.118)
Put b1 = en2b
1/m0en2 . Then we compute that
dτ (b1) ≥ τ(b1) > dτ (a1) for all τ ∈ T (A). (e 4.119)
By viewing both b1 and a1 as elements in Mn2(A), we obtain an element x ∈ en2(A⊗K)en2 such
that
‖x∗en2b
1/m0en2x− a1‖ < ǫ/4 (e 4.120)
One then finds an element y ∈ A⊗K+ such that
‖x∗en1ybyen1x− a1‖ < ǫ/2. (e 4.121)
It follows that
‖x∗en2ybyen2x− a‖ < ǫ. (e 4.122)
Since this holds for every ǫ > 0, we conclude that a . b.
Proposition 4.2. Suppose that A is a simple, separable, stably finite C*-algebra such that A⊗K
has strict comparison of positive elements by traces. Suppose, in addition, that A has stable rank
one.
Suppose that p, q ∈ M(A ⊗ K) \ A ⊗ K are two projections such that τ(p) = τ(q) for every
densely defined, lower semicontinuous trace τ .
Then p ∼ q, i.e., there exists a partial isometry v ∈M(A⊗K) such that
q = v∗v and p = vv∗.
Proof. Set C = A ⊗ K. Let a ∈ pCp and b ∈ qCq be two strictly positive elements (in the
respective C*-algebras). Then neither are projections. By the assumption,
dτ (a) = dτ (b)
for every densely defined, lower semicontinuous trace τ .
Since C has strict comparison for positive elements and A has stable rank one, one obtains
a partial isometry v ∈ C∗∗ such that vv∗ = p, v∗v = q, xv ∈ C for all x ∈ Ca and vy ∈ C for all
y ∈ bC. Moreover,
v∗aCav = bCb.
(See, for example, [32] Theorem 1.7.) For any c ∈ C, since q ∈ M(C), qc ∈ C. It follows that
qc ∈ bC. Therefore
vc = vqc ∈ C.
Similarly, cv = cpv ∈ C. Therefore v ∈M(C).
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The next result is standard (see, for example, [16] Lemma 1.3.2). We sketch the argument
for the convenience of the reader:
Lemma 4.3. Suppose that B is a stable C*-algebra. Then
HB ∼= B
where HB is the standard Hilbert B-module, and the isomorphism is (unitary) isomorphism of
Hilbert B-modules.
Sketch of proof: Since B is a stable C*-algebra, let {Wn}
∞
n=1 be a sequence of elements of M(B)
such that the following hold:
(1) W ∗nWn = 1 (i.e., Wn is an isometry), for all n ≥ 1.
(2) W ∗mWn = 0 for all m 6= n.
(3) 1M(B) =
∑∞
n=1WnW
∗
n , where the sum converges strictly in M(B).
Let Φ : HB → B be given by
Φ(b1, b2, b3, ....) =df
∞∑
n=1
Wnbn
for all (b1, b2, b3, ...) ∈ HB.
One can check that Φ is an (unitary) isomorphism of Hilbert B-modules.
We now fix some notation that will be used in the next proposition and its corollary. For
a simple C*-algebra A, we let Ped(A) denote the Pedersen ideal of A (see [44]). Recall that
Ped(A) is hereditarily closed, and Ped(A) can be characterized as the minimal dense two-sided
(algebraic) ideal of A ([44], [22]). For a nonzero positive element e ∈ Ped(A), let Te(A) denote
the set of all densely defined, lower semicontinuous traces τ on A such that τ(e) = 1. When
endowed with the topology of pointwise convergence on Ped(A), Te(A) is a Choquet simplex.
(See [50] Proposition 3.4. Note that their notation for Te(A) is different from ours, and their
terminology is also slightly different.)
Of course, if A is unital then T1(A) = T (A), where T (A) is as defined in Definition 2.1.
Proposition 4.4. Suppose that A is a simple, separable, stably finite C*-algebra, and let e be a
nonzero positive element of Ped(A).
Suppose, in addition, that for every bounded strictly positive affine lower semicontinuous
function f : Te(A)→ (0,∞), there exists a non-zero a ∈ (A⊗K)+ which is not Cuntz equivalent
to a projection such that dτ (a) = f(τ) for all τ ∈ Te(A).
Then for every bounded, strictly positive, affine, lower semicontinuous function f : Te(A)→
(0,∞), there exists a projection p ∈M(A⊗K) \ (A⊗K) such that
τ(p) = f(τ) for all τ ∈ Te(A).
Proof. Let a ∈ C+ (= (A ⊗ K)+) be such that a is not Cuntz equivalent to a projection in C
and
dτ (a) = f(τ) (e 4.123)
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for all τ ∈ Te(A). By the Kasparov Absorption Theorem ([20] Theorem 2) and by Lemma 4.3,
let p ∈M(C) \ C ∼= LC(C) \KC(C) be a projection such that
pC ∼= aC
where the isomorphism is (unitary) isomorphism of Hilbert C-modules. (In the above, LC(C)
is the C*-algebra of all adjointable operators on the Hilbert module C, and KC(C) is the C*-
subalgebra of all compact adjointable operators. See, for example, [52] Chapter 15.)
Since C is separable, we can find a strictly positive element b ∈ pCp. Hence,
bC ∼= aC.
Hence, by [43] Proposition 4.3 (see also [32]),
dτ (b) = dτ (a)
for all τ ∈ Te(A).
But we have that for all τ ∈ Te(A), f(τ) = dτ (a) and τ(p) = dτ (b). Hence, for all τ ∈ Te(A),
f(τ) = τ(p)
as required.
Remark 4.5. We note that by [7] Theorem 5.5, if A is a unital simple exact finite and Z-stable
C*-algebra and if we take e =df 1 then A satisfies the hypotheses of Proposition 4.4.
We can generalize Proposition 4.4 to the case where the lower semicontinuous function is
unbounded or takes the value ∞.
Corollary 4.6. Suppose that A is a simple, separable, stably finite C*-algebra, and let e be a
nonzero positive element of Ped(A).
Suppose, in addition, that A has the property that, for every bounded strictly positive affine
lower semicontinuous function f : Te(A) → (0,∞), there exists a nonzero a ∈ (A ⊗ K)+ which
is not Cuntz equivalent to a projection such that dτ (a) = f(τ) for all τ ∈ Te(A).
(E.g., A can be unital simple exact finite and Z-stable and e = 1A.)
Then for every strictly positive, affine, lower semicontinuous function f : Te(A) → (0,∞],
there exists a projection p ∈M(A⊗K) \ (A⊗K) such that
τ(p) = f(τ) for all τ ∈ Te(A).
Proof. Let {qn}
∞
n=1 be a sequence of pairwise orthogonal projections in M(A ⊗ K) such that
qn ∼ 1 for all n ≥ 1 and
∑∞
n=1 qn = 1, where the sum converges in the strict topology on
M(A⊗K).
Next, f is the pointwise limit of a strictly increasing sequence of strictly positive affine
continuous functions on Te(A) (see [1] Lemma 5.3; see also [14] Theorem 11.12 or [10] (Edwards’
Separation Theorem); see also [50] Proposition 4.1 and Lemma 4.2). In other words, let {fn}
∞
n=1
be a sequence of strictly positive affine continuous functions on Te(A) with fn < fn+1 for all n
such that fn → f pointwise (where ∞ is allowed to be the limit at a point) .
For all n ≥ 1, let gn be the strictly positive affine continuous function on Te(A) that is given
by gn =df fn− fn−1 (where f0 =df 0). For each n ≥ 1, apply Proposition 4.4 to get a projection
pn ∈ qnM(A⊗K)qn such that
τ(pn) = gn(τ) for all τ ∈ Te(A).
Let p =df
∑∞
n=1 pn. Then the sum converges strictly and p is a projection in M(A ⊗ K) −
(A⊗K) such that
τ(p) = f(τ) for all τ ∈ Te(A).
The next statement follows from [18]:
Theorem 4.7. Let A be a unital simple stably finite C*-algebra with strict comparison of positive
elements by traces such that T (A) has finitely many extreme points.
Suppose that a, b ∈ M(A ⊗ K)+ with a ∈ Ideal(b) and dτ (a) < dτ (b) for all τ ∈ T (A) for
which dτ (b) <∞.
Then a  b.
Proof. This follows immediately from [18] Theorem 5.4.
The next lemma is standard (e.g., see Lemma 2.1 in [11]).
Lemma 4.8. For every ǫ > 0, there exists δ > 0 such that the following holds:
If C is a unital C*-algebra and p, q ∈ C projections such that
pq ≈δ p
then there exists a unitary u ∈ C such that
upu∗ ≤ q and ‖u− 1‖ < ǫ. (e 4.124)
The next lemma is an observation of Rørdam ([47] section 4).
Lemma 4.9. Let C be a unital C*-algebra and let x ∈ C be a nilpotent element (i.e., x2 = 0).
Then
x ∈ GL(C)
where the closure is in the norm topology.
NOTE: For the rest of this section, unless otherwise stated, A is a unital separable simple
Z-stable C*-algebra with unique tracial state τ which is the only normalized quasitrace and J
is the unique proper C*-ideal of M(A⊗K) which properly contains A⊗K (see 2.7 and 2.8).
Lemma 4.10. Let p ∈M(A⊗K) be a projection, and suppose that a ∈ pJp is a nonzero positive
element such that
2dτ (a) < τ(p)
and there exists positive c ∈ pJp \ A⊗K such that c ⊥ a.
Then for every ǫ > 0, there exists a projection q ∈ pJp \ p(A⊗K)p such that
dτ (a) < τ(q) < dτ (a) + ǫ and qa ≈ǫ a.
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Proof. For simplicity, let us assume that ‖a‖ ≤ 1 and ǫ < min{1, τ(p)−2dτ (a)2 }.
Let h : [0, 1]→ [0, 1] be the unique continuous function such that
h(t) =


1 t ∈ [ǫ/64, 1]
0 t ∈ [0, ǫ/128]
linear on [ǫ/128, ǫ/64]
Hence, p− h(a) ∈ p(A⊗K)p is a positive element such that
τ(p − h(a)) = τ(p)− τ(h(a)) ≥ τ(p)− dτ (a) > dτ (a) + ǫ.
Also, since c ∈ Her(p − h(a)), p− h(a) /∈ A⊗K.
Hence, by Proposition 4.4, let r1 ∈ J \ A⊗K be a projection such that
dτ (a) < τ(r1) < dτ (a) + ǫ < τ(p − h(a)).
By Theorem 4.7,
r1 . p− h(a).
It follows that there is a projection r ∈ Her(p − h(a)) such that [r] = [r1]. In particular,
τ(r) = τ(r1). Hence,
r ⊥ (a− ǫ/32)+.
By Theorem 4.7 again, a  r. Hence, let x ∈ pJp be an element such that
x∗x = (a− ǫ/8)+ and xx
∗ ≤ r.
Let
x = v|x|
be the polar decomposition of x (in A∗∗). Then
(a− ǫ/8)+ = |x|
2 and v|x|2v∗ ≤ r.
Note that since (a− ǫ/8)+ ⊥ r, x
2 = 0. Hence, by Lemma 4.9,
x ∈ GL(pJp).
Hence, by Theorem 5 in [45], let u ∈ pJp be a unitary such that
u(a− 3ǫ/4)+u
∗ = v(a− 3ǫ/4)+v
∗ ≤ r.
Hence,
(a− 3ǫ/4)+ ≤ u
∗ru.
In particular,
u∗rua ≈ǫ a.
Taking q =df u
∗ru, we are done.
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Lemma 4.11. Let p ∈ J \ (A⊗K) be a projection and let u ∈ pJp be a unitary.
Suppose that p1 ∈ pJp \ p(A⊗K)p is a projection such that
100τ(p1) < τ(p).
Then for every ǫ > 0 and for every projection q ∈ J \A⊗K with q ⊥ p, there exist projections
e1, e2, e3 ∈ J such that
p1 = e1 < e2 < e3 < p+ q
where the inequalities are strict, and there exists a unitary w ∈ (p + q)J(p + q) such that
‖w − (u+ q)‖ < ǫ and we1w
∗ ≤ e2 ≤ we3w
∗ < p+ q.
Moreover,
e2  p+ q − e2.
Proof. By the virtue of Propositions 4.2 and4.4, replacing q by a subprojection if necessary, we
may assume that
τ(q) < (τ(p)− τ(p1))/10
10000 .
By Theorem 4.7, Proposition 4.4 and Proposition 4.2, we can decompose q into a direct sum
of non-zero projections
q = q′ + q′′ + q′′′
such that q′, q′′, q′′′ ∈ J \ (A⊗K).
Let δ5 > 0 (in place of δ) associated with ǫ/100 (in place of ǫ) be given by Lemma 4.8. Let
δj−1 > 0 (in place of δ) associated with δj/100 (in place of ǫ) given by Lemma 4.8, j = 5, 4, 3, 2, 1.
We may assume that δ5 < ǫ/100, and that for all j, δj−1 < δj/100.
Take e1 =df p1.
By hypothesis,
τ(e1) < τ(p)/100.
Hence,
e1 + ue1u
∗ ∈ pJp and dτ (e1 + ue1u
∗) < τ(p)/50.
It follows from Lemma 4.10 that there exists a projection q1 ∈ (p+ q
′)J(p + q′) such that
dτ (e1 + ue1u
∗) < τ(q1) < dτ (e1 + ue1u
∗) + min{δ1, τ(p)}/10
100, (e 4.125)
q1e1 ≈δ1 e1 and q1ue1u
∗ ≈δ1 ue1u
∗.
By Lemma 4.8 and the definition of δ1, we can find a projection e2 ∈ (p+ q
′)J(p + q′) such
that
‖e2 − q1‖ < δ2/50
(and hence e2 ∼ q1) and
e1 ≤ e2.
As a consequence, (since δ1 < δ2/100),
e2(ue1u
∗) ≈δ2 ue1u
∗.
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It follows from Lemma 4.8 and the definition of δ2 that there is a unitary w1 ∈ (p+q
′)J(p+q′)
such that
‖w1 − (u+ q
′)‖ < δ3/50
and
w1e1w
∗
1 ≤ e2.
Since
dτ (e2 + w
∗
1e2w1) ≤ 2(τ(p)/50 + min{δ1, τ(p)}/10
100) ≤ τ(p)/25 + 2τ(p)/10100,
and by Lemma 4.10, let q2 ∈ (p+ q
′ + q′′)J(p + q′ + q′′) be a projection such that
dτ (e2 + w
∗
1e2w1) < τ(q2) < dτ (e2 + w
∗
1e2w1) + min{δ2, τ(p)}/10
100,
q2e2 ≈δ2/100 e2
and
q2w
∗
1e2w1 ≈δ2/100 w
∗
1e2w1.
By Lemma 4.8 and the definition of δ2, there exists a projection e3 ∈ (p+q
′+q′′)J(p+q′+q′′)
such that
‖e3 − q2‖ < δ3/50
(and hence e3 ∼ q2), and
e2 ≤ e3.
Hence,
e3(w
∗
1e2w1) ≈δ3 w
∗
1e2w1.
Hence,
(w1 + q
′′)e3(w1 + q
′′)∗e2 ≈δ3 e2.
Note that since
e1 ≤ e2 ≤ e3,
(w1 + q
′′)e1(w1 + q
′′)∗ ≤ (w1 + q
′′)e3(w1 + q
′′)∗.
Also, by our construction of e2,
(w1 + q
′′)e1(w1 + q
′′)∗ ≤ e2.
Hence,
(w1 + q
′′)(e3 − e1)(w1 + q
′′)∗(e2 − (w1 + q
′′)e1(w1 + q
′′)∗) ≈δ3 (e2 − (w1 + q
′′)e1(w1 + q
′′)∗).
Hence, by Lemma 4.8 and by the definition of δ3, there exists a unitary w
′
2 ∈ (p+ q
′ + q′′ −
w1e1w
∗
1)J(p + q
′ + q′′ − w1e1w
∗
1) with
‖w′2 − (p+ q
′ + q′′ − w1e1w
∗
1)‖ < δ4/100
and
e2 − w1e1w
∗
1 ≤ w
′
2(w1 + q
′′)(e3 − e1)(w1 + q
′′)∗w′∗2 .
Hence, if we take
w =df (w
′
2 + w1e1w
∗
1)(w1 + q
′′) + q′′′
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then w ∈ (p+ q)J(p + q) is a unitary,
‖w − (u+ q)‖ < ǫ, p1 = e1 < e2 < e3 < p,
and we1w
∗ < e2 < we3w
∗ < p (e 4.126)
as required. Finally, since q1 ∼ e2, by (e 4.125) and by applying Theorem 4.7, we also have
e2  p+ q − e2.
Lemma 4.12. Let p ∈ J \ (A⊗K) be a projection and u ∈ pJp be a unitary. Let 1/210 > r > 0.
Then for every projection q ∈ J \ A ⊗ K with q ⊥ p, there is a (norm-) continuous path of
unitaries {u(t) : t ∈ [0, 1]} in U((p + q)J(p+ q)) such that
u(0) = u+ q, u(1) = ((p + q − f2) + u1)((p + q − f1) + v1)
where v1 ∈ U(f1Jf1), u1 ∈ U(f2Jf2), τ(p+ q− fj) > rτ(p) for and fj ∈ (p+ q)J(p+ q) \A⊗K
is a projection, j = 1, 2.
Proof. By Proposition 4.4 and Theorem 4.7, there is a projection p1 ∈ pJp\p(A⊗K)p such that
τ(p1) > rτ(p) and 100τ(p1) < τ(p) (equivalently, β < τ(p1) < τ(p)/100 for some β < τ(p)/2
10.)
Since q ∈ J \ (A⊗K) is a projection, by Propositions 4.4 and 4.2, we can decompose q into
orthogonal projections
q = q′ ⊕ q′′
where q′, q′′ ∈ J \ (A⊗K).
It follows from Lemma 4.11 that there exists a unitary w0 ∈ (p + q
′)J(p+ q′) with
‖w0 − (u+ q
′)‖ < ǫ/10000
(which implies that w0 is path-connected to u+ q
′ in (p+ q′)J(p+ q′)) and there are projections
e1, e2, e3 ∈ (p + q
′)J(p+ q′) \ (A⊗K) such that
p1 = e1 < e2 < e3 < p+ q
′ < p+ q
(where the inequalities are strict), and
w0e1w
∗
0 < e2 < w0e3w
∗
0 < p+ q
′ < p+ q.
Moreover,
e2  p+ q − e2. (e 4.127)
It follows that
e1  p+ q − e1. (e 4.128)
Define w = w0 + q
′′. Hence, we have that
‖w − (u+ q)‖ < ǫ/10000, (e 4.129)
p1 = e1 < e2 < e3 < e4 =df p+ q, (e 4.130)
we1w
∗ < e2 < we3w
∗ < p+ q, (e 4.131)
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and there exists a positive c ∈ (p+ q)J(p + q)− (A⊗K) such that
c ⊥ e3 + we3w
∗.
From the above and by Proposition 4.2,
e1 ∼ we1w
∗, e2 − e1 ∼ e2 − we1w
∗,
e3 − e2 ∼ we3w
∗ − e2 and p+ q − e3 ∼ p+ q − we3w
∗.
Recall that e4 =df p + q. Put e0 =df 0. Hence, for j = 1, 2, there is a unitary w2j ∈ (e2j −
e2j−2)J(e2j − e2j−2) such that
w2j(e2j−1 − e2j−2)w
∗
2j = we2j−1w
∗ − e2j−2.
Define
z =df w2 ⊕ w4 and y =df z
∗w,
two unitaries in (p + q)J(p + q). Then w = zy. Clearly, by definition,
(e2j − e2j−2)z = w2j = z(e2j − e2j−2) and
τ(e2 − e0) = τ(e2) ≥ τ(e1) > rτ(p).
Also, since
ze1z
∗ = we1w
∗,
e1 = z
∗we1w
∗z.
In other words,
e1 = ye1y
∗ or e1y = ye1.
Hence,
y = y1 ⊕ y3
where y1 ∈ e1Je1 is a unitary and y3 ∈ (p+ q − e1)J(p + q − e1) is a unitary. Moreover,
τ(e2) > τ(e1) = τ(p1) > rτ(p). (e 4.132)
By (e 4.127) and (e 4.128), there are partial isometries Z1, Z2 ∈ (p+ q)J(p+ q) such that
Z∗i Zi = ei, ZiZ
∗
i =df e
′
i ≤ p+ q − ei, i = 1, 2.
Define a unitary Ui ∈ (p+ q)J(p+ q) by
Ui = Zi + Z
∗
i + (p+ q − ei − e
′
i), i = 1, 2.
We may write
w = zy = (w2 ⊕ U2w
∗
2U
∗
2U2w2U
∗
2w4)(y1 ⊕ U1y
∗
1U
∗
1U1y1U
∗
1 y3). (e 4.133)
(In the above, we are simplifying notation by using “U2w2U
∗
2 ” to denote U2w2U
∗
2 + (p + q −
e2 − e
′
2), a unitary in (p + q − e2)J(p + q − e2). Similarly, we are using “U1y1U
∗
1 ” to denote
U1y1U
∗
1 + (p+ q − e1 − e
′
1).)
Put fi = ei, i = 1, 2. So fi ∈ (p+ q)J(p+ q) \A⊗K are projections.
u1 = U2w2U
∗
2w4 ∈ (p+ q − f2)J(p + q − f2) and v1 = U1y1U
∗
1 y3 ∈ (p+ q − f1)J(p + q − f1).
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Then, by (e 4.133) and (e 4.129), u+ q is connected to
(e2 + u1)(e1 + v1)
via a norm continuous path in U(p + q)J(p + q)). Moreover, we compute that, by (e 4.132),
(e 4.127) and (e 4.128),
τ(p+ q − fi) ≥ τ(ei) > rτ(p), i = 1, 2.
Lemma 4.13. Let p ∈ J \ (A ⊗ K) be a projection and u ∈ pJp be a unitary. Let 1 > r > 0.
Then for every projection q ∈ J \ A ⊗ K with q ⊥ p, there is an integer m ≥ 1 and a (norm-)
continuous path of unitaries {u(t) : t ∈ [0, 1]} in U((p + q)J(p+ q)) such that
u(0) = u+ q, u(1) = ((p+ q − f1) + u1)((p + q − f2) + u2)...((p + q − fm) + um)
where uj ∈ U(fjJfj), τ(p+ q− fj) > rτ(p), and fj ∈ (p+ q)J(p+ q) \A⊗K is a projection,
j = 1, 2, ...,m.
Proof. There is an integer n ≥ 1 such that 1−(1−s)n > r, where s = (3/4)2−10. By Theorem 4.7,
Proposition 4.2 and Proposition 4.4, there are mutually orthogonal projections ql ∈ qJq \A⊗K,
l = 1, 2, ..., n, such that q =
∑n
l=1 ql.
It suffices to prove the following statement:
There are projections
f1, f2, ..., f2k ∈ (p+
k∑
j=1
qj)J(p +
k∑
j=1
qj) \A⊗K, (e 4.134)
unitaries ui ∈ U(fjJfj) such that τ(fj) < τ(
k∑
j=1
qj) + (1− s)
kτ(p), (e 4.135)
j = 1, 2, .., k, and u is connected to
∏2k
j=1((p+q−fj)+uj) by a norm continuous path of unitaries
in (p+ q)J(p + q) for all 1 ≤ k ≤ n.
We prove this by induction on k.
The case k = 1 follows immediately from Lemma 4.12 with q1 in place of q and s in place of
r.
Suppose that we have proven the statement for k. We now prove the statement for k + 1.
Now for 1 ≤ j ≤ k, apply Lemma 4.12 to uj (in place of u), fj (in place of p), s (in place of
r) and qk+1 (in place of q) to get projections fj,l ∈ (fj + qk+1)J(fj + qk+1) \A⊗K (l = 1, 2) and
unitaries uj,l ∈ fj,lJfj,l such that uj + qk+1 is connected to (fj + qk+1 − fj,1 + uj,1)(fj + qk+1 −
fj,2 + uj,2) by a norm continuous path of unitaries in (fj + qk+1)J(fj + qk+1) and
τ(fj + qk+1 − fj,l) > sτ(fj). (e 4.136)
From this and the induction hypothesis, it follows that
τ(fj,l) < τ(fj) + τ(qk+1)− sτ(fj) (e 4.137)
= τ(qk+1) + (1− s)τ(fj) (e 4.138)
<
k+1∑
j=1
τ(qj) + (1− s)
k+1τ(p). (e 4.139)
The statement above holds for k+1 by renaming the fj,ls and uj,ls which completes the induction.
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Lemma 4.14. Let p, q, r, s ∈ J \ A⊗K be projections such that
q, r, s ≤ p
{q, r} ⊥ s (e 4.140)
and τ(q) ≤ τ(s) ≤ τ(r). (e 4.141)
Suppose that u ∈ qJq is a unitary. Then there is a continuous path of unitaries {u(t) : t ∈
[0, 1]} ⊂ pJp such that
u(0) = u+ (p− q) and u(1) = v + (p− r),
where where v ∈ rJr is a unitary.
Proof. Since s ⊥ q and q  s, we may view u+ (p − q) as u+ (p − q) = diag(u, s, p − q − s) =
diag(u, u∗u, p − q − s) (with coordinates in (q, s, p − q − s)) which is norm path connected to
diag(q, u, p − q − s), which has the form w + (p− s) for some unitary w ∈ sJs.
But since s ⊥ r and s  r, w+ (p− s) can be viewed as w+ (p− s) = diag(w, r, p− s− r) =
diag(w,w∗w, p − s − r) (with coordinates in (s, r, p − s − r)) which is norm path connected to
diag(s,w, p − s− r), which has the form v + (p− r) for some unitary v ∈ rJr.
Lemma 4.15. Let p ∈ J \ A ⊗ K be a projection and let q ∈ J \ A ⊗ K be another projection
with p ⊥ q and q  p.
Let u ∈ pJp be a unitary. Then there exists a continuous path of unitaries {u(t) : t ∈
[0, 1]} ⊂ U((p + q)J(p + q)) such that
u(0) = u+ q and u(1) = p+ v, (e 4.142)
where v ∈ U(qJq).
Proof. The result of the lemma follows immediately from Lemma 4.13 and Lemma 4.14.
By Proposition 4.4, Proposition 4.2 and Theorem 4.7, we can decompose q into pairwise orthog-
onal projections
q = q′ ⊕ q′′ ⊕ q′′′
where q′, q′′, q′′′ ∈ J \ (A⊗K) and τ(q′) < τ(q′′) < τ(q′′′), which implies that q′  q′′  q′′′.
By applying Lemma 4.13 and by passing to a unitary which connects with u + q′ by a
continuous path of unitaries in U((p + q)J(p+ q)), without loss of generality, we may write
u+ q′ =
m∏
j=1
((p + q′ − fj) + uj) (e 4.143)
such that uj ∈ U(fjJfj), where fj ≤ p+ q
′ and fj  q
′′, j = 1, 2, ...,m. Note that
fj, q
′′, q′′′ ≤ p+ q, fj ⊥ q
′′, fj ⊥ q
′′′, q′′′ ⊥ q′′ and fj  q
′′  q′′′, j = 1, 2, ...,m.
Thus, by Lemma 4.14, for each j, there is a continuous path of unitaries {wj(t) : t ∈ [0, 1]} ⊂
(p+ q)J(p + q) such that
wj(0) = (p + q
′ + q′′ + q′′′ − fj) + uj and wj(1) = vj + (p+ q
′ + q′′), (e 4.144)
where vj ∈ U(q
′′′Jq′′′), j = 1, 2, ...,m. Define
u(t) =
m∏
j=1
wj(t) for all t ∈ [0, 1].
Then {u(t) : t ∈ [0, 1]} is a continuous path of unitaries in (p+ q)J(p + q). Moreover,
u(0) = u+ q and u(1) = v + p,
where v =
∏m
j=1(vj + q
′ + q′′) ∈ U(qJq).
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5 The main results
Lemma 5.1. Let A be a unital C∗-algebra and B = A⊗K. Then M(B) contains a sequence of
mutually orthogonal projections {pn} each of which is equivalent to the identity 1M(B), pn /∈ B,
n = 1, 2, ..., and
∑
∞
n=1 pn converges strictly to 1M(B).
Proof. This is known. One can have a partition of N into a sequence {In} of mutually disjoint
infinite subsets such that 1 ∈ In and In ∩ {1, 2, ..., n − 1} = ∅. Let {ei,j} be a system of matrix
unit for K. We identify eii with 1A ⊗ eii. Define
pn =
∑
j∈In
ejj .
The convergence is in the strict topology. Let en =
∑n
i=1 eii. Then {en} forms an approximate
identity for B. Note that, by the construction,
pmen = 0 for all m > n.
It follows that
∑n
k=1 pk converges strictly to 1M(B).
The following holds in a much more general situation.
Lemma 5.2. Let A be a unital separable simple Z-stable C*-algebra with unique tracial state
τ , and let B = A⊗K. Let J be the smallest ideal of M(B) which properly contains B.
Then, for any sequence of positive numbers {αn} with αn ≥ αn+1 and
∑∞
n=1 αn <∞, there
exists a sequence of mutually orthogonal projections {qn} ∈ M(B) − B such that qn+1 . qn,
τ(qn) = αn, n = 1, 2, ..., such that
∑∞
n=1 qn converges in the strict topology and p =
∑∞
n=1 qn ∈ J.
Proof. Let {pn} be as in 5.1.
By Proposition 4.4 and since pn ∼ 1M(B), let qn ∈ J−B be such that qn ≤ pn and τ(qn) = αn
for all n ≥ 1. Then
∑
n qn converges strictly to an element of J .
Corollary 5.3. Let A be a unital separable simple Z-stable C*-algebra with unique tracial state
τ , let B = A ⊗ K, let J be the smallest ideal of M(B) which properly contains B, and let
p ∈M(B) be a projection such that τ(p) =∞. Then, for any sequence of positive numbers {αn}
with αn ≥ αn+1 and
∑
∞
n=1 αn < ∞, there exists a sequence of mutually orthogonal projections
{qn} ∈M(B)−B such that qn+1 . qn, τ(qn) = αn, n = 1, 2, ..., such that
∑
∞
n=1 qn converges in
the strict topology to a projection q ∈ J such that q ≤ p.
Proof. This follows from 5.2 and the fact that p ∼ 1M(B).
Lemma 5.4. Let B be a non-unital and σ-unital simple C∗-algebra, J ⊂ M(B) be an ideal
containing B such that J/B is purely infinite and simple and let p ∈ J be a non-zero projection.
Suppose that u ∈ pM(B)p is a unitary such that [u] = 0 in K1(pM(B)p). Then, for any ǫ > 0,
there are two selfadjoint elements H1,H2,∈ pM(B)p and a unitary w ∈ p + pBp such that
‖H1‖ ≤ π, ‖H2‖ < ǫ and
u = w exp(iH1) exp(iH2). (e 5.145)
In particular, w∗u ∈ U0(pM(B)p).
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Proof. Note that pM(B)p/pBp is purely infinite and simple. Let π : pM(B)p → pM(B)p/pBp
be the quotient map. Suppose that u is as in the lemma. Then π(u) ∈ U0(pJp/pBp). Note that
pJp/pBp is a unital purely infinite simple C∗-algebra. It follows from a result of Chris Phillips
([46]) that, for any ǫ > 0, there are selfadjoint elements h1, h2 ∈ pM(B)p/pBp such that
π(u) = exp(ih1) exp(ih2) and ‖h1‖ ≤ π and ‖h2‖ < ǫ. (e 5.146)
There are selfadjoint elements H1,H2 ∈ pM(B)p such that ‖H1‖ ≤ π, ‖H2‖ ≤ ǫ and π(Hj) = hj ,
j = 1, 2. Let uj = exp(iHj), j = 1, 2. Then
w = uu∗2u
∗
1 ∈ p+ pBp. (e 5.147)
It follows that u = w exp(iH1) exp(H2) and w
∗u ∈ U0(pM(B)p).
Lemma 5.5. Let A ∈ A0 be a unital separable simple Z-stable C
∗-algebra with unique tracial
state τ , let B = A ⊗ K and let J ⊂ M(B) be an ideal containing B such that J/B is purely
infinite and simple. Suppose that p ∈ J and u ∈ pM(B)p \ B be a unitary. Then, for any
projection q ∈ J \B and pq = 0 = qp, any ǫ > 0, there is a unitary v ∈ qM(B)q and selfadjoint
elements h1, h2 ∈ (p+ q)M(B)(p + q) and h3 ∈ C(p+ q) + (p + q)B(p+ q) such that
‖h1‖ < ǫ/2, ‖h2‖ ≤ π, ‖h3‖ ≤ 2π, (e 5.148)
‖(u+ v)− (p+ q) exp(ih1) exp(ih2) exp(ih3)‖ < ǫ and (e 5.149)
(u+ v)− (p+ q) exp(ih1) exp(ih2) exp(ih3) ∈ (p + q)B(p+ q). (e 5.150)
Proof. There is, by 4.6 and 4.7, a projection q1 ∈ J \B such that q1 ≤ q and there is a unitary
z ∈ (p + q)M(B)(p+ q) such that
z∗q1z ≤ p.
It follows from Lemma 4.15 that there is a unitary v1 ∈ q1Jq1 such that
u+ v1 + (q − q1) ∈ U0((p+ q)J(p + q)). (e 5.151)
Put P = p + q. It follows from 5.4 that there are selfadjoint elements h1, h2 ∈ PJP with
‖h1‖ < ǫ/2 and ‖h2‖ ≤ π such that
u+ v1 + (q − q1) = exp(ih1) exp(ih2)w,
where w ∈ P +PBP. Since B is simple and has stable rank one, there exists w1 ∈ q+ qBq such
that [w1] = −[w]. Thus w(w1 + p) ∈ U0(P + PBP ). Let
w(w1 + p) =
m∏
k=1
exp(iak),
where ak ∈ (CP + PBP )s.a.. Let π(ak) = αk, k = 1, 2, ...,m. Since w(w1 + p) ∈ P + PBP,∑m
k=1 αk = 2Nπ for some integer N. By replacing ak by ak−αkP, we may assume that π(ak) = 0,
k = 1, 2, ...,m. In other words, ak ∈ PBP, k = 1, 2, ...,m. Choose b ∈ (qBq)s.a. such that
τ(b) =
m∑
k=1
τ(ak). (e 5.152)
Set
v2 = q exp(−ib). (e 5.153)
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Now let v = (v1 + (q − q1))w1v2 Then
u+ v = exp(ih1) exp(ih2)w(w1 + p)(v2 + p).
Note that
w(w1 + p)(v2 + p) = P
m∏
k=1
exp(iak) exp(−ib).
But
τ(−b) +
m∑
k=1
τ(ak) = 0.
It follows that
w(w1 + p)(v2 + p) ∈ CU(CP + PBP ).
By 3.12, there is h3 ∈ PBPs.a. with ‖h3‖ ≤ 2π such that
‖w(w1 + p)(v2 + p)− P exp(ih3)‖ < ǫ.
It follows that
‖(u+ v)− P exp(ih1) exp(ih2) exp(ih3)‖ < ǫ.
Lemma 5.6. Let A be a unital separable simple Z-stable C*-algebra with unique tracial state τ
and let J be the smallest ideal in M(A⊗K) that properly contains A⊗K. Then, for any finite
subset F ⊂ J, any projection e ∈ J and any ǫ > 0, there exists a projection p ∈ J such that
e ≤ p and ‖xp− x‖ < ǫ for all x ∈ F . (e 5.154)
Proof. Let 1/2 > ǫ > 0, finite subset F ⊂ J and a projection e ∈ J be given. We may assume,
without loss of generality, that ‖x‖ ≤ 1 for all x ∈ F . Let {eα} be an approximate identity for
J. There exists α such that
‖xeα − x‖ < ǫ/64 and ‖eeα − e‖ < ǫ/64. (e 5.155)
We may assume that ‖eα‖ > 1/2. Put b = (eα − ǫ/64)+. Let
fǫ/65,ǫ/64(t) =df


1 t ∈ [ǫ/64, 1]
0 t ∈ [0, ǫ/65]
linear on [ǫ/65, ǫ/64].
Since eα ∈ J , 1M(A⊗K) − fǫ/65,ǫ/64(eα) is a full element of M(A ⊗ K), and dτ (1M(A⊗K) −
fǫ/65,ǫ/64(eα)) =∞. Hence, by Theorem 4.7, there is a positive element c /∈ A⊗K, c ⊥ b. Recall
also, by 2.8, that dτ (b) < ∞. It follows from Lemma 4.10 (with p = 1M(A⊗K)) that there is a
projection q ∈ J such that
‖bq − b‖ < ǫ/64. (e 5.156)
Therefore
‖eαq − eα‖ < ǫ/64 + ‖bq − b‖+ ǫ/64 < 3ǫ/64. (e 5.157)
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We estimate that
‖xq − x‖ < ‖xeαq − xq‖+ ‖xeαq − xeα‖+ ‖xeα − x‖ (e 5.158)
< ǫ/64 + 3ǫ/64 + ǫ/64 = 5ǫ/64 and (e 5.159)
‖eq − e‖ < 5ǫ/64. (e 5.160)
There exists a unitary u ∈ M(A ⊗ K) such that ‖u − 1‖ < 10ǫ/64 such that u∗qu ≥ e. Let
p = u∗qu.
Theorem 5.7. Let A ∈ A0 be a unital separable simple Z-stable C*-algebra with unique tracial
state τ and let J be the smallest ideal in M(A⊗K) that properly contains A⊗K.
Then K1(J) = 0. In fact, for any u ∈ J˜ ,
cel(u) ≤ 7π.
Proof. Let u ∈ Mn(J˜). Let Π : Mn(J˜) → Mn be the quotient map. Let z ∈ Mn such that
Π(u) = z. Identify z with the scalar matrix in Mn(J˜) and put v = uz
∗. Then v ∈ M˜n(J).
Moreover, Π(v) = 1. Since Mn(J) ∼= J, without loss of generality, we may assume that u ∈ 1+J
but we need to show that cel(u) ≤ 6π.
Let ǫ > 0. By applying 5.6, we may assume that there is a projection P ∈ J such that
u = (1− P ) + u0,
where u0 ∈ PJP is a unitary.
Note that τ(1−P ) =∞. Then, by applying 5.3, one obtains a sequence of mutually orthog-
onal nonzero projections {qn} in J −A⊗K such that
∑∞
n=1 qn converges in the strict topology
and
∑∞
n=1 qn ∈ (1 − P )J(1 − P ). By 5.5, putting P = q0, there are a sequence of unitaries,
un ∈ qnJqn and sequences of selfadjoint elements {h
2n−1
j } ⊂ (q2n−1 + q2n)J(q2n−1 + q2n) and
{h
(2n)
j } ⊂ (q2n + q2n+1)J(q2n + q2n+1) such that
‖h
(n)
1 ‖ ≤ π, ‖h
(n)
2 ‖ ≤ 2π, (e 5.161)
‖(u2n−1 + u2n)− exp(ih
(n)
1 ) exp(ih
(n)
2 )‖ < ǫ/2
n and (e 5.162)
‖(u2n + u2n+1)− exp(ih
2n
1 ) exp(ih
(2n)
2 )‖ < ǫ/2
n, (e 5.163)
n = 0, 1, 2, .... Since
∑∞
n=1 qn converges in the strict topology and by (e 5.161), so do
∑∞
n=0 un,∑∞
n=1 un,
∑∞
n=0 h
(n)
1 ,
∑∞
n=1 h
(n)
1 ,
∑∞
n=0 h
(n)
2 and
∑∞
n=1 h
(n)
2 . Define
U0 =
∞∑
n=0
un, U1 =
∞∑
n=1
un (e 5.164)
H0,1 =
∞∑
n=0
h
(n)
1 , H0,2 =
∞∑
n=0
h
(n)
2 (e 5.165)
H1,1 =
∞∑
n=1
h
(n)
1 and H1,2 =
∞∑
n=1
h
(n)
2 . (e 5.166)
Then
U0 = u0 + U1, (e 5.167)
‖U1 − exp(iH1,1) exp(iH1,2)‖ < ǫ (e 5.168)
‖U0 − exp(iH0,1) exp(iH02)‖ < ǫ (e 5.169)
‖H0,1‖ ≤ π and ‖H0,2‖ ≤ 2π. (e 5.170)
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It follows from (e 5.168) that [U1] = 0 in K1(J˜). Then, by (e 5.169) that [u0] = 0 in K1(J˜). It
follows that [u] = 0 in K1(J˜). Since u is arbitrarily chosen, we conclude that
K1(J˜) = 0.
Moreover, by (e 5.168), (e 5.169) and (e 5.170), one computes that
cel(u) ≤ 3π + 3π = 6π.
So in general,
cel(u) ≤ 7π.
Theorem 5.8. Let A ∈ A0 be a unital separable simple Z-stable C*-algebra with unique tracial
state. Then M(A⊗K)/(A ⊗K) has real rank zero.
Proof. Let B =df A⊗K, and let π :M(B)→M(B)/B be the natural quotient map. Let J be
the smallest ideal in M(B) which properly contains B. Consider the six-term exact sequence:
(e 5.171)
K0(J) → K0(M(B)) → K0(M(B)/J)
↑ ↓
K1(M(B)/J) ← K1(M(B)) ← K1(J)
From Theorem 5.7, K1(J) = 0. The above six-term exact sequence implies that the map
K0(M(B)) → K0(M(B)/J) is surjective. But it is also known that K0(M(B)) = 0 ([4]
Proposition 12.2.1; see [41]) Hence, K0(M(B)/J) = 0. Since M(B)/J ∼= π(M(B))/π(J),
K0(π(M(B))/π(J)) = 0. Therefore the map K0(π(M(B))) → K0(π(M(B))/π(J)) is surjec-
tive.
Since both π(J) and π(M(B))/π(J) are simple purely infinite (this is well-known; an explicit
reference can be found in [21]; it also follows immediately from [30] Theorem 3.5 and the defini-
tion of J in [24] 2.2, Remark 2.9 and Lemma 2.1; see also [55] Theorem 2.2 and its proof), both
π(J) and π(M(B))/π(J) have real rank zero. It follows from [6] Theorem 3.14 and Proposition
3.15 that π(M(B)) has real rank zero.
Theorem 5.9. M(Z ⊗K)/(Z ⊗K) has real rank zero.
Remark 5.10. We note that Theorem 5.8 includes many other C*-algebras (see [37])– including
crossed products coming from uniquely ergodic minimal homeomorphisms on a compact metric
space with finite topological dimension (e.g., see [53], [8].)
Finally, we end the paper with some K-theory computations that follow immediately from
our work.
Corollary 5.11. Let π :M(Z⊗K)→M(Z⊗K)/(Z ⊗K) = Q(Z) be the natural quotient map.
Let J be the unique smallest ideal of M(Z ⊗K) which properly contains Z ⊗K.
Then we have the following: K0(J) = R, K1(J) = 0, K0(π(J)) = R/Z ∼= T, K1(π(J)) = 0,
K0(Q(Z)/π(J)) = 0 and K1(Q(Z)/π(J)) = R.
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Proof. Let B =df Z ⊗K.
That K0(J) = R follows immediately from Proposition 4.2 and Proposition 4.4.
That K1(J) = 0 follows immediately from Theorem 5.7.
That K0(Q(Z)/π(J)) = 0 was computed in the proof of Theorem 5.8.
Hence, the six-term exact sequence (e 5.171) from Theorem 5.8 thus becomes the following
six-term exact sequence:
R → 0 → 0
↑ ↓
K1(M(B)/J) ← 0 ← 0
Hence, K1(Q(Z)/π(J)) = K1(M(B)/J) = R.
Next, the exact sequence
0→ B → J → J/B → 0
results in the six term exact sequence
K0(B) → K0(J) → K0(J/B)
↑ ↓
K1(J/B) ← K1(J) ← K1(B)
which, by the above results, becomes
Z → R → K0(J/B)
↑ ↓
K1(J/B) ← 0 ← 0
Since the map Z→ R is the natural inclusion, K1(π(J)) = 0 and K0(π(J)) = R/Z ∼= T.
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