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Introduction
Développées à l’origine dans le cadre d’applications bas débit de télémétrie, de
contrôle d’infrastructure ou encore de mesure de consommation, les communications
par courant porteur en ligne (CPL) connaissent depuis peu un regain d’intérêt manifeste
au sein de la communauté scientifique. Les avancées importantes réalisées ces dernières
années sur les techniques de modulation et de traitement du signal permettent en effet
d’envisager aujourd’hui l’utilisation du réseau des lignes d’énergie pour le développement
de réseaux domestiques et l’acheminement de données multimédia à haut débit. La de-
mande de services sur le réseau CPL est en forte croissance du fait, entre autres, de sa
potentialité améliorée, des hauts débits supportés, de la facilité de connexion entre les
équipements et de leur faible coût de déploiement en comparaison avec les technologies
sans fils comme le WIFI. Ce type de réseau supporte plusieurs trafics non homogènes et
satisfait plusieurs contraintes de qualité de service. Dans ce contexte, une gestion efficace
des ressources radios, par l’intermédiaire de stratégies d’allocations, s’avère indispensable
pour mieux exploiter l’ensemble des ressources disponibles sur l’interface radio des ré-
seaux CPL. Ces stratégies consistent à définir des règles de partage des ressources dans le
but d’optimiser les débits d’utilisation et de satisfaire les multiples contraintes de qualité
de service.
Le canal de propagation CPL est cependant peu favorable à la transmission de don-
nées à haut débit puisqu’il n’a, à l’origine, pas été conçu dans ce but. Des campagnes
de mesures ont permis de caractériser les principales composantes du canal de transmis-
sion CPL, à savoir la réponse du canal qui rend compte des phénomènes qui viennent
modifier la forme des ondes émises, ainsi que les brouilleurs qui viennent s’ajouter au
signal reçu et dont l’origine peut être multiple [1]. Afin d’exploiter ce canal difficile, des
techniques de transmission efficaces et robustes doivent alors être utilisées, parmi les-
quelles on trouve naturellement les modulations à porteuses multiples. La modulation
à porteuses multiples réduit la sensibilité du système à la sélectivité du canal de trans-
mission, en divisant le canal en une collection de sous-canaux non sélectifs en fréquences
et à occupation spectrale minimale. Pour améliorer les performances du système, nous
proposons pour la transmission des données d’utiliser une forme d’onde combinant la
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technique de précodage linéaire aux modulations à porteuses multiples de type OFDM
et conduisant à la solution LP-OFDM (linear precoded OFDM ). Sous l’hypothèse d’une
connaissance parfaite de la réponse du canal, cette combinaison permet une exploitation
plus efficace de la puissance disponible [3]. Les débits de transmission sont alors aug-
mentés en adaptant les ordres de modulation, les niveaux de puissance et la répartition
des ressources temps-fréquences aux conditions des liens de transmission.
Les travaux de cette thèse visent à étudier et à optimiser les stratégies d’allocation des
ressources temps-fréquences, pour un ou plusieurs utilisateurs, en vue de la maximisation
des débits. Les ressources mises en jeu sont les intervalles de temps de transmission, les
sous-canaux du système à porteuses multiples ou les séquences de précodage du système
LP-OFDM, ainsi que les bits et puissances attribués à ces sous-canaux, ou séquences.
L’étude de méthodes d’allocation des ressources, principalement dans un contexte mono-
utilisateur en CPL, a fait l’objet de précédents travaux de thèses [3,4]. Ce présent travail
propose de nouveaux algorithmes d’allocation des ressources à la fois pour le contexte
mono et multi-utilisateur. L’étude a été menée au sein du groupe « Communications-
Propagation-Radar » de l’Institut d’électronique et de télécommunications de Rennes
(IETR) et s’inscrit dans le cadre du projet européen OMEGA (home gigabit access).
Ce projet, regroupant 24 partenaires européens industriels, opérateurs de télécommu-
nications et universitaires, vise à développer un réseau domestique à très haut débit.
Ce réseau sera capable de fournir des services très hauts débits à la vitesse du gigabit
par seconde à travers des technologies de communications hétérogènes, y compris les
technologies filaires et sans fils [5].
Les études menées dans cette thèse peuvent être regroupées en trois grandes par-
ties. La première partie est consacrée au problème de maximisation du débit dans un
contexte mono-utilisateur et sert de base pour le contexte multi-utilisateur. L’objectif est
de trouver des techniques permettant d’accroître les débits transmissibles sur le support
en vue d’un éventuel partage entre plusieurs utilisateurs. Ainsi, un nouvel algorithme
d’allocation des ressources pour le système LP-OFDM avec une mise en œuvre de l’éga-
lisation suivant le critère de l’erreur quadratique moyenne est proposé, ce qui constitue
une première contribution originale. En effet, les travaux antérieurs sur l’allocation des
ressources pour le système LP-OFDM utilisent le critère de distorsion crête à l’égali-
sation. Il est connu que le critère de l’erreur quadratique moyenne offre de meilleures
performances que le critère de distorsion crête [6]. Nous mettrons en évidence le gain
en débit apporté par l’utilisation d’un critère d’erreur quadratique moyenne. De plus,
deux autres nouveaux algorithmes d’adaptation des ordres de modulation et des niveaux
de puissance, de faible complexité, sont proposés pour maximiser le débit total tout en
respectant une contrainte de taux d’erreur binaire (TEB). Les procédures d’optimisation
des débits utilisent généralement la contrainte classique du taux d’erreur symbole (TES).
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Le premier algorithme résout le problème d’allocation des ressources sous la contrainte
d’un TEB crête pour le système LP-OFDM, à savoir que le TEB cible est fixé pour
chaque sous-porteuse et toutes les sous-porteuses doivent respecter la valeur de TEB
donnée. Le second algorithme vise à maximiser le débit des systèmes OFDM sous la
contrainte d’un TEB moyen sur l’ensemble du symbole OFDM. Nous verrons que le
passage d’une contrainte de TES crête à une contrainte de TEB crête ou TEB moyen
permet d’augmenter le débit des systèmes à porteuses multiples, qu’ils soient OFDM ou
LP-OFDM.
La seconde partie concerne l’optimisation de la couche physique des communications
CPL dans un contexte multicast. Nous proposons un système LP-OFDM qui permet
de mieux exploiter la diversité des liens de transmission pour augmenter les débits des
utilisateurs, ce qui constitue la seconde contribution originale de cette thèse. Ce système
est analysé dans les contextes multicast monodébit (dans le cas où tous les utilisateurs
reçoivent le même débit) et multidébit (dans le cas où les utilisateurs reçoivent des débits
différents). Comparées aux méthodes d’allocation des ressources pour le système OFDM
multicast, nous verrons que les solutions retenues permettent d’améliorer grandement les
débits du système, et nous mettrons en évidence l’apport de la composante de précodage
linéaire.
Enfin, dans la dernière partie, la possibilité pour plusieurs utilisateurs de transmettre
simultanément des données dans un réseau CPL est analysée. Les systèmes actuels CPL
sont caractérisés par des procédés d’accès multiple où les différents utilisateurs trans-
mettent leurs signaux dans des intervalles de temps distincts [7]. De nouveaux algo-
rithmes d’allocation des ressources sont alors proposés et analysés pour des communica-
tions simultanées sur le même support physique dans le réseau, dans un contexte cen-
tralisé ou décentralisé. Dans un premier temps, nous proposons une nouvelle technique
d’accès multiple LP-OFDMA combinant la technique de précodage linéaire et l’OFDMA
(orthogonal frequency division multiple access). Les résultats obtenus mettent à nouveau
en évidence l’intérêt de la solution LP-OFDM. Dans un second temps, nous étudions
une modélisation, sous forme de jeu non coopératif, du problème de minimisation des
puissances de transmission sous contrainte de débits minimaux. Les développements
analytiques, dans le cas simple de deux utilisateurs, ont permis d’obtenir des condi-
tions suffisantes qui garantissent l’existence et l’unicité d’un équilibre de Nash. Sous ces
conditions d’existence d’un équilibre, les différents utilisateurs peuvent communiquer
simultanément sur le support sans perte de données.
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Chapitre 1
Le réseau électrique pour la
transmission de données
Ce premier chapitre a pour but de présenter le contexte de l’étude et se décompose
pour cela en deux parties complémentaires. La première décrit la technologie courant
porteur en ligne (CPL), son origine et son cadre de déploiement. Ainsi, après quelques
informations historiques, nous nous attardons sur la description de la technologie CPL.
Les aspects normatifs concernant notamment les problèmes de compatibilité électroma-
gnétique sont ensuite abordés : il s’agit là d’un point crucial du développement de la
technologie CPL. Un survol des systèmes définis par différents consortiums est ensuite
proposé. La seconde partie traite de la caractérisation du canal de propagation. Nous
mettrons en évidence les caractéristiques des canaux CPL qui sont par la suite utiles au
dimensionnement du système. Les réponses impulsionnelles utilisées en simulation sont
également introduites. Pour clore ce chapitre, une description du contexte de bruit des
lignes électriques est enfin effectuée.
1.1 Un peu d’histoire
À l’origine, le réseau électrique a été conçu pour le transport et la distribution de
l’énergie électrique. Toutefois, l’idée d’utiliser les lignes électriques à des fins de com-
munication n’est pas si nouveau. En effet, au début du XXe siècle déjà, les premiers
systèmes CPL virent le jour aux États-Unis dans le cadre d’applications de télémétrie
et de télécontrôle. Ainsi, les fournisseurs d’énergie pouvaient effectuer le contrôle et la
maintenance des infrastructures, et la mesure de consommation. Dans les années 1980,
la technologie CPL s’est peu à peu ouverte au grand public par la voie de la domotique.
Différents industriels commercialisaient alors des modules CPL permettant de piloter
tout type d’appareil électrique à l’intérieur d’un bâtiment ou d’une maison individuelle.
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Ces systèmes permettaient de faire communiquer différents appareils en réseau sans avoir
à rajouter de liens physiques. Les applications domestiques les plus courantes sont l’al-
lumage de lampes, le réglage d’un système de chauffage ou encore la surveillance de
locaux. La technologie CPL a aujourd’hui dépassé le cadre d’applications bas débit et
sert à l’acheminement de données (Internet, vidéos, données, audio) à haut débit. En
effet, devant l’explosion de la demande en connexions Internet privées, combinée au fort
potentiel du marché des télécommunications, les CPL connaissent depuis peu un regain
d’intérêt manifeste au sein de la communauté scientifique et auprès des industriels du
secteur des télécommunications. Le principal atout de la technologie CPL, mis en avant
par le plus grand nombre, réside dans la densité et l’omniprésence de l’infrastructure
électrique. Le réseau de distribution électrique est non seulement présent à l’extérieur
et à l’intérieur des bâtiments suivant un maillage extrêmement riche, mais il est en vé-
rité bien plus répandu sur l’ensemble du globe que le réseau des lignes téléphoniques.
Lorsque l’on sait que la réduction des coûts de déploiement est un facteur clef dans
la réalisation de nouveaux réseaux de communications, il n’est alors pas étonnant que
l’on s’intéresse à la technologie CPL aujourd’hui. Pourtant, en raison de l’hostilité du
milieu de propagation a priori non adapté à la transmission de données, les industriels
ont longtemps boudé la technologie CPL. Il a fallu plusieurs années avant que les re-
cherches dans les domaines des communications numériques et du traitement du signal
permettent d’obtenir des résultats satisfaisants en terme de débit et de robustesse des
systèmes de communication.
1.2 La technologie CPL
La technologie CPL consiste à exploiter le réseau de distribution de l’énergie élec-
trique pour véhiculer des signaux de communications. Lors de la mise en place d’une
transmission par courant porteur, on cherche donc à faire cohabiter sur la grille de
distribution d’énergie des ondes courtes à hautes fréquences (HF) avec les signaux élec-
triques de fréquence égale à 50 ou 60 Hz selon les pays. Nous verrons que les signaux
de communication CPL empruntent des bandes de fréquences pouvant s’étendre jusqu’à
100 MHz. La superposition est obtenue par une opération de couplage inductif ou ca-
pacitif qui permet le transfert de l’information sur les lignes d’énergie [8]. Le coupleur
doit assurer une séparation galvanique optimale entre les lignes électriques et les appa-
reils de communications, et agit en réception comme un filtre passe-haut afin d’ extraire
les signaux d’information aux signaux de puissance. Le principe du couplage et de la
superposition de ces signaux est représenté sur la figure 1.1. On y retrouve aussi les
principaux éléments présents chez l’abonné d’un réseau CPL : le coupleur, le modem, et
les appareils connectés au réseau tels que l’ordinateur, la télévision, le téléphone, etc.
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Figure 1.1 – Principe de couplage du modem CPL sur le réseau électrique.
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Figure 1.2 – Structure de la boucle locale électrique.
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Le réseau électrique global est structuré en trois sous-réseaux que l’on identifie clas-
siquement à partir du voltage correspondant : haute tension (HT), moyenne tension
(MT) et basse tension (BT). En considérant le réseau électrique comme un système de
communication, deux aspects de la technologie CPL sont à distinguer. La partie du ré-
seau composée des lignes extérieures est appelée réseau d’accès (outdoor), et la partie
correspondant aux installations privées est appelée réseau résidentiel (indoor 1). Une re-
présentation schématique de cette nouvelle boucle locale est donnée figure 1.2. Le réseau
outdoor est connecté à l’épine dorsale du réseau de télécommunications par l’intermé-
diaire d’un coupleur et d’une station de base placés au pied du transformateur MT/BT.
Il s’agit pour la station de base de coupler une arrivée Internet haut débit (obtenue par
une arrivée satellite ou fibre optique au niveau du transformateur MT/BT) au réseau
électrique local. Ainsi, tous les utilisateurs desservis par ce transformateur peuvent bé-
néficier de cet accès haut débit via le réseau électrique. Le réseau indoor part du principe
qu’une connexion haut débit existe déjà dans l’habitation, elle peut avoir été amenée par
le câble, la fibre optique, les ondes ou même le CPL outdoor. Un modem CPL permet
alors de convertir les données reçues de la connexion haut débit sous une forme adaptée
à leur transmission sur les lignes d’énergie. Ces données seront alors accessibles par les
autres équipements (ordinateur, TV, imprimante, etc)˙ connectés aussi au réseau élec-
trique via un modem CPL. Il faut noter qu’avec l’essor des services d’automatisation,
non seulement pour leur application dans le secteur industriel et commercial, et dans
les grands bâtiments, mais aussi pour leur application dans les ménages privés, le réseau
CPL indoor est une solution raisonnable pour la réalisation de réseaux avec un grand
nombre de terminaux. En effet, les systèmes fournissant les services d’automatisation
tels que la surveillance, la sécurité, la commande de chauffage, le contrôle automatique
de la lumière, doivent connecter un grand nombre de terminaux tels que les capteurs,
les caméras, les moteurs électriques, l’éclairage, etc.
1.3 Organismes de réglementations et consortiums
L’un des rôles des consortiums et des organismes de régulations est de définir des
règles qui peuvent être acceptées par les différents acteurs (opérateurs, fournisseurs de
services Internet, les équipementiers et les intégrateurs réseaux) concernés par l’utili-
sation possible des réseaux et des équipements CPL. Comme la capacité dépend de
la largeur de bande et du niveau de puissance du signal, ces 2 paramètres sont d’une
importance primordiale.
1. Les termes anglophones sont ici d’usage plus que courant, c’est pourquoi nous les utiliserons dans
la suite du document.
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1.3.1 Compatibilité électromagnétique
Rappelons tout d’abord que les lignes électriques n’ont pas été conçues pour autre
chose que de transporter l’énergie électrique avec le moins de pertes possible aux fré-
quences de 50 ou 60 Hz selon les pays. Utiliser ces lignes pour mettre en place des
communications CPL signifie qu’elles devront transmettre des signaux à des fréquences
allant de quelques kilohertz à plusieurs dizaines de mégahertz. De plus, ces lignes se com-
portent comme des antennes donnant naissance à un champ électromagnétique qui vient
perturber l’environnement. Le champ induit par les lignes agit comme un perturbateur
du point de vue des autres systèmes de communication et son niveau doit être limité
à un certain seuil pour des raisons de compatibilité électromagnétique (CEM), afin de
ne pas entraver leur bon fonctionnement. Inversement, les contraintes imposées par la
CEM doivent aussi permettre aux équipements CPL de fonctionner correctement sous
l’influence de la pollution électromagnétique environnante.Tous ces aspects sont pris en
compte par les organismes de régulation pour définir les normes.
1.3.2 Organismes de normalisations
1.3.2.1 CEI / CISPR
Le CISPR (Comité international spécial des perturbations radioélectriques) est res-
ponsable de l’élaboration et de la mise à jour de plusieurs normes internationales sur la
CEM (émission et immunité) pour les grandes familles de produits électriques ou élec-
troniques dont le but principal est la protection des services radio dans la gamme de
fréquences de 9 kHz à 400 GHz. Le CISPR est divisé en plusieurs sous-comités dont le
sous-comité « CISPR/I » qui est en charge du développement des méthodes de mesure
et de l’établissement des limites d’émission pour les équipements des technologies de
l’information. Les équipements CPL sont soumis aux prescriptions de la norme CEM
CISPR 22. Un projet de normalisation sur les limites d’émission et la méthode de me-
sure pour les équipements de télécommunication à large bande sur lignes électriques
dans la bande de fréquences de 150 kHz à 30 MHz propose les limites données dans le
tableau 1.1. Les limites de rayonnement et la méthode de mesure dans la gamme de fré-
quences supérieures à 30 MHz restent inchangées et ne sont par conséquent pas prises en
compte dans ce projet de normalisation. Ces limites sont rappelées dans le tableau 1.2.
1.3.2.2 CENELEC
Le CENELEC (Comité européen de normalisation électrique) est l’organisation euro-
péenne chargée de la normalisation électrique et électronique. Pour améliorer l’efficacité
de nombreuses normes qui sont maintenant définies au niveau international, le CENE-
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Table 1.1 – Limites pour les perturbations conduites dans les ports CPL (fonction de
télécommunication inactive) [2].
Bande de fréquences (MHz) Limites (dB (µV ))
Quasi-crête Moyenne
1,605 – 5 56 46
5 – 30 60 – 56 50
Table 1.2 – Limites des perturbations rayonnées à une distance de 10 mètres [2].
Bande de fréquences (MHz) Limites quasi-crête(dB (µV ))
30 – 230 30
230 – 1000 37
LEC travaille en étroite collaboration avec la Commission électrotechnique internationale
(CEI) et le CISPR. Il existe plusieurs commissions dont la commission SC 205 A qui
est en charge d’établir des normes harmonisées pour les systèmes de communications
utilisant les lignes d’énergie basse tension ou le câblage des bâtiments comme moyen de
transmission dans la bande de 3 kHz à 30 MHz. Cette tâche comprend aussi l’attribution
des bandes de fréquences pour la transmission des signaux. Plusieurs groupes de travail
sont rattachés à cette commission pour définir les exigences et les normes pour l’utili-
sation du CPL en respect des normes déjà existantes. Ces travaux portent sur, entre
autres, les exigences d’immunité et les limites d’émission.
1.3.2.3 FCC partie 15
La FCC (Federal communications commission) est la principale agence gouverne-
mentale américaine chargée de la planification des fréquences. La partie 15 de la FCC
est un essai de norme commune pour la plupart des équipements électroniques. Cette
partie couvre les caractéristiques techniques, les exigences administratives et d’autres
conditions relatives à la commercialisation d’appareils relevant de ladite partie. Selon le
type d’équipements, la vérification, la déclaration de conformité, ou la certification est
le processus mis en place dans la partie 15 de la FCC [9].
Cette partie couvre aussi le CPL indoor. Les règles actuelles de la FCC exigent que
les systèmes à courant porteur (y compris le CPL) doivent respecter les limites générales
de rayonnement d’une émission intentionnelle. Un émetteur intentionnel est celui qui
transmet un signal radio dans le cadre de son fonctionnement normal. En dessous de
30 MHz de fréquence, les systèmes CPL sont limités à une intensité de champ rayonné
de 30 µV par mètre mesurée à 30 mètres de la source du signal. Par contre, au delà des
30 MHz, les systèmes CPL sont limités à une intensité de champ rayonné de 100 µV par
mètre mesurée à 3 mètres de la source du signal. Dans la plupart des cas, la source sera
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Table 1.3 – comparaison des principaux paramètres des spécifications de produits CPL
existants.
CEPCA Homeplug UPA
Modulation wavelet OFDM windowed OFDM windowed OFDM
Channel coding RS-CC, LDPC
Parallel-concatenated
TCC
RS + 4D-TCM
concatenation
Mapping PAM 2–32
QAM 2, 4, 8, 16, 64, 256,
1024
ADPSK 2–1024
FFT/FB size
512 (extendable to
2048)
3072 NC
Max number of
carriers
NC 1536 1536
Sample frequency 62,5 MHz 75 MHz NC
Frequency band 4–28 MHz
2–28 MHz
(2–28 MHz optional)
0–30 MHz
(0–20 MHz optional)
PHY Rate 190 Mbps 200 Mbps 200 Mbps
Power Spectral
Density
NC -56 dBm/Hz -56 dBm/Hz
Media Access
Method
TDMA-CSMA/CA TDMA-CSMA/CA ADTDM
MAX number of
nodes
64 NC 64
le câblage électrique à l’intérieur d’un bâtiment ou les lignes électriques qui passent à
proximité des résidences et des entreprises aux État-Unis [10].
1.3.3 Les consortiums
Les industriels du CPL se sont regroupés dans des consortiums pour accompagner
les travaux de normalisation. Ces consortiums leur permettent également de mettre
en commun leurs points de vues, leurs intérêts et de proposer leurs propres normes.
Parmi ces consortiums, ceux qui proposent des produits sur le marché sont Homeplug,
UPA et CEPCA. Le tableau 1.3 regroupe les principales différences entre les produits
de CEPCA (Panasonic), de Homeplug et de l’UPA. On peut voir que ces consortiums
utilisent deux types de modulations multiporteuses : Homeplug et UPA utilisent l’OFDM
(orthogonal frequency division multiplex) fenêtré (windowed OFDM) et CEPCA utilise
l’OFDM basée sur une transformation en ondelettes. On note une différence majeure
dans les techniques de codage de canal. Les trois solutions s’appuient sur des techniques
d’accès multiple de type TDM (time division multiplex), offrant des débits maximums
comparables de l’ordre de 200 Mb/s.
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1.3.3.1 Alliance Homeplug
L’alliance internationale Homeplug, créée en mars 2000 et qui compte aujourd’hui
plus de 75 membres, travaille à créer des programmes de spécifications et de certifi-
cation pour une utilisation fiable du réseau CPL [11]. L’alliance accélère la demande
d’autorisation de mise sur le marché de ses produits et services Homeplug dans le monde
entier grâce à des programmes de parrainage et de formation sur le marché. L’alliance a
créé plusieurs spécifications pour les normes CPL comme HomePlug 1.0, HomePlug AV
(HPAV) et HomePlug BPL.
1.3.3.2 UPA
L’UPA (Universal powerline association), fondée en 2004 pour intégrer le CPL dans
le paysage des télécommunications, est une organisation internationale travaillant en
collaboration avec le projet de recherche européen OPERA. L’UPA favorise le dévelop-
pement de modules DS2 et a créé la norme DHS (digital home standard), dont le but est
de fournir une spécification complète pour les fournisseurs de composants électroniques
en vue de la conception de circuits intégrés pour la voix, la vidéo et la distribution de
données sur les lignes électriques [12].
1.3.3.3 CEPCA
La CEPCA (Consumers electronics powerline communication alliance) est une autre
alliance qui veut promouvoir le CPL. Ses quatorze membres sont principalement des
fabricants japonais (Sony, Mitsubishi, Panasonic, etc.). L’objectif de la CEPCA est de
permettre aux différents systèmes CPL de coexister. Panasonic fait la promotion du
module HD-PLC (high definition powerline communication), qui utilise une modulation
OFDM combinée avec les ondelettes, et un filtre coupe-bande programmable qui empêche
les interférences avec d’autres communications radios telles que les radios amateurs.
1.4 Projet OMEGA
Le développement des réseaux locaux domestiques capables de fournir des services
très hauts débits à la vitesse du gigabit est un élément clé dans la vision qu’a l’Union
européenne de l’Internet du futur. Les consommateurs exigeront des réseaux domestiques
devant être simples à installer, sans aucun ajout de nouveaux câbles, et assez faciles à
utiliser afin que les services de communication en cours d’exécution sur le réseau soit
« juste un autre utilitaire », comme, par exemple, l’électricité, l’eau et le gaz le sont
aujourd’hui [5]. Le projet OMEGA vise à combler le fossé entre le réseau domestique
et le réseau d’accès, pourvoyant ainsi une connectivité au gibabit par seconde (Gb/s).
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Figure 1.3 – Réseau domestique à très haut débit – OMEGA
OMEGA est un projet intégré co-financé par la Commission européenne dans le cadre du
programme de ICT FP7, prévu pour une durée de 3 ans de janvier 2008 à décembre 2010.
Le consortium pluridisciplinaire est constitué de 20 partenaires européens industriels,
opérateurs de télécommunications et universitaires.
1.4.1 Objectifs
L’objectif principal du projet OMEGA est d’assurer une capacité de 1 Gb/s et une
faible latence du réseau domestique vers le réseau d’accès et vice versa permettant ainsi
l’accès et le développement de services nouveaux et innovants. Ce réseau local devra
permettre des communications à très haut débit via différents systèmes de communica-
tion, incluant les technologies filaires (CPL) et sans fil (ultra large bande (ULB), WIFI,
systèmes optiques, technologie 60 GHz). La figure 1.3 présente une vision de OMEGA
du réseau domestique à très haut débit. Les données en provenance des réseaux d’accès
(ADSL, fibre optique, réseau mobile) entrent dans la maison et sont acheminées par la
passerelle domestique. La passerelle à son tour est reliée aux équipements OMEGA, qui
peuvent supporter des communications à la vitesse de 1 Gb/s par l’utilisation des tech-
nologies 60 GHz ou optiques sans fil en ligne de visée (LOS, ligne of sight). La passerelle
peut alors utiliser les communications par CPL à très haut débit pour se connecter aux
équipements OMEGA. Les communications dans la maison sont assurées par la techno-
logie ULB et la diffusion par l’utilisation des communications en lumière visible (VLC,
visible-light communications) [13].
Une nouvelle couche MAC (appelée couche inter-MAC) assure l’interopérabilité de
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ces différentes technologies afin de fournir les services et la connectivité à un certain
nombre d’équipements auxquels l’utilisateur souhaite se connecter et ce de n’importe
quelle pièce du domicile. Cette couche gère tous les aspects du réseau domestique OMEGA,
y compris la qualité de service, l’équilibrage des charges, l’intra et l’inter-transfert de
technologies et assure également aux différents terminaux la meilleure connexion pos-
sible. OMEGA ouvre ainsi la voie à une approche entièrement nouvelle puisque ce sont
les premiers travaux de recherche sur la convergence de ces diverses technologies sans fil
et filaires dans des applications exigeant du très haut débit dans le réseau domestique.
Le projet OMEGA est divisé en 8 groupes de travail afin d’atteindre les objectifs
attendus. Les travaux de cette thèse ont été menés dans le cadre du groupe de travail 3
concernant la technologie CPL.
1.4.2 CPL OMEGA
La technologie CPL bénéficie de l’avantage de la disponibilité du réseau électrique
pour les communications robustes à haut débit et remplit facilement un des principaux
critères du projet OMEGA qui est désigné par la périphrase « sans aucun ajout de nou-
veaux câbles ». Dans un contexte où les services nécessitent des communications à très
haut débit, un seul point d’accès dans le réseau domestique s’avère être insuffisant et le
CPL a cette capacité de connecter différents segments du réseau envisagé. Par contre,
cette technologie doit être considérablement améliorée pour fournir de tels services à très
haut débit et être intégrée dans un tel réseau domestique. Les équipements CPL actuels
offrent des débits théoriques de l’ordre de 200 Mb/s. L’objectif principal du groupe de
travail sur le CPL est d’étudier et d’implémenter une solution CPL capable de fournir
des services à la vitesse du gigabit par seconde. Pour atteindre cet objectif, la possibilité
d’augmenter la bande passante jusqu’à 100 MHz est étudiée. Il faut rappeler que les équi-
pements CPL actuellement disponibles sur le marché utilisent la bande de 2 à 30 MHz.
De plus, des techniques avancées de modulation, de codage de canal et de multiplexage
dans le but d’optimiser les couches PHY et MAC sont étudiées. Pour la couche PHY,
l’accent est mis sur le développement d’une interface de transmission compatible avec
les spécifications actuelles de la norme HPAV. De nouvelles méthodes de modulations
multiporteuses telles que l’OFDM combinée avec la technique OQAM (offset quadrature
amplitude modulation) ou la technique de précodage linéaire, et la modulation FMT (fil-
tered multi tone) ont été évaluées pour obtenir le gigabit par seconde [14]. Pour la couche
MAC, une approche cognitive est envisagée afin d’assurer la compatibilité et l’interopé-
rabilité avec la norme HPAV dans la sous bande 0–30 MHz. Dans l’autre sous-bande
(au-dessus des 30 MHz), l’approche étudiée devra assurer la coexistence avec des solu-
tions concurrentes non HPAV ou d’autres technologies. Dans les deux cas, des stratégies
spécifiques permettant le partage des ressources tout en garantissant une qualité de ser-
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Table 1.4 – Principaux paramètres des systèmes HPAV et OMEGA.
Paramètres Bande passante ∆f Nutile NFFT Bitcap
HPAV [2; 28] MHz 24,414 kHz 917 3072 10
OMEGA [0; 100] MHz 24,414 kHz 3345 8192 14
vice donnée sont étudiées [15]. Les techniques d’accès multiple telles que que le FDMA
(frequency-division multiple access), le TDMA (time-division multiple access), le CDMA
(code-division multiple access) ou encore l’OFDMA (orthogonal frequency-division mul-
tiple access) sont envisagées pour allouer les ressources (les bandes de fréquence, les
intervalles de temps et les séquences de précodage) tout en exploitant la diversité des
canaux de transmission [15].
Des campagnes de mesures du canal de propagation jusqu’à 100 MHz ont permis
d’avoir des modèles de canaux de propagation pour le CPL à bande étendue [1]. Les
impacts d’un tel système sur les contraintes CEM et les niveaux de puissance des si-
gnaux pouvant être transmis ont été étudiés [10]. Les premières observations de ces
études montrent que le niveau de DSP du signal dans la bande 30–100 MHz doit être
de −80 dBm/Hz afin de respecter les contraintes CEM. La figure 1.4 présente le masque
de densité spectrale de puissance (DSP) allouée sur toute la bande passante. Le masque
dans la bande 0–30 MHz est conforme au masque défini par la norme HPAV et a été
construit en mettant à zéro toutes les sous-porteuses comprises dans les bandes de fré-
quences allouées aux radio amateurs. Ce masque est utilisé dans la suite pour les études
de performances. Le tableau 1.4 résume les principaux paramètres du système OMEGA
et du système HPAV. Le bitcap désigne le nombre maximum de bits qui peuvent être
alloués à une sous-porteuse, ∆f est l’espace inter-porteuse, Nutile le nombre total de
sous-porteuses utilisées dans le système de transmission et NFFT la taille de la FFT.
Dans le but d’avoir un système OMEGA interopérable avec le système HPAV, l’espace
inter-porteuse a été choisi identique à celui de HPAV. La norme HPAV utilise une taille
de FFT surdimensionnée à 3072 en considérant la bande passante de 0–37,5 MHz, les
sous-porteuses dans la bande au delà des 28 MHz n’étant pas utilisées.
1.5 Caractéristiques du canal de propagation
D’après le paradigme proposé par Shannon, toute chaîne de communications peut
être décomposée en trois blocs, à savoir l’émetteur, le milieu de transmission appelé canal
de transmission et le récepteur. Du point de vue de la théorie des communications, le
canal vu par le système comporte non seulement le médium à travers lequel se propage le
message, les filtres d’émission et de réception présents dans toute chaîne de communica-
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Figure 1.4 – Proposition de masque DSP pour le système CPL OMEGA.
tions, mais aussi les sous-ensembles qui permettent au message d’accéder à ce médium.
Afin de développer des systèmes CPL efficaces et de proposer des améliorations aux tech-
nologies existantes, il est donc nécessaire de caractériser l’infrastructure électrique. Les
principales composantes du canal de transmission CPL, à savoir la réponse du canal qui
rend compte des phénomènes qui viennent modifier la forme des ondes émises, ainsi que
les brouilleurs qui viennent s’ajouter au signal reçu et dont l’origine peut être multiple,
sont caractérisées dans le projet OMEGA [1].
1.5.1 Réponse du canal
Lors de leur propagation à travers le canal de transmission, les ondes émises sont
sujettes à différents phénomènes qui viennent modifier leur forme, c’est-à-dire leur am-
plitude et leur phase. Dans le cas le plus général, il peut s’agir de phénomènes d’at-
ténuation, de déphasage, de réflexion, de diffraction ou encore de diffusion, selon les
interactions entre les ondes et le support physique. Le canal CPL est de plus caracté-
risé par d’autres différences par rapport aux autres médias car ses interférences et ses
niveaux de bruit sont plus élevés. Plusieurs approches, pour caractériser le canal CPL,
ont été proposées dans la littérature. Une approche intéressante décrit le canal CPL en
modélisant les multitrajets [16,17]. D’autres travaux tentant de modéliser le canal CPL
comme une ligne de transmission bifilaire (à deux conducteurs) [18] ou trifilaire (à trois
conducteurs) [19] ont également été publiés. Ces approches ne décrivent que partielle-
ment la physique sous-jacente de la propagation du signal CPL et par conséquent ne
permettent pas de prendre en compte les propriétés générales du canal CPL [1]. De plus,
l’approche reposant sur la modélisation des multitrajets est basée sur un modèle para-
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Table 1.5 – Répartition des fonctions de transfert par site.
Numéro du site Type du site Nombre de fonctions de transfert
1 Maison, ville 19
2 Nouvelle maison, ville 13
3 Appartement récemment restauré, ville 12
4 Maison récente, ville A 28
5 Maison récente, ville B 34
6 Maison récente, campagne 22
7 Ancienne maison, campagne 16
métrique où la plupart des paramètres ne peuvent être estimés qu’après avoir mesuré
la réponse impulsionnelle (RI) du canal, limitant ainsi la capacité a priori à modéliser
le canal CPL. Dans [20], un modèle déterministe du canal CPL est proposé à partir
de la représentation complexe des multitrajets avec la théorie des matrices. Le modèle
développé reste incomplet dans la mesure où ni les valeurs des impédances à l’extrémité
des branches, ni leur variation dans le temps ne sont prises en compte.
L’approche choisie dans le projet OMEGA est de modéliser le canal de propagation
CPL à partir d’études statistiques sur un grand nombre de mesures de la réponse du
canal dans la bande étendue à 100 MHz [1]. Dans ce qui suit, nous présentons les modèles
de canaux qui ont découlé des campagnes de mesure.
1.5.1.1 Modèle de canaux CPL
Les modèles de canaux CPL proposés découlent de mesures réalisées dans la bande
de 30 kHz à 100 MHz dans divers environnements domestiques (campagnes et villes,
bâtiments neufs et anciens, appartements et maisons), comme indiqué dans le tableau 1.5.
Ces campagnes de mesure ont été menées par notre partenaire ORANGE LABS et
servent de base d’étude pour le projet OMEGA. Les fonctions de transfert étudiées
ont été relevées sur 7 différents sites et un total de 144 fonctions de transfert ont été
mesurées. Pour chaque site, les fonctions de transfert sont mesurées entre une prise de
courant principal et toutes les autres prises de la maison. Les fonctions de transfert
mesurées ont été obtenues dans le domaine fréquentiel à l’aide d’un analyseur de réseau
vectoriel.
L’observation des résultats de mesure des fonctions de transfert des canaux CPL
permet de distinguer deux catégories de canaux :
• Les fonctions de transfert où les prises de l’émetteur et du récepteur se rapportent
au même circuit électrique, c’est-à-dire se trouvent en série sur la même branche
correspondant à un fusible dans le boîtier électrique ;
• Les fonctions de transfert où les prises de l’émetteur et du récepteur se rapportent
à deux circuits électriques différents.
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Pour chaque couple composé d’une catégorie de canal et d’un site de mesure, les fonc-
tions de transfert sont presque identiques et indépendantes des positions des prises [1].
En effet, les observations des mesures montrent que les pics et les évanouissements du
canal sont quasiment aux mêmes fréquences. Ces observations conduisent à l’idée de
classer les canaux CPL mesurés en fonction de leur potentiel de transmission. En rai-
son de l’impossibilité de calculer les distances séparant les émetteurs des récepteurs, les
canaux CPL ont été regroupés en plusieurs classes par ordre croissant de leur capacité.
Les capacités sont calculées à partir de la formule de Shannon avec les mêmes niveaux
de bruit et le même masque de puissance d’émission défini à la figure 1.4. Cette formule
est
C = ∆f
N∑
n=1
log2
(
1 +
P (fn) |H(fn)|2
N0
)
, (1.1)
avec fn les fréquences dans la bande passante, P (fn) le niveau de puissance admis pour
la fréquence fn, N0 le niveau de bruit supposé constant pour toutes les fréquences, ∆f
et N sont donnés dans le tableau 1.4. Les fonctions de transfert de la classe 1 sont
celles qui conduisent au plus faible débit de transmission, les fonctions de transfert de
la classe 2 sont celles qui conduisent à des débits supérieurs à ceux de la classe 1 mais
inférieurs à celles de la classe 3, etc. Le processus de classification des canaux CPL a
conduit à 9 classes de canaux [1]. La figure 1.5 présente les fonctions de répartitions
des capacités des canaux pour les différentes classes. Les canaux ont été générés par le
logiciel WITS (Wideband Indoor Transmission channel Simulator), basé sur des modèles
de canaux mesurés [1]. Les pourcentages d’apparition des classes, les sites correspondants
de mesure et les modèles d’atténuations moyennes sont détaillés dans le tableau 1.6. Nous
pouvons observer que, pour le niveau de bruit blanc choisi, les capacités varient de 276
à 542 Mb/s pour la classe 1 et de 1516 à 1796 Mb/s pour la classe 9, avec la DSP
définie figure 1.4. Pour la valeur 0, 5 de la fonction de répartition, l’écart minimal entre
les capacités est supérieur à 100 Mb/s. Les fonctions de transfert sont distribuées sur
l’ensemble des 9 classes avec un nombre à peu près constant d’apparitions pour les classes
4, 5, 6 et 7 (entre 9,79% et 12,58%), un nombre plus conséquent pour les classes 2 et 3
(autour de 17%) et un nombre plus faible pour les autres classes (environ 3% pour la
classe 1 et 7% pour les classes 8 et 9). Mise à part la classe 1, les fonctions de transfert
pour les autres classes ont été mesurées sur au moins 3 sites différents. Ces sites (voir
tableau 1.5) sont variables en termes de taille (appartements, maisons) et de date de
construction (récentes et anciennes installations électriques). Au regard des objectifs du
projet OMEGA en terme de débit pour le CPL, les canaux des classes 1 à 4 ne permettent
pas d’atteindre le gigabit par seconde. Ce gigabit est toujours atteint pour les classes 7
à 9 et susceptible d’être atteint à 98% pour la classe 6 et 20% pour la classe 5.
Sur la figure 1.6, les réponses impulsionnelles et les fonctions de transfert de canaux
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Figure 1.5 – Fonctions de répartition des capacités des canaux issus des différentes
classes pour ∆f = 24, 414 kHz et N0 = −140 dBm/Hz [1].
de transmission d’une classe de catégorie «mauvaise » (classe 2), d’une classe de catégorie
« moyenne » (classe 5) et d’une classe de catégorie « bonne » (classe 9) sont représentées.
Comme attendu, la réponse présentant le moins de distorsion est la réponse issue de la
classe 9, avec très peu d’évanouissements fréquentiels profonds. Ce canal est également
celui dont l’étalement des retards est le plus faible, limité à environ 0, 6 µs. Le canal
de la classe 2 présente le niveau de distorsion le plus élevé des trois canaux. Sa réponse
impulsionnelle est très riche et s’étale sur environ 4 µs. L’atténuation fréquentielle de ce
canal est très forte avec des évanouissement de l’ordre de −80 dB. Le canal de la classe 5
affiche des évanouissements moins marqués que le canal de la classe 2 et un étalement
de sa réponse impulsionnelle d’environ 2 µs.
Les réponses présentées sont utilisées dans les simulations menées par la suite, en tant
qu’échantillons représentatifs du comportement du canal CPL. En général, les canaux
de transmission CPL sont supposés comme variant lentement au fil du temps. Dans de
nombreux travaux, les canaux CPL semblent être quasi-statiques. En effet, leur réponse
fréquentielle varie moins que la fonction de transfert d’un canal radiomobile [21]. Cepen-
dant, dans la littérature (par exemple, [22, 23]), des cas sont répertoriés où le canal de
propagation CPL est variant dans le temps, en particulier, lorsque des équipements à
impédances variables au cours du temps sont proches du réseau CPL où est prélevé la ré-
ponse du canal. Dans la suite de ce document, nous considérerons lors de nos simulations
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Table 1.6 – Pourcentages d’apparition des classes, sites correspondants de mesure et
atténuations moyennes.
Classes Pourcentages de canaux Sites Atténuations moyennes
1 3,49% 6 −80 + 30× cos
(
f
5, 5 · 107 − 0, 5
)
2 16,78% 1, 5 et 6 −43 + 25× exp
(
− f
3 · 106
)
− 15
108
f
3 18,18% 1, 3, 4, 5, 6 et 7 −38 + 25× exp
(
− f
3 · 106
)
− 14
108
f
4 11,88% 1, 3, 4 et 7 −32 + 20× exp
(
− f
3 · 106
)
− 15
108
f
5 11,88% 1, 3, 4, 5 et 7 −27 + 17× exp
(
− f
3 · 106
)
− 15
108
f
6 12,58% 2, 4, 5 et 7 −38 + 17× cos
(
f
7 · 107
)
7 9,79% 2, 4, 5 et 6 −32 + 17× cos
(
f
7 · 107
)
8 7,69% 2, 3, 4 et 6 −20 + 9× cos
(
f
7 · 107
)
9 7,69% 1, 2, 3, 5, 6 et 7 −13 + 17× cos
(
f
4, 5 · 107 − 0, 5
)
que les canaux CPL sont quasi-statiques et statiques à l’échelle de la communication.
1.5.2 Sources de bruit
Outre les distorsions apportées par les réponses des canaux sur la forme des signaux
propagés sur les lignes électriques, il faut aussi considérer comme élément perturbateur
la part de bruit, pris au sens large du terme, qui vient s’ajouter à l’énergie utile trans-
mise. À la différence de la plupart des canaux de communications, le bruit présent à
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Figure 1.6 – Réponses du canal électrique pour les trois classes sélectionnées : classe 2,
classe 5 et classe 9. À gauche, les fonctions de transfert, à droite les réponses impulsion-
nelles.
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Figure 1.7 – Ensemble des types de bruits additifs rencontrés sur les lignes électriques
l’entrée d’un récepteur CPL ne se réduit pas à la seule contribution du bruit thermique,
encore appelé bruit blanc additif gaussien (AWGN, additive white gaussian noise) [3]. On
doit cette spécificité à la grande variété d’appareils connectés au réseau électrique, ainsi
qu’à la multiplicité des perturbations captées par rayonnement. Des travaux précédents
comme par exemple ceux publiés dans [1, 24], permettent de classer les bruits rencon-
trés en trois grandes catégories. La représentation schématique de cette classification est
donnée figure 1.7. On distingue le bruit de fond, les bruits à bande étroite et les bruits
impulsifs. Les mesures disponibles sur ces différentes sources de bruit ont généralement
montré que les deux premières sources de bruit et une partie des bruits impulsifs demeu-
raient stationnaires sur des périodes temporelles pouvant s’étendre à plusieurs minutes,
voire plusieurs heures. Au contraire, les autres sources de bruit impulsif possèdent des
caractéristiques variables en quelques millisecondes [25]. Dans le projet OMEGA, plu-
sieurs campagnes de mesure ont été réalisées afin de caractériser toutes les sources de
bruit.
1.5.2.1 Bruit stationnaire
Le bruit stationnaire est composé du bruit de fond, des bruits à bande étroite et du
bruit impulsif périodique asynchrone. Les impulsions qui composent ce bruit impulsif
ont généralement une fréquence de répétition comprise entre 100 et 200 kHz. Ce type de
bruit est le plus souvent engendré par les blocs d’alimentation à découpage rencontrés
dans beaucoup d’équipements domestiques d’aujourd’hui. À cause de la forte occurrence
des impulsions, les fréquences occupées sont proches et constituent des groupements
de raies qui peuvent être assimilées à une forme de bruit à bande étroite. Leur puis-
sance est cependant bien plus faible que celle des bruits engendrés par les activités de
radiodiffusion, voire parfois à peine supérieure au niveau du bruit de fond.
L’analyse fréquentielle des bruits stationnaires mesurés révèle une forme décroissante
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Figure 1.8 – Modèle de bruit stationnaire sur ligne d’énergie
en 1/f2 [1]. Ce résultat a permis de mettre en place un modèle de bruit stationnaire.
La figure 1.8 présente un exemple de modèle de bruit stationnaire. La courbe en trait
pointillé donne la forme en 1/f2 que suit le modèle et représente le bruit de fond. Cette
courbe est définie par la fonction
f 7→ 1
f2
+ 10
−155
10 . (1.2)
Il convient de noter que le modèle décrit est une première proposition conçue pour
répondre aux observations expérimentales menées dans le projet OMEGA. Ce premier
modèle sera utilisé pour évaluer les performances des algorithmes proposés.
1.5.2.2 Bruit de fond
Il est présent sur les lignes électriques et possède une densité spectrale de puissance
relativement basse et décroissante avec la fréquence. Ce type de bruit résulte de la su-
perposition d’une grande variété de sources de bruit de faible intensité présentes dans
l’environnement des lignes. Son niveau de puissance varie à l’échelle des minutes voire
des heures. Par opposition au bruit blanc qui possède une densité spectrale de puissance
uniforme, le bruit de fond rencontré ici est un bruit coloré qui affiche une nette dépen-
dance en fréquence principalement dans la partie basse du spectre. Au delà de 40 MHz,
cette dépendance s’avère négligeable, et l’on peut considérer que la DSP devient plate.
Le niveau moyen relevé par mesure est établi entre −155 et −145 dBm/Hz, ce qui est
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de 15 à 25 dB au dessus du bruit provenant de l’agitation thermique des électrons qui
est égal à −174 dBm/Hz [1, 26].
1.5.2.3 Bruits à bande étroite
Ils sont le résultat de la captation par les lignes électriques des émissions de radio-
diffusion. Il s’agit donc de brouilleurs persistants qui apparaissent souvent sous la forme
d’un signal sinusoïdal modulé en amplitude et occupent les sous-bandes correspondant
aux diffusions grandes et moyennes ondes. En fonction de leur distance, les bruits à bande
étroite peuvent être de 30 à 40 dB au-dessus du bruit de fond. Leur amplitude varie len-
tement au cours de la journée et devient plus importante la nuit lorsque les propriétés de
l’atmosphère sont les plus propices à la réflexion des ondes. Des niveaux particulièrement
élevés de bruit sont remarqués dans les basses fréquences (jusqu’à 10 MHz) ainsi que
dans les hautes fréquences (bande FM à partir de 87, 5 MHz) (cf. figure 1.8).
1.5.2.4 Bruits impulsifs
Parmi l’ensemble des sources de bruits, c’est de loin les bruits de type impulsif qui
sont les plus défavorables aux communications sur les lignes électriques. En effet, le
bruit impulsif est la principale source d’interférences qui provoquent des déformations
du signal, conduisant à des erreurs lors de la transmission de données. Les origines des
bruits impulsifs sont multiples : interrupteurs, alimentations et plus généralement les
appareils électroménagers. Plusieurs approches ont été suivies pour la caractérisation du
bruit impulsif en CPL. Dans [27,28], les modèles proposés sont basés sur la classification
du bruit en fonction de différents critères : la durée, la bande passante et l’intervalle
de temps entre les impulsions. Dans [24], on distingue trois types de bruits impulsifs
selon qu’ils sont périodiques ou apériodiques, synchrones ou asynchrones à la fréquence
principale, à savoir 50 ou 60 Hz. Les modèles proposés sont développés en considérant
que le bruit impulsif est un bruit imprévisible mesuré au niveau du récepteur. Les au-
teurs se retrouvent alors confrontés à des milliers de modèles de bruits impulsifs dont la
pluralité proviendrait très probablement de la diversité des parcours suivis par le bruit
d’origine [1].
Dans le projet OMEGA, une approche innovante de modélisation est appliquée aux
bruits impulsifs, qui sont désormais étudiés directement à leurs sorties sources. Le bruit
au niveau du récepteur est considéré comme le modèle de bruit à la source filtré par le
canal CPL [1]. Dans la classification qui est proposée, on distingue six classes de bruits
impulsifs. Les illustrations correspondantes à ces différentes classes de bruits impulsifs
sont détaillées dans [1].
• Classe 1 : allumage d’interrupteur électrique et de thermostat. Les bruits impulsifs
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de cette classe ont de grandes amplitudes et sont composés d’une unique impul-
sion et caractérisés par une succession de petites impulsions décousues. L’ampli-
tude maximale et la durée maximale sont respectivement de 5,65 V et 14 ms.
L’amplitude des impulsions montantes est écrêtée à 5,65 V ;
• Classe 2 : extinction d’interrupteur électrique et de thermostat. Les bruits impul-
sifs de cette classe ont de fortes amplitudes, et se caractérisent par deux courtes
impulsions successives séparées par un bruit dense. L’amplitude maximale et la
durée maximale sont respectivement de 5,65 V et 9 ms ;
• Classe 3 : branchement d’une prise électrique. Les bruits impulsifs de cette classe
ont de fortes amplitudes, et se caractérisent par deux impulsions successives très
proches. L’amplitude maximale et la durée maximale sont respectivement de 5,65 V
et 11 ms ;
• Classe 4 : débranchement d’une prise électrique. Les bruits impulsifs de cette classe
sont plus faibles que ceux des premières classes. Comme dans le cas du branchement
d’une prise, ces bruits se caractérisent par deux impulsions successives mais encore
plus proches. L’amplitude maximale et la durée maximale sont respectivement de
1,41 V et 0,8 ms ;
• Classe 5 : démarrage d’un moteur électrique. Les bruits impulsifs de cette classe
ont de fortes amplitudes, sont dispersés et très longs. L’amplitude maximale et la
durée maximale sont respectivement de 5,65 V et 47 ms ;
• Classe 6 : divers bruits faibles. Cette classe comprend une diversité de bruits im-
pulsifs faibles. Ces bruits sont caractérisés par leur très faible amplitude et appa-
raissent généralement sous deux principales formes : des courtes impulsions isolées
ou deux larges impulsions. L’amplitude maximale et la durée maximale sont res-
pectivement de 0,25 V et 50 ms.
1.6 Conclusion
Ce premier chapitre nous a donné l’occasion de nous familiariser avec le sujet de
l’étude, et de présenter l’état de l’art sur les communications par courant porteur. Nous
avons présenté le projet européen OMEGA, le cadre dans lequel s’est inscrit cette thèse.
L’objectif principal du groupe de travail sur le CPL est d’étudier et d’implémenter une
solution CPL capable de fournir des services à la vitesse du gigabit par seconde. Pour
cela, le système CPL OMEGA exploite la bande [0; 100] MHz tout en respectant la
limitation d’un certain masque de puissance.
Dans un second temps, nous nous somme attardés sur la caractérisation du canal
de propagation et la présentation des modèles de canaux issus de campagnes de mesure
et utilisés dans la suite de l’étude. On retient alors principalement qu’il existe neuf
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classes de canaux CPL avec des atténuations fréquentielles différentes dans la bande
[0; 100] MHz. Par ailleurs, il apparait que la réponse du canal peut être considérée comme
quasi-statique à l’échelle des communications, caractéristique qui sera largement mise à
profit dans la suite du document. Enfin, l’étude du contexte de bruit a montré que les
lignes électriques sont altérées par un bruit de fond de niveau faible et qu’elles sont
perturbées par des brouilleurs à bande étroite et par différents types de bruits impulsifs
imprévisibles.
Chapitre 2
Spécifications du système et
l’allocation des ressources
Ce deuxième chapitre est dédié à la présentation des spécifications du système mis en
œuvre. Une vue globale de l’allocation des ressources y est aussi apportée. L’étude qui est
menée dans cette thèse utilise comme trame de fond la mise en place de communications
à haut débit sur lignes d’énergie en combinant les techniques de modulations multipor-
teuses et d’étalement de spectre. Nous allons commencer par rappeler les techniques
de modulations multiporteuses et d’étalement de spectre, qui constituent les bases des
techniques qui nous intéressent. Les techniques de modulations multiporteuses comme
l’OFDM ont été retenues pour assurer des débits de transmission élevés dans les milieux
très sélectifs en fréquence. Afin d’améliorer les performances du système, nous utilise-
rons une technique combinant l’OFDM et l’étalement de spectre. Comme nous allons
le voir, cette combinaison permet d’accroitre l’exploitation de la ressource disponible en
puissance pour augmenter les débits de transmission du système. Nous parlerons alors
d’OFDM précodé linéairement ou LP-OFDM (linear precoded OFDM ).
2.1 Rappels sur les techniques de modulations multipor-
teuses et d’étalement de spectre
Le principe de modulation multiporteuse repose sur la parallélisation en fréquence de
l’information à transmettre. Les données, de débit initial 1/Td élevé, sont réparties sur
plusieurs sous-canaux fréquentiels élémentaires modulés à bas débit, les sous-porteuses.
Si N est le nombre de sous-porteuses utilisées, les symboles transmis par chacune d’elles
ont une durée Ts = NTd, si bien que le débit global du signal obtenu reste identique
à celui d’une modulation monoporteuse avec une même occupation spectrale [29]. Le
signal est composé de N sous-porteuses formant une base orthogonale en fréquence et
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à occupation spectrale minimale. Dans le domaine fréquentiel, les distorsions du signal
introduites par le canal sont de cette manière limitées puisque chaque sous-bande devient
suffisamment étroite pour considérer la réponse du canal comme plate localement. Dans
le domaine temporel, le signal obtenu se décompose en symboles de durée Ts résultant
de la superposition de N signaux sinusoïdaux de fréquences différentes. En augmentant
suffisamment le nombre de sous-porteuses, la durée des symboles peut être rendue bien
supérieure à l’étalement des retards de la réponse impulsionnelle du canal, ce qui tend à
minimiser les effets d’interférence entre symboles. En pratique, une augmentation trop
importante ne peut cependant pas être envisagée en raison des limites imposées par le
temps de cohérence du canal. Par conséquent, on a le plus souvent recours à l’utilisation
d’un intervalle de garde. L’intervalle de garde constitue un laps de temps pendant lequel
aucune donnée utile n’est émise. Inséré en tant que préfixe de chaque symbole OFDM,
son rôle est d’absorber l’interférence inter-symbole résiduelle, pour peu que sa durée
soit choisie supérieure ou égale à l’étalement maximal des retards de la réponse impul-
sionnelle du canal. Les modulations multiporteuses ont été largement étudiées dans la
littérature et apparaissent dans plusieurs travaux de thèse de notre laboratoire [3,4,30].
Pour notre part, on suppose que le signal est adapté au canal de transmission : l’intervalle
de garde, le nombre de sous-porteuses et l’espace inter-porteuse sont sélectionnés pour
parfaitement absorber les trajets multiples causés par le canal et pour limiter la perte
d’efficacité spectrale engendrée par l’intervalle de garde. Par ailleurs, l’utilisation de la
modulation adaptative OFDM permet de profiter pleinement de la connaissance du canal
à l’émission et d’appliquer le principe du water-filling via les algorithmes d’allocation de
l’information ou bit loading. L’information est alors distribuée sur les sous-porteuses du
signal OFDM en fonction de la valeur du rapport entre la puissance du signal et celle du
bruit propre à chaque sous-porteuse. Cependant, avec une densité spectrale de puissance
(DSP) du signal émis limitée comme dans le contexte CPL, une perte de débit liée à
la quantification des ordres de modulation est inévitable. Cette perte peut être limitée
en regroupant simplement les sous-porteuses à l’aide de séquences de précodage [31].
Ce regroupement revient à combiner les techniques de modulations multiporteuses et
d’étalement de spectre.
Le principe de l’étalement de spectre se justifie par la relation de Shannon qui décrit la
dépendance entre la quantité maximale d’information C qu’il est possible de transmettre
sans erreur sur un canal donné, la densité spectrale du signal Es, la largeur de bande W
de ce canal perturbé par un bruit blanc additif gaussien de densité spectrale de puissance
N0. Cette relation bien connue s’écrit
C =W log2
(
1 +
Es
N0
)
. (2.1)
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D’après cette relation, on déduit que la capacité d’un canal C en bit par seconde
nécessite une densité spectrale de puissance à l’émission d’autant plus faible que la
bande utilisée est large. C’est l’idée maîtresse des systèmes à étalement de spectre, pour
lesquels le signal est émis sur une bande fréquentielle largement supérieure à celle du
signal utile et avec une densité spectrale de puissance réduite, souvent inférieure à celle
du bruit de fond. Les différents procédés permettant de réaliser l’opération d’étalement
ont recours pour la plupart à l’utilisation de séquences pseudo-aléatoires [32]. Parmi
tous ces procédés, nous allons nous intéresser plus particulièrement à l’étalement par
séquence directe qui est employé, entre autres, dans les systèmes multiporteuses à spectre
étalé. Cette technique consiste à multiplier le message d’information numérique par une
séquence pseudo-aléatoire dont le débit numérique est supérieur à celui du message. De
manière générale, chaque élément du code, appelé bribe ou chip, prend sa valeur dans un
alphabet fini de valeurs complexes, même si la plupart des codes utilisés sont des codes
binaires de valeurs {−1,+1}.
2.2 Techniques d’accès multiple
Dans l’optique d’une meilleure répartition des ressources entre plusieurs utilisateurs
d’un même système de communication, plusieurs techniques d’accès multiple peuvent
être utilisées. Les principales techniques couramment mises en œuvre sont le FDMA
(frequency-division multiple access), le TDMA (time-division multiple access), le CDMA
(code-division multiple access) et l’OFDMA (orthogonal frequency-division multiple ac-
cess) [15]. Pour les systèmes où la réponse du canal est inconnue à l’émission, chaque jeu
d’éléments (slots temporels, sous-porteuses, codes) est attribué de façon figée et arbi-
traire à chacun des utilisateurs. Au contraire, lorsque la réponse du canal est une donnée
connue de l’émetteur, celui-ci peut envisager d’adapter le partage des ressources entre
les utilisateurs en fonction du canal de chacun. On aboutit de cette manière à une uti-
lisation bien plus efficace des ressources temps-fréquence-code [33]. Pour plus de détails
sur ces techniques, le lecteur pourra donc se reporter aux références [8, 34].
La technique FDMA consiste à diviser le spectre de fréquence en sous-canaux indi-
viduels qui seront attribués aux différents utilisateurs. Cette technique peut être facile-
ment mise en œuvre puisque les utilisateurs peuvent être séparés au niveau du récepteur
à l’aide d’un simple filtre.
La technique TDMA permet à plusieurs utilisateurs de partager la même fréquence
en divisant le signal en différents intervalles de temps très courts (slots temporels). Les
utilisateurs transmettent successivement, l’un après l’autre, chacun utilisant son propre
intervalle de temps. Cette technique est généralement plus difficile à appliquer que le
FDMA car elle nécessite la synchronisation du réseau.
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Avec la technique CDMA, plusieurs utilisateurs sont en mesure de transmettre des
données simultanément sur la même bande de fréquences. Les signaux des utilisateurs
sont distingués par des codes pseudo-aléatoires différents qui doivent être connus au ni-
veau du récepteur. Une sélection judicieuse des codes pseudo-aléatoires avec de bonnes
propriétés d’inter et d’auto-corrélation est nécessaire pour obtenir des performances op-
timales pour le système.
La technique OFDMA quant à elle est la combinaison des modulations adaptatives
OFDM avec la technique FDMA. Elle consiste tout simplement à exploiter la paral-
lélisation fréquentielle de l’OFDM pour transmettre des messages appartenant à des
utilisateurs différents. L’accès multiple est réalisé en attribuant des sous-ensembles de
sous-porteuses aux différents utilisateurs.
2.3 Système LP-OFDM
Depuis leur développement au début des années 1990, les techniques combinant
l’OFDM et l’étalement de spectre ont fait l’objet d’un grand nombre de travaux qui
ont permis d’en avoir aujourd’hui une connaissance détaillée. L’utilisation conjointe de
l’OFDM et de l’étalement de spectre peut donner lieu à un grand nombre de variantes,
regroupées sous l’appellation générique MC-SS (multicarrier spread spectrum). L’ana-
lyse de ces variantes a été réalisée dans des précédentes thèses (voir [3, 4]) et a conduit
au choix du système LP-OFDM appelé aussi SS-MC-MA (spread spectrum multi carrier
multiple access) dans un contexte radiomobile. Son intérêt est de réduire la complexité
de l’estimation de canal sur les communications en voie montante d’un réseau point-
multipoint [35]. En effet, une même sous-porteuse n’est affectée que par un seul canal
relatif à un seul utilisateur, alors que dans un système MC-CDMA (multi carrier CDMA),
une sous-porteuse est affectée par les différents canaux des différents utilisateurs.
Comme nous l’avons vu plus haut, l’utilisation des modulations adaptatives OFDM
dans un contexte où la DSP du signal émis est limitée entraîne une perte de débit liée à
la quantification des ordres de modulation. Cette perte de débit est minimisée en trans-
mettant l’information non plus sur des sous-porteuses isolées mais sur des groupes de
sous-porteuses reliées par des séquences de précodage linéaire. Par la suite, ces groupes
de sous-porteuses seront appelés blocs de sous-porteuses. Dans le cas du système LP-
OFDM, l’étalement des données est effectué avant l’opération de transformation de Fou-
rier. Ainsi, le signal généré est un signal à porteuses multiples et il hérite en cela des
propriétés de l’OFDM. Ce système réalise un changement de base du système OFDM,
les symboles sont cette fois portés par les séquences de précodage et non par les sous-
porteuses. La technique de précodage linéaire permet ainsi de combiner les énergies des
sous-porteuses sans changer la forme d’onde initiale du signal. Contrairement au cas
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Figure 2.1 – Représentation schématique du système LP-OFDM dans un contexte
multi-utilisateur.
CDMA, la composante de précodage n’est pas mise en œuvre pour réaliser un accès
multiple à proprement parler car toutes les séquences de précodage sont utilisées pour
la même liaison point-à-point dans un contexte mono-utilisateur [36].
Dans un contexte multi-utilisateur, le système LP-OFDM peut être vu comme une
simple extension des techniques OFDMA avec ajout de la composante de précodage
linéaire selon l’axe des fréquences, comme l’indique la figure 2.1. Cette figure donne
une représentation schématique du système LP-OFDM pour quatre utilisateurs. L’accès
multiple est alors fourni par la dimension fréquentielle. Les séquences de précodage sont
utilisées pour multiplexer les différents symboles de données d’un même utilisateur. Il
est à noter que les sous-porteuses dans un même bloc ne sont pas forcément adjacentes,
comme sur la figure 2.1.
2.3.1 Expression des signaux LP-OFDM
En considérant l’émission d’une trame de Ns symboles LP-OFDM successifs, l’équa-
tion générique permettant d’exprimer le signal LP-OFDM en sortie du modulateur
OFDM peut s’écrire
S︸︷︷︸
N×Ns
= FH︸︷︷︸
N×N
D︸︷︷︸
N×N
C︸︷︷︸
N×NL
X︸︷︷︸
NL×Ns
, (2.2)
où S est la matrice des Ns symboles LP-OFDM émis, composés chacun de N échantillons
temporels. X est la matrice des symboles de modulations à transmettre et F est la
matrice de Fourier qui réalise l’opération de transformé de Fourier. D est une matrice
de distribution utilisée pour répartir les données sur la grille fréquentielle. C’est donc la
matrice qui définit le chip mapping. Il s’agit d’une matrice de permutation, c’est-à-dire
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qu’un élément di,j de cette matrice vaut 1 si l’élément de la je colonne de la matrice
issue du produit CX doit être émis sur la ie sous-porteuse [3]. Enfin, C est la matrice de
précodage linéaire appliquée à X qui précode lesNL symboles complexes desNs symboles
LP-OFDM à transmettre sur les N sous-porteuses. Il a été prouvé que l’utilisation de
codes orthogonaux issus des matrices de Hadamard permet de maximiser la capacité du
système de communication [36]. Le produit CX s’écrit
CX =


C1
. . . 0
Cb
0
. . .
CB




X1
...
Xb
...
XB


, (2.3)
où B est le nombre de blocs de sous-porteuses dans la sous-bande avec B × L = N , Cb
est la matrice contenant les NL séquences de précodage du bloc b (b ∈ [1, · · · , B]), et
enfin Xb est la matrice des Ns vecteurs de NL symboles complexes transmis dans le bloc
b.
Au niveau de la réception et après les opérations de démodulation OFDM, l’opération
de déprécodage linéaire s’effectue tout simplement en appliquant la même matrice de
précodage C qu’à l’émission. Elle permet de récupérer les symboles de données d’un
symbole LP-OFDM à partir des L chips de ce même symbole qui ont été transmis sur
les emplacements de la trame OFDM définis par l’opération de chip mapping. Le signal
reçu après l’opération de déprécodage linéaire s’écrit
Y = CHGHCX+CHGZ , (2.4)
où H et G sont respectivement les matrices des coefficients du canal et de correction
du canal, constituées d’éléments diagonaux respectifs hn et gn avec n ∈ [1, · · · , N ]. Z le
vecteur des échantillons du bruit blanc additif gaussien complexe.
2.3.2 Choix de la technique d’égalisation
L’ensemble des chips transmis simultanément sur une même sous-porteuse subit les
mêmes distorsions hn introduites par le canal. L’opération d’égalisation consiste à cor-
riger les effets du canal de transmission afin de restaurer les données transmises et de
réduire les interférences entre les symboles. Différentes techniques d’égalisation peuvent
être envisagées et sont notamment décrites et étudiées dans [6]. Afin d’obtenir des for-
mules analytiques pour la répartition des bits et des énergies, nous nous limitons à des
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structures d’égalisation simples nécessitant une simple multiplication complexe par un
coefficient gn pour chaque sous-porteuse. Ces méthodes de détection sont qualifiées de
mono-utilisateur et peuvent être envisagées dans un système LP-OFDM. On parle alors
de détection mono-utilisateur étant donné que le détecteur ne nécessite la connaissance
des séquences de précodage que d’un seul utilisateur dont on veut restaurer les données.
Dans notre étude, nous nous limiterons à l’utilisation des critères de distorsion crête
(zero forcing (ZF) en anglais) et d’erreur quadratique moyenne (EQM). Il est connu que
le critère EQM offre de meilleures performances que le critère ZF. Cependant, du fait de
la complexité des formules de capacité, l’optimisation des paramètres ne permet pas de
dégager une structure algorithmique simple contrairement à la détection ZF [6]. Dans
des précédentes thèses [3,4,30], il a été choisi de travailler uniquement avec le critère ZF.
Comme nous allons le voir dans le chapitre suivant, la répartition dans les blocs de sous-
porteuses ayant des amplitudes équivalentes permet de réduire les distorsions entre ces
sous-porteuses. Avec les canaux utilisés dans ces travaux, la différence de performance
entre la détection ZF et la détection EQM est très faible. Par contre dans un contexte
multi-utilisateur (avec accès en fréquence), il est difficile de trouver des politiques de
répartition des sous-porteuses qui minimisent les distorsions entre les sous-porteuses
d’un même bloc. Dans cette thèse, nous étudierons le gain en débit que peut apporter
l’utilisation du critère EQM dans un contexte multi-utilisateur.
2.3.2.1 Distorsion crête
Le critère ZF, ou critère de distorsion-crête, permet de supprimer les interférences
en réception et consiste à inverser les coefficients du canal de manière à compenser
totalement l’atténuation qu’ils introduisent et ainsi annuler totalement l’interférence
entre les séquences de précodage mais au prix d’une augmentation du bruit [37]. Ainsi,
gn =
1
hn
=
h∗n
|hn|2
. (2.5)
2.3.2.2 Erreur quadratique moyenne
Le critère EQM réalise un compromis entre la minimisation des interférences et l’aug-
mentation du facteur de bruit. Le coefficient d’égalisation gn est calculé dans le but de
minimiser l’erreur quadratique moyenne entre le signal émis et le signal reçu obtenu
après l’égalisation [38], et s’écrit
gn =
h∗n
|hn|2 + N0Es
. (2.6)
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Cette technique nécessite l’estimation du rapport signal à bruit (RSB) pour chaque
sous-porteuse, induisant une complexité supplémentaire. Afin de s’affranchir de cette
estimation, il est possible d’appliquer un coefficient ǫ fixé en fonction du point limite
de fonctionnement du système. Une technique hybride entre la technique ZF et EQM
existe, elle est appelée égalisation TORC (threshold orthogonality restoring combining)
et propose un compromis entre les deux techniques d’égalisation [39,40].
2.4 Allocation des ressources
La gestion des ressources au sein d’un système de communications s’impose comme
une question de premier plan dès lors que l’on cherche à optimiser ses performances.
Tout système doit en effet composer avec une certaine somme de limitations physiques
et technologiques additionnées à des contraintes supplémentaires imposées par la qua-
lité de service [3]. A l’inverse, on dénombre un certain nombre de degrés de liberté qui
peuvent servir à configurer le système dans le respect de ces limitations et contraintes.
L’adaptation de ces paramètres libres doit prendre en compte les caractéristiques du ca-
nal, et les caractéristiques de la liaison. Dans l’hypothèse d’une connaissance parfaite de
la réponse du canal, on peut alors optimiser ces paramètres libres du système en fonction
du comportement du canal et des contraintes afin d’assurer un certain niveau de qualité
de service. Les ressources qui doivent être gérées dépendent du système mis en œuvre et
peuvent être la fréquence, le temps, la puissance d’émission, etc. En effet, tout système
de communication a une bande de fréquences limitée et travaille sous des contraintes de
puissance fixées par les normes et les contraintes technologiques. L’utilisation des mo-
dulations adaptatives dans un système à porteuses multiples, rend possible l’attribution
d’un nombre différent de bits et d’une puissance différente à chaque sous-porteuse ou
séquence de précodage du système. Dans un contexte multi-utilisateur, nous avons évo-
qué au paragraphe 2.2, le fait que l’accès au medium pour chaque utilisateur peut être
mis en œuvre dans le domaine temporel, le domaine fréquentiel ou le domaine des codes
en utilisant les techniques TDMA, FDMA, CDMA et OFDMA. L’allocation des bits et
des puissances peut ensuite être effectuée pour chaque utilisateur du système sur son
propre jeu d’éléments. Nous verrons que ces principes peuvent être appliqués au système
OFDM ainsi qu’au système LP-OFDM proposé. En définitive, dans un contexte comme
le nôtre, les algorithmes d’allocation doivent à la fois combiner le partage dynamique
des ressources entre utilisateurs et l’allocation dynamique des ressources individuelles de
chaque utilisateur.
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2.4.1 Modulations adaptatives
2.4.1.1 Capacité et débit associés à un canal non dispersif
Pour un canal non dispersif d’atténuation α donnée, encore qualifié de canal uniforme,
perturbé par la seule présence du bruit blanc additif gaussien de densité de puissance
unilatérale N0, les deux grandeurs, bande de fréquence W et densité spectrale de puis-
sance d’émission Es, fixent à elles seules la capacité envisageable, en vertu de la relation
de Shannon. On rappelle que cette relation s’écrit,
C =W log2
(
1 +
αEs
N0
)
=W log2 (1 + RSB) , (2.7)
où C est donnée en bit par seconde (b/s). La capacité du canal croît donc avec le
RSB de façon logarithmique et le débit binaire que peut transmettre un canal ne peut
pas dépasser la limite donnée par la capacité C. Pour atteindre cette limite, un code
théorique d’une complexité infinie, dont le délai de codage/décodage est lui aussi infini,
doit être utilisé. Bien évidemment, les codes mis en œuvre dans les systèmes réels sont
sous-optimaux par rapport à ce code théorique infini et ne permettent pas d’atteindre
la capacité C du canal. On introduit alors un paramètre Γ, connu sous le nom de marge
de RSB (SNR gap), et qui constitue une mesure de la performance relative d’un système
utilisant un schéma de codage donné, par rapport à la capacité du canal. Cette marge de
RSB dépend du schéma de codage choisi, de l’ordre de modulation et de la probabilité
d’erreur cible. Le nombre r de bits par symbole pouvant être véhiculés est alors donné
par [41]
r = log2
(
1 +
1
Γ
αEs
N0
)
. (2.8)
Cette équation montre concrètement que le débit maximal pouvant être atteint sur le
canal est inférieur à sa capacité. À noter que Γ est parfois appelé le RSB normalisé, car
on peut en effet écrire Γ = RSB/(2r − 1).
Finalement, avec la connaissance de la réponse du canal de transmission à l’émission
et de la marge de RSB du schéma de codage utilisé, on peut déterminer précisément
la quantité d’information, en bits par symbole, qu’il est possible de transmettre sur le
canal considéré pour une énergies par symbole Es fixée.
2.4.1.2 Marge de RSB des modulations MAQ
Dans notre étude, les modulations numériques de type MAQ vont être utilisées pour
transmettre les données sur les différentes sous-porteuses. Il est donc nécessaire de quan-
tifier la valeur de Γ examinant l’efficacité du schéma de transmission relatif aux mo-
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dulations MAQ. La marge de RSB peut être déterminée à partir des courbes de taux
d’erreur des modulations, pour un point de fonctionnement donné, à savoir un taux
d’erreur symbole (TES) ou un taux d’erreur binaire (TEB). Suivant l’analyse classique
de la marge de RSB [41], Γ a une valeur constante pour tous les ordres de modulations
MAQ non codées et pour un TES cible fixé. Cette marge Γ est donc approchée par
Γ ≈ 1
3
(
Q−1
(
Pes
4
))2
, (2.9)
où Q−1 est l’inverse de la fonction Q définie par
Q(a) =
1√
2π
∫ +∞
a
e−
x2
2 dx (2.10)
On note que cette relation ne fait pas intervenir le nombre r de bits des constellations
MAQ. En revanche, pour une probabilité d’erreur binaire Peb fixée plutôt que pour une
probabilité d’erreur symbole Pes, Γ devient variable. Classiquement, l’approximation de
Γ pour un TEB cible donné se fait en utilisant le fait que Peb ∼= Pes/r, expression qui
fait réapparaître le nombre r de bits relatif à la taille des constellations MAQ. La marge
peut alors être réécrite dans ce cas, en fonction de r
Γ(r) ≈ 1
3
(
Q−1
(
rPeb
4
))2
, (2.11)
Par contre, cette approximation devient imprécise pour les faibles valeurs de RSB. Des
expressions exactes et générales du TEB et du TES ont été développées dans [42] pour
des schémas de modulations MAQ à une ou deux dimensions. Ces expressions, assez
complexes, permettent de tracer les courbes de taux d’erreur d’où peuvent être déduites
les différentes valeurs de Γ pour chaque ordre de modulation. La figure 2.2 donne la
capacité effective des modulations MAQ non codées de type carré pour une probabi-
lité d’erreur symbole Pes et binaire Peb cible de 10−3. La marge de RSB Γ de chaque
modulation est obtenue en évaluant la distance entre les points de fonctionnement et
la courbe de capacité théorique de Shannon. On constate que les approximations sont
bonnes pour les ordres pairs de modulation. Pour les ordres impairs de modulations, la
différence entre la courbe analytique et la courbe approchée est d’environ 1 dB. Dans la
suite, nous nous limiterons à l’utilisation des approximations de Γ pour un TES ou un
TEB fixé. On note bien une valeur constante de la marge pour un TES cible fixé, soit
Γ = 6 dB. Par contre, pour un TEB cible fixé, Γ = 6 dB pour une modulation MAQ-2
et Γ = 4.2 dB pour une modulation MAQ-1024, et cette différence (environ 2 dB) ap-
porte une différence significative dans les performances des algorithmes d’allocation de
ressources.
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Figure 2.2 – Points de fonctionnement des modulations MAQ non codés pour Peb =
Pes = 10−3.
Les avantages de l’utilisation de l’approche de TEB cible seront discutés dans le cha-
pitre suivant. Grâce à l’introduction de la marge de RSB, il est donc possible d’adapter
la modulation MAQ choisie à la réponse du canal. Il s’agit là du principe de modulation
adaptative que nous mettrons en œuvre par la suite dans le cas de signaux à porteuses
multiples, et en particulier avec le système LP-OFDM étudié.
2.4.2 Politiques d’optimisation : problème général
Nous venons de voir que la connaissance du canal à l’émission permet à l’émetteur
de déterminer la quantité maximale d’information pouvant être transmise par le canal
de propagation, à puissance d’émission fixée. On parle ici de puissance d’émission au
sens large. Il peut en fait s’agir d’une limitation en puissance totale ou d’une limitation
en DSP. Dans cette thèse, nous nous limiterons seulement aux formulations sous la
contrainte de DSP, contrainte correspondant au masque de puissance imposé dans les
systèmes de communication CPL. Selon les exigences de la qualité de service, la stratégie
à adopter peut se décliner sous deux formes : la maximisation du débit de transmission
sous la contrainte de puissance d’émission ou la maximisation de la marge de bruit du
système sous la contrainte de débit cible fixé. Les algorithmes développés dans la suite
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de ce document cherchent à maximiser le débit.
Dans les systèmes pratiques, le problème d’allocation des ressources est traité par
les algorithmes d’allocation des bits et des énergies, qui sont utilisés pour répartir,
entre les sous-porteuses ou les utilisateurs, le nombre total de bits et l’énergie totale
disponible, dans le but de maximiser les performances du système et de satisfaire les
contraintes de qualité de service. De manière générale pour un système à N sous-canaux
(qui peuvent être les sous-porteuses, les séquences de précodage ou de façon générale les
modes propres), nous notons R, P et S les politiques d’allocation des ressources mises
en œuvre au sein du système. R donne la politique de répartition des bits, P la politique
de répartition des puissances et S celle des sous-porteuses, en fonction des degrés de
liberté du système. On suppose dans ce contexte général que le système comporte plu-
sieurs utilisateurs, le cas mono-utilisateur étant un cas particulier. Pour une probabilité
d’erreur cible donnée, on désigne par f(R,P,S) la fonction donnant le débit obtenu
après paramétrage du système conformément aux politiques d’allocation R, P et S. La
fonction f représente l’information mutuelle entre les variables aléatoires relatives aux
données de la source (l’émetteur) et aux données du destinataire (le récepteur) [3].
Sous la contrainte d’une puissance d’émission fixée et d’une probabilité d’erreur fixée,
on peut alors exprimer la stratégie de maximisation du débit comme suit,
max
R,P,S
f(R,P,S) (2.12)
Suivant les politiques mises en œuvre pour R, P et S, le résultat de la maximisation du
débit donne pour l’utilisateur k
Rk =
N∑
n=1
ρk,nrk,n , (2.13)
où Rk est le débit alloué à l’utilisateur k. La variable binaire ρk,n, résultant de la politique
S de répartition des sous-porteuses, indique si la sous-porteuse n est allouée à l’utilisateur
k ou non, et peut être définie par
ρk,n =

 1 si n est allouée à k0 sinon (2.14)
Le nombre rk,n résulte des politiques S et P de répartition des bits et des puissances, et
s’écrit
rk,n = log2
(
1 +
rsbk,n
Γ(rk,n)
)
, (2.15)
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où rsbk,n est le rapport signal à bruit sur le sous-canal n de l’utilisateur k, Γ(rk,n) la
marge de RSB pouvant être variable selon la probabilité d’erreur cible choisie. Cette
marge de bruit ne prend pas en compte le gain de codage. La prise en compte du schéma
de codage de canal dans le processus d’allocation des ressources, en LP-OFDM, a fait
l’objet d’études dans une précédente thèse [4]. Dans notre étude, nous travaillerons avec
des modulations non codées. Les politiques d’allocation menant à ces résultats seront
détaillées dans les chapitres suivants à la fois dans un contexte mono et multi-utilisateur.
2.5 Conclusion
La présentation des spécifications du système dans ce chapitre a permis de décrire
et d’expliquer le principe des modulations multiporteuses et du système LP-OFDM qui
sera utilisé par la suite. Le système LP-OFDM exploite l’étalement de spectre à des
fins de multiplexage des données et le FDMA pour le multiplexage des utilisateurs.
De part sa structure, le LP-OFDM possède toute la souplesse nécessaire à l’adaptation
dynamique des ressources entre les utilisateurs, tout en étant une solution adaptée à un
environnement fortement bruité.
Ce chapitre nous a aussi permis d’introduire les différents principes exploités dans les
problèmes d’optimisation des ressources, avec en particulier les notions de modulations
adaptatives et de marge de rapport signal à bruit. Sous l’hypothèse de la connaissance du
canal de transmission par l’émetteur, l’allocation des ressources peut être efficacement
réalisée pour optimiser les performances du système et garantir un certain niveau de
qualité de service.
Chapitre 3
Maximisation du débit dans un
contexte mono-utilisateur
3.1 Introduction
Le chapitre précédent a permis de décrire le système LP-OFDM et le principe géné-
ral de l’allocation des ressources pour les modulations multiporteuses adaptatives. Dans
ce chapitre, nous allons étudier différentes stratégies de maximisation du débit pour les
systèmes OFDM et LP-OFDM dans un contexte mono-utilisateur. Ces études seront
étendues par la suite au contexte multi-utilisateur dans les chapitres suivants. L’objectif
ici est de proposer des algorithmes d’allocation des ressources capables de fournir des
hauts débits sous les contraintes de densité spectrale de puissance et de qualité de service
pour le réseau CPL. Dans une première phase, nous reviendrons sur l’application des
politiques de répartition des ressources pour les systèmes OFDM. Dans la seconde phase,
nous nous attarderons sur l’allocation des ressources pour les systèmes LP-OFDM avec
mise en œuvre de l’égalisation suivant les critères de la distorsion crête (zero forcing (ZF))
et de l’erreur quadratique moyenne (EQM), dans le cadre d’une optimisation du débit.
Précisons que l’optimisation du système LP-OFDM avec l’utilisation d’un détecteur ZF
en réception a fait l’objet d’études antérieures au sein du laboratoire dans le contexte
des transmissions CPL [3]. Nous proposons d’en faire le rappel ici. Les algorithmes alors
développés constituaient des résultats majeurs permettant de donner la répartition opti-
male des bits et des puissances dans les différents blocs de sous-porteuses. Ces résultats
nous serviront de base pour le développement d’autres algorithmes, en particulier ceux
reposant sur le critère EQM qui constituent une première contribution originale de cette
thèse.
Dans la troisième phase, deux nouvelles contraintes de taux d’erreur binaire (TEB)
sont utilisées afin d’obtenir de meilleurs débits pour les systèmes à porteuses multiples
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en comparaison des solutions existantes. Les procédures d’optimisation dans les phases
précédentes utilisent la contrainte classique du taux d’erreur symbole (TES). En général,
la limite du taux d’erreur est imposée par les couches supérieures du réseau (les couches
transport et application) et cette limite est exprimée en terme de TEB et non de TES.
Les symboles de données au niveau des couches basses (MAC, PHY) étant différents
des symboles au niveau des couches supérieures, il est donc plus judicieux de travailler
avec une contrainte de TEB que de TES. Les études théoriques sur l’allocation des
ressources utilisent classiquement une approximation de la probabilité d’erreur [43], qui
entraine des violations de la contrainte de taux d’erreur dans certains cas [44]. Tout
d’abord, le problème d’allocation des ressources sous la contrainte d’un TEB crête est
analysé, à savoir que le TEB cible est fixé pour chaque sous-porteuse et toutes les sous-
porteuses doivent respecter la valeur de TEB donnée. Cette approche est peu différente
de l’approche classique du TES, en ce sens qu’au lieu de fixer le TES, c’est plutôt le
TEB cible qui est fixé pour chaque sous-porteuse. Les algorithmes sont développés pour le
système OFDM et le système LP-OFDM. Dans la seconde approche, le débit du système
OFDM est maximisé sous la contrainte d’un TEB moyen sur l’ensemble du symbole
OFDM. De cette manière, les différentes sous-porteuses dans le symbole OFDM sont
autorisées à ne pas respecter la limite de TEB fixée, la limite étant désormais imposée
sur l’ensemble du symbole OFDM. Cette dernière approche est développée uniquement
pour le système OFDM.
3.2 Modulations adaptatives et OFDM : état de l’art
Avant de se consacrer à l’allocation des ressources pour les systèmes LP-OFDM,
nous allons rappeler les mécanismes d’application des modulations adaptatives aux sys-
tèmes OFDM. Le système adaptatif obtenu, plus connu sous le nom de DMT (discrete
multitone) pour les communications filaires, servira de référence à notre étude, en tant
que système mis en œuvre au sein des modems CPL actuels. Nous allons tout d’abord
considérer que le système adaptatif OFDM est exploité en contexte mono-utilisateur
point-à-point, avant d’étendre les concepts présentés au contexte multi-utilisateur point-
à-multipoint dans les chapitres suivants.
Pour une liaison point-à-point, le problème d’optimisation sous contrainte de l’alloca-
tion de l’information sur les sous-porteuses est bien connu aujourd’hui. Sous l’hypothèse
de connaissance parfaite du canal de transmission à l’émission, la maximisation de la
capacité du réseau conduit alors à répartir judicieusement l’information à l’émission.
En considérant le cas de vecteurs spéciaux gaussiens pour les symboles émis, et avec
une connaissance du canal à l’émission et à la réception, l’exploitation de l’information
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mutuelle permet d’écrire la capacité COFDM de la forme d’onde OFDM [3]
COFDM =
N∑
n=1
log2
(
1 + |Hn|2 En
N0︸ ︷︷ ︸
rsbn
)
. (3.1)
Il apparaît que cette capacité s’exprime comme une somme de capacités d’une collection
de canaux gaussiens chacun étant caractérisé par un RSB propre. Ainsi, en introduisant
la marge de bruit des modulations MAQ Γ (cf. (2.9)), le débit total atteignable est la
somme des débits sur l’ensemble des sous-canaux et s’écrit
ROFDM =
N∑
n=1
rn =
N∑
n=1
log2
(
1 +
1
Γ
|Hn|2 En
N0
)
. (3.2)
Cette écriture définit la fonction f introduite à l’équation (2.12), et sur laquelle vont
porter les optimisations. Dans ce paragraphe, les formules sont données pour une marge
de RSB constante pour toutes les constellations, c’est-à-dire pour une probabilité d’erreur
symbole cible fixée (voir paragraphe 2.4.1.2). Concernant la contrainte de puissance,
celle-ci peut se traduire par une limitation de la puissance totale ET , soit
∑
nEn ≤ ET ,
ou par une contrainte sur la DSP, soit En ≤ EDSP, où En est le niveau maximal d’énergie
autorisée sur la sous-porteuse n. La contrainte de puissance totale a été le sujet d’un
grand nombre d’études dans la littérature. C’est sous cette contrainte que la solution
bien connue du water-filling a notamment vu le jour, par optimisation du débit suivant
la méthode des multiplicateurs de Lagrange [45,46]. Dans le cas d’une granularité infinie
c’est-à-dire où les nombres rn de bits transmis par symbole prennent leurs valeurs dans
R+, la technique water-filling fournit la solution optimale. Par contre dans le cas des
systèmes réels pour lesquels ces nombres rn sont des valeurs entières (dans N), imposées
par la granularité finie des modulations MAQ, d’autres solutions ont été proposées pour
allouer les bits et les puissances sur les différentes sous-porteuses [47–49]. Dans cette
étude, l’approche qui nous intéresse concerne la limitation en DSP, imposée par les
normes d’émission. C’est donc cette contrainte qui sera appliquée dans le cadre des
diverses optimisations menées. Dans le cas où les débits peuvent prendre des valeurs
réelles positives, la solution au problème de maximisation du débit consiste à allouer la
puissance maximale autorisée sur chaque sous-porteuse. La répartition des bits rn découle
de l’allocation des énergies, puisque les débits individuels transmis sur chaque sous-
porteuse sont reliés de manière univoque à la répartition des puissances. Les politiques
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Figure 3.1 – Comparaison des résultats d’allocation des bits en granularité infinie et
finie, dans le cadre de la maximisation du débit en OFDM.
d’allocation des énergies et des bits s’écrivent donc [36]


P : ∀n E∗n = EDSP ,
R : ∀n r∗n = log2
(
1 +
1
Γ
|Hn|2 EDSP
N0
)
.
(3.3)
Dans la suite, la notation x∗ sera utilisée pour marquer le fait que x est optimal. L’ex-
tension au cas de débits à valeurs entières est immédiate. La fonction valeur entière
inférieure est en effet simplement appliquée sur l’allocation des bits afin d’obtenir des
valeurs compatibles avec la mise en œuvre des modulations MAQ. Par conséquent, l’al-
location des énergies peut être réévaluée de manière à fournir à chaque sous-porteuse la
quantité d’énergie exactement nécessaire à la transmission de nouveaux débits calculés,
au taux d’erreur cible envisagé au sein du système. La relation (3.3) est exploitée pour
cela, si bien que les politiques d’allocation des ressources peuvent être exprimées comme
suit 

R : ∀n r˙∗n = ⌊r∗n⌋ ,
P : ∀n E˙∗n = Γ
N0
|Hn|2
(
2r˙
∗
n − 1
)
.
(3.4)
où x˙ indique que x est un paramètre relatif à un contexte de granularité finie et ⌊.⌋ est la
fonction partie entière. Notons que l’énergie dépensée sur chaque sous-porteuse est telle
que En ≤ EDSP.
La figure 3.1 permet d’illustrer la différence entre les débits résultant des politiques
d’allocation avec une granularité finie et infinie. Le modèle de référence du canal CPL
3.3. Modulations adaptatives en LP-OFDM 47
0 2 4 6 8 10 12 14 16 18 20
−70
−60
−50
−40
−30
−20
−10
Fréquence (MHz)
|H
| 
(d
B
)
Figure 3.2 – Fonction de transfert du modèle de référence du canal CPL proposé par
Zimmermann.
à multiples trajets proposé par Philipps [16] et Zimmermann [17] est utilisé dans cette
simulation. La figure 3.2 présente ce modèle de référence qui est la réponse fréquentielle
d’un câble de 100 mètres comportant 15 trajets, et est donné par
H(f) =
15∑
i=1
gi · e(a0+a1fk)di · e−2jpif(τi) . (3.5)
où τi est le retard de propagation du trajet i, gi est le facteur de pondération du trajet
i, di est la distance en mètre du trajet i et {a0; a1; k} sont les paramètres ajustables du
modèle. Les paramètres du modèle de référence sont donnés dans [17].
Pour faciliter la lecture graphique, les sous-porteuses ont été classées par ordre dé-
croissant de leur amplitude et seulement 256 sous-porteuses sont représentées. Naturel-
lement, lorsque la granularité est finie, la courbe obtenue est en escalier, rendant ainsi
compte de l’utilisation de la fonction valeur entière. En présence d’une limitation en
DSP, le système OFDM n’est donc pas capable d’exploiter la totalité de l’énergie mise
à sa disposition. Dans l’exemple choisi ici, on remarque d’ailleurs que les 10 dernières
sous-porteuses ne sont pas du tout exploitables par le système, leur débit respectif dans
R étant inférieure à 1 bit par symbole.
3.3 Modulations adaptatives en LP-OFDM
Dans ce paragraphe, nous allons chercher à appliquer les principes d’allocation dy-
namique des ressources au système LP-OFDM. L’objectif est de mettre au point des
politiques d’allocation des ressources similaires à celles développées dans le paragraphe
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Figure 3.3 – Représentation schématique du paramétrage du signal LP-OFDM par les
algorithmes d’allocation dynamique des ressources.
précédent. D’abord, nous allons revenir sur la description du système LP-OFDM en
s’attachant à définir ses degrés de liberté et à déterminer sa capacité. Ensuite, les al-
gorithmes d’allocation seront développés pour le système LP-OFDM avec une mise en
œuvre de l’égalisation suivant les critères ZF et EQM, dans le cadre d’une optimisation
du débit. Enfin, nous nous attarderons à évaluer les performances des algorithmes mis en
œuvre, et en particulier à comparer les résultats à ceux obtenus avec un système OFDM.
Les expressions analytiques obtenues pour le critère ZF sont tirées de [50] et servent de
base pour le développement des procédures d’optimisation pour le critère EQM.
3.3.1 Système et degrés de liberté
Pour mener à bien l’étude sur l’allocation des ressources, commençons par nous
concentrer sur la structure de l’émetteur LP-OFDM. La figure 3.3 propose une représen-
tation de cet émetteur, mettant en évidence les différentes opérations intervenant lors
du paramétrage d’un signal LP-OFDM. Il s’agit là d’un système multibloc pour lequel
les données d’un même utilisateur sont précodées linéairement à l’aide de séquences de
précodage. Comme cela est mis en évidence sur la figure, l’organe d’allocation dyna-
mique des ressources vient configurer le système en fonction de la connaissance de l’état
du canal (CSI, channel state information). Cette connaissance sera supposée parfaite
dans la suite de l’étude. Elle comprend non seulement la connaissance de la réponse des
différents canaux mais aussi la connaissance du niveau des bruits et brouilleurs.
Une représentation schématique d’un exemple de répartition des séquences de pré-
codage en fonction des sous-porteuses est donnée figure 3.4. Le principe d’allocation en
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Figure 3.4 – Principe d’allocation adaptative des ressources dans un système LP-OFDM
mono-utilisateur.
mode LP-OFDM est alors clairement illustré. Sur ce schéma on retrouve les différents
paramètres que l’organe d’allocation a pour mission d’adapter en fonction du canal et
des contraintes du système. En considérant que la longueur L des séquences de précodage
est constante d’un bloc de sous-porteuses à l’autre, on peut lister les différentes données
paramétrables, à savoir
• le nombre de séquences Ub utilisées au sein de chaque bloc b de sous-porteuses ;
• la puissance Eu,b attribuée à la ue séquence du be bloc ;
• l’ordre de modulation ru,b associé à cette même séquence ;
• les jeux Sb d’indices de sous-porteuses relatifs à chaque bloc b.
Les séquences de précodage utilisées sont des séquences orthogonales si bien que le
nombre de séquences exploitables par bloc de sous-porteuses est tel que Ub ≤ L, ∀b.
Si on ne se restreint pas aux seules constructions de Sylvester, la longueur L de ces
séquences peut valoir n’importe quel multiple de 4 [51,52]. Par ailleurs, on rappelle que
les modulations employées sont des MAQ dont l’ordre peut varier de 1 à 14, et donc
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ru,b ∈ [1, · · · , 14]. La limitation de puissance en DSP s’écrit quant à elle,
Ub∑
u=1
Eu,b ≤ EDSP , (3.6)
où EDSP est le niveau de la DSP limite. On rappelle enfin que le nombre B de blocs de
sous-porteuses qu’il est possible de former dans le cas d’une longueur de précodage L
est tel que B =
⌊
N
L
⌋
.
Comme indiqué sur la figure 3.3, le système LP-OFDM considéré peut être divisé
en deux sous systèmes de complexité croissante. Le premier sous système, dit système
monobloc, constitue l’élément de base du système global. Ce système est équivalent à un
système MC-CDMA dans lequel un seul utilisateur se verrait attribuer tous les codes.
Le deuxième sous-système, dit système multibloc, est l’extension du système monobloc
au cas d’utilisation de plusieurs blocs de sous-porteuses. Nous allons tout d’abord dé-
velopper les différentes équations pour le système élémentaire monobloc avant de les
étendre par la suite au système multibloc. Puisque ce système n’exploite qu’un seul bloc
de sous-porteuses, l’indice de bloc b sera omis dans ces développements et on considèrera
les indices de sous-porteuses l tels que l ∈ [1, · · · , L].
3.3.2 Information mutuelle
Comme dans l’étude effectuée dans le paragraphe 2.4.2 sur l’allocation des ressources
en général, nous avons besoin ici d’exprimer la fonction f permettant de donner le
débit du système considéré en fonction de ses paramètres. Les procédures d’optimisation
pourront alors être entreprises à partir de cette expression. C’est donc l’information
mutuelle qu’il nous faut déterminer. On rappelle qu’on considère le cas de récepteurs dits
mono-utilisateurs, c’est-à-dire que chaque séquence est traitée de manière indépendante.
Le signal reçu après l’opération de déprécodage linéaire, pour un système monobloc,
s’écrit
Y = CHGHCX+CHGZ . (3.7)
Les matrices H de la réponse du canal et G de l’égalisation étant diagonales, le symbole
reçu après le déprécodage de la séquence v est [6]
yv =
L∑
l=1
cv,lglhlcl,vxv︸ ︷︷ ︸
A1
+
L∑
l=1
U∑
u=1
u 6=v
cv,lglhlcl,uxu
︸ ︷︷ ︸
A2
+
L∑
l=1
cv,lglzl︸ ︷︷ ︸
A3
. (3.8)
Dans cette expression on distingue, de gauche à droite, le terme A1 relatif au signal
utile, un terme d’interférence A2 et un terme de bruit A3. Sous l’hypothèse de séquences
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orthogonales, la capacité du système s’exprime comme la somme des capacités apportées
par chacune des séquences. Il suffit alors de calculer l’information mutuelle Iv entre les
processus yv et xv. Il faut noter que la capacité du canal est donnée par le maximum de
l’information mutuelle entre les signaux d’entrée et de sortie du canal, où la maximisa-
tion est faite par rapport à la distribution de l’entrée [53]. En supposant que le terme
d’interférence suit une loi gaussienne, ce qui est vrai pour une longueur de séquences
suffisamment grande, on peut écrire [3]
Iv = log2

1 + E
[
A1A
H
1
]
E
[
A2AH2
]
+ E
[
A3AH3
]

 . (3.9)
3.3.2.1 Choix de la technique d’égalisation
Comme nous l’avons vu dans le chapitre précédent, différentes techniques d’égalisa-
tion peuvent être envisagées pour le système LP-OFDM. Dans notre étude, nous nous
limitons à l’utilisation des critères ZF et EQM pour l’égalisation.
Critère ZF
Rappelons que le critère du forçage à zéro permet de supprimer les interférences en
réception. Le coefficient d’égalisation est gl = 1/hl. Comme les séquences de précodage
sont orthogonales, A2 = 0 et l’équation (3.8) du signal égalisé par la technique ZF pour
le système LP-OFDM s’écrit alors
yv = xv +
L∑
l=1
cv,l
1
hl
zl . (3.10)
L’information mutuelle I, correspondant à la somme des informations mutuelles Iv entre
les processus yv et xv, s’écrit [3]
I =
U∑
u=1
log2

1 +
L2
L∑
l=1
1
|hl|2
Eu
N0

 (3.11)
Critère EQM
Selon le critère EQM, le coefficient d’égalisation gn est calculé de sorte à minimiser
l’erreur quadratique moyenne entre le signal émis et le signal reçu obtenu après l’égali-
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sation. L’erreur quadratique moyenne est alors définie par
E
[
|εl|2
]
= E

∣∣∣∣∣
U∑
u=1
glhlcl,uxu + glzl −
U∑
u=1
cl,uxu
∣∣∣∣∣
2
=
U∑
u=1
|gl|2 |hl|2 |cl,u|2 E
[
|xu|2
]
+ |gl|2E
[
|zl|2
]
(3.12)
+
U∑
u=1
|cl,u|2 E
[
|xu|2
]
− 2ℜ
(
U∑
u=1
glhl |cl,u|2 E
[
|xu|2
])
,
avec les hypothèses habituelles E [xuxv] = δu,vEu et E [zlzj ] = δl,jN0, δ étant ici le
symbole de Kronecker, et |cl,u|2 = 1. Pour un système à pleine charge avec U = L , la
minimisation de cette erreur quadratique moyenne conduit à [6]
gl =
hl
|hl|2 + N0∑U
u=1
Eu
=
h∗l
|hl|2 + N0EDSP
. (3.13)
Le développement des termes d’espérance de l’information mutuelle donne,
E
[
A1A
H
1
]
= E

∣∣∣∣∣
L∑
l=1
cv,lglhlcl,vxv
∣∣∣∣∣
2 =
∣∣∣∣∣∣
L∑
l=1
|hl|2
|hl|2 + N0EDSP
∣∣∣∣∣∣
2
Ev ; (3.14)
E
[
A2A
H
2
]
= E


∣∣∣∣∣∣∣∣
L∑
l=1
U∑
u=1
u 6=v
cv,lglhlcl,uxu
∣∣∣∣∣∣∣∣
2 = U∑
u=1
u 6=v
∣∣∣∣∣∣
L∑
l=1
|hl|2
|hl|2 + N0EDSP
cv,lcu,l
∣∣∣∣∣∣
2
Eu ; (3.15)
E
[
A3A
H
3
]
= E

∣∣∣∣∣
L∑
l=1
cv,lglzl
∣∣∣∣∣
2 = L∑
l=1
|hl|2(
|hl|2 + N0EDSP
)2N0 . (3.16)
On arrive finalement à l’expression de l’information mutuelle I
I =
U∑
v=1
log2


1 +
∣∣∣∣∣∣
L∑
l=1
|hl|2
|hl|2 + N0EDSP
∣∣∣∣∣∣
2
Ev
U∑
u=1
u 6=v
∣∣∣∣∣∣
L∑
l=1
|hl|2
|hl|2 + N0EDSP
cv,lcu,l
∣∣∣∣∣∣
2
Eu +
L∑
l=1
|hl|2(
|hl|2 + N0EDSP
)2N0


. (3.17)
3.3.3 Optimisation du débit
Le paragraphe précédent a permis de calculer les informations mutuelles utiles aux
développements du problème d’optimisation de la répartition des ressources en vue de la
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maximisation du débit. Les contraintes considérées sont la limitation de DSP et l’ordre
entier des modulations. Nous considérerons que le masque de puissance définit une DSP
plate de niveau EDSP pour la bande « autorisée ». Cela signifie que les algorithmes com-
poseront uniquement avec les sous-porteuses des bandes « autorisées », les sous-porteuses
des bandes dites « interdites » étant tout simplement écartées. Enfin, on supposera que
le taux d’erreur cible du système est donné par les contraintes de qualité de service.
Dans ce paragraphe, la marge de RSB Γ relative aux modulations MAQ sera considérée
fixe, ce qui signifie que nous travaillerons sous la contrainte d’un TES crête. Nous allons
traiter le problème d’optimisation pour un système monobloc, d’où nous déduirons par
la suite le cas multibloc. Les algorithmes seront développés pour un système LP-OFDM
avec mise en œvre de l’égalisation suivant les critères ZF et EQM.
3.3.3.1 Maximisation du débit suivant le critère ZF
A partir de (3.11) et en tenant compte de la marge de RSB Γ, le problème de
l’optimisation au sens du débit réalisable s’écrit


max
S,U,Eu ∀u
U∑
u=1
log2

1 +
1
Γ
L2∑
n∈S
1
|hn|2
Eu
N0

 ,
sous la contrainte,
U∑
u=1
Eu ≤ EDSP .
(3.18)
Le débit réalisable prend ses valeurs dans R dans le cas de la granularité infinie et dans
N dans le cas de la granularité finie. La résolution de ce problème consiste à déterminer
la politique S de sélection des sous-porteuses dans un bloc, le nombre de séquences de
précodage U à utiliser ainsi que la politique P de répartition de la puissance entre les
séquences. Cette dernière conduira de manière univoque à la politique R de répartition
des bits ru sur l’ensemble des séquences.
Choix des sous-porteuses
La politique de sélection des sous-porteuses est définie de sorte à maximiser le débit
du système. On remarque que la fonction à maximiser, décrite en (3.18) est une fonction
décroissante de la somme des puissances inverses relatives aux sous-porteuses. Il suffit
pour cela de chercher une politique qui permet de minimiser
∑
n∈S 1/ |hn|2. Ainsi, la
stratégie à adopter consiste tout simplement à sélectionner les L sous-porteuses de plus
fortes amplitudes |hn|2, parmi les N disponibles. En notant S∗ le jeu de sous-porteuses
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ainsi constitué, la politique de sélection des sous-porteuses est donc la suivante
{S : S∗ = {l}, tq. ∀n /∈ S∗ |hl| ≥ |hn| . (3.19)
Granularité infinie
Connaissant la politique de choix des sous-porteuses, la résolution du problème d’op-
timisation sous la contrainte de l’inégalité (3.18) à l’aide de la méthode des multiplica-
teurs de Lagrange a conduit à la détermination de la répartition optimale de la puissance
sur les U séquences de précodage utilisées [3]. Le débit maximal dans R du système mo-
nobloc est obtenu pour Eu = EDSP/U et s’écrit
R∗ = L log2

1 +
1
Γ
L∑
l∈S∗
1
|hl|2
EDSP
N0

 . (3.20)
Il faut noter que pour Eu = EDSP/U , le nombre optimal de séquences est U = L. Les
politiques d’allocation des ressources en granularité infinie peuvent alors être énoncées
comme suit 
P : ∀l ∈ [1, · · · , L] E
∗
u = EDSP/L ,
R : ∀l ∈ [1, · · · , L] r∗u = R∗/L .
(3.21)
La puissance Eu associée au débit ru s’écrit aussi
E∗u = (2
r∗u − 1)ΓN0
L2
∑
l∈S∗
1
|hl|2
. (3.22)
Notons qu’on atteint de cette manière la capacité du système monobloc. Ces résultats
nous permettent de maximiser le débit quelle que soit la longueur des séquences de
précodage. En revanche, il n’existe pas de formule analytique pour déterminer la longueur
optimale de ces séquences de précodage. En utilisant toutes les constructions possibles
des matrices de Hadamard [52], les longueurs possibles des séquences sont {1, 2, 4n|n ∈
N}. Il y a donc un nombre limité de cas à comparer. Dans nos simulations, nous testerons
un certain nombre de ces cas afin de déterminer la longueur optimale.
Granularité finie
Si on restreint à présent les ordres de modulations au corps des entiers, les politiques
précédentes ne peuvent plus être appliquées et les procédures d’optimisation doivent
prendre en compte la contrainte ru ∈ N. Le débit maximal réalisable dans N est alors
obtenu en allouant ⌊R∗/L⌋ + 1 bits à nb séquences et ⌊R∗/L⌋ bits aux L − nb autres
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séquences, avec R∗ le débit optimal dans R donné par l’équation (3.21) [3]. A partir
de cette répartition, l’allocation des puissances se déduit simplement en utilisant la
relation (3.22). On peut alors énoncer les politiques d’allocation des ressources comme
suit 

R :
∀l ∈ [1, · · · , nb] r˙∗u = ⌊R∗/L⌋+ 1 ,
∀l ∈ [nb + 1, · · · , L] r˙∗u = ⌊R∗/L⌋ ,
avec, nb =
⌊
L
(
2R
∗/L−⌊R∗/L⌋ − 1
)⌋
P : ∀l ∈ [1, · · · , L] E˙∗u = (2r˙
∗
u − 1)ΓN0
L2
∑
l∈S∗
1
|hl|2
.
(3.23)
Notons que la procédure d’allocation nécessite le calcul de simplement deux valeurs
de débit et de deux valeurs de puissance pour réaliser l’allocation de l’ensemble des
séquences. Le débit total, dans N, atteint par le système monobloc vaut donc finalement,
R˙∗ = L ⌊R∗/L⌋+
⌊
L
(
2R
∗/L−⌊R∗/L⌋ − 1
)⌋
. (3.24)
Remarquons qu’on a R˙∗ ≤ R∗/L, où l’égalité est obtenue pour R∗/L ∈ N. Cela signifie
que la capacité du système monobloc n’est pas atteinte en granularité finie, tout comme
c’était le cas en OFDM. Nous verrons cependant que la différence entre la capacité et le
débit réalisé n’atteint pas les même proportions dans les deux systèmes.
L’algorithme d’allocation dynamique des ressources qui regroupe l’ensemble des po-
litiques mises en œuvre pour le système monobloc est présenté figure 3.5. Notons qu’il
suffit de remplacer le calcul de r˙∗c et E˙
∗
c par celui de r
∗
c et E
∗
c pour obtenir les résultats
en granularité infinie.
3.3.3.2 Maximisation du débit suivant le critère EQM
A partir de (3.17) et en tenant compte de la marge de RSB Γ, le problème de
l’optimisation au sens du débit réalisable pour le système LP-OFDM monobloc avec
mise en œuvre de l’égalisation suivant le critère EQM, s’écrit


max
S,U,Eu ∀u
U∑
u=1
log2

1 + 1
Γ
φEu
U∑
v=1
v 6=u
ϕu,vEv + λN0

 ,
sous les contraintes,
U∑
u=1
Eu ≤ EDSP et Eu ≥ 0 ,
(3.25)
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Pour S∗ trouvé
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r˙∗u de (3.23)
E˙∗u de (3.23)
∀u r˙∗u
∀u E˙∗u
S∗
Figure 3.5 – Algorithme de maximisation du débit pour le système monobloc.
où
φ =
∣∣∣∣∣∣
L∑
l=1
|hl|2
|hl|2 + N0EDSP
∣∣∣∣∣∣
2
= Tr
(
HH(HH+
N0
EDSP
)−1
)2
= ϕu,u , (3.26)
ϕu,v =
∣∣∣∣∣∣
L∑
l=1
|hl|2
|hl|2 + N0EDSP
cu,lcv,l
∣∣∣∣∣∣
2
=
(
tCuHH(HH+
N0
EDSP
)−1Cv
)2
, (3.27)
λ =
L∑
l=1
|hl|2(
|hl|2 + N0EDSP
)2 = Tr
(
HH(HH+
N0
EDSP
)−2
)
. (3.28)
Contrairement au cas ZF, il n’existe pas de solution analytique au problème d’op-
timisation du débit. Par contre, pour une répartition donnée des bits il est possible
de déterminer la répartition de l’énergie sur les différentes séquences pour un égaliseur
EQM. Ainsi, nous utilisons l’allocation des bits réalisée avec l’égaliseur ZF comme point
de départ pour l’allocation des bits pour un égaliseur EQM. Nous considérons par la
même occasion que la politique S de sélection des sous-porteuses pour le bloc et le
nombre de séquences de précodage U à utiliser sont ceux trouvés avec le critère ZF.
Pour une répartition {ru}u∈[1,U ] de bits donnée, les énergies {Eu}u∈[1,U ] allouées aux
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séquences vérifient
1
Γ
φ
Eu
EDSP
− (2ru − 1)
U∑
v=1
v 6=u
ϕu,v
Ev
EDSP
= (2ru − 1)λ N0
EDSP
. (3.29)
Soit Φ,Λ et Ψ les matrices définies par


Φu,u =
φ
Γ
;
∀u 6= v,Φu,v = −(2ru − 1)ϕu,v ;
Λu = (2ru − 1)λ N0
EDSP
Ψu =
Eu
EDSP
.
(3.30)
La matrice Φ est à diagonale dominante et donc est inversible [54]. Ainsi, pour une
répartition {ru}u∈[1,U ] de bits donnée, la répartition des énergies relatives {Ψu}u∈[1,U ]
vérifie
Ψ = Φ−1Λ . (3.31)
L’allocation en granularité finie des bits est réalisée par un algorithme itératif. Par-
tant de la répartition initiale de bits et tant que la somme des énergies relatives Ψu
est inférieure à 1, c’est-à-dire que la contrainte de DSP est vérifiée, la répartition des
bits est mise à jour. Cette mise à jour s’effectue en ajoutant un bit supplémentaire à la
répartition {ru} tout en minimisant la dispersion des valeurs. Le principe de l’algorithme
d’allocation que nous proposons de mettre en œuvre pour déterminer les répartitions des
bits et des énergies est présenté figure 3.6.
3.3.3.3 Extension des résultats au cas multibloc
Comme nous le verrons dans les résultats de simulations, l’utilisation de séquences
de précodage trop longues fait perdre le gain en débit apporté par le regroupement des
sous-porteuses. Dans un tel contexte, la distorsion subie par les séquences en raison de
la fonction de transfert sélective du canal de transmission devient trop importante. Il
est donc intéressant de remplacer le système monobloc par un système multibloc. Le
système en devient plus souple, avec un nombre de sous-porteuses utilisées qui n’est plus
strictement égal à la longueur des séquences. Dans notre approche, nous nous limitons
à une longueur L des séquences identique pour tous les blocs. Une généralisation est
possible en prenant une longueur des séquences propre à chaque bloc, mais il n’existe
pas a priori de formule analytique donnant la solution optimale.
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∀u r˙∗u de (3.23)
∀u Eu = 0
Début
Fin
∀u, recalculer Ψu
∀u, calculer Ψu
Tant que
∑
u
Ψu < 1
Ajouter un bit à {ru}u∈[1,U ]
en minimisant la dispersion
des valeurs
∀u r˙∗u
∀u E˙∗u
Figure 3.6 – Principe de l’algorithme d’allocation avec le critère EQM.
Pour le système multibloc, les algorithmes d’allocation dynamique des ressources
doivent gérer le partage du spectre en B blocs de sous-porteuses deux-à-deux disjoints,
déterminer le nombre de séquences Ub à mettre en jeu sur chacun de ces blocs, et donner
les politiques de répartition de la puissance et des débits sur ces blocs. Les formules ana-
lytiques obtenues dans le cas monobloc peuvent encore s’appliquer dans le cas multibloc.
Ainsi, La solution optimale consiste à choisir les sous-porteuses de façon à maximiser les
débits bloc par bloc. Il suffit alors d’ordonner les sous-porteuses par ordre décroissant
de leur amplitude, puis d’attribuer les L premières sous-porteuses au premier bloc, les
L suivantes au deuxième bloc, etc [3]. Le débit total R∗t réalisable s’écrit
R∗t =
B∑
b=1
R∗b =
B∑
b=1
Ub∑
u=1
r∗u,b . (3.32)
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Ce débit est donné dans R et pourrait s’écrire de la même façon dans N. Cette solution
obtenue n’est plus optimale dans N, mais elle offre un très bon compromis. La solution
optimale nécessiterait d’échanger des sous-porteuses entre les blocs de façon à réduire
l’énergie résiduelle, et d’effectuer un grand nombre de calculs de débit.
La figure 3.7 permet d’illustrer l’allocation des débits résultant des politiques dévelop-
pées pour le système LP-OFDM avec mise en œuvre de l’égalisation suivant les critères
ZF et EQM. Les mêmes conditions de simulation que pour le système OFDM qui est
donné en référence, sont également utilisées ici (cf. fonction de transfert figure 3.2). La
différence de comportement des deux systèmes peut alors être mise en évidence. La lon-
gueur des séquences de précodage est arbitrairement fixée à L = 32. Contrairement au
cas de l’OFDM, les courbes de débits sont en escalier à la fois pour la granularité infinie
et finie. Comme les sous-porteuses sont classées pas ordre croissant d’amplitude pour
faciliter la représentation, chaque palier correspond à un bloc S de sous-porteuses. Les
indices de sous-porteuses au sein d’un bloc doivent donc être vus comme des indices de
séquences de précodage. La largeur des paliers est alors égale à la longueur L de ces sé-
quences. Précisons que la valeur prise par chaque palier, en granularité finie, correspond
au débit moyen attribué à chaque séquence, si bien que le débit total véhiculé par un
bloc donné est égal à L fois le niveau du palier. Ceci explique que les valeurs obtenues
ne soient pas entières, contrairement au cas de l’OFDM.
On remarque que le débit en granularité infinie du système OFDM est supérieur au
débit en granularité infinie du système LP-OFDM quel que soit le critère d’égalisation
choisi. Par contre, lorsqu’on travaille avec des ordres entiers de modulation, le système
LP-OFDM est nettement plus performant que le système OFDM. On remarque que
le système LP-OFDM tente d’approcher au mieux la limite de capacité en ajustant le
niveau des paliers au plus proche de la courbe de granularité infinie. Pour les dernières
sous-porteuses, on remarque de plus que le système est capable de transmettre un débit
non nul contrairement à ce que faisait le système OFDM dans la même configuration. Ce
comportement est rendu possible grâce à la composante de précodage linéaire qui permet
de façon naturelle d’exploiter collectivement la puissance disponible sur chaque sous-
porteuse d’un même bloc. Au contraire, le système OFDM n’est capable d’exploiter la
puissance que de façon individuelle sur chacune des sous-porteuses. Comme nous l’avons
mis en évidence au paragraphe 3.2, la limitation à des ordres entiers de modulations
ne lui permet pas d’exploiter la totalité de la puissance disponible sur chaque sous-
porteuse. Le système LP-OFDM peut quant à lui mutualiser les bribes de puissance non
exploitées par l’OFDM de manière à transmettre des bits supplémentaires. En particulier,
cette mutualisation de la puissance permet d’atteindre un débit non nul sur les sous-
porteuses où l’OFDM ne pouvait rien transmettre. Notons que ce principe rejoint l’idée
proposée dans [31] sous le nom de « fusion de sous-porteuses » (carrier merging) et qui
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Figure 3.7 – Comparaison des résultats d’allocation des bits en granularité infinie et
finie, dans le cadre de la maximisation du débit pour le système LP-OFDM multibloc
suivant le critère ZF (a) et le critère EQM (b). La longueur de précodage choisie est
L = 32.
consiste à appliquer une séquence de précodage sur un jeu de sous-porteuses dont les
RSB individuels sont trop faibles pour permettre la transmission d’un quelconque ordre
de modulation MAQ que ce soit. En vertu du principe de mutualisation de la puissance
décrit à l’instant, la fusion des sous-porteuses rend alors possible la transmission de
quelques bits supplémentaires dès lors que la ressource cumulée au sein du bloc de sous-
porteuses le permet [3].
En outre, l’utilisation du critère EQM apporte une légère amélioration du débit du
système LP-OFDM. Pour des raisons de lisibilité des courbes, les systèmes LP-OFDM-
ZF (a) et LP-OFDM-EQM (b) ont été séparées. La différence de débits entre ces deux
systèmes peut se lire principalement sur les 32 dernières sous-porteuses. Cet exemple
confirme les résultats de travaux antérieurs sur le faible gain apporté par l’utilisation du
critère EQM dans un contexte mono-utilisateur.
Sur cet exemple simple, nous venons donc de mettre en évidence le fait que le sys-
tème LP-OFDM adaptatif proposé est capable de dépasser les performances du système
OFDM. Cet aspect sera confirmé par de plus amples simulations sur des canaux CPL
dans le paragraphe suivant.
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Figure 3.8 – Exemple de RSB par sous-porteuse pour un canal de la classe 5.
3.3.4 Simulation et performances
Dans ce paragraphe, nous présentons les performances des algorithmes d’allocation
de ressources pour la maximisation du débit dans un contexte mono-utilisateur. Les
performances du système LP-OFDM avec mise en œuvre de l’égalisation suivant les
critères ZF et EQM seront comparées avec celles du système OFDM.
L’ensemble des simulations va être mené sur des modèles de canaux du projet OMEGA.
Rappelons que ces modèles de canaux, issus de campagnes de mesure, ont été répar-
tis en neuf classes de canaux avec des atténuations fréquentielles différentes dans la
bande [0; 100] MHz. On se place ici sous l’hypothèse de la connaissance parfaite du
RSB sur chaque sous-porteuse à l’émission. Le modèle de bruit stationnaire décrit au
paragraphe 1.5.2 sera utilisé pour définir la densité spectrale de puissance de bruit par
sous-porteuse. Concernant les puissances d’émission, nous utiliserons le masque de DSP
défini au paragraphe 1.4.2. Les autres paramètres de simulation sont définis dans le ta-
bleau 1.4 pour le système OMEGA. La figure 3.8 donne un exemple de rapport signal
à bruit par sous-porteuse pour un canal de la classe 5 après application du masque de
DSP et de la prise en compte du modèle de bruit stationnaire. Les valeurs de RSB en
dessous des −30 dB sont celles correspondant aux fréquences non utilisées. Par ailleurs,
la probabilité d’erreur symbole cible est fixée à 10−3 en sortie de l’égaliseur.
3.3.4.1 Prise en compte des fonctions de codage de canal
La définition de la marge de bruit Γ permet également de prendre en compte le
schéma de codage de canal dans les processus d’allocation des ressources. Cette marge
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constitue une mesure de la performance relative d’un système utilisant un schéma de
codage donné, par rapport à la capacité du canal. Comme nous l’avons vu pour un
système non codé, une approximation consiste à considérer Γ indépendant de l’ordre de
modulation. La même approche peut être utilisée pour un système codé. Dans ce cas,
l’approximation consiste à considérer Γ indépendant du schéma de codage choisi et avec
Γ = Γmodulation + Γcodage. (3.33)
À une probabilité d’erreur symbole cible en sortie de l’égaliseur correspond une proba-
bilité d’erreur en sortie du décodeur, le gain de codage est donné par Γcodage.
Une autre approche consiste à prendre la valeur exacte de la marge de bruit définie
pour chaque couple de modulation et de schéma de codage canal. Cette approche a été
étudiée dans [4]. La marge de bruit est variable, prend en compte le codage de canal, et
l’algorithme correspondant est alors similaire à celui développé au paragraphe 3.4.
Quelle que soit l’approche utilisée, approximation ou valeur exacte de Γ, la prise en
compte du schéma de codage ne modifie pas la stratégie et la politique d’allocation des
ressources. Cette prise en compte conduit simplement à une modification des valeurs de
la ou des marges de bruits. Les valeurs de débits obtenus pourront alors être différentes.
3.3.4.2 Débits atteignables sur les canaux OMEGA
Dans ce paragraphe, nous nous intéressons aux débits transmissibles dans le cas
mono-utilisateur sur les différents canaux OMEGA. Les performances des systèmes LP-
OFDM avec égalisation ZF et EQM sont comparées à celles d’un système OFDM. La
longueur des séquences de précodage est fixée à 32 dans ces premières simulations. La
figure 3.9 décrit les fonctions de répartition obtenues pour les débits maximaux sur
des canaux issus des 9 classes de canaux. On note en premier lieu que le système LP-
OFDM offre les meilleurs débits transmissibles, ce qui rejoint les commentaires du para-
graphe 3.3.3.3 sur les débits en granularité finie pour les deux systèmes. Les différences
de débits entre les systèmes LP-OFDM-ZF et LP-OFDM-EQM sont faibles et ne per-
mettent pas de dissocier leurs fonctions de répartition. On remarque que plus on monte
en numéro de classe de canaux (donc en RSB moyen), plus le gain absolu (la différence
de débits entre le LP-OFDM et l’OFDM) augmente. Le tableau 3.1 récapitule les débits
transmis, les gains absolus et relatifs à la valeur 0, 5 de la fonction de répartition. Les
gains absolus et relatifs sont calculés de la façon suivante
gain absolu = débit LP-OFDM− débit OFDM ,
gain relatif =
débit LP-OFDM− débit OFDM
débit OFDM
.
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Figure 3.9 – Fonctions de répartition des débits atteignables sur des canaux issus des
9 classes de canaux pour les systèmes OFDM et LP-OFDM avec L = 32.
On remarque bien que le gain absolu augmente en fonction du numéro de la classe de
canaux considéré alors que les valeurs du gain relatif montrent une tendance générale à
la baisse.
Table 3.1 – Débits transmis, et gains absolus et relatifs à la valeur 0, 5 de la fonction
de répartition.
Classes de canaux
1 2 3 4 5 6 7 8 9
Débit OFDM (Mb/s) 24,76 46,7 80,52 120,5 201,4 307,9 461 582,9 791,8
Débit LP-OFDM (Mb/s) 30,81 54,96 92,68 141,5 230,1 339,5 494,8 617,7 827,9
Gain absolu (Mb/s) 6,05 8,26 12,16 21 28,7 31,6 33,8 34,8 36,1
Gain relatif (%) 24,43 17,68 15,10 17,42 14,25 10,26 7,33 5,97 4,56
Au regard de ces résultats sur des cas pratiques, on peut dire que la mise en œuvre de
la technique de précodage linéaire permet d’augmenter le débit du système en granularité
finie. La raison de la meilleure performance du LP-OFDM par rapport à l’OFDM est
expliquée dans le paragraphe suivant, où les puissances utilisées sont analysées. On note
aussi que l’utilisation d’un égaliseur basé sur le critère de l’erreur quadratique moyenne
offre les meilleures performances comparée à l’utilisation du critère du zero forcing.
Néanmoins, la différence de performance entre ces deux critères est faible sur les canaux
qui nous intéressent et dans le contexte mono-utilisateur.
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3.3.4.3 Exploitation de la DSP
Nous avons vu précédemment que le système LP-OFDM permettait de mieux ex-
ploiter la ressource en puissance que le système OFDM. Nous proposons ici de mettre
cette propriété en évidence en représentant la quantité de puissance dépensée par le LP-
OFDM en fonction de la longueur L des séquences de précodage. Comme les différences
de performance entre les systèmes LP-OFDM-ZF et LP-OFDM-EQM sont faibles, les al-
locations de puissances donnent quasiment les mêmes résultats. Pour mettre en évidence
la puissance utilisée en fonction de la longueur des séquences, nous donnons les résultats
de comparaison pour le système LP-OFDM (qui correspond au système LP-OFDM-ZF).
Ces résultats sont donnés figure 3.10 pour un unique utilisateur exploitant un canal de
classe 5 et pour seulement 1024 sous-porteuses. Pour mettre en évidence la répartition de
la puissance, ces sous-porteuses sont triées par ordre décroissant de leur amplitude. La
puissance utilisée est la puissance minimale requise permettant la transmission du débit
maximal. Les sauts dans les courbes correspondent au changement d’ordre de modula-
tion. Il est évident que le système OFDM n’exploite pas toute la puissance disponible.
On constate effectivement que la dépense de puissance est très différente d’une sous-
porteuse à l’autre. Dans certains cas, la totalité de la DSP est en effet exploitée tandis
que seule la moitié de la puissance exploitable est utilisée dans d’autres cas. Il réside
finalement une forte quantité de puissance non allouée comme on le voit sur la figure.
C’est cette puissance perdue que le système LP-ODFM met à profit. La composante de
précodage linéaire accumule les puissances résiduelles d’un bloc donné de sous-porteuses
pour transmettre des bits supplémentaires. On comprend alors que plus la longueur des
séquences est élevée, et plus il est possible d’augmenter le débit à partir de quantités de
puissances infimes. Sur la figure 3.10, on voit clairement que la puissance disponible est
d’autant mieux exploitée que L augmente, la DSP d’émission tendant alors vers la DSP
limite dans ce cas.
L’analyse de cette illustration permet donc de mettre en évidence la capacité du
système proposé à exploiter plus efficacement la ressource en puissance disponible.
3.3.4.4 Influence de la longueur des séquences de précodage
Nous allons à présent mettre en évidence le gain en débit apporté par la composante
de précodage linéaire. Pour cela nous nous intéressons aux résultats obtenus lorsque L
varie. La figure 3.11 donne l’évolution du débit atteignable pour les systèmes LP-OFDM-
ZF et LP-OFDM-EQM sur un canal de classe 5. Le débit pour le système OFDM est
donné pour L = 1. On note déjà sur cette figure la confirmation de la faible différence
entre les débits atteignables dans le cas de systèmes LP-OFDM avec une égalisation
basée sur le critère ZF et EQM. En outre, deux principales tendances sont à relever sur
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ce tracé. Tout d’abord, il apparait clairement que le débit obtenu avec le système LP-
OFDM, quel que soit le critère d’égalisation, augmente lorsque la longueur des séquences
est supérieure à 1, atteignant un palier à partir de L = 32. On note en particulier que
le débit obtenu passe d’environ 200 Mb/s pour l’OFDM à près de 229, 6 Mb/s avec
L = 32. Cela représente un gain absolu de 29, 9 Mb/s, soit plus de 14, 8% de gain
relatif. Ces résultats permettent alors de valider l’analyse faite précédemment, à savoir
que l’exploitation de la puissance disponible est plus efficace avec le LP-OFDM qu’avec
l’OFDM.
La seconde observation concerne l’évolution des débits lorsque la longueur des sé-
quences de précodage devient grande. On remarque en effet que le débit atteignable
commence à décroître pour une longueur supérieure à 160. Une longueur trop impor-
tante des séquences de précodage entraîne trop de distorsions entre les sous-porteuses
d’un bloc donné. Ce qui a pour effet d’accroître l’interférence entre les séquences de
précodage portées par ce bloc. Cette interférence conduit à la réduction de débit pour
de très longues séquences de précodage. Finalement, en combinant cette conclusion à
celle émise précédemment, il vient qu’on doit faire un compromis sur la longueur des
séquences de précodage.
3.3.5 Conclusion
Dans cette phase, nous nous sommes basés sur les résultats connus de l’optimisation
des systèmes LP-OFDM avec un détecteur de type ZF pour proposer un nouvel algo-
rithme avec un détecteur de type EQM afin de maximiser le débit total. Les simulations
réalisées à partir des modèles de canaux et de bruits stationnaires OMEGA ont permis
de comparer les systèmes LP-OFDM avec les deux techniques de détection et le système
OFDM. Nous avons pu montrer que les systèmes LP-OFDM permettaient de mieux ex-
ploiter la DSP disponible que le système OFDM. Par conséquent, nous avons pu évaluer
des gains en débit entre 4 et 25% pour les différentes classes de canaux OMEGA à la
valeur 0, 5 de la fonction de répartition des débits. En outre, on a pu noter également
la faible différence de performances entre les deux critères d’égalisation sur ces mêmes
canaux. Le système LP-OFDM avec mise en œuvre de l’égalisation suivant le critère
EQM donne les meilleures performances, mais reste relativement plus complexe que le
système LP-OFDM-ZF au vu des formules de débits obtenus.
3.4 Maximisation du débit sous contrainte de TEB
Jusqu’ici les problèmes de maximisation du débit utilisent l’approche classique du
taux d’erreur symbole cible. Comme discuté dans le chapitre précédent, l’approximation
de la marge de RSB Γ (cf. (2.9)), dérivée du TES cible, donne une valeur constante pour
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tous les ordres de modulation. En prenant en compte une valeur de TEB, Γ (cf. (2.11))
n’est plus constant pour tous les ordres de modulation. Les politiques d’allocation des res-
sources doivent alors être modifiées pour tenir compte de la variation de Γ. Les problèmes
d’optimisation alors considérés consistent à optimiser les performances du système sous
une contrainte, soit de TEB crête soit de TEB moyen. Plusieurs algorithmes d’allocation
des ressources sous la contrainte de TEB en vue de la maximisation du débit ont été
proposés dans la littérature [55–57]. La plupart des algorithmes de bit-loading proposés
sont des algorithmes itératifs, qui peuvent augmenter le temps des calculs. En outre, la
minimisation du TEB moyen du système pour un débit cible donné afin d’améliorer sa
robustesse a fait l’objet d’études dans des précédentes thèses [4, 30].
Dans cette partie, nous proposons deux différentes stratégies d’allocation de ressource
basées sur les contraintes de taux d’erreur binaire. L’idée est d’optimiser les débits des
systèmes multiporteuses en prenant en compte soit une contrainte de TEB crête soit
une contrainte de TEB moyen. Ces nouveaux algorithmes d’allocation binaire tentent
d’atteindre l’allocation optimale des bits avec une faible complexité de calcul, tout en
respectant une contrainte sur le taux d’erreur binaire crête ou moyen. Dans ce chapitre,
les études sont faites dans un contexte mono-utilisateur. Le contexte multi-utiliateur sera
analysé dans le chapitre 5. Il faut noter que l’algorithme proposé pour une contrainte de
TEB crête est développé pour le système LP-OFDM donc pour le système OFDM. Par
contre, l’algorithme proposé pour une contrainte de TEB moyen est développé unique-
ment pour le système OFDM. Comme nous l’avons vu plus haut, les nombres de bits al-
loués aux différentes séquences de précodage dans un bloc de sous-porteuses peuvent être
différents, compliquant ainsi la recherche d’algorithmes de bit-loading avec la contrainte
de TEB moyen sur l’ensemble du symbole LP-OFDM. Dans [4], un algorithme itératif
de bit-loading basé sur la contrainte de TEB moyen a été proposé pour les systèmes
LP-OFDM. Cet algorithme est basé sur les hypothèses suivantes : toutes les séquences
dans un bloc ont le même nombre de bits et la probabilité d’erreur sur un bloc est la
somme des probabilités d’erreur des différentes séquences.
3.4.1 Maximisation du débit sous la contrainte de TEB crête
Dans une première approche, nous étudions le problème de maximisation du débit
sous la contrainte de taux d’erreur binaire crête. Le développement des procédures d’op-
timisation sera fait pour un système LP-OFDM avec une égalisation de type ZF. Le
système OFDM s’obtient en fixant L à 1. Le problème de maximisation du débit sous la
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contrainte d’un TEB crête Peb, pour un bloc S de L sous-porteuses, s’écrit
max
ru, Eu
U∑
u=1
ru = max
ru, Eu
U∑
u=1
log2

1 + 1
Γ(ru)
L2∑
n∈S
1
|hn|2
Eu
N0

 , (3.34)
sous la contrainte de DSP
U∑
u=1
Eu ≤ EDSP (3.35)
et de TEB crête
4
ru
Q
(√
3Γ(ru)
)
≤ Peb . (3.36)
Les paramètres ajustables sont alors la puissance Eu et le nombre ru de bits alloués
à chaque séquence de précodage. L’interdépendance entre le nombre ru de bits alloués
et la marge de RSB Γ(ru) rend difficile l’obtention d’expressions analytiques comme
dans le cas d’une contrainte classique de TES crête. Dans [56], un algorithme itératif
de bit-loading a été proposé dans le but de maximiser le débit total du système sous
la contrainte d’un TEB crête. Le principe de cet algorithme est d’allouer itérativement
les bits aux séquences de précodage tant que les contraintes de DSP et de TEB crête
sont respectées. Dans ce paragraphe, nous proposons un nouvel algorithme efficace de
bit-loading pour le système LP-OFDM. Cet algorithme est relativement simple à mettre
en œuvre car il ne pose aucun problème de convergence au fil des itérations. Une table de
correspondance est utilisée afin de stocker, pour chaque ordre de modulation admissible,
les amplitudes du canal nécessaires pour garantir le TEB cible. Dans cette optique, nous
utilisons les solutions au problème de maximisation du débit en granularité infinie avec
une contrainte de TES (cf. paragraphe 3.3.3.2). À partir de l’équation (3.21), la somme
des gains inverses du canal relatifs aux sous-porteuses dans le bloc S, nécessaire pour
transmettre ru bits, à pleine charge, s’écrit
∑
n∈S
1
|hn|2
=
EDSP
Γ(ru)N0
L
(2ru − 1) , (3.37)
Soit q la fonction définie par
q : ru 7→ EDSPΓ(ru)N0
L
(2ru − 1) . (3.38)
Pour une valeur constante du TEB crête, l’approximation utilisée pour Γ permet de
montrer que la fonction q décroit avec ru. En effet, la fonction Q(.) donnée en (2.10)
est strictement décroissante, d’où son inverse Q−1(.) est croissante. De plus, la fonction
ru 7→ (2ru − 1) est croissante.
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Puisque r˙u ≤ ru ≤ r˙u + 1, avec r˙u = ⌊ru⌋, il vient que
q(r˙u) ≤
∑
n∈S
1
|hn|2
≤ q(r˙u + 1) . (3.39)
Ainsi, le débit atteignable R∗ en granularité infinie sur le bloc S est calculé à partir de la
formule (3.20) en posant Γ = Γ(r˙u). La répartition des bits en granularité finie ne peut
plus être calculée avec (3.23) puisque la marge de RSB est variable. En s’appuyant sur
la répartition des bits obtenue pour un TES crête, la nouvelle répartition optimale des
bits pour un TEB crête est
r˙∗u =

 ⌊R
∗/L⌋+ 1 (1 ≤ u ≤ nu) ,
⌊R∗/L⌋ (nu < u ≤ L) ,
(3.40)
où nu est obtenue en réécrivant la contrainte de DSP
nu =

L
(
2R
∗/L − 2⌊R∗/L⌋
)
(
2⌊R∗/L⌋+1 − 1) Γ(r˙∗u + 1)
Γ(r˙∗u)
−
(
2⌊R
∗/L⌋ − 1
)
 . (3.41)
La contribution en puissance de chaque séquence de précodage à la puissance totale du
bloc est donnée par
Eu = (2r˙
∗
u − 1)Γ(r˙
∗
u)N0
L2
∑
n∈S
1
|hn|2
, (3.42)
qui satisfait la contrainte de DSP (3.35). L’algorithme du bit-loading avec une contrainte
de TEB crête pour le bloc S de L sous-porteuses est donné par l’algorithme 1. Comme
nous l’avons dit plus haut, l’algorithme que nous proposons ne nécessite aucune itération.
L’utilisation d’une table de correspondance permet de réduire la complexité d’implémen-
tation de cet algorithme car il permet de déterminer pour un nombre fini de valeur de
ru les amplitudes du canal nécessaires pour satisfaire la limite de TEB crête. En outre,
le passage au système multi-bloc est immédiat. Après la définition des différents blocs
de sous-porteuses, l’algorithme est alors appliqué sur chaque bloc.
3.4.2 Maximisation du débit sous la contrainte de TEB moyen
Dans ce paragraphe, nous proposons un algorithme de bit-loading pour les systèmes
OFDM sous les contraintes de DSP et de taux d’erreur binaire moyen. Comme indiqué
précédemment, afin de parvenir à un taux d’erreur cible, les différentes sous-porteuses
sont autorisées à être affectées par des valeurs différentes de TEB et une limite sur le
TEB moyen est alors fixée pour l’ensemble du symbole OFDM [55,58]. Le problème de
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Algorithme 1 : Algorithme du bit-loading avec contrainte de TEB crête.
1: pour chaque ordre de modulation r˙u, (r˙u = 1, · · · , r˙max) faire
2: calculer Γ(r˙u) à partir de (2.11)
3: calculer q(r˙u) à partir de (3.38) et sauvegarder dans une table
4: fin pour
5: pour le bloc S faire
6: calculer s =
∑
n∈S 1/|Hn|2
7: si s < q(r˙max) alors
8: ∀u r˙∗u = r˙max
9: sinon
10: trouver r˙u tel que q(r˙u) ≤ s < q(r˙u + 1)
11: calculer R∗ à partir de (3.20) en posant Γ = Γ(r˙u)
12: calculer nu, r˙∗u
13: fin si
14: fin pour
maximisation du débit sous la contrainte d’un TEB moyen Peb s’écrit
max
rn
N∑
n=1
rn = max
rn
N∑
n=1
log2
(
1 +
1
Γ(rn)
EDSP |hn|2
N0
)
, (3.43)
sous les contraintes de DSP En ≤ EDSP et de TEB moyen
N∑
n=1
rnPeb(rn)
N∑
n=1
rn
≤ Peb , (3.44)
où Peb(rn) est la valeur du TEB de la sous-porteuse n et est donnée par
Peb(rn) =
4
rn
Q
(√
3Γ(rn)
)
=
4
rn
Q


√
3
EDSP |hn|2
N0(2rn − 1)

 . (3.45)
Ce type de problème peut simplement être résolu en mettant en œuvre un algorithme
glouton (greedy en anglais), qui constitue une procédure pour laquelle on atteint une
solution du problème par une maximisation pas à pas de chaque fonction locale. Cet
algorithme peut être appliqué de deux façons différentes. La première façon est de com-
mencer par allouer l’ordre de modulation le plus élevé à toutes les sous-porteuses. La
taille de constellation de la sous-porteuse la moins performante est réduite à chaque
itération jusqu’à ce que la contrainte de TEB moyen soit respectée [55]. La deuxième
façon consiste à commencer par allouer l’ordre de modulation le plus faible à toutes les
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sous-porteuses. La taille de constellation de la sous-porteuse la plus performante est aug-
mentée à chaque itération, tant que la contrainte de TEB moyen est respectée [47]. Dans
cette dernière méthode, la taille de constellation de la sous-porteuse n∗ est augmentée,
où
n∗ = argmin
n
{(rn + 1)Peb(rn + 1)− rnPeb(rn)}. (3.46)
Bien que cet algorithme donne le débit optimal, la complexité de calcul est encore
relativement élevée. Plus précisément, le nombre d’itérations varie entre N et rmax ×
N . Il est donc nécessaire de trouver des algorithmes d’allocation binaire, qui tentent
d’atteindre l’allocation optimale avec une faible complexité de calcul, tout en respectant
une contrainte sur le TEB moyen. Un algorithme de faible complexité, qui exploite la
relation entre le TEB crête autorisé par sous-porteuse et le TEB moyen, a été proposé
par Wyglinski dans [55]. En faisant varier la limite de TEB crête, le TEB moyen se trouve
alors modifié. Ainsi, en modifiant de façon intelligente la limite maximale du TEB crête,
on aboutit à une allocation des bits plus rapide que les algorithmes incrémentaux avec
une solution plus proche de l’optimal. Après avoir déterminé la limite maximale du TEB
crête, l’algorithme demeure incrémental.
L’algorithme que nous proposons est une version modifiée de l’algorithme de Wy-
glinski. En dehors des itérations pour déterminer la limite maximale du TEB crête,
l’algorithme ne nécessite aucune autre itération supplémentaire. Les étapes permettant
de déterminer la limite maximale et l’allocation finale des bits sont décrites dans l’algo-
rithme 2. Jusqu’à l’étape 6, cet algorithme est le même que l’algorithme de détermination
de la limite initiale de TEB crête qui sera utilisé dans l’algorithme itératif d’allocation
des bits [55, 57]. La détermination de cette limite initiale de TEB crête permet d’initia-
liser l’algorithme itératif pour réduire le nombre d’itérations. Dans notre algorithme, la
détermination du paramètre I (dans l’algorithme 2) suffit pour trouver l’allocation finale
des bits en vertu de l’équation (3.48). Ainsi, cet algorithme est plus rapide que celui de
Wyglinski, comme le montre le tableau 3.2. Dans ce tableau, on note que les temps de
calculs augmentent en fonction du RSB moyen. L’algorithme que nous proposons en-
gendre un temps de calcul inférieur d’au moins une seconde par rapport à l’algorithme
de Wyglinski.
Table 3.2 – Temps de calculs moyen (maximal) en seconde pour différentes valeurs de
RSB moyen sous MATLAB avec Intel Core2@2.66GHz.
Algorithme 20 dB 35 dB 50 dB
Proposé dans [55,57] 1.9813 (2.2188) 2.8375 (3.1875) 2.7750 (3.1719)
Notre proposition 1.1453 (1.2031) 1.4641 (1.5313) 1.4719 (1.5313)
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Algorithme 2 : Algorithme du bit-loading avec contrainte de TEB moyen.
1: Pour chaque sous-porteuse n, calculer Peb(rn) correspondant aux différents ordres
de modulation rn (ru = 1, · · · , rmax)
2: Trouver βn, la plus grande valeur des Peb(rn) qui ne dépasse pas Peb et l’ordre de
modulation correspondant rβn
3: Trouver αn, la plus faible valeur des Peb(rn) qui ne dépasse pas Peb et l’ordre de
modulation correspondant rαn
4: Déterminer la valeur ∆Peb telle que
Peb =
∑N
n=1 r
β
nβn +∆Peb∑N
n=1 r
β
n
⇔ ∆Peb =
N∑
n=1
rβn (Peb − βn) (3.47)
5: Remplacer βn par αn tant que la contrainte de TEB moyen est respectée.
En supposant que les αn sont triées dans l’ordre croissant, sans perdre de
généralité, on peut écrire
Peb ≥
∑N
n=I+1 r
β
nβn +
∑I
n=1 r
α
nαn∑N
n=I+1 r
β
n +
∑I
n=1 r
α
n
(3.48)
et par la suite,
∆Peb +
(
I∑
n=1
(
rαn − rβn
))
Peb ≥
I∑
n=1
(
rαnαn − rβnβn
)
(3.49)
6: Déterminer la plus grande valeur de I pour laquelle la relation (3.48) est vraie.
7: L’allocation finale des bits est donc la suivante :
rn =
{
rαn (1 ≤ n ≤ I) ,
rβn (I < n ≤ N) .
(3.50)
3.4.3 Simulation et performances
Dans ce paragraphe, les performances des algorithmes de bit-loading proposés avec
prise en compte du taux d’erreur binaire sont évaluées. Ces algorithmes sont également
comparés avec les stratégies d’allocation des ressources suivant l’approche classique consi-
dérant une contrainte de taux d’erreur symbole crête. Les conditions de simulation sont
identiques à celles décrites au paragraphe 3.3.4. En outre, les contraintes de TEB et de
TES sont respectivement fixées à 10−3 et 2.10−3.
La figure 3.12 donne les fonctions de répartition des débits réalisables avec les diffé-
rents algorithmes de bit-loading sur des canaux de classe 2 (figure 3.12a), de classe 5 (fi-
gure 3.12b) et de classe 9 (figure 3.12c). Primo, on note que le passage d’une contrainte
de TES crête à une contrainte de TEB crête ou de TEB moyen permet d’augmenter le
débit des systèmes OFDM. Le gain en débit offert par les algorithmes avec contrainte
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Figure 3.12 – Fonctions de répartition des débits réalisables avec les différents algo-
rithmes de bit-loading sur des canaux de classe 2 (a), de classe 5 (b) et de classe 9
(c).
de TEB croît en absolu avec le numéro de la classe des canaux, donc du RSB moyen. De
plus, l’utilisation d’une contrainte de TEB moyen donne de meilleurs résultats qu’avec le
TEB crête pour les systèmes OFDM. Secundo, le gain en débit apporté par la technique
de précodage linéaire dans une approche classique de TES crête, pour les classes 2 et 5,
assure un meilleur débit total par rapport à l’application des approches de TEB sur les
systèmes OFDM. L’utilisation conjointe de la technique de précodage et l’approche de
TEB crête offre le meilleur débit total quelle que soit la classe de canaux utilisée.
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3.5 Conclusion
Dans ce chapitre, nous avons présenté plusieurs stratégies d’allocation des ressources
visant à maximiser le débit des systèmes OFDM et LP-OFDM dans un contexte mono-
utilisateur. Dans une première partie, nous avons rappelé les mécanismes d’application
des modulations adaptatives aux systèmes OFDM et les procédures d’optimisation des
ressources correspondantes. Dans la seconde partie, nous avons aussi rappelé les princi-
paux résultats de l’optimisation du système LP-OFDM avec l’utilisation d’un détecteur
zero forcing en réception dans le contexte des transmissions CPL. Puis, nous avons déve-
loppé un nouvel algorithme d’allocation pour le système LP-OFDM avec mise en œuvre
de l’égalisation suivant le critère de l’erreur quadratique moyenne, dans le cadre d’une
optimisation du débit, ce qui constitue une première contribution originale.
Lors des simulations sur les canaux OMEGA, nous avons mis en évidence les ré-
sultats déjà connus, à savoir que le système OFDM n’avait pas la capacité d’exploiter
efficacement la ressource en puissance disponible, contrairement au système LP-OFDM.
Les résultats présentés montrent que la composante de précodage permet de mutualiser
les puissances disponibles sur les différentes sous-porteuses d’un même bloc, et de les
exploiter collectivement pour augmenter le débit du système. On a également pu noter
le faible gain en débit apporté par l’utilisation d’un égaliseur basé sur le critère EQM
comparé à l’utilisation du critère ZF.
Dans la dernière partie, nous avons proposé deux nouveaux algorithmes de bit-loading
de faible complexité, qui cherchent à maximiser le débit du système, tout en respectant
une contrainte de taux d’erreur binaire crête ou moyen. Les résultats de simulations
montrent que le passage d’une contrainte de TES crête à une contrainte de taux d’erreur
binaire crête ou moyen permet d’augmenter le débit des systèmes OFDM. De plus, la
mise en œuvre des algorithmes de bit-loading avec la contrainte de TEB crête pour les
systèmes LP-OFDM conduit à de meilleures performances.
Finalement, on peut généraliser et affirmer que la capacité de la fonction d’étalement
à collecter, mutualiser et exploiter toutes les puissances disponibles permet au système
LP-OFDM d’offrir, sous contrainte de masque de DSP, de meilleurs résultats en débit
que le système OFDM dans un contexte mono-utilisateur. Nous allons dans les chapitres
qui suivent, tenter de tirer profit des bonnes performances du système LP-OFDM dans
un contexte multi-utilisateur.
Chapitre 4
Allocation des ressources dans un
contexte multicast
4.1 Introduction
En informatique, le terme multicast (multidiffusion) est utilisé pour désigner une
méthode de diffusion de l’information d’un émetteur (source unique) vers un groupe de
récepteurs (plusieurs supports/médias). On dit aussi diffusion multipoint ou diffusion
de groupe. L’avantage de ce système par rapport au classique unicast (connexion réseau
point à point) devient évident quand on veut diffuser de la vidéo. En transmission de
flux continu et en unicast, on envoie une image autant de fois qu’on a de connexions
simultanées ce qui conduit à une perte de temps, de ressources du serveur et surtout de
bande passante. A contrario de l’unicast, en multicast le paquet n’est émis qu’une seule
fois, et sera routé vers tous les destinataires du groupe de diffusion. Lorsque le paquet est
destiné à tous les éléments du réseau, on parle alors de broadcast. La figure 4.1 présente
les différents types de communications dans un réseau.
(a) Unicast (b) Multicast (c) Broadcast
Figure 4.1 – Types de communications
Dans ce chapitre, nous étudierons la problématique de l’allocation des ressources
dans un contexte multicast. Le routage en multicast a fait l’objet de nombreuses études
dans la littérature pour les réseaux sans fils et câblés [59–61]. Dans ce chapitre, nous
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étudions une approche couche physique (PHY) des communications en multicast. Nous
nous limiterons donc à l’adaptation de la couche PHY pour les systèmes à porteuses
multiples en multicast sur lignes d’énergie. Le réseau CPL pouvant être utilisé pour
fournir des services triple play (l’Internet à haut débit, la téléphonie et la télévision sur
IP), le multicast s’avère être une méthode intéressante dans ce contexte. Les paramètres
de la couche PHY doivent être adaptés de sorte à satisfaire tous les destinataires. La
méthode classique en OFDM multicast consiste à ajuster ces paramètres pour servir
l’utilisateur qui présente le plus mauvais canal de transmission. Comme nous allons le
voir, cette méthode offre un même débit, à tous les utilisateurs, limité par l’état du canal
du plus « mauvais » utilisateur [62].
Afin de mieux correspondre aux conditions des liens et d’augmenter le débit total
en multicast, il a été proposé d’utiliser le multicast à débits hétérogènes [63]. Un tel
système sera nommé système multicast multidébit. Le système où tous les utilisateurs
reçoivent le même débit sera nommé système multicast monodébit. Dans un système
multicast multidébit, les utilisateurs sont regroupés en sous-groupes et les destinataires
dans chaque sous-groupe reçoivent un service en fonction de l’état de leurs canaux de
transmission. Par conséquent, les systèmes multicast à débits hétérogènes ont un grand
avantage sur les systèmes multicast à débit uniforme en s’adaptant aux exigences des
différents destinataires et à l’hétérogénéité du réseau [64]. Une méthode pour construire
des systèmes multicast à débits hétérogènes est la compression des données multicast en
plusieurs couches suivant une hiérarchie de qualités [65]. Les couches allouées aux utili-
sateurs dépendent de la qualité des canaux de transmission. L’utilisation de l’approche
multicast multidébit a permis d’augmenter significativement le débit multicast total par
rapport à la méthode classique mais au prix d’une dégradation de l’équité entre les uti-
lisateurs. Pour remédier à ce problème, une autre méthode prenant en compte l’équité
a été proposée [62, 65]. Cette méthode adapte les débits des utilisateurs en fonction des
débits alloués précédemment. Par conséquent, l’indice d’équité entre les utilisateurs se
trouve amélioré mais le débit total est réduit.
Dans ce chapitre, nous proposons un système LP-OFDM pour les communications
dans un contexte multicast afin d’augmenter les débits des utilisateurs et d’améliorer
l’indice d’équité. Pour exploiter la diversité des liens de transmission des utilisateurs,
les méthodes proposées utilisent la technique de précodage linéaire, ce qui constitue la
deuxième contribution originale de cette thèse. Dans un premier temps, nous étudierons
le problème d’allocation des ressources pour les systèmes LP-OFDM dans un contexte
multicast monodébit. Dans un second temps, les méthodes développées seront analysées
dans un contexte multicast multidébit.
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4.1.1 Description du système
Comme indiqué précédemment, le multicast est la méthode qui permet de délivrer une
même donnée à plusieurs utilisateurs à travers une seule transmission. Cette technique est
particulièrement intéressante pour la transmission de données multimédias à haut débit
car elle permet de réduire l’utilisation des ressources du réseau [62]. La figure 4.2 illustre
un simple cas de communication multicast dans un contexte CPL où la source S envoie
des données multimédias à trois destinataires D1, D2 et D3. Un coordinateur central,
CCo (central coordinator), contrôle les activités du réseau et envoie périodiquement des
trames balises contenant des informations de planification allouant ainsi du temps à
chaque communication dans un contexte CPL [7]. Puisque la couche MAC du CPL est
orientée connexion, toutes les communications de données se font à travers des connexions
« logiques ». Dans les télécommunications, une communication orientée connexion décrit
un moyen de transmission des données dans lequel
• les appareils à chaque extrémité, utilisent un protocole préliminaire pour établir
une connexion de bout en bout avant que les données soient envoyées ;
• les données sont envoyées le long d’un même chemin pendant la communication.
Ces connexions « logiques » sont identifiées individuellement par un identifiant global
de connexion et aussi des spécifications de qualité de service. Les exigences de qualité
de service comprennent la garantie de bande passante, la quasi absence d’erreurs de
transmission, la latence fixe et le contrôle de la gigue [7]. La source S communique ses
besoins et ses exigences au CCo et demande au CCo une allocation appropriée de temps
de connexion pour les communications avec les destinataires D1, D2 et D3. Si le CCo
peut prendre en compte les besoins de S, il demande aux stations de sonder leurs canaux
de transmission [7]. Cela permet aux stations d’effectuer l’estimation initiale du canal. On
suppose qu’un trajet de retour fait état des amplitudes |Hk,n| des sous-porteuses (d’indice
n) des canaux de propagation entre chaque destinataire (d’indice k) et la source. Dans
notre étude, on suppose également que la source connaît parfaitement les amplitudes
du canal de chaque destinataire, ce qui n’est pas forcément le cas dans les réseaux CPL
actuels. En effet, seules les liaisons point à point, nécessitant la connaissance d’un seul
canal, sont possibles dans ces réseaux. Sur la base de la connaissance des différents
canaux et des exigences de qualité de service, la source peut alors effectuer l’allocation
des ressources du système multicast.
Les caractéristiques fréquentielles du signal LP-OFDM sont les mêmes que celles
d’un signal OFDM. La composante OFDM du signal est supposée adaptée au canal de
transmission. L’intervalle de garde, le nombre de sous-porteuses, et l’espace entre ces
sous-porteuses sont correctement choisis afin d’absorber parfaitement les échos de tous
les canaux de propagation, et de limiter la perte d’efficacité spectrale liée à cet inter-
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Figure 4.2 – Exemple de communication multicast dans un réseau CPL.
valle de garde. Due à la contrainte de DSP dans les systèmes CPL, tous les utilisateurs
ont la même contrainte de puissance crête sur chaque sous-porteuse. Les séquences de
précodage utilisées sont les séquences orthogonales de Walsh-Hadamard de longueur L.
Pour simplifier les calculs, on suppose ici que chaque bloc de précodage utilise la même
longueur de séquences.
4.2 Allocation des ressources en multicast monodébit
Dans ce paragraphe, nous analysons l’allocation des ressources dans le cas multicast
monodébit c’est-à-dire où tous les utilisateurs reçoivent le même débit de transmission.
Pour assurer un tel débit identique à tous les utilisateurs, la méthode d’allocation des
ressources doit adapter les paramètres de la couche PHY à l’état du canal du plus
« mauvais » utilisateur sur chaque sous-canal. Les sous-canaux peuvent être les sous-
porteuses dans le cadre de l’OFDM ou les blocs de sous-porteuses dans le cadre du LP-
OFDM. L’hétérogénéité des canaux de transmission entre la source et les destinataires
complique l’adaptation de la couche PHY (ordre de modulation, codage de canal, etc.)
à l’état du canal de chaque utilisateur. Nous présenterons tout d’abord la méthode
classique d’allocation des ressources en OFDM multicast et ses limites. Ensuite, nous
proposerons d’utiliser conjointement la technique de précodage linéaire et une adaptation
de la méthode classique d’allocation des ressources pour augmenter le débit des systèmes
multicast à débits homogènes sans hiérarchiser les données. Il est à noter que les équations
proposées dans ce paragraphe pour le système LP-OFDM sont basées sur l’expression
du débit en granularité infinie avec un détecteur de type ZF (cf. paragraphe 3.3.3).
L’expression du débit obtenue pour une égalisation de type EQM s’avère relativement
complexe, donc difficilement compatible avec le développement d’expressions analytiques
lors des procédures d’optimisation. L’algorithme d’allocation des ressources basé sur le
critère EQM sera néanmoins appliqué à la fin de ce paragraphe sur la solution qui donne
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le meilleur résultat dans le cas ZF.
4.2.1 Notion de canal équivalent
Du fait qu’en multicast monodébit tous les utilisateurs reçoivent les mêmes res-
sources, le débit multicast peut être considéré comme le débit calculé sur un canal
équivalent de transmission. Ce canal est créé à partir de la combinaison des différents
canaux des utilisateurs et est défini par
Heqb = f({Hk,i}i∈Sb, k∈[1,K]), (4.1)
où b représente l’incide des sous-porteuses ou des blocs de sous-porteuses, I le nombre to-
tal de sous-porteuses ou de blocs de sous-porteuses et K le nombre total de destinataires.
Après construction de ce canal équivalent, l’allocation des ressources en multicast de-
vient équivalente à l’allocation des ressources en mono-utilisateur (point-à-point). Ainsi,
les algorithmes d’allocation des ressources en mono-utilisateur peuvent être directement
appliqués sur ce canal équivalent.
4.2.2 Application de la méthode LCG
En multicast, la méthode classique LCG (low channel gain, [65]) est une méthode
simple qui permet d’allouer l’information multicast tout en satisfaisant les qualités de
service des usagers. Avec cette méthode, l’ordre de modulation sur chaque sous-porteuse
est calculé à partir de la plus faible amplitude des utilisateurs sur la sous-porteuse. Ainsi,
dans le cadre de l’OFDM, le canal équivalent pour chaque sous-porteuse est défini par
l’amplitude minimale des utilisateurs sur cette sous-porteuse. Dans la suite, ce canal sera
nommé le canal équivalent OFDM (CeO),
|Heqn | = min
k
|Hk,n| . (4.2)
Le débit total réalisé par la méthode LCG sur la sous-porteuse n dans un contexte CPL
s’écrit
RLCGn = K log2(1 +
EDSP
ΓN0
|Heqn |2) . (4.3)
4.2.2.1 Limitation du débit avec la méthode LCG
Supposons que les canaux de propagation des différents utilisateurs sont des canaux
de Rayleigh indépendants et identiquement distribués (iid) de moment d’ordre deux σ2.
Le gain |Hk,n|2 suit une loi χ2 à deux degrés de liberté [66]. L’analyse suivante est faite
pour une seule sous-porteuse et l’indice de la sous-porteuse sera supprimé. La densité de
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probabilité PH et la fonction de répartition FH pour l’utilisateur k s’écrivent
PHk(h) =
1
2σ2
exp(− h
2σ2
) , h > 0 ;
FHk(h) = 1− exp(−
h
2σ2
) , h > 0 .
(4.4)
Le débit multicast total dans R sur une sous-porteuse avec la méthode LCG s’écrit
RLCGn = K
(
min
k
log2
(
1 +
E
ΓN0
|Hk|2
))
= K log2
(
1 +
E
ΓN0
(
min
k
|Hk|2
)) (4.5)
Soit Hm = mink |Hk|2, la statistique d’ordre 1. La densité de probabilité de la variable
Hm s’écrit [67]
PHm(h) =
K
2σ2
exp(−Uh
2σ2
) , h > 0 . (4.6)
Ainsi,
E[RLCGn ] = E
[
K log2
(
1 +
E
ΓN0
Hm
)]
=
∫
R+
K log2
(
1 +
E
ΓN0
h
)
K
2σ2
exp(−Uh
2σ2
) dh .
(4.7)
Comme [68]
∫
R+
exp (−αh) log (1 + βh) = − 1
α
exp(
α
β
)Ei
(
−α
β
)
,
pour arg(β) < π , et α > 0 , où Ei(−h) = −
∫ +∞
h
exp(−t)
t
dt
(4.8)
il s’en suit que
E[RLCGn ] = −
K
log(2)
exp
(
KΓN0
2Eσ2
)
Ei
(
−KΓN0
2Eσ2
)
=
K
log(2)
exp
(
KΓN0
2Eσ2
)∫ +∞
KΓN0
2Eσ2
exp(−t)
t
dt ,
(4.9)
et donc
lim
K→∞
E[RLCGn ] =
2
log(2)
Eσ2
ΓN0
. (4.10)
La figure 4.3 présente les résultats analytiques, calculés avec (4.9), et de simulation
pour l’espérance mathématique du débit multicast total dans R avec la méthode LCG.
Pour une convergence rapide mais sans pour autant perte de généralité, les DSP du signal
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Figure 4.3 – Comparison des résultats analytiques et de simulation pour le débit mul-
ticast total dans R, en bit par sous-porteuse, avec la méthode LCG (E = 1, N0 =
1, and σ2 = 1).
et du bruit sont fixées à 1. Ces résultats montrent que le débit total dans R du système
OFDM multicast est borné lorsque le nombre d’utilisateurs augmente. Les résultats
obtenus dans N sont différents de ceux obtenus ici et seront détaillés au paragraphe 4.2.4
pour l’ensemble des solutions proposées.
4.2.2.2 Amélioration du débit multicast offert par la méthode LCG
On a vu qu’avec la méthode LCG, le débit total est le débit en simple lien calculé
sur le canal CeO. Pour augmenter le débit multicast LCG, l’algorithme du bit-loading en
simple lien pour le LP-OFDM est directement appliqué sur le canal CeO. Cette méthode
est considérée comme la méthode LP-LCG (linear precoding based LCG). Il a été prouvé
dans le chapitre précédent que la technique de précodage appliquée à l’OFDM permet
d’obtenir en simple lien un meilleur débit comparé à l’OFDM. On peut s’attendre à
ce que la simple application du précodage sur le canal équivalent CeO apporte une
augmentation des débits. Le débit multicast LP-LCG s’écrit
RLP-LCG = K
B∑
b=1
L log2

1 + 1
Γ
L
N∑
n=1
db,n
|Heqn |2
E
N0

 , (4.11)
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où db,n sont les éléments d’une matrice de décision D de taille B ×N . Cette matrice de
décision D détermine la répartition des N sous-porteuses dans les B blocs, et D satisfait
les contraintes suivantes
db,n =


1 si n ∈ Sb ,
0 sinon ,
et ∀n,
B∑
b=1
db,n = 1 . (4.12)
Du fait de l’utilisation de la détection ZF, la matriceD optimale doit être définie de sorte
à minimiser les distorsions entre les sous-porteuses du canal équivalent dans chaque bloc.
Les blocs sont alors composés de sous-porteuses adjacentes après un réarrangement des
sous-porteuses du canal CeO dans l’ordre décroissant [69]. Soit O le vecteur des indices
des sous-porteuses du canal CeO réarrangées dans l’ordre décroissant. La matrice de
décision D s’écrit alors
db,n =


1 si n ∈ {Oj | (b− 1)L+ 1 ≤ j ≤ bL},
0 sinon .
(4.13)
Voici un exemple avec N = 8, L = 4, B = 2 et O = [5 1 8 7 4 3 2 6]. Il s’en suit que
D =

1 0 0 0 1 0 1 1
0 1 1 1 0 1 0 0

 . (4.14)
4.2.3 Allocation des ressources en LP-OFDM multicast
Pour augmenter le débit des systèmes multicast à débit identique pour tous les utili-
sateurs, nous proposons d’exploiter la technique de précodage linéaire au contexte mul-
ticast monodébit afin de mieux tirer profit de la diversité des liens de transmission des
utilisateurs. Dans le cadre du système LP-OFDM multicast, le débit réalisé dans le bloc b
en multicast sera le plus faible débit des utilisateurs sur ce bloc. Ainsi, le canal équivalent
LP-OFDM (CeL) sur le bloc b, pour une matrice D donnée, est défini par
∣∣Heqb (D)∣∣2 = mink LN∑
n=1
db,n
|Hk,n|2
. (4.15)
Ainsi, le débit LP-OFDM multicast en fonction de la définition de la matrice D s’écrit
pour ce bloc
RLPb (D) = L log2

1 + E
ΓN0
∣∣Heqb (D)∣∣2

 . (4.16)
En considérant que la longueur L des séquences d’étalement est constante d’un bloc
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de sous-porteuses à un autre et d’un utilisateur à un autre, la seule donnée paramétrable
est la matrice de décision D. Notre but étant de maximiser le débit multicast total, il
s’agira donc de maximiser la somme des plus faibles débits des utilisateurs sur les diffé-
rents blocs. Pour cela, il faut trouver une stratégie de regroupement des sous-porteuses
dans les différents blocs qui maximise les plus faibles débits des blocs. Le problème
d’optimisation pour un système de B blocs s’écrit
max
D
B∑
b=1
RLPb = max
D
B∑
b=1
(
min
k
Rk,b
)
, (4.17)
sous les contraintes 

db,n =


1 si n ∈ Sb
0 sinon
(C1)
∀n,
B∑
b=1
db,n = 1 (C2)
∀b,
N∑
n=1
db,n = L (C3)
(4.18)
4.2.3.1 Solution combinatoire
Le problème (4.17) est un problème d’optimisation combinatoire et la méthode ba-
sique de sa résolution est de tester toutes les définitions possibles de la matrice D et
de choisir la meilleure définition. Pour chaque ligne de la matrice, il faut mettre L co-
lonnes à « 1 » et les autres à « 0 » conformément à la contrainte (C3) dans (4.18). Il est
clair qu’un tel algorithme serait fini mais le problème correspondant est de complexité
non polynomiale. Ainsi, pour un grand nombre N de sous-porteuses, la recherche de la
solution optimale n’est plus faisable. Dans le calcul du débit en LP-OFDM, l’ordre des
sous-porteuses dans un bloc et l’ordre des blocs n’influent pas sur le résultat final. Ainsi,
le nombre total de définitions possibles de la matrice D est donnée par
CLN × CLN−L × CLN−2L × ...× CL2L
(NL )!
=
N !
(L!)(
N
L
)(NL )!
, (4.19)
où N est le nombre total de sous-porteuses et est proportionnel à la taille L des blocs.
Ce nombre représente le nombre total de combinaisons de L parmi N , de L parmi N −L
et ainsi de suite. Il est ensuite divisé par le nombre total d’arrangement des blocs. Le
tableau 4.1 donne le nombre de possibilités pour N = 128 pour différentes valeurs de L.
Cette solution donne le débit optimal en LP-OFDM multicast mais sa mise en œuvre
devient vite irréalisable lorsque le nombre de sous-porteuses croît.
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Table 4.1 – Nombre total de définitions possibles de D pour N = 128.
Longueur L Nombre de possibilités
4 1× 10136
8 378× 10126
16 260× 10102
32 3× 1072
64 12× 1036
Le temps de calcul de cet algorithme peut être réduit en utilisant l’algorithme dit
de séparation et d’évaluation, également appelé selon le terme anglo-saxon branch and
bound. Cet algorithme fait une énumération implicite de toutes les solutions candidates
tout en évitant d’énumérer de larges classes de mauvaises solutions, selon l’analyse des
propriétés du problème. Des outils logiciels basés sur cet algorithme peuvent être utilisés
pour résoudre ce problème combinatoire. Néanmoins, le temps de calcul reste élevé pour
un grand nombre de sous-porteuses, notamment dans un contexte CPL. Dans la suite,
nous proposons une solution simple au problème d’optimisation représenté par l’expres-
sion (4.17). Cette solution tire profit à la fois du précodage linéaire et de la diversité des
liens de transmission des utilisateurs.
4.2.3.2 Solution LBCG (low block channel gain)
La méthode LP-LCG (cf. paragraphe 4.2.2.2) exploite la dimension du précodage
linéaire sur le canal équivalent CeO mais ne tire pas profit de la diversité des liens de
transmission des utilisateurs sur les blocs. En effet, de part la construction du canal
CeO, la moyenne harmonique des sous-porteuses d’un utilisateur quelconque sur un bloc
est meilleure que la moyenne harmonique des sous-porteuses du canal CeO sur ce bloc,
c’est-à-dire,
∀k, b, L
N∑
n=1
db,n
|Hk,n|2
≥ L
N∑
n=1
db,n
|Heqn |2
, (4.20)
puisque |Hk,n|2 ≥ |Heqn |2. Avec la méthode LBCG, on définit tout d’abord la matrice D
de répartition des blocs à partir du canal équivalent OFDM CeO (4.2). Ensuite, le débit
multicast sur chaque bloc est calculé avec le canal équivalent LP-OFDM CeL (4.15).
Le débit multicast offert par la méthode LBCG est meilleur que le débit multicast
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offert par la méthode LP-LCG. En effet, à partir de (4.20), il s’en suit que
∀k, b, Rk,b ≥ L log2

1 + E
ΓN0
L
N∑
n=1
db,n
|Heqn |2

 (4.21)
et ainsi
B∑
b=1
(
min
k
Rk,b
)
≥ L
B∑
b=1
log2

1 + E
ΓN0
L
N∑
n=1
db,n
|Heqn |2

. (4.22)
A partir de (4.22), on en déduit que le débit LP-OFDM multicast possède une borne
inférieure. Selon (4.17), on cherche à maximiser le membre de gauche de l’inégalité (4.22).
Maximiser le membre de droite de cette inégalité permet d’accroître le membre de gauche.
Or, nous avons vu que la définition de D dans (4.13), maximise le membre de droite qui
correspondrait alors au débit multicast obtenu avec la méthode LP-LCG. On montre ainsi
que le débit multicast offert par la méthode LBCG est meilleur que le débit multicast
offert par la méthode LP-LCG mais aussi que cette méthode LBCG n’est pas optimale.
A partir de (4.16), le débit multicast LBCG s’écrit
RLBCG = K
B∑
b=1
L log2

1 + E
ΓN0
∣∣Heqb (D)∣∣2

 . (4.23)
L’algorithme 3 décrit la méthode de calcul du débit multicast pour la solution LBCG.
Le résultat pour la méthode classique LCG s’obtient en fixant L à 1.
4.2.4 Comportement asymptotique du débit multicast total
Dans ce paragraphe, nous étudions le comportement asymptotique du débit multicast
total pour un grand nombre d’utilisateurs. Contrairement à la méthode LCG où la limite
asymptotique a été calculée pour K tendant vers l’infini (cf. (4.10)), le développement
des équations n’a pas permis de trouver une formule analytique pour les méthodes basées
sur le précodage linéaire. L’évolution à l’infini du débit multicast total sera donc détermi-
née par simulation. Afin d’étudier la solution optimale, différents canaux indépendants
et identiquement distribués sont utilisés avec un nombre réduit de sous-porteuses. Le
nombre total de sous-porteuses est ainsi fixé à N = 12 et la longueur des séquences de
précodage à L = 4. La figure 4.4 présente la moyenne des débit multicast totaux en bit
par sous-porteuse pour les différentes méthodes d’allocation des ressources. Ces débits
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Algorithme 3 : Méthode LBCG
Entrées : N , K, B , L, ∀k, n |Hk,n|2
Sorties : débit par utilisateur R
début
R← 0 ;
pour toute sous-porteuse n, n ∈ [1;N ] faire
calculer le canal CeO |Heqn |
2 à partir de (4.2) ;
trier |Heqn |
2 par ordre décroissant, soit O l’ensemble des indices ainsi triés ;
définir D comme dans (4.13) ;
pour tout bloc b, b ∈ [1;B] faire
calculer le canal CeL
∣∣Heqb ∣∣2 (D) à partir de (4.15) ;
calculer RLPb à partir de (4.16) ;
R← R+RLPb ;
fin
sont calculés à la fois pour les modulations non contraintes (c’est-à-dire des débits réels,
dans R+) et pour les modulations contraintes (c’est-à-dire des débits entiers, dans N).
La limite à l’infini du débit multicast total offert par la méthode LCG est de 144 bits par
sous-porteuse et cette limite est atteinte pour un très grand nombre d’utilisateurs (plus
de 10000). Ces résultats montrent que le débit multicast total obtenu avec les méthodes
basées sur la technique de précodage linéaire (optimale, LP-LCG et LBCG) semble aussi
borné. Comme attendu, la méthode combinatoire dite optimale donne le meilleur débit
multicast total. L’application directe du LP-OFDM sur le canal équivalent CeO (mé-
thode LP-LCG) est moins performante que la méthode LCG dans R+ mais donne un
meilleur résultat dans N. Cela confirme les résultats obtenus lors de la comparaison faite
au chapitre précédent entre l’OFDM et le LP-OFDM. Contrairement à la méthode LP-
LCG, la méthode LBCG offre toujours un débit multicast supérieur à celui offert par la
méthode LCG avec un ratio de plus de 2. De plus, cette méthode offre des performances
très proches de celles de la méthode optimale. Néanmoins ce dernier résultat ne peut
être généralisé pour tout nombre N de sous-porteuses car la méthode optimale ne peut
être exécutée pour N supérieur à 12.
Dans la pratique, le nombre maximum de bits par sous-porteuse est limité et la
granularité est de 1 bit. La figure 4.4 montre aussi que les débits dans N (c’est-à-dire
pour les modulations contraintes) deviennent nuls lorsque le nombre d’utilisateurs K
augmente. Nous allons montrer que lorsque le nombre d’utilisateurs tend vers l’infini, le
débit multicast tend vers zéro. Soient X ∈ {LCG, LP-LCG, LBCG, optimale} et αX la
limite du débit multicast total offert par la méthode X dans R+. En utilisant la fonction
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Figure 4.4 – Moyenne des débits multicast totaux en bit par sous-porteuse en fonction
du nombre d’utilisateurs avec EΓN0 = 20 dB et σ = 1.
« partie entière », la limite dans N s’écrit
lim
K→+∞
K⌊
αX
K
⌋ (4.24)
et pour K > αX , ⌊
αX
K ⌋ = 0. Il s’en suit que la limite dans N de ces quatre méthodes est
égale à zéro.
4.2.5 Application de l’algorithme du bit-loading avec le critère EQM
Puisque la méthode LBCG présente le meilleur débit multicast, nous appliquerons
l’algorithme du bit-loading avec le critère EQM uniquement pour cette méthode. À partir
du canal équivalent LP-OFDM CeL, nous avons vu que le débit multicast offert par la
méthode LBCG sur le bloc b avec un détecteur de type ZF s’écrit
RLBCGb (D) = L log2

1 + E
ΓN0
∣∣Heqb (D)∣∣2

 , (4.25)
avec la matrice D définie dans (4.13). Cette méthode sera considérée dans la suite comme
la méthode « LBCG (ZF) » en référence au détecteur utilisé. Ainsi, la nouvelle méthode,
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qui elle, est basée sur la technique de détection EQM, sera considérée comme la méthode
« LBCG (EQM) ». Nous avons vu que l’application sur un bloc de l’algorithme du bit-
loading avec le critère EQM nécessite la connaissance d’une répartition initiale des bits
dans le bloc. La répartition des bits dans le bloc b, s’écrit donc (cf. paragraphe 3.3.3.1)


∀l ∈ [1, · · · , nb] r˙u,b =
⌊
RLBCGb /L
⌋
+ 1 ,
∀l ∈ [nb + 1, · · · , L] r˙u,b =
⌊
RLBCGb /L
⌋
,
avec, nb =
⌊
L
(
2R
LBCG
b
/L−⌊RLBCGb /L⌋ − 1
)⌋ (4.26)
À partir de ce résultat, la répartition des bits pour les systèmes LP-OFDMmulticast avec
le critère EQM peut être déterminée en utilisant l’algorithme 3.6 proposé au chapitre 3,
appliqué sur le canal équivalent CeL. Les simulations sur les canaux CPL seront réalisées
au paragraphe 4.4.
4.3 Allocation des ressources en multicast multidébit
Dans les méthodes d’allocation des ressources en multicast précédemment présentées,
tous les utilisateurs partagent les mêmes sous-porteuses ou blocs de sous-porteuses, ce
qui conduit à un même débit pour tous les utilisateurs. On a vu que lorsque les liens de
transmission sont très différents, le débit multicast est limité par les utilisateurs qui ont
les plus mauvais canaux. Dans ce contexte, il est justifiable d’allouer plus de ressources
à certains utilisateurs qu’à d’autres. Afin d’augmenter le débit total en multicast et de
mieux prendre en compte les conditions des liens, il a été proposé de passer d’un système
multicast monodébit à un système multicast multidébit [63]. Les utilisateurs, dans un
tel système, sont alors regroupés en sous-groupes et les destinataires dans chaque sous-
groupe reçoivent un service en fonction de l’état de leurs canaux de transmission. Les
sous-groupes peuvent être définis dans le domaine fréquentiel [65,70] ou dans le domaine
temporel [62]. Dans le domaine fréquentiel, chaque sous-porteuse est allouée à un sous-
groupe alors que dans le domaine temporel, chaque intervalle de temps est alloué à un
sous-groupe. En s’adaptant aux exigences des différents destinataires et à l’hétérogénéité
du réseau, le système multicast multidébit présente un avantage par rapport au système
multicast monodébit [64]. Pour réaliser un tel système multicast multidébit, plusieurs
flux de données à débit variable sont générés à partir d’une même donnée source.
Dans cette partie, nous développons des méthodes d’allocation de ressources en LP-
OFDM multicast pour le contexte multicast multidébit. Les problèmes d’optimisation
du débit total traités dans la littérature pour le système OFDM multicast multidébit en
technologie sans-fil seront reformulés et adaptés au contexte CPL avant d’être étendus
aux systèmes LP-OFDM. Nous proposons également une solution empirique de définition
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Figure 4.5 – Module inter-couche PHY-MAC du côté de l’émetteur.
des sous-groupes d’utilisateurs dans le domaine temporel.
4.3.1 Description du système multicast multidébit
En supposant que l’émetteur peut fournir plusieurs flux à débits différents pour une
même donnée, les destinataires peuvent alors être séparés en sous-groupes et chaque
sous-groupe reçoit un même service en fonction de l’état des canaux de transmission.
La figure 4.5 présente le module inter-couche PHY-MAC du côté de l’émetteur pour la
transmission de données dans un système multicast à débits hétérogènes. L’information
sur l’état des canaux de transmission est utilisée par l’ordonnanceur, le manageur des
groupes multicast et le contrôleur des ressources. Le manageur des groupes multicast
regroupe les utilisateurs en sous-groupes et les sous-groupes sont définis dans le domaine
temporel (sur chaque intervalle de temps) ou dans le domaine fréquentiel (sur chaque
sous-porteuse). De plus, le manageur délivre des informations telles que les débits à l’or-
donnanceur. Le module d’ordonnancement multicast détermine la quantité de données
dans chaque trame. Le contrôleur des ressources quant à lui réalise l’allocation des sous-
porteuses et des intervalles de temps, et détermine l’ordre de modulation sur chaque
sous-porteuse. L’encodeur code les données du flux source en fonction des différents
débits et des rendements de codage. Les approches possibles pour l’encodage à débits
variables des données multicast sont décrites dans la section 4.3.1.1. Nous supposons que
la taille du buffer est suffisamment grande pour stocker les données en temps réel. Dans
la trame message, les bits sont regroupés à partir de la combinaison des bits des flux
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de données encodés et des informations de management des sous-groupes [64]. Suivant
les différentes fonctions de la couche physique (modulation OFDM, intervalle de garde,
conversion, etc.), les bits TX sont transmis aux différents destinataires. Il est à noter que
les paramètres du signal (la bande passante, le nombre de sous-porteuses, l’espacement
inter-porteuse, etc.) sont identiques pour tous les utilisateurs quelle que soit la méthode
choisie.
4.3.1.1 Réalisations possibles de l’encodage à débits variables
La scalabilité ou la capacité à être échelonné est la propriété d’un flux vidéo de per-
mettre une transmission et un décodage partiels à un débit évoluant dans un intervalle
donné et permettant la restitution d’une résolution ou d’une qualité variables en fonc-
tion de ce débit. La figure 4.6 présente quelques méthodes pour l’encodage des données
sources en vue d’une transmission dans les systèmes multicast à débits variables. Les ap-
proches suivantes peuvent être utilisées pour obtenir la scalabilité en débit des données
à transmettre :
• Utilisation de plusieurs encodeurs où la sortie de chaque encodeur est à débit
prédéfini (constant ou variable) comme dans la figure 4.6a. Les encodeurs créent
des flux à différents débits. La scalabilité est alors obtenue en commutant entre les
différents flux encodés disponibles [71] ;
• Utilisation tout d’abord d’un encodeur dont la seule sortie est à débit prédéfini
(constant ou variable). Ensuite plusieurs scaleurs sont utilisés pour créer des flux à
différents débits (voir figure 4.6b). Un scaleur est un système qui permet de mettre
à l’échelle une image suivant plusieurs résolutions. Différents types de scaleurs
peuvent être utilisés, entre autres la re-quantification des coefficients DCT (discrete
cosine transform) ou la sélection de certaines trames à supprimer (c’est la technique
du frame-dropping, en anglais). La scalabilité est alors obtenue en sélectionnant
les flux scalés disponibles [72] ;
• Utilisation d’un encodeur qui code un flux avec plusieurs niveaux hiérarchiques de
qualité (voir figure 4.6c). Un flux de base et plusieurs améliorations sont dispo-
nibles. Pour décoder le niveau hiérarchique courant, il est nécessaire de recevoir
le niveau précédent. Plus on ajoute de niveaux de qualité au flux de base, plus la
qualité du flux reçu est meilleure. La scalabilité est alors obtenue en ajoutant des
niveaux de qualité au flux de base [72] ;
• Utilisation d’un encodeur où on peut dynamiquement ajuster le débit de sortie pour
obtenir la scalabilité en débit (voir figure 4.6d). Ce système sera moins performant
lorsque plusieurs utilisateurs requièrent des débits très différents [72].
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(a) Encodage 1
(b) Encodage 2
(c) Encodage 3
(d) Encodage 4
Figure 4.6 – Types d’encodage des données sources
4.3.1.2 Mesure de l’équité
Nous avons vu que pour les systèmes multicast à débit fixe, tous les utilisateurs
partageaient les mêmes ressources ce qui avait pour conséquence l’allocation d’un même
débit à tous les utilisateurs. Dans un contexte où les liens de transmission des utilisateurs
sont très différents, ce débit est limité par les utilisateurs ayant les plus mauvais canaux.
Dans la littérature, l’équité implique directement l’allocation égale des ressources entre
les différents éléments en jeu, bien qu’il y ait peu d’accord entre les chercheurs sur ce
qui devrait être réalisé. Dans les réseaux informatiques, certains recherchent un temps
de retard égal, d’autres recherchent un débit égal, et encore d’autres recherchent une
puissance égale pour tous les utilisateurs partageant une ressource. Dans certaines ap-
plications, des désaccords peuvent exister au sujet de la bonne métrique pour juger une
allocation [73]. Une étude de quelques métriques de mesure d’équité a été faite dans [74].
L’équité ne signifie pas nécessairement une répartition égale des ressources. Dans cer-
tains cas, il est justifié de donner davantage de ressources à certains utilisateurs qu’à
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d’autres. Dans de tels cas, la métrique de performance appropriée serait le ratio de la
ressource allouée et le droit d’attribution de cette ressource [75]. A partir de la métrique
d’équité de Jain [75], l’indice d’équité est alors défini par
FI =
(
K∑
k=1
xk
)2
K
(
K∑
k=1
x2k
) , (4.27)
où xk est le rapport entre la quantité de ressources allouées à l’utilisateur k et son droit
d’attribution de cette ressource.
Exemple 1 Une seule ressource doit être distribuée entre deux consommateurs A
et B. Le consommateur A paie deux fois plus que le consommateur B. L’algorithme
d’allocation alloue x part de la ressource à A et 1− x part à B. L’indice d’équité s’écrit
FI =
[
x
2 + (1− x)
]2
2
[(
x
2
)2 + (1− x)2] (4.28)
et vaut 1 que lorsque le consommateur A obtient les deux-tiers (deux fois plus que le
consommateur B).
Dans le cas multicast, le but étant de satisfaire tous les utilisateurs, nous considérons
que tous les utilisateurs ont le même droit d’attribution des ressources, soit xk = Rk. Cet
indice est continu en ce sens que tout changement dans l’allocation fait varier l’équité,
alors qu’avec l’indice d’équité « min-max », seul un changement sur le débit minimum
ou maximum peut faire varier l’indice d’équité. L’indice d’équité (4.27) peut être réécrit
de la façon suivante [75]
FI =
1
K
K∑
k=1
xk
xf
(4.29)
où xf est la marque d’allocation équitable calculée comme suit
xf =
K∑
k=1
x2k
K∑
k=1
xk
. (4.30)
Ainsi, chaque utilisateur compare son allocation xk avec la quantité xf et trouve l’algo-
rithme d’allocation équitable, ou pas équitable, selon que le rapport xk/xf est plus ou
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moins grand. Ce rapport xk/xf est l’indice d’équité pour l’utilisateur k. L’indice d’équité
globale est la moyenne de l’équité perçue par tous les K utilisateurs.
Exemple 2 On souhaite distribuer la somme de 20$ à 100 personnes. En se basant
sur l’âge de ces personnes, on suppose que 10 personnes reçoivent chacune 2$ et les 90
autres ne reçoivent rien. Dans ce contexte, la marque d’allocation équitable est
xf =
K∑
k=1
x2k
K∑
k=1
xk
=
10∑
k=1
22 +
100∑
k=11
02
10∑
k=1
2 +
100∑
k=11
0
= 2. (4.31)
Ainsi, les 10 utilisateurs qui ont reçu 2$ trouvent la méthode d’allocation 100% équitable
alors que les 90 autres qui n’ont rien reçu trouvent cette allocation 0% équitable. L’équité
globale est de 10%. Intuitivement, on peut déduire que l’indice d’équité globale donne
le pourcentage d’utilisateurs satisfaits.
4.3.2 Séparation des destinataires dans le domaine fréquentiel
Pour augmenter le débit multicast total, une première approche consiste à séparer
les destinataires dans le domaine fréquentiel [62, 65]. En effet, chaque sous-porteuse est
allouée à un sous-groupe d’utilisateurs qui recevront le même symbole de données sur
cette sous-porteuse. La méthode LCG est alors utilisée pour l’allocation des ressources
dans le sous-groupe, c’est-à-dire que l’ordre de modulation sur chaque sous-porteuse est
déterminé par l’utilisateur, dans le sous-groupe, qui présente la plus faible amplitude
sur la sous-porteuse. Il a été prouvé que cette méthode apporte un gain significatif en
terme de débit total comparée à la méthode LCG classique dans un contexte de com-
munication sans fil [62, 65]. Dans ce paragraphe, nous essayerons d’adapter le problème
d’optimisation à un contexte CPL et d’y ajouter par la suite la technique de précodage
linéaire. Cette approche sera nommée dans la suite MDHF (système multicast à débits
hétérogènes dans le domaine fréquentiel).
Soit rk,n le nombre de bits, dans N, que peut charger l’utilisateur k, sur la sous-
porteuse n dans le cadre de l’OFDM, ou sur la séquence n dans le cadre du LP-OFDM.
En posant Rk comme le débit multicast alloué à l’utilisateur et rn le nombre de bits
chargés sur la sous-porteuse ou la séquence n, il s’en suit


Rk =
N∑
n=1
rnρk,n
ρk,n = 1 si rk,n ≥ rn sinon 0.
(4.32)
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La variable binaire ρk,n indique si l’élément n est alloué à l’utilisateur k ou non, et peut
être définie par
ρk,n = U(rk,n − rn) , (4.33)
où U est la fonction échelon d’Heaviside définie par
U(x) =

 1 si x ≥ 00 si x < 0. (4.34)
4.3.2.1 Formulation du problème
Le but ici est de maximiser la somme des débits alloués aux différents utilisateurs.
Le problème d’optimisation s’écrit
RMDHF = max
rn
K∑
k=1
Rk = max
rn
K∑
k=1
N∑
n=1
rnU(rk,n − rn). (4.35)
En raison de la contrainte de DSP sur chaque sous-porteuse, la décision de l’ordre de
modulation et du groupe d’utilisateurs sur chaque sous-porteuse est indépendante. En
communication sans fil par contre, due à la contrainte de puissance totale, les décisions
sont liées [65]. Le problème (4.35) avec une contrainte de puissance crête se réduit à
max
rn
rn
K∑
k=1
U(rk,n − rn). (4.36)
Il est évident que RMDHF ≥ RLCG. En effet, pour chaque sous-porteuse ou séquence
n, on a
max
rn
rn
K∑
k=1
U(rk,n − rn) ≥ (min
k
rk,n)
K∑
k=1
U(rk,n − (min
k
rk,n))︸ ︷︷ ︸
=K
≥ K(min
k
rk,n)
(4.37)
4.3.2.2 Solution au problème d’optimisation
Comme la fonction U considérée n’est pas continue en zéro, la détermination d’un
maximum local en utilisant le test classique de la dérivée première ou de la dérivée
seconde s’avère être impossible. L’utilisation des expressions de la dérivation au sens
des distribution pour la fonction échelon n’aboutit pas à un résultat. Une solution au
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problème (4.36) s’écrit
rn = rk∗,n (4.38)
où
k∗ = argmax
k
rk,n
K∑
j=1
U(rj,n − rk,n) . (4.39)
4.3.2.3 Prise en compte de l’équité entre les utilisateurs
L’approche MDHF ne considère pas l’équité entre les différents destinataires dans
le processus d’allocation des ressources. En cherchant à maximiser le débit multicast
total, certains utilisateurs peuvent se retrouver sans aucun débit alloué, ce qui conduit
à l’insatisfaction de la qualité de service pour ces utilisateurs. Afin de respecter un
minimum d’équité entre les utilisateurs tout en minimisant la dégradation du débit
multicast total, il a été proposé une méthode d’allocation des ressources basée sur l’équité
proportionnelle (proportional fairness (PF), en anglais) [65]. Cette méthode adapte le
débit multicast alloué à chaque utilisateur pendant chaque intervalle de temps en fonction
du débit reçu lors de l’allocation précédente. Le système multicast résultant peut alors
être considéré comme un système multicast à débits hétérogènes dans le domaine temps-
fréquence. Ici, nous allons adapter les équations déjà développées dans [65] pour les
communications sans fils, au contexte CPL avec une extension au système LP-OFDM.
Dans la suite, cette méthode sera nommée MDHF-PF.
Soit Rk(t) le débit alloué à l’utilisateur k et rn(t) le nombre de bits chargés sur la
sous-porteuse ou la séquence n sur l’intervalle de temps t. Pour réduire la complexité
des calculs, les auteurs dans [76] ont proposé un algorithme simplifié basé sur l’équité
proportionnelle en utilisant le débit moyen suivant
Rk(t) = (1−
1
TW
)Rk(t− 1) +
1
TW
N∑
n=1
rn(t)U(rk,n(t)− rn(t)) , (4.40)
où TW indique la taille de la fenêtre de moyennage et t l’indice des intervalles de temps.
Dans un contexte CPL, le problème d’optimisation s’écrit
max
rn
K∑
k=1
Rk(t) = max
rn
K∏
k=1
Rk(t) (4.41)
sous contrainte de connaître Rk(t− 1). Ce problème (4.41) est asymptotiquement équi-
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valent au problème suivant, lorsque TW est grand,
max
rn
K∑
k=1
N∑
n=1
rn(t)U(rk,n(t)− rn(t))
Rk(t− 1)
(4.42)
sous contrainte de connaître Rk(t− 1). En effet, on a
K∏
k=1
Rk(t) =
[(
1−
1
TW
)K K∏
k=1
Rk(t− 1)
]
︸ ︷︷ ︸
=ck (constante)
×
K∏
k=1
(
1 +
∑
n rn(t)U(rk,n(t)− rn(t))
(TW − 1)Rk(t− 1)
)
= ck
[
1 +
1
TW − 1
K∑
k=1
N∑
n=1
rn(t)U(rk,n(t)− rn(t))
Rk(t− 1)
+
(
1
TW − 1
)2∑
i6=j
∑
n rn(t)U(ri,n(t)− rn(t))
∑
m rm(t)U(rj,m(t)− rm(t))
Ri(t− 1)Rj(t− 1)
+ · · · ] .
(4.43)
Pour TW grand, les termes d’ordres supérieurs ou égaux à deux peuvent être négligés.
De ce fait, on déduit que
max
rn
K∏
k=1
Rk(t)⇔ max
rn
K∑
k=1
N∑
n=1
rn(t)U(rk,n(t)− rn(t))
Rk(t− 1)
(4.44)
sous contrainte de connaîtreRk(t−1). Spécialement pour TW = 1000 proposé dans [76], le
problème simplifié (4.42) est quasiment identique au problème d’origine (4.41). Toutefois,
une grande valeur de TW pourrait augmenter la latence du système et spécialement
lorsque l’état de canal des utilisateurs varie rapidement, comme en communication sans
fil [65]. En outre, le temps de latence peut être un élément critique en particulier pour les
services multimédias. Par conséquent, il faudra examiner les performances de la méthode
en prenant en compte des petites valeurs de TW . Dans le cadre des communications sans
fil, il a été prouvé que la dégradation de performance pour une grande valeur de TW est
négligeable par rapport à la performance pour une petite valeur de TW [65].
En raison de la contrainte de DSP sur chaque sous-porteuse, la décision de l’ordre de
modulation et du groupe d’utilisateurs sur chaque sous-porteuse est indépendante. Le
problème (4.42), pour la sous-porteuse ou la séquence n, se réduit à
max
rn
rn(t)
K∑
k=1
U(rk,n(t)− rn(t))
Rk(t− 1)
, (4.45)
sous contrainte de connaître Rk(t− 1). Comme pour le cas sans équité, une solution au
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problème (4.45) s’écrit
rn(t) = rk∗,n(t) (4.46)
où
k∗ = argmax
k
rk,n(t)
K∑
j=1
U(rj,n(t)− rk,n(t))
Rj(t− 1)
. (4.47)
4.3.3 Séparation des destinataires dans le domaine temporel
Pour augmenter le débit multicast total et pour réduire l’impact des mauvais liens de
transmission sur le débit multicast, nous proposons une seconde approche qui consiste
à séparer les destinataires dans le domaine temporel [15]. Ainsi les utilisateurs sont
regroupés en sous-groupes en fonction de leur lien de transmission. Ici, un intervalle
de temps est alloué à chaque sous-groupe d’utilisateurs contrairement aux méthodes
vues dans les systèmes multicast à débits homogènes (LCG, LP-LCG, LBCG). Dans ces
méthodes, tous les utilisateurs partagent les mêmes intervalles de temps. Ces méthodes
seront utilisées pour l’allocation des ressources dans chaque sous-groupe et il est à noter
qu’un utilisateur fait partie d’un seul sous-groupe. Cette approche sera nommée dans la
suite MDHT (système multicast à débits hétérogènes dans le domaine temporel).
Le débit multicast total est défini comme étant la moyenne des débits sur tous les
intervalles de temps utilisés et s’écrit
RMDHT =
1
G
G∑
g=1
RGg , (4.48)
où G est le nombre total de sous-groupes, Gg est le ge sous-groupe et RGg est le débit
multicast du sous-groupe Gg. Ainsi,
⋃
g
Gg =
⋃
g
{canaux de classe Cg à canaux de classe Cg+1 − 1} = {1, 2, · · · , 9} (4.49)
et
G∑
g=1
card(Gg) = K. (4.50)
Le système multicast à débits fixes est obtenu pour G = 1. Le problème d’optimisation
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Table 4.2 – Liste exhaustive des répartitions possibles des différents utilisateurs en 2
sous-groupes.
Répartition G1 ∪G2 Répartition G1 ∪G2
1 {1} ∪ {2, · · · , 9} 5 {1, · · · , 5} ∪ {6, · · · , 9}
2 {1, 2} ∪ {3, · · · , 9} 6 {1, · · · , 6} ∪ {7, 8, 9}
3 {1, 2, 3} ∪ {4, · · · , 9} 7 {1, · · · , 7} ∪ {8, 9}
4 {1, · · · , 4} ∪ {5, · · · , 9} 8 {1, · · · , 8} ∪ {9}
du débit multicast MDHT s’écrit
max
Gg
RMDHT = max
Gg
1
G
G∑
g=1
RGg . (4.51)
et consiste à trouver le nombre optimal G de sous-groupes et la répartition optimale des
utilisateurs dans ces sous-groupes. Étant donné l’absence d’une expression donnant une
relation directe entre les sous-groupes et le débit multicast réalisé, il est difficile de trouver
une solution analytique au problème d’optimisation (4.51). Nous nous contenterons donc
de trouver des méthodes empiriques de répartition des différents utilisateurs. Dans cette
optique, nous fixons le nombre de sous-groupes et nous faisons une étude statistique du
débit multicast calculé à partir de l’exploitation exhaustive des répartitions possibles. En
se basant sur le nombre de classes de canaux de transmission (9 classes), deux différentes
valeurs deG (nombre de sous-groupes) sont alors analysées. Les modes 2 et 3 représentent
respectivement les cas où les utilisateurs sont regroupés en 2 et 3 sous-groupes. Les
tableaux 4.2 et 4.3 donnent respectivement la liste exhaustive des répartitions possibles
des différents utilisateurs en 2 et 3 sous-groupes.
Pour simplifier les simulations de l’étude statistique du débit multicast, nous utilise-
rons la capacité des canaux de transmission et on fait l’hypothèse suivante
CLCG = Cmin, (4.52)
où CLCG et Cmin sont respectivement la capacité du système avec la méthode LCG et
la capacité minimale des canaux des utilisateurs. Sous l’hypothèse (4.52), la capacité du
système multicast avec l’approche MDHT s’écrit alors
CMDHT = max
Gg
1
G
G∑
g=1
card(Gg)C
Gg
min. (4.53)
La figure 4.7 présente les fonctions de répartition de la capacité du système MDHT
à 9 utilisateurs et où chaque utilisateur a un canal de transmission appartenant à une
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Table 4.3 – Liste exhaustive des répartitions possibles des différents utilisateurs en 3
sous-groupes.
Répartition G1 ∪G2 ∪G3 Répartition G1 ∪G2 ∪G3
1 {1} ∪ {2} ∪ {3, · · · , 9} 15 {1, 2, 3} ∪ {4, 5} ∪ {6, · · · , 9}
2 {1} ∪ {2, 3} ∪ {4, · · · , 9} 16 {1, 2, 3} ∪ {4, 5, 6} ∪ {7, 8, 9}
3 {1} ∪ {2, 3, 4} ∪ {5, · · · , 9} 17 {1, 2, 3} ∪ {4, · · · , 7} ∪ {8, 9}
4 {1} ∪ {2, · · · 5} ∪ {6, · · · , 9} 18 {1, 2, 3} ∪ {4, · · · , 8} ∪ {9}
5 {1} ∪ {2, · · · 6} ∪ {7, 8, 9} 19 {1, · · · , 4} ∪ {5} ∪ {6, · · · , 9}
6 {1} ∪ {2, · · · 7} ∪ {8, 9} 20 {1, · · · , 4} ∪ {5, 6} ∪ {7, 8, 9}
7 {1} ∪ {2, · · · 8} ∪ {9} 21 {1, · · · , 4} ∪ {5, 6, 7} ∪ {8, 9}
8 {1, 2} ∪ {3} ∪ {4, · · · 9} 22 {1, · · · , 4} ∪ {5, · · · , 8} ∪ {9}
9 {1, 2} ∪ {3, 4} ∪ {5, · · · 9} 23 {1, · · · , 5} ∪ {6} ∪ {7, 8, 9}
10 {1, 2} ∪ {3, 4, 5} ∪ {6, · · · 9} 24 {1, · · · , 5} ∪ {6, 7} ∪ {8, 9}
11 {1, 2} ∪ {3, · · · , 6} ∪ {7, 8, 9} 25 {1, · · · , 5} ∪ {6, 7, 8} ∪ {9}
12 {1, 2} ∪ {3, · · · , 7} ∪ {8, 9} 26 {1, · · · , 6} ∪ {7} ∪ {8, 9}
13 {1, 2} ∪ {3, · · · , 8} ∪ {9} 27 {1, · · · , 6} ∪ {7, 8} ∪ {9}
14 {1, 2, 3} ∪ {4} ∪ {5, · · · , 9} 28 {1, · · · , 7} ∪ {8} ∪ {9}
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Figure 4.7 – (a) Fonction de répartition de la capacité du système MDHT, (b) indice
de la répartition optimale des utilisateurs sous l’hypothèse (4.52).
classe différente de canaux. Ces résultats montrent que la capacité du système MDHT
diminue avec le nombre de sous-groupes. Ceci peut s’expliquer par le fait que plus il y
a de sous-groupes et moins il y a d’intervalles de temps alloués aux sous-groupes. Le
tableau 4.4 est un exemple de l’allocation des intervalles de temps aux différents sous-
groupes sur 12 intervalles de temps. Les utilisateurs dans le mode 2 reçoivent 3/2 fois
plus d’intervalles de temps que les utilisateurs dans le mode 3.
La figure 4.7 présente aussi l’indice des répartitions optimales des utilisateurs dans les
sous-groupes en fonction des différents modes (voir tableaux 4.2 et 4.3). Dans le mode 2,
la répartition no 4 (class {1, · · · , 4} ∪ {5, · · · , 9}) est optimale dans plus de 73% des cas
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Table 4.4 – Allocation des intervalles de temps (IT) aux différents sous-groupes sur 12
intervalles de temps pour les mode 2 et 3.
IT 1 2 3 4 5 6 7 8 9 10 11 12
Mode 2 G21 G22 G21 G22 G21 G22 G21 G22 G21 G22 G21 G22
Mode 3 G31 G32 G33 G31 G32 G33 G31 G32 G33 G31 G32 G33
testés. Dans le mode 3, c’est la répartition no 16 (class {1, 2, 3}∪{4, 5, 6}∪{7, 8, 9}) qui est
optimale dans plus de 59% des cas testés. A partir de ces observations, nous utiliserons
ces répartitions dites « optimales » comme répartitions empiriques des utilisateurs en
fonction de chaque mode.
4.4 Simulations et performances
Le but de ce paragraphe est alors d’évaluer précisément les performances des algo-
rithmes présentés, et particulièrement de comparer les résultats obtenus pour les sys-
tèmes LP-OFDM avec ceux obtenus avec les méthodes d’allocation classique en multi-
cast. L’ensemble des simulations est mené à partir des modèles de canaux CPL présentés
dans le chapitre 1. Ces canaux ont été répartis dans neuf classes différentes et un modèle
de fonction de transfert est associé à chacune des classes. Comme nous l’avons vu au
chapitre 1, dans une même classe, les capacités des canaux sont variables et peuvent
atteindre des différences de l’ordre de 400 Mb/s. Il devient alors insignifiant de cher-
cher à caractériser les performances des algorithmes sur un seul cas, ce qui traduirait
assez mal la réalité des choses. Pour tenir compte de ces variations, on préfère utiliser la
fonction de répartition (FR) des débits maximaux atteignables en multicast qui exprime
la probabilité qu’un débit réalisable soit inférieur à une certaine valeur. Afin d’évaluer
les différentes fonctions de répartitions, les simulations seront réalisées sur un grand
nombre de réalisations de ces canaux CPL. Pour cela, nous nous limitons à un nombre
plus faible de sous-porteuses par rapport aux chapitres précédents à savoir 1024 sous-
porteuses prises dans la bande [2; 27] MHz. Les simulations effectuées dans un contexte
similaire à celui des chapitres précédents (bande de fréquence étendue à 100 MHz, prise
en comte du masque de puissance) montrent des tendances identiques à celles présentées
dans ce paragraphe [15]. Les différents paramètres de simulation sont alors résumés dans
le tableau 4.5 et serviront également pour le dernier chapitre. Par ailleurs, la probabi-
lité d’erreur symbole cible sera fixée à 10−3 en sortie de l’égaliseur. Enfin, rappelons
qu’on se place ici sous l’hypothèse d’une connaissance parfaite du canal de transmission
à l’émission. Le système est aussi considéré comme étant parfaitement synchronisé.
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Table 4.5 – Principaux paramètres de simulation.
Bande passante ∆f Nutile EDSP N0 Bitcap
[2; 27] MHz 24,414 kHz 1024 −50 dBm/Hz −110 dBm/Hz 14
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Figure 4.8 – Fonction de répartition du débit total en multicast multidébit, (a) dans le
domaine temporel et (b) dans le domaine fréquentiel pour L = 32.
4.4.1 Étude d’un système multicast à 9 utilisateurs
Dans ce paragraphe, nous considérons un système multicast comprenant 9 utilisateurs
et chaque utilisateur possède un canal de transmission pris dans une classe différente.
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Dans un premier temps, la longueur des séquences de précodage est fixée à 32. La fi-
gure 4.8 donne les fonctions de répartition obtenues pour les débits totaux en multicast
avec les différents algorithmes. Pour une question de lisibilité des courbes, ces fonctions
de répartition ont été regroupées sur deux figures. La figure 4.8a présente les résultats
dans un contexte multicast multidébit dans le domaine temporel. Il faut noter que les
méthodes (LCG, LBCG (ZF/EQM)) développées dans le contexte multicast monodé-
bit sont ici perçues comme des cas particuliers du contexte MDHT avec un seul groupe
d’utilisateurs. La figure 4.8b présente les résultats dans un contexte multicast multidébit
dans le domaine fréquentiel. L’analyse des ces figures fait ressortir trois points.
Premièrement, comme dans le contexte mono-utilisateur, les résultats obtenus pour
le LP-OFDM, quel que soit le critère d’égalisation choisi, sont supérieurs à ceux obtenus
pour l’OFDM. À la valeur 0, 5 de la fonction de répartition, on relève un gain en débit
d’au moins 70% pour les méthodes basées sur la technique de précodage (LBCG) par
rapport à la méthode classique basée sur l’OFDM (LCG). Ce gain est moins important
(10% au maximum) dans un contexte multicast multidébit.
Deuxièmement, l’utilisation de la technique d’égalisation suivant le critère EQM offre
de meilleures performances par rapport au critère ZF. L’amélioration du débit total
atteint jusqu’à 8% de gain dans le contexte monodébit, ce qui est meilleur que les gains
obtenus en mono-utilisateur. Cette amélioration est par contre faible dans le contexte
multicast multidébit.
Troisièmement, on note également que le passage d’un système multicast à débit
fixe à un système multicast à débit variable permet d’accroître le débit total réalisable.
Malgré le fort gain apporté par la technique de précodage dans le contexte multicast
monodébit, le débit final reste limité par l’état du canal des mauvais utilisateurs.
• En séparant les utilisateurs dans le domaine fréquentiel, on réalise un gain en débit
d’au moins 270% avec la méthode MDHF-PF. Il faut noter que cette méthode
(MDHF-PF) prend en compte l’équité entre les utilisateurs en adaptant les débits
reçus par chaque utilisateur à chaque intervalle de temps. Par conséquent, le débit
total réalisable est inférieur de 10 kbit/symbole OFDM, soit 35% de perte, par
rapport à la méthode MDHF simple (sans prise en compte de l’équité). Dans
notre contexte de simulation où les canaux des utilisateurs sont très différents,
cette dernière approche offre le meilleur débit total, sans allouer de ressources à
certains utilisateurs [15]. En effet, en s’intéressant au débit minimum reçu par les
utilisateurs, on remarque que le débit minimum est presque nul avec la méthode
MDHF (cf. figure 4.9). Par conséquent, les exigences de qualité de service de tous
les utilisateurs ne sont pas garanties et le service multicast n’est plus assuré. Par
contre, la méthode MDHF-PF, en adaptant les débits, améliore le niveau du débit
minimum et par la suite l’équité entre les utilisateurs.
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Figure 4.9 – Fonction de répartition du débit minimum en multicast multidébit pour
L = 32.
• En séparant par contre les utilisateurs dans le domaine temporel, le gain par rap-
port au système multicast à débit fixe est moins important. On remarque même
que dans moins de 1% des cas, le débit réalisé avec la méthode LBCG est supérieur
aux débits des méthodes MDHT. Le débit réalisé dans le mode 2 (2 sous-groupes
d’utilisateurs) est plus important que celui réalisé dans le mode 3 (3 sous-groupes
d’utilisateurs). Cela s’explique par le fait que les utilisateurs reçoivent les données
dans plus d’intervalles de temps dans le mode 2 que dans le mode 3.
La figure 4.9 montre la fonction de répartition du débit minimum alloué aux utilisateurs.
Ces fonctions de répartition sont tracées à partir des résultats obtenus pour le LP-OFDM
avec le critère EQM. On note que le système multicast monodébit assure le meilleur
débit minimum aux utilisateurs (qui est aussi le débit reçu par tous les utilisateurs). La
méthode MDHF-PF assure un bon niveau de débit minimum aux utilisateurs et aussi
un bon niveau d’équité comme nous le verrons dans les discussions sur l’indice d’équité.
4.4.1.1 Influence de la longueur des séquences de précodage
Nous allons à présent mettre en évidence le gain en débit apporté par la composante
de précodage linéaire. Pour cela nous nous intéressons aux résultats obtenus lorsque L
varie, où L est un diviseur de N . On rappelle que la recherche de la longueur optimale des
séquences de précodage conduit à un problème d’optimisation combinatoire complexe qui
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Figure 4.10 – Débit total en kbit par symbole OFDM versus la longueur des séquences
de précodage.
ne peut être réduit à un problème convexe équivalent. Ainsi, il n’existe pas de solution
analytique donnant la longueur optimale, cette dernière ne pouvant être obtenue que par
une recherche exhaustive. La figure 4.10 présente l’évolution du débit total en fonction de
la longueur des séquences de précodage. Le débit total obtenu avec les méthodes basées
sur l’OFDM est donné pour L = 1.
Il est clair que le débit total réalisable avec les méthodes basées sur le LP-OFDM,
quel que soit le critère d’égalisation, est amélioré lorsque la longueur des séquences de
précodage est supérieure à 1. Ce débit total atteint un certain palier pour L ≥ 32 sauf
dans un contexte multicast multidébit avec séparation des utilisateurs dans le domaine
fréquentiel où le débit commence à diminuer. Ces courbes confirment ainsi les analyses
faites précédemment sur les performances des détecteurs ZF et EQM. Sur la base de ces
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résultats, nous pouvons affirmer que l’utilisation de la technique de précodage linéaire
augmente le débit des systèmes multicast. La raison de la meilleure performance des
systèmes LP-OFDM par rapport aux systèmes OFDM est l’utilisation efficace de la
limite de DSP. La composante de précodage accumule les énergies résiduelles d’un bloc
donné de sous-porteuses pour transmettre des bits supplémentaires. Une tendance claire
quant à l’évolution du débit total avec la longueur des séquences ne peut pas être dégagée.
Néanmoins, on constate que pour L ≥ 64, le débit total commence à diminuer.
4.4.1.2 Étude de l’équité entre les utilisateurs
Les méthodes d’allocation des ressources dans le contexte multicast monodébit al-
louent de façon équitable les ressources et tous les utilisateurs reçoivent in fine le même
débit. Lorsque les états des canaux des utilisateurs sont très différents, il est justifiable
d’allouer davantage de ressources à certains utilisateurs qu’à d’autres [75]. C’est cette
idée qui sous-tend la thèse de séparation des utilisateurs en fonction de leurs canaux
de transmission. Les algorithmes proposés dans un tel contexte ont déjà démontré leurs
meilleures performances en termes de débit total en multicast multidébit. Il est égale-
ment nécessaire de mesurer leur performance en termes d’équité entre les utilisateurs.
Comme un indicateur de performance, l’indice d’équité défini à l’équation (4.27) sera
utilisé. Cet indice mesure l’égalité de la répartition des ressources entre les utilisateurs.
La figure 4.11 montre la fonction de répartition de l’indice d’équité des utilisateurs
en multicast multidébit. Cet indice est égal à 1 pour les méthodes proposées dans le
contexte multicast monodébit et n’est donc pas représenté. Les méthodes basées sur
la technique de précodage, en plus d’apporter un gain en débit total, améliore l’équité
entre les utilisateurs. Cette amélioration est plus importante avec les méthodes MDHT
(allant jusqu’à 3%) qu’avec les méthodes MDHF (inférieure à 2%). L’ordre d’équité
des méthodes est la suivante : MDHF-PF, MDHT2, MDHF et MDHT3. Lorsque les
utilisateurs sont séparés dans le domaine fréquentiel, la perte de débit (environ 35%)
engendrée par la méthode MDHF-PF (avec prise en compte de l’équité) par rapport à la
méthode MDHF (sans prise en compte de l’équité) est compensée par l’indice d’équité.
En effet, on passe d’une équité minimale de 50, 7% pour la méthode MDHF à 70, 4%
pour la méthode MDHF-PF. En outre, la séparation en temps des utilisateurs en deux
sous-groupes reste plus équitable que la séparation en trois sous-groupes.
4.4.2 Évolution du débit avec le nombre d’utilisateurs
Dans cette partie, nous étudions les débits réalisables en multicast en fonction du
nombre d’utilisateurs. Chaque utilisateur utilise aléatoirement un canal parmi les 9
classes de canaux. Les résultats de simulations sont donnés uniquement pour le sys-
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Figure 4.11 – Fonction de répartition de l’indice d’équité entre les utilisateurs, (a) dans
le domaine temporel et (b) dans le domaine fréquentiel pour L = 32.
tème LP-OFDM avec une égalisation de type ZF. Au vu des résultats obtenus plus haut,
les commentaires qui seront faits restent valables pour les autres systèmes. La figure 4.12
donne un exemple de débits totaux et de débits minimums réalisables avec les différentes
solutions proposées en fonction du nombre d’utilisateurs. Les observations faites pour le
système multicast à 9 utilisateurs sont encore vraies lorsque le nombre d’utilisateurs aug-
mente. De plus, le débit total pour le système multicast monodébit stagne voire décroit
avec le nombre d’utilisateurs. Ceci confirme les résultats obtenus au paragraphe 4.2.4
sur le comportement asymptotique du débit total. En outre, la méthode MDHF offre le
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Figure 4.12 – Évolution des débits (débit (a) total et (b) minimum) en fonction du
nombre d’utilisateurs pour L = 32.
meilleur débit total mais le débit minimum devient très vite nul. La méthode MDHF-PF
devient plus performante que la méthode LBCG à la fois en termes de débit total et de
débit minimum pour K ≥ 39 utilisateurs.
4.4.3 Discussion sur l’overhead des solutions proposées
Pour terminer cette partie, il est intéressant de s’intéresser à la complexité de mise
en œuvre des algorithmes proposés pour les systèmes multicast. Outre la comparaison
des performances en termes de débit et d’indice d’équité, la surcharge de signalisation en
liaison descendante est aussi prise en compte dans ce paragraphe. Dans les systèmes mul-
ticast à débit fixe, seule l’information sur l’ordre de modulation sur chaque sous-porteuse
ou chaque séquence de précodage doit être transmise aux utilisateurs. L’utilisation de
la technique de précodage engendre de plus la signalisation de la répartition des sous-
porteuses dans les différents blocs. Quant aux systèmes multicast à débits hétérogènes,
en plus des informations sur l’ordre de modulation et de la répartition éventuelle des
sous-porteuses, l’information sur les différents sous-groupes d’utilisateurs doit être trans-
mise. Avec les méthodes MDHF, les sous-groupes d’utilisateurs ne sont pas les mêmes
d’une sous-porteuse à une autre. Ainsi, on en déduit que la surcharge de signalisation
avec ces méthodes est plus élevée que pour les autres méthodes.
En outre, sous l’hypothèse que toute combinaison de flux de données peut être déco-
dée au niveau du récepteur, un algorithme de mapping intelligent permettant de récu-
pérer efficacement les données d’origine est nécessaire [65]. Cela pourrait donc apporter
des surcharges de signalisation supplémentaires.
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4.5 Conclusion
Dans ce chapitre, nous avons traité le problème de l’allocation des ressources dans un
contexte multicast. Les problèmes de maximisation du débit multicast dans les contextes
monodébit et multidébit ont été abordés sous la contrainte d’une limitation de DSP. Nous
avons monté que le débit offert par la méthode classique d’allocation des ressources en
OFDM multicast est limité par le débit du plus mauvais utilisateur. Nous avons aussi
rappelé qu’afin de mieux correspondre aux conditions des liens et d’augmenter le débit
total en multicast, il a été proposé d’utiliser le concept de multicast multidébit pour les
systèmes OFDM. L’utilisation de l’approche multicast multidébit a permis d’augmenter
significativement le débit multicast total par rapport à la méthode classique mais au prix
d’une dégradation de l’équité entre les utilisateurs. Nous avons donc proposé de tirer
profit des bonnes performances de la technique de précodage linéaire dans un contexte
multicast afin d’augmenter les débits des utilisateurs et d’améliorer l’indice d’équité.
Pour exploiter la diversité des liens de transmission des utilisateurs, nous avons proposé
de nouvelles méthodes basées sur la technique de modulation LP-OFDM. Les algorithmes
ont été développés pour un système LP-OFDM avec une mise en œuvre de l’égalisation
suivant les critères ZF et EQM.
Lors des simulations, nous avons mis en évidence le fait que la mise en œuvre de
la technique de précodage linéaire permet à la fois d’augmenter les débits totaux et
d’améliorer l’équité entre les utilisateurs. Le gain en débit a été évalué à environ 70%
et 10% respectivement pour les systèmes multicast monodébit et multidébit par rapport
aux méthodes basées sur l’OFDM.
On a montré aussi que l’utilisation de la technique d’égalisation suivant le critère
EQM offrait de meilleures performances que le critère ZF. L’amélioration du débit total
pouvant atteindre jusqu’à 8% de gain dans le contexte monodébit, reste faible dans
le contexte multicast multidébit. Cependant, du fait de la complexité des expressions
de débit avec le critère EQM, on peut se limiter à mettre en œuvre les procédures
d’allocation des ressources avec un détecteur de type ZF.
L’ensemble de ce travail a fait l’objet de contributions dans des conférences inter-
nationales [77, 78] et nationales [79, 80], et d’une soumission d’article de revue [81]. Un
rapport technique dans le cadre du projet OMEGA a également été publié sur ce su-
jet [15].
Chapitre 5
Allocation des ressources dans un
contexte d’accès
Ce dernier chapitre concerne le problème d’allocation des ressources dans un contexte
d’accès où plusieurs utilisateurs partagent le même support physique de transmission.
Contrairement au cas multicast vu au chapitre précédant, les données des utilisateurs
sont différentes. Au cours de ces dernières années, plusieurs activités de recherche liées
aux problèmes d’allocation des ressources pour les systèmes à porteuses multiples dans
un contexte multi-utilisateur ont été menées. Pourtant, c’est un sujet qui continue de
générer de nombreuses publications scientifiques consacrées à la résolution d’une grande
variété de problèmes. Le problème d’allocation des ressources pour les systèmes à por-
teuses multiples, ou la façon de répartir les ressources temps-fréquences, les bits et les
puissances, peut être défini de différentes manières selon les exigences du système mis
en œuvre. Des problèmes d’allocation des ressources existent aussi bien pour les com-
munications en voie montante ou descendante avec des contraintes de puissance, des
contraintes de débits, des contraintes de qualité de services ou d’autres contraintes sup-
plémentaires. Fondamentalement, il existe deux principaux objectifs d’optimisation qui
sont poursuivis par la plupart des chercheurs, auxquels sont associées des contraintes
liées à la demande spécifique ou au matériel utilisé : l’allocation des ressources en vue de
la minimisation de la puissance et l’allocation des ressources en vue de la maximisation
du débit. Ces grands objectifs sont habituellement mis en œuvre conjointement avec
des contraintes supplémentaires telles que les limites de puissances maximales imposées
par sous-canal (masques de densité spectrale de puissance). En outre, il est quelquefois
préférable d’allouer les sous-canaux par groupe et non individuellement aux utilisateurs.
Une fois le problème formulé, l’algorithme de résolution doit aussi répondre à cer-
taines exigences de complexité en fonction du système où il sera implanté. Ainsi, l’al-
gorithme peut être centralisé ou distribué. Rappelons qu’un environnement centralisé
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est un environnement dans lequel sont disponibles des informations globales sur tous les
utilisateurs dans le système. Les utilisateurs sont administrés par une unité centrale de
traitement, qui collecte ces informations. Par contre, dans un environnement décentra-
lisé, il n’y a aucune unité centrale de traitement, les utilisateurs administrent le réseau
par eux-mêmes. Les algorithmes de communication dans ce cas sont dit distribués.
Les systèmes actuels de communication par courant porteur sont caractérisés par des
procédés d’accès multiple quelque peu aléatoires et traités par les protocoles de couches
supérieures. Ces techniques sont plus ou moins liées à un accès multiple en temps en
ce sens que les différents utilisateurs transmettent leurs signaux dans des intervalles
de temps distincts. Les normes actuelles mettent en œuvre la technique TDMA (time
domain multiple access) pour les communications nécessitant une garantie de qualité
de service et le protocole CSMA/CA (carrier sense multiple access collision avoidance)
pour les autres types de communications. Ces méthodes sont assez simples à implé-
menter mais les débits obtenus ne sont pas optimaux [82]. On peut s’attendre à avoir
de meilleures performances si les utilisateurs sont autorisés à transmettre simultané-
ment sur un même support physique. Dans ce chapitre, nous nous intéressons dans un
premier temps à l’étude des algorithmes d’allocation de ressources suivant l’approche
centralisée dans un réseau CPL. Nous considérons alors un réseau de communications
CPL avec une structure centralisée. Dans cette structure, la répartition des ressources
entre les utilisateurs du réseau est réalisée par un nœud central. Ainsi, ce nœud central,
doté d’une capacité de calcul élevée, est en mesure d’allouer les différentes ressources.
Nous ferons une synthèse des algorithmes centralisés en OFDMA (orthogonal frequency
division multiple access) avant de proposer de nouveaux algorithmes d’allocations de
ressources. Ces nouveaux algorithmes utilisent conjointement les politiques d’allocation
en multi-utilisateur et une adaptation des algorithmes déjà développés au chapitre 3
dans le contexte mono-utilisateur.
Dans un second temps, nous étudions l’approche distribuée de l’allocation des res-
sources. Nous introduisons succinctement quelques concepts de la théorie des jeux avant
d’étudier le problème de minimisation de la puissance de transmission sous les contraintes
de débits minimums et de DSP.
5.1 Allocation centralisée des ressources
En télécommunication, un système centralisé est un système dans lequel la plupart
des communications sont administrées par un ou plusieurs grands contrôleurs centraux.
Un tel système permet la concentration de certaines fonctions (exemple, les proces-
sus d’allocation des ressources) au niveau des nœuds centraux déchargeant ainsi les
nœuds terminaux de ces fonctions. Dans cette première partie, nous nous intéressons
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Figure 5.1 – Un exemple de communications centralisées dans un réseau CPL.
aux problèmes d’allocation centralisée des ressources pour les communications en voie
descendante dans un réseau CPL. Le problème est identique pour les communications
en voie montante ou multipoint-à-multipoint à partir du moment où les communications
partagent les mêmes ressources. Un scénario de communications centralisées peut être
illustré par le cas multiroom vidéo donné figure 5.1. Dans ce contexte, le modem CPL
central (au salon) diffuse les différents flux vidéos aux autre modems (dans les chambres)
selon leurs demandes. Il faut noter que le modem central a, avec les produits CPL ac-
tuels, une connaissance de l’état de chaque lien de transmission entre lui et les autres
modems. Comme annoncé plus haut, le modem central utilise un accès multiple de type
TDMA. Ici, nous étudions le cas d’un accès multiple de type LP-OFDMA, combinant
l’OFDMA et la technique de précodage linéaire.
5.1.1 Problèmes d’allocation des ressources en OFDMA : état de l’art
L’OFDMA est l’extension à plusieurs utilisateurs du système de modulation nu-
mérique OFDM. L’accès multiple est réalisé en attribuant différents sous-ensembles de
sous-canaux disjoints à chaque utilisateur. Contrairement au cas multicast étudié dans
le chapitre précédent, un sous-canal ne peut être alloué qu’à un seul utilisateur. Comme
les fonctions de transfert sont différentes pour chaque utilisateur, il peut arriver que des
sous-canaux soient très atténués pour un utilisateur et très bons pour les autres utilisa-
teurs. Chaque utilisateur est alors autorisé à transmettre ses données en utilisant certains
sous-canaux en fonction de l’état de son canal de transmission et aussi des contraintes
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du système. Ainsi, la distribution des sous-canaux entre les utilisateurs est une question
clé dans le processus d’allocation des ressources. Après la répartition des sous-canaux,
les algorithmes de bit-loading déterminent les meilleures allocations des bits et des puis-
sances sur les sous-ensembles de sous-canaux de chaque utilisateur. Le débit total du
système s’exprime alors comme la somme des débits Rk relatifs à chaque utilisateur k,
et s’écrit
RTotal =
K∑
k=1
Rk =
K∑
k=1
∑
i∈Ωk
rk,i , (5.1)
où Ωk indique le sous-ensemble de sous-canaux attribué à l’utilisateur k et rk,i, défini à
l’équation (2.15), est le nombre de bits chargé sur le sous-canal i. On note I le nombre
total de sous-canaux.
5.1.1.1 Critères d’optimisation
Dans la littérature, l’allocation des ressources a été généralement étudiée suivant
deux différentes approches qui mènent à deux familles d’algorithmes.
1. Allocation des ressources en vue de la minimisation de la puissance : un problème
qui met l’accent sur la réduction de la puissance d’émission pour un débit donné.
Ce problème peut être vu comme un problème de maximisation de la marge du
système sous contrainte d’un débit cible. Dans certains systèmes, les utilisateurs ont
besoin de transmettre un débit précis à un certain niveau de probabilité d’erreur.
Les algorithmes d’allocation répartissent alors les bits et les puissances de manière
à minimiser la puissance utilisée [83–88] ;
2. Allocation des ressources en vue de la maximisation du débit : un problème d’op-
timisation dont l’objectif est la maximisation du débit global (ou des débits indivi-
duels). Les contraintes sont placées sur les puissances d’émission qui peuvent être
considérées par utilisateur (pour la liaison montante) ou pour tous les utilisateurs
(pour la liaison descendante) [33, 89–92].
D’autres critères d’optimisation qui découlent de ces deux principaux problèmes existent
aussi dans la littérature. On peut citer, par exemple, la minimisation de la probabilité
de coupure, qui consiste à minimiser le nombre d’utilisateurs insatisfaits [93,94]. Dans ce
document, nous allons nous intéresser au problème de maximisation du débit du système
sous les contrainte de DSP et de qualité de service (probabilité d’erreur, débit minimum).
5.1.1.2 Maximisation du débit sous contrainte en OFDMA
Sous les contraintes de DSP et de QoS, les sous-canaux, les bits et les puissances
doivent être répartis entre les différents utilisateurs pour maximiser le débit du système.
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Le tableau 5.1 donne les différentes stratégies de maximisation du débit dans un contexte
multi-utilisateur.
Table 5.1 – Stratégies de maximisation du débit.
Objectif Avantage Désavantage
Max somme des
débits max
K∑
k=1
Rk Meilleur débit total
Aucune équité entre
les utilisateurs
Max somme des
débits pondérés max
K∑
k=1
wkRk
Répartition ajustable
des débits en fonction
des poids
Pas de garantie de
satisfaction pour tous
les utilisateurs
Max débit
minimum
maxmin
k
Rk
Débit équivalent pour
tous les utilisateurs
Pas de flexibilité dans
la répartition des
débits
La première stratégie consiste à maximiser la somme des débits et est mise en œuvre
par les algorithmes dits opportunistes. Le principe d’allocation de ces algorithmes est
d’attribuer chaque sous-canal à l’utilisateur qui y présente le meilleur gain. In fine,
l’utilisateur qui voit un meilleur canal de transmission est favorisé par rapport aux
autres utilisateurs sans tenir compte de leurs exigences en terme de débit [95]. Cette
stratégie est appropriée pour les services de type « best effort » où aucune qualité de
service n’est garantie aux utilisateurs. Pour les applications nécessitant un certain niveau
de qualité de service, par exemple un débit minimum, les algorithmes doivent faire un
compromis entre la maximisation du débit total et la satisfaction des exigences des
utilisateurs. La deuxième stratégie consiste donc à maximiser la somme pondérée des
débits, où les poids sont définis en fonction des exigences de chaque utilisateur. La
répartition des débits en vue de la maximisation du débit total est alors ajustable en
fonction des poids alloués aux utilisateurs [33]. Néanmoins, cette stratégie ne garantit
pas à tous les utilisateurs la satisfaction de leurs exigences comme nous allons le voir
dans les résultats de simulation. Nous détaillerons les procédures d’optimisation pour une
telle stratégie dans le paragraphe suivant. Quant à la troisième stratégie, elle consiste
à maximiser le débit minimum des utilisateurs. Cette stratégie permet de traiter les
différents utilisateurs de manière équitable mais reste moins flexible quant à la répartition
des débits. L’idée générale de l’algorithme d’allocation est d’attribuer les différents sous-
canaux du spectre un par un aux différents utilisateurs, de manière à ce que chacun
puisse tour à tour accroître son débit [90, 96].
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5.1.1.3 Maximisation du débit total sous contraintes de débits minimums
Dans ce paragraphe, nous nous intéressons plus particulièrement au problème de
maximisation du débit total sous les contraintes de débits minimums et de densité spec-
trale de puissance. Dans le contexte CPL avec une limite de DSP EDSP, le problème
d’optimisation peut s’écrire
max
Pk,i,Ωk
K∑
k=1
∑
i∈Ωk
log2(1 +
1
Γ
Pk,iφk,i) , (5.2)
sous les contraintes de DSP Pk,i ≤ EDSP et de débits minimums Rk ≥ Rkmin. La plupart
des solutions algorithmiques proposées pour la résolution de ce problème comprennent
deux étapes. La première étape consiste à déterminer les sous-ensembles de sous-canaux
alloués à chaque utilisateur. La seconde étape consiste à choisir la répartition des bits
et des puissances sur ces sous-ensembles de sous-canaux. Dans un contexte de limite
de puissance crête par sous-canal, la solution optimale consiste à allouer la puissance
maximale autorisée sur chaque sous-canal. La répartition des bits découle de l’allocation
des puissances, puisque les débits individuels transmis sur chaque sous-canal sont reliés
de manière univoque à la répartition des puissances. Nous nous limitons alors à présenter
les algorithmes de la première étape. Plusieurs algorithmes existent dans la littérature
plus ou moins similaires [97–99]. Nous développons les algorithmes proposés dans [92,100]
pour les système OFDM qui serviront de base pour la suite de l’étude avec les systèmes
LP-OFDM.
5.1.1.4 Détermination des sous-ensembles de sous-canaux
La détermination des sous-ensembles de sous-canaux consiste dans un premier lieu à
déterminer le nombre de sous-canaux à attribuer à chaque utilisateur et ensuite à affecter
les sous-canaux spécifiques aux utilisateurs. Soit Ik le nombre de sous-canaux alloués à
l’utilisateur k tel que card(Ωk) = Ik.
Phase 1 : Allocation du nombre de sous-canaux par utilisateur
Suivant les algorithmes, la détermination de Ik peut être ou non indépendante de
la phase d’affectation des sous-canaux. Dans [92], on parle alors d’estimation souple
lorsque
∑
k Ik ≤ I et d’estimation rigide lorsque
∑
k Ik = I. Dans le cas de l’estimation
souple, le reste Ir = I −∑Kk=1 Ik des sous-canaux est alloué à la phase d’affectation des
sous-canaux. On parle par contre d’estimation rigide lorsque la répartition {Ik}1≤k≤K
obtenue est utilisée sans modifications dans la phase d’affectation des sous-canaux. Le
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nombre initial de sous-canaux alloués à l’utilisateur k est
Ik = ⌊wkI⌋ , (5.3)
où wk est un poids attribué à l’utilisateur k. Une modification apportée à l’algorithme
BARE (bandwidth allocation on rate estimation) proposé dans [92] permet de fixer wk
en fonction des débits minimums requis Rkest et de l’état des canaux de transmission. À
partir du rapport signal à bruit moyen rsbk sur tout le canal de transmission, l’algorithme
calcule un débit estimé par sous-porteuse comme suit
Rkest = log2(1 +
rsbk
Γ
) . (5.4)
Le poids est alors donné par
wk =
Rkest
Rkmin
. (5.5)
L’algorithme cherche à minimiser la différence entre le débit estimé et le débit minimal
pour chaque utilisateur. Cette différence est donnée par :
gapk = IkR
k
est −Rkmin . (5.6)
Ainsi, tant qu’il y a des sous-canaux à allouer, l’utilisateur qui présente le plus faible
gapk reçoit un sous-canal supplémentaire. À la fin de cet algorithme, si tous les gapk
sont positifs, on dit que l’algorithme s’est déroulé avec succès sinon c’est un échec c’est-
à-dire certains utilisateurs n’arrivent pas à satisfaire leur débit minimum. Dans ce cas, il
faudrait baisser les débits minimums ou augmenter la puissance de transmission. Cette
augmentation de puissance n’est pas envisageable dans un contexte CPL. Il est à noter
que le déroulement avec succès de l’algorithme ne signifie pas que tous les utilisateurs
atteindront à la fin du processus d’allocation leur débit minimum. En effet, le nombre de
sous-canaux étant estimé à partir du RSB moyen, il n’est pas garanti que les sous-canaux
alloués à un utilisateur conduisent à la satisfaction de son débit minimum.
Dans l’algorithme WONG, du nom de l’auteur, le poids wk est tel que
∑K
k=1wk = 1
et s’écrit [100]
wk =
Rkmin
K∑
j=1
Rjmin
. (5.7)
Après le calcul de Ik pour chaque utilisateur (5.3), il reste Ir sous-canaux qui seront
attribués lors de la phase d’affectation des sous-canaux.
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Phase 2 : Affectation des sous-canaux
L’affectation des sous-canaux est résolue de façon optimale par l’algorithme « hon-
grois » pour un ensemble {Ik}k=1:K fixé. Cet algorithme est utilisé dans de nombreux
domaines car il résout les problèmes d’affectation avec minimisation d’un coût. Le pro-
blème peut s’exprimer sous une forme matricielle où chaque terme c(k, i) contient le coût
associé à l’affectation du sous-canal i à l’utilisateur k. La fonction de coût choisie pour
la maximisation du débit est c(k, i) = −rk,i. Le fonctionnement de l’algorithme « hon-
grois » est décrit dans [101]. L’algorithme « hongrois » est réputé lent pour une résolution
temps réel. Plusieurs heuristiques sont proposées dans la littérature pour améliorer le
temps d’exécution de l’affectation des sous-canaux [97, 98]. Nous présenterons les algo-
rithmes proposés dans [92,100] qui présentent des performances proches de l’algorithme
« hongrois ».
5.1.1.4.1 Algorithme RPO (rate profit optimisation) Cet algorithme propose
une règle de résolution de conflit plus juste entre les différents utilisateurs et qui pourrait
être plus profitable pour le débit global du système [92]. Il y a conflit entre des utili-
sateurs lorsqu’ils désirent le même meilleur sous-canal. Dans la plupart des algorithmes
d’allocation, ce problème est résolu soit par un ordre de traitement arbitraire des utilisa-
teurs ou par l’allocation du sous-canal à l’utilisateur qui y présente le meilleur RSB. Ces
politiques ne sont pas sans conséquence pour un utilisateur qui se verrait retirer son seul
meilleur sous-canal au profit d’un autre, qui lui, aurait plusieurs meilleurs sous-canaux.
Dans cet algorithme, à chaque itération, les utilisateurs, qui n’ont pas encore atteint
leur nombre Ik de sous-canaux, choisissent leurs meilleurs sous-canaux. L’utilisateur qui
n’est pas en conflit avec un autre sur son meilleur sous-canal choisi, se voit attribuer ce
dernier. Les autres, qui sont en conflit, essaient de le résoudre sur un critère de profit.
Le profit de l’utilisateur k représente le gain du débit global si k reçoit le sous-canal en
conflit à la place de l’utilisateur qui y présente le meilleur gain. Pour calculer le pro-
fit, chaque utilisateur en conflit sur le sous-canal, choisit son second meilleur sous-canal
après celui-ci. On appelle rateGap(k) l’écart entre le débit implémentable sur le meilleur
sous-canal (en conflit) de k et le débit implémentable sur son second meilleur sous-canal.
Si k∗ est l’utilisateur qui présente le meilleur RSB sur le sous-canal en conflit alors le
profit est donné par
profit(k) = rateGap(k)− rateGap(k∗) (5.8)
Par construction, profit(k∗) = 0. L’utilisateur qui présente le meilleur profit se voit
allouer le sous-canal conflictuel.
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Figure 5.2 – Schéma global des procédures d’allocation des ressources.
5.1.1.4.2 Algorithme WONG Cet algorithme alloue, dans un ordre arbitraire,
à chaque utilisateur son meilleur sous-canal parmi ceux disponibles [100]. À chaque
itération, l’utilisateur qui n’a pas atteint son nombre Ik de sous-canaux et qui a son
débit normalisé (par wk) le plus faible reçoit un sous-canal supplémentaire. L’allocation
des Ir sous-canaux restants se fait selon l’approche opportuniste à savoir l’utilisateur qui
présente le meilleur gain sur le sous-canal traité garde ce dernier. Lorsque les utilisateurs
ont les mêmes contraintes en débit, le principe d’allocation des sous-canaux rejoint celui
de l’algorithme « max-min » [90].
5.1.2 Allocation des ressources en LP-OFDMA
Dans cette partie, nous proposons de nouveaux algorithmes d’allocation qui utilisent
conjointement les politiques d’allocation en multi-utilisateur et une adaptation des algo-
rithmes déjà développés au chapitre 3 dans le contexte mono-utilisateur. Ainsi, le nou-
veau système LP-OFDMA combinant la technique de précodage linéaire et l’OFDMA
118 Allocation des ressources dans un contexte d’accès
est analysé avec les différentes contraintes de probabilités d’erreur. Le schéma global
des procédures d’allocation des ressources est donné à la figure 5.2. À partir des don-
nées d’entrée du problème, nous commençons par déterminer les différents nombres de
sous-canaux (qui peuvent être des sous-porteuses, des blocs de sous-porteuses ou des
séquences de précodage) attribués aux utilisateurs avant de réaliser l’affectation de ces
sous-canaux. Dans un souci de comparaison, les algorithmes WONG, BARE et RPO per-
mettant de déterminer les nombres Ik et les sous-ensembles Ωk de sous-canaux alloués
aux différents utilisateurs sont considérés. L’affectation des sous-canaux permet alors de
déterminer la répartition des bits et des puissances sur chaque sous-canal à partir des
algorithmes de bit-loading, avec prise en compte d’une contrainte de TES ou TEB crête
telle que décrite au chapitre 3.
Nous proposons ici un nouvel algorithme d’allocation des ressources dans un contexte
multi-utilisateur pour le système LP-OFDMA avec prise en compte de l’état des canaux
(PCEC). Dans l’algorithme WONG, le poids attribué à l’utilisateur k est la proportion
de son débit dans le débit total requis par tous les utilisateurs. Ce poids ne prend pas
en compte l’état de canal des utilisateurs. Un utilisateur k avec un mauvais canal peut
avoir besoin de plus de Ik sous-canaux pour atteindre son débit minimum ou inverse-
ment un utilisateur j avec un très bon canal atteint son débit minimum avec moins de
Ij sous-canaux. Par conséquent, l’algorithme WONG ne garantit pas aux utilisateurs la
satisfaction de leur exigence en terme de débit minimum. L’algorithme que nous propo-
sons prend en compte l’état des canaux de transmission lors de la phase d’attribution des
sous-canaux. Ainsi, l’utilisateur qui atteint son débit minimum requis ne reçoit plus de
sous-canaux et les sous-canaux restants sont redistribués aux utilisateurs insatisfaits. De
plus, lors de la redistribution des sous-canaux restants, les utilisateurs qui sont proches
d’être satisfaits sont privilégiés. Pour cela, on estime le nombre Irk de sous-canaux dont
l’utilisateur insatisfait k a a priori besoin pour atteindre son débit minimum. Le nombre
Irk s’écrit
Irk =
⌊(
Rkmin −Rk
)
/Rkest
⌋
. (5.9)
L’algorithme 4 réalise la répartition des ressources entre les différents utilisateurs afin de
satisfaire leur débit minimum. Contrairement à l’algorithme WONG, chaque utilisateur
reçoit un sous-canal à l’étape d’initialisation suivant un ordre de priorité fonction de l’état
de son canal. Plus l’utilisateur a un bon canal de transmission, moins il est prioritaire.
5.1.3 Simulation et performances
Le but de ce paragraphe est d’évaluer les performances des algorithmes d’allocation
des ressources présentés dans un contexte centralisé, et particulièrement d’analyser les
résultats obtenus avec le nouvel algorithme pour les systèmes LP-OFDMA. Comme pour
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Algorithme 4 : Algorithme d’allocation des ressources PCEC.
1: Initialiser Rk = 0, ik = 0, K = {1, 2, · · · ,K}
2: pour chaque utilisateur k faire
3: Calculer Rkest
4: fin pour
5: Ranger les utilisateurs par ordre croissant des Rkest
6: pour chaque utilisateur k faire
7: Choisir son meilleur sous-canal i∗
8: Rk = Rk + R˙
∗
u, ik = ik + 1
9: si ik = Ik ou Rk ≥ Rkmin alors
10: K = K − {k}
11: Ik = ik
12: fin si
13: fin pour
14: tant que K ! = ∅ faire
15: Trouver k∗ = argmink∈KRk/wk
16: Choisir le meilleur sous-canal de k∗ parmi ceux disponibles
17: Rk∗ = Rk∗ + rk∗,i∗ , ik∗ = ik∗ + 1
18: si ik∗ = Ik∗ ou Rk∗ ≥ Rk∗min alors
19: K = K − {k∗}
20: Ik∗ = ik∗
21: fin si
22: fin tant que
23: //redistribution des sous-canaux restants
24: pour chaque utilisateur k appartenant à K faire
25: Calculer Irk
26: fin pour
27: Ranger les utilisateurs par ordre croissant des Irk
28: tant que il y a des sous-canaux faire
29: Chaque utilisateur reçoit Irk sous-canaux
30: fin tant que
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Figure 5.3 – Fonctions de répartition des débits totaux réalisables avec les différents
algorithmes pour 9 utilisateurs.
les chapitres précédents, l’ensemble des simulations est mené à partir des modèles de
canaux CPL présentés dans le chapitre 1. Ces canaux ont été répartis dans neuf classes
différentes et un modèle de fonction de transfert est associé à chacune des classes. Les
paramètres de simulations (densité spectrale de puissance du signal et du bruit, nombre
de sous-porteuses, bande de fréquence et probabilité d’erreur) sont les mêmes que ceux
du chapitre précédent, et qui sont sont donnés dans le tableau 4.5. Le débit minimum
requis par chaque utilisateur est par hypothèse donné par le rapport entre son débit
lorsqu’il est considéré tout seul et le nombre d’utilisateurs dans le système. Ainsi, la
courbe qui donne la somme des débits minimaux représente aussi le débit total obtenu
pour un système TDMA. Rappelons qu’un utilisateur est dit insatisfait lorsqu’il n’atteint
pas son débit minimum après le processus d’allocation des ressources.
Dans un premier temps, nous étudions les performances des différents algorithmes
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Table 5.2 – Pourcentage de cas testés où respectivement 0, 1, 2, 3 et 4 utilisateurs sur 9
sont insatisfaits.
Algorithmes Nombres d’utilisateurs insatisfaits
0 1 2 3 4
BARE 51,2% 44,4% 4,2% 0,2% 0%
WONG 9,7% 0% 0% 3,1% 87,2%
PCEC TES L = 1 80,6% 19% 0% 0,1% 0,3%
PCEC TES L = 2 98,9% 1,1% 0% 0% 0%
PCEC TES L = 8 96,8% 3,2% 0% 0% 0%
PCEC TES L = 16 66,6% 33,2% 0,2% 0% 0%
PCEC TES L = 32 19,3% 69,6% 10,8% 0,3% 0%
PCEC TES L = 64 9,7% 11% 76,6% 2,7% 0%
PCEC TEB L = 1 98,3% 1,3% 0% 0,3% 0,1%
PCEC TEB L = 2 99,9% 0,1% 0% 0% 0%
PCEC TEB L = 8 100% 0% 0% 0% 0%
PCEC TEB L = 16 88,8% 11,2% 0% 0% 0%
PCEC TEB L = 32 27,8% 67,4% 4,8% 0% 0%
PCEC TEB L = 64 9,7% 6,8% 81,2% 2,3% 0%
pour un système avec 9 utilisateurs où chaque utilisateur possède un canal de transmis-
sion pris dans une classe différente. La figure 5.3 donne les fonctions de répartition des dé-
bits totaux maximaux avec les différents algorithmes dans un contexte multi-utilisateur.
Tout d’abord, on note que le fait de permettre aux utilisateurs de transmettre simulta-
nément dans une même trame (système OFDMA) offre un meilleur débit total que si
les utilisateurs transmettaient dans des intervalles de temps distincts (système TDMA,
résultat donné par la courbe représentant la somme des débits minimums). On note
que tous les algorithmes présentés offrent des débits totaux supérieurs à la somme des
débits requis par les utilisateurs. Néanmoins, en considérant chaque utilisateur séparé-
ment, nous verrons que la répartition des débits ne garantit pas à tous les utilisateurs
leur débit minimum. L’algorithme WONG présente globalement le meilleur débit total
et l’algorithme BARE présente le plus faible débit total. Le nouvel algorithme proposé
pour le système LP-OFDMA montre un débit total croissant en fonction de la longueur
des séquences de précodage avec L < 64. Par contre, une grande longueur (L = 64)
des séquences dégrade le débit total et aussi augmente le nombre d’utilisateurs insatis-
faits comme nous le verrons dans le tableau 5.2. Ce résultat peut s’expliquer par le fait
que le nombre de sous-canaux à répartir entre les utilisateurs diminue en fonction de
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Figure 5.4 – Évolution du débit total (a) et du nombre d’utilisateurs insatisfaits en
fonction du nombre d’utilisateurs du système.
la longueur des séquences de précodage. Par conséquent, la flexibilité à redistribuer les
sous-canaux se retrouve réduite.
Le tableau 5.2 présente les pourcentages de cas testés dans lesquels respectivement
0, 1, 2, 3 et 4 utilisateurs sont insatisfaits. Ce tableau indique par exemple que dans 51,2%
des systèmes à 9 utilisateurs testés, l’algorithme BARE aboutit à 0 utilisateur insatisfait
c’est-à-dire tous les utilisateurs sont satisfaits. Aussi, l’algorithme WONG conduit à 4
utilisateurs insatisfaits dans 87,2% des cas testés. Pour 0 utilisateur insatisfait, le nouvel
algorithme, quelle que soit la contrainte de TEB ou de TES choisie, offre le meilleur
pourcentage comparé aux autres algorithmes. Ces résultats confirment également les
résultats obtenus pour les algorithmes d’allocation sous contrainte de TEB et TES crête
dans un contexte mono-utilisateur (cf. chapitre 3). La figure 5.3 montre également que le
nouvel algorithme avec prise en compte d’une contrainte de TEB crête (courbes violettes
en trait plein) est plus performant que l’algorithme avec prise en compte d’une contrainte
de TES crête (courbes noires/grises en trait pointillé). En revanche, l’algorithme WONG,
avec un meilleur débit total, présente le plus faible pourcentage d’utilisateurs satisfaits
et le plus fort pourcentage dans le cas de 4 utilisateurs insatisfaits.
Dans un second temps, nous étudions les performances des algorithmes en faisant
varier le nombre d’utilisateurs. Chaque utilisateur possède de manière aléatoire un canal
parmi les 9 classes de canaux. Les résultats obtenus sont des moyennes sur plusieurs si-
mulations effectuées avec le même jeu de canaux choisis. La figure 5.4 présente l’évolution
des débits totaux et des nombres d’utilisateurs insatisfaits avec les différentes solutions
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présentées en fonction du nombre d’utilisateurs. On note une tendance globale à la baisse,
liée au jeu de canaux choisis, pour les débits totaux réalisables, mais une tendance à la
hausse pour les nombres d’utilisateurs insatisfaits. Ces résultats montrent que le nouvel
algorithme proposé, quelle que soit la contrainte de probabilité d’erreur choisie, est plus
performant que l’algorithme WONG en terme de débit total et de nombre d’utilisateurs
insatisfaits. L’algorithme BARE, quant à lui, permet d’assurer les débits minimums avec
au maximum un seul utilisateur insatisfait.
5.1.4 Conclusion
Dans cette première partie, nous avons étudié le problème d’allocation centralisée
des ressources pour les systèmes adaptatifs OFDMA. Nous avons passé en revue les
aspects fondamentaux de ce type de problème d’allocation ainsi que quelques algorithmes
d’allocation de ressources permettant de maximiser le débit total du système sous la
contrainte de débit minimum pour chaque utilisateur. L’analyse de ces algorithmes nous
a permis de développer un nouvel algorithme d’allocation pour le système LP-OFDMA.
Cet algorithme permet à la fois d’augmenter le débit total du système et de réduire
le nombre d’utilisateurs insatisfaits. De plus, les résultats de simulation ont permis de
mettre en exergue l’augmentation en débit d’un système centralisé OFDMA par rapport
au système TDMA actuellement mis en œuvre dans les modems CPL.
5.2 Allocation décentralisée des ressources
Nous avons vu que dans le contexte de communications centralisées, le nœud central
disposait de l’information sur l’état des canaux de transmission de tous les utilisateurs.
Le passage à un contexte de communications distribuées permet de limiter les échanges
entre les différentes entités (utilisateurs et nœud central) et aussi d’adapter rapidement
le réseau aux variations des paramètres, particulièrement pour un système avec un grand
nombre d’utilisateurs et de sous-porteuses. Les réseaux actuels CPL indoor sont orga-
nisés de manière décentralisée en ce sens que les communications entre les utilisateurs
ne passent pas par un nœud central. Néanmoins, un coordinateur central, CCo (central
coordinator), contrôle les activités du réseau et envoie périodiquement des trames balises
contenant des informations de planification allouant ainsi du temps à l’accès multiple
TDMA ou CSMA [7]. Le CPL utilise actuellement une technique d’accès multiple décen-
tralisée de type CSMA-CA. Le CSMA est un protocole d’accès multiple aléatoire dans
lequel un utilisateur qui veut transmettre des données commence par vérifier l’absence
de trafic des autres utilisateurs sur le support de transmission partagé avant de démarrer
la transmission de ses données. L’utilisation du réseau avec ce protocole est inférieur à
50% [8]. Le protocole CSMA/CA utilise un mécanisme d’esquive de collision basé sur un
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principe d’accusé de réception réciproque entre l’émetteur et le récepteur. L’utilisateur
voulant transmettre écoute le support. Si ce dernier est encombré, la transmission est
différée. Dans le cas contraire, si le support est libre pendant un temps donné, alors
l’utilisateur peut émettre. L’utilisateur transmet alors un message contenant des infor-
mations sur le volume des données qu’il souhaite émettre et son débit de transmission.
Le récepteur répond par un message signifiant que le champ est libre pour émettre, puis
l’émetteur commence l’émission des données. À réception de toutes les données émises
par l’utilisateur, le récepteur envoie un accusé de réception [102].
Dans cette partie, nous étudions un cas de transmission simultanée de deux utilisa-
teurs dans un réseau CPL, comme indiqué sur la figure 5.5. Les signaux de l’émetteur
E1 sont considérés comme des interférences pour la communication entre E2 et R2. Les
canaux mis en jeu sont H11 et H22 pour les principaux trajets, et H12 et H21 pour les in-
terférences. Plusieurs études dans la littérature cherchent alors à maximiser les débits (le
débit total ou les débits individuels) sous la contrainte de puissance totale [103–106] ou
à minimiser la puissance totale sous contrainte de débit minimum [107]. Ces problèmes
ont été modélisés par un jeu non coopératif ne nécessitant pas de coopération entre les
utilisateurs. Les travaux existants ont permis d’obtenir des conditions suffisantes qui
garantissent l’existence et l’unicité de l’équilibre de Nash. Rappelons que ces études font
les hypothèses suivantes : l’état du canal de chaque source à son propre destinataire est
supposé connu de la source correspondante mais pas des autres sources ; chaque des-
tinataire est supposé mesurer parfaitement la densité spectrale de puissance du bruit
ainsi que les perturbations dues aux autres liens. Sur la base de ces informations, chaque
destinataire calcule la signalisation nécessaire pour son propre lien et le renvoie à son
émetteur par un canal de retour. De plus, toutes les transmissions sont synchronisées
avec un retard de propagation inférieur ou égal à la taille de l’intervalle de garde. Cela
impose une taille maximale de l’intervalle de garde qui dépend de l’étalement maximal
des échos du système.
Dans un contexte CPL avec une limitation de densité spectrale de puissance, nous
étudions le problème de minimisation de la puissance sous les contraintes de débit mi-
nimum et de DSP. Sous les hypothèses faites plus haut, la maximisation des débits
individuels sous la contrainte de DSP conduirait, comme dans le cas mono-utilisateur, à
l’allocation de la puissance maximale autorisée sur chaque sous-porteuse.
5.2.1 Quelques éléments de la théorie des jeux
La théorie des jeux est la discipline mathématique qui étudie les situations où le sort
de chaque participant dépend non seulement des décisions qu’il prend mais également
des décisions prises par d’autres participants. En conséquence, le choix « optimal » pour
un participant dépend généralement de ce que font les autres. Parce que chacun n’est
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Figure 5.5 – Système distribué avec 2 utilisateurs.
pas totalement maître de son sort, on dit que les participants se trouvent en situation
d’interaction stratégique [108]. Tout d’abord, les joueurs se connaissent (ils savent com-
bien il y a de participants et qui ils sont). Ensuite, ils ne peuvent pas se contenter de
choisir leurs propres plans d’actions, en négligeant ce que font les autres. Ils doivent au
contraire se faire une idée aussi précise que possible des plans choisis par les autres. Pour
cela, la théorie admet :
1. que chaque joueur s’efforce de prendre les meilleures décisions pour lui-même et
sait que les autres joueurs font de même
2. que chacun sait qu’il en va de même pour tous les autres et ainsi de suite.
Il existe deux grandes familles de jeux qui sont les jeux coopératifs et les jeux non coopé-
ratifs. Un jeu est coopératif lorsque des joueurs peuvent passer entre eux des accords qui
les lient de manière contraignante (par exemple, sous la forme d’un contrat qui prévoit
une sanction légale dans le cas du non respect de l’accord). On dit alors qu’ils forment
une coalition dont les membres agissent de concert. Dans le cas contraire, c’est-à-dire
lorsque les joueurs n’ont pas la possibilité de former des coalitions, le jeu est non coopé-
ratif. Par définition, dans un jeu non coopératif on spécifie toutes les options stratégiques
offertes aux joueurs, alors que les contrats qui sous-tendent les coalitions dans un jeu
coopératif ne sont pas décrits. Un tel jeu peut être défini comme stratégique. Un jeu en
forme stratégique est une collection de stratégies décrivant les actions de chaque joueur
dans toutes les situations concevables du jeu, ainsi que les gains (payoffs) que chacun
obtient lorsque les stratégies de tous les joueurs sont connues.
5.2.1.1 Définition d’un jeu en forme stratégique
Les éléments constitutifs d’un jeu G en forme stratégique sont les suivants :
1. On suppose que les joueurs sont en nombre fini. Un joueur quelconque est désigné
par l’indice k. L’extension au cas d’une infinité de joueurs ne pose pas de problèmes
conceptuels particuliers.
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2. sk désigne une stratégie du joueur k ∈ {1, · · · ,K}. Une stratégie décrit de manière
précise tout ce qu’un joueur fait. Remarquons que sk n’est pas nécessairement un
nombre ; ce peut être aussi un vecteur ou une fonction.
3. Sk est l’ensemble des stratégies du joueur k ∈ {1, · · · ,K}. Cet ensemble décrit
toutes les stratégies disponibles pour le joueur k.
4. s = (s1, · · · , sk, · · · , sK) ∈ S1 × · · · × Sk × · · · × SK ≡ S est une issue du jeu,
c’est-à-dire une combinaison de stratégies à raison d’une stratégie par joueur. On
désigne par s−k ∈ S−k toutes les stratégies choisies sauf celle du joueur k.
5. uk(s) ∈ R est la fonction de gain du joueur k. Autrement dit, la « fonction d’ob-
jectif » du joueur k dépend non seulement de sa stratégie sk, mais aussi de celles
des autres joueurs résumées dans s−k. Le joueur k préfère strictement l’issue s à
l’issue s′ si uk(s) > uk(s′). Si uk(s) = uk(s′), le joueur est indifférent entre les deux
issues.
6. Chaque joueur connait les ensembles de stratégies et les fonctions de gains de tous
les joueurs, y compris donc les siennes.
Du fait de cette dernière hypothèse, on dit que le jeu est en information complète.
Dans le cas contraire, le jeu est dit en information incomplète.
5.2.1.2 Équilibre de Nash
On dit qu’une combinaison de stratégies s∗ est un équilibre de Nash (ou un équilibre
non coopératif) si l’inégalité suivante est satisfaite pour chaque joueur k = 1, 2, · · · ,K :
uk
(
s∗k, s
∗
−k
) ≥ uk (sk, s∗−k) (5.10)
pour tout sk ∈ sk, c’est-à-dire que chaque joueur maximise ses gains compte tenu de l’ac-
tion supposée de l’autre. A cet équilibre, aucun joueur n’a intérêt à changer de stratégie
si tous les autres gardent la même stratégie car sa fonction d’utilité sera dégradée [104].
L’existence d’un équilibre n’implique pas que celui-ci soit nécessairement optimal. Il
peut en effet exister d’autres choix des joueurs qui conduisent, pour chacun, à un gain
supérieur.
Exemple du dilemme du prisonnier On suppose que deux suspects sont interrogés
séparément par la police pour une action délictueuse grave. La police ne dispose pas
d’éléments de preuve suffisants pour obtenir la condamnation des prévenus pour l’acte
dont ils sont accusés. L’aveu d’au moins l’un des deux est donc indispensable. La police
propose à chaque accusé d’avouer, dans quel cas il sera relâché. S’il n’avoue pas mais que
l’autre le fait, il écope d’une peine de prison de 15 ans. Si les deux avouent, ils peuvent
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Table 5.3 – La matrice des gains du dilemme du prisonnier
Avoue N’avoue pas
Avoue (−8;−8) (0;−15)
N’avoue pas (−15; 0) (−1;−1)
espérer bénéficier de circonstances atténuantes et recevoir une peine de 8 ans chacun.
Enfin, si aucun des deux n’avoue, ils seront condamnés pour des délits mineurs à 1 an
de prison. Le tableau 5.3 donne la matrice des gains en fonction des décisions des deux
prisonniers. L’équilibre de Nash est atteint lorsque les deux prisonniers décident d’avouer
(−8;−8) car dans cette situation, aucun d’eux n’a intérêt à changer de stratégie. Par
contre, le gain optimal (−1;−1) est obtenu lorsqu’aucun des deux prisonniers n’avoue
l’action délictueuse.
5.2.1.3 Existence et unicité de l’équilibre de Nash
Certains jeux ne possèdent pas nécessairement un équilibre de Nash alors que d’autres
peuvent en posséder plusieurs. Dans ce paragraphe, nous donnerons quelques conditions
suffisantes pour l’existence d’un équilibre de Nash. On définit la meilleure réponse (best
reply) du joueur k par la stratégie qui lui procure le meilleur gain quelle que soit la
stratégie des autres joueurs. Cette meilleure réponse est définie par la correspondance
de S−k vers Sk :
∀ s−k ∈ S−k, rk(s−k) = argmax uk(sk, s−k). (5.11)
En considérant l’application r(s) = (r1(s−1), · · · , rK(s−K)) de S vers S, on a le lemme
suivant [108] :
Lemme 1. Si l’application r(s) possède un point fixe, ce point est un équilibre de Nash
du jeu, et réciproquement.
Un ensemble de conditions suffisantes pour qu’un point fixe existe est donné par le
théorème de Brouwer qui s’énonce de la manière suivante [109] : soit f une application
de S vers S où S est un sous-ensemble de RK . Si S est compact et convexe et si f est
continu, alors f possède un point fixe. Il s’en suit alors que si les ensembles de stratégie
sont des sous-ensembles compacts et convexes de RK , et si la fonction de gain uk est
continue en s et strictement quasi concave en sk pour chaque joueur, alors le jeu non
coopératif admet un équilibre de Nash.
Théorème 1. Si r(s) est une contraction, alors l’équilibre de Nash est unique.
Sachant qu’une fonction f de S ∈ RK vers S est une contraction s’il existe λ ∈]0, 1[ tel
que, pour tout x′ et x′′, on ait d[f(x′), f(x′′)] ≤ λd(x′, x′′), où d est la fonction distance.
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5.2.2 Minimisation de la puissance sous contraintes de débit et de DSP
Dans le contexte CPL avec contrainte de densité spectrale de puissance, une pre-
mière approche pour concevoir des algorithmes distribués est de maximiser les débits
individuels sous la contrainte de DSP. En considérant les signaux des autres utilisateurs
comme des interférences, la solution au problème de maximisation du débit, pour chaque
utilisateur, consiste à allouer la puissance maximale autorisée sur chaque sous-porteuse,
ce qui pénalise fortement les autres utilisateurs. Comme la plupart des communications
en CPL nécessite un certain niveau de qualité de service en terme de débit, on peut bien
imaginer un problème d’optimisation distribuée où l’on minimise la puissance totale sous
les contraintes de débit minimum et de DSP. On considère dans cette étude un système
distribué à 2 utilisateurs. Le débit de l’utilisateur 1 s’écrit
R1 =
N∑
n=1
log2

1 + P1,n |H1,1,n|2
Γ
(
σ1,n + P2,n |H2,1,n|2
)

 (5.12)
où P1,n et σ1,n sont respectivement la puissance utile et la puissance de bruit pour la
sous-porteuse n de l’utilisateur 1. La même écriture peut être faite pour l’utilisateur 2.
En posant
β1,n =
Γσ1,n
|H1,1,n|2
et α2,n =
Γ |H2,1,n|2
|H1,1,n|2
, (5.13)
il vient que pour la transmission 1, le débit de l’utilisateur 1 sachant l’allocation de
l’utilisateur 2 s’écrit
R1 (P1|P2) =
N∑
n=1
log2
(
1 +
P1,n
β1,n + α2,nP2,n
)
(5.14)
où P1 = (P1,n)
N
n=1 est la stratégie d’allocation de puissance de l’utilisateur 1, P2 est la
stratégie de l’utilisateur 2 et Pk,n ≤ EDSP, k = 1, 2.
On considère un jeu stratégique non coopératif dans lequel chaque joueur (utilisateur)
est en compétition avec les autres pour choisir l’allocation de puissance qui minimise sa
puissance d’émission sous la contrainte d’un débit minimum réalisable sur son lien de
transmission. L’équilibre de Nash d’un tel jeu est atteint lorsque chaque utilisateur,
étant donné la stratégie des autres, ne peut atteindre une puissance totale plus faible
en modifiant sa stratégie tout en garantissant la contrainte de débit [110]. À l’équilibre
de Nash, la stratégie de chaque utilisateur est alors la réponse optimale à la stratégie
des autres utilisateurs. Notons P1(P2) ⊂ RN+ l’ensemble des stratégies P1 admissibles de
l’utilisateur 1 sachant la stratégie de l’utilisateur 2 et P = (P1(P2),P2(P1)) l’ensemble
5.2. Allocation décentralisée des ressources 129
des stratégies des deux utilisateurs. On a
P1(P2) = {P1 ∈ RN+ |R1 (P1|P2) ≥ R1min}. (5.15)
Connaissant l’allocation de puissance P2,n de l’utilisateur 2, l’allocation optimale P1,n
pour l’utilisateur 1 est la solution au problème
min
N∑
n=1
P1,n (5.16)
sous les contraintes
R1 (P1|P2) ≥ R1min et 0 ≤ P1,n ≤ EDSP (5.17)
Le lagrangien s’écrit
L (P1,n, λ, γ, δ) =
N∑
n=1
P1,n + λ
[
R1min −
N∑
n=1
log2
(
1 +
P1,n
β1,n + α2,nP2,n
)]
+
N∑
n=1
γn (P1,n − EDSP) +
N∑
n=1
δn(−P1,n)
(5.18)
Les conditions de Karush-Kuhn-Tucker [111] s’écrivent
∀n, ∂L
∂P1,n
= 1− λ
ln(2)
1
P1,n + β1,n + α2,nP2,n
+ γn − δn = 0
⇒ P1,n = λ
ln(2) (1 + γn − δn) − (β1,n + α2,nP2,n)
et aussi


R1min =
N∑
n=1
log2
(
1 +
P1,n
β1,n + α2,nP2,n
)
∀n, γn (P1,n − EDSP) = 0
∀n, δn(−P1,n) = 0
(5.19)
La solution analytique au problème est
P ∗1,n =


0 si µ1 < β1,n + α2,nP2,n ,
EDSP si µ1 > EDSP + β1,n + α2,nP2,n ,
µ1 − β1,n − α2,nP2,n si β1,n + α2,nP2,n ≤ µ1 ≤ EDSP + β1,n + α2,nP2,n.
(5.20)
pour tout n ∈ [1, N ] et en choisissant µ1 de sorte à vérifier la contrainte de débit
R1 (P∗1|P2, µ1) = R1min. Il est à noter que µ1 > 0, sinon il advient que P ∗1,n = 0 pour tout
n, ce qui contredit la contrainte de débit. La variable µ1 est la solution de l’équation
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R1 (P∗1|P2, µ1) − R1min = 0. Sous l’hypothèse de l’existence et de la positivité de µ1, la
stratégie d’allocation de puissance P∗1 est la meilleure allocation de l’utilisateur 1 sachant
l’allocation de 2, c’est-à-dire
∀P1 ∈ P1(P∗2),
N∑
n=1
P ∗1,n ≤
N∑
n=1
P1,n. (5.21)
Il en est de même pour l’utilisateur 2. D’après la définition de l’équilibre de Nash
(cf. 5.2.1.2), la combinaison {P∗1,P∗2} est donc un équilibre de Nash.
Détermination de µ1
L’expression de la solution est proche de celle de l’algorithme du water-filling [112]
à la seule différence de la contrainte supplémentaire de DSP. Pour déterminer µ1, nous
utiliserons la méthode de la sécante qui est une méthode algorithmique de recherche de
zéros d’une fonction. La méthode de la sécante nécessite deux points de départ x1 et x2
tels que f(x1) ·f(x2) < 0, et une certaine tolérance ǫ. L’idée est de remplacer localement
la fonction f par la droite qui passe par les deux points (x1, f(x1)), (x2, f(x2)). Cette
méthode est donnée par l’algorithme suivant, pour une fonction f donnée
1. i = 0, y0 = f(x1) ;
2.
x0 =
x1f(x2)− x2f(x1)
f(x2)− f(x1) , y1 = f(x0);
3. Tant que |yi+1 − yi| > ǫ faire
si yi+1 < 0 alors x1 = x0 sinon x2 = x0
x0 =
x1f(x2)− x2f(x1)
f(x2)− f(x1) , yi+1 = f(x0)
i = i+ 1;
Soient les ensembles de sous-porteuses Ω1 = {n|0 < P ∗1,n < EDSP}, Ω2 = {n|P ∗1,n =
EDSP} et Ω3 = {n|P ∗1,n = 0} avec card(Ω1) = N1, card(Ω2) = N2 et card(Ω3) = N3. On
peut donc écrire
R1 (P∗1|P2, µ1) =N1 log2(µ1)−
∑
n∈Ω1
log2 (β1,n + α2,nP2,n)
+
∑
n∈Ω2
log2
(
1 +
EDSP
β1,n + α2,nP2,n
)
. (5.22)
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La fonction f dont on cherche le zéro est alors donnée par
f(µ1) =R
1
min −N1 log2(µ1) +
∑
n∈Ω1
log2 (β1,n + α2,nP2,n)
−
∑
n∈Ω2
log2
(
1 +
EDSP
β1,n + α2,nP2,n
)
. (5.23)
5.2.2.1 Existence et unicité de l’équilibre de Nash
On note MR1(P2) la meilleure réponse de l’utilisateur 1 quelle que soit l’allocation
de puissance de l’utilisateur 2 telle que [MR1(P2)]n = P ∗1,n, l’allocation optimale de
puissance. Considérons l’applicationMR = (MR1(P2),MR2(P1)) de P vers P. On montre
aisément que l’ensemble P est fermé et borné et donc est compact. De plus
∀ Pk,n, P ′k,1 ∈ Pk, aPk,n + (1− a)P ′k,n ∈ Pk avec a ∈ [0, 1] (5.24)
d’où P est convexe. D’après le lemme 1, l’existence d’un équilibre de Nash dépend
de l’existence d’un point fixe pour l’application MR. Pour cela, nous allons chercher à
montrer que l’application MR est continue. En utilisant le théorème de Brouwer qui
s’énonce de la manière suivante [109] : soit f une application de P vers P où P est un
sous-ensemble de Rn. Si P est compact et convexe et si f est continu, alors f admet un
point fixe.
Théorème 2. L’application MRk, (k = 1, 2) est continue, de plus si maxn αjn < 1, (j =
1, 2 ; j 6= k) alors MR1 est une contraction.
Preuve. voir Annexe A.
Sous l’hypothèse de l’existence et de la positivité de µ1, on déduit alors que le pro-
blème de minimisation de la puissance sous les contraintes de débit et de DSP admet un
unique équilibre de Nash.
5.2.2.2 Mise en œuvre de l’allocation décentralisée des ressources
Nous avons montré, sous certaines conditions, que le jeu stratégique en vue de la
minimisation de la puissance d’émission admet un unique équilibre de Nash. À cet équi-
libre, chaque utilisateur atteint son débit minimum avec le minimum de puissance de
transmission. Dans ce paragraphe, nous nous intéressons à la mise en place d’un tel jeu
non coopératif avec l’absence de signalisation entre les différents utilisateurs. Dans la
littérature, les algorithmes distribués d’allocation des ressources sont proposés suivant
que le jeu est synchrone ou asynchrone. Dans un jeu synchrone, les joueurs décident de
leur coup simultanément, sans savoir ce que les autres jouent. Dans un jeu asynchrone,
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ils jouent les uns après les autres, en disposant à chaque fois de l’information sur le coup
de l’adversaire [113]. La convergence de ces algorithmes a été démontré dans [103, 107]
sous la condition de l’existence et de l’unicité de l’équilibre de Nash.
• Dans l’algorithme asynchrone, chaque utilisateur, à tour de rôle, met à jour séquen-
tiellement son allocation de puissance en résolvant le problème (5.16). Un tel algo-
rithme peut être mis en œuvre d’une manière distribuée puisque chaque utilisateur,
pour déterminer son allocation optimale de puissance, a besoin de connaître locale-
ment pour chaque sous-canal les termes de bruit et d’interférences. Par contre, cet
algorithme présente une convergence lente lorsque le nombre d’utilisateurs dans
le système est grand [107]. En effet, chaque utilisateur, avant de choisir sa propre
stratégie d’allocation, est contraint d’attendre son tour selon l’ordonnancement
fixé. Force est de constater qu’il faudrait une instance supérieure centrale ou un
minimum de coopération entre les utilisateurs pour gérer l’ordonnancement. De
ce fait, l’algorithme séquentiel n’a pas le mérite d’être totalement distribué car,
en principe, chaque utilisateur doit pouvoir choisir sa stratégie à n’importe quel
moment.
• Pour remédier au problème d’ordonnancement, l’algorithme synchrone permet aux
utilisateurs de mettre simultanément à jour, à chaque itération, leur allocation de
puissance en considérant les interférences générées à l’itération précédente. Il a été
prouvé que cet algorithme converge plus rapidement vers l’équilibre de Nash, en
particulier lorsque le nombre d’utilisateurs actifs dans le réseau est grand [107].
5.2.2.3 Simulation
Dans ce paragraphe, nous examinons les performances de l’algorithme d’allocation de
puissance pour deux utilisateurs. Les simulations sont réalisées sur des canaux OMEGA
avec les paramètres donnés dans le tableau 4.5. Comme annoncé plus haut, nous nous
plaçons dans l’hypothèse d’une connaissance parfaite de l’état des canaux de transmis-
sion au niveau de chaque émetteur. À partir de ces informations et à chaque itération,
l’algorithme d’allocation des puissances est appliqué pour un seul utilisateur en consi-
dérant que l’allocation de l’autre utilisateur est fixe et connue. Les canaux directs et
interférents sont choisis de sorte à respecter les conditions du théorème 2. De plus, les
canaux sont normalisés pour s’approcher au mieux des conditions limites, c’est-à-dire
0.9 < maxn αjn < 1, (j = 1, 2 ; j 6= k). Dans ce contexte, l’existence de l’équilibre de
Nash dépend de l’existence et de la positivité de µk en fonction des débits minimums
requis par les utilisateurs.
Nous nous intéressons à des niveaux de débits minimums permettant d’atteindre un
équilibre. La figure 5.6 présente le taux d’existence de l’équilibre de Nash en fonction du
rapport entre la capacité des canaux et les débits minimum requis. Ce taux croît lorsque
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Figure 5.6 – Taux d’existence d’un équilibre de Nash versus le rapport entre la capacité
du canal des utilisateurs et le débit requis.
le débit requis s’éloigne de la capacité du canal. Lorsque les contraintes de débits sont
fixées à la moitié de la capacité des canaux des utilisateurs, l’algorithme converge vers un
équilibre dans 39% des cas testés. Pour un système donné, il n’existera pas d’équilibre de
Nash lorsque certaines contraintes de débits ne seront plus atteignables. En effet, dans
un tel jeu, chaque utilisateur augmente sa puissance de transmission afin de satisfaire
sa propre contrainte de débit, augmentant ainsi l’interférence générée pour les autres
utilisateurs. L’augmentation des puissances de transmission de tous les utilisateurs ne
garantit donc pas la satisfaction des contraintes de débit de tous les utilisateurs et donc
l’existence d’un équilibre.
La figure 5.7 présente l’évolution de la somme des puissances allouées aux diffé-
rentes sous-porteuses, lorsque l’équilibre de Nash existe. Les contraintes de débits pour
les utilisateurs 1 et 2 sont respectivement R1min = 8,1 kb/symbole OFDM et R
2
min =
6,3 kb/symbole OFDM. À chaque itération et sous l’hypothèse de la connaissance de l’al-
location de puissance de l’autre utilisateur, chaque utilisateur augmente sa puissance de
transmission de sorte à respecter son débit minimum requis. Si les débits requis sont éle-
vés, chaque utilisateur augmentera sa puissance jusqu’à atteindre la DSP (10−8 W/Hz).
La figure 5.8 présente l’évolution de l’allocation de puissance par sous-porteuse lorsque
les contraintes de débits sont fixées respectivement à R1min = 8,1 kb/symbole OFDM et
R2min = 6,9 kb/symbole OFDM. Après 6 itérations, l’utilisateur 1 doit allouer la DSP
par sous-porteuse pour atteindre son débit maximum, qui lui même est inférieur au débit
requis. En réponse, l’utilisateur 2 doit aussi allouer la DSP par sous-porteuse. Au final,
les contraintes de débits ne sont plus respectées.
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Figure 5.7 – Évolution de la somme des puissances allouées aux différentes sous-
porteuses avec R1min = 8,1 kb/symbole OFDM et R
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Figure 5.8 – Évolution de la répartition de la puissance par sous-porteuse avec R1min =
8,1 kb/symbole OFDM et R2min = 6,9 kb/symbole OFDM.
5.2.3 Conclusion
Dans cette seconde partie, nous avons étudié le problème d’allocation décentralisée
des ressources dans un réseau CPL. L’idée étant de permettre plusieurs communications
simultanées sur le support, nous avons étudié le problème de minimisation des puissances
de transmission sous les contraintes de débits minimums pour les utilisateurs. Cette
première étude a été menée sous forme de jeu non coopératif pour le cas simple de deux
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utilisateurs. Les formules analytiques permettant d’obtenir les puissances minimales ont
été développées. Lorsque les débits minimums requis par les utilisateurs sont atteignables,
le système possède un unique équilibre de Nash où les différents utilisateurs peuvent
communiquer simultanément sur le support.
5.3 Conclusion du chapitre
Dans ce chapitre, nous avons étudié dans une première approche, la possibilité de
plusieurs communications simultanées dans un réseau CPL indoor sur le même support
physique. Le problème d’allocation des ressources dans une telle éventualité a été ana-
lysé dans les contextes centralisé et décentralisé. Nous avons, tout d’abord, analysé le
problème d’allocation des ressources dans un contexte centralisé et proposé un nouvel al-
gorithme d’allocation des ressources pour les systèmes LP-OFDMA. Ensuite, le problème
de minimisation des puissances de transmission sous les contrainte de débits minimums
et de densité spectrale de puissance a été étudié dans un contexte décentralisé. Les pre-
miers résultats de simulation ont permis de mettre en évidence un certain nombre de
points tout à fait pertinents. L’utilisation d’un dispositif centralisé permet d’augmen-
ter les débits de transmission dans le réseau CPL. La mise en place d’un tel dispositif
nécessite néanmoins la connaissance des conditions de canal de tous les utilisateurs au
niveau du nœud central. Par contre, l’utilisation d’un dispositif décentralisé permet de
limiter les échanges entre les différents nœuds en se basant sur les informations connues
localement par chaque nœud. Les communications simultanées sont sans collision (sans
perte de données) après un certain temps de convergence. Une comparaison intéressante
des deux dispositifs consisterait à mesurer le temps nécessaire au nœud central pour
collecter toutes les informations des différents nœuds et le temps de convergence vers un
équilibre dans le cas décentralisé. Ce qui permettrait d’évaluer la pertinence des deux
approches.
Conclusion générale
Le travail mené durant cette thèse a permis d’étudier et de proposer différentes
stratégies d’allocation des ressources dans des contextes mono et multi-utilisateurs pour
des communications à très haut débit sur lignes d’énergie.
Les deux premiers chapitres de ce document ont été consacrés à la présentation du
contexte de l’étude et des spécifications du système mis en œuvre. La technologie CPL
a été décrite au travers d’une synthèse bibliographique qui a également portée sur les
principales caractéristiques du canal de transmission. Après avoir passé en revue les
techniques de modulations multiporteuses et d’étalement de spectre, le système LP-
OFDM, né de la combinaison de la technique de précodage linéaire et de l’OFDM, a été
décrit en détails avec ses paramètres. À la fin du second chapitre, nous avons introduit de
façon générale le problème d’allocation des ressources en présentant les grands principes,
avec en particulier les politiques d’optimisation.
Nous nous sommes intéressés dans le troisième chapitre au problème de maximisa-
tion du débit dans un contexte mono-utilisateur. De nouveaux algorithmes d’allocation
des bits et des puissances ont été développés et ont servi de base pour le contexte
multi-utilisateur. Un nouvel algorithme d’allocation des ressources a été proposé pour le
système LP-OFDM avec une mise en œuvre de l’égalisation suivant le critère de l’erreur
quadratique moyenne au lieu du critère de distorsion crête qui est pris en référence. Les
résultats obtenus montrent que l’utilisation d’un égaliseur basé sur le critère de l’erreur
quadratique moyenne offre de meilleures performances comparée à l’utilisation du cri-
tère de distorsion crête dans le contexte mono-utilisateur. Cependant, les gains restent
relativement faibles du fait de la faible influence des distorsions apportées par le canal de
transmission. En outre, les simulations réalisées sur les canaux CPL confirment le fait que
le système OFDM n’avait pas la capacité d’exploiter efficacement la ressource en puis-
sance disponible, contrairement au nouveau système LP-OFDM, quel que soit le critère
d’égalisation utilisé. Les résultats présentés montrent que la composante de précodage
linéaire permet de mutualiser les puissances disponibles sur les différentes sous-porteuses
d’un même bloc, et de les exploiter collectivement pour augmenter le débit du système.
Dans la dernière partie de ce chapitre, nous avons proposé deux nouveaux algorithmes
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de bit-loading, de faible complexité, qui cherchent à maximiser le débit du système, tout
en respectant une contrainte de taux d’erreur binaire crête ou moyen. Les résultats de
simulations montrent que le passage d’une contrainte de TES crête à une contrainte de
taux d’erreur binaire crête ou moyen permet d’augmenter le débit des systèmes OFDM.
Dans le quatrième chapitre, nous avons traité le problème de l’allocation des res-
sources dans un contexte multicast. Les problèmes de maximisation du débit multicast
dans les contextes monodébit et multidébit ont été abordés sous la contrainte d’une limi-
tation de DSP. Nous avons proposé un nouveau système LP-OFDM multicast avec des
solutions permettant d’accroître les débits de transmissions des différents utilisateurs.
Lors des simulations, nous avons mis en évidence le fait que la mise en œuvre de la tech-
nique de précodage linéaire permet à la fois d’augmenter les débits totaux et d’améliorer
l’équité entre les utilisateurs.
Le dernier chapitre a été consacré à l’étude de cas de communications simultanées
sur un même support physique dans le réseau CPL. Nous avons proposé de nouveaux
algorithmes d’allocation des ressources entre plusieurs utilisateurs voulant accéder simul-
tanément au même support physique, dans un contexte centralisé et décentralisé. Dans
un premier temps, une nouvelle technique d’accès multiple LP-OFDMA combinant la
technique de précodage linéaire et l’OFDMA a été proposée dans un contexte centralisé.
Les résultats obtenus mettent à nouveau en évidence les bonnes performances de la so-
lution LP-OFDM comparée à la solution OFDM. Dans un second temps, le problème de
la minimisation des puissances de transmission sous contrainte de débit minimum a été
traité sous forme de jeu non coopératif. Les premiers résultats de simulation montrent
qu’il est possible, sous certaines hypothèses, d’avoir des communications simultanées sur
le support physique du réseau sans perte de données.
Perspectives
Les perspectives à cette étude sont nombreuses et se situent dans le prolongement
direct ou non des travaux déjà menés.
En premier lieu, notons que les performances des solutions proposées dans cette thèse
ont été obtenues en considérant la seule présence du bruit stationnaire. Les communi-
cations CPL sont affectées par de nombreux bruits et brouilleurs en raison de la grande
variété d’appareils connectés au réseau et de la multiplicité des perturbations captées
par rayonnement. Les solutions proposées devront être testées et optimisées en présence
de bruits impulsifs et de brouilleurs. Des algorithmes spécifiques de réjection des bruits
impulsifs, et de gestion des brouilleurs peuvent également être exploités, comme ceux
proposés dans [38,114].
Ces dernières années, les techniques MIMO (multiple input multiple output) se sont
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affirmées comme une nouvelle voie très prometteuse pour améliorer la robustesse ou l’ef-
ficacité spectrale des systèmes hertziens à haut débit en exploitant la dimension spatiale.
Des études [115] montrent que des communications MIMO sont possibles sur les lignes
d’énergie. Une perspective est d’examiner et d’étudier les possibilités offertes par les tech-
niques MIMO pour augmenter toujours plus les débits transmis par les communications
CPL indoor ou améliorer leur fiabilité.
Concernant les communications multicast, et particulièrement dans le contexte mul-
ticast multidébit, une étude approfondie est nécessaire pour comprendre comment mettre
en œuvre un tel système.
Enfin, la modélisation, en jeu non coopératif, du problème de la minimisation des
puissances de transmissions sous contraintes de débits minimums a permis de montrer
l’existence d’un équilibre de Nash. La prochaine étape est de rechercher d’autres types
d’équilibre et de savoir si l’équilibre de Nash dans notre cas est optimal. De plus, il serait
également intéressant de comparer le temps de convergence d’un tel dispositif décentralisé
avec le temps nécessaire à un nœud central pour collecter toutes les informations sur les
états des canaux de transmissions dans un dispositif centralisé.
Annexe A
Preuve de l’existence et de
l’unicité de l’équilibre de Nash
Pour montrer l’existence et l’unicité de l’équilibre de Nash, pour le problème de
minimisation de la puissance sous les contraintes de débit et de DSP, nous montrons
que l’application MR = (MR1(P2),MR2(P1)) est continue et contractante. Pour cela,
montrons que MR1(P2) est lipschitzienne. Rappelons que [MR1(P2)]n = P ∗1,n avec
P ∗1,n = min
(
EDSP, [µ1 − (β1,n + α2,nP2,n)]+
)
, (A.1)
où (x)+ = max (0, x). Pour tout P2 et P
′
2 dans P2, on a
[MR1(P2)−MR1(P′2)]n =


0, si µ1 < V1 et µ1 < V
′
1
− EDSP, si µ1 < V1 et µ1 > V ′2 (∗)
− (µ1 − (β1,n + α2,nP2,n)), si µ1 < V1 et V ′1 ≤ µ1 ≤ V
′
2 (∗∗)
EDSP, si µ1 > V2 et µ1 < V
′
1
0, si µ1 > V2 et µ1 > V
′
2
EDSP − (µ1 − (β1,n + α2,nP2,n)), si µ1 > V2 et V ′1 ≤ µ1 ≤ V
′
2
µ1 − (β1,n + α2,nP2,n) , si V1 ≤ µ1 ≤ V2 et µ1 < V ′1
µ1 − (β1,n + α2,nP2,n)− EDSP, si V1 ≤ µ1 ≤ V2 et µ1 > V ′2
− α2,n(P2,n − P ′2,n), si V1 ≤ µ1 ≤ V2 et V
′
1 ≤ µ1 ≤ V
′
2
(A.2)
avec
V1 = β1,n + α2,nP2,n, V2 = EDSP + β1,n + α2,nP2,n,
V
′
1 = β1,n + α2,nP
′
2,n, V
′
2 = EDSP + β1,n + α2,nP
′
2,n .
(A.3)
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Pour le cas (∗), on a


µ1 < V1
− µ1 < V ′2
⇒ 0 < EDSP < α2,n(P2,n − P ′2,n),
et pour le cas (∗∗), on a


µ1 < V1
V
′
1 ≤ µ1 ≤ V
′
2
⇒ 0 > −(µ1 − (β1,n + α2,nP2,n)) > −α2,n(P2,n − P ′2,n).
Le même raisonnement peut être fait pour tous les cas. On en déduit d’abord
∣∣∣[MR1(P2)−MR1(P′2)]n∣∣∣ ≤ α2,n ∣∣∣(P2,n − P ′2,n)∣∣∣ , (A.4)
et ensuite
∥∥∥MR1(P2)−MR1(P′2)∥∥∥ =
√∑
n
∣∣∣[MR1(P2)−MR1(P′2)]n∣∣∣ ≤ maxn α2,n
∥∥∥(P2 −P′2)∥∥∥ .
(A.5)
L’application MR1 est lipschitzienne et donc continue et par conséquent admet un
point fixe qui est un équilibre de Nash d’après le lemme 1. De plus MR1 est une contrac-
tion si max(α1,n) < 1. Dans ce cas, l’équilibre de Nash est unique.
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Résumé
Au cours des dernières années, la demande de 
services sur les réseaux CPL (courant porteur en ligne) a connu 
une forte augmentation du fait de la disponibilité des 
infrastructures et du faible coût de déploiement. Ce type de 
réseau supporte plusieurs trafics à haut débit avec une facilité 
de connexion entre plusieurs nœuds et points d’accès. Dans ce 
contexte, une gestion efficace des ressources disponibles, par 
l’intermédiaire de politiques d’allocation, s’avère indispensable 
pour satisfaire les contraintes de qualité de service. Ces 
politiques consistent à répartir efficacement les ressources 
dans le but d’optimiser les débits de transmission dans le 
réseau CPL. La présente thèse propose des stratégies 
d’allocation des ressources permettant d’augmenter les débits 
de transmission dans les contextes mono et multi-utilisateurs. 
Cependant, le canal de propagation CPL est peu favorable à la 
transmission de données à haut débit, puisqu’il n’a pas, à 
l’origine, été conçu dans ce but. Afin d’exploiter ce canal 
difficile, les données sont transmises via une forme d’onde 
combinant la technique de précodage linéaire aux modulations 
à porteuses multiples de type OFDM et conduisant à la solution 
LP-OFDM (linear precoded OFDM). Sous l’hypothèse d’une 
connaissance parfaite de la réponse du canal, cette 
combinaison permet une exploitation plus efficace de la 
puissance disponible. Les débits de transmission sont alors 
augmentés en adaptant les ordres de modulation, les niveaux 
de puissance et la répartition des ressources temps-fréquences 
aux conditions des liens de transmission.  
L’objectif principal de cette thèse est d’étudier et 
d’optimiser les stratégies de distribution : 
• des sous-canaux (qui peuvent être les sous-porteuses
du système OFDM ou les séquences de précodage du 
système LP-OFDM) ; 
• des bits et puissances attribués à ces sous-canaux. 
 Dans un premier temps, le problème de maximisation du débit 
dans un contexte mono-utilisateur est étudié et sert de base 
pour le contexte multi-utilisateur. Un nouvel algorithme 
d’allocation des ressources pour le système LP-OFDM avec  
une mise en œuvre de l’égalisation suivant le critère de l’erreur 
quadratique moyenne est proposé, ce qui constitue une 
première contribution originale. De plus, deux autres nouveaux 
algorithmes  d’adaptation des ordres de modulation et des 
niveaux de puissance, de faible complexité, sont proposés pour 
maximiser le débit total tout en respectant une contrainte de 
taux d’erreur binaire.  
 Dans un second temps, une approche couche 
physique de la communication multicast est étudiée pour le 
système LP-OFDM. Les méthodes proposées  permettent de 
mieux exploiter la diversité des liens de transmission pour 
augmenter les débits des utilisateurs. Comparés à la méthode 
classique d’allocation des ressources en OFDM multicast, les 
résultats de simulations montrent des gains en débit pouvant 
atteindre 70%.  
Enfin, la possibilité pour plusieurs utilisateurs de 
transmettre simultanément des  données dans un réseau CPL 
est analysée. Les systèmes actuels CPL sont caractérisés par 
des procédés d’accès multiple où les différents utilisateurs 
transmettent leurs signaux dans des intervalles de temps 
distincts. De nouveaux algorithmes d’allocation des ressources,
dans un contexte centralisé ou décentralisé, sont alors 
proposés et analysés pour une  transmission simultanée dans 
le réseau. Les résultats obtenus mettent à nouveau en 
évidence l’intérêt de la solution LP-OFDM. 
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Abstract
 The demand for broadband services over PLC 
(powerline communications) networks has been growing rapidly 
during the recent past due to the availability of infrastructures 
and low deployment costs. This kind of network supports 
multiple high-speed traffics with seamless connectivity among 
multiple nodes and access points.  In this context, efficient 
management of available resources through allocation policies 
is needed to satisfy the quality of service requirements. These 
policies consist in determining efficient rules for allocating 
resources in order to optimize the transmission rates in PLC 
network.  This thesis proposes resource allocation strategies to 
increase transmission rates in single and multi-user contexts. 
However, the transmission characteristics of the powerline 
channel are less favorable for data transfer, since it was 
originally not designed for that purpose.  To exploit these 
difficult channel conditions, data is transmitted via a waveform 
combining the linear precoding technique and the multicarrier 
OFDM modulation scheme, leading to the LP-OFDM (linear 
precoding OFDM) solution. Assuming a perfect knowledge of 
the channel conditions at the transmitter side, this combination 
allows a more efficient utilization of the available transmission 
power. The achieved data rates are then increased by adapting 
modulation orders, transmitted power levels and the distribution 
of time-frequency resources, to the channel conditions.  
 The main objective of this thesis is to study and 
optimize distribution strategies, for one or more users, of 
different subchannels (subcarriers in OFDM case and precoding 
sequences in LP-OFDM case) of the multicarrier systems and 
the bits and powers allocated to these subchannels. First, the 
problem of maximizing the bit rate is studied in a single user 
context and uses as the basis for multi-user context. A new 
resource allocation algorithm for LP-OFDM systems with 
minimum mean square error equalizer is proposed and 
constitutes the first original contribution.  In addition, two novel 
bit and power allocation algorithms, with low complexity, are 
proposed to maximize the total bit rate while satisfying a bit 
error rate constraint.  
Then, a physical layer approach of multicast 
communications is addressed for LP-OFDM systems. The 
proposed methods better exploit the diversities of transmission 
links to increase the users' bit rates. Compared to the 
conventional resource allocation method in multicast OFDM 
systems, simulation results show bit rate gains up to 70% with 
linear precoding based methods.  
 Finally, the possibility for several users to 
simultaneously access to the same physical medium is 
analysed for PLC networks. Current powerline communication 
systems are characterized by multiple access methods where
different users transmit their signals in separate time intervals.
New resource allocation algorithms are then proposed and 
analysed for simultaneous transmission over the same physical 
medium, in centralized and decentralized manner. Again, the 
results show the interest of the LP-OFDM solution. 
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