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Abstract—In this paper we develop a computational offloading
strategy with graceful degradation for executing Model Predictive
Control using the cloud. Backed up by previous work we simulate
the control of a cyber-physical-system at high frequency and
illustrate how the system can be improved using the edge while
keeping the computational burden low.
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I. INTRODUCTION
Edge computing [1], [2], [3] is a means to provide highly
responsive and reliable cloud services through local data
centers, possibly closely integrated with 5G Radio Access
Network (RAN). By providing compute and storage in close
proximity to users, edge computing achieves low latency and
high reliability. Compared to large data centers, a typical edge
node may only serve a limited amount of applications, but in
return provide low communication overhead and reduce the
load on the core networks. One incarnation of this is mobile
base station virtualization for use with Network Function
Virtualisation (NFV), which is an industry standard for virtual
network functions [4]. In addition to host network functions,
such as routing and access management, 5G edge nodes
may utilize the same virtualized infrastructure to also support
user applications. This provides the mentioned benefit of low
latency, but also provides the potential for end user context
awareness (e.g. location, speed, etc.) and collaboration, with-
out involving back-end services. Third party applications could
operate at the base stations in concert with the underlying
telecommunication infrastructure and further leverage the ultra
reliable low latency communication (URLLC) capabilities of
5G [5]. These characteristics provide an interesting environ-
ment for control of critical systems.
In previous work [6] we examined this setup and its
potential for automatic control in combination with 5G. A
modern edge cloud and Internet of Things (IoT) research
test-bed was developed but the control application remained
traditional. The test-bed hardware contained a local device
connected to the physical process under control, a compute
server directly connected to a 5G base station representing a
local edge data center, and two remote data centers. A Model
Predictive Controller (MPC) was used to control a physical
ball and beam process. The support for software migration
provided by the platform [7] was used to randomly migrate
the MPC calculations between the different hardware nodes,
including the local device, creating varying delays and jitter
for the control loop. In [6], however, these delays were largely
ignored, i.e., no delay compensation techniques were applied.
Also, it was assumed that the local device was able to execute
the compute-intensive MPC controller, something which is
not assumed here. The test-bed still serves as a conceptual
basis for this work, but we now introduce cloud nativeness
to the domain of automatic control and what we refer to as
Control over the Cloud. We consider cloud applications for
critical time-sensitive cyber-physical systems and present an
approach from the domain of automatic control. The approach
shows how cloud strategies can improve control systems while
keeping some of the formal guarantees, e.g., stability.
The illusion of infinite compute and storage resources that
the cloud and the edge/fog provides opens up a number of
interesting possibilities for control applications. The resources
can be used for executing more advanced control strategies,
e.g., based on online optimization and learning using massive
data sets, than what is possible on the local device. The
cloud can scale resources with the problem and implement
efficient strategies for each computation. This allows the
controller to evaluate complex problems which are too com-
putationally demanding to perform locally. Information made
available through the communication network, e.g., additional
more complex models and information about other similar
application types, can be incorporated and used to improve
the control, avoiding the overhead and potential concerns
of communicating this information to the local system. The
drawback of moving online computations into the cloud is the
additional delays that it creates. However, by placing some of
the computations at the edge this can also be managed.
Here a cloud-assisted control approach is presented that uses
the cloud to execute a number of model-based optimizations,
each using different optimization parameters. When cloud
connectivity is available the proposed approach improves upon
the control performance obtained by the controller executing
in the local device. Section II presents the problem and
Section III gives an overview of related work. Section IV
introduces the basic control theory for multiple-input-multiple-
output (MIMO) linear systems necessary to build the formal
case for our cloud-assisted control approach. Section V pro-
vides the structure for the controller aimed at edge clouds and
Section VI evaluates the approach using simulation. Finally,
Section VII summarizes and concludes the paper.
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Fig. 1: Fog/Edge cloud test bed operating a model predictive con-
troller on an IoT and cloud service platform with seamless software
migration support
II. PROBLEM DESCRIPTION
The purpose of this paper is to develop a control architecture
that can operate reliably and seamlessly using the cloud. In
the cloud, execution times and network latency can exhibit
large random variations in the short term while over long time
the cloud system itself also evolves. This makes the cloud
environment highly stochastic and chaotic. A cloud native
control design takes this into account while making use of
on demand resources to improve its operation.
The system should use the abundance of resources provided
by the cloud but should also be able to scale down, or
gracefully degrade, when the cloud is not available. A basic
requirement in automatic control is closed loop system stabil-
ity. That is, for a bounded input the output is also bounded.
Stability must be ensured in the transition to and from the
degraded mode of operation. The goals of the cloud control
system can be summarized as:
1) The system should provide acceptable control perfor-
mance and stability also in case of connectivity loss.
2) Under ordinary conditions when the cloud is available
performance, reliability, quality and/or safety of the sys-
tem should be improved.
This work also emphasizes a design with a single controller
objective, a single model and a single set of controller con-
straints, rather than, e.g., switching between different con-
trollers or using a hierarchy of controllers, each defined using
different objectives. The controller should operate efficiently
at frequencies in the range of a few to a hundred Hertz.
All applications in the cloud must consider tail latencies [8]
and potential connectivity loss but this frequency range is of
particularly interest for industrial automation [9], [10], [11].
III. RELATED WORK
Control-over-networks is a branch of Networked Control
Systems (NCS) which has been studied extensively focusing
on aspects of network delay, packet dropout, channel capacity
and security. A survey of research in the domain of NCS is
provided in [12] including control-over-networks and MPC.
In addition to the topics covered by traditional NCS the cloud
brings in a new aspect in terms of on-demand resources, also
commonly referred to as elastic compute. Another networked
control consideration is that of centralized versus distributed
methods [13], [14], [15], [16]. With fast interconnects, com-
putational power and adjacency to large amounts of collected
data, cloud data centers are good candidates for the execution
of distributed methods to improve efficiency through horizon-
tal scaling. Individual optimizations performed in the cloud,
as proposed in this paper, can very well be implemented using
a combination of sequential, parallel and singleton strategies
which can be assessed, scaled and deployed at runtime.
It is not uncommon that control of cyber-physical-systems
is considered in terms of replacing existing systems with
virtualized equivalents. One example is the case study in [17]
where hardware Programmable Logic Controllers (PLCs) are
replaced by software counterparts in terms of virtual machines
in a private cloud. In [18] offloading controllers to the cloud
is considered for industrial IoT. The paper studies the effects
of delays, mitigations techniques at the device and an adaptive
proportional-integral controller. Similar to [6] the primary
intention of these papers is to showcase and benchmark ex-
isting technologies. Hegazy and Hefeeda introduce industrial
automation as a service in [9]. The proposed service provides
delay mitigation through the introduction of artificial delays,
an adaptive Smith Predictor, and moving average and moving
variance delay estimates. A fault tolerance scheme is suggested
using multiple Internet links and cloud providers. The service
is exemplified through Proportional Integral Derivative (PID)
control and sampling periods of 200 ms for fault tolerance
and 300 ms for the delay compensation. The proposed use
cases include redundant controller for critical-systems and
temporary control-over-the-cloud during maintenance.
Our work in control-over-the-cloud aims to advance re-
search with new approaches to controller design, creating
elastic control structures and autonomous resiliency.
IV. MPC AND LQR CONTROL
In this section we will introduce a strategy for control
of cyber-physical-systems that utilize the cloud. The strategy
combines linear MPC with the Linear Quadratic Regulator
(LQR). The following provides a background to the method
through an overview of these two controllers and their relation.
A. Model predictive control
Model Predictive Controllers (MPCs) use on-line numerical
optimization to calculate the control signal to apply as input to
the system under control, commonly referred to as the plant
or the process. A discrete-time linear MPC is specified by
Equation (1). It uses a quadratic cost function l(xk, uk) =
xTkQxk + u
T
kRuk, a cost P applied to the final state (refered
to as the terminal cost), a system model defined by matrices
A and B, and inequality and equality constraints set by the
matrix vector pairs G, g and H,h respectively. The cost matrix
Q penalizes moving away from the desired state while R
penalizes the control signal.
minimize
u
J =
k+N−1∑
i=k
xTi Qxi + u
T
i Rui + x
T
k+NPxk+N
subject to xi+1 = Axi +Bui
G
[
xi
ui
]
≤ g, H
[
xi
ui
]
= h
(1)
Each time the plant is sampled the controller must first use
the controller input and the controller output to calculate the
state, xk, to be used as input to the optimization. This is done
using a state estimator or observer. It then translates the states
and constraints based on the set-point, e.g., instead of using
the actual state the error between the actual state and desired
states is used. This information is fed into the optimization
routine which uses the model to predict and optimize the
plant behavior and generates a sequence of input signals that
will drive the system state towards the set-point. To be robust
to uncertainty and disturbances only the first input signal in
the control signal sequence is used and the whole process is
repeated again at the next sampling instant.
How far into the future the controller predicts the system
state trajectory and the length of the calculated control signal
sequence are determined by the horizon. This is given by
the parameter N in Equation (1). If the horizon is too short
the optimization problem may become infeasible, i.e., no
control signal can be found that fulfills the constraints, which
might lead to instability. A large horizon is computationally
expensive and may take too long time to evaluate. In practice
one therefore attempts to limit the horizon and/or pre-compute
the solution to the optimization problem. The latter, known as
explicit MPC, is outside the scope of this paper.
The major benefit of MPC compared to other controller
types is the possibility to enforce constraints on, e.g., the
process state, output and/or control signal. The number of
iterations in the optimizer needed to solve the problem varies
depending on whether the constraints are active or not, e.g., if
the state is close to a constraint or not, which may cause large
execution time variations. This can be caused by a disturbance
acting on the system or by an unfortunate set-point selection
causing the system to come too close to the constraints.
In the proposed cloud-assisted controller, MPC is used at
the cloud level, either in an edge data center or in a remote
data center. In order to solve the problem of which prediction
horizon to chose, at each sample a number of MPC requests
are sent to the cloud, each with a different horizon. These are
then executed in parallel, possibly at different nodes. High-
priority requests could be executed in an edge data center
to increase the probability that the results of these requests
are returned in time, whereas requests that are deemed less
important could be executed in a remote data center.
B. Linear quadratic regulator
The Linear Quadratic Regulator (LQR) is a special case of
Equation (1). We arrive at it by removing all constraints and
setting the horizon (N ) to infinity, resulting in Equation (2).
minimize
u
J =
∞∑
k=0
xTkQxk + u
T
kRuk
subject to xk+1 = Axk +Buk
(2)
This form has an analytical solution [19] which provides a
globally optimal state feedback controller. That is, given a
model expressed by A,B and cost matrices Q,R it is possible
to compute a gain matrix K that when multiplied with the state
vector xk, generates a control law uk = −Kxk which is an
optimal controller given the specification in Equation (2). To
follow a set-point, xk is replaced by a state error defined as
xe = xsp − xk and the control signal is created by applying
the control law uk = −Kxe.
The LQR provides a globally optimal controller, can handle
Multiple Input Multiple Output (MIMO) systems, provides
good stability and gain margins, is fast to execute, and easy
to define and implement [19]. However, it cannot handle
constraints, i.e. it is assumed to operate in an infinite state
and control signal space. As a result, the controller may
require very large control signals and/or force the system into
unwanted and unrecoverable states. To avoid this, designers
must impose restrictions such as limiting the operating range
of the controller (restrict the possible set-points) or tweak the
costs in the optimization problem. These restrictions make the
MPC a more attractive solution.
In the proposed cloud-assisted controller the LQR will be
the basis for the controller used at the local device level.
C. MPC stability and dual mode control
LQR control is stable and always has a well defined
control action. The MPC in Equation (1) is, however, not
guaranteed to be stable, and could fail to return a control
action if the optimization becomes infeasible. A method for
achieving stability in the MPC is to combine it with an LQR.
Since Equation (2) is a special case of Equation (1) it is
straightforward to generate a LQR from the MPC specification.
The method that ensures stability and feasibility with a limited
horizon is to require that the final state of the optimization,
xk+N , falls into a set of states for which LQR is guaranteed
to fulfill the constraints. The MPC approximates the control
actions of the LQR when the system moves away from the
constraints and approaches the set-point. For a nominal system
and fixed set-point, it can be shown that if a limited horizon
controller with such a requirement finds a feasible solution it
will be stable and remain feasible. We refer to the limited set
of final states as the terminal set, T and the formal requirement
is that xk+N ∈ T . Whether this requirement holds depends
on the length of the horizon, N , and the initial state x0. If
the terminal set is introduced formally into the optimization
then N must be large enough to reach T for all possible x0,
otherwise the optimization becomes infeasible and does not
provide a control action. It may be hard to determine how
large N must be and it is often the case that T is reached
although N is not large enough to ensure this will happen.
The requirement to reach T is therefore often replaced by
extensive testing, which can allow for a smaller N . In this
manner N is a compromise between computation time, the
operating range of the controller, and reliability.
The take away from this, considering implementing MPC
using the cloud, is that the stabilized MPC is composed of an
LQR which guarantees stability and feasibility but which has a
limited operating range, and a constrained MPC optimization
which extends the operating range of the controller. The state
space in which the controller works depends on the horizon.
V. ASSISTED FEEDBACK CONTROL
The execution time of an MPC varies and can be consid-
erable [6]. It is especially problematic when operating close
to constraints which is also when a good control response is
most critical. A method to mitigate the execution delay is to
introduce an artificial constant delay of one sample that is
accounted for in the controller [20], [21]. Rather than using
the current state xk to calculate and apply uk(0) under the
assumption that no time has passed from sensory readings to
control action, instead one predicts xk+1 and then one has the
entire sampling period available to calculate the vector #»u k+1.
At the start of the next sample period uk+1(0) is applied. In
the cloud-assisted feedback controller, a control delay of one
sample is introduced and the obtained time interval is used to
execute an assisted controller using the cloud. The approach
can also be extended to time delays longer than one sample.
A. Assisted mode
In the assisted mode the controller is connected to the
network and continuously receives control actions from the
MPC (Section IV-A) in the cloud. With every sample a new
request is sent to the cloud service. This request includes
updated state information and the horizons to evaluate. Several
horizons are evaluated to increase the chances of receiving a
response in time. Results may be lost or late due to network
delay, computation time, admission time into the cloud ser-
vices, packet loss, connectivity loss and machine failure. Short
horizons may not provide feasible solutions and long horizons
can take too long to evaluate. Methods for deciding which
range of horizons to use is not considered in this work.
At the start of the next iteration the local controller selects
one of the available responses. Since all the responses returned
in time guarantee stability and feasibility the result from
the shortest horizon can be selected and used. This can be
useful in several ways. Subsequent requests may choose to
use shorter horizons to reduce the computational burden and
cost of operating in the cloud. Short horizons may be routed
to a less powerful but more reliable system such as an edge
node or run on the local device. Short horizons must also reach
the terminal set in fewer steps, this quickly puts the system
in a good state for the conservative local mode to take over
in case of connection issues. If no response was received the
controller uses a combination of control signals from previous
MPC evaluations and its LQR controller during a transition
period after which only the local controller is used.
LQR
Opt
Opt
Opt
Opt
Opt
Opt
Opt
OptOpt
MPC
Fig. 2: The assisted controller runs an LQR as a backup controller
that continuously receives support from MPC optimizations executing
in the cloud.
B. Local mode
In local mode the control is achieved using only LQR
(Section IV-B). Local mode is entered when connectivity is
lost. It is also possible to define conditions under which local
mode gives sufficiently good performance and therefore can
be used without cloud support also if the latter is available.
This could, e.g., be for cost or energy saving reasons. To
operate reliably set-point changes can be restricted in the local
mode. Beyond these restrictions assisted mode is necessary for
optimal performance.
C. Switching from local to assisted mode
The switch from local to assisted mode is instantaneous.
Whenever the controller receives one or more responses in
time from the cloud it will apply one of those as the next
control output. Similarly, if the controller is in the process of
moving from the assisted to the local mode, that process is
immediately interrupted and the control output is replaced.
D. Switching from assisted to local mode
The switch from assisted to local mode is critical. If local
mode is entered immediately when connectivity is lost or
individual results are delayed the system can suffer large
constraint violations. This can be seen in the example in
Section V.E. The switching strategy employed here makes
use of the fact that when the MPC is evaluated it not only
returns the control signal to be applied to the process but also
a sequence of future control signals based on the predicted
trajectory of the system. Under ideal circumstances, e.g.,
without disturbances, the system can operate in open loop
using these control signals, although they have been calculated
based on old information.
If the predictions correspond well with the actual evolution
of the system these control signals can simply be applied
until the sequence is exhausted. This requires a high preci-
sion system model, correct actuation (low noise), no external
disturbances and that the set-point does not change during the
transition. It is required of the assisted mode MPC that its last
action puts the system in a state which can be handled by the
local mode LQR. Hence, it would under ideal conditions be
possible to execute in open loop during the duration of the
control sequence and thereafter switch to local LQR mode.
However, to accommodate systems which require closed-loop
control, a strategy is used which instead is based on a weighted
control law that gradually shifts the dominant control signal
from the one obtained from the cloud using MPC to the one
obtained using local LQR control, according to below,
uk = β(k)κl(·) + (1− β(k))κr(·), β ∈ [0, 1] (3)
where κl(·) and κr(·) are the local and remote control laws.
In the local mode β is set to one. When data arrives from the
network the immediate response is to prioritize the remote
control law through a small β. If no further data arrives
the subsequent inputs are read from the available open loop
sequence while β is increased to put more emphasis on the
local controller. However, it should be noted that this approach
does still not guarantee that the constraints are not violated.
The effect of the gradual shift is shown by the example in
Section V.E, Not using the open loop control signals causes
the LQR to move far away from the constraint region. Using
open loop control signals only can cause large deviations from
the optimal path due to disturbances and model errors. The
gradual shift in the strategy also ensures a smooth transition
from assisted to local mode.
E. Example
The following section provides an example to illustrate the
operation of the assisted controller. The example consists of a
regulator problem where the objective of the controller is to
force the system state to the origin. The second order model
of the system under control and the cost matrices are shown
in Equation (4) and Equation (5).
A =
[
0.9752 1.4544
−0.0327 0.9315
]
B =
[
0.0248 0.0327
]T
(4)
Q =
[
10 0
0 10
]
R = 1 (5)
Using this we arrive at the LQR gain matrix in Equation (6)
K =
[
1.6478 11.8344
]
(6)
The MPC is further defined by the constraint specification in
Equation (7). For details on how to setup and operate the MPC
we refer to the literature [14], [22].
G =

1 0
0 1
−1 0
0 −1
1 −1
 , g =

5
0.2
5
0.2
1.75
1.75
 (7)
Figure 3 shows the system state space and four different
control trajectories for two starting positions α and β. The gray
rectangle marks the state constraints. When starting in α the
system never reaches the constraints independently of which
controller that is used, while when starting from β the LQR
(in blue) violates the constraints. The short horizon MPC (in
red) does not initially see the constraints and starts similarly
to the LQR. However, later it becomes infeasible. The long
horizon MPC generates a control trajectory at the constraint
boundary. The last trajectory in orange shows what happens
if the MPC with the long horizon is disconnected after a few
steps and the LQR immediately takes over, i.e., without the
weighting strategy.
α β
Constraints
LQR
MPC Long Horizon
MPC Short Horizon
Connectivity Loss
Fig. 3: Simulation of LQR and MPC
Figure 4 shows four MPC control trajectories, with different
horizons, starting in β and the region for which the LQR
always stays within the constraints. The latter is known as the
terminal set. Three things can be observed. First, it can be seen
that α lies inside the terminal set and β does not, as expected
from the trajectories in Figure 3. Second, short horizons lead
to infeasibility and constraint violation. Third, the longest
horizon is not necessary since there are shorter alternatives that
give the same trajectory. This motivates why multiple MPC
invocations with different horizons are requested.
In Figure 5, N = 10 has been selected but runs in open-loop
(in orange). Consider that immediately after receiving the re-
sult of the optimization starting in β the cloud is disconnected.
All 10 input signals from the optimization are used before
the LQR takes over. The deviation from the predicted optimal
path (in blue) occurs because of a model error. Equation (8)
shows the system model used in the simulation. Compared to
the model in Equation (4) there is an error of approximately
2.7% in the first parameter. The gradual shift in Equation (3)
provides a simple and generic compromise between the LQR
mode which can compensate for disturbances and the open
loop which takes constraints into account. The effect is shown
in Figure 6. Here, three trajectories are shown: running the
MPC in open loop with a small model error causing a deviation
from the nominal trajectory (in orange), using the gradual
shift in Equation (3) (in magenta), and finally the trajectory
generated without any connectivity loss (in blue), i.e., the
trajectory generated by the MPC executing in closed loop.
A =
[
0.95 1.4544
−0.0327 0.9315
]
(8)
VI. EVALUATION
The approach is evaluated using a simulated ball and beam
process. The process consists of a tilting beam with a metal
ball rolling along the beam. The objective is to balance the
ball at a certain set-point position. The measured variables are
the beam angle and the ball position. The control signal is the
voltage to the motor that tilts the beam. The model for this con-
sists of a triple integrator, i.e., a third-order linear system [23].
α β
Constraints
Term
inal set
N=13 N=10
N=8 N=5
Fig. 4: Control trajectories of MPCs with different horizons.
β
Constraints
Term
inal set
Dual mode in open loop Predicted path
Fig. 5: Applying open loop sequence on connection loss. The
deviation is due to a disturbance caused by a model error.
The sampling frequency is 20 Hz, i.e., the MPC calculations
must be returned within 50 ms. The simulation is implemented
in Matlab using Simulink and TrueTime, a Simulink toolbox
for simulating distributed real-time systems with real-time
kernels and networks [24]. The MPC is implemented using
the Matlab quadprog command. The reason for not using the
edge cloud test-bed from [6] and a physical process is that here
the focus is control performance which requires controlled
and deterministic conditions to be evaluated properly. For
example, the performance of the cloud assisted controller and
its reaction to networking conditions is evaluated using a
nominal system without external disturbances and noise. A
conservative LQR is assisted using an MPC with a limited
terminal state. The critical constraint is the beam’s endpoints.
We want to be able to move the ball as close to the endpoints
as possible without losing it.
Figure 7-I shows the execution of the LQR as specified in
Section IV-B and Equation (6). The horizontal lines at 0.55
and -0.55 show the hard constraints at the two ends of the
β
Constraints
Term
inal set
Immediate connectivity loss - open loop
Immediate connectivity loss - gradual shift
Continuous connectivity
Fig. 6: The result of applying an exponential gradual decline to the
open loop sequence in order to manage the model error disturbance.
beam. The red line shows the trajectory of the ball using the
LQR controller and a set-point signal (in dashed gray) with
maximum and minimum values 0.52 and -0.52 respectively.
This controller violates the constraints and will cause the ball
to fall off the beam. The blue line shows the same LQR
operated with a limited set-point range of abs(xsp−xk) ≤ 0.4.
This gives smaller overshoots and the constraints are met. The
goal is now to use a cloud-assisted controller design with an
MPC that can approach the reaction time of the original LQR
without any constraint violations.
Figure 7-II shows two assisted controllers and compares
them with the LQR with the limited set-point range. In every
sample, the assisted controllers send requests to evaluate MPC
instances of horizons of length 6 to 22. This range of horizons
has been selected based on experience in controlling the ball
and beam and to illustrate the effects of the assisted control.
The green line shows a controller which always selects the
longest horizon available within the 50ms time frame. In this
example, all feasible solutions are available in time and the
green line is therefore roughly equivalent to operating a single
controller using a horizon of 22. Roughly equivalent only, be-
cause it can be seen from Table I that there are some occasions
when no MPC result at all is returned, which then results in a
gradual switch to the LQR controller. The red line in Figure 7-
II instead always selects the shortest available horizon. Due to
the terminal state constraint xf ∈ T this results in a more
conservative control with a gradually decreasing horizon after
a set-point change. For reasons outlined in Section V-A this
mode is chosen for further evaluation.
Figure 7-III illustrates the effect of a 1.8 seconds connection
loss, indicated by the time interval in gray. The controller
enters the gradual switching mode and eventually runs in pure
LQR mode until connectivity is restored (shown using a full
red line). The dashed line shows the assisted controller without
network disconnect. The limited range LQR is not shown since
it is clear that it represents the lower bound performance which
would occur with a very long disconnect.
Figure 7-IV, finally, shows instead what happens when
the total delay not only consists of MPC execution delays
but also of network delays. Two scenarios are shown. The
red line is again the result of the cloud assisted controller
in Figure 7-II (using the shortest available horizon). The
response time includes both MPC execution time and the
system (network/scheduling) delay. The statistics of the MPC
execution time is shown in Figure 8. These execution times
are obtained using the number of iterations required for the
Matlab quadprog command to finish the optimization, scaled
linearly with the horizon and multiplied by a benchmark time
from a modern laptop. It was determined that an horizon of
20 required 1ms and with the number of iterations given by
γ the execution time in seconds is given by Equation (9).
τexec = 0.001 · γ ·N/20 (9)
The number of iterations varies with the set-point and the
state of the plant. The execution times in Figure 8 are added
9s
-0.55
0.55
I
9s
II
9s
-0.55
0.55 Connection
loss
III
4s 9s
IV
Fig. 7: I: LQR with full set-point range ( ) and limited set-point range ( ). The full range constraint violations will move the ball off
the beam. II: Continously operating long horizon MPC ( ) and cloud assisted short horizon selection ( ) and the limited range LQR
( ). III: Degradation due to connection loss when using short range selection ( ). IV: Degradation due to latency distributions when
using short range selection. Delay distributions are shown in Figure 9. Orange ( ) line is with an additional edge node using distribution
B in Figure 9. Red line ( ) is controller without network delay and the dashed line ( ) is LQR with limited set-point.
to the network delays given by the delay distribution plots in
Figure 9 returning the total delays of the MPC invocations.
If the total delay sums up to more than 50ms the results are
dropped. The distribution in Figure 9-A was chosen as the
upper part of a bimodal distribution from measurements of
requests to Amazon Lambda [25]. The distribution in Figure 9-
B covers a larger part of the the range of values observed in [9],
[6]. Note that all delays above 50ms (more than 76 percent
in this set) will always be dropped. Some results below 50ms
will also be dropped due to the additional execution time.
The delay distribution in Figure 9-A has a small effect on
the controller. Only a small difference is discernible between
the red and green lines in Figure 7-IV at around 4 s and at
the last set-point change. The blue trajectory in Figure 7-IV
corresponds to the distribution in Figure 9-B. Clearly the laten-
cies in this case have implications on the control. The primary
consequence is a delayed response to set-point changes. As the
set-point changes and all new MPC requests are lost due to
infeasibility or delay, the system keeps operating using open
loop data from the previous set-point. In this situation, results
from a short horizon is preferable as otherwise reactions to
new set-point changes will lag. An edge strategy is used to
improve the situation. To keep the load on the edge down
the system continuously sends the latest horizon used to the
edge (the shortest feasible result received from the cloud in
the previous iteration). The shorter horizon also provides the
highest probability of continuously receiving results to stay in
closed loop mode when variable delay and execution time is
considered for the edge. If at any time the system does not
receive new results and starts the process of switching to local
mode, the next iteration instead places an optimization using
the largest horizon at the edge. For simplicity and illustration
the edge is set to a fixed network delay of 40ms in the
example. This is a large delay and as can be concluded from
Figure 8 the edge will sometimes not respond when adding the
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Fig. 8: Execution time distribution for the various control horizons
in Figure 7-IV. Outliers outside the 1.5·IQR ranges are excluded.
execution time. This, however, covers for most of the delayed
response (orange line in Figure 7-IV) while horizon selection
over all is equal to that of no delay (II green and IV orange
in Table I).
TABLE I: Horizon selection for use cases in Figure 7. The title row
shows the percentage of samples in which the MPC operate in closed
loop. The columns show the fraction of time in which input from a
group of horizons is used,
Horizon II II III IV IV IV
99.0% 98.5% 80.5% 97.0% 75.6% 96.5%
6-6 0.71 0.56 0.60 0.69 0.12 0.56
7-9 0.08 0.17 0.07 0.10 0.21 0.17
10-12 0.07 0.04 0.06 0.07 0.28 0.04
13-15 0.06 0.10 0.12 0.07 0.16 0.10
16-18 0.04 0.04 0.02 0.05 0.09 0.04
19-22 0.02 0.07 0.01 0.01 0.13 0.07
VII. CONCLUSION
We have proposed and demonstrated a strategy for control
systems operated using the cloud. The method aims to extend
a local controller whenever cloud connectivity is present.
We show how this can be achieved using a combination of
unconstrained and constrained control, in the form of LQR,
and MPC. We evaluated the approach on a simulated ball and
beam process to show that an assisted controller can improve
performance while being robust to connectivity issues. The
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Fig. 9: Latency distributions for the two network conditions in
Figure 7-IV. A) In green: Log-normal distribution with µ = 0.8,
ρ = 0.8 and an offset of 38ms B) Log-normal distribution with
µ = 4, ρ = 0.5 and an offset of 14ms
primary mode studied is one that in each sample issues
requests for a range of prediction horizons and uses the results
corresponding to the smallest feasible horizon returned in time.
This was combined with an edge strategy to reduce the impact
of long delays.
The method allows for offloading complex control to the
cloud and incorporating information not available locally. It
could also be used to enhance readily made designs and cover
for unforeseen events. For instance, rate limiters and step size
limiters could be augmented with a cloud assisted approach.
Another potential for an assisted cloud approach is that im-
provements can be incorporated into systems while keeping
them operational. Consider for instance an extension to the
system model which increases the computational demand of
the controller. The new model is simply injected into the cloud
MPCs. Infeasible results or prolonged executions times will be
discarded and not have a negative impact on the system.
A lot of interesting further work exists, e.g., empirical
studies of extended evaluations and implementations, improve-
ment of the assisted approach in terms of a larger range of
disturbances, tracking methods, and request/response selection
methods. There is also future work that relates to the presented
approach, e.g., the variability in the definition of the MPC
requests, incorporating larger problem spaces, advanced im-
plementations in the cloud back-end, and scheduling heuristics
in the cloud.
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