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不確実グラフ 𝒢 可能世界 𝐺" 可能世界 𝐺$ 可能世界 𝐺%
図 1: 不確実グラフの例
2. 1 不確実グラフ
不確実グラフを G = (V,E, p) として表す．V と E はそ
れぞれノード集合と有向エッジ集合である．p は確率関数で
p : E → (0, 1] である．不確実グラフから生成される可能性
のあるグラフは可能世界と呼ばれ，G における可能世界を
Gi = (V,Ei) と定義する．ここで Ei は Gi に存在するエッジ
の集合で Ei ⊆ E である．各エッジの存在は，他のエッジの存
在とは独立に確率 p(e) で生成する．G は各可能世界を生成す
る確率を示す確率空間と考えることができる．また便宜上，Gi
が G の可能世界である時，Gi ⊑ G と表す．m個のエッジを持
つ不確実グラフ G を考えた時，G における可能世界は 2m 通り











Gi⊑G Pr(Gi) = 1であることに注意されたい．
図 1 に不確実グラフ G および可能世界 G1，G2，G3 ⊑ G
の例を示す．図 1 において，破線の矢印は G のエッジを
表し，それぞれ生成確率を持つ．実線の矢印は生成され
たエッジを表す．式 (1) に示すように G は確率 Pr(G1) =
0.8 × 0.7 × 0.6 × (1 − 0.4) × (1 − 0.5) = 0.1008 で生成す
る．同様に G2 と G3 はそれぞれ G から Pr(G2) = 0.0672 お
よび Pr(G3) = 0.0432 で生成される．また，G は可能世界を
25 = 32通り生成しうるため，G1，G2およびG3に限られない．
2. 2 s-t 信 頼 性
s-t信頼性は不確実グラフ G において始点ノード s ∈ V から
終点ノード t ∈ V が到達可能である確率である．ある可能世
界 Gについて指示関数 IG を定義する．始点ノード sから終点
ノード tが到達可能であるとき IG(s, t) = 1とし，そうでない
ときは IG(s, t) = 0とする．不確実グラフ G におけるノード s











2. 3 問 題 定 義
最後に本研究で対象とする問題を定義する．
定義 1 (one-to-many 信頼性). 不確実グラフ G とノード s ∈ V
が与えられると，one-to-many信頼性は，すべてのノード t ∈ V




く存在する. ゆえに，定義 1に示した one-to-many 信頼性問題
に対する高速な解法の提案は，不確実グラフ分析において重要
な研究課題である．







ム [4]である. この手法では，G から各エッジの発生確率に従っ
てランダムにサンプリングしたK 個の可能世界 G1，G2，· · ·，






























·K ·RG(s, t) · (1−RG(s, t))
=


























図 2: サンプル数 K = 6 の時の BFS Sharing における可能世界の表現
3. 2 BFS Sharing
ZhuらはMCにおいて各可能世界探索時の探索処理に大きな
重複があることに着眼し，一回の幅優先探索で 1対全ノードに








不確実グラフ G から可能世界G1，G2，· · ·，GK をサンプリン
グする．
この処理ではMCと同様，G から各エッジの発生確率に従って
ランダムに K 個の可能世界 G1，G2，· · ·，GK をサンプリン
グする．
Step 2.
可能世界G1，G2，· · ·，GK を用いて全エッジ e ∈ E のビット
ベクトル Be を構築する．
この処理では可能世界を表すエッジのビットベクトルを構築す
る．BFSSではサンプル数を K とした時，図 2に示すように，









この処理では 1 対全ノードに対する到達可能性を Algorithm 1
によって調べる．各ノード v ∈ V は，ノード sからノード vの
到達可能性を保持するために K ビットベクトル Bv を持つ．i
番目のビット Bv[i]はノード v が可能世界 Gi のノード sから
到達可能な場合のみ 1であり，それ以外の場合は Bv[i]は 0で
ある．そのため，全ての iについて Bs[i] = 1かつ Bv[i] = 0に
設定しておく (2-3 行目)．次にノード s から幅優先探索 (BFS)







Algorithm 1 Sharing BFS
Input: 不確実グラフ G = (V,E, p)，サンプル数K，始点ノード s，
全エッジ e ∈ E のビットベクトル Be
Output: 全ノード v ∈ V のビットベクトル Bv
1: U ← {s}
2: Bs ← 1
3: Bv ← 0 for all v in V \ {s}
4: worklist← ∅
5: worklist.enqueue(s の全ての out-neighbors)
6: while worklist |= ∅ do
7: v ← worklist.dequeue()
8: if v ∈ U then
9: continue
10: if v /∈ U then
11: U ← U ∪ {v}
12: for each in-neighbors in of v do
13: if in ∈ U then
14: e← (in, v)
15: Bv ← Bv OR (Bin AND Be)
16: for each out-neighbors out of v do
17: if out /∈ U then
18: worklist.enqueue(out)
19: else
20: update(v, out, U )




この処理では Step 3 によって得られる到達可能性を示し




によって求める．ここで ||Bv||1 は Bv に
おける 1の数を意味する．
BFSSでは事前サンプリングを行うことでより高速な s-t信頼
性推定が可能である．事前サンプリングとは Step 1，Step 2を
事前に実行し，全エッジのビットベクトルを静的ファイルとし
















Algorithm 2 update(v, u, U)
1: e← (v, u)
2: Bu ← Bu OR (Bv AND Be)
3: u を更新済にする
4: Q.enqueue(u)
5: while Q |= ∅ do
6: w ← Q.dequeue()
7: for each out-neighbor x of w do
8: if x が更新済でないかつ，U に含まれている then
9: e← (w, x)
10: B′x ← Bx OR (Bw AND Be)
11: x を更新済にする
12: if B′x |= Bx then
13: Bx ← B′x
14: Q.enqueue(x)
確率部分空間は以下に定義する．






えられた時，Gi = (V,E1i , E0i , E∗i , pi)は G の確率部分空間であ
る．ただし，E∗i = E \ {E1i ∪E0i }であり，pi は，e ∈ E∗i に対
















Pr(Gi) ·RGi(s, t) (6)
この式は，G における s-t 信頼性問題を N 個の確率部分空間















し，τ = RG(s, t)，τi = RGi(s, t)とする．










i=1 Ki = K の条件下で最大値を取るKi は Pr(Gi)に
従ってサンプル数を比例分配した Ki = Pr(Gi) ·K である．
層化抽出法はこの比例分配によってモンテカルロ法と比べ分
散が低減できる．具体的にはモンテカルロ法を用いた推定器を
R̂MC とし，層化抽出法を用いた手法を R̂SS とすると，




i=1 Pr(Gi) · τi(1− τi)
K
=
τ − τ2 −
∑N
i=1 Pr(Gi) · τi +
∑N




























Pr(Gi) ·Pr(Gj) · (τi − τj)2 −
∑N

















実行時には (a-3)の読み込みと (b-1)および (b-2)の実行を行う．
図 3の (a-1)に示した確率部分空間の計算は，4. 2節にて新た
なサンプリング方式 RCSS+を提案する．RCSS+は，Liら [7]が
提案した既存のサンプリング方式 RSS-IIと RCSS を統合およ
び改良した新たなサンプリング方式である，このフレームワー





RCSS+は，Li ら [7] が提案したサンプリング方式 RSS-II と
RCSSを統合および改良した新たな手法である，
RSS-II は G の r 本のエッジの状態を決定することで確率空






























定義 3 (カットセット). 確率部分空間 Gi = (V,E1i , E0i , E∗i , pi)
およびノード s ∈ V が与えられ，可能世界 G = (V,E1i ) にお
いて sから到達可能なノード集合を V ′ とした時，カットセッ
ト C は E∗i 内の V






得する．ここで，カットセットの大きさ |C|がパラメータ r よ
り大きい場合と r 以下の場合で処理は分岐する．r より大きい
場合は，昇順にソートされたカットエッジの要素であるエッジ
を上位 r 本選択する．これ以降は RSS-IIと同様の処理を行う．
具体的には，r 本のエッジ {e1, e2, · · · , er} ⊆ E を選択すると
仮定した場合，表 1に示すエッジの選択パタンを採用すること
で重複のない確率部分空間を生成する．表 1において，確率部




i=0 Pr(Gi) = 1である．また r以下
の場合は，昇順にソートされたカットセットの要素であるエッ
ジを用いて RCSSと同様の処理を行う．ここでカットセットの
大きさを |C| = uとする．まず，G の u本のエッジの状態を表
1に従って決定することで確率空間 G を u+ 1個の非重複の確
率部分空間 G0，G1，· · ·，Gu に分割する．ここで G0 はカット
セットの全ての要素が存在しないので，G0 から生成される可
能世界では始点ノード sから到達可能なノードは E10 によって
接続されているノード集合 V ′ のみである．よって確率 Pr(G0)
で V ′ に接続，V \ V ′ に非接続であることを求めておくことで，
G0 における分割および推定を避けることができる．RCSS+は
上記の分割処理を再帰的に行い，更なる分散低減を行う．





の数を制御する．また，表 1において e1 の発生確率が非常に
高いとき，G2，G3，· · ·，Gr の発生確率が非常に低いことを意
味する．したがって，選択したエッジを発生確率に従い，昇順
表 1: エッジの状態決定 (1:存在，0:非存在，∗:未確定)
Subspace e1 e2 e3 · · · er er+1 · · · em
G0 0 0 0 · · · 0 ∗ · · · ∗
G1 1 ∗ ∗ · · · ∗ ∗ · · · ∗
G2 0 1 ∗ · · · ∗ ∗ · · · ∗
G3 0 0 1 · · · ∗ ∗ · · · ∗
...
. . .










































の本数の上限 r = 2，再帰的な分割の打切条件であるサンプル
数の閾値 θ = 25，サンプル数K = 100としたときの RCSS+に
よる確率空間分割の例を示す．1回目の確率空間の分割では G
を 2つのエッジ (u1, u2)および (u1, u3)を用いた 3つの存在パ





また，G3 は次回分割時のカットセットの大きさが |C| = 0であ
ることから，省略可能であることがわかる．G2 に割り当てら
れたサンプル数は Pr(G2) · K = 0.4 · 100 = 40 >= θ であるた
め，2 回目の分割を行う．ここで G2 におけるカットセット C
は，(u1, u3)，(u2, u3)および (u2, u4)から構成される．|C| > r
であるため，発生確率の小さい r 本のエッジ (u2, u3) および
(u2, u4) を用いて分割を行い，G4，G5 および G6 を生成する．
実線で囲まれた確率部分空間は推定を行うことを示す．G4 に
割り当てられたサンプル数は Pr(G4) ·K = 0.06 · 100 = 6 < θ





Input: 不確実グラフ G = (V,E, p)，サンプル数 K，確率部分空間の
状態集合 S
Output: 全てのエッジ e ∈ E のビットベクトル Be
1: for e in E do
2: for (π,E1, E0) in S do
3: K′ ← π ·K
4: if e in E1 then
5: Be に ⌈K′⌉ ビット 1 を追加
6: else if e in E0 then
7: Be に ⌈K′⌉ ビット 0 を追加
8: else
9: 発生確率 p(e) に従って Be に ⌈K′⌉ ビット追加
10: return 全てのエッジ e ∈ E のビットベクトル Be
RCSS+は入力サンプル数 100に対してサンプル数 40で推定
を行うため，処理を大幅に省略できることがわかる．また，効
率的な分割によって 2 回の分割処理しか要さない (RCSS の場
合，3回の分割が必要)．
4. 3 Sharing RCSS+
Sharing RCSS+は RCSS+と BFSSを統合した手法である．前
節で述べた RCSS+を図 3の (a-1)に用いることで BFSSとの統
合を行った．
Algorithm 5は，(a-1)にあたる擬似コードを示す．カットセッ

















Algorithm 4 は図 3 の (b-2) にあたる擬似コードである．式








Algorithm 4 ノードのビットベクトルによる one-to-many 信頼
性推定値の導出
Input: 全てのノード v ∈ E のビットベクトル Bv
Output: 全てのエッジ e ∈ E のビットベクトル Be
1: for v in V do
2: point← 0
3: for (π,E1, E0) in S do
4: K′ ← π ·K
5: count ← point ビット目から point+ ⌈K′⌉ ビット目までの
1 の数
6: R̂G(s, v)← R̂G(s, v) + π · count⌈K′⌉
7: point← point+ ⌈K′⌉
8: return one-to-many 信頼性の推定値 R̂G(s, v)
Algorithm 5 Get Intermediate StateRCSS+ (π,E1, E0)
Input: 不確実グラフ G = (V,E, p)，サンプル数K，始点ノード s，パ
ラメータ θ, r
Output: 確率部分空間の状態集合 S
1: S ← ∅
2: K′ ← π ·K
3: if K′ < θ then
4: return {(π,E1, E0)}
5: else
6: カットセット C を取得
7: if |C| <= r then
8: C を発生確率に従って昇順にソート
9: C を用いて E10 , E
0
0 を生成し，s から E
1
0 によって接続され
ているノード集合 V ′ を取得
10: V ′ 内の全てのノード v に対して R̂G(s, v) ← R̂G(s, v) +
Pr(G0)
11: for i = 1 to |C| do
12: C を用い，表 1 に従って E1i , E
0
i を生成．
13: Si ← Get-Intermediate-StateRCSS+ (Pr(Gi), E1i , E0i )




18: C から上位 r 本のエッジを選択
19: for i = 0 to r do
20: T を用い，表 1 に従って E1i , E
0
i を生成．
21: Si ← Get-Intermediate-StateRCSS+ (Pr(Gi), E1i , E0i )






5 評 価 実 験
5. 1 実 験 概 要
本章では，実データに対して提案手法 Sharing RCSS+と既存
のサンプリング方式 RSS-IIおよび RCSSを図 3の (a-1)に用い
た手法 (それぞれ Sharing RSS，Sharing RCSS)，既存手法のMC
表 2: データセットの特徴
Dataset #Nodes #Edges Edge Prob: Mean, SD, Quarities
LastFM 6 899 23 696 0.29 ± 0.25, {0.13, 0.20, 0.33}
NetHEPT 15 233 62 774 0.04 ± 0.04, {0.001, 0.01, 0.10}































および NetHEPT では N = 100，NYC では N = 10 で実験を
行った．RSS-II，RCSS，RCSS+に用いるパラメータ θ および
RSS-II，RCSS+に用いるパラメータ r は先行研究 [6]で効果的
とされる θ = 5，r = 50とする．
全てのアルゴリズムは C++で実装し，-O3オプションを使用
して GNU gcc 8.2.0 でコンパイルを行った，すべての実験は，




について，調査論文に従い正規化された分散 ρK = VKRK







i=1 V (si, ti,K) で表され
る．V (si, ti,K) は si，ti によって求められる s-t 信頼性を
100 回繰り返し計算し，その不偏分散を求めたものであり，




j=1 (Rj(si, ti,K)−R(si, ti,K))
2 で表さ
れる．ここで Rj(si, ti,K)は j 回目に求めた si，ti 間の s-t信
頼性の推定値であり，R(si, ti,K)は 100回の si，ti 間の s-t信
頼性の平均である．また，N 個の s-tペアによる s-t信頼性の平
均 RK は RK = 1N
∑N
i=1 R(si, ti,K)で表される．データセッ
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