Frames that arise from the action of an Abelian group of unitary operators are called harmonic or geometrically uniform frames and have many nice properties. We present some characterization and structure theorems regarding these frames. In particular, we are motivated by (1) the theory of filter banks, and (2) orthogonality of pairs of such frames.
Introduction
Frames for Hilbert spaces provide stable yet redundant expansions in terms of the frame elements. The redundancy provides for flexibility both in the construction of the frame elements, as well as in the expansion of vectors in terms of those frame elements. We are concerned here with frames which arise from the action of an Abelian group of unitary operators on a Hilbert space. Such frames have many nice properties, such as the canonical dual has the same structure, they are fairly robust to erasures, and in concrete examples, the Fourier transform is available as a tool. These frames go by names such as harmonic frames [11] and geometrically uniform frames [13] . Moreover, these types of frames arise in the study of frame multiresolution analysis [10, 17, 18] .
In this paper, we shall restrict our attention to Abelian groups which are denumerable. (Groups which are not can give rise to "continuous frames," cf. [2, 21] .) A representation of a group G then is simply a homomorphism π : G → U(H ), where U(H ) is the group of unitary operators on a Hilbert space H . Occasionally, our group G will be naturally presented as a subgroup of U(H ), in which case we shall make use of the fact that the inclusion map i : G → U(H ) is a representation.
We present here the definition of a frame in order to establish our notation. A sequence X := {x j } j ∈J ⊂ H is a Bessel sequence if there is a positive real number B such that for all v ∈ H , In this case, the vectors {v 1 , . . . , v N } are called frame vectors for π .
Remark 2.0.2. Our definition of frame vectors for π is not to be confused with several other possible definitions of frame vectors, such as: (1) {π(g)v n : g ∈ G; n = 1, . . . , N} is a frame for its closed linear span in H , or (2) for each n, {π(g)v n : g ∈ G} is a frame for its closed linear span in H .
Remark 2.0.3. It is possible for a representation to contain (non-zero) Bessel vectors but not any admissible vectors. Indeed, suppose π is a representation on H which is admissible and ρ is a representation on K which is not admissible. Consider π ⊕ ρ; this representation cannot be admissible. However, if {v 1 , . . . , v N } are admissible vectors for π , then {v 1 ⊕ 0, . . . , v N ⊕ 0} are Bessel vectors for π ⊕ ρ.
A subrepresentation of a representation π is a restriction of all the operators π(g) to a common invariant subspace K ⊂ H . Two representations π and ρ, on H and K respectively, are said to be equivalent if there is a unitary op-
The following lemma is a slight extension of [15, Proposition 6.2] . We include the proof for completeness. Proof. Consider the analysis operator Θ V of the admissible, and hence Bessel, vectors {v 1 , . . . , v N } for π , where V = {π(g)v n : g ∈ G; n = 1, . . . , N}:
By condition (1) in Definition 2.0.1, the synthesis operator Θ * V has dense range and hence Θ V is injective. A standard computation shows that for Proof. Let π be the N -fold ampliation of the regular representation of G. Then there exist N vectors
, where δ is the Kronecker delta, e is the identity in G, and δ g,e is in the ith coordinate. For the second assertion, we need to use the elementary fact that if {y j } j ∈J is a frame for a Hilbert space H and P is the orthogonal projection of H onto a closed subspace M of H , then {Py j } j ∈J is a frame for M. Hence if M is a subspace of N n=1 l 2 (G) invariant under all π(g), then P commutes with all π(g) and {π(g)P x i : g ∈ G, i = 1, . . . , N} is a frame for M. 2 Remark 2.0.7. The statements in Proposition 2.0.5 and Corollary 2.0.6 are true because the group is denumerable (and hence discrete); for "continuous" groups, admissible and frame representations are distinct [21] .
Our main tool of analysis will be a decomposition operator associated to a representation π from H onto the dual group. The dual group of G will be denoted byĜ; if λ is (normalized) Haar measure onĜ, then by Pontryagin duality the collection of functions {g(ξ ): g ∈ G} ⊂ L 2 (Ĝ, λ) is in fact an orthonormal basis.
Combining the spectral theorem, Stone's theorem and the theory of spectral multiplicity, we have the following decomposition theorem (see [3, 4, 20] 
The measure ν is unique up to equivalence of measures, and the E n 's are unique up to sets of ν-measure 0.
We will call the unitary operator U the decomposition operator. The multiplicity function m :Ĝ → {0, . . . , ∞} is given by m(ξ ) = ∞ n=1 χ E n (ξ ). Conversely, we can replace the existence of subsets in the statement of the previous theorem with the multiplicity function, which in turn determines the subsets E n .
In Theorem 2.0.8, if the associated multiplicity function m is ν-essentially bounded by a positive integer N , then we need to consider only N subsets E 1 , . . . , E N ofĜ. In this case, for f ∈ N n=1 L 2 (E n , ν), it will be convenient to think of f as being a vector valued function onĜ, such that for
(1)
The following three propositions are well-known technical results which we shall need (proofs can be found in [19, Appendix A]). Finally, we shall also need the following (less well-known) result from operator theory [14] (for simplicity, we will assume that the multiplicity function is bounded):
Theorem 2.0.12. Let π be a representation of G (Abelian) on H with measure ν, multiplicity function m(ξ ) N ν a.e., and decomposition operator U . Suppose T ∈ B(H ) and letT
= UT U −1 . If T is such that for all g ∈ G, T π(g) = π(g)T , then for ν almost every ξ ∈Ĝ, there exists a m(ξ ) × m(ξ ) matrixT ξ such that for f ∈ N n=1 L 2 (E n , ν), [T f ](ξ ) =T ξ f (ξ). Moreover, T
is (boundedly) invertible if and only if there exists a positive constant
The proof can be found in [19, Theorem A.1].
The structure of frame vectors
In this section we use the decomposition operator to describe the structure of frame vectors. The results are characterizations of frame conditions, duality conditions, and orthogonality conditions. The results demonstrate that these conditions are "local" conditions, in finite-dimensional spaces.
We begin with a computation which we shall need in several places. 
is bounded and commutes with π , i.e.
Proof. That Θ is bounded follows directly; that Θ commutes with π is a standard argument. Recall that by Proposition 2.0.9, if π is admissible, the measure associated to the representation is equivalent to Haar measure restricted to some set E ⊂Ĝ. By Theorem 2.0.12,Θ is given by pointwise matrix multiplications. Hence, if
The last step is justified since {g(
In this section, we will see that properties of frame vectors for π are determined locally, so we need some results on frames in finite dimensions. For the remainder of this subsection, let H and K denote finite-dimensional Hilbert spaces. The (finite) Parseval frames in H are characterized by the following proposition. 
is a unitary matrix.
Here we write the vectors x i and y i as coordinate row vectors with respect to any orthonormal bases for H and K, respectively.
Proof. The proof of the equivalence of (1) and (2) is in [9] . The proof of the equivalence of (1) and (3) 
form an orthonormal set.
Proof. Consider the two matrices P and Q whose rows are {x n } and {y n }, respectively. A straight forward computation demonstrates that for any v ∈ H (as a coordinate row vector),
where P * is the conjugate transpose of P . (⇐) If the above matrix (P |Q) has orthonormal columns, then P * Q = 0, and thus by Eq. (4) above the frames {x n } and {y n } are orthogonal.
(⇒) Conversely, suppose the Parseval frames are orthogonal. Note that by Proposition 3.0.2, the left part P of the above matrix has orthonormal columns; likewise the right part Q of the matrix also has orthonormal columns. By Eq. (4), P * Q = 0, and we must have that the columns of the left part of the matrix are orthogonal to the columns of the right part of the matrix. Hence, the columns of the matrix form an orthonormal set. 2
Characterization of frame vectors
Using the decomposition operator, we provide a characterization theorem for frame vectors. The result says basically that frame vectors must form frames "locally," with the local frame bounds uniformly bounded. We first prove a characterization of admissibility. 
Since Uv n (ξ ) is not uniformly bounded, for every positive integer p, there is a positive integer q p with λ(F q ) = 0. We have that
We also have that
Thus, by Eqs. (1) and (2) in Section 2,
It follows that every positive integer p cannot be a Bessel bound for {π(g)v k : g ∈ G, k = 1, . . . , N}, which leads to a contradiction. Now, the sufficiency of item (2): Suppose that for all n = 1,
by Cauchy-Schwartz inequality. By mimicking the computation in Lemma 3.0.1, in combination with a second application of Cauchy-Schwartz inequality, one sees that for v ∈ H :
The step in ( * ) follows from Parseval's identity, i.e., Eq. (2) Proof. We first demonstrate the sufficiency of items (1)- (3). The first item ensures that π is an admissible representation, hence a frame representation. We establish a lower frame bound by the following computation, in conjunction with Eq. (2) in Section 2:
The demonstration concerning the upper frame bound is analogous. We now demonstrate the necessity of items (1) 
. . , K} is actually a Riesz basis for H .
Proof. We prove the statement by showing that {π(g)v n : g ∈ G, n = 1, . . . , K} is linearly independent. By the characterization Theorem 3.1.3, we must have for almost every ξ that {Uv 1 (ξ ), . . . , U v K (ξ )} is a frame for C m(ξ ) ; it follows that for almost every ξ , {Uv 1 (ξ), . . . , Uv K (ξ )} is actually a basis for C K . Suppose c n (g) ∈ C and
Applying the decomposition operator U to the equation above yields:
n (g)g(ξ )U v n (ξ ).
Hence for n = 1, . . . , K, the function g∈G c n (g)g(ξ ) = 0 a.e. ξ . Since {g(ξ )} g∈G is an orthonormal basis of L 2 (Ĝ), we must have that c n (g) = 0 for all g ∈ G. Proof. If {π(g)w n : g ∈ G, n = 1, . . . , N} is a Riesz basis for H , then π is equivalent to the N -fold ampliation of the regular representation of G. Thus, the multiplicity function for π is constant: m(ξ ) ≡ N . Hence the desired conclusion follows from Theorem 3.1.4. 2
Orthogonal frames
We begin this subsection by recalling the definition of and presenting motivation for the study of orthogonal Bessel sequences. This idea has been studied by Han and Larson [15] , where the Bessel sequences were assumed to be frames and were called strongly disjoint, and also by Balan in [5] and Balan and Landau in [8] for the Gabor (Weyl-Heisenberg) frame case. Results on wavelet frames are contained in Weber [23] .
In both theory and applications it is desirable to know the range of the analysis operator for a given frame. Consequently, it is desirable to know the orthogonal complement of the range. This can be determined by considering which frames (and Bessel sequences) have orthogonal ranges. We list here a few examples:
(1) Duality. In some applications, one wishes to know many duals to a fixed frame. Let {x j } be a frame. Suppose {y j } is a fixed dual frame for {x j }; hence Θ * Y Θ X = I . If Z := {z j } is Bessel and orthogonal to {x j }, then {y j + z j } =: Y + Z is also a dual to {x j }:
Conversely, if {w j } is dual to {x j }, then w j = y j + z j for some orthogonal Bessel sequence {z j }. Hence, the orthogonal sequences parametrize all duals to a fixed frame. In other words, the frames can be used to encode two signals v and w, which can then be sent over a single communications channel; see [6, 7] . 
The theorem follows from the fact that Θ = 0 if and only ifΘ ξ = 0 for almost every ξ . 
Proof. This follows from the fact that Uv n (ξ ) and Uw n (ξ ) are scalar valued functions. 2 We conclude this subsection with an existence result concerning orthogonal Bessel sequences. If the w n 's are not all 0, then there must be a set F of non-zero measure such that at least one of the Uw n (ξ ) is non-zero. Since, by Theorem 3.1.3, {Uv n (ξ ): n = 1, . . . , N} is a frame for C m(ξ ) , and {Uw n (ξ ): n = 1, . . . , N} is a frame for its span, which is a space of dimension at least 1, by Corollary 3.0.5, we must have that N m(ξ ) + 1 for almost every ξ ∈ F . Moreover, since w n ∈ H , and Uw n (ξ ) = 0, we must have m(ξ ) > 0 for almost every ξ ∈ F . Conversely, suppose F ⊂Ĝ such that for all ξ ∈ F , 0 < m(ξ) < N. Without loss of generality, assume that m(ξ ) ≡ m on F . Let Uv q n (ξ ) denote the qth coordinate of the vector Uv n (ξ ) ∈ C m . Define the following operator:
Proposition 3.2.4. Suppose π is a representation of G on H with multiplicity function m such that m(ξ ) K (with K attained on a non-null set
where the matrix A(ξ ) is given by
This operator is well defined since Uv n (ξ ) B a.e. ξ ; moreover, since the vectors {Uv 1 (ξ ), . . . , U v N (ξ )} form a frame for C m for almost every ξ ∈ F , the operator A is also onto. Clearly, A(ξ ) is not invertible for any ξ , since m < N, thus by Theorem 2.0.12, A is not invertible, whence A must have non-trivial kernel. Let g ∈ L 2 (F, C N ) be any non-zero element of the kernel of A with coordinates g(ξ ) = (g 1 (ξ ), . . . , g N (ξ ) ). We may choose g such that
By definition, we have that for almost every ξ ∈ F ,
Thus, for almost every ξ ∈Ĝ, we have
By Theorem 3.2.2, it follows that {π(g)w n : g ∈ G, n = 1, . . . , N} is a Bessel sequence which is orthogonal to
Dual frames
We investigate here the structure of duals for frames which arise from a group representation. We first state a duality characterization result. 
The theorem follows from the fact that Θ = I if and only ifΘ ξ = I m(ξ ) for almost every ξ . 2
Let {v 1 , . . . , v N } be frame vectors for π . It is well known that the standard dual of {π(g)v n : g ∈ G, n = 1, . . . , N} is of the form {π(g)ṽ n : g ∈ G, n = 1, . . . , N}. This is because the frame operator Θ * V Θ V commutes with π(g) for all g ∈ G.
In general, any alternate dual of {π(g)v n : g ∈ G, n = 1, . . . , N} does not have the structure {π(g)w n : g ∈ G, n = 1, . . . , N}. Indeed, if N = 1, then the frame {π(g)v: g ∈ G} possesses no alternate duals of the form {π(g)w: g ∈ G} [15] . The following are some results which elucidate the conditions for the existence of alternate duals which are frame vectors for π . 
Frames in l 2 (G)
Here we consider the special cases of when
, the regular representation and the d-fold ampliation of the regular representation, respectively. Our motivation is from the theory of filter banks, in the first case for scalar valued data, and for the second case, vector valued data.
Let us first consider the scalar case; note that since this is the regular representation, it is a frame representation (in fact there is an orthonormal basis). It is easily verified that here the decomposition operator U is exactly the Fourier transform F given by The desired result now follows from the fact that the inverse Fourier transform ofv n ·ŵ n is v n * w n . 2
The following theorem appears to be new. 
This demonstrates that Θ = 0 if and only if for all j,
Moreover, we claim that if Θ = I , then for all j, k = 1, . . . , d, j = k, the above equality also holds. The following technical lemma establishes this claim. 
Proof. We first establish the sufficiency of Eq. 
