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Abstract
The criterion of the recurrent compact set was introduced by Moreira and Yoccoz to
prove that stable intersections of regular Cantor sets on the real line are dense in the region
where the sum of their Hausdorff dimensions is bigger than 1. We adapt this concept to the
context of horseshoes in ambient dimension higher than 2 and prove that horseshoes with
upper stable dimension bigger than 1 satisfy, typically and persistently, the adapted criterion
of the recurrent compact set. As consequences we show some persistent geometric properties
of these horseshoes. In particular, typically and persistently, horseshoes with upper stable
dimension bigger than 1 present blenders.
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1 Introduction
Fractal dimensions, mainly the Hausdorff dimension, had frequently played a central roˆle in
the field of the Dynamical Systems in the last decades. Moreira, Palis, Takens and Yoccoz
([21],[22],[25], [26] and [28]), proved that, in dimension 2, homoclinic bifurcations associated to
first homoclinic tangencies of a horseshoe, Λ, hyperbolicity prevails if and only if the Hausdorff
dimension of Λ is smaller than 1. Also, if the Hausdorff dimension of the horseshoe is bigger
than 1, then, tipically, there is persistently positive density of persistent tangencies at the
first parameter of bifurcation and the union of hyperbolicity and persistent tangencies has full
Lebesgue density at the first parameter of bifurcation. Moreira, Palis and Viana generalize this
panorama for horseshoes in higher ambient dimensions [20].
The understanding of the geometry of horseshoes and their intersections with their stable
and unstable manifolds is crucial in all works cited in the last paragraph. In particular, the
differentiability of the stable and unstable holonomies, in dimension 2, is used in an essential
way to obtain these results. This is not true, in general, for foliations in ambient dimension
higher than 2 - in general these foliations are not more than Ho¨lder-continuous.
In this work, we use the concept of upper stable dimension, introduced in [20]. Its
manipulation is simpler than that of the Hausdorff dimension and it is an upper bound for
the Hausdorff dimension and the limit capacities of the stable Cantor sets - given by the
intersection of the horseshoe and a local stable manifold of some point in the horseshoe. We
prove that, tipically, horseshoes in dimension higher than 2 with upper stable dimension bigger
than 1 satisfy the following: the image of any of its stable Cantor sets by generic real functions
of class C1 persistently contains intervals. In order to obtain such a result, we develop a criterion
inspired in the criterion of the recurrent compact set, introduced in [21] to prove that stable
intersections of regular Cantor sets in the real line are typical when the sum of their Hausdorff
dimensions is bigger than 1, and then we prove that this new criterion is tipically satisfied
when the upper stable dimension is bigger than 1. To perform this task we suppose that the
horseshoes’s tangent bundle admits a sharp splitting - meaning that TΛM = E
ss ⊕ Ews ⊕ Eu
with dim(Ews) = 1. We emphasize that this hypothesis is robust and that we can make use of
a technique described in [20] to prove that horseshoes in dimension higher than 2 having upper
stable dimension bigger than 1, typically, contains subhorseshoes admitting sharp splitting for
the tangent bundle and still having upper stable dimension higher than 1 - this allows us to
extend our results to the general case, where the tangent splitting is not necessarily sharp.
Among the relevant geometric properties of horseshoes possessing recurrent compact sets,
we highlight the existence ofblenders. This concept was introduced by Bonatti and Dı´az, in [1],
in order to present a new class of examples of non-hyperbolic C1−robustly transitive diffeomor-
phisms. Blenders are useful to connect two sadles with different indexes in the same transitive
set and they have been constructed to obtain topological and ergodic properties of some Dynam-
ical Systems. The study of its applications is pursued in works such as [3] in which is obtained
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C1−local coexistence of infinte sinks or sources and [32] in which the authors give a positive
answer to a longstanding conjecure by Pugh and Shub on ergodic stability of partially hyperbolic
systems in the C1 topology admitting central direction with dimension 2. Until now - as far as
we know - blenders were constructed taking as a departure point some specific horseshoe and
its existence is due to the presence of some heterodimensional cycle near it. In this work - as a
consequence of the criterion of the recurrent compact set - we stablish a typical criterion for the
existence of blenders: typical horseshoes in ambient dimension higher than 2 with upper stable
dimension bigger than 1 carry blenders. A good reference discussing, among other themes ‘be-
yond hyperbolicity’, the notion of blender can be found in [5]. We thank professors Ali Tahzibi,
Christian Bonatti and Lorenzo Dı´az for useful conversations on this subject.
To accomplish our main objective - to prove that the criterion of the recurrent compact
set in our context is typically satisfied - we adapt two techniques found in the literature: the
probabilistic argument and a Marstrand-like argument. The first technique was intro-
duced by Paul Erdo¨s and was employed originally in graph theory, but at a later time it has
become a valuable instrument in diverse fields of mathematics. A good reference to illustrate
the probabilistic argument working in combinatorics can be found in [18]. This technique was
employed, also, in [21] to prove typical existence of recurrent compact sets for pairs of Cantor
sets.
Marstrand proved that, tipically, projections along straight lines forming a fixed angle with
the x-axis of a compact set in the plane with Hausdorff dimension bigger than 1 have positive
Lebesgue measure, [15]. A new proof of this fact can be found in [11] and yet another proof,
of a combinatorial flavor which can be useful to give us further insights on the geometry of
horseshoes can be found in [13] (generalizing the proof given in [12] for the case of products
of regular cantor sets). In order to prove our main results, we need to adapt a Marstrand-like
argument - found in [35] - which stablish that perturbation families of iterated function systems
(IFS) having a certain fractal dimension (similar to the upper stable dimension) higher than
one exhibit an invariant set with positive Lebesgue measure almost surely. We thank professor
Ka´roly Simon for helpful discussions about his result.
There are questions related to the fractal geometry of horseshoes in dimension higher than
2 about which we believe that our methods can be useful. We remember that it is more difficult
to estimate the Hausdorff dimension of a stable Cantor set - intersection of the horseshoe with
a local stable manifold - than estimating its upper stable dimension. We can mention some
interesting problems in this direction: we don’t know whether the Hausdorff dimensions of
stable Cantor sets remain constant as we vary the stable manifold in which they live; it would
be interesting to know whether, typically, the Hausdorff dimension of the stable Cantor sets
varies continuously with the horseshoe (this is false if we omit the word “typically” - there is
an example of a horseshoe in [4] not satisfying the continuity of the Hausdorff dimensions as
the diffeomorphism varies). These problems for horseshoes in dimension 2 are already positively
solved: in [17] and [27] it is proved that the Hausdorff dimension of C1−horseshoes in dimension
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2 varies continuously in the C1−topology.
We start our work in the next section in which we stablish the notations and the context
of our work. Then, we introduce the concept of upper stable dimension in section 3 and state
our main result and some of its corollaries in section 4. The remaining part of this work will
be dedicated to prove the main theorem - horseshoes in ambient dimension higher than 2 with
upper stable dimension bigger than 1 and admitting sharp splitting of its tangent bundle satisfy
the criterion of the recurrent compact set typically and robustly.
2 Context and notations
Let M be a n−dimensional manifold with n ≥ 3, let f : M → M be a diffeomorphism of class
Ck (k ∈ N∗ ∪ {∞}) and Λ ⊂ M a horseshoe - a hyperbolic, locally isolated and topologically
transitive set.
Remark 2.1 Actually we need suppose fn topologically mixing. We will perform some pertur-
bations on fn and we observe that this perturbation can be, in fact, performed as a perturbation
on f since Λ is, in fact, a basic piece.
Remark 2.2 When Λ is topologically transitive there is a Markov partition, P = {P1, ..., PN},
such that for every P and Q in P, fn(P ) ∩Q 6= ∅ for some integer n. When Λ is topologically
mixing there is a Markov partition, P = {P1, ..., PN}, and n > 0 integer such that f
n(P )∩Q 6= ∅
for every P and Q in P.
Remark 2.3 We say the tangent bundle, TΛM, has sharp splitting if it can be decomposed
as a direct sum of three subbundles, TΛM = E
ss ⊕Ews ⊕Eu, in such a way that dim(Ews) = 1
and
1. |df |Ess(x)v| ≤ λ
ss(x)|v|, for v ∈ Ess(x),
2. |df |Ews(x)v| = λ
ws(x)|v|, for v ∈ Ews(x),
3. |df |Eu(x)v| ≥ λ
u(x)|v|, for v ∈ Eu(x),
where 0 < |λss(x) | < |λws(x) | < 1 < |λu(x) | for every x ∈ Λ.
(As in the classical definition of hyperbolic set, we adopt an adapted metric).
We observe that if f ∈ C∞, then by the Cr−section theorem (see [10], [33]) there is a strong
stable foliation in W sloc(Λ), F
ss, of class C1+ε and tangent to Ess and also a stable foliation in
M , Fs, of class C1+ε and tangent to Es. Besides, the sharp splitting is a C1−robust property
by the cone field argument.
Let σ : Σ → Σ be the mixing subshift of finite type associated to the Markov partition,
P = {P1, ..., PN}, for the horseshoe (f
−1,Λ), i.e., conjugated to f−1. By letting a subshift being
mixing we mean that there is a N × N matrix, A ∈ {0, 1}N×N , such that θ ∈ Σ if and only if
Aθi,θi+1 = 1 for every i ∈ Z and, besides, there is a natural n such that A
n
i,j > 0 for every i, j
beteween 1 and N.
Now we fix some notations. In the following definitions we make a slight abuse of notation:
when we write a word with an index in its letters, we are fixing the position of the word
through those indexes, i.e., the notation (θm, θm+1, ..., θn) represents, actually, the function
θ : {m,m + 1, ..., n} → Σ, with θ(j) = θj for m ≤ j ≤ n, and not only merely the vector
(θm, θm+1, ..., θn). We observe, also, that we consider 0 ∈ N.
• Σ− :=
{
θ− := (..., θ−n, ..., θ0);Aθ−i,θ−i+1 = 1 for every i ∈ N
∗
}
is the set of the backward
infinite words.
• Σ+ :=
{
θ := (θ1, ..., θm, ...);Aθi,θi+1 = 1 for every i ∈ N
∗
}
is the set of the forward infinite
words
• Σ+∗ :=
{
θ := (θ1, ..., θm);m ∈ N, Aθi,θi+1 = 1 for every i ∈ {1, ...,m− 1}
}
is the set of the
forward finite words.
• Σm :=
{
θ := (θ1, ..., θm);Aθi,θi+1 = 1 for every i ∈ {1, ...,m− 1}
}
is the set of the forward
finite words with size m.
• Σ−∗ :=
{
θ− := (θ−m, ..., θ0);m ∈ N, Aθ−i,θ−i+1 = 1 for every i ∈ {1, ...,m}
}
is the set of
the backward finite words.
• Σ∗ :=
{
θ := (θm, ..., θn);m ∈ Z, n ∈ Z, Aθi,θi+1 = 1 for every i ∈ {m, ..., n − 1}
}
is the set
of the finite words.
• Σk :=
{
θ := (θ1, ..., θm, ...);Ak,θ1 = 1 and Aθi,θi+1 = 1 for every i ∈ N
∗
}
is the set of the
forward infinite words which follow the letter k.
• Σ∗k :=
{
θ := (θ1, ..., θm);m ∈ N, Ak,θ1 = 1 and Aθi,θi+1 = 1 for every i ∈ {1, ...,m − 1}
}
is
the set of the forward finite words which follow k.
We note that when a symbol alluding to a word is underlined, as in θ, we want to refer to a
finite word, otherwise we mean a infinite word. But when we refer to a letter of a finite word
we omit the underline.
For each g in some C1−neighbourhood of f, denote by Eg,ss, pg, W g,s and Λg the hyperbolic
continuations of Ess, p, W s and Λ.
Along this work, we create perturbation families in many parameters for certain diffeo-
morphisms. The objective will be clear in the sequel. We say that {φγ : M → M}γ∈Γ is
a Ck−continuous family of diffeomorphisms if φγ is Ck and φγ varies Ck−continuously with
respecto to γ.
As indicated in the above definition, the parameter of perturbation will be indicated in
supscript. Along this work, we perform two perturbations - the first moulding a Marstrand-like
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result, based on the work by Simon, Solomyak and Urban´ski,[35], while the second perturbation
will be performed in order to find a recurrent compact set (this perturbation will be based in
the probabilistic argument adapted from [21]). In the first perturbation we use the symbol
t as parameter, as for the second one we use as parameter the symbol ω, and as space of
parameters the symbol Ω. The symbols γ and Γ will be used generically as parameters and
space of parameters respectively. These notations will be introduced in the deserved time. We
think the exposition will be plainer this way.
Given a continuous family of perturbations, {fγ}γ∈Γ, inside a C
1−neighbourhood of f suf-
ficiently small, we denote by Eγ,ss, pγ , W γ,s and Λγ the hyperbolic continuations of Ess, p, W s
and Λ. We observe that if P = {P1, ..., PN } is a Markov partition for f, then, without loss of
generality, it is also a Markov partition for any diffeomorphism sufficiently close to f.
We denote by W sloc(p) the connected component of W
s
loc(p) ∩ P to which p belongs, where
P ∈ P.
For every g sufficiently C1−close to f there is a homeomorphism hg : Σ→ Λg such that each
infinite word θ in Σ, associates
hg(θ) :=
⋂
j≥0
g−j(Pθ−j ) ∩
⋂
j≥1
gj(Pθj ).
We observe that hg(θ) :=
k2⋂
j=k1
gj(Pθj ) for any finite word θ := (θk1 , ..., θk2) ∈ Σ
∗.
Beyond that, g−1 ◦ hg(θ) = hg ◦ σ(θ), where σ is the subshift, i.e., σ(θ)i = θi+1.
Fixed θ− ∈ Σ−, it is worth to observe that hg(θ−) = W g,sloc (p
g), for some pg ∈ Λg, where pg
is a hyperbolic continuation of p ∈ h(θ−).
Frequently, we talk on a horseshoe and its symbolic conjugate. We will transit between these
two contexts freely - we will not be worried about the formal syntax of our sentences since their
meaning will be precise. We say, for example, that θ− ∈ Σ− is a leaf (because its conjugate, in
the horseshoe, is a leaf); we say that θ ∈ Σ∗ is a cylinder (for the same reason); we say that
θ− ∈ θ− (meaning h(θ−) ⊂ h(θ)− - this signifies saying θ− finishes with θ−);
Note: Along this work, the symbol ≍ used between two functions (r(x) ≍ s(x)) means that
there is a constant k > 1 such that k−1 ≤
|r(x)|
|s(x)|
≤ k, for every x in the intersection of the
domains of these functions.
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3 The upper stable dimension
In the sequel we define the upper stable dimension of a horseshoe. This concept of fractal
dimension - taken from [20] - has easier manipulation than the Hausdorff dimension. In general,
it’s not difficult to provide natural upper bounds for the Hausdorff dimension, but to find natural
lower bounds for the Hausdorff dimension seems to be a difficult task - it would be necessary, in
principle, to obtain additional informations on the geometry of Λ. In this sense we believe that
the present work provides some useful tools - Marstrand-like theorems, criterion of the recurrent
compact set and the probabilistic argument - for the treatment of questions concerning the
Hausdorff dimension for hyperbolic sets since it aims to describe, in a certain view, the relative
positions of points in the horseshoe.
It’s possible, as in [4], to prove that the Hausdorff dimension of horseshoes in ambient
dimension higher than 2 can varies discontinuously in general. However, it’s not known whether
these discontinuities of the Hausdorff dimension may happen robustly. Furthermore, it’s not
known whether the Hausdorff dimensions of stable Cantor sets (intersections of a horseshoe
with some local stable manifold of a point in it) in ambient dimension higher than 2 depends
on the stable manifold. These two issues are solved in dimension 2. In particular, the fact
that the Hausdorff dimension of stable Cantor sets of horseshoes in dimension 2 keeps constant
as we vary the stable manifold in which it lives was useful to stablish a criterion (Hausdorff
dimension of the original horseshoe smaller than 1) for the prevalence of hyperbolicity at the
initial bifurcating parameter in homoclinic bifurcations in dimension 2, as shown by Palis and
Takens. As a comprehensive reference on this subject we suggest the book [25].
It’s worthwhile to remember that we denote by θ := (θ1, ..., θn) ∈ Σ
+∗ the typical (vertical)
cylinder of the horseshoe - the name is a reference to Vθ :=
n⋂
i=1
f i(Pθi).
The definition of upper stable dimension (proposed in [20]) consists in adapting the dimension
formula (ver [29]) of dynamically defined Cantor sets in dimension 1.
Definition 3.1 (Upper stable dimension):
Given a vertical cylinder, θ ∈ Σ+∗, we define its diameter byDs(θ) := supθ−;θ∈Σ
θ
−
0
{
ds(θ
−, θ)
}
,
where ds(θ
−, θ) := diam(Wθ− ∩ Vθ).
Now we can define λn by
∑
θ∈Σ+n
Ds(θ)
λn = 1 and the upper stable dimension of (f,Λ) by
d¯s(f,Λ) := limn→∞ λn (see [20]).
We note that although the upper stable dimension can depend on the diffeomorphism which
define the horseshoe (f,Λ) we will denote d¯s(f,Λ) by d¯s(Λ) unless it is not clear on what
diffeomorphism is the set Λ representing the horseshoe (f,Λ) is defined.
According to [20], d¯s is upper semicontinuous. We prove d¯s is continuous in the horseshoes
having a splitting of its tangent bundle with a weak-stable subbundle with dimension 1 and with
contraction weaker than its strong-stable subbundle.
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Proposition 3.2
The upper stable dimension d¯s is continuous in the horseshoes having a sharp splitting of its
tangent bundle.
Proof:
In first place, we prove that d¯s is upper semicontinuous in (f,Λ). In order to do this, we
have to prove that, for n sufficiently big, λn ≥ d¯s. With this in hands, we only have to observe
that λgn varies continuously with g, that d¯s(Λ
g) ≤ λgn and that limn→∞ λ
f
n = d¯s(Λ) to conclude
that d¯s is upper semicontinuous in (f,Λ).
We observe that Ds(c)Ds(d) ≍ Ds(cd), since Ds(τ) ≍ ds(θ
−, τ), for every τ and θ− such that
τ ∈ Σ∗θ− because df has bounded distortion on the directions transversal to the strong-stable
one. So, there is c with 0 < c < 1 such that cDs(c)Ds(d) ≤ Ds(cd) ≤ c
−1Ds(c)Ds(d), for every
c and d.
By definition of λn,
∑
θ∈Σn
Ds(θ)
λn = 1. Therefore,

∑
θ∈Σn
Ds(θ)
λn


k
= 1, and so
∑
θ∈Σkn
c(k−1)λnDs(θ)
λn ≤ 1, since Ds(θ
1...θk) ≤ c−(k−1)Ds(θ
1).....Ds(θ
k) for every θ1, ..., θk ∈ Σn
satisfying θ1...θk ∈ Σnk.
Now, if n is sufficiently big, then Ds(θ)
ε ≤ ck−1 for any θ ∈ Σkn.
Henceforth,
∑
θ∈Σkn
Ds(θ)
λn(1+ε) ≤ 1, and since λkn satisfies
∑
θ∈Σkn
Ds(θ)
λkn = 1, we have
λkn(1 + ε) ≤ λn. By making k →∞, we conclude that λn ≥ d¯s.
Now, let’s prove that d¯s is lower semicontinuous. For this sake we will create a sequence,
(λ˜n)n≥1, such that limn→∞ λ˜n = d¯s and such that for any ε > 0, if n is sufficiently big and g
sufficiently C1−close to f, then (1 − ε)λ˜gn < d¯s(Λ
g). Then, we only have to observe, as before,
that λ˜gn varies continuously to conclude that d¯s(Λ
g) is lower semicontinuous.
Let r ∈ N be sufficiently big in such a way that for every c and d in Σ1, there is an admissible
word with r letters beginning with c and finishing with d and let a, b ∈ Σ1 be chosen in such a
way that ba is admissible in Σ. We define λ˜n in such a way that it satisfies∑
θ∈Σn
θ1=a,θn=b
Ds(θ)
λ˜n = 1, for every n ≥ 2r.
We prove that (1 − ε)λ˜gn ≤ d¯s(Λ
g) if n is sufficiently big and if g is sufficiently C1−close to
f.
As
∑
θ∈Σn−2
aθb∈Σn
Ds(aθb)
λ˜n = 1, then, for every k ≥ 1,

 ∑
θ∈Σn−2
aθb∈Σn
Ds(aθb)
λ˜n


k
= 1.
That is, for every k ≥ 1,
∑
θ1,...,θk∈Σn−2
aθ1b,...,aθkb∈Σn
Ds(aθ
1b)λ˜n .....Ds(aθ
kb)λ˜n = 1.
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As aθ1b...aθkb is admissible (since ba is), then∑
θ1,...,θk∈Σn−2
aθ1b,...,aθkb∈Σn
Ds(aθ
1b)λ˜n ...Ds(aθ
kb)λ˜n ≤
∑
θ1,...,θk∈Σn−2
aθ1b,...,aθkb∈Σn
(
c−(k−1)Ds(aθ
1b...aθkb)
)λ˜n
≤
∑
θ∈Σkn−2
aθb∈Σkn
c−(k−1)λ˜nDs(aθb)
λ˜n .
Henceforth, if n is sufficiently big, in such a way that Ds(aθb)
−ε > c−(k−1) (this happens
robustly in g ∈ C1), then
∑
θ∈Σkn−2
aθb∈Σkn
Ds(aθb)
λ˜n(1−ε) ≥ 1 and, since
∑
θ∈Σkn−2
aθb∈Σkn
Ds(aθb)
λ˜kn = 1, then λ˜kn > λ˜n(1− ε) for every k ≥ 1.
As λ˜gn depends continuously on g in the C1 topology, then, with no loss of generality,
λ˜gkn ≥ λ˜
g
n(1 − ε) for every k ≥ 1 and every n sufficiently big and for all g sufficiently C1−close
to f. Henceforth, λ˜gn(1− ε) ≤ lim supk→∞ λ˜
g
kn for every g sufficiently C
1−close to f.
Now, since λ˜n ≤ λn and limn→∞ λn = d¯s, then λ˜
g
n(1 − ε) ≤ d¯s(g) for every g sufficiently
C1−close to f and n sufficiently big.
Now, we prove that limn→∞ λ˜n = d¯s. For this sake we prove that for every ε > 0,
λ˜n ≥ λn−2r(1− ε) if n is sufficiently big. This is the same as saying that λ˜n > d¯s(1− ε) if n is
sufficiently big, since limn→∞ λn = d¯s.
There is 0 < c < 1 such that
∑
θ∈Σn−2r
(cDs(θ))
λ˜n ≤
∑
θ∈Σn−2r
Ds(a
θθbθ)λ˜n , where aθ, bθ ∈ Σr are
such that a
θ
1 = a, b
θ
r = b and aθθb
θ is admissible, since Ds(c)Ds(d) ≍ Ds(cd) and r is constant.
Henceforth, as
∑
θ∈Σn−2r
Ds(θ)
λ˜n(1+ε) ≤
∑
θ∈Σn−2r
(cDs(θ))
λ˜n if n is chosen sufficiently big, then
∑
θ∈Σn−2r
Ds(θ)
λ˜n(1+ε) ≤ 1, which implies (1 + ε)λ˜n ≥ λn−2r.
4 The criterion of the recurrent compact set and its conse-
quences
We state in this section our main result. It guarantees that close to any horseshoe, (f,Λ), of
class Ck (k ∈ N∗ ∪ {∞}) satisfying d¯s(Λ) > 1 there is a hyperbolic continuation of class C
∞,
(g,Λg), which is Ck−close to the original horseshoe that satisfies the criterion of the recurrent
compact set. This will imply some geometric properties as the existence of blenders.
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4.1 Recurrent compact sets and the criterion of the recurrent compact set
This concept was introduced in [21] in order to prove that stable intersections of regular Cantor
sets are dense in the region where the sum of their Hausdorff dimensions is bigger than 1.
We develop a version of this criterion on the context of horseshoes and conclude that it will
imply some geometric properties for the horseshoes satisfying it - among them we highlight the
existence of blenders. In our case, this criterion is related to the renormalization operator - which
essencially expands the pieces (intersections of local stable manifolds with vertical cylinders) by
the inverse application of the diffeomorphism, and project them along the strong stable foliation.
If we may apply renormalization operators indefinitely, the domais of the iterations of these
operators will be a nested sequence of sets converging to some point in the horseshoe.
Before introducing the criterion we need stablish some concepts involved in its definition.
Let (f,Λ) be a C∞ horseshoe. For each element P in the Markov partition P which is
associated to this horseshoe, we fix a point xP ∈ P ∩Λ and a submanifold, HP , with dimension
2 transversal to Ess(xP ) such that for every x ∈ P, F
ss
loc(x) ∩ HP = F
ss
loc ⋔ HP and consists
of exactly one point in the interior of HP . We observe that if g is C
1−close to f and if the
partition P is composed by sufficiently small elements, then Floc(x) ∩ HP is exactly one point
in the interior of HP for any foliation F sufficiently C
1−close to Fss and for every x ∈ P. We
denote the union of these submanifolds by H :=
⋃
P∈P HP , which we call the wall.
We denote H ∩W g,sloc (Λ) by H
g, H ∩W g
θ−
by Hg
θ−
and the projection of W g
θ−
on Hg
θ−
along
the strong stable foliation of g by Πg
θ−
.
We observe that H is diffeomorphic to the cartesian product of a Cantor set and a interval
and that Hg
θ−
is C1−close to Hθ− for every g sufficiently C
1−close to f. We identify, under this
viewpoint, H with Hg = I × K for every g sufficiently C1−close to f, where K is a Cantor set
(which corresponds topologically to the unstable cantor set of Λ) and I = Hθ− = H
g
θ−
is an
interval.
Now, we define the renormalization operators which will have a central role in the definition
of the criterion of the recurrent compact set.
Definition 4.1 Renormalization operator
The renormalization operator corresponding to the tube a ∈ Σ+∗ of g is defined by
Rga : H → H, where
Rga(x, θ
−) =


Πg
θ−a
(
g−|a|
(
(Πg
θ−
)−1(x) ∩ hg(θ−, a)
))
, if x ∈ int
(
Πg
θ−
(
hg(θ−, a)
))
∞, otherwise
Now we introduce the criterion of the recurrent compact set.
Definition 4.2 Recurrent compact set
A compact subset K in H is said recurrent compact for g if for every (x, θ−) ∈ K, there
is a ∈ Σ∗
θ−0
such that Rga(x, θ−) ∈ int(K).
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We use the notation Kθ− to represent K ∩Hθ− .
Remark 4.3 We say that the horseshoe (f,Λ) satisfies the criterion of the recurrent compact
set if it has a recurrent compact set.
Proposition 4.4 Robustness of the criterion of the recurrent compact set
The criterion of the recurrent compact set is robust, i.e., every horseshoe of class C∞ which
is sufficiently C1−close to the original horseshoe satisfies the criterion of the recurrent compact
set with the same original recurrent compact set.
Proof:
For every p ∈ K, there is a vertical cylinder a = a(p) such that Ra(p) is inside int(K). By
continuity of Ra, there is a neighbourhood W (p) of p such that Ra(W (p)) ⊂ int(K) and there
is δ(p) > 0, such that if ‖f − g‖C1 < δ(p), then R
g
a(p)(x, θ
−) ∈ int(K) for every (x, θ−) ∈W (p).
As K is compact, there is a finite covering, {W (p1), ...,W (pm)}, for K and {δ(p1), ..., δ(pm)}
such that defining δ := min{δ(pi), 1 ≤ i ≤ m}, if ‖f − g‖C1 < δ, then R
g
a(pi)
(x, θ−) ∈ int(K) for
every 1 ≤ i ≤ m and (x, θ−) ∈ W (pi). This means, since {W (pj), 1 ≤ j ≤ m} is a cover to K,
that K is recurrent compact for every g that is δ C1−close to f.
Now, we state some consequences of the criterion of the recurrent compact set.
4.2 Blenders
The blenders were introduced in [1] to exhibit a new class of diffeomorphisms C1−robustly
transitive and non-hyperbolic. Since then, the blenders had been shown to be useful in order
to obtain some ergodic and topologic consequences (see [32] for an ergodic one). We present
in the sequel the definition of blender - we observe this enunciate is under the influence by the
commentary which follows the topic ’The main local property of the cs-blender’ which is in
section 1 of [1].
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Definition 4.5 Blender
We consider a horseshoe, (f,Λ), in such a way that its tangent bundle has sharp splitting,
TΛM = E
ss
Λ ⊕ E
ws
Λ ⊕ E
u
Λ, and an open set, U, in M. We say (f,Λ, U) is a blender if there is a
cone field, Css, continuous in U and a real number r > 0, such that any tangent curve to Css
with size bigger than r does intersect W g,u(Λg) for every horseshoe (g,Λg) suffciently C1−close
to (f,Λ).
The known Blenders were constructed through a kind of skew-horseshoe (see [1]) and they
had been found only close to heterodimensional cycles ([2]). We stablish a criterion for the
existence of blenders - the criterion of the recurrent compact set.
Theorem 4.6 criterion for the existence of blender
Let (f,Λ) be a horseshoe in dimension higher than 2, of class C∞, with sharp splitting of its
tangent bundle, TΛM = E
ss
Λ ⊕ E
ws
Λ ⊕ E
u
Λ, and with a recurrent compact set K.
For every horseshoe, (g,Λg), C1−sufficiently close to f and any C1 curve, ℓ, sufficiently
C1−close to some leaf of Fssloc passing through some point in K, we have ℓ ∩W
g,u(Λg) 6= ∅.
In particular, there is an open set U inM in the neighbourhood of Fssloc(K) such that (g,Λ
g , U)
is blender, for any g C1−sufficiently close to f.
One consequence of this result is that the recurrent compact set is contained in the projection
along the strong stable foliation of the horseshoe on the wall, since if x ∈ Kθ− and
y ∈ Fssloc(x) ∩W
u(Λ), then y ∈ Λ, since Fssloc ⊂W
s
loc(Λ), which implies y ∈W
s
loc(Λ) ∩W
u
loc(Λ).
4.3 More consequences of the criterion of the recurrent compact set
Theorem 4.7
Let (f,Λ) be a horseshoe in dimension higher than 2, of class C∞, with sharp splitting of its
tangent bundle, TΛM = E
ss
Λ ⊕ E
ws
Λ ⊕ E
u
Λ, and with a recurrent compact set, K.
Then, for every horseshoe, (g,Λg), C1−close to f, for every x ∈ Λg and any function C1,
P : W g,sloc (x)→ R, satisfying P
′(x)v 6= 0 for v ∈ Ews(x)\{0} ( i.e. P ′(x) 6= 0 and the level curve
of p passing through x is transversal to Ews(x)), the set int(P (Λg ∩W sε (x))) is non-empty for
every ε > 0. (W sε (x) is a neighbourhood, in W
s
loc(x), of size ε around x.)
Let (f,Λ) be a horseshoe of class C1 with sharp splitting, TΛM = E
ss
Λ ⊕ E
ws
Λ ⊕ E
u
Λ, and P
be a Markov partition sufficiently thin in such a way that there is a wall, H. We say that a C0
foliation which is C1−continuous, F , is “transversal” for f if it is transversal to EwsΛ , F ⊂ F
s
(each leaf in F is contained in some leaf in Fs) and each leaf in F pass through H once.
The next corollary asserts that close (and in the same leaf) to the projection of any point in
the horseshoe, there is an interval of projections of the horseshoe.
Theorem 4.8
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Let (f,Λ) be a horseshoe in dimension higher than 2, of class C∞, with sharp splitting,
TΛM = E
ss
Λ ⊕ E
ws
Λ ⊕ E
u
Λ, and having a recurrent compact set, K.
Then, for every horseshoe, (g,Λg), C1−close to (f,Λ), the projection on the wall along any
foliation, F , transversal for g contains intervals densely in Floc(Λ
g) ∩Hθ− for every θ
− ∈ Σ−.
4.4 Main theorem: typically, there is a recurrent compact set when the
horseshoes have upper stable dimension bigger than 1
Now we can state our main theorem. It implies, typically in the horseshoes with upper stable
dimension bigger than 1, the results stated in sections 4.2 and 4.3.
Theorem 4.9 Main theorem
Let (f,Λ) be a horseshoe in dimension higher than 2, of class C∞, with sharp splitting,
TΛM = E
ss
Λ ⊕ E
ws
Λ ⊕ E
u
Λ, satisfying d¯s(Λ) > 1.
Then, there is a horseshoe, (g,Λg), C∞−close to f having a non-empty recurrent compact
set.
We postpone the proof of theorem 4.9 to the final sections of this work - sections 5, 6, 7 and
8. We remark that theorem 4.9 guarantees the following corollary for theorems 4.6, 4.7 and 4.8.
Corollary 4.10
Let (f,Λ) be a horseshoe in dimension higher than 2, of class Ck (k ∈ N∗∪{∞}), with sharp
splitting, TΛM = E
ss
Λ ⊕ E
ws
Λ ⊕ E
u
Λ, and satisfying d¯s(Λ) > 1. Then, there is a C
1−open set,
Ck−close to f such that for any horseshoe (g,Λg) inside this open set, the following happens:
• for every x ∈ Λg and any C1 function, P : W g,sloc (x) → R, satisfying P
′(x)v 6= 0 for every
v ∈ Ews(x)\{0} (i.e. P ′(x) 6= 0 and the level curve of p passing through x is transversal
to Ews(x)), then int(P (Λg ∩W sε (x))) 6= ∅ for every ε > 0.
• the projection along any foliation F transversal for g contains intervals in H densely in
F(Λg) ∩Hθ− for every θ
− ∈ Σ−.
• for any C1 curve, ℓ, sufficiently C1−close to some leaf in Fssloc passing through some point
in K, ℓ ∩W u(Λ) 6= ∅. In other words, there is a open set U in M in the neighbourhood of
Fssloc(K) such that (g,Λ
g, U) is blender.
Remark 4.11 The arguments in section 4 of [20] guarantee that if a horseshoe (f,Λ) of class
C∞ in dimension higher than 2 satisfies d¯s(Λ) > 1, then there is some hyperbolic continuation
of it, (g,Λg), C∞−close to the original one owing a subhorseshoe (g, Λ˜g) satisfying d¯s(Λ˜
g) > 1
and having sharp splitting, TΛM = E
ss
Λ ⊕E
ws
Λ ⊕E
u
Λ. In this manner, the same conclusions stated
in this section can be stablished to the hyperbolic continuations of the subhorseshoe Λ˜ in Λ, and
henceforth to the hyperbolic continuation of the horseshoe itself.
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We also observe that the case d¯s(Λ) < 1 is pretty different. In fact, in this case the Hausdorff
dimension of the projection of Λ along Fss in each leaf would be less than 1, since the projection
is a Lipschitz function and HD(Λ ∩W sloc(x)) ≤ d¯s(Λ) < 1, for every x ∈ Λ. In particular, the
projection does not contain intervals. Also, in this case the horseshoe has no blenders.
4.5 Proof of the consequences of the criterion of the recurrent compact set
Proof of theorem 4.6:
Suppose that ℓ is ε C1−close to Fssloc(x, θ
−), where (x, θ−) ∈ K. Let’s prove that for any g,
δ C1−close to f, W g,uloc (Λ
g) ∩ ℓ 6= ∅.
For any p ∈ K, there is δ = δ(p) > 0 and a vertical cylinder a = a(p) such that the ball
with radius δ > 0 around Ra(p) (denoted by Bδ(Ra(p))), is contained in K. By continuity of
Ra, there is a neighbourhood W (p) of p such that B δ
2
(Ra(W (p))) ⊂ K. As K is compact, there
is a finite covering, {W (p1), ...,W (pm)}, for K such that if n0 := max{|a(pj)|, 1 ≤ j ≤ m},
η := min{
δ(pj)
2 , 1 ≤ j ≤ m} and C := {a(pj), 1 ≤ j ≤ m} are vertical cylinders associated to
points in each open set in the fixed open covering, then for every p ∈ K, there is a vertical
cylinder a ∈ C with |a| < n0 such that Bη(Ra(p)) ⊂ int(K).
Henceforth, if ε > 0 is chosen sufficiently small, then any curve, ℓ˜, ε C1−close to Fssloc(x, θ
−)
has non-empty intersection with the same cylinder, a ∈ C, corresponding to the open set W (pj)
to which (x, θ−) belongs.
Moreover, if δ > 0 is chosen sufficiently small, then for any diffeomorphism, g, C1 δ−close
to f and for any (x, θ−) ∈ K, we assert that if a ∈ C is a vertical sylinder corresponding to a
fixed open covering which owns (x, θ−), then
(
g−|a|(ℓ)
)
loc
is C1 ε−close to Fssloc(x˜, θ
−a) for some
x˜ ∈ Kθ−a.
To see this it’s enough to observe that a strong-stable foliation attracts any foliation transver-
sal to the weak-stable direction, in such a way that there is a constant 0 < λ < 1 such that(
f−|a|(ℓ)
)
loc
is C1 λε−close to some leaf in the strong stable foliation passing through B η
2
(Ra(p))
if ε is chosen sufficiently small, since |a| < n0 and, then,
distC0
((
f−|a|(ℓ)
)
loc
, f−|a|(Fss(x, θ−))
)
< cε for some constant c > 0 and cε < η2 if ε is suffi-
ciently small. Henceforth,
(
g−|a|(ℓ)
)
loc
is C1 (λε + δ)−close to some leaf in the strong stable
foliation of f passing through some point in Bη(Ra(p)) if δ and ε are chosen sufficiently small,
since |a| < n0 and, then, distC0
((
f−|a|(ℓ)
)
loc
, g−|a|(ℓ)
)
loc
< c˜ε for some constant c˜ > 0 and
c˜ε < η2 if ε is sufficiently small. Therefore, if δ > 0 is chosen sufficiently small in such a way
that λε + δ < ε, then we can conclude that
(
g−|a|(ℓ)
)
loc
is C1 ε−close to Fssloc(x˜, θ
−a) for some
x˜ ∈ Kθ−a, since Bη(Ra(p)) ⊂ int(K).
As (x, θ−) is in K, there is a0 ∈ C such that x1 := Ra0(x0, θ
−) ∈ int(Kθ−a0). In other words,
Fssloc(x, θ
−) ∩ a0 6= ∅ and f−|a
0|(Fssloc(x, θ
−) ∩ a0)loc = F
ss
loc(x1, θ
−a0).
This implies there is x˜1 ∈ Kθ−a0 such that F
ss
loc(x˜1, θ
−a0) is C1 ε−close to g−|a
0|(ℓ)loc.
As x˜1 ∈ Kθ−a0 , there is a cylinder a
1 such that x2 := Ra1(x˜1, θ
−a1) ∈ int(Kθ−a1a2). In other
words, Fssloc(x˜
1, θ−a0) ∩ a1 6= ∅. This implies that g−|a
0|(ℓ ∩ a0)loc ∩ a
1 6= ∅.
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Argumenting recursively, there is a sequence of vertical cylinders in Σ+∗,
(
aj
)
j≥0
, satisfy-
ing g−
∑l
j=0 |a
j |(ℓ ∩ a0...al−1)loc ∩ a
j 6= ∅ for every ℓ ∈ N, where a0...al−1 ∈ Σ+∗. Therefore,⋂
j≥0 a
0...aj ∩ ℓ 6= ∅, where a0...aj ∈ Σ−∗. This implies ℓ ∩W g,uloc (Λ
g) 6= ∅.
Proof of theorem 4.8:
We observe that if the foliation F were C1, this result would be a corollary of theorem 4.7.
It’s enough to look at the foliation F locally as a foliation by level curves of a function which
satisfies the hypothesis of theorem 4.6. This means the projection of Λg
θ−
along F contains
intervals densely in Floc(Λ
g) ∩Hθ−.
To prove the result in the case in which the foliation F is C0 and C1−continuous, we need
use theorem 4.6.
Let y ∈ Floc(x) ∩Hθ−, where x ∈ Λ
g ∩Wθ− and let V be an open set in Hθ− around y. We
prove that Floc(Λ
g) contains intervals in V for any g sufficiently C1−close to f. For this sake,
we fix some neighbourhood U around x in Wθ− such that Floc(U)∩Hθ− ⊂ V and we prove that
Floc(Λ
g ∩ U) contains intervals.
Let x˜ ∈ Λg be such that {gn(x˜)}n∈Z is dense in Λ
g and let n0 ∈ Z be such that g
n0(x˜) is
sufficiently close to x such that W g,uloc (x˜) ∩W
g
θ−
is exactly one point, xˆ, in Λg ∩ U. We observe
that {g−n(xˆ)}n∈N is dense in Λ
g, since xˆ ∈W u(x˜) and {gn(x˜)}n∈Z is dense in Λ
g.
If g is sufficiently C1−close to f, then there is n1 ∈ N sufficiently big such that g
−n1(F(xˆ))loc
is sufficiently C1−close to some leaf in Fssloc passing through int(K) in such a way that we can
apply theorem 4.6 for g−n1(F(xˆ))loc (and so, for any open set in the foliation g
−n1(F)loc around
the leaf g−n1(F(xˆ))loc).
Therefore, any leaf in this open set in g−n1(F)loc does intersectW
u(Λg). But, as any of these
leaves is in W g,sloc (g
−n1(xˆ)) (we remember xˆ ∈ Λg), then any of these leaves does intersect Λg.
This means any leaf in some open set of the foliation Floc around the leaf Floc(xˆ) does intersect
Λg. That is, Floc(U ∩ Λ
g) contains intervals in V, since xˆ ∈ U and Floc(U) ∩Hθ− ⊂ V.
Proof of theorem 4.7:
We observe that the level curves, F˜ , of P |W sε (x) in W
s
ε (x) are transversal to the weak-stable
direction for every ε > 0 sufficiently small. Observe that if n ∈ N is sufficiently big, then
F := g−n(F˜)loc ∩W
g,s
loc (g
−n(x)) is a C1 foliation for W g,sloc (g
−n(x)) such that its leaves passing
through Λ are transversal to Ews. We can proceed, therefore, in the same manner we did to
demonstrate theorem 4.8 in order to prove that F(Λg) contains intervals and that, therefore,
P (W sε (x) ∩ Λ
g) contains intervals.
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5 Sketch of the proof of the Main Theorem
Lets prove that for any k ≥ 2, there is a horseshoe, (g,Λg), Ck−close to (f,Λ) satisfying the
criterion of the recurrent compact set.
For any stable leaf and for any ρ > 0, we obtain approximately ρ−d¯s disjoint pieces with
aproximate size ρ > 0 - pieces with approximate diameter ρ - in each one of these leaves. Done
this, we can choose a positive fraction of these pieces (and, therefore, approximately ρ−d¯s pieces
of approximate size ρ) in such a way that every one is in some stacking - a stacking is a set of
pieces which intercept the same strong stable leaf - containing at least ρ−(d¯s−1) pieces. We still
can consider, with no loss of generality - after possibily some Ck−small perturbation (Marstrand-
like argument) - that for most stable leaves the projection of pieces in these stackings along the
strong stable foliation has Lebesgue measure bounded by below for some positive constant. We
define the candidate to recurrent compact set as the projection on the wall along the strong
stable foliation of these pieces.
Now, we create a perturbation family, {fω}ω∈Ω (Ω := [−1, 1]
Σ1), with |Σ1| parameters
(|Σ1| ≫ 1), C
k−small and we adapt the probabilistic argument to this perturbation family in
order to prove that the probability, in Ω, that K = K(ρ) is a recurrent compact set for fω
converges to 1 as ρ converges to 0.
This perturbation family will be such that for every (x, θ−) ∈ Kθ− and a ∈ Σ
+∗ satisfying
(x, θ−) ∈ int (Πθ−(a)) , the events
{
ω ∈ Ω such that Rωa (x, θ−) ∈ K−ρ2
}
, (where K−δ is a set
{(x, θ−) ∈ K such that its neighbourhoods with radius δ in H are contained in K} are essen-
cially mutually independent for at least ρ−
c
k
(d¯s−1) (for some c > 0) of those ρ−(d¯s−1) pieces a’s in
the same stacking and that PΩ
(
ω ∈ Ω such that Rωa (x, θ−) ∈ K−ρ2
)
> P for each one of these
a’s, where P > 0 is fixed. This is possible by forcing that modifying a coordinate corresponds to
moving with a displacement with approximate size ρ and with approximate constant speed each
the corresponding block in the Markov partition of Λ which is formed by blocks with diameter
with approximate size ρ
1
k . These displacements need to be independents for every piece in the
same stacking. Done this, as the renormalization operator sends each of these pieces in one leaf,
then the preimage corresponding to the strong stable leaf of (x, θ−) has a displacement with
approximate constant speed along the entire stable leaf in which it falls. In this way, as the pro-
jection of the pieces with approximate size ρ projecting on the candidate for recurrent compact
set in these leaves which the renormalization operator falls has Lebesgue measure bounded by
below by some positive constant, then the probability that the renormalization operator falls in
the ρ1+α−relaxed interior of this projection (for some α > 0) - which is a bite of the set K - is
bigger than some positive number, P > 0.
Lets describe the probabilistic argument for these perturbation families. By independence,
the probability that R
ω
a (x, θ−) does not falls in K−ρ1+α for all those ρ
− c
k
(d¯s−1) pieces a’s above
(x, θ−) (pieces intersecting the strong stable leaf of (x, θ−)) is, roughly, smaller than
(1− P )
−
(
ρ−
c
k
(d¯s−1)
)
.
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Figure 1: Perturbation of the probabilistic argument
We can decompose the set K in approximately ρ−4+α rectangles with sides ρ3+α by ρ in
such a a way that if R
ω
a (x, θ−) ∈ K−ρ1+α , then R
ω
a (x˜, θ˜−) ∈ int(K), for every (x˜, θ˜−) in the
corresponding rectangle in this decompostition containing (x, θ−). Thus, the probability that
there is some ω ∈ Ω such that for every (x, θ−) ∈ K, there is some piece, a, satisfying
R
ω
a (x) ∈ int(K) is bigger than 1− ρ−4+α(1−P )
−
(
ρ−
c
k
(d¯s−1)
)
. This probability congerves to 1 as
the scale ρ converges to zero. In this manner, for most ω ∈ Ω, K is a recurrent compact set for
fω. This finishes the proof of the main theorem.
Now we discuss some shortcuts we used in this sketch. We need Ck−small perturbations
(∀k ≥ 2) and the pieces in the same stacking moving essencially independently when modifying
the coordinate associated to them. For this sake we need to assure a lot of space between these
pieces to make the perturbations - a space with size roughly ρ
1
k will be sufficient for our purposes.
In order to obtain it we find, first of all, stackings with pieces with approximate size ρ
c
k (for some
0 < c < 1 depending only on the non-conformalities of df |Es) and, later, we create a stacking
with pieces with approximate size ρ, contained in the previous stackings in such a way that for
each of these stackings - with approximate size ρ - we can find approximately ρ−
c
k
(d¯s−1) of its
pieces well distributed - distributed in roughly ρ−
c
k
(d¯s−1) disjoint pieces of the stackings formed
with pieces of approximate size ρ
c
k obtained in the first step.
Beyond it, as we must analysie the displacement of the pieces with respect to the strong
stable leaves, we retire of our considerations the very recurrent stable leaves - those which
in a short time interval return close to itself by forward iterates by the diffeomorphism. We
observe in this way we eliminate few leaves. We still have another problem: we must avoid -
to get independence of the displacements of pieces in the same stacking - very recurrent pieces
in the same stacking since they can suffer double effect of the perturbation associated to the
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Figure 2: Well-spaced stackings
corresponding parameter or suffer effect of the perturbation of some coordinate associated to
another piece in the same stacking. For this sake, we eliminate the pieces with approximate size
ρ whose preimages returns in a short time interval in some neighbourhood in which the piece
lives. These pieces form a small fraction of those ρ−d¯s pieces which were in the leaf before we
construct the stackings in such a way that we still can construct the mentioned stackings with
these few recurrent pieces. We observe we can choose these few recurrent pieces in such a way
that they still return, by the ‘renormalization’ in leaves which had not been eliminated since
there are still a positive proportion of these initial leaves.
Now we describe the Marstrand-like argument. We give this name to the first perturbation
we will make in this work. It will be useful to find a diffeomorphism, g˜, Ck−close to the original,
f, satisfying the property we nameMarstrand-like: For too many stable leaves, θ− ∈ Σ−, there
is a measure ν g˜θ− in Hθ− supporting the projection of Λ such that its Radon-Nykodin derivative
with respect to the Lebesgue measure, Leb, in Hθ− is L2 and has L2 norm bounded by above
for all of these leaves, θ−, uniformly (in particular, the projections of the horseshoe on the walls
Hθ− have non-zero Lebesgue measure).
In order to perform the first perturbation - Marstrand-like argument - we proceed according
to the work [35]. There, the authors describe sufficient conditions - transversality and distortion
continuity (these concepts will be introduced later) - such that a multiparameter perturbation
family of iterated function system (IFS) of contractions with bounded distortions in an interval
or the line has invariant sets with positive Lebesgue measure for almost all multiparameters. We
create a N−parameter perturbation family, {f t}t∈IN , on which to varies each coordinate in this
multiparameter family corresponds to move, in the weak stable direction, each element in the
Markov partition associated to the horseshoe, which will be chosen sufficiently thin if necessary.
From this family, and for each θ− ∈ Σ−, we create a N−parameter family of function system,
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Figure 3: Perturbation for the Marstrand-like argument
{Φt
θ−
}t∈IN , in which each Φ
t
θ−
is a function system
{
ϕ
t
(θ−,θ)
}
θ∈Σ∗
θ
−
0
which consists, basically, that
each function, ϕ
t
(θ−,θ), is a contraction in Hθ− whose image is the projection of the corresponding
piece to the word θ for f t.
By adapting the arguments in [35] we can conclude that for most leaves θ− ∈ Σ− and
parameters t ∈ IN , there are measures νt
θ−
supported in the projection of the horseshoe such
that its Radon-Nykodin derivatives are L2 with L2 norms uniformly bounded by above. With
this done, we choose one t ∈ IN such that the norms L2 of these Radon-Nykodin derivatives are
bounded by above for most leaves θ− ∈ Σ−. For the f t corresponding to this fixed t we begin
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the probabilistic argument.
6 Preparation for the Marstrand-like and probabilistic argu-
ments
6.1 Some notations
For each element P ∈ P we fix a local unstable manifold, W uloc(xP ), of some point xP ∈ P.
We define the distance between two leaves in the same partition by
dist−(θ−, θ˜−) := l(W u
θ−,θ˜−
(xP )), where l means length and W
u
θ−,θ˜−
(xP ) is the bite of W
u
loc(xP )
connecting the leaves θ− and θ˜−. We observe the stable foliation is C1 in such a way that we
can guarantee that l(θ− ∩W uloc(θ)) ≍ l(θ
− ∩W uloc(θˆ)) for any θ, θˆ in Σ ∩ θ
−, with θ− ∈ Σ−∗.
We fix c1 > 1, and define the set of backward finite words with approximate size ρ > 0 (we
can, also, name this set by blocks with approximate size ρ of leaves) by
Σ−(ρ) :=
{
θ− ∈ Σ∗−; c−11 ρ ≤ diam
−(θ−) ≤ c1ρ
}
.
We denote by Σ−Σ+∗ :=
⋃
θ−∈Σ−
⋃
θ∈Σ∗
θ
−
0
(θ−, θ) the set of all the pieces.
We denote the projection by the diffeomorphism g ∈ C∞ of a piece (θ−, θ) ∈ Σ−Σ+∗ by
Ig
(θ−,θ)
:= Πg
θ−
(θ), where Πg
θ−
is the projection along the strong stable foliation of g on the wall
Hθ− .
Given a multiparameter family,
{
fγ
}
γ∈Γ
, we denote the pieces in this leaf θ− with approxi-
mate size ρ by Σθ−0
(ρ) . These are the pieces in Σ∗
θ−0
satisfying c−11 ρ ≤ |I
γ
(θ˜−,θ)
| ≤ c1ρ for every
leaf θ˜− ∈ Σ− such that θ−0 = θ˜
−
0 and for each γ ∈ Γ.
We say a cylinder has scale ρ - the notation for these cylinders will be Σ+(ρ) - it its in-
tersection with some stable leaf (and, therefore, with any of its intersecting leaves) has scale
ρ.
We observe given a horseshoe (f,Λ) of class Ck (k ≥ 2 or k =∞), ds(h(θ
−, θ)) ≍ ds(h
g(θ−, θ))
for every θ with diameter ρ and any g of class Ck satisfying ‖g−f‖k < ρ. Therefore, since F
ss is
C1, I(θ−,θ) ≍ I
γ
(θ˜−,θ)
for any γ ∈ Γ, θ− ∈ Σ− and θ˜− ∈ Σ− with θ−0 = θ˜
−
0 for the two perturbation
families we will create along the proof of the theorem.
6.2 Perturbations, non-recurrencies and the influence of these perturbations
on non-recurrent pieces and leaves
When developing the Marstrand-like and probabilistic arguments we use in two moments the
lemmas which we enunciate in this section. They regard the effect on the movements of the
pieces when the diffeomorphism is subject to a perturbation family. The main difficult we must
overcome is that there can be so much recurrent pieces such that the influence a coordinate of
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the parameter in the perturbation family is unexpectable. The main reason for this problem
is that the pieces can have preimages in the element of the Markov partition corresponding to
the parameter we are make changes. We solve this problem by pulling out of our considerations
such very recurrent pieces (which we name - and they are - recurrents). The same kind of
problem occurs with the strong stable foliation - its unpredictability can be bigger than the size
of the displacement we design for the pieces. As our objective is to control the displacements
of the pieces relative to the leaves of the strong stable foliation, we also need to avoid this
unpredictability. For this sake we eliminate from our considerations the very recurrent stable
leaves.
In order to realize the perturbations we consider each element P in the partition P is written,
via some Ck parametrization in such a way that P is the box [−1, 1]n and we denote by e(P )
a unitary vector in Ews(xP )\{0}, where xP is some fixed point in Λ ∩ P, for every P ∈ P.
We observe the Markov partition for g is chosen to be the same as for f if the perturbations
are sufficiently small. To see this its enough to pick the partition formed by the compact
neighbourhoods of the elements of some Markov partition.
Let c2 > 1 and c3 > 0 be fixed constants. We define in the sequel the model of perturbation
families we will use in two moments along this work.
We consider Σ−(α)Σ(α˜) :=
⋃
θ−∈Σ−(α)
⋃
θ∈Σ
θ
−
0
(α˜)(θ
−, θ)
Definition 6.1 Model for the perturbation families
Let α > 0, α˜ > 0, ρ > 0 and a partition, Σ˜, for Σ formed by pieces, (θ−, θ) in Σ−(α)Σ(α˜) be
fixed. We say a perturbation family - {fγ}γ∈Γ, where Γ := [−1, 1]
Σ˜ - is of type (Σ˜, α, α˜, ρ) if for
each γ := (γa)a∈Σ˜,
fγ(x) = (id+ γaXa) ◦ f(x), if x ∈ f
−1(h(a)),
where Xa(x) = c3ρχ(T (x))e(P (x)) and P (x) is the element of the partition P owning x, T
is an affine transformation from h(a) to [−1, 1]3 and χ is a C∞ function satisfying
χ(x) =
{
1, se ‖x‖ ≤ c2
0, se ‖x‖ ≥ c22
Remark 6.2 Assuming 0 < c < 1, if α and α˜ are chosen with scale ρ
c
k , then this type of
perturbation is Ck−1−small if the scale ρ > 0 is chosen sufficiently small since
∥∥∥ ∂j
∂ei1 ...eij
Xa
∥∥∥ ≤ ∂j
∂ei1 ...eij
χ(T (x))ρ1−
j
k is small for every j ≤ k.
The following definition will serve to control the dispersion of the displacements of the pieces
we wish to perturb and the interferences due to the other pieces we do not wish to perturb. It
will be useful in the Marstrand-like argument and in the probabilistic one. In the two cases, it
will obstruct, considerably, the influence of pieces in some leaf on the other pieces in the same
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leaf or in itself again since it requires the backward iterates, by the diffeomorphism, of the piece
(θ−, θ) do not return close to the leaf θ− for a sufficient big interval time in such a way that the
influeneces due to so propagated perturbations along so much time is small.
Definition 6.3 (α, β)−non-recurrent word
We say a word θ ∈ Σθ−0
(β) is (α, β)−non-recurrent in the leaf θ− if any final word, θ− in θ−,
in Σ−(α), does not appear in θ−θ ∈ Σ−∗ again.
We denote this set of non-recurrent words in the leaf θ− by Σ∗(α,β),θ− or Σ(α,β),θ−(β).
By passing through the original diffeomorphism, f, a perturbation family we can, eventually,
observe some movement of the strong stable foliation. We do not want a generous movement at
any place because we are interested in the displacements of the pieces relative to the leaves of
this foliation. We will soon solve this problem.
The following proposition, 6.4, stablish the effects of the perturbations on the displacement
of the pieces in the forward iterates of the perturbated blocks. We observe these few recurrent
pieces present predictable displacements - essencially with scale with the size of the perturbation
of the perturbation family if these pieces delay too much to arrive, through backward iterates,
in pieces which are under perturbation, otherwise, they will present displacement at most by a
small fraction with the size of the perturbations (we still assert its boundaries maintain imovable
if this time is too long in such a way that the pieces turn themself leaves and along this route
they had fallen inside the piece under perturbation). The few recurrent pieces are, therefore,
predictable.
We need define the extremities of the pieces with respect to the strong stable foliation in
order to enunciate the next proposition. We denote by ∂γ(θ−, θ) any point in the right or left
extremity in hγ(θ−, θ) with respect to Fγ,ss. We define Σ∗(α,β),θ− := Σ
∗
(α,β),θ− ∩Σθ−(β).
Lemma 6.4 Dispersion control of pieces’s displacement velocities
There are λ and λˆ satisfying 0 < λ < λˆ < 1 and c˜4 > 0 such that for every L ∈ N and cˆ5 > 1,
there are 0 < κ < 1, β0 > 0 and α0 > 0 such that if 0 < α < α0, 0 < α˜ < α0 and 0 < β < β0,
then for any perturbation family, {fγ}γ∈Γ, of type (Σ˜, κα, α˜, ρ) :
(a) If (θ−, θ) ∈ Σ− × Σ∗(α,β),θ− , then for any θ ∈ (θ
−, θ), σj(θ) falls in the same element, a,
of the partition Σ˜, at most once for every 0 ≤ j ≤ |θ|.
(b) If (θ−, θ) ∈ Σ− × Σ∗(α,β),θ− is such that σ
j(θ−, θ) ⊂ a ∈ Σ˜ with 0 ≤ j ≤ L, then
c5c4(γ
0)λjc3ρ <
∣∣∣∣ ∂∂γaΠγ
0
θ−
(
∂γ(θ−, θ)
)
(γ0)
∣∣∣∣ < cˆ5c4(γ0)λˆjc3ρ, for every γ0 ∈ Γ,
where c5 = cˆ
−1
5 and c˜4 < c4(γ
0)
(c) If (θ−, θ) ∈ Σ− × Σ∗(α,β),θ− is such that σ
i(θ−, θ) ( a ∈ Σ˜ for every 0 ≤ i ≤ j, where
L+ 1 ≤ j ≤ |θ| − 1, then∣∣∣∣ ∂∂γaΠγ
0
θ−
(
∂γ(θ−, θ)
)
(γ0)
∣∣∣∣ < cˆ5c4(γ0)λˆjc3ρ, for every γ0 ∈ Γ,
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where c5 = cˆ
−1
5 and c˜4 < c4(γ
0)
(d) If (θ−, θ) ∈ Σ− × Σ∗(α,β),θ− is such that σ
i(θ−, θ) ( a ∈ Σ˜ for every 0 ≤ i ≤ |θ|, then
∂
∂γa
Π
γ0
θ−
(
∂γ(θ−, θ)
)
(γ0) = 0, for every γ0 ∈ Γ, where c5 = cˆ
−1
5
Proof:
Lets prove part (a). Let 0 < κ < 1 be such that σi(θ−, θ) is (κα, β˜i)−non-recurrent for every
1 ≤ i ≤ L, where β˜i is such that σi(θ) ∈ Σθi(β˜i).
Suppose θ is in a block, a, in the partition Σ˜. To prove σj(θ) does not returns in a for
1 ≤ j ≤ |θ|, it is enough to observe that the definition of a (α, β)−non-recurrent word does
imply that if θ is in a element, a, in the partition Σ˜, then, for every 1 ≤ j ≤ |θ|, σj(θ) is, at
least, α−away from the leaf θ−, which intersects a since θ ∈ a. As the block a is contained in
a block of leaves with scale α which contain the leaf θ− (since κα < α), then σj(θ) does not
returns in this block in the time interval 1 ≤ j ≤ |θ|.
Now, suppose σi(θ) is in an element, a, in the partition Σ˜ for some 1 ≤ i ≤ L. In order
to prove that σj(θ) does not return in a for any i < j ≤ L, it is enough to observe that by
the choice of κ, σk(σi(θ)) does not return in a block with scale κα around the leaf containing
σi(θ) and slicing a for any 1 ≤ k ≤ |θ| − i. This means σk(σi(θ)) does not return in a for any
1 ≤ k ≤ |θ| − i.
Lets prove part (b). First we prove that if (θ−, θ) ∈ Σ−×Σ∗(α,β),θ− satisfies (θ
−, θ) ⊂ a ∈ Σ˜,
then c5c4c3ρ <
∣∣∣∣ ∂∂γaΠγ0θ− (∂γ(θ−, θ)) (γ0)
∣∣∣∣ and we observe that the other cases are analogous.
We prove that if θ ∈ (θ−, θ), then c
′
5c4c3ρ <
∣∣∣∣ ∂∂γa
(
Π
γ0
θ−
◦ hγ(θ)
)
(γ0)
∣∣∣∣, if β0 is chosen suffi-
ciently small, where c5 < c
′
5 < 1. This is sufficient because given ε > 0, e
−ε ≤
∣∣∣ ∂∂γaΠγθ−(x)
∣∣∣∣∣∣ ∂∂γaΠγθ−(y)
∣∣∣ ≤ e
ε,
if x and y are in the same piece in Σ∗(α,β),θ− and α0 and β0 are chosen sufficiently small.
Lets prove that c
′
5c4c3ρ <
∣∣∣∣ ∂∂γa
(
Π
γ0
θ− ◦ h
γ(θ)
)
(γ0)
∣∣∣∣. Let pγ := hγ(θ) and pγ,ws := Πγ0θ−(pγ).
We must prove that
∣∣∣∣ ∂∂γa pγ
0,ws
∣∣∣∣ > c′5c4c3ρ.
Let p
γ
−n := (f
γ)−n(pγ) and p
γ
−n := Π
γ0
θ−θ|n
(p
γ
−n). By invariance of the tangent bundle splitting,
TΛM = E
ss
Λ ⊕ E
ws
Λ ⊕ E
u
Λ,
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∣∣∣∣ ∂∂γa pγ
0,ws
∣∣∣∣ =
∣∣∣∣ ∂∂γa
(
Π
γ0
θ−
θ−θ1
◦ fγ
0
(p
γ0
−1)
)
+
|θ|−1∑
k=1
∂
∂γa
p
γ0,ws
k+1
k∏
j=1
∂
∂ws
(
Π
γ0
θ−
θ−θ|j
◦ fγ
0
(p
γ0
−j)
)
+
∂
∂γa
p
γ0,ws
|θ|
|θ|∏
j=1
∂
∂ws
(
Π
γ0
θ−
θ−θ
◦ fγ
0
(p
γ0
−j)
)∣∣∣∣
=
∣∣∣∣ ∂∂γa
(
Π
γ0
θ−
θ−θ1
◦ fγ
0
(p
γ0
−1)
)
+
∂
∂γa
p
γ0,ws
|θ|
|θ|∏
j=1
∂
∂ws
(
Π
γ0
θ−
θ−θ
◦ fγ
0
(p
γ0
−j)
)∣∣∣∣, by non-recurrence (see item (a)).
≥ c˜4c3ρ−
∣∣∣∣∣∣
∂
∂γa
p
γ0,ws
|θ|
|θ|∏
j=1
∂
∂ws
(
Π
γ0
θ−
θ−θ
◦ fγ
0
(p
γ0
−j)
)∣∣∣∣∣∣,
if α0 is chose suffiently small, for some constant c4 > 0
≥ c4c3ρ− c4
1− c5
2
c3ρ, if β0 is chosen sufficiently small
≥ c4c
′
5c3ρ, for some c
′
5 in (c5, 1).
The proof or part (c) is analogous. In order to prove part (d) its enough to observe that
σj(θ−, θ) ( a for every 0 ≤ j ≤ |θ| since it is non-recurrent and (θ−, θ) ( a. Therefore, the
boundary of σj(θ−, θ) is not contained in a for every j ≥ 0.
The following definition will be useful to control the velocity dispersion of the strong stable
leaves when perturbing the original diffeomorphism through the perturbation families. We
require, in order to control these dispersions, that the stable leaves with which we work are
few recurrents, that is, they return close to themselves, by forward iterates, only after a certain
time delay (the closeness and this time delay will specify how non-recurrent these leaves will
be.) Ahead - in the probabilistic argument - it will be convenient to work with never-recurrent
leaves (leaves that does never return close to themselves, being the notion of closeness, in this
case, given by how close to themselves they never return). The idea is that the strong stable
foliation inside the few recurrent stable leaves move themselves very few, as the ones in the
never-recurrents does not move themselves.
Definition 6.5 (α, β)−non-recurrent leaves
We say a leaf, θ− ∈ Σ− is (α, β)−non-recurrent if any finite final word, θ−, in θ− in Σ−(α)
does not repeat itself in any finite final subword with scale β in θ−. We denote this set of leaves
by Σ−(α,β).
We denote by Σ−(α,β)(ρ) the set of blocks of leaves in Σ
−
(α,β) with scale ρ.
The following proposition controls the strong stable foliation dispersion while perturbing the
diffeomorphism along the fixed perturbation family. For this sake its necessary to know how are
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the forward iterates of the stable leaves in which the strong stable leaves we want to control lives
since the strong stable foliation depends on the forward iterates of the stable leaves containing
them. We want, therefore, assert the stable foliations containing those strong stable leaves are
sufficiently non-recurrent in order to get the desired error control of those strong-stable leaves
as we perturb the parameters associated to pieces intersecting the stable foliation. We observe
these parameters (and some others intersecting few backward iterates of the stable leaves) will
make the non-recurrent pieces displace in a predicted way and also the bite of the strong stable
foliation contained in that stable leaves does not displace too much. In this way, we get control
of the displacement of the pieces relative to the strong-stable foliation.
Lemma 6.6 Strong-stable foliation dispersion control
For every c6 > 0, there is β0 > 0 such that for any perturbation family of type
(
Σ˜, α, α˜, ρ
)
and any (α, β)−non-recurrent stable leaf, θ− ∈ Σ−α,β with β < β0, then∥∥∥∥(Πγθ−)′ (z)γ¯
∥∥∥∥ < c6ρ,
for every z ∈Wθ− , γ ∈ Γ e γ¯ ∈ Γθ−,γ , where Γθ−,γ are the parameters γ¯ such that its coordinate
values corresponding to pieces not intersecting Wθ− are fixed in the corresponding coordinate
values of γ.
Proof:
Let n ∈ N be such that (σn(θ−), θ−|n) has scale β. As the strong-stable foliation varies in
a C1−way with the parameters, then distC1(F
γ,ss(fn(z)),F γ¯ ,ss(fn(z)) < Cρ|γ − γ¯| for some
C > 0. Beyond that, given any two manifolds, S and S¯, passing through the same point and
transversally to Eγ,ws, then distC1(S, S¯) < λdistC1(f
γ(S), fγ(S¯)) for some 0 < λ < 1, since the
weak-stable direction contracts with less force than the strong-stable one.
Therefore, since f γ¯ |(σj(θ−),θ−|j) = f
γ |(σj (θ−),θ−|j) for every 0 ≤ j ≤ n, θ
− ∈ Σ−α,β if γ and γ¯ are
the parameters whose coordinates have some difference in the values for only those corresponding
to the blocks intersecting the leaf θ−, then distC1(F
γ,ss(z),F γ¯ ,ss(z)) < Cρ|γ − γ¯|λn.
Then, if β > 0 is chosen sufficiently small, n will be sufficiently big in such a way that
distC1(F
γ,ss(z),F γ¯ ,ss(z)) < c6ρ|γ − γ¯|.
This implies
lim
ε→0
sup
0<|γ−γ¯|<ε
γ,γ¯∈Wθ−
∣∣∣Πγθ−(z)−Πγ¯θ−(z)
∣∣∣
|γ − γ¯|
< c6ρ.
As the strong stable foliation is C1 along the parameters, then∥∥∥∥(Πγθ−)′ (z)γ¯
∥∥∥∥ < c6ρ.
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7 Marstrand-like argument
Fixed a constant A > 0, we consider the sets Σ−
(A,A2)
and Σ∗(A,A2),θ− , denoted from now on by
Σ−A and Σ
∗
A,θ−.
Fixed a measure, µ, in Σ, we define the measure, µ− in Σ− by
µ−(X) := µ (θ ∈ Σ such that h(θ) ∈ h(X))
for any borelian, X, in Σ−.
We define the measure, µθ−0
, in Σθ−0
by
µθ−0
(X) := µ
(
θˆ ∈ Σ such that h(θˆ) ∈ h(X)
)
.
We also need the measure, νg
θ−
, in Hθ− defined by
νg
θ−
:= µθ− ◦
(
hg ◦Πg
θ−
∣∣∣
Σ
A,θ−
)−1
.
Proposition 7.1
Given a horseshoe (f,Λ) with sharp splitting there is a sufficiently sharp partition P :=
{P1, ..., PN}, a C
k−continuous family of diffeomorphisms with N parameters,
{
f t
}
t∈IN
, an in-
variant probability measure, µ, in Σ, c7 > 1, K˜1 > 0, δ > 0 and an open ball with radius δ
around 0, Bδ ⊂ I
N , such that
(i) f0 = f
(ii) c−17 ρ
d¯s ≤ µ(θ) ≤ c7ρ
d¯s , for every cylinder, θ ∈ Σ+(ρ), with scale ρ.
(iii) For Lebesgue almost every t ∈ Bδ and every leaf θ
− ∈ Σ−A, ν
t
θ−
≪ Leb and
∫
Bδ(0)
∥∥∥∥∥dν
t
θ−
dLeb
∥∥∥∥∥
2
L2
dt < K˜1.
In particular, as a consequence of this proposition, we already obtain a Marstrand-like result
- the one we are looking for is stronger, and in order to get it we need the probabilistic argument
and the criterion of the recurrent compact set. In order to adapt these two techniques we are
interesting in the following result which is a consequence of the following proposition.
Proposition 7.2 Marstrand-like property
For every ξ > 0, there is a parameter t ∈ IN , a constant K1 > 0 and a subset Σ
−
MB in Σ
−
A
with µ−(Σ−A\Σ
−
MB) <
ξ
2 such that for every θ
− ∈ Σ−MB,∥∥∥∥∥dν
t
θ−
dLeb
∥∥∥∥∥
2
L2
≤ K1.
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Proof:
By proposition 7.1,
∫
Σ−
∫
Bδ(0)
∥∥∥∥∥dν
t
θ−
dLeb
∥∥∥∥∥
2
L2
dtdµ−(θ−) < K˜1. Therefore, there is some constant
K1 > 0 such that
∥∥∥∥∥ dν
t
θ−
dLeb
∥∥∥∥∥
2
L2
≤ K1 for some t ∈ Bδ(0) and for every θ
− ∈ Σ−MB, where Σ
−
MB ⊂ Σ
−
A
and satisfying µ
(
Σ−A\Σ
−
MB
)
< ξ2 .
We can find in [35] the definition of iterated function system (IFS): it’s a collection of
functions, Φ := {ϕ1, ..., ϕk} , of a closed interval I or the line in itself. We observe that ϕl(I) and
ϕj(I) can overlap themselves. In that work the authors observe that under certain circunstancies
there is an unique invariant set IΦ of Φ (IΦ =
k⋃
j=1
ϕj(IΦ)), compact and non-empty.
Beyond it, they prove that when considering many parameters families of IFS’s,
{Φγ}γ∈Γ := {ϕ
γ
1 , ..., ϕ
γ
k}γ∈Γ, satisfying some restriction relative to the fractal geometry of Φ
0
(among others), then almost every IFS’s in this family display invariant sets with positive
Lebesgue measure. An interesting problem enunciated in that work follows transcribed.
Problem 7.3 “It is a open problem the fact that the limit set is in fact a fat Cantor set or does
it contains, necessarily, intervals.”
We think one possible solution for this problem follows with analogous arguments we devel-
oped in this work. Another interesting problem would be the following - this shall be related to
the extension of our results to the case when the central direction has dimension bigger than 1.
Problem 7.4 Describe, tipically, the metric and topological properties of the invariant sets of
IFS’s with ambiant dimensions higher than 1.
Figure 4: Iterated function system (IFS)
An IFS can be seen as the projection along the strong stable foliation of an IFS in higher
dimension. This point of view will be useful for the desired result. The projection of Λ along
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the strong stable foliation can be seen as a FS which we will define later.
Figure 5: A IFS in dimension 2 could be represented by the IFS in dimension 1 of the previous
figure
In order to prove the Marstrand-like property we construct a perturbation family with many
parameters where changing each parameter means displace the corresponding element in the
Markov partition transversally to the strong-stable and unstable foliations. In this way we will
need to solve a problem similar to the one solved by [35] and, therefore, we restrict ourselves,
basically, to adapt the proof of theorem 3.1 in [35] in order to obtain the Marstrand-like property
for some perturbation of f - as a consequence, by curiosity, we already obtain the fact that the
projection of a horseshoe restricted to a stable leaf contains a subset with positive Lebesgue
measure.
Since we made some modifications in the arguments in [35], it should be reasonable to extend
those results to FS’s satisfying some restrictions weaker than just being IFS’s.
7.1 Proof of proposition 7.1
7.1.1 Preparation
We construct, following the model of definition 6.1, a Ck−continuous family of diffeomorphisms
with N parameters - {f t}t∈IN , where I is an interval in the line - in such a way that changing the
i−th coordinate of the family of diffeomorphisms means displacing the image of the component
Pi in the partition, P, transversally to E
ss ⊕ Eu.
Following the notation in 6.1 we make a parturbation of type
(
P, A,A,A
)
, where A > 0
will be chosen sufficiently small in such a way that this perturbation family is Ck−small.
Its worthwhile to observe that f t is Ck, that this is a Ck−continuous family and that
‖f − ft‖Ck can be done sufficiently small for every t ∈ I
N , being suffice, for this sake, choosing
A > 0 sufficiently small.
Let ΣA,θ− be the elements in Σ
+ beginning with some element in Σ∗A,θ−. For each θ
− ∈ Σ−A
and for any θ in Σ∗A,θ−, we define a function system family, Φθ− , in such a way that Φθ− is
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composed by function families representing, each family, the projection of a piece, θ ∈ Σ∗A,θ−,
on Hθ− (identified with I = [−1, 1]) along the strong-stable foliation for f
t.
Definition 7.5 Function system
Fixed θ− ∈ Σ−A, the function system family, Φθ− , is Φθ− := {Φ(θ−,θ)}θ∈Σ∗A,θ−
, where each
family of functions, Φ(θ−,θ) :=
{
ϕ
t
(θ−,θ)
}
t∈IN
is composed by functions defined as follows:
If θ := (θ1, θ2, ..., θk) ∈ Σ
∗
A,θ−, then ϕ
t
(θ−,θ)
: [−1, 1] → [−1, 1] is the increasing affine trans-
formation sending [−1, 1] into Πt
θ−
(θ).
This is not an iterated function system as in [35]. For this reason we will remake the proof
of theorem 3.2 (ii) in [35], with the necessary modifications.
In the next section - 7.1.2 - we will guarantee some conditions - continuity and boundedness
of distortion and transversality - for the perturbation family refering to theorem 3.2 (ii) in [35].
These conditions will be useful in the proof of propostition 7.1. Precisely, propositions 7.7, 7.9
and 7.14.
In the sequel, section 7.1.3, we write the proof of theorem 3.2 (ii) in [35], taking in account
the required modifications.
7.1.2 Hypothesis of theorem 3.2 (ii) in [35]
In [35], the concept of distortion continuity is necessary. The authors used it in order to transfer
the fractal information of the original IFS to their neighbourhoods in the perturbation family
of IFS. We observe ϕ
t
θ−
has no distortion at all (in particular, it has bounded distortion) in
such a way that the term ‘distortion continuity’ loose its meaning. But the notion the term
refers means that, beyond the distortions varying continuously, the contration rates of the IFS’s
functions also do varies continuously - our family of function systems does satisfies this property.
Although the term seams void in our case we still use it unashamedly in order to follow closely
the work of the authors in [35].
Definition 7.6 Distortion continuity
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The system function family with N parameters, {Φθ−}θ−∈Σ−
A
, has uniform distortion con-
tinuity if for every η > 0, there is δ > 0 such that for every θ− ∈ Σ−A and t
1, t2 ∈ IN with
|t1 − t2| < δ, then, for every θ ∈ Σ∗A,θ−,
e− |θ |η ≤
∥∥∥∥(ϕt1(θ−,θ))′
∥∥∥∥∥∥∥∥(ϕt2(θ−,θ))′
∥∥∥∥
≤ e |θ |η
The continuity distortion just follows from the fact that ϕ
t
(θ−,θ)
are linear, that f is C1 and
that Fss is C1 and varies in Lipschitz way with t ∈ IN .
Proposition 7.7 {Φ}θ−∈Σ−A
satisfies the uniform distortion continuity property.
The next condition - transversality - guarantees, typically, in terms of the Lebesgue measure
in IN , that the pieces in the construction of the stable Cantor sets (intersection of the horseshoe
with the local stable manifolds) do not accumulate excessively along the strong-stable direction
for a long period of time when varying the multiparameter t ∈ IN . This will be useful in order to
obtain a lower bound for the Lebesgue measure of the projection of the stable horseshoe along
the strong-stable foliation for most parameters in the perturbation family. In order to guarantee
the transversality condition we need the pieces defining the stable Cantor sets present relative
moviment with speed bounded by below as t varies. For this reason we restrict ourselves to the
leaves in Σ−A and pieces in Σ
∗
A,θ− - they present predictable behaviour.
Lets introduce the following notation in [35] in order to make easy the exposition:
{
π
t
θ−
(θ)
}
:=
∞⋂
i=1
ϕ
t
(θ−,θ+|i)
(
[−1, 1]
)
, for every θ = (θ−, θ+) ∈ Σ.
Definition 7.8 Transversality condition
{Φθ−}θ−∈Σ−A
satisfies the transversality condition uniformly if there is a constant C > 0, such
that for every θ− ∈ Σ−A and for all θ, τ ∈ ΣA,θ− with θ1 6= τ1, then
Leb
{
t ∈ IN ; |πt
θ−
(θ)− πt
θ−
(τ) | ≤ r
}
≤ Cr, for every r > 0.
Proposition 7.9 Transversality condition
If A > 0 is chosen sufficiently small, then {Φθ−}θ−∈Σ−A
satisfies the transversality condition
uniformly.
Proof:
Let θ− ∈ Σ−A and θ and τ in ΣA,θ− with θ1 6= τ1. According to lemmas 6.4 and 6.6, there
is a constant c8 > 0 such that for every t ∈ [−1, 1]
N ,
∣∣∣∣d(π
t
θ−
(θ)− πt
θ−
(τ))
dtθ1
∣∣∣∣ ≥ c8A, if A > 0 is
sufficiently small (enough to choose A such that A < α0 and A
2 < β0 given by lemma 6.4 for
the constants 1 > c5 > 0 chosen sufficiently close to 1 and satisfyig c5 > cˆ5λ).
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Therefore,
{
t ∈ IN ; |πt
θ−
(θ)− πt
θ−
(τ) | ≤ r
}
is the product of IN−1 by intervals Jr’s satis-
fying Leb(Jr) < Cr. Thus, Leb
{
t ∈ I; |πtθ−(θ)− π
t
θ−(τ) | ≤ r
}
≤ Cr.
In order to guarantee the existence of the measure, µ, enunciated in proposition 7.1 we use
a theorem which can be found in [6]. Let ΣnA,θ− := {θ ∈ Σ
∗
A,θ−; |θ| = n}.
Theorem 7.10 Existence of Gibbs state [6]
Let (σ,Σ) be topologically mixing and ψ : Σ→ R a ho¨lder continuous potential. Then, there
is a unique Borel probability measure, µ, σ−invariant in Σ satisfying the Gibbs condition: there
are positive constants d1 > 0 and d2 > 0, such that
d1 ≤
µ {θ; θi = τi for every i ∈ [1,m]}
exp (−P (ψ)m+ Sm(ψ, τ))
≤ d2 for every τ ∈ Σ
+ and m ≥ 1,
where P (φ) := lim
m→∞
1
m
log
(∑
θ∈Σm
exp
(
sup
θ∈Σ;θ|m=θ
{Sm(θ)}
))
and Sm(ψ, θ) :=
∑m
k=1 ψ(σ
k(θ)).
We consider, along the Marstrand-like argumentation, the following Ho¨lder continuous po-
tential for the subshift σ : Σ→ Σ given by φ : Σ→ R, where
φ(θ) := d¯s log
(∣∣λws(h0 ◦ σ)(θ)∣∣).
Lemma 7.11
There is a constant c9 > 1 such that for every θ
− ∈ Σ−A e θ ∈ Σ
∗
A,θ−, then
c−19 ≤
Ds(V )
‖(ϕ(θ− ,θ))′‖
≤ c9.
Proof:
By bounded distortion of df along the transversals to Ess, there is a positive constant
0 < K˜ < 1 such that for every x ∈ Λ ∩ Vθ, diam(W
s
loc(x) ∩ Vθ) > K˜Ds(Vθ). In particular,
Ds(Vθ) > diam(W
s
loc ∩ Vθ) > K˜Ds(Vθ).
By the mean value theorem, by the fact that ϕ(θ−,θ) is linear and that diam
(
ϕ(θ−,θ)([−1, 1])
)
is different of diam(Wθ− ∩ Vθ) by an independent multiplicative constant of θ, we conclude that
Kˆ−1 ≤
diam(Wθ− ∩ Vθ)
‖(ϕ(θ−,θ))′‖
≤ Kˆ for some constant Kˆ > 1.
Therefore, Kˆ−1 ≤
Ds(V )
‖(ϕ(θ−,θ))′‖
≤ K˜−1Kˆ. Its enough to choose, c9 := K˜
−1Kˆ.
Lemma 7.12 P (φ) = lim
n→∞
1
n
logWn(d¯s), where Wn(d) :=
∑
θ∈Σm
Ds(Vθ)
d.
Proof:
For any set Θ containing exactly one symbol in Σ− finishing with each i ∈ {1, ..., N}, then:
32
Wn(d¯s) :=
∑
θ∈Σn
Ds(V )
d¯s
≍
∑
(θ−,θ)∈ΘΣn
θ
−
0
‖(ϕ0
θ−,θ
)′‖d¯s , by lemma 7.11,
where Σn
θ−0
:= Σn ∩ Σ∗
θ−0
and ΘΣn
θ−0
:=
⋃
θ−∈Θ
⋃
θ∈Σn
θ
−
0
(θ−, θ).
On the other side, given φ(θ) := d¯s log
(∣∣λws(h0 ◦ σ)(θ)∣∣), we have
eSm(φ,θ) =
(
m∏
i=1
∣∣λws(h0 ◦ σi)(θ)∣∣
)d¯s
≍ ‖(ϕ(θ− ,θ|n))
′‖d¯s ,
by bounded distortion of the derivatives of f on the transversal directions to the strong
stable one.
Hence, for any θ ∈ Σm
θ−0
, exp
(
sup
θ;θ|m=θ
{Sm(θ)}
)
≍ ‖(ϕ(θ− ,θ|m))
′‖d¯s .
Now,∑
θ∈Σm
exp
(
sup
θ;θ||θ|=θ
{Sn(θ)}
)
=
∑
(θ−,θ)∈ΘΣm
θ−
‖(ϕ0
θ−,θ
)′‖d¯s
≍ Wn(d¯s).
Therefore, P (φ) = lim
n→∞
1
n
logWn(d¯s).
Lemma 7.13 P (φ) = 0.
Proof:
As d¯s is the upper stable dimension of Λ, then
∑
θ∈Σn
Ds(Vθ)
λn = 1 for every n > 0, and then,
Wn(d¯s) ≍ 1 for every n > 0. This implies P (φ) = 0.
Lemma 7.14
There is a constant c10 > 1 and a borel probability measure, µ, σ−invariant in Σ, such that
for every leaf θ− ∈ Σ−A and θ ∈ Σ
∗
A,θ− ,
c−110 ≤
µθ−0
(θ)
‖(ϕ(θ−,θ))′‖d¯s
≤ c10.
Proof:
By theorem 7.10 and by lemma 7.13, there is a probability measure, µ, satisfying the desired
conclusions, since
exp
(
−P (φ)m+
m∑
k=1
φ(σk(x))
)
= exp (−P (φ)m).‖(ϕ(θ− ,θ))
′‖d¯s = ‖(ϕ(θ−,θ))
′‖d¯s .
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As a consequence of this lemma we can enunciate the following result which will be also
useful in the recurrent compact argument in which we need to count the pieces on the leaves.
Lemma 7.15
If c1 > 0 is chosen sufficiently big, there is a constant c11 > 1 such that for every leaf
θ− ∈ Σ−A and θ ∈ Σ
∗
A,θ− with scale ρ,
c−111 ≤
µθ−0
(θ)
ρd¯s
≤ c11.
Proof:
It is enough to observe that if c1 > 0 is sufficiently big, this means if θ ∈ Σθ−(ρ), then
ds(θ
−, θ) ≍ ρ for any θ− ∈ Σ− such that θ ∈ Σ∗
θ−0
. Then, µ(θ) ≍ ds(θ
−, θ)d¯s ≍ ρd¯s .
7.1.3 End of the proof - A version of Simon-Solomyak-Urban´ski’s theorem
Lemma 7.16 There are constants δ > 0 and K3 > 0, such that for every θ
− ∈ Σ−A,
X :=
∫
Bδ(0)
∫
Π
t
θ−
(
ΣA,θ−
)D(νtθ− , x)dνtθ−(x)dt < K3,
where D(ν
t
θ−
, x) = lim inf
r→0
ν
t
θ−
(x− r, x+ r)
2r
is the lower density of νt in x and Bδ(0) is the
ball, in IN , centered in 0, with radius δ.
Now we can prove proposition 7.1.
Proof of proposition 7.1:
By lemma 7.16,
∫
Π
t
θ−
(
ΣA,θ−
)D(νtθ− , x)dνtθ− <∞ for almost all
t ∈ Bδ(0).
Therefore, by theorem 2.12 (1) in [16], for almost all t ∈ Bδ(0), the density of ν
t
θ−
,
D(ν
t
θ−
, x) := lim
r↓0
ν
t
θ−
(Br(x))
2r
does exist, for Lebesgue almost all point x in Π
t
θ−
(
ΣA,θ−
)
.
Beyond it, by theorem 2.12 (2), D(ν
t
θ−
, .) is the Radon-Nykodin derivative
dν
t
θ−
dLeb
(.) for
Lebesgue almost all point x in Π
t
θ−
(
ΣA,θ−
)
.
Therefore,∫
Π
t
θ−
(
Σ
A,θ−
)
∣∣∣∣dν
t
θ−
dLeb
(x)
∣∣∣∣
2
dLeb(x) =
∫
Π
t
θ−
(
Σ
A,θ−
)D(νtθ− , x)dν
t
θ−
dLeb
(x)dLeb(x)
=
∫
Π
t
θ−
(
ΣA,θ−
)D(νtθ− , x)dνtθ−(x)
That is,∫
Bδ(0)
∫
Π
t
θ−
(
Σ
A,θ−
)
∣∣∣∣dν
t
θ−
dLeb
(x)
∣∣∣∣
2
dLeb(x)dt ≤ K3 =: K˜1.
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Proof of lemma 7.16:
Lets follow the lines, with the necessary modifications of the proof of theorem 3.2 (ii) in [35].
By Fatou lemma, X ≤ lim inf
r→0
∫
Bδ(0)
∫
Π
t
θ−
(
ΣA,θ−
) νtθ−(x− r, x+ r)
2r
dν
t
θ−
dt.
Now,∫
Π
t
θ−
(ΣA,θ−)
ν
t
θ−
(Br(x))dν
t
θ−
(x) =
∫
Π
t
θ−
(ΣA,θ−)
∫
ΣA,θ−
χtr(θ)dµθ−0
(θ)dν
t
θ−
(x)
=
∫
Σ
A,θ−
∫
Σ
A,θ−
χtr(θ, τ)dµθ−0
(θ)dµθ−0
(τ),
where χA(.) denotes the characteristic function of A, χ
t
r(θ) := χ{θ∈ΣA,θ− ; |π
t
θ−
(θ)−x |≤r}
(θ),
and χ
t
r(θ, τ) := χ{(θ,τ)∈ΣA,θ−×ΣA,θ− ; |π
t
θ−
(θ)−π
t
θ−
(τ) |≤r}
(θ, τ).
Therefore, by Fubini lemma,
Xr :=
∫
Bδ(t0)
∫
Σ
A,θ−
∫
Σ
A,θ−
χtr(θ, τ)dµθ−0
(θ)dµθ−0
(τ)dt
=
∫
ΣA,θ−
∫
ΣA,θ−
∫
Bδ(t0)
χtr(θ, τ)dtdµθ−0
(θ)dµθ−0
(τ)
=
∫
ΣA,θ−
∫
ΣA,θ−
Leb{t ∈ Bδ(t0); |π
t
θ−
(θ)− πt
θ−
(τ) | ≤ r}dµθ−0
(θ)dµθ−0
(τ).
Now we consider the following partition of ΣA,θ− × ΣA,θ−:
Aβ =
{
(θ, τ) ∈ ΣA,θ− × ΣA,θ−; θ||β| = τ ||β| = β e θ|β|+1 6= τ|β|+1
}
.
Then,
Xr =
∑
n≥0
∑
β∈Σn
A,θ−
∫ ∫
Aβ
Leb{t ∈ Bδ(0); |π
t
θ−
(θ)− π
t
θ−
(τ) | ≤ r}dµθ−0
(θ)dµθ−0
(τ)
Now, fixed n > 0,∣∣∣πtθ−(θ)− πtθ−(τ)
∣∣∣ = lim
i→∞
∣∣∣ϕt(θ−,θ|i)(1) − ϕt(θ−,τ |i)(1)
∣∣∣
= lim
i→∞
∣∣∣ϕt(θ−,θ|n)(ϕt(θ−θ|n,σn(θ|i))(1))− ϕt(θ−,θ|n)(ϕt(θ−θ|n,σn(τ |i))(1))
∣∣∣
=
∣∣∣ϕt(θ−,θ|n)(πtθ−θ|n(σn(θ)))− ϕt(θ−,θ|n)(πtθ−θ|n(σn(τ)))
∣∣∣
=
∣∣∣(ϕt(θ−,θ|n))′(c)
∣∣∣∣∣∣πtθ−θ|n(σn(θ))− πtθ−θ|n(σn(τ))
∣∣∣,
for some c ∈ [−1, 1], by the mean value theorem.
Therefore, by linearity of ϕ
t
(θ−,θ|n)
,
|πt
θ−
(θ)− πt
θ−
(τ) | ≥ ‖(ϕt
(θ− ,θ|n)
)′‖ |πt
θ−θ|n
(σn(θ))− πt
θ−θ|n
(σn(τ)) |, for every θ− ∈ Σ−A.
Hence,
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Xr ≤
∑
n≥0
∑
β∈Σn
A,θ−
∫ ∫
Aβ
L˜r(θ, τ)dµθ−0
(θ)dµθ−0
(τ)
=
∑
n≥0
∑
β∈Σn
A,θ−
∫ ∫
Aβ
Lˆr(θ, τ)dµθ−0
(θ)dµθ−0
(τ),
where L˜r(θ, τ) := Leb
{
t ∈ Bδ(0); ‖(ϕ
t
(θ− ,θ|n)
)′‖ |πt
θ−θ|n
(σn(θ))− πt
θ−θ|n
(σn(τ)) | ≤ r
}
and Lˆr(θ, τ) := Leb
{
t ∈ Bδ(0); |π
t
θ−θ|n
(σn(θ))− πt
θ−θ|n
(σn(τ)) | ≤
r
‖(ϕt
(θ− ,θ|n)
)′‖
}
Now, lets use the distortion continuity to transfer the fractal property of ϕ0 to ϕt for t close
to 0.
Let ǫ0 > 0 be such that ǫ0 < d¯s−1. By distortion continuity, for any η > 0 there is a constant
δ > 0 such that if t satisfies |t | ≤ δ,
‖(ϕ(θ− ,θ|n))
′‖(1+
ǫ0
4
) ≤ (e |θ|n |η‖(ϕt
(θ−,θ|n)
)′‖)(1+
ǫ0
4
)
≤ (e |θ|n |η)(1+
ǫ0
4
)λ
ǫ0
4
|θ|n|‖(ϕt
(θ− ,θ|n)
)′‖, for some 0 < λ < 1.
Then, by choosing η > 0 such that (1 + ǫ04 )η +
ǫ0
4 log(λ) = 0,
‖(ϕ(θ− ,θ|n))
′‖(1+
ǫ0
4
) ≤ (e |θ|n |)((1+
ǫ0
4
)η+
ǫ0
4
log(λ))‖(ϕ
t
(θ− ,θ|n)
)′‖
= ‖(ϕt
(θ− ,θ|n)
)′‖.
Denoting Lr(θ, τ) := Leb
{
t ∈ Bδ(0); |π
t
θ−θ|n
(σn(θ))− π
t
θ−θ|n
(σn(τ)) | ≤
r
‖(ϕ
(θ−,θ|n)
)′‖(1+
ǫ0
4
)
}
and choosing such a η > 0, there is δ > 0, such that
Xr ≤
∑
n≥0
∑
β∈Σn
A,θ−
∫ ∫
Aβ
Lr(θ, τ)dµθ−0
(θ)dµθ−0
(τ)
≤
∑
n≥0
∑
β∈Σn
A,θ−
∫ ∫
Aβ
Cr
‖(φ
(θ−,θ|n)
)′‖(1+
ǫ0
4
)
dµθ−0
(θ)dµθ−0
(τ),
by transversality condition.
Now, by lemma 7.14, ‖(ϕ(θ− ,θ|n))
′‖d¯s ≥ c−110 µ(θ|n).
Therefore,
1
‖(ϕ(θ− ,θ|n))
′‖1+
ǫ0
4
≤ (c−110 µ(θ|n))
−
1+
ǫ0
4
d¯s .
Now, as d¯s > 1 e ǫ0 < d¯s − 1, then
1 + ǫ04
d¯s
<
1 + d¯s−14
d¯s
=
1
d¯s
+
1
4
−
1
4d¯s
=
1
4
+ (
1
d¯s
−
1
4d¯s
) =
1
4
+
3
4d¯s
=
1
4
+
3
4
= 1.
Hence, there is a number x > 0 such that
1 + ǫ04
d¯s
< 1− x.
Then,
1
‖(ϕ(θ− ,θ|n))
′‖1+
ǫ0
4
≤
1
(c−110 µ(θ|n))
1−x
=
1
(c−110 µ(θ|n))
(c−110 µ(θ|n))
x
≤
1
(c−110 µ(θ|n))
(c10λ
n)x
= cx−110 λ
nx 1
µ(θ|n)
.
Therefore,
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X = lim inf
r→0
Xr
2r
≤
∑
n≥0
∑
β∈Σn
A,θ−
∫ ∫
Aβ
Crcx−110 λ
nx 1
µ(θ|n)
dµθ−0
(θ)dµθ−0
(τ)
2r
=
C
2
cx−110
∑
n≥0
λnx
∑
β∈Σn
A,θ−
1
µθ−0
(β)
µθ−0
× µθ−0
(β × β)
=
C
2
cx−110
∑
n≥0
λnx
∑
β∈Σn
A,θ−
µθ−0
(β)
≤
C
2
cx−110
∑
n≥0
λnx =: K3 <∞.
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8 Probabilistic argument
8.1 The family of perturbations
From now on we fix a N−parameter, t, given by proposition 7.2 and work with f t. We consider,
with no loss of generality f t = f. In this section we create a new perturbation family passing
through f.
Let c > 0 be sufficiently small in such a way that it guarantees that the pieces with scale
ρ
c
k are far a way one to each other with approximate distance ρ
1
k . This relaxation is due to the
lack of conformality of df |Es , measured by c.
The perturbation families used in this second perturbation, refering to the probabilistic
argument, will be done under a family Ω := [−1, 1]Σ1 where its coordinates are indexed by
blocks (advanced iterates of the fixed Markov partition) forming a partition in Σ. These blocks
have diameter with scale ρ
1
k (the distance between its leaves have approximate size ρ
1
k and with
pieces with scale ρ
c
k ). More specifically, Σ1 ⊂
{
θ = (θ−, θ+) ∈ Σ∗; θ− ∈ Σ−(ρ
1
k ), θ+ ∈ Σ+∗
θ−
(ρ
c
k )
}
.
This perturbation family,
{
fω
}
ω∈Ω
, will be of type (Σ1, κρ
1
k , ρ
c
k , ρ), for some 0 < κ < 1 de-
pending only on f. This means we will perform perturbations with scale ρ in blocks with diameter
κρ
1
k - and therefore distant with approximate size κρ
1
k . Such perturbations are transversals to
Ess ⊕ Eu (the idea is that they are moving in the direction of Ews).
We have already observed in 6.2 that these perturbations are Ck−1 small if the scales ρ > 0
are chosen sufficiently small.
8.2 The probabilistic argument
We assume the candidate for recurrent compact set, K, has already been constructed and that
it satisfies property 8.2 which will be enunciated in this section. Here we prove this set is, in
fact, recurrent compact for some, in fact many, fω.
We define, for each (x, θ−) ∈ H, the parameters for which there is some piece with scale ρ
such that the renormalization of (x, θ−) refering to such parameter, falls in the candidate for
recurrent compact set, K,
Ω0(x, θ
−) =
{
ω ∈ Ω such that there is a ∈ Σθ−0
(ρ) satisfying Rωa (x, θ
−) ∈ int(K)
}
.
We say (x, θ−) is recurrent for fω if ω ∈ Ω0(x, θ
−).
Definition 8.1
• For each δ > 0, K−δ is said δ−relaxed interior of K if the neighbourhoods with radius
δ of K−δ are contained in K.
• We define, for each (x, θ−) ∈ H,
Ω0,ρ2(x, θ
−) =
{
ω ∈ Ω such that there is a ∈ Σθ−0
(ρ) satisfying Rωa (x, θ
−) ∈ K−ρ2
}
.
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The set K, candidate for recurrent compact, which will be constructed in another section,
satisfies the following property. We will be concerned in the construction of the set K which
satisfies these properties from the next section on.
Proposition 8.2 Main property
There are positive constants c13 > 0 and c14 > 0 such that for every ρ > 0 sufficiently small,
there is K ⊂ H and a subset of leaves, W−, c14ρ−dense in the leaves whose projections contain
K such that if (x, θ−) ∈ K ∩W−, then
P
(
Ω \ Ω0,ρ2(x, θ
−)
)
< exp(−c13ρ
− c
k
(d¯s−1)).
This means there are too many parameters ω ∈ Ω such that ω ∈ Ω0,ρ2(x, θ
−). The following
proposition manifests that it is enough to prove that there is a set, K, satisfying the main
property - 8.2 - in order to guarantee the existence of a recurrent compact set Ck−close to a
horseshoe, (f,Λ), with sharp splitting.
Proposition 8.3
If ρ > 0 is chose sufficiently small then if K satisfies the main property, 8.2, there is ω ∈ Ω
such that K is recurrent compact set for fω.
Proof:
We denote the set of points in H for which there is a piece with scale ρ such that the
renormalization refering to the parameter ω of such points falls in K−ρ2 , by
Ω−1
0,ρ2
(ω) :=
{
(x, θ−) ∈ H;∃a ∈ Σθ−0
(ρ), Rωa (x, θ
−) ∈ K−ρ2
}
.
Let Bx(r) be the ball with center x and radius r inside R and Bθ−(ρ) a cylinder of leaves,
Bθ−(ρ) ∈ Σ
−(ρ), with scale ρ containing θ−.
We perform the following decomposition in Ω−1
0,ρ2
(ω): There is a positive constant c12 > 0
such that for every ω ∈ Ω and ρ > 0, Ω−1
0,ρ2
(ω) is empty or it is
⋃
α∈A
Uα ∩Ω
−1
0,ρ2
(ω), where A is a
set with, at most, c12ρ
−5 indexes and Uα = Bxα(ρ
4)× Bθ−α (c14ρ).
Fixed (x, θ−) ∈ K, by property 8.2, PΩ
(
Ω \ Ω0,ρ2(x, θ
−)
)
< exp(−c13ρ
− c
k
(d¯s−1)). That is,
PΩ
(
Ω0,ρ2(x, θ
−)
)
≥ 1− exp(−c13ρ
− c
k
(d¯s−1)).
Beyond that, by property 8.2, if ω ∈ Ω0,ρ2(x, θ
−) and (x, θ−) ∈ Uα, then if c14 > 0 is chosen
sufficiently small, ω ∈ Ω0(x˜, θ˜
−) for every (x˜, θ˜−) ∈ Uα, since there is a ∈ Σ
−
θ0
(ρ) such that the
renormalization operator corresponding to a sends (x, θ−) into K−ρ2 . This is due to the fact
that the renormalization operator associated to a vertical cylinder with scale ρ > 0 expands
with scale ρ−1 in the direction I and contracts with scale ρ in the direction K (H = I × K).
This means the renormalization operator corresponding to a sends (x˜, θ˜−) in int(K) if ρ and c14
are chosen sufficiently small.
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Therefore, PΩ
( ⋂
(x˜,θ˜−)∈Uα
Ω0(x˜, θ˜
−)
)
≥ 1− exp(−c13ρ
− c
k
(d¯s−1)) if (x, θ−) ∈ K ∩W− ∩ Uα.
Hence, PΩ
( ⋃
(x˜,θ˜−)∈Uα
(Ω \Ω0(x˜, θ˜
−))
)
< exp(−c13ρ
− c
k
(d¯s−1)).
And then it follows that, since W− is c14ρ−dense in the leaves whose projection contains K,
then
PΩ


⋃
α ∈ A
(x˜, θ˜−) ∈ Uα
Ω \Ω0(x˜, θ˜
−)


< c−114 c12ρ
−5exp(−c13ρ
− c
k
(d¯s−1)), that is,
PΩ
( ⋃
(x˜,θ˜−)∈K
Ω \ Ω0(x˜, θ˜
−)
)
< c−114 c12ρ
−5exp(−c13ρ
− c
k
(d¯s−1))
ρ→0
−−−→ 0.
In this way, there is (in abundance) ω ∈ Ω such that K is recurrent compact for fω.
8.3 Construction of the candidate for recurrent compact set K
In order to finish it, we need to construct a candidate for recurrent compact set, K, and guarantee
it does satisfy the main property - 8.2. We will make it in section 8.4.
Let θ− be a leaf. We construct a subset Kθ− in Hθ− having a stacking property for f - this
will be precised later: we mean essentially that above each point inK (i.e., along its strong-stable
leaf) there are a lot of pieces with scale ρ.
We will be concerned, from now on, in preparing the basis for the proof of lemma 8.19,
which asserts, essentially, for each (x, θ−), there are approximately ρ−(d¯s−1)
c
k pieces with scale ρ
whose projections along the strong-stable foliation of f contain (x, θ−), in such a way that each of
these pieces are contained in different pieces with scale ρ
c
k - which means they are well separated,
with approximate distance ρ
1
k . Beyond that, the Lebesgue measure of the projection of these
pieces along the strong stable foliation on Hθ− is bounded below by some positive constant
independent of θ−. Concerning the separation between these pieces - with scale ρ
1
k - we observe
this is necessary in order that the parameters of the perturbation family corresponding to a
piece does not exhert influence in the others pieces - we need independence of the displacements
of pieces in the same strong-stable leaf (the fact is that we guarantee independence of pieces
which are in the same stable leaf). Remember our comantary on non-recurrent pieces and leaves
- they are predictable.
8.3.1 Selection of good leaves and pieces
Now we define the leaves we will be dealing with. They are in the neighbourhood of some very
good and never-recurrent leaf (this one does never return close to itself). In the sequel, we define
40
the pieces we will be dealing with.
Definition 8.4 Very good leaves
Lets fix a constant 0 < ξ < 1 and name very good leaves the ones in the set Σ−MB ∈ Σ
−,
given by proposition 7.2 applied for ξ. We remember this means if θ− ∈ ΣMB, then∥∥∥dνθ−
dLeb
∥∥∥2
L2
< K1
Definition 8.5 Never recurrent leaf
We will consider the leaves in Σ− never-recurrent for words with scale ρ
c
k , that is, the leaves
in
⋂
β>0
Σ−
(ρ
c
k ,β)
. We denote these leaves by the symbol W− and we call them never-recurrent
leaves.
The leaves we will define in short will be those in which the candidate for recurrent compact
set will be constructed.
Definition 8.6 Non-recurrent good leaf
Fixed c14 > 0, we say θ
− ∈ Σ− is a non-recurrent good leaf if θ− is in some block, θ−, in
Σ−
(ρ
c
k ,c14ρ)
contained in some block in Σ−A such that θ
− ∩ Σ−MB 6= ∅. We denote the set of blocks
with scale c14ρ of non-recurrent good leaves by W
−(c14ρ).
We observe each block of non-recurrent good leaves, θ− ∈ W−(c14ρ), contains never-recuurrent
good leaves in W−.
Lemma 8.7
For each c14 > 0, there is ρ0 > 0 such that if 0 < ρ < ρ0, then µ(Σ
− \W−(12c14ρ)) < ξ.
In order to prove this lemma, we need the following lemma.
Lemma 8.8
For each ε > 0, µ−
(
Σ−\Σ−
(ρ
c
k , 1
2
c14ρ)
)
< ε, if ρ > 0 is chosen sufficiently small.
Proof:
Let C˜ > 0 and m := −
⌈
C˜ log
(
1
2c14ρ
)⌉
. We observe that if C˜ is chosen sufficiently big, then
any leaf with scale 12c14ρ, θ
− ∈ Σ−
(
1
2c14ρ
)
, satisfies |θ−| ≤ m.
For each (i, j, k, l) ∈ N4, we define
T(i,j,k,l) :=
{
abcbe ∈ Σ−
(
1
2
c14ρ
)
such that |a| = i, |b| = j, |c| = k, |e| = l e b ∈ Σ−(ρ
c
k )
}
.
We observe
⋃
(i,j,k,l)∈N4
i+2j+k+l≤m
T(i,j,k,l) is the set of all words with scale
1
2c14ρ containing a subword
with scale ρ
c
k repeating in two disjoint intervals of indexes. We prove these sets have small µ−
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measure. Then, we also prove the set of words containing subword with scale ρ
c
k reapeting in
index intervals intersecting have small measure. After these two steps we have our lemma.
We note there is a constant Cˆ > 1 such that Cˆ−1 ≤
µ−(abcbe)
µ−(a)µ−(b)µ−(c)µ−(b)µ−(e)
≤ Cˆ, be-
cause µ−(θ) ≍ ρd¯s if θ ∈ Σ−(ρ) and ds(ab) ≍ ds(a)ds(b).
Therefore,
µ−(T(i,j,k,l)) ≤
∑
a∈Σi−
∑
b∈Σj−
∑
c∈Σk−
∑
e∈Σl−
Cˆµ−(a)µ−(b)µ−(c)µ−(b)µ−(e)
= Cˆµ−(b)
∑
a∈Σi−
µ−(a)
∑
b∈Σj−
µ−(b)
∑
c∈Σk−
µ−(c)
∑
e∈Σl−
µ−(e)
= Cˆµ−(b)
≤ C¯ρ
c
k
d¯s , for some constant C¯ > 0.
Therefore,
µ−

 ⋃
(i,j,k,l)∈N4
i+2j+k+l≤m
T(i,j,k,l)

 ≤ ∑
(i,j,k,l)∈N4
i+2j+k+l≤m
µ−(T(i,j,k,l))
≤ (m+ 1)4C¯ρ
c
k
d¯s
= (C˜
⌈
log
(
1
2c14ρ
)⌉
)4C¯ρ
c
k
d¯s
= C˜4C¯
⌈
log
(
1
2c14ρ
)⌉4
ρ
c
k
d¯s → 0,
as ρ convergers to zero.
Now we prove the measure of words containing subword with scale ρ
c
k reapeting in intersect-
ing index intervals is small. This ends the proof of the lemma.
First we observe these are the words of type acbe such that there is some c˜ with cb = bc˜ with
|c| < |b|. This implies there is l ≥ 2 and cˆ such that acbe = aclcˆe, where cl ∈
⋃
1≤β≤2
Σ−(ρβ
c
k ).
For each (i, j, k, r, l) ∈ N4 × (N∗\{1}), we define
Tˆ(i,j,k,r,l) :=

aclcˆe ∈ Σ−
(
1
2
c14ρ
)
such that |a| = i, |c| = j, |e| = k, |cˆ| = r e cl ∈
⋃
1≤β≤2
Σ−(ρβ
c
k )

 .
We observe
⋃
(i,j,k,l,r)∈N4×(N∗\{1})
i+jl+k+r≤m
Tˆ(i,j,k,l,r) is the set of all words with scale
1
2c14ρ containing
some subword with scale ρ
c
k repeating itself in intersecting intervals.
We note there is a constant Dˆ > 1 such that Dˆ−1 ≤
µ−(aclcˆe)
µ−(a)µ−(cl)µ−(cˆ)µ−(e)
≤ Dˆ.
Hence,
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µ−(Tˆ(i,j,k,l,r)) ≤
∑
a∈Σi−
∑
c∈Σj−
∑
cˆ∈Σr−
∑
e∈Σk−
Dˆµ−(a)µ−(cl)µ−(cˆ)µ−(e)
= Dˆµ−(cl−1)
∑
a∈Σi−
µ−(a)
∑
c∈Σj−
µ−(c)
∑
cˆ∈Σr−
µ−(cˆ)
∑
e∈Σk−
µ−(e)
= Dˆµ−(cl−1)
≤ D¯ρ
1
4
c
k
d¯s , for some D¯ > 0.
Therefore,
µ−

 ⋃
(i,j,k,l)∈N4×(N∗\{1})
i+jl+k+r≤m
T(i,j,k,l)

 ≤ ∑
(i,j,k,l)∈N4×(N∗\{1})
i+jl+k+r≤m
µ−(T(i,j,k,l))
≤ (m+ 1)4D¯ρ
c
k
d¯s
= (C˜
⌈
log
(
1
2c14ρ
)⌉
)4D¯ρ
1
4
c
k
d¯s
= C˜4D¯
⌈
log
(
1
2c14ρ
2
)⌉4
ρ
1
4
c
k
d¯s → 0,
as ρ converges to zero.
Now we back to the proof of lemma 8.7.
Proof of lemma 8.7:
We observe, analogously to the previous lemma, we can prove that for every ε > 0, µ−
(
Σ−\Σ−A
)
<
ε, if A > 0 has been chosen sufficiently small.
Then it is enough to observe that µ−(Σ−\Σ−MB) ≤
ξ
2 . In other words, µ
−(Σ−\W−(c14ρ)) < ξ
if ρ is chosen sufficiently small.
Definition 8.9 Good piece
We say (θ−, θ) ∈ W−(c14ρ)× Σ
∗
θ− is a good piece if θ
−θ ∈ W−
(
1
2c14ρ
)
.
We denote these pieces by ΣB,θ−(c14ρ).
Now lets define the pieces we will be dealing with to construct the candidate to recurrent
compact set in the projection of W−(c14ρ). The candidate for recurrent compact will be essen-
cially the projection of some of these pieces. They will have two distinct properties: ‘avoid
certain recurrencies’ and ‘become itself a non-recurrent good leaf, with some leisure’.
Definition 8.10 Non-recurrent good piece
We say (θ−, θ) ∈ W−(c14ρ)× (Σ
∗
(ρ
c
k ,ρ),θ−
∩Σ∗A,θ−) is a non-recurrent good piece if θ
−θ ∈
W−(12c14ρ).
We denote this set of non-recurrent good pieces in the leaf θ− ∈ Σ− by Θθ−(c14ρ).
Lemma 8.11
Let X ⊂Wθ− be the disjoint union of pieces with scale ρ satisfying µθ−0
(X) > 0. Then X has
between c−111 µθ−0
(X)ρ−d¯s and c11µθ−0
(X)ρ−d¯s with scale ρ.
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Proof:
We denote by X =
⋃
θ∈X˜ θ the disjoint union enunciated in the lemma.
As µθ−0
(X) =
∑
θ∈X˜ µθ−0
(θ), then, by corollary 7.15, c−111 ρ
d¯s ≤ µθ−0
(θ) ≤ c11ρ
d¯s for every piece
with scale ρ.. Then, there is between c−111 µθ−0
(X)ρ−d¯s and c11µθ−0
(X)ρ−d¯s pieces with scale ρ.
Lemma 8.12
There is a constant c15 > 0 such that for every non-recurrent good leaf θ
− ∈ W−(c14ρ),
#Θθ−(ρ) ≥ c15ρ
−d¯s , if ρ > 0 is chosen sufficiently small.
Before we prove this result we need the next lemma which has analogous proof of lemma 8.8.
Lemma 8.13
(i) µθ−0
(
Σθ−\Σ
−
(β
c
k ,β),θ
)
is as small as we want if β > 0 is chosen sufficiently small.
(ii) µθ−0
(
Σθ−\Σ
−
A,θ−
)
is as small as we want if A > 0 is chosen sufficiently small.
Proof of lemma 8.12:
Denoting Ak :=
{
θ ∈ Σ
(ρ
c
k ,ρ),θ−
; |θ| = k
}
, we get Σ
(ρ
c
k ,ρ),θ−
=
⋃
k≥0
Ak.
As σ−k
(
σk(Ak)\W
−
(
1
2c14ρ
))
= Ak\Θθ−(ρ) and µ is σ−invariant, then
µ−
(⋃
k≥0 σ
k(Ak)\W
−(12c14ρ)
)
= µθ−0
(⋃
k≥0Ak\Θθ−(ρ)
)
.
But, by lemma 8.7, µ−
(⋃
k≥0 σ
k(Ak)\W
−
(
1
2c14ρ
))
is smaller then ξ, and hence,
µθ−0
(⋃
k≥0Ak\Θθ−(ρ)
)
is less than ξ. Therefore, µθ−0
(
Σ
(ρ
c
k ,ρ),θ−
\Θθ−(ρ)
)
is less than ξ.
In this way we use assertion 8.13, µθ−0
(Σθ−\Θθ−(ρ)) is, still, less than ξ, if ρ is sufficiently
small. Therefore µθ−0
(Θθ−(ρ)) > 1− ξ.
Now, by lemma 8.11, Θθ−(ρ) has, at least, c
−1
11 µθ−0
(Θθ−(ρ))ρ
−d¯s pieces with scale ρ, and hence,
at least, (1− ξ)c−111 ρ
−d¯s pieces with scale ρ. It is enough to choose, therefore, c15 := (1− ξ)c
−1
11 .
8.3.2 Set of stackings and the first lemma on stackings
A stacking is a set of pieces whose projections along the strong-stable foliation are essentially
the same.
Given a scale ρ > 0, we denote the fundamental intervals for scale ρ > 0 by Ii := [(i−1)ρ, iρ]
for i ∈ {1, ..., ⌈ρ−1⌉} and I⌈ρ−1⌉+1 := [(⌈ρ
−1⌉)ρ, 1].
Definition 8.14 Stacking
LetX be a set of disjoint pieces in some leaf θ−.We say A ⊂ X is a stacking with fundamental
intervals for scale ρ > 0 if there is some i ∈ {1, ..., ⌈ρ−1⌉+ 1} such that if θ ∈ A, then
I
0
(θ−,θ)
∩ Ii 6= ∅.
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Definition 8.15 Set of stackings
We say S := {Aj}
J
j=1 is a set of stackings for f
0 in X, with fundamental inter-
vals for scale ρ > 0 and with, at least, x pieces contained in leaf θ−, - denoted by
CA(X, ρ, x, θ−, 0) - if Ak are stackings with, at least, x pieces in X for every k ∈ {1, ..., J} and
J⋃
j=1
Aj is formed by disjoint pieces.
The following lemma will be useful to separate the pieces with scale ρ, we are going to make
move later, by distancies with scale ρ
1
k . This separation will be important in order to get some
independence of their movements exerted by the perturbation family we will construct.
Lemma 8.16 First stacking (with scale ρ
c
k )
There are constants c16 > 0 and c17 > 0, independents on ρ such that for each leaf
θ− ∈ W−(c14ρ) f, there is a CA
(
Θθ−(ρ
c
k ), ρ
c
k , c16ρ
− c
k
(d¯s−1), θ−, 0
)
, S = {Ai}
J
i=1, such that
J∑
i=1
#Ai ≥ c17ρ
− c
k
d¯s .
Proof:
In order to prove it, we throw away the small stackings and we consider only the big ones.
By doing it, there will be no more stackings with few pieces. In this way we still have around
ρ−
c
k
d¯s pieces with scale ρ
c
k in the big stackings. The details follow.
By proposition 8.12, there is, at least, c−115 ρ
− c
k
d¯s disjoint pieces in Θθ−(ρ
c
k ) with scale ρ
c
k .
We fix a constant Q˜ > 0 to be chosen sufficiently small and we consider
Sˆ :=
{
θ ∈ Θθ−(ρ
c
k ) such that Y (Sˆ) < Q˜ρ−
c
k
(d¯s−1) for every 1 ≤ i ≤ ⌈ρ−
c
k ⌉+ 1
}
,
where Y (Sˆ) := #
{
θ˜ ∈ Θθ−(ρ
c
k ) such that I(θ−,θ˜) ∩ Ii 6= ∅
}
.
Now, #Sˆ ≤
ρ−
c
k∑
i=1
Q˜ρ−
c
k
(d¯s−1) ≤ ρ−
c
k Q˜ρ−
c
k
(d¯s−1) = Q˜ρ−
c
k
d¯s .
Let S˜ ⊂ Θθ−(ρ
c
k )\Sˆ be a partition, formed by elements in Θθ−(ρ
c
k )\Sˆ for Θθ−(ρ
c
k )\Sˆ. By
definition of S˜, there are, at least, (c−115 − Q˜)ρ
− c
k
d¯s pieces in S˜.
We define the set of stackings S := {Ai}
J
i=1 , in such a way that each stacking is composed
by c16ρ
− c
k
(d¯s−1) pieces in Θθ−(ρ
c
k ) in such a way tha its stackings do not share pieces, where c16
is some positive fraction of c15 − Q˜.
Choosing Q˜ > 0 sufficiently small, e.g. Q˜ < c−115 ,
J∑
i=1
#Ai ≥ (c
−1
15 − Q˜)ρ
− c
k
d¯s .
Enough to choose c17 := c
−1
15 − Q˜ and observe that S is a set of stacking we are looking for.
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8.3.3 Well-spaced stacking
In this section we construct a set of stacking with, at least, ρ−(d¯s−1) pieces with scale ρ in
each stacking such that ρ−
c
k
(d¯s−1) of them are well-spaced (they are contained in different non-
intersecting pieces with scale ρ
c
k ) and whose projections have Lebesgue measure bounded below
by some positive constant independent of ρ.
Lemma 8.17 Using the Marstrand-like argument
There is a constant c21 > 0 such that if θ
− ∈ W−(c14ρ) is a leaf and X is a set composed by, at
least, zρ−d¯s pieces in Σ∗
(ρ
c
k ,ρ),θ−
contained in disjoint pieces in Σ∗A,θ− , then Leb(π
ω
θ−
(X)) ≥ c21z
−2
for every ω ∈ Ω.
Proof:
Given θ− ∈ W−(c14ρ), then µθ−0
(X) ≤ ν0
θ−
(π
0
θ−
(X)) ≤
∫
π
0
θ−
(X)
dν
0
θ−
dLeb
dLeb.
Therefore, by Cauchy-Schwarz theorem and due to the fact tha the pieces in consideration are
contained in pieces in Σ∗A,θ− , then if ρ is chosen sufficiently small, µθ−0
(X) ≤ Leb(π0
θ−
(X))
1
2 .
∥∥∥∥∥dν
0
θ−
dLeb
∥∥∥∥∥
L2
,
and, hence,
Leb(πθ−(X)) ≥ µ(X)
2.
∥∥∥dν0θ−
dLeb
∥∥∥−2
L2
≥ ((zρ−d¯s).c−111 ρ
d¯s)2.K−11 , by lemma 7.15
≥ (zρ−d¯sc−111 ρ
d¯s)2.K−11
= (zc−111 )
2K−11 .
We define c˜21 := c
2
11K
−1
1 . Therefore, there is a positive fraction of c˜21, say c21, such that
Leb(π
ω
θ˜−
(X)) ≥ c21 for every θ
− ∈ W−(c14ρ) and ω ∈ Ω.
We denote the pieces in Θθ−(ρ) which begins with θ by Θ(θ−,θ)(ρ).
Lemma 8.18 Substackings
There are constants c19 > c18 > 0, and c20 > 0 such that if ρ > 0 is chosen sufficiently small
then for every leaf θ− ∈ W−(c14ρ) and any piece θ ∈ Σ
∗
θ−0
(ρ
c
k ), there is a
CA
(
Θ(θ−,θ)(ρ), ρ, c18ρ
−(1− c
k
)(d¯s−1), θ−, 0
)
,
S = {Ai}
J
i=1, satisfying:
(i)
∑J
i=1#Ai ≥ c20ρ
−(1− c
k
)d¯s
(ii) #Ai ≤ c19ρ
−(1− c
k
)(d¯s−1).
Proof:
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Analogously to the proof of lemma 8.16, we can consider Θ(θ−,θ)(ρ) has a
CA
(
Θ(θ−,θ)(ρ), ρ, c18ρ
−(1− c
k
)(d¯s−1), θ−, 0
)
, S = {Ai}
J
i=1, satisfying
∑J
i=1#Ai ≥ c˜20ρ
−(1− c
k
)d¯s ,
for some constant c˜20 > 0.
Lets prove we can consider these stackings satisfyig, also, property (ii).
If we iterate these stackings backward, by the diffeomorphism, f, till the piece (θ−, θ) turns
itself a leaf θ−θ, we obtain a CA
(
Σ˜θ−θ(ρ
1− c
k ), ρ1−
c
k , c18ρ
−(1− c
k
)(d¯s−1), θ−θ, 0
)
, S˜ = {A˜i}
J
i=1,
satisfying
∑J
i=1#A˜i ≥ c20ρ
−(1− c
k
)d¯s , where Σ˜θ−(ρ) are pieces with relaxed scale ρ, that is, the
same as Σθ−(ρ) with a constant C > c1 sufficiently big replaced in the constant c1 defining
Σθ−(ρ). This constant is chosen in such a way that any word with scale ρ is transformed, by
those backward iterates by the diffeomorphism f, in pieces with relaxed scale ρ1−
c
k . This is
possible because the diameter of the piece is, essencially, the diameter of the pieces which are
its preimages by f multiplied by the derivative of f in the weak-stable direction of some point
in its preimages. As the weak stable direction is Ho¨lder continuous and f is C∞, then these
derivatives satisfy the bounded distortion property. This means the diameters of the pieces
distort a little by f.
Given this stacking, S˜, lemma 8.17 guarantees the Lebesgue measure of the projection of
these stackings is bounded below by some positive constant, say C˜ > 0. Hence, if we admit these
stackings, A˜i, have less than c19ρ
−(1− c
k
)(d¯s−1) pieces - being sufficient for this sake withdraw the
exceding ones - the remaind pieces will form a new stacking, {B˜i}
j
i=1, with pieces contained
in the previous stackings and in such a way that the projection of the new set of stackings
still has Lebesgue measure bounded below by a positive fraction of the constant C˜. Therefore,
this stacking will have c20ρ
−1ρ−(1−
c
k
)(d¯s−1) = c20ρ
− c
k
(d¯s−1) pieces, where c20 is some positive
constant.
Now, it is enough to iterate forward, by the diffeomorphism f, these stackings B˜j till its
pieces back to the leaf θ−, in order to obtain a set of stackings, whose stackings are subsets of
the stackings Aj and such that they satisfy property (ii).
The next lemma is the objective of this section. In the next section we extend this lemma
for perturbations of f in the fiexed perturbation family.
Lemma 8.19 Well-distributed stacking with scale ρ
There are positive constants c22 > 0, c23 > 0 and c24 > 0 such that for every θ
− ∈ W−(c14ρ),
there is a CA(Θθ−(ρ), ρ, c22ρ
−(d¯s−1), θ−, 0), T, in such a way that in each stacking, the pieces
with scale ρ are well-distributed, i.e., they are distributed in at least c24ρ
− c
k
(d¯s−1) distinct pieces
with scale ρ
c
k .
Beyond that, the Lebesgue measure of the projection of pieces in the stackings in this set of
stackings, along the strong-stable foliation, is bounded below by c23.
Proof:
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We denote by Sθ− and by Sθ−,θ the stackings refering to lemmas 8.16 and 8.18 respectively.
Let Zθ− := {β ∈ Aθ;Aθ ∈ S(θ−,θ), θ ∈ A,A ∈ Sθ−}.
By lemmas 8.16 and 8.18, there are, at least, (c20ρ
−d¯s(1−
c
k
))#Sθ− ≥ c20ρ
−d¯s(1−
c
k
)c17ρ
− c
k
d¯s
pieces in Zθ− . In this way, there are, at least, c20c17ρ
−d¯s pieces in Zθ− .
The set of stackings enunciated in this lemma will the a set, T, of words inside Zθ− .
With analogous arguments to the proof of lemma 8.16, we show there is a
CA(Θθ−(ρ), ρ, c22ρ
−(d¯s−1), θ−, 0), T, with pieces in Zθ− for some c22 > 0 satisfying
#T ≥ c˜23ρ
−d¯s for some c˜23 > 0.
In order to prove that Leb(Π
ω
θ−
(T )) ≥ c23 > 0 for some c23 > 0, it is enough to observe that
by lemma 8.17, since there are, at least, c˜23ρ
−d¯s pieces with scale ρ (see lemma 8.16), for some
constant c˜23 > 0, then Leb(T ) ≥ c˜
−2
23 c21. Now, we choose c23 := c21c˜
−2
23 > 0.
Beyond that, by item (ii) of lemma 8.18, they are well-distributed, i.e., for each stacking
there is, at least, one piece with scale ρ among the c24ρ
−(d¯s−1)
c
k different pieces with scale ρ
c
k ,
since
c22ρ
−(d¯s−1)
c19ρ
−(d¯s−1)(1−
c
k
)
=
c22
c19
ρ−
c
k
(d¯s−1) = c24ρ
− c
k
(d¯s−1), being enough to choose c24 :=
c22
c19
.
8.3.4 Well-spaced relaxed stackings for the perturbed diffeomorphisms
We fix a constant c25 > 0. Given the interval I, we call the the one with the same center as I
and length c times the one of I by cI.
Definition 8.20 Relaxed stackings
Let X be the set of disjoint pieces in some leaf θ−. We say A ⊂ X is a relaxed stacking with
scale ρ for fω if there is some i ∈ {1, ..., ⌈ρ−1⌉+ 1} such that if θ ∈ A, then Iωθ ∩ c25Ii 6= ∅.
Definition 8.21 Set of relaxed stackings
We say S := {Aj}
J
j=1 is a set of relaxed stackings for f
ω in X with fundamental
intervals with scale ρ and with, at least, x pieces contained in the leaf θ−, - denoted
by CAf(X, ρ, x, θ−, ω) - if Ak are relaxed stackings with, at least, x pieces in X for every
k ∈ {1, ..., J} and
J⋃
k=1
Ak is formed by disjoint pieces.
In order to prove property 8.2 for the candidate of recurrent compact set we will construct it
is not sufficient to perturb only the first preimage of the piece with scale ρ
c
k containing the piece
with scale ρ we desire to be moving since the contributions to the displacements of this piece
due to the other pieces in its preimages - this displacement can be a consequence of the first
preimage or of the perturbations in other pieces in other leaves - can have the same approximate
size as the one due to the first preimage. This could cancel the effects we desire - displacement
with scale of a big fixed multiple of ρ are sufficient in order that the renormalization operator
applied in (x, θ−) returns in the relaxed interior of K and traverses it (we remember we need to
back in the relaxed interior of K in order to guarantee the run of the probabilistic argument).
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As it is necessary to displace the pieces in a stacking, independently, we perturb the first
(the first L ∈ N) preimages of the piece we want to displace. If this constant, L, is sufficiently
big (depending only on f), the contributions due to others preimages will have scale of a very
small factor of ρ, in such a way that the effect of these perturbations with scale ρ in the first L
preimages of (x, θ−) are sufficiently strong in order to R
ω
a (x, θ−) backs in a relaxed iterior of K
and traverses it.
Lets, from now on, consider L ∈ N to be fixed in short, depending only on f - specifically on
the derivative of f in the weak stable direction. After it, we fix 0 < κ < 1 given by lemma 6.4.
For each (θ−, θ+) ∈ Σ, we define, in the sequel, the coordinates of the multiparameter ω
which will exert considerably influence on the movement of (θ−, θ+) when perturbing the pieces
with scale ρ
c
k whose first L forward trajectories contains (θ−, θ+).
Definition 8.22
Σ1(θ
−, θ+) :=
{
ai := (ai−, ai+) ∈ Σ1; f
−i(h(θ−, θ+)) ∈ h(ai)
}
(see definition of Σ1 in section
8.1).
These are the coordinates in the multiparameters ω ∈ Ω exerting considerably influence
on the displacements of the associated pieces to the iterates, that is, the ones inside the set⋂L
i=0 f
i(h(ai)). A historic, backward, of a piece having considerably influence but only till iterate,
say L, independent of ρ.
Now we define the parameters which will be perturbed in order to exert influence on the
movement of (θ−, θ+).
Definition 8.23
Ω
ω
1 (θ
−, θ+) := {ω˜ ∈ Ω such that ω˜a = ωa for every a ∈ Σ1\Σ1(θ
−, θ+)}.
Remark 8.24
Σ1(θ
−, θ+) = Σ1(θ˜
−, θ˜+) and, hence, Ω
ω
1 (θ
−, θ+) = Ω
ω
1 (θ˜
−, θ˜+) if θ+ and θ˜+ share a comum
begining with scale ρ, θ− and θ˜− share a comum final with scale ρ and if ρ is sufficiently small.
Definition 8.25
For each θ+ ∈ Σ(ρ), we define Σ1(θ
−, θ+) := Σ1(θ
−, θ+) and Ω
ω
1 (θ
−, θ+) := Ω
ω
1 (θ
−, θ+),
where θ+ begins with θ+.
Now we define the parameters having zero in the coordinates exerting considerably influence
on the pieces in a same set of stackings, S.
Definition 8.26
Ω0(S) := {ω˜ ∈ Ω such that ω˜a = 0, ∀a ∈ Σ1(S)}.
Lemma 8.27
If S is a CA(Θθ−(ρ), ρ, x, θ
−, 0) for f0 of a leaf θ− ∈ W−, then S is a CAf(Θθ−(ρ), ρ, x, θ
−, ω)
for every ω ∈ Ω0(S), if L is chosen sufficiently big.
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Proof:
It is enough to apply parts (c) and (d) of lemma 6.4 and lemma 6.5 in order to conclude
these pieces in a same stacking of a leaf of W− moves at most with approximate size c25ρ ones
with respect to the others. For this sake, we need to choose L sufficiently big, depending on c3
(the size of the perturbation) and c25 (the stacking relaxing).
The next proposition is a consequence of lemmas 8.27 an 8.19.
Proposition 8.28 Relaxed stackings for fω, with scale ρ and well-distributed
There are positive constants c26 > 0, c27 > 0 and c28 > 0 such that for any ω ∈ Ω and
θ− ∈ W−(c14ρ), the set of stackings, S :=
⋃J
i=1Ai, given by lemma 8.19, is a
CAf(Θθ−(ρ), ρ, c26ρ
−(d¯s−1), θ−, ω) for fω, for every ω ∈ Ω0(S), such that in each stacking, the
pieces with scale ρ are well-distributed, i.e., they are distributed in, at least, c28ρ
− c
k
(d¯s−1) distinct
pieces, with scale ρ
c
k .
Beyond that, if ρ is chosen sufficiently small and if θ− and θ˜− are in the same block in
W−(c14ρ), then the sets of relaxed stackings for them can be considered formed by the same
cylinders. Also, the Lebesgue measure of the projections of the pieces in the stacking of these
sets of relaxed stackings, along the strong-stable foliation, is bounded below by c27 > 0.
For each θ− ∈ W−(c14ρ), we denote the stackings given by lemma 8.28 by
Sθ− := {Aθ−(i)}
Jθ−
i=1 .
Definition 8.29 Candidate for recurrent compact, K
Let Ia
θ− (i)
be the standard intervals refering to the stackings Aθ−(i) for each i ∈ {1, ..., Jθ−}.
For every θ− ∈ W−(c14ρ), we define Kθ− :=
Jθ−⋃
i=1
Iaθ−(i).
The candidate for recurrent compact is
K :=
⋃
θ−∈W−(c14ρ)
Kθ− .
We denote K ∩Hθ− by Kθ− and observe that Leb(Kθ−) > c27 for every θ
− ∈ W−(c14ρ) and
that Kθ− = Kθ˜− for any leaves θ
− and θ˜− in a same block in W−(c14ρ). This is important in
order to get the relaxations K−ρ2 of K.
8.4 Proof of proposition 8.2
Lets reenunciate property 8.2.
Proposition 8.30 Main proposition
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There are positive constants c13 > 0 and c14 > 0 such that for every ρ > 0 sufficiently small,
there is K ⊂ H and a subset of leaves, W−, c14ρ−dense in the leaves whose projections contains
K such that if (x, θ−) ∈ K ∩W−, then
P
(
Ω \ Ω0,ρ2(x, θ
−)
)
≤ exp(−c13ρ
− c
k
(d¯s−1)).
The following lemma is a consequence of lemma 6.6
Lemma 8.31 Dispersion control of the strong stable foliation in never-recurrent leaves
For any θ− ∈ W−,
(
Π
ω
θ−
)′
(z)ω¯ = 0, for every z ∈ Wθ− , ω ∈ Ω and ω¯ ∈ Γθ−,ω, where Γθ−,ω
are parameters ω¯ such that the values of the coordinates corresponding to the first L preimages
of pieces in Σ1 not intersecting Wθ− are fixed in the values of the corresponding coordinates of
ω.
Proof:
It is enough to observe that the preimages (till iterate L) of the pieces in Σ1 intersecting θ
−
do not also intersect θ−, by non-recurrence of θ−. In the sequel we apply lemma 6.6.
The following lemma will help us to prove that the non-recurrent pieces in the never-recurrent
leaves, θ− ∈ W−, present independent movements relative to Fss ∩Wθ− .
Lemma 8.32
Fω
′
,ss
θ−θ
= Fω,ss
θ−θ
for every θ− ∈ W−, θ ∈ Θθ−(ρ) and ω, ω
′
in Ω satisfying ωa = ω
′
a for every
a ∈
(
Σ1(θ
−, θ) ∪ (Σ1\Σ1(Wθ−))
)
.
Proof:
Analogous to the proof of lemma 6.6. It is enough to observe that θ is a non-recurrent piece
in θ−, that θ− is a never-recurrent leaf in θ− and that, then, we are not touching the parameters
exerting influence in the forward iterates of θ−θ.
Lemma 8.33
There is a constant c32 > 0 such that for L fixed as in lemma 8.27 and κ given by lemma
6.4, refering to this L, there is ρ0 such that if 0 < ρ < ρ0, then:
(a) If (θ−, θ) ∈ W−(c14ρ)×Θθ−(ρ), and θ ∈ (θ
−, θ), then σj(θ) falls in a same element a in
partition Σ1 at most once for all those 0 ≤ j ≤ |θ|.
(b) If (θ−, θ) ∈ W−(c14ρ)×Θθ−(ρ) is such that σ
j(θ−, θ) ⊂ a ∈ Σ1 with 0 ≤ j ≤ L, then
λjc3c32 <
∣∣∣∣ ∂∂ωaRωθ (x, θ−)
∣∣∣∣ < λˆjc3c32, for every x ∈ Hθ− .
(c) If (θ−, θ) ∈ W−(c14ρ)×Θθ−(ρ) is such that σ
i(θ−, θ) ( a ∈ Σ1 for every 0 ≤ i ≤ L, then∣∣∣∣ ∂∂ωaRωθ (x, θ−)
∣∣∣∣ < λˆic32c3, for every x ∈ Hθ− .
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(d) If (θ−, θ) ∈ W− ×Θθ−(ρ) and a ∈ Σ1 are such that a ∈ Σ1(Wθ−)\Σ1(θ
−, θ), then
∂
∂ωa
R
ω
θ (x, θ
−) = 0 for every x ∈ Hθ− .
Proof:
Part (a) follows from the same part in lemma 6.4. Parts (b) and (c) follow from the same
parts in lemma 6.4, 8.31 an the fact that the renormalization operator associated to pieces with
scale ρ expand them till they strike scale 1. This means if the piece with scale ρ moves with
velocity approximately ρ with respect to a strong stable leaf, then the corresponding backward
iterate of this strong stable leaf moves with velocity approximately 1. Part (d) follows from
lemma 8.32, from part (d) of lemma 6.4 and the fact that if θ ∈ Σθ−(ρ) does not back in the
leaf θ− by backwards iterates till (θ−, θ) turns itself a leaf.
Theorem 8.34
If c3 > 0 is sufficiently big, there is a constant P > 0, such that for every ρ > 0 sufficiently
small, θ− ∈ W−(c14ρ), x ∈ Hθ−, θ ∈ Θθ−(ρ) and ω ∈ Ω with x ∈ int(Π
ω
θ−
(θ)), then
PΩω1 (θ−,θ)
(
R
ω
θ (x, θ
−) ∈ K−ρ2
)
> P.
Proof:
Let Ω˜
ω
1 (θ
−, θ) ⊂ Ω1
ω(θ−, θ) be a thin tube (for example, with width ρ) around 0 in directions
ai ∈ Σ1(θ
−, θ) for each i between 1 and L.
That is, Ω˜
ω
1 (θ
−, θ) :=
(
[−1, 1]a0 ×
∏L
i=1[−ρ, ρ]a
i ×
∏
b/∈{a0,a1,...,aL}[−1, 1]b
)
∩ Ωω1 (θ
−, θ).
As R
0
θ(x, θ
−) ∈ Hθ−θ if x ∈ Π
0
θ−
(θ), then R
ω˜
θ (x, θ
−) is sufficiently close to Hθ−θ for every
ω˜ ∈ 0a0 ×
∏L
i=1 0a
i×
∏
b∈{a0,a1,...,aL}[−1, 1]b (Being enough, for this sake, choose sufficiently big
L). Beyond it, θ−θ is in some block in W−(12c14ρ), by definition of Θθ−(ρ).
Therefore, PΩ˜ω1 (θ−,θ)
(
R
ω
θ (x, θ
−) ∈ K−ρ2
)
> P˜ for some positive constant P˜ > 0, if ρ > 0
is chosen sufficiently big in such a way that we can apply lemma 8.33 and if c3 > 0 is chosen
sufficiently big in such a way that the pieces traverses the strong stable leaves. Therefore,
PΩω1 (θ−,θ)
(
R
ω
θ (x, θ
−) ∈ K−ρ2
)
> P.
Now we can prove that the candidate for recurrent compact set, K, satisfies property 8.2.
Proof of proposition 8.30:
As, by lemma 8.28, each of the stackings defining K has c28ρ
−(d¯s−1)
c
k well-separated pieces
with scale ρ, then any x ∈ K is in the relaxed projection of c28ρ
−(d¯s−1)
c
k well separated pieces
with scale ρ.
Let Ω
ω
1 (S) := {ω˜ ∈ Ω such that ω˜a = ωa for every a ∈ Σ\Σ1(S)}.
Then, for every ω ∈ Ω, θ− ∈ W−, (x, θ−) ∈ K and 1 ≤ i ≤ Jθ− , the events{
ω˜ ∈ Ω
ω
1 (Aθ−(i)) such that R
ω˜
a (x, θ
−) ∈ K−ρ2
}
a∈Aθ−(i)
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are mutually independents and, beyond that,
PΩω1 (θ−,a)
(
Rωa (x, θ
−) ∈ K−ρ2
)
> P,
for some constant P > 0.
To see this it is enough to use item (d) of lemma 8.33 and 8.34. (It is necessary to use item (d)
of lemma 8.33 because when perturbing a piece, this perturbation can not exert influence with
scale ρ2 on the renormalization operators associated to the others pieces in the same stacking,
this bring on in a lack of independence of the events, since the length of the intervals forming
K have scale ρ).
In this way, for every (x, θ−) ∈ K ∩W−, there is some i with 1 ≤ i ≤ Jθ− , such that
P
(
Ω \Ω0,ρ2(x, θ
−)
)
= P
(⋂
a∈Aθ−(i)
{
ω˜ ∈ Ωω1 (Aθ−(i)) such that R
ω˜
a (x, θ−) /∈ K−ρ2
})
=
∏
a∈Aθ−(i)
PΩω1 (θ−,a)
(
R
ω
a (x, θ−) ∈ K−ρ2
)
≤ (1− P )c28ρ
−(d¯s−1)
c
k
≤ exp
(
−c13ρ
− c
k
(d¯s−1)
)
,
for some constant c13 > 0 independent on ρ.
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