With the continuous development of optical fiber sensing technology, the Optical Fiber Pre-Warning System (OFPS) has been widely used in various fields. The OFPS identifies the type of intrusion based on the detected vibration signal to monitor the surrounding environment. Aiming at the real-time requirements of OFPS, this paper presents a fast algorithm to accelerate the detection and recognition processing of optical fiber intrusion signals. The algorithm is implemented in an embedded system that is composed of a digital signal processor (DSP). The processing flow is divided into two parts. First, the dislocation processing method is adopted for the sum processing of original signals, which effectively improves the real-time performance. The filtered signals are divided into two parts and are parallel processed by two DSP boards to save time. Then, the data is input into the identification module for feature extraction and classification. Experiments show that the algorithm can effectively detect and identify the optical fiber intrusion signals. At the same time, it accelerates the processing speed and meets the real-time requirements of OFPS for detection and identification.
Introduction
Optical fiber sensors have many advantages such as anti-electromagnetic interference, passive, good electrical insulation, high sensitivity, and adaptability to a wide range of complex environment [1] [2] [3] [4] [5] . Therefore, they are widely used in security pre-warning for border lines, airports, military bases, power plants, and oil pipelines [6] . The principle of Φ-OTDR optical technology is adapted in Optical Fiber Pre-Warning System (OFPS), the light pulse is injected from one end of the fiber, and the light detector is used to detect the backward Rayleigh scattered light. When the fiber link has a disturbance, the light intensity at the corresponding position changes, and the same time is measured before and after the measurement. The difference in energy of the position detects the vibration position. When an intrusion occurs above the ground, the vibration is transmitted to the buried fiber and causes it to vibrate. The purpose of OFPS is to detect intrusion events with high resolution and to identify the detected intrusions with high accuracy. How to improve the real-time performance of OFPS during data processing of optical fiber intrusion signals is a problem.
In recent years, with the continuous improvement of random signal processing techniques and pattern recognition methods, the research into optical fiber intrusion signals detection and recognition algorithms has achieved significant progress. For intrusion signals detection, the Constant False Alarm Rate (CFAR) algorithms effectively overcome the adverse effect caused by a large number of non-stationary random interference signals, and greatly improve the detection performance of OFPS [7] [8] [9] [10] . However, in practical applications, it is found that there are a large number of false alarms in CFAR detection results. In the embedded processing, the interruption time is 1 s. When the data sampling time reaches 1 s, the timer interruption is entered, and the sampled data is placed in the buffer. After reading the data of the buffer, continue the next second sampling. The CFAR algorithms need to process a large amount of data in a unit of time. If the data is not processed completely within 1 s, the remaining data will be left to be processed in the next second. This will lead to disordered data and will seriously affect the real-time performance and accuracy of the system. Therefore, this paper proposes a single-channel detection method, and uses the dislocation calculation method to further optimize the performance of the algorithm. It has been observed that the false alarm rate of this single-channel detection method is lower than CFAR.
For the identification of intrusion events, the traditional analysis method is to extract the signal features in the time domain [11] , frequency domain [12] or time-frequency domain [13] [14] [15] [16] [17] and perform the recognition based on features. However, these methods are limited to general-purpose computers and the processing speed is slow. In practical applications, embedded implementations can not only run outdoors, but also have the characteristics of high real-time performance, simple operation, and portability. With the development of embedded technology and OFPS, the outdoor operations demand of OFPS is more and more strict, and the requirements for real-time processing are getting higher and higher. Therefore, this paper uses Fast Fourier transform (FFT) to extract the features of optical fiber intrusion signals and identify them, which can achieve the purpose of rapid identification and meet the real-time performance of the system.
Based on this, this paper presents a new fast algorithm for the detection and identification of optical fiber intrusion signals. The algorithm is simple and easy to implement, and the computational complexity is much lower than the traditional methods. The dislocation summation of the detection part and FFT of the identification part both greatly improve the real-time performance of the system. Moreover, the parallel mode and Ping-Pang structure of the two DSPs in the embedded platform make the actual operation faster. We collected relevant data through field experiments for verification of algorithm performance. Through many experiments, it is shown that this method can effectively remove false alarms and increase the recognition rate. At the same time, the actual operating speed has increased by 31%. The relative amount (31%) mentioned here means that the system runtime is reduced by 31% after using the algorithm proposed in this paper relative to the direct use of the CFAR algorithm. This efficiency is improved by a single-channel detection algorithm, coupled with the parallel use of DSP in hardware implementation. This article is organized as follows. In Section 2, we introduce the fast algorithm for detection and identification. Section 3 presents the implementation details of the embedded processor algorithm and experimental analysis of the actual data. Finally, Section 4 gives the conclusion.
Design of Fast Detection and Identification Algorithm for Optical Fiber Intrusion Signals
According to the real-time demand of OFPS platform and the characteristics of artificial signal, this paper presents a fast algorithm for the detection and recognition of the optical fiber intrusion signals. The number of operations of this algorithm is O(n), and the number of operations of CFAR algorithm is O(n 2 ). The algorithm can be divided into two parts, single-channel detection and recognition. As shown in Figure 1 , the collected original data is divided into two paths-I-channel and Q-channel, and the two channels are respectively subjected to summation, high-pass filtering, and then the filtered result is normalized. When the time reaches 1 s, the norm summation of the normalized data of I-channel and Q-channel are obtained. Then, the norm summation of the I-channel and Q-channel is compared, and the larger normalized data are used as the identification data for the next step. The results of the FFT and the number of alarm points are used for identification, and the specific process is described in detail below. 
Single-Channel Detection Algorithm
As shown in Figure 2 , the original signals are summed adopting the dislocation processing method, and the data is accumulated at a time interval of 4 ms. The total length of the optical cable is 0.72 km. We divide the cable into 45 parts with equal length. Accordingly, the number of the columns is set 45 in our subsequent processing and the length of each column is 16 m. All columns are divided into four groups and the sum value is filtered when the cumulative time reaches 4 ms. As shown in the Figure 3 , the number of columns to be filtered in one millisecond is 1/4 of the total columns, and the same processing is performed on the Q-channel data at the same time. High-pass filtering is performed on the summation results expressed as follows: 
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where y(n) is the current filtering result, x(n) is the current summation result, x(n − 1) represents the summation result of the previous time unit, y(n − 1) represents the filtering result of the last time unit. In addition,
Then the filtered data is normalized as follow
Then the comparison between the normalized data and the threshold is performed. The selection process of the identification data is shown in Figure 4 . The norm summation of 128 normalized data points of the I-channel and Q-channel are calculated respectively. Then the two results are compared, and the data with larger norm summation is selected as the identification data.
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Feature Extraction and Identification
The whole process of feature extraction and identification is shown in Figure 5 We use a lot of experimental data (or you can edit the number) to find the energy ratio, and fit the obtained result to the probability density function. The probability density function curve is shown in the figure. As can be seen from the figure, thresholds selection is most appropriate at the intersection of the curves.
The process of feature extraction and identification is shown in Figure 6 . The 128 points FFT is applied for each column of the data. Next, the moduli of points 50-64 and points 11-50 are summed up, respectively. Then the former is divided by the latter and the quotient is compared with the recognition threshold of the mechanical signal. If the quotient is greater than the threshold as shown in Equation (3), where threshold_1 = 0.9, it is judged as mechanical signal.
We use a lot of experimental data (or you can edit the number) to find the energy ratio, and fit the obtained result to the probability density function. The probability density function curve is shown in the figure. As can be seen from the figure, thresholds selection is most appropriate at the intersection of the curves.
The process of feature extraction and identification is shown in Figure 6 . The 128 points FFT is applied for each column of the data. Next, the moduli of points 50-64 and points 11-50 are summed up, respectively. Then the former is divided by the latter and the quotient is compared with the recognition threshold of the mechanical signal. If the quotient is greater than the threshold as shown in Equation (3), where threshold_1 = 0.9, it is judged as mechanical signal. 
If the quotient is smaller than the threshold_1, the signal is determined as walking signal. The discrimination method is shown in Equation (4), where threshold_2 = 0.55 If the quotient in Equation (4) is larger than threshold_2, it is judged as walking signal. If the quotient is smaller than threshold_2, the signal will be further identified if it is picking signals.
The picking signal is identified based on the number of alarm points rather than the result of FFT. And if the number of the alarm points is not within the range between 2 and 15, it is ultimately determined as false alarm.
The Implementation of Recognition Algorithm and the Experimental Analysis

The Implementation of Fast Identification Algorithm
As shown in Figure 7 , the optical fiber early warning system is equipped with an optical pulse transmitting board, an optical pulse receiving board, a signal processing board, a data switching board, a motherboard, and a display. Optical pulse-emitting plates are used to modulate, amplify, and emit light If the quotient is smaller than the threshold_1, the signal is determined as walking signal. The discrimination method is shown in Equation (4), where threshold_2 = 0.55
If the quotient in Equation (4) is larger than threshold_2, it is judged as walking signal. If the quotient is smaller than threshold_2, the signal will be further identified if it is picking signals.
The Implementation of Recognition Algorithm and the Experimental Analysis
The Implementation of Fast Identification Algorithm
As shown in Figure 7 , the optical fiber early warning system is equipped with an optical pulse transmitting board, an optical pulse receiving board, a signal processing board, a data switching board, a motherboard, and a display. Optical pulse-emitting plates are used to modulate, amplify, and emit light pulses. The optical pulse-receiving plate is for receiving backscattered light in the optical fiber and converting the optical signal into an electrical signal. The signal processing board is used to collect and process data, complete the detection and identification of the intrusion signal, and send the alarm result to the upper computer. The software architecture designed in this paper is implemented in the signal processing board. The motherboard runs the host computer software, together with the display to complete the display of the alarm results and the setting of the system parameters. As shown in Figure 8 , the fiber-optic warning system signal processing board is equipped with two TS201 processors, one FPGA processor and one PowerPC processor, as well as multiple memory and interface circuits. The signal processing board inputs the in-phase analog signal Sig_I and the quadrature analog signal Sig_Q, and the ADC module with the sampling frequency of 100 MHz is converted into a digital signal; the FIFO queue in the FPGA module is used to read the data in the ADC and cache, and the FPGA takes 1 ms as the the cycle simultaneously initiates an interrupt request to DSP1 and DSP2; DSP1 and DSP2 respond to the interrupt request and read the cache data from the FIFO queue of the FPGA. In addition, the peripheral interface of DSP1 and DSP2 is implemented in the FPGA to ensure data between the two DSPs and the PowerPC. Transparent transmission; PowerPC is responsible for communication with the host computer, and managing DSP software upgrades. As shown in Figure 8 , the fiber-optic warning system signal processing board is equipped with two TS201 processors, one FPGA processor and one PowerPC processor, as well as multiple memory and interface circuits. The signal processing board inputs the in-phase analog signal Sig_I and the quadrature analog signal Sig_Q, and the ADC module with the sampling frequency of 100 MHz is converted into a digital signal; the FIFO queue in the FPGA module is used to read the data in the ADC and cache, and the FPGA takes 1 ms as the the cycle simultaneously initiates an interrupt request to DSP1 and DSP2; DSP1 and DSP2 respond to the interrupt request and read the cache data from the FIFO queue of the FPGA. In addition, the peripheral interface of DSP1 and DSP2 is implemented in the FPGA to ensure data between the two DSPs and the PowerPC. Transparent transmission; PowerPC is responsible for communication with the host computer, and managing DSP software upgrades.
ADC and cache, and the FPGA takes 1 ms as the the cycle simultaneously initiates an interrupt request to DSP1 and DSP2; DSP1 and DSP2 respond to the interrupt request and read the cache data from the FIFO queue of the FPGA. In addition, the peripheral interface of DSP1 and DSP2 is implemented in the FPGA to ensure data between the two DSPs and the PowerPC. Transparent transmission; PowerPC is responsible for communication with the host computer, and managing DSP software upgrades. As shown in Figure 9 , the entire system is consisted of DSP and host computer. The DSP module is used for optical fiber intrusion signals acquisition at the test site and subsequent signal processing. A mechanical drill is used to shovel the soil near the underground optical fiber, and the mechanical drilling signals are collected. Near the underground optical fiber, electric pick is used to excavate the soil and generate mechanical picking signals. We generate the walking signals by walking around the optical fiber. As shown in Figure 9 , the entire system is consisted of DSP and host computer. The DSP module is used for optical fiber intrusion signals acquisition at the test site and subsequent signal processing. A mechanical drill is used to shovel the soil near the underground optical fiber, and the mechanical drilling signals are collected. Near the underground optical fiber, electric pick is used to excavate the soil and generate mechanical picking signals. We generate the walking signals by walking around the optical fiber. According to the characteristics and requirements of algorithm implementation on embedded hardware, the computational complexity and operation time of each algorithm module are analyzed. The algorithm flow is decomposed into different processors on the board. The processing flow after filtering is distributed in two parallel-processing DSPs. The two DSPs work in parallel and the intermediate results are input to the Synchronous Dynamic Random Access Memory (SDRAM) through the data bus. The external raw data is input to the DSP through the AD interface and LINK port. Finally, the identification results are sent to the host through the PCI interface.
The processing flows in the two DSPs are shown in Figure 10 . First, the raw data is received from the TTL interface. Then it is sent to DSP1 through the link port, and stored in the Ping-Pang SDRAM memory. At the same time, DSP1 obtains the data of 1024 ms from the Ping-Pang memory for the subsequent high-pass filtering, and the results are stored in the on-chip RAM. After the detection and identification processing of the first 512 ms filtered data is completed, the results are uploaded through the PCI bus. Then DSP1 waits for the next 1024 ms of data. At the same time, DSP2 obtains the filtered data of the second 512 ms from the Ping-Pang structure for subsequent processing. DSP1 and DSP2 work in parallel mode, and finally determine the output signal type. In this way, parallel flow processing is realized through the Ping-Pang processing of DSP1 and DSP2. The processing time is shortened and the real-time performance is improved. According to the characteristics and requirements of algorithm implementation on embedded hardware, the computational complexity and operation time of each algorithm module are analyzed. The algorithm flow is decomposed into different processors on the board. The processing flow after filtering is distributed in two parallel-processing DSPs. The two DSPs work in parallel and the intermediate results are input to the Synchronous Dynamic Random Access Memory (SDRAM) through the data bus. The external raw data is input to the DSP through the AD interface and LINK port. Finally, the identification results are sent to the host through the PCI interface.
The processing flows in the two DSPs are shown in Figure 10 . First, the raw data is received from the TTL interface. Then it is sent to DSP1 through the link port, and stored in the Ping-Pang SDRAM memory. At the same time, DSP1 obtains the data of 1024 ms from the Ping-Pang memory for the subsequent high-pass filtering, and the results are stored in the on-chip RAM. After the detection and identification processing of the first 512 ms filtered data is completed, the results are uploaded through the PCI bus. Then DSP1 waits for the next 1024 ms of data. At the same time, DSP2 obtains the filtered data of the second 512 ms from the Ping-Pang structure for subsequent processing. DSP1 and DSP2 work in parallel mode, and finally determine the output signal type. In this way, parallel flow the TTL interface. Then it is sent to DSP1 through the link port, and stored in the Ping-Pang SDRAM memory. At the same time, DSP1 obtains the data of 1024 ms from the Ping-Pang memory for the subsequent high-pass filtering, and the results are stored in the on-chip RAM. After the detection and identification processing of the first 512 ms filtered data is completed, the results are uploaded through the PCI bus. Then DSP1 waits for the next 1024 ms of data. At the same time, DSP2 obtains the filtered data of the second 512 ms from the Ping-Pang structure for subsequent processing. DSP1 and DSP2 work in parallel mode, and finally determine the output signal type. In this way, parallel flow processing is realized through the Ping-Pang processing of DSP1 and DSP2. The processing time is shortened and the real-time performance is improved. 
Experiment Analysis of Actual Data
To verify the algorithm, we designed experiments to collect actual data in Shangweidian Village, Mentougou District, Beijing. The tester takes four kinds of actions of mechanical drilling, mechanical picking, walking and picking respectively. Each action is divided into three groups and lasts for 2 min. The size of each group of data is 122,880 rows and 45 columns. In order to observe the detection and identification results, the collection of data is performed in a specific geographical area. It is evident from the results that the signals are mainly concentrated in columns 41 and 42. The abscissa represents the locations and the distance between adjacent columns is 16 m. The ordinate represents time and the unit is second. The number of false alarms is the major factor for the detection. For the 
To verify the algorithm, we designed experiments to collect actual data in Shangweidian Village, Mentougou District, Beijing. The tester takes four kinds of actions of mechanical drilling, mechanical picking, walking and picking respectively. Each action is divided into three groups and lasts for 2 min. The size of each group of data is 122,880 rows and 45 columns. In order to observe the detection and identification results, the collection of data is performed in a specific geographical area. It is evident from the results that the signals are mainly concentrated in columns 41 and 42. The abscissa represents the locations and the distance between adjacent columns is 16 m. The ordinate represents time and the unit is second. The number of false alarms is the major factor for the detection. For the identification, the mechanical drilling and mechanical picking signals are both classified as mechanical signals.
The Detection and Identification Results of Mechanical Signals
In the figures of detection results, the black dots represent the optical fiber vibration signals. The statistical recognition result of mechanical drilling is shown in Table 1 . The drill 1, drill 2 and drill 3 at the Table 1 represent three groups of mechanical drilling signals. The picking, mechanical and walking in the first row of Table 1 represent the number of the signals which are finally recognized as these three types. The statistics method for recognition rate of following three types of signals is the same as the mechanical drilling signals. The recognition result of mechanical drilling signals is shown in figures above. The ratio of the number of each kind of signal to the total number is calculated, respectively, and the recognition rate is obtained. The statistical recognition rate is shown in Table 2 .
applied to the identification data extracted from the detection results, and the sum of the FFT results of different frequency bands is compared with the recognition threshold. The intrusion type of signals is judged as the identification result. The statistical recognition result of mechanical drilling is shown in Table 1 . The drill 1, drill 2 and drill 3 at the Table 1 represent three groups of mechanical drilling signals. The picking, mechanical and walking in the first row of Table 1 represent the number of the signals which are finally recognized as these three types. The statistics method for recognition rate of following three types of signals is the same as the mechanical drilling signals. The recognition result of mechanical drilling signals is shown in figures above. The ratio of the number of each kind of signal to the total number is calculated, respectively, and the recognition rate is obtained. The statistical recognition rate is shown in Table 2 .
As shown in Figure 15 , the reason why the mechanical drilling signal is recognized as picking signal is that the feature extracted by FFT has strong energy from 50 Hz to 64 Hz, but there is an As shown in Figure 15 , the reason why the mechanical drilling signal is recognized as picking signal is that the feature extracted by FFT has strong energy from 50 Hz to 64 Hz, but there is an obvious peak value at 12 Hz resulting in a small ratio of 0.7737 much below the threshold. As shown in Figure 16 , the reason why the mechanical drilling signal is recognized as walking signal is that the characteristics of mechanical drilling are not obvious where there is no remarkable high frequency component and the low frequency component is large.
(c)
The statistical recognition result of mechanical drilling is shown in Table 1 . The drill 1, drill 2 and drill 3 at the Table 1 represent three groups of mechanical drilling signals. The picking, mechanical and walking in the first row of Table 1 represent the number of the signals which are finally recognized as these three types. The statistics method for recognition rate of following three types of signals is the same as the mechanical drilling signals. The recognition result of mechanical drilling signals is shown in figures above. The ratio of the number of each kind of signal to the total number is calculated, respectively, and the recognition rate is obtained. The statistical recognition rate is shown in Table 2 .
As shown in Figure 15 , the reason why the mechanical drilling signal is recognized as picking signal is that the feature extracted by FFT has strong energy from 50 Hz to 64 Hz, but there is an obvious peak value at 12 Hz resulting in a small ratio of 0.7737 much below the threshold. As shown in Figure 16 , the reason why the mechanical drilling signal is recognized as walking signal is that the characteristics of mechanical drilling are not obvious where there is no remarkable high frequency component and the low frequency component is large. The alarm points of the walking signals are mainly concentrated in the 41st column and 42nd column, which is the location of the collected data. The false alarm point is relatively the least among these four types of signals.
The identification results of walking signals are shown in Figure 18: (a) As shown in Table 3 , the recognition rate of the walking signals is very high, and there are no walking signals recognized as mechanical signals. In a few cases, walking signal is recognized as picking signal. As shown in Figure 19 , the walking signals' features extracted by FFT have no obvious peak value in the range of 2-10 Hz. The ratio calculated in this part is 0.3421, which is far below the threshold 0.55, so it will not be judged as walking signal. At the same time, the number of alarm points which belongs to this second is 7, which is also in the range of 2-15, so it is judged as a picking signal.
(a) (b) As shown in Table 3 , the recognition rate of the walking signals is very high, and there are no walking signals recognized as mechanical signals. In a few cases, walking signal is recognized as picking signal. As shown in Figure 19 , the walking signals' features extracted by FFT have no obvious peak value in the range of 2-10 Hz. The ratio calculated in this part is 0.3421, which is far below the threshold 0.55, so it will not be judged as walking signal. At the same time, the number of alarm points which belongs to this second is 7, which is also in the range of 2-15, so it is judged as a picking signal. walking signals recognized as mechanical signals. In a few cases, walking signal is recognized as picking signal. As shown in Figure 19 , the walking signals' features extracted by FFT have no obvious peak value in the range of 2-10 Hz. The ratio calculated in this part is 0.3421, which is far below the threshold 0.55, so it will not be judged as walking signal. At the same time, the number of alarm points which belongs to this second is 7, which is also in the range of 2-15, so it is judged as a picking signal. The noise signal is different from the previous two types of signals. The alarm points are not only concentrated in the 41st and 42th columns. The alarm points in the 10th, 11th, and 31st columns are also very obvious. However, it does not mean that the 10th column, 11th column, and 31th column are vibration signals. And in the subsequent identification processing, the alarm point will be further verified.
The identification results of picking signals are shown in Figure 21 : As shown in Table 4 , the recognition rate of picking signals is almost completely right. The recognition of one group of data is 100%, and the other group is 0.9618. A very few of picking signals are recognized as mechanical signals. It is shown in Figure 22 that the low frequency component of picking signal is obvious and the ratio is 0.7223, which is obviously larger than the threshold value, 0.55, so it is judged as a mechanical signal. As shown in Table 4 , the recognition rate of picking signals is almost completely right. The recognition of one group of data is 100%, and the other group is 0.9618. A very few of picking signals are recognized as mechanical signals. It is shown in Figure 22 that the low frequency component of picking signal is obvious and the ratio is 0.7223, which is obviously larger than the threshold value, 0.55, so it is judged as a mechanical signal. As shown in Table 5 , the false alarm rate of single-channel detection algorithm proposed in this article is 2.6% lower than Cell Average Constant False Alarm Rate (CA-CFAR). The recognition performance of each method is shown in Table 6 . The recognition rate of the methods used in this paper is relatively high, and the average recognition rate is 93.51%. [3] 93.5% 84.3% 91.8% 89.9% Literature [5] 86.4% 80.0% 84.1% 83.5%
The real-time performance of each method is shown in Table 7 that is better than other strategies with the time consumption of 0.659 s. It can be seen that the method adopted in this paper not only guarantees the recognition rate, but also is superior to other algorithm in time efficiency. 
Method
Processing Time/s Realization Method This strategy 0.6590 Embedded platform Literature [3] 0.9867 Embedded platform Literature [7] 0.8923 Embedded platform As shown in Table 5 , the false alarm rate of single-channel detection algorithm proposed in this article is 2.6% lower than Cell Average Constant False Alarm Rate (CA-CFAR). The recognition performance of each method is shown in Table 6 . The recognition rate of the methods used in this paper is relatively high, and the average recognition rate is 93.51%. The real-time performance of each method is shown in Table 7 that is better than other strategies with the time consumption of 0.659 s. It can be seen that the method adopted in this paper not only guarantees the recognition rate, but also is superior to other algorithm in time efficiency. Table 7 . Comparison of Recognition performance of each cognitive strategy.
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This strategy 0.6590 Embedded platform Literature [3] 0.9867 Embedded platform Literature [7] 0.8923 Embedded platform
Conclusions
In recent years, the research on detection and identification algorithms of optical fiber vibration signals has made great progress. Scholars have proposed many algorithms and strategies, but most of them are in the simulation stage. Based on this, this paper presents a fast detection and identification algorithm for optical fiber intrusion signals that can be implemented on embedded platforms. The algorithm has been implemented on a DSP-based hardware board and actually tested the algorithm in Mentougou District, Beijing. Several common intrusion vibration signals are detected and identified. The results show that the detection performance is good, and the average recognition rate is above 90%. The threshold training of this algorithm is pre-processed on the personal computer (PC) side, so it saves a lot of time when implemented on the embedded platform, and the application of the parallel method can further increase the running speed. The specific time consumption is 0.659 s, which proves the effectiveness of the algorithm proposed in this paper.
