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ALMOST PERIODIC SOLUTIONS AND STABLE SOLUTIONS FOR
STOCHASTIC DIFFERENTIAL EQUATIONS
YONG LI, ZHENXIN LIU, AND WENHE WANG
Abstract. In this paper, we discuss the relationships between stability and almost period-
icity for solutions of stochastic differential equations. Our essential idea is to get stability
of solutions or systems by some inherited properties of Lyapunov functions. Under suitable
conditions besides Lyapunov functions, we obtain the existence of almost periodic solutions
in distribution.
1. Introduction
In 1924–1926, Bohr founded the theory of almost periodic functions [5, 6, 7]. Roughly
speaking, an almost periodic function means that it is periodic up to any desired level of
accuracy. Since many differential equations arising from physics and other fields admit almost
periodic solutions, almost periodicity becomes an important property of dynamical systems
and is extensively studied in the area of differential equations and dynamical systems. We
refer the reader to the books, e.g. Amerio and Prouse [1], Fink [12], Levitan and Zhikov [15],
Yoshizawa [28] etc, for an exposition.
For deterministic differential equations, the existence of almost periodic solutions was stud-
ied under various stability assumptions. Markov [17] defined a kind of stability which implies
almost periodicity. Deysach and Sell [11] assumed that there exists one bounded uniformly
stable solution. Miller [18] assumed the existence of one bounded totally stable solution.
Seifert [22] proposed the so-called Σ-stability, while Sell [23, 24] proposed the stability under
disturbance from the hull; actually, these two concepts of stability are equivalent. Cop-
pel [9] sharpened Miller’s result without the uniqueness of solutions by using the properties
of asymptotically almost periodic functions; Yoshizawa [27] developed the idea of Coppel
and improved all the results mentioned above. On the other hand, the Lyapunov’s second
method was employed to investigate the existence of almost periodic solutions: Hale [14] and
Yoshizawa [26] assumed the existence of Lyapunov functions for pairs of solutions to conclude
the uniform asymptotic stability in the large of the bounded solution.
However, the various stability assumptions mentioned above are not easily verified directly
in practice. It is known that some stabilities, such as uniform stability and uniform asymptotic
stability, can be characterized by Lyapunov functions. So it seems that it is a good idea to
give some explicit conditions on Lyapunov functions to study the existence of almost periodic
solutions, as Hale and Yoshizawa did in [14, 26]. This is exactly what we are to do in the
present paper for stochastic differential equations (SDE).
For the stochastically perturbed semilinear equations, almost periodic solutions were stud-
ied by assuming that the linear part of these equations satisfies the property of exponential
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dichotomy; see Halanay [13], Morozan and Tudor [19], Da Prato and Tudor [10], and Arnold
and Tudor [2], among others. For general SDEs, Vaˆrsana [25] studied asymptotical almost
periodic (weaker than almost periodic) solutions by assuming that the stochastic system is
total stable. Very recently, Liu and Wang [16] investigated the almost periodic solutions to
SDEs by the separation method.
This paper is organized as follows. Section 2 is a preliminary section. Section 3 contains
main results of this paper, in which we study almost periodic solutions for SDEs by mainly
the Lyapunov function method. In Section 4, we illustrate our results by some applications.
2. Preliminaries
Assume that (M,d) is a complete metric space. Here is the definition of M -valued almost
periodic and uniform almost periodic functions in the sense of Bohr:
Definition 2.1. (i) Assume ϕ(·) : R → M is continuous. We say set A ⊂ R is relatively
dense in R if for any given ǫ > 0, there exists l = l(ǫ) > 0, such that for every a ∈ R,
(a, a + l) ∩ A 6= ∅. If there is a set T (ǫ, ϕ) relatively dense such that for any τ ∈ T (ǫ, ϕ) we
have
(2.1) sup
t∈R
ρ(ϕ(t+ τ), ϕ(t)) < ǫ,
then we say that the function ϕ is almost periodic.
(ii) A continuous function f(·, ·) : R×Rd → Rd is almost periodic in t uniformly on compact
sets if for every compact set S ⊂ Rd there exists a relatively dense set T (ǫ, f, S) such that
for every τ ∈ T (ǫ, f, S) we have:
(2.2) sup
(t,x)∈R×S
|f(t+ τ, x)− f(t, x)| < ǫ.
We also say such f(t, x) is uniformly almost periodic for short.
Bochner [3, 4] gave an equivalent condition to Bohr’s almost periodicity. The above defi-
nition of uniform almost periodicity can be found in Yoshizawa’s book [28]; Seifert and Fink
made another definition of uniform almost periodicity (see Definition 2.1 in [12]).
For sequence α = {αn}, we denote limn→+∞ ϕ(· + αn) as Tαϕ(·) if it exists, and the
mode of convergence will be specified at each use; the similar notation will be used for
Tαf(·, ·) = limn→+∞ f(·+αn, ·). For simplicity, we also denote ϕ(·+a) by ϕa(·) and f(·+a, ·)
by fa(·, ·) for given a ∈ R.
For Rd-valued uniformly almost periodic function f(t, x), we denote
H(f) :={g(t, x); there is sequence α such that Tαf = g
uniformly on R× S for each compact set S ⊂ Rd},
as the hull of f . The hull has the following properties:
Proposition 2.2. Let f(t, x) be uniformly almost periodic. Then:
(i) any g ∈ H(f) is also uniformly almost periodic and H(g) = H(f);
(ii) for any g ∈ H(f), there exists a sequence α with αn → +∞ (or αn → −∞) such that
Tαf = g uniformly on R× S for any compact S ⊂ Rd;
(iii) for any sequence α′, there exists a subsequence α ⊂ α′ such that Tαf exists uniformly
on R× S for any compact S ⊂ Rd.
We respectively denote [0,+∞) and (−∞, 0] as R+ and R−, and recall the definition of
asymptotically almost periodic function valued in M as follows.
ALMOST PERIODIC SOLUTIONS AND STABLE SOLUTIONS FOR SDES 3
Definition 2.3. Suppose that function f(·) : R+ → M is continuous and there exists an
almost periodic function η(·) : R→M , such that
(2.3) lim
t→+∞
d(f(t), η(t)) = 0.
Then we say f(t) is aymptotically almost periodic (a.a.p. in short) on R+. The η(t) in (2.3)
is called the almost periodic part of f . The function f being a.a.p. on R− can be defined
similarly.
Remark 2.4 (See [15], Chapter 1). If f is a.a.p. on R+ or R−, then its almost periodic part
is unique.
Lemma 2.5. The following statements are equivalent to f being asymptotic almost periodic
on R+:
(i) For any sequence α′ = {α′n} such that α′n → +∞, there exists suitable subsequence
α ⊂ α′ such that Tαf(t) uniformly exists on R+.
(ii) For any sequence α′ = {α′n} such that α′n → +∞, there exists a subsequence α ⊂ α′
and a constant σ = σ(α) > 0 such that Tαf exists pointwise on R+ and if sequences
δ > 0, β ⊂ α, γ ⊂ α are such that
Tδ+βf = h1 and Tδ+γf = h2
exist pointwisely on R+, then either h1 ≡ h2 or inft∈R+ d(h1(t), h2(t)) ≥ 2σ.
The similar results hold when f is asymptotic almost periodic on R−.
In this paper, we study the SDE:
(2.4) dX(t) = f(t,X(t))dt+ g(t,X(t))dW (t),
where f(t, x) is an Rd-valued continuous function, g(t, x) is a (d×m)-matrix-valued continuous
function, and W is a standard m-dimensional Brownian motion. And we usually assume the
coefficients are uniformly almost periodic. Note that almost periodicity is defined on the
whole R, but the Brownian motions in SDEs usually defined on R+. So we need to introduce
two-sided Brownian motion: for two independent Brownian motions W1(t), W2(t) on the
probability space (Ω,F , P ), let
W (t) =
{
W1(t), for t ≥ 0,
−W2(−t), for t ≤ 0.
ThenW is a two-sided Brownian motion defined on the filtered probability space (Ω,F ,P,Ft)
with Ft = σ{W (u) : u ≤ t}, t ∈ R.
Furthermore, we always assume (2.4)’s coefficients satisfy the following condition:
(H) The functions f , g are uniformly almost periodic. And there exists a constant K > 0
such that, for every t ∈ R and x, y ∈ Rd,
|f(t, x)− f(t, y)| ∨ |g(t, x) − g(t, y)| ≤ K|x− y|,
where a ∨ b = max{a, b} for a, b ∈ R.
For SDE (2.4) satisfying condition (H), if there exists a sequence α such that Tαf = f˜ and
Tαg = g˜, we denote the SDE with coefficients (Tαf, Tαg) as (f˜ , g˜) ∈ H(f, g) or Tα(f, g) =
(f˜ , g˜) for short. Besides, by the definition of uniform almost periodic function, if coefficients
of (2.4) satisfy the condition (H), they must satisfy the global linear growth condition, that
is, there is some constant Kˆ > 0, such that
|f(t, x)| ∨ |g(t, x)| ≤ Kˆ(1 + |x|2), ∀t ∈ R, ∀x ∈ Rd.
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For Rd-valued random variable X on the probability space (Ω,F ,P), we denote L(X) as
the distribution (or law) of X on Rd. We denote by P(Rd) the space of all Borel probability
measures on Rd. For an Rd-valued random variable X or stochastic process Y (t), we define
the following norms:
‖X‖2 := (
∫
Ω
|X(ω)|2dP(ω)) 12 , ‖Y (t)‖∞ := sup
t
‖Y (t)‖2.
In what follows, we denote:
L2(P,Rd) := {X : ‖X‖2 <∞}, Br := {X ∈ L2(P,Rd) : ‖X‖2 ≤ r},
Dr := {µ ∈ P(Rd) : ∃X ∈ Br such that L(X) = µ},
B(2.4)r = B(f,g)r := {X(·) : (X,W ) weakly solves equation (f, g) on R
on some filtered probability space for some W and ‖X‖∞ ≤ r},
D(2.4)r = D(f,g)r := {µ : µ(·) = L(X(·)) for some X ∈ B(f,g)r },
B(2.4) = B(f,g) = ∪r>0B(f,g)r , D(2.4) = D(f,g) = ∪r>0D(f,g)r .
We focus on the almost periodicity of distributions of SDEs’ solutions instead of solutions
themselves. It’s well known that P(Rd) can be metrized with some distance (which we denote
as ρ(·, ·)), such that the convergence under distance ρ(·, ·) is equivalent to the convergence
under the weak-* topology of P(Rd), and P(Rd) is a complete metric space under ρ(·, ·) (see
[20, Theorem 2.6.2] for details).
For a P(Rd)-valued continuous function f , one of the necessary conditions of the almost
periodicity of f is that, the set {f(t); t ∈ R} is contained in some compact set. Naturally
we need to consider distributions of solutions for SDEs within some compact set. We get
compactness on the space P(Rd) by L2-boundedness (see [21] for details).
We define the uniform stability of distributions of solutions for SDEs as follows:
Definition 2.6. ∀t0 ∈ R, we say element µ(t) ∈ D(2.4)r is uniformly stable on [t0,+∞) within
D(2.4)r if for every ǫ > 0, there exists δ = δ(ǫ) > 0 such that for any t1 ≥ t0 and any other
element η(t) ∈ D(2.4)r satisfying
ρ(µ(t1), η(t1)) < δ,
we have
sup
t∈[t1,+∞)
ρ(µ(t), η(t)) < ǫ.
If µ(t) is uniformly stable on [t1,+∞) for every t1 ∈ R, we call it uniformly stable for short.
In what follows, we get the stability of solutions’ distributions mainly by Lyapunov func-
tions, which satisfy the following condition:
(L) Assume that V (·, ·) : R × Rd → R+ is a function C2 in t ∈ R, C3 in x ∈ Rd. Assume
that the differentials DiV of V for i = 0, 1, 2 and the derivatives Vtxixj , Vxixjxk for i, j, k =
1, 2, · · · , d are bounded on R× S for every compact set S ⊂ Rd. Furthermore,
(2.5) inf
t∈R
V (t, x) > 0 for each x 6= 0, and V (t, 0) = 0 for all t ∈ R.
3. Main Results
In this paper, we need following results from [16] for further discussion:
Proposition 3.1 ([16], Theorem 3.1). Consider the following family of Itoˆ stochastic equa-
tions on Rd
(3.1) dX = fn(t,X)dt+ gn(t,X)dW, n = 1, 2, · · · ,
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where fn are R
d-valued, gn are (d ×m)-matrix-valued, and W is a standard m-dimensional
Brownian motion. Assume that fn, gn satisfy condition (H). Assume further that fn → f ,
gn → g point-wise on R× Rd as n→∞, and that Xn(t) ∈ B(fn,gn)r for some constant r > 0,
independent of n. Then there is a subsequence of {Xn} which converges in distribution,
uniformly on compact intervals, to some X(t) ∈ B(f,g)r .
Proposition 3.2 ([16], Lemma 4.1). Consider SDE (2.4) with coefficients satisfying condi-
tion (H). If SDE (2.4) admits an L2-bounded solution X(t) on R which is asymptotically
almost periodic in distribution on R+, then SDE (2.4) admits a solution Y on R which is
almost periodic in distribution such that
lim
t→+∞
ρ(L(X(t)),L(Y (t))) = 0 and sup
t∈R
E|Y (t)|2 ≤ sup
t∈R
E|X(t)|2.
In particular, L(Y ) is the almost periodic part of L(X). The similar result holds when X is
asymptotically almost periodic in distribution on R−.
Consider (2.4) and let V satisfy condition (L). For t ∈ R and x, y ∈ Rd, denote
L V (t, x− y) :=∂V
∂t
(t, x− y) +
d∑
i=1
∂V
∂xi
(t, x− y)(fi(t, x)− fi(t, y))
+
1
2
m∑
l=1
d∑
i,j=1
(gil(t, x)− gil(t, y)) ∂
2V
∂xi∂xj
(t, x− y)
· (gjl(t, x)− gjl(t, y))).
(3.2)
Now we give a sufficient condition to the uniform stability in distribution we defined in
Definition 2.6:
Theorem 3.3. Suppose that (2.4)’s coefficients satisfy condition (H) and there is a function
V (·, ·) satisfying condition (L). Assume that there exists some constant b > 0 such that for
all (t, x) ∈ R× Rd,
(3.3) V (t, x) ≤ b|x|2,
(3.4) L V (t, x− y) ≤ 0.
Then if D(2.4)r 6= ∅ for some r > 0, all the elements of it are uniformly stable within D(2.4)r ; if
the number of these elements is finite, all of these elements are almost periodic.
Proof. Step 1. Uniform stability. If there is some µ(t) ∈ D(2.4)r which is not uniformly
stable on [t0,+∞) within D(2.4)r for some t0 ∈ R, then there is a sequence µn(t) ∈ D(2.4)r such
that ρ(µn(t0), µ(t0))→ 0 and there are tn ≥ t0 such that
(3.5) inf
n
ρ(µn(tn), µ(tn)) ≥ ǫ0.
By Skorohod representation theorem, there exist suitable random variables Xˆn, Xˆ such that
L(Xˆn) = µn(t0), L(Xˆ) = µ(t0) and Xˆn a.s.−−→ Xˆ. By the global Lipschitz condition of coeffi-
cients, there exist strong solutions Xn(t),X(t) ∈ B(2.4)r for given Brownian motion W such
that Xn(t0) = Xˆn, X(t0) = Xˆ, and L(X(t)) = µ(t), L(Xn(t)) = µn(t).
We want to prove that ρ(µn(tn), µ(tn))→ 0 and hence get contradiction to (3.5). It suffices
to prove that Xn(t) uniformly converge to X(t) in probability on [t0,+∞), that is, for every
ǫ > 0, when n is large enough,
(3.6) P{sup
t≥t0
|Xn(t)−X(t)| ≥ ǫ} < ǫ.
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Firstly, we prove that V (t,Xn(t)−X(t)) is a supermartingale on [t0,+∞) for each n. For
t ≥ t0, we have
Xn(t)−X(t) =Xˆn − Xˆ +
∫ t
t0
f(s,Xn(s))− f(s,X(s))ds
+
∫ t
t0
g(s,Xn(s))− g(s,X(s))dW (s).
For every ǫ > 0, let
(3.7) Vǫ := inf
|x|≥ǫ,t≥t0
V (t, x).
By (2.5) we can see Vǫ > 0. For t0 ≤ s < t < +∞, and every k, n ∈ N, we define a stopping
time
τnk := inf{t ≥ s : |Xn(t)| ∨ |X(t)| > k}.
By Itoˆ’s formula,
V (τnk ∧ t,Xn(τnk ∧ t)−X(τnk ∧ t))
=V (s,Xn(s)−X(s)) +
∫ τn
k
∧t
s
L V (u,Xn(u)−X(u))du
+
∫ τn
k
∧t
s
m∑
i=1
d∑
j=1
[gji(u,Xn(u)) − gji(u,X(u))] ∂V
∂xj
(u,Xn(u)−X(u))dWi(u).
Then we have
E(
∫ τn
k
∧t
s
m∑
i=1
d∑
j=1
[gji(u,Xn(u))− gji(u,X(u))] ∂V
∂xj
(u,Xn(u)−X(u))dWi(u)|Fs) = 0 a.s..
By (3.4),
E(V (τnk ∧ t,Xn(τnk ∧ t)−X(τnk ∧ t))|Fs)
=E(V (s,Xn(s)−X(s))|Fs) +E(
∫ τn
k
∧t
s
L V (u,Xn(u)−X(u))du|Fs).
Since LV (t, x) ≤ 0 on R× Rd and V (s,Xn(s)−X(s)) is Fs-measurable, we get
E(V (τnk ∧ t,Xn(τnk ∧ t)−X(τnk ∧ t))|Fs) ≤E(V (s,Xn(s)−X(s))|Fs)
=V (s,Xn(s)−X(s)), a.s..(3.8)
Because V (t, x) is C2 in t, τnk
a.s.−−→ +∞ as k → +∞ for every n, by Fatou’s lemma we have:
E(V (t,Xn(t)−X(t))|Fs) =E(lim inf
k→+∞
(V (τnk ∧ t,Xn(τnk ∧ t)−X(τnk ∧ t))|Fs)
≤ lim inf
k→+∞
EV (τnk ∧ t,Xn(τnk ∧ t)−X(τnk ∧ t))|Fs)
≤V (s,Xn(s)−X(s)), a.s..
(3.9)
So V (t,Xn(t)−X(t)) is a supermartingale on [t0,+∞).
Now we want to prove that E
√
V (t0, Xˆn − Xˆ) is sufficiently small when n is large enough.
By Jensen’s inequality and (3.9) we have
E(
√
V (t,Xn(t)−X(t))|Fs) ≤
√
E(V (t,Xn(t)−X(t))|Fs)
≤
√
V (s,Xn(s)−X(s)), a.s..
(3.10)
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That is,
√
V (t,Xn(t)−X(t)) is a supermartingale. So by the martingale inequality we have
P{ sup
t∈[t0 ,+∞)
|Xn(t)−X(t)| ≥ ǫ} ≤P{ sup
t∈[t0,+∞)
√
V (t,Xn(t)−X(t)) ≥
√
Vǫ}
≤
E
√
V (t0, Xˆn − Xˆ)√
Vǫ
.
(3.11)
Note that Xˆn
a.s.−−→ Xˆ and supnE|Xˆn|2 ≤ r2, we have (cf. [8, Theorems 4.5.2, 4.5.4]):
E|Xˆn| → E|Xˆ |, as n→ +∞,
and
lim
n→+∞
E|Xˆn − Xˆ| = 0.
By (3.3), we have
E
√
V (t0, Xˆn − Xˆ)√
Vǫ
≤
√
bE|Xˆn − Xˆ|√
Vǫ
,
which implies that, if n is large enough such that
E|Xˆn − Xˆ | < ǫ
√
Vǫ√
b
,
we will have (3.6). Thus
sup
t≥t0
ρ(µn(t), µ(t))→ 0,
which is contradictory to (3.5). Thus each element of D(2.4)r is uniformly stable within D(2.4)r .
Step 2. Inherited property and a.a.p. Now we want to prove that the consequence of
step 1 is also valid for all the hull equations.
Let the sequence α′ be such that (Tα′f, Tα′g) unifromly exists on R × S for any compact
set S ⊂ Rd. Since V , Vt, Vxi are bounded on R × S, V (t + α′n, x) are uniformly bounded
and equi-continuous on I × S for any compact interval I ⊂ R. By Arzela-Ascoli’s theorem,
there is suitable subsequence α ⊂ α′ such that TαV (t, x) exists uniformly on I × S. By
the diagonalization argument, the α could be chosen such that TαV exists uniformly on any
compact subset of R× Rd.
Similarly we can extract further subsequence from α, which we still denote by α itself, such
that TαVt, TαVxi , TαVxixj exist uniformly on compact subsets of R×Rd. More precisely, we
have
(3.12)
∂TαV
∂t
= TαVt,
∂TαV
∂xi
= TαVxi ,
∂2TαV
∂xi∂xj
= TαVxixj , for i, j = 1, · · · , d, on R× Rd.
So we have
(3.13) TαV (t, x) ≤ b|x|2,
L TαV (t, x− y) =∂TαV
∂t
(t, x− y) +
d∑
i=1
∂TαV
∂xi
(t, x− y)(Tαfi(t, x)− Tαfi(t, y))
+
1
2
m∑
l=1
d∑
i,j=1
(Tαgil(t, x)− Tαgil(t, y))∂
2TαV
∂xi∂xj
(t, x− y)
· (Tαgjl(t, x)− Tαgjl(t, y))) ≤ 0
(3.14)
for all (t, x, y) ∈ R×Rd×Rd. Repeating Step 1, we obtain that all the elements of D(Tαf,Tαg)r
are uniformly stable within D(Tαf,Tαg)r .
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By the uniform stability and the finiteness of the set D(2.4)r , there is a separating constant
d(f, g), depending only on (f, g) but independent of µ ∈ D(2.4)r , such that for any two different
elements η(t), µ(t) ∈ D(2.4)r we have
(3.15) inf
t∈R−
ρ(η(t), µ(t)) > d(f, g).
By Proposition 2.2-(ii), we may assume with loss of generality that the above sequence α
satisfies limn→∞ αn = −∞, so it follows from (3.15) that
inf
t∈R−
ρ(Tαη(t), Tαµ(t)) ≥ d(f, g).
On the other hand, it follows from Proposition 3.1 that Tαµ(t) ∈ D(Tαf,Tαg)r , so D(Tαf,Tαg)r
has no less elements than D(2.4)r does.
Conversely, by Proposition 2.2-(i), (Tαf, Tαg) is uniformly almost periodic and (f, g) ∈
H(Tαf, Tαg). So, by the same symmetric argument as above, D(2.4)r also has no less elements
than D(Tαf,Tαg)r does and the separating constant d(Tαf, Tαg) ≤ d(f, g). That is, all the
equations in the hull H(f, g) share the same number of elements as D(2.4)r and the same
separating constant d(f, g).
Now we prove that all the elements of D(2.4)r are a.a.p.. For the above sequence α with αn →
−∞ and given sequence δ = {δn} with δn < 0, by Proposition 2.2-(iii) there exist suitable
subsequences which we denote as themselves such that (Tα+δf, Tα+δg) exists uniformly on
R × S for any compact set S ⊂ Rd. By Arzela-Ascoli’s theorem there are subsequences
β, γ ⊂ α such that Tβ+δµ(t), Tγ+δµ(t) exist uniformly on compact intervals (see the proof of
[16, Theorem 3.1] for details). By Proposition 3.1, Tβ+δµ(t), Tγ+δµ(t) ∈ D(Tα+δf,Tα+δg)r , then
by the separating property obtained above we have
Tβ+δµ(t) ≡ Tγ+δµ(t) or inf
t∈R−
ρ(Tβ+δµ(t), Tγ+δµ(t)) ≥ d(f, g).
Then it follows from Lemma 2.5 that all the elements of D(2.4)r are all a.a.p. on R−.
By Proposition 3.2, there is some µˆ(t) ∈ D(2.4)r , which is almost periodic and satisfies
lim
t→−∞
ρ(µ(t), µˆ(t)) = 0.
By the separating property, µˆ(t) = µ(t), which implies that each element of D(2.4)r is almost
periodic. The proof is complete. 
The following result, which limits the number of D(f,g)r ’s elements to be one, is an important
special case of Theorem 3.3 and is more convenient for use in applications.
Theorem 3.4. Suppose that (2.4)’s coefficients satisfy condition (H). Assume that there is
a function V (·, ·) satisfying condition (L), and there are constants a, b > 0 such that
(3.16) a|x|2 ≤ V (t, x) ≤ b|x|2 for all (t, x) ∈ R× Rd.
Assume that there is some positively definite function c(·) : R+ → R+ which is convex,
increasing on R+, and
(3.17) L V (t, x− y) ≤ −c(|x− y|2) ∀t ∈ R, ∀x, y ∈ Rd.
Then if D(2.4) 6= ∅, it has a unique element which is almost periodic.
Proof. We prove the uniqueness by contradiction. If there are two elements µ(t), η(t) ∈ D(2.4),
then there’s some r > 0 such that µ(t), η(t) ∈ D(2.4)r . Assume that X(t), Y (t) are two strong
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L2-bounded solutions of (2.4) for given Brownian motion W (t) such that L(X(t)) = µ(t),
L(Y (t)) = η(t).
For given ǫ > 0, let T (ǫ) = 2br2/c(ǫ) + 1. Firstly, we prove that for every t ∈ R there is
t1 ∈ [t, t+ T (ǫ)] such that
(3.18) E|X(t1)− Y (t1)|2 < ǫ.
If this is not true, then there is tˆ ∈ R and ǫ0 > 0 such that
inf
t∈[tˆ,tˆ+T (ǫ0)]
E|X(t)− Y (t)|2 ≥ ǫ0.
Similar to the proof of Theorem 3.3, for given s ∈ R, we define
τk := inf{t ≥ s : |Y (t)| ∨ |X(t)| > k}.
Then it follows from Ito’s formula that for t ≥ s,
V (τk ∧ t,X(τk ∧ t)− Y (τk ∧ t))
=EV (s,X(s)− Y (s)) +
∫ τk∧t
s
EL V (u,X(u) − Y (u))ds
+
∫ τn
k
∧t
s
m∑
i=1
d∑
j=1
[gji(u,Xn(u)) − gji(u,X(u))] ∂V
∂xj
(u,Xn(u)−X(u))dWi(u).
Since
sup
t∈R
E|X(t)− Y (t)|2 ≤ 2r2,
by (3.16), (3.17) we have
EV (τk ∧ t,X(τk ∧ t)− Y (τk ∧ t))
≤bE|X(s)− Y (s)|2 −E
∫ τk∧t
s
c(|X(u) − Y (u)|2)ds
≤2br2 −E
∫ τk∧t
s
c(|X(u) − Y (u)|2)ds.
Because c(r) is convex, increasing on R+, by Jensen’s inequality we have:
E
∫ τk∧t
s
c(|X(u) − Y (u)|2)ds ≥
∫ τk∧t
s
c(E|X(u) − Y (u)|2)ds ≥ c(ǫ0)(τk ∧ t− s).
So
(3.19) EV (τk ∧ t,X(τk ∧ t)− Y (τk ∧ t)) ≤ 2br2 − c(ǫ0)(τk ∧ t− s).
Noting that τk
a.s.−−→ +∞ as k → +∞, by Fatou’s lemma and (3.19) we have
EV (t,X(t) − Y (t)) = E(lim inf
k→+∞
V (τk ∧ t,X(τk ∧ t)− Y (τk ∧ t)))
≤ lim inf
k→+∞
E[2br2 − c(ǫ0)(τk ∧ t− s)]
≤ 2br2 − c(ǫ0)(t− s).
Letting s = tˆ and t = tˆ+ T (ǫ0), we have
0 ≤ EV (tˆ+ T (ǫ0),X(tˆ+ T (ǫ0))− Y (tˆ+ T (ǫ0))) ≤ 2br2 − c(ǫ0)T (ǫ0) = −c(ǫ0) < 0,
a contradiction. Thus there is t1 ∈ [t, t+ T (ǫ)] such that (3.18) is valid.
For given s ∈ R, assume t1 ∈ [s, s + T (ǫ)] fulfills (3.18). By (3.16)–(3.18), for any t ≥ t1,
we have:
aE|X(t)− Y (t)|2 ≤ EV (t,X(t) − Y (t)) ≤ EV (t1,X(t1)− Y (t1)) ≤ bǫ.
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Note that s ∈ R is arbitrarily chosen and T (ǫ) is only determined by ǫ > 0, so we actually
have proved
E|X(t) − Y (t)|2 ≤ ǫ for all t ∈ R.
Thus X(t) = Y (t) for all t ∈ R almost surely, which implies that µ(t) = η(t) for all t ∈ R.
That is, D(2.4) has a unique element if it is not empty. Finally, it follows from Theorem 3.3
that this unique element is almost periodic. The proof is complete. 
Now we give another result for the existence of D(2.4)’s almost periodic elements without
the information of the number of its elements.
Theorem 3.5. Assume that (2.4)’s coefficients satisfy condition (H), and there exists a
function V (·, ·) satisfying condition (L). Suppose that there is some constant b > 0 such that
(3.3) is valid on R+ × Rd and for all t ∈ R+, s1, s2 ∈ R+ and x, y ∈ Rd,
Ls1,s2V (t, x− y) :=
∂V
∂t
(t, x− y) +
d∑
i=1
∂V
∂xi
(t, x− y)(fi(t+ s1, x)− fi(t+ s2, y))
+
1
2
m∑
l=1
d∑
i,j=1
(gil(t+ s1, x)− gil(t+ s2, y)) ∂
2V
∂xi∂xj
(t, x− y)(3.20)
· (gjl(t+ s1, x)− gjl(t+ s2, y)) ≤ 0.
Then if (2.4) has L2-bounded solutions, the distributions of these solutions are a.a.p. on R+
and (2.4) admits at least one solution with almost periodic distribution.
Proof. For sequence α = {αn} such that αn → +∞, assume that (Tαf, Tαg) exist uniformly
on R×S for any compact set S ⊂ Rd, and Tαµ(t) exists uniformly on compact intervals (see,
again, the proof of [16, Theorem 3.1] for details). For r > 0 and every µ(t) ∈ D(2.4)r , we what
to prove that Tαµ(t) uniformly exists on R+.
By Skorohod representation theorem, there are suitable random variables Xˆn, Xˆ such that
Xˆn
a.s.−−→ Xˆ as n → +∞ and L(Xˆn) = µ(αn), L(Xˆ) = Tαµ(0). By the global Lipschitz
condition of coefficients, for given Brownian motion W (t), there are strong solutions Xn(t) ∈
B(fαn ,gαn)r such that Xn(0) = Xˆn, and L(Xn(t)) = µ(t+αn). And for every n, p ∈ N, we have
Xn+p(t)−Xn(t) = Xˆn+p − Xˆn +
∫ t
0
(f(u+ αn+p),Xn+p(u)) − f(u+ αn,Xn(u)))du
+
∫ t
0
(g(u + αn+p,Xn+p(u)) − g(u+ αn,Xn(u)))dW (u).
We now show that V (t,Xn+p(t) − Xn(t)) is a supermartingale on R+ for given n and p.
For every 0 ≤ s < t < +∞, we define stopping times
τn,pk := inf{t ≥ s; |Xn(t)| ∨ |Xn+p(t)| > k}, for every k, n, p ∈ N.
By Itoˆ’s formula we have
V (τn,pk ∧ t,Xn+p(τn,pk ∧ t)−Xn(τn,pk ∧ t))
=V (s,Xn+p(s)−Xn(s)) +
∫ τn,p
k
∧t
s
Lαn+p,αnV (u,Xn+p(u)−Xn(u))du
+
∫ τn,p
k
∧t
s
m∑
i=1
d∑
j=1
[gji(u+ αn+p,Xn+p(u)) − gji(u+ αn,Xn(u))]
· ∂V
∂xj
(u,Xn+p(u)−Xn(u))dWi(u).
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Since
E
(∫ τn,p
k
∧t
s
m∑
i=1
d∑
j=1
[gji(u+ αn+p,Xn+p(u))− gji(u+ αn,Xn(u))]
· ∂V
∂xj
(u,Xn+p(u)−Xn(u))dWi(u)|Fs
)
=0, a.s.
it follows from (3.20) that
E(V (τn,pk ∧ t,Xn+p(τn,pk ∧ t)−Xn(τn,pk ∧ t))|Fs)
≤E(V (s,Xn+p(s)−Xn(s))|Fs)
=V (s,Xn+p(s)−Xn(s)), a.s..
Noting that τn,pk
a.s.−−→ +∞ as k → +∞ for every n, p, we have by Fatou’s lemma (similar to
(3.9)):
E(V (t,Xn+p(t)−Xn(t))|Fs) =E(lim inf
k→+∞
V (τn,pk ∧ t,Xn+p(τn,pk ∧ t)−Xn(τn,pk ∧ t)|Fs)
≤ lim inf
k→+∞
EV (τn,pk ∧ t,Xn+p(τn,pk ∧ t)−Xn(τn,pk ∧ t)|Fs)
≤V (s,Xn+p(s)−Xn(s)), a.s..
That is, V (t,Xn+p(t) −Xn(t)) is a supermartingale for given p and n. Similar to (3.10), by
Jensen’s inequality,
E
(√
V (t,Xn+p(t)−Xn(t)) |Fs
)
≤
√
E(V (t,Xn+p(t)−Xn(t))|Fs)
≤
√
V (s,Xn+p(s)−Xn(s)), a.s..
So
√
V (t,Xn+p(t)−Xn(t)) is also a supermartingale.
For any ǫ > 0, we define Vǫ > 0 as the one in (3.7). Then by the martingale inequality, we
have
P
{
sup
t∈R+
|Xn+p(t)−Xn(t)| ≥ ǫ
}
≤P
{
sup
t∈R+
√
V (t,Xn+p(t)−Xn(t)) ≥
√
Vǫ
}
≤
E
√
V (0, Xˆn+p − Xˆn)√
Vǫ
.
(3.21)
Because E|Xˆn|2 ≤ r2 and Xˆn a.s.−−→ Xˆ, we have (see [8, Theorems 4.5.2, 4.5.4]),
E|Xˆn| → E|Xˆ |, as n→ +∞,
and
lim
n→+∞
E|Xˆn − Xˆ| = 0.
So
lim
n→+∞
sup
p∈N
E|Xˆn+p − Xˆn| = 0.
When n is large enough, by (3.3) we have
sup
p∈N
E
√
V (0, Xˆn+p − Xˆn) ≤
√
b sup
p∈N
E|Xˆn+p − Xˆn| < ǫ
√
Vǫ.
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This together with (3.21) implies
sup
p∈N
P{ sup
t∈R+
|Xn+p(t)−Xn(t)| ≥ ǫ} < ǫ.
By Theorem 4.1.3 in [8], there exists a suitable stochastic process X˜(t) such that Xn(t)
P−→
X˜(t) uniformly on R+. Thus µ(t+ αn) uniformly converges to some Tαµ(t) on R+.
By Lemma 2.5, we can see that each µ(t) ∈ D(2.4)r is a.a.p. on R+. So the distribution of
any L2-bounded solution is a.a.p. on R+. By Proposition 3.2, there exists some L
2-bounded
solution of (2.4) with almost periodic distribution. The proof is complete. 
To discuss the almost periodicity of SDE’s solutions, we need to find ways to obtain L2-
bounded solutions on R, which may reduce to finding L2-bounded solutions on R+:
Proposition 3.6 (cf. [16], Theorem 4.7). Assume that (2.4)’s coefficients satisfy condition
(H), (2.4) admits a solution ϕ on [t0,+∞) for some t0 ∈ R, and supt≥t0 ||ϕ(t)||2 ≤ M for
some constant M > 0, then (2.4) has a solution ϕ˜ on R with ||ϕ˜(t)||∞ ≤M .
We now conclude this section by giving a sufficient condition for the existence of L2-
bounded solutions via Lyapunov functions:
Theorem 3.7. Assume that (2.4)’s coefficients satisfy condition (H), and there is a function
V satisfying condition (L) such that for some constant R > 0
a|x|2 ≤ V (t, x) ≤ b(t)|x|2 + c(t), when |x| ≤ R,
where constant a > 0, b(·), c(·) are positive functions on R. Assume further that
LV (t, x) :=
∂V
∂t
+
d∑
i=1
∂V
∂xi
fi +
m∑
l=1
d∑
i,j=1
gil
∂2V
∂xi∂xj
gjl ≤ 0, when |x| ≥ R.
Then if X(t) is a solution of (2.4) with initial condition E|X(t0)|2 < +∞, X(t) is L2-bounded
on [t0,+∞).
Proof. Suppose thatX(t) is the solution of (2.4) with L2-bounded initial value at t0. Since the
coefficients satisfy condition (H), X(t) exists on [t0,+∞). We define a sequence of stopping
times:
τRn := inf{t ≥ t0 : |X(t)| ≥ n, or |X(t)| ≤ R},
and
τR := inf{t ≥ t0 : |X(t)| ≤ R}.
Then τRn
a.s.−−→ τR as n→ +∞.
Denote BR as the close ball {x ∈ Rd : |x| ≤ R}. When X(t0) is supported on Rd−BR, by
Itoˆ’s formula, for t ≥ t0,
EV (t ∧ τRn ,X(t ∧ τRn )) =EV (t0,X(t0)) +E
∫ t∧τRn
t0
LV (u,X(u))du
≤EV (t0,X(t0)) ≤ c(t0) + b(t0)E|X(t0)|2.
Then Fatou’s lemma implies that
(3.22) EV (t ∧ τR,X(t ∧ τR)) ≤ EV (t0,X(t0)) ≤ c(t0) + b(t0)E|X(t0)|2,
by letting n→ +∞.
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When X(t0) is supported on R
d, denote M¯ as a bound of V (t, x) for |x| ≤ R, then by
(3.22) we have for t ≥ t0
EV (t,X(t)) ≤ P(τR ≥ t) ·
∫
{X(t0)>R}
V (t0,X(t0, ω))dP(ω)
+P(τR < t) ·
[
M¯ +
∫
{X(t0)>R}
V (t0,X(t0, ω))dP(ω)
]
≤ 2[c(t0) + b(t0)E|X(t0)|2] + M¯.
(3.23)
Note that in (3.23) either |X(t)| ≤ R or a|X(t)|2 ≤ V (t,X(t)), so X(t) is L2-bounded on
[t0,+∞). 
4. Applications
In this section, we illustrate our theoretical results by several examples. Firstly we consider
the simplest case of almost periodic SDEs.
Example 4.1. Consider one-dimentional SDE
(4.1) dX(t) = f(t,X(t))dt+ g(t,X(t))dW (t),
where f , g satisfy condition (H) and are C1 in x. Assume that for some constant c > 0,
(4.2) sup
(t,x)∈R×R
∣∣∣∣∂g∂x(t, x)
∣∣∣∣2 ≤ c, sup
(t,x)∈R×R
∂f
∂x
(t, x) ≤ −c.
Then if D(4.1) 6= ∅, it has a unique element which is almost periodic.
Proof. Let V (t, x) = |x|2. Then it’s easy to see that V satisfies condition (L), and
∂V
∂t
(t, x) = 0,
∂V
∂x
(t, x) = 2x,
∂2V
∂x2
(t, x) = 2.
By (4.2) and mean value theorem, for every x, y ∈ R and every t ∈ R, if x 6= y, there exist
ξˆ = ξˆ(t, x, y), ξ = ξ(t, x, y) such that ξˆ, ξ ∈ (x ∧ y, x ∨ y), and
(f(t, x)− f(t, y))(x− y) = ∂f
∂x
(t, ξ)(x− y)2 ≤ −c(x− y)2,
(g(t, x) − g(t, y))2 = (x− y)2|∂g
∂x
(t, ξˆ)|2 ≤ c(x− y)2.
So
L V (t, x− y) =2(f(t, x)− f(t, y))(x− y) + (g(t, x) − g(t, y))2
≤− c(x− y)2 = −c|x− y|2.
By Theorem 3.4 we can easily get the required result. 
Now let us consider some two-dimensional applications.
Example 4.2. Consider two-dimentional SDE:
(4.3)
{
dX1(t) = [f1(t,X1(t)) + σX2(t)]dt+ [A1(t)X1(t) + g1(t)]dW1(t),
dX2(t) = [f2(t,X2(t))− σX1(t)]dt+ [A2(t)X2(t) + g2(t)]dW2(t),
where fi(t, x) are C
1 in x and satisfy condition (H) for i = 1, 2. σ 6= 0 is a constant. Assume
that Ai, gi are almost periodic and fi(t, 0) ≡ 0, i = 1, 2. Denote a(t) := maxi=1,2{A2i (t), g2i (t)}.
Assume further that for t, x ∈ R,
(4.4)
∂fi
∂x
(t, x) ≤ −2a(t)− 1, i = 1, 2.
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Then D(4.3)r has a unique element which is almost periodic.
Proof. Let V (·, ·) : R × R2 → R, V (t, x) = |x|2 = x21 + x22. Then V (t, x) satisfies condition
(L), and for (t, x) ∈ R×R2, i, j = 1, 2,
∂V
∂xi
(t, x) = 2xi,
∂2V
∂x2i
(t, x) = 2,
∂2V
∂xi∂xj
(t, x) = 0, when i 6= j.
By (4.4) and mean value theorem, for x = (x1, x2), y = (y1, y2) ∈ R2, there are ξi =
ξi(t, xi, yi) ∈ (xi ∧ yi, xi ∨ yi), i = 1, 2, such that
L V (t, x− y) =2
∑
i=1,2
(fi(t, xi)− fi(t, yi)(xi − yi) +
∑
i=1,2
A2i (t)(xi − yi)2
≤
∑
i=1,2
[a(t) + 2
∂f
∂x
(t, ξi)(xi − yi)2]
≤(−3a(t) − 2)(xi − yi)2 ≤ −2|x− y|2.
Since fi(t, 0) = 0, for every xi, t, there exist ξˆi = ξˆi(t, xi) ∈ (xi ∧ 0, xi ∨ 0) such that
fi(t, xi)xi =
∂fi
∂xi
(t, ξˆi)x
2
i ≤ −(2a(t) + 1)x2i .
So
LV (t, x) =2
∑
i=1,2
fi(t, xi)xi +
∑
i=1,2
[Ai(t)xi + gi(t)]
2
≤
∑
i=1,2
[2A2i (t)x
2
i + 2g
2
i (t) + 2
∂f
∂x
(t, ξˆi)x
2
i ]
≤
∑
i=1,2
[−(2a(t) + 2)x2i + 2a(t)].
Obviously LV (t, x) ≤ 0 when |x| ≥ √2. By the global Lipschitz condition of the coefficients,
we can see that (4.3) must have L2-bounded solutions from Proposition 3.6 and Theorem 3.7.
By Theorem 3.4, we can get the result required. 
Example 4.3. Consider two-dimentional SDE:
(4.5)

dX1(t) = [−(A21(t) +A22(t) + 1)X1(t) + 2A21(t)X2(t)]dt
+A1(t)(X1(t)−X2(t))dW1(t),
dX2(t) = [−(A22(t) +A21(t) + 1)X2(t) + 2A22(t)X1(t)]dt
+A2(t)(X1(t)−X2(t))dW2(t).
If Ai(t) are almost periodic for i = 1, 2, then (4.5) has L
2-bounded solutions, and all the
L2-bounded solutions of (4.5) have the same distribution which is almost periodic.
Proof. Similar to the proof of Example 4.2, let V (t, x) = x21+x
2
2. For t ∈ R, x = (x1, x2), y =
(y1, y2) ∈ R2, we have
L V (t, x− y) =2
∑
i=1,2
[−(A21(t) +A22(t) + 1)(xi − yi)2 +A2i (t)(x1 − y1)(x2 − y2)]
+
∑
i=1,2
[(A21(t) +A
2
2(t))(xi − yi)2]− 2(A21(t) +A22(t))(x1 − y1)(x2 − y2)
≤− 2|x− y|2,
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and
LV (t, x) = 2
∑
i=1,2
[−(A21(t) +A22(t) + 1)x2i + 2A2i (t)x1x2] +
∑
i=1,2
A2i (t)(x1 − x2)2
≤ −2|x|2 ≤ 0.
By Proposition 3.6 and Theorem 3.7, (4.5) has L2-bounded solutions. By Theorem 3.4, D(4.5)
has a unique element which is almost periodic. 
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