INTRODUCTION
Image processing is an important field of computer science and engineering. It is widely applicable in different applications such as computer vision, robotic, pattern recognition, etc. Image vision and understanding is one the most important challenge in this field. Dividing scenes into distinct regions that go through the recognition and understanding process is a crucial issue in image understanding. The division or splitting process is known as the segmentation process. Many algorithms have been proposed to improve the performance of such algorithms. There are many applications for this process in different fields, such as, medical applications, industrial applications, machine vision, products quality assurance in factories, pattern recognition, and many others.
Artificial intelligence is widely used in image processing applications and image recognitions and understanding. Techniques such as Genetic Algorithms, Neural Networks, and Fuzzy Logic are used to improve the results obtained from different image processing techniques. The uncertainties in grey values and in spatial space are great motivations to use fuzzy logic in image processing. This paper presents an algorithm that utilizes the histogram thresholding technique using fuzzy logic theory in image segmentation. Histogram gives good information about the distribution of the grey levels over pixels. Since most of the algorithms assume the input image as a dark object in a light background, or vice versa, thus the histogram is expected to have two peaks and one valley. The valley, which represents the minimum point between the two peaks, is considered as the threshold value. This thresholding technique is known as bimodal thresholding. Due to the fact that, there are no distinct borders between the object and the background because of the imaging and lighting properties, thus it is not feasible to isolate the object from its background using crispy methods. Most of the literatures are focusing on how to find the value of the threshold value, which is the grey value that separates the object from its background.
The rest of the paper shall include the necessary theoretical background and review of the available techniques in section (2) . Section (3) will describe the proposed technique and the theoretical derivation. In section (4) testing and experimental results are listed, and finally in section (5) the conclusions are derived.
BACKGROUND AND REVIEW
Many models of image representations are used to represent the image in digital format, formats such as RGB, HSL, VSL, and other models are used to represent the coloured images [1] . The most widely used model in image processing is greylevel image representation model. In this model the image is represented by the luminance of the pixels at the spatial location and . The number of grey levels (luminance levels) is equal to , with is the number of bits that are used to represent each pixel value. The most commonly used representation is by representing each pixel by 8 bits (byte) which results in having a total of 256 grey levels.
Image processing techniques are applied to change the luminance values according to some criteria, applications like image sharpening (High Pass Filters), smoothing (Low Pass Filters), enhancement, restoration, contrast enhancement, etc. can be used to improve the image and to extract some important features that can be used in image recognition and understanding. Figure 1 shows a simple representation of an image processing system. The system gets a raw image and apply different enhancement and image processing techniques and the output will be an enhanced, well-recognized image; this process can be represented in the fallowing equation: 
Image Histogram and Features
For an image with size of and number of grey levels of , the histogram can be expressed as: 2 
Where
is the histogram vector and is number of pixels of colour level in the image.
Several features and measures can be extracted from histogram to describe the contents of an image like colour moments, such as, mean (first order), variance (second), and skewness (third).
The histogram can be considered as a measure to the information contents in the image. As it was assumed that the image contains two major parts, objects and background, thus, the histogram information contents can be expressed as follows: For instance let us assume that the colour values in an image are represented by the set , which represents the universal set, such that:
Where is the value of the pixel colour of the image considering that the image pixels are arranged to be a onedimensional vector
The set of the pixels is divided into two components, object and background :
; ;
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If the borders between the object and background are considered to be crispy, which means that the object is isolated from the background and the borders are welldefined, i.e. then the cardinality of the set will be as follows: 6 Based on the definition of the histogram, we shall define the function as the number of occurrence of the variable as follows:
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Where is the probability of occurrence of the bin . contains the two components mentioned above i.e.:
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Where and are the probability of occurrence of the variable in the background and in the object regions respectively.
In equation 6, the intersection between the object and the background sets was ignored which is not the real case; usually there should be intersection between them due to the uncertainty and the shadow. Thus, fuzzy logic is used in defining the border between the regions and the background.
Image Segmentation and Thresholding
Segmentation can be defined as the process of dividing the image into non-overlapping, homogenous, and connected regions [2] . The regions are separated according to some attributes like luminance amplitude for grey images and colour components for colour images [3] .
Several other attributes like texture, shapes, and edges are also used in segmentation. Many types of segmentation have been proposed by literature using different techniques like in ref [4] . Thilagamani and Shanthi [5] have published a survey on segmentation through clustering, they have presented different techniques in segmentation, and they define the clustering as the grouping of similar images in the database. Pappas [6] proposed the use of adaptive clustering technique in image segmentation. He suggested a generalized K-Mean algorithm in clustering to include spatial constraints and to account for local intensity variations in the image. Artificial intelligencebased segmentation was used by many authors like Deshmukh and Shinde who have used neuro-fuzzy system for colour image segmentation [7] .
Some segmentation algorithms utilize luminance in grey images in which colour images should be converted into grey images before applying these algorithms. While some other techniques consider the colour images in segmentation process which give better results as they are analogy to human perception.
Segmentation algorithms may be classified further as local and global segmentation algorithms. In local segmentation, only the features of the pixels values and their neighbouring pixels are considered, while in global segmentation the image as a whole is considered in the segmentation process [8] .
Segmentation divides the image into a set of regions , which consists of homogenous, non-overlapped, connected subregions , i.e. The union of all subregions forms the original image i.e.
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The regions should be connected for all and each regions should be homogeneous. Finally, different adjacent regions and should be disjoint i.e. Fuzzy-based techniques were used as a segmentation process by many authors. Cheng et al. [9] proposed using the cpartition entropy fuzzy to select the threshold value. Maximum entropy principle and fuzzy c-partition method have been used to select the threshold value(s) associated with the maximum entropy of the fuzzy c-partition. They have assumed a fixed and known number of the clusters and classified the pixels into these clusters. Entropic thresholding was also used by Wang et al. [10] Tao et al. [11] and others. Yong, Chongxun, and Pan [12] , and Junwei et al. [13] , From reviewing the available algorithms, we have identified several problems we shall consider in the proposed algorithm.
The most important problem is the computation amount needed in some algorithm because of the iteration they contain, which we are going to overcome in this paper, since the proposed algorithm is not iterative.
Fuzzy Intelligence
Fuzzy logic was invented in 1965 by Zadeh in his research Fuzzy Sets [16] . Zadeh defined the fuzzy sets and fuzzy logic in additional to the membership function which assign each grade to a value between one and zero and introduced the theoretical background. Fuzzy is a representation of uncertainty in which each logic operation like OR, AND, and NOT is represented in a way differs from the True/False binary space. First, it was proposed to have a third value between the binary values (True and False), and then this principle has been generalized to have infinite number of possibilities between them. Assume that is a set of points and is the characteristics function or membership function, then, which measures the membership of in the class assigns each into a real value in the interval [0, 1]. The closer value of to one, the more properly that be a member of . All the binary logical operations are defined according to the above definition like OR operation is replaced by MAX, AND is replaced by MIN, and NOT operation is replaced by complement, the detailed theory is found in [16] .
Fuzzy sets are extension to the idea of crisp sets in which an element is a member in a class if the value of the membership function is one, and not a member in the class if it is 0; According to this definition, an element either a member of the class or not a member at all. Fuzzy sets proposed the partial membership, in which the strength of membership can be found. Partial membership allowed an element to be member in more than one class with different membership values Linguistic variables (LVs) are the input or output variables of the system. LVs values are words or sentences from a natural language, instead of numerical values. A linguistic variable values consist of a set of linguistic terms. For example, temperature values can be described by linguistic terms as; too cold, cold, warm, hot and too hot, these terms describe a specific feature of the temperature and it is expressed as:
It is common to use words like short, medium and tall, or low, medium and high, to describe some fuzzy features. In case of image processing, linguistic variable can be any of the image features like luminance, colour, brightness etc. the values for each of these features can be described in terms of linguistic terms like; bright, dark and very dark. Figure 3 shows the difference between crisp membership function and fuzzy membership function, in crisp the output value of the function is either one or zero, while the fuzzy membership function maps the element to a real value between 0 and 1. Various types of membership functions are used like triangular, trapezoidal, generalized bell shaped, Gaussian curves, polynomial curves, and sigmoid functions. 
Fuzzy Based Image Processing
The vagueness in pixel luminance value results in a noncrispy definition of the features in an image. Thus, fuzzy definition is required in image feature extraction like in edge detection and segmentation. The incertitude in an image maybe defined in terms of greyness ambiguity or spatial ambiguity or both of them. Greyness ambiguity can be defined as the indefiniteness in deciding whether the pixel is white or black while spatial ambiguity, which is also known as geometrical ambiguity may arise in shape or geometry like finding the centroid, shape edges etc. of a region.
The image of size of can be represented as an array of fuzzy singletons; each member in this array has a value of membership denoting its degree of possessing some property like brightens darkness, etc. It can be represented in fuzzy notation as:
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Where is the degree of possessing such property by the pixel and can be defined using global, local or spatial information
THE PROPOSED ALGORITHIM
As it was explained earlier, bimodal image can be divided into two distinct regions by selecting appropriate thresholding value at which separate the object from its background.
If
is an image and is the binary image after thresholding then:
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Where is the thresholding value. One (1) represents a pixel on the object and zero (0) represents the background.
Finding T is a crucial issue and represents the main problem in such algorithms. Many algorithms have been proposed such as local threshold, global threshold, and adaptive threshold values extraction. Genetic algorithms, neural networks, Gaussian, and other techniques are also used. Most of the techniques consider the Histogram to find the threshold values. One of the most popular techniques is the bimodal histogram splitting, in which the histogram is split into two regions, light and dark regions, or white and black in crisp set definition.
As shown in Figure 4 , which represents the image thresholding based on the histogram valley selection, the crisp definition for the pixels with luminance values less than T is black always while the values above T are white. It is also clear from the figure above that the value of T is not the minimum value of the histogram but it should be the minimum value between two peaks.
Figure 4 Bimodal Histogram Thresholding
Base on the fuzzy intelligence theory this is not the actual case because here it was considered that there is a welldefined borders between the object and its background.
Figure 5 Bimodal Fuzzy Histogram Thresholding
As shown in Figure 5 the histogram is approximated into two membership functions; which measure how much is the pixel black, and which measure the white membership value. Thus, the luminance space will be divided into two subspaces or subsets B and W. According this figure the histogram is divided into 3 region rather than 2 regions as in crisp thresholding. One of the regions is the black region and the second one is the white region. The third region, which is the overlapping between the black and white regions, has been generated due to the uncertainty in image luminance value and it may represent the fading or the shadow. The value of T can be found in different ways of which are:
1. The intersection of the two lines of the membership functions.
2. The value of T can be extracted by calculating the entropy of the regions.
3. Using AI techniques like Genetic Algorithms and Neural Networks.
The membership function can be derived from the figure as follows:
; ; ; 14 In the same way: 
TESTING AND RESULTS
The proposed method has been applied on grey images, for colour images the thresholding algorithm is applied three times, one for each band (R, G, and B). It starts with histogram extraction from a grey image. The extracted histogram may contain some sharp changes which occurred due to abnormal values in the histogram, thus one dimensional low pass filter (LPF) is applied. This LPF results in a smooth histogram. The peaks and valley are extracted from the histogram using one-dimensional discrete gradient.
The membership functions are extracted based on the extracted peaks. The membership functions intersection points (MFIP) which shall be used as the threshold value can be obtained from the extracted membership functions by finding the intersection between them.
The common region between the white and black regions can be extracted using (if-then) rues, i.e.
This can be found also using the formula , which represents the ANDing process between the two regions.
The common region between the object and its background may represent the shadow of the object or the transition from the object to the background.
The above algorithm has been applied on different types of images as shown in Figure 6 . The histogram shown is approximated to two membership functions, by which the membership value of each pixel is calculated. According to the membership value, the pixel is decided whether it is black, white or grey in some level. The grey value can be considered as the intersection between the two membership functions. In Figure 6 the first image was thresholded using bimodal technique (T=205) from which the objects were separated from the background but still the holes in the images are ambiguous whether they belong to the background or to the object. By applying membership functions intersection point MFIP (T = 124) gives better results in separating the objects. The difference between the white and black or the common region that belongs to both membership functions is given the 
CONCLUSIONS
As a conclusion to the above discussion, one may consider several points as will be explained here. The algorithm is suitable for images with bimodal grey level distribution and gave excellent results when it was applied on such kind of images. The histogram smoothing gave strength to the method because it overcomes the local maxima and minima due to the abnormal values in the histogram. The used method can be modified to be applicable with non-bimodal images by repeating the operation more than one time. Also preprocessing may improve the results, thus different kind of reprocessing can be used such as image smoothing and histogram smoothing. The proposed method does not need that much calculations that are needed in other applications since it is not an iterative process. In addition, the obtained results are far better than those obtained by applying the crispy techniques. 
