I. INTRODUCTION
I N THIS work, we have tried to determine whether a certain brain potential called readiness potential or RP (explained in a dedicated paragraph) exists in single trials of the electroencephalography (EEG). To do that we had to design an experiment setup including the necessary software and hardware to evoke the RP in EEG of the subjects. In this experiment, the subjects were asked to move their hands and press a button on the pad whenever they wanted; no specific cues were given and the subject had the complete freedom for the movement time. After data acquisition, first, the EEG data was segmented based on the start of hand movement. Then, after a minor preprocessing, two algorithms were applied to the single trials. Both algorithms are based on independent component analysis (ICA). However, in one of the methods, the RP is extracted by applying a proper constraint to the source extraction cost function. As it can be seen in the results section, both methods have shown to be resilient across different subjects and had good results on the trials which were expected to have RP in them (true positive rate).
On the other hand, we also prepared single trials in which the RPs were not present to evaluate the performance of algorithms against false detection. In this area, the constrained blind source extraction (CBSE) outperforms the traditional blind source separation (BSS) which are discussed later on.
The remainder of this paper is organized as follows. First, the basic concepts of the work are presented, which include a review of the RP and ICA problems and solutions. In Section II, the EEG data acquisition is introduced, including hardware and software setup and the simulation paradigm to obtain two different kinds of trials. In Section III, the overview of two algorithms used for automatic detection is presented and the necessary steps for automatic detection are illustrated. In Section IV, we explained the experiments carried out to evaluate the detection algorithms. This paper ends with the discussion about the results in Section V and the proposals for possible future works in Section VI.
A. Readiness Potential
Many of human everyday works and actions are considered voluntary. There are evidences from EEG data that show human brain is active even before the beginning of the voluntary movement. The first proof of this evidence was made by Kornhuber and Deecke in 1964 [1] . In their experiment, the subjects were asked to perform a repetitive movement (finger flexion) with their choice of speed while EEG and electromyogram (EMG) data were recorded simultaneously. Then, by averaging EEG segment before the EMG onset, which indicated the start of movement as a trigger, a potential preceding human voluntary movement was discovered and published with the name Bereitschaftspotential (BP) or RP, shown in Fig. 1 . RP is a negative cortical potential seen in motor cortex which can be seen 1.5 to 1 s before the onset of a self-paced or voluntary movement in EEG data. Moreover, RP is an event-related potential (ERP), because its onset is time locked to an event such as movement [1] - [3] . RP is proven to be evoked not only when a movement is performed by the subject, but also when execution of an action by others is observed or even when the movement is imagined [4] , [5] .
Except our previous work [6] , there is not much work done to detect RP in single trials. In [7] the authors implemented a user specific template matching structure as part of a method to detect movement planning. To build the template an RP waveform recorded via only one electrode placed between C3 and A1 in 1534-4320/$31.00 © 2012 IEEE the 10-20 International System was used. For each subject 12 movements during three or four sessions, each containing six right-and left-hand movements, were used to build the subject's template. A classifier was implemented to compare the template with EEG raw data and detect the movement in the test trails. This classifier was tested over five subjects and could predict movements with accuracy greater than 85% and a low false positive rate. However, the authors did not publish the results of RP detection in their experiment.
B. Independent Component Analysis
EEG signal is assumed to be formed by a number of independent components (ICs) or sources. This assumption justifies the use of ICA in EEG signal processing [8] . A review of different ICA algorithms used for EEG can be found in [9] . One major application of ICA is in two signal separation approaches called blind source separation (BSS) and blind signal extraction (BSE) which are frequently used in biomedical signal analysis and processing such as for EEG or magnetoencephalogram (MEG). Both techniques share the common word, blind, referring to the fact that the source signals are unobservable in the mixture signal, no prior information about them exists and the mixing process is unknown. This is in contrast to other techniques such as minimum-norm estimation (MNE) developed by Hämäläinen, [10] , [11] that require a forward head model. However, some assumptions are made about the sources or mixing process such as independency of the sources to make the extraction procedures possible.
In BSS and BSE methods the problem is formulated as follows. Let us assume shows continues time series from EEG channels and thus, shows EEG data recorded by th sensor. Since human scalp performs like a conductor, the sources coming from the brain are summed together and any of can be assumed as a linear mixture of unknown brain sources at discrete time , mixed through unknown mixing matrix . That is (1) where is an white noise vector independent of the source signals, and superscript represents the transpose operator. Thus, assuming a noiseless environment, we can eliminate from the above formula. Now that we have addressed the similarities between BSE and BSS methods, we focus on their differences on how they tackle the problem of extracting the sources in the next section.
1) Blind Source Separation Techniques: BSS approaches try to recover or estimate all the original sources, , simultaneously from the mixture signals. Different algorithms have been developed for this approach and the challenge is to choose the suitable algorithm based on the application. After applying different algorithms such as JADE [12] and FastICA [13] , and careful observation of their resulting components, we came to the conclusion that one of the components produced by secondorder blind identification (SOBI) [8] , [14] best match the features of RP and therefore, we used SOBI as the core for our automatic BSS-based method to detect the RP.
Each SOBI estimated component has a time course and a corresponding scalp projection which determines the effect of that specific component on all electrodes. That is to show which electrodes are nearer to the component or where in the scalp the component is originated. Assuming a noiseless situation, the estimated sources, , is given by (2) where shows the time course of all the components. Note that entries are nonlinearly proportional to the inverse of the distance between the sources and the sensors. This is however subject to inherent scaling ambiguity of the BSS.
To calculate the matrix , SOBI considers the time coherence of signals. SOBI tries to find by minimizing the squared sum of cross correlations between one component at time and another component at time . SOBI applies this calculation across multiple time delays and across all pairs of components. Since this cross correlation is sensitive to the temporal features of time based signal, temporal information of EEG data is enough for source separation. For more information on SOBI algorithm see [8] or [14] .
SOBI is able to recover the components form the EEG data that are meaningful from physiological and neuroanatomical points of view. Validation of the components estimated by SOBI from 128 channel EEG data has been done by [15] . Joyce in [16] showed that SOBI is able to successfully extract the EEG artifact components and he used it as part of a procedure to automatically correct the ocular artifacts. SOBI is also used as part of a method for classification of ERPs awakened by a sequence of randomly mixed left, right, and bilateral median nerve stimulations [17] . Then, by feeding the SOBI extracted features to a back-propagation neural network as the classifier, the accuracy of % % among four subjects was measured.
2) Blind Signal Extraction Techniques:
BSE approaches try to recover or estimate the original sources, , one at a time from the mixture signals. Compared with BSS, BSE has the following advantages.
• By creating some constraints or criteria based on the features of the desired source signals, they can be extracted in a specified order.
• The approach is very flexible and can use different criteria in each step of the extraction, to separate the preferred sources in that step.
• It is possible to extract only the sources of interest and thus, it can save the computation time and resources.
• BSE algorithms are simpler than BSS algorithms and can be modified to be applied in a number of different situations. In this work, we used sequential BSE with an optimization criterion based on the absolute value of normalized kurtosis. Kurtosis measures the deviation of the extracted source from normal Gaussian distribution and it is based on the fourth-order central moments of the signal [18] . A Gaussian signal has the kurtosis of zero, for positive values of kurtosis, signal is super-Gaussian or long tailed and for negative values, it is sub-Gaussian or short tailed. According to Central Limit Theorem, the distribution of the mixture signal is closer to Gaussian distribution than any of the original sources. Therefore, by maximizing the non-Gaussianity criterion such as absolute value of kurtosis, we can separate the source from the mixture signals. Since we are looking for one specific signal, we can formulate the output of the algorithm as (3) where is the th output signal, is the th row of the unmixing matrix calculated by the algorithm, and is the mixture matrix consisting of the electrode signals. denotes the number of time samples and is the number of electrodes, as said before. Avoiding index for simplicity, the goal is to minimize the following cost function: (4) where is the normalized kurtosis. Applying the standard gradient descent approach to minimize the cost function in (4), the following online learning rule is obtained [18] : (5) where (6) and the moments can be iteratively estimated in an online application as (7) where is the iteration number and the sample number, is the th moment, and denotes the adjusting influence of the previous estimate of the moment and current estimate. Now, in order to form the constraint to extract the RP first, we use prior knowledge about the shape and latency of RP in combination to the normalized kurtosis cost function. Thus, we created a reference signal of RP to calculate the actual unmixing vector, , which is used to minimize the Euclidean distance between the reference signal and the data with (8) where denotes the Euclidean distance. The solution to this is minimum norm [19] (9) Therefore, we need to minimize the distance of the obtained from (5) and from (9). So we should minimize (10) This constrained cost function replaces the original cost function (4) and the learning rule becomes (11) where is the penalty parameter to make a balance between the two cost functions and and if chosen too high, it will overcome the effect of the main cost function while if chosen too low it will have a small effect. In Section IV, we describe how to choose .
In [20] , the authors designed a constrained ICA similar to the BSE algorithms to extract the components of brain activation in fMRI data. The cost function designed, is based on both the second-order and the higher-order statistics which uses the prior information about the desired components in the form of a reference signal. The authors in [21] proposed a constraint BSE algorithm which uses the cost function based on fourth-order moment (kurtosis for nonperiodic signals, or a new cost function for periodic ones) with a reference signal correlated with the desired source. The algorithm has been reported to be accurate in source extraction from simulated data and also in extraction of the cardiac artifacts from MEG data. In [19] a constrained BSE algorithm based on kurtosis is used to detect P300 components. They also included a reference signal based on the temporal shape of usual P300 subcomponent in their cost function and were able to correctly extract P3a and P3b signals from the EEG single trials. The CBSE-method developed here uses the same theory described in the Method section. Obviously, resembles the RP.
II. EEG DATA ACQUISITION
We examined both the CBSE-based and the BSS-based methods on two kinds of datasets; the simulated EEG dataset and the real EEG data recorded from normal subjects. Here, we address how these datasets have been formed. 
A. Simulated EEG Data
EEG data was simulated using multivariate autoregressive (MVAR) modeling. In this approach a multichannel scheme is assumed. Thus, each signal sample is considered to be related to its previous sample and the previous samples of other channels. Here, we adopted the methods and parameters from [22] where the MVAR model uses two time varying parameters which are a step function and a positive triangle function (12) where (13) and (14) is set to 0.2 and is the number of samples which is set to 2000, same as EEG trials in real data. represents the white noise. For more information on the model and how to set the parameters, please see [22] . To this model we added one sinc signal which had the peak of RP before the movement. The sources are shown in Fig. 2 . These sources, which are referred to as the original sources of the simulated data, were mixed using a randomly generated 5 4 mixing matrix, producing the five signals shown in Fig. 3 , which were used in both algorithms for RP extraction. The results of both algorithms on this data are discussed in Section IV.
B. Real EEG Data
Three healthy subjects, one male and two females, volunteered in conducting the experiment. All subjects were right handed and aged between 26 and 30 years. None of the subjects had any history of neurological or psychological disorders. 
1) Experiment Hardware and Software Setup:
The acquisition framework used E-Prime and EGI's NetStation software to acquire EEG data from a 128-channel Sensor Net (Electrical Geodesic, Eugene, OR, USA) helmet. The E-Prime software was used for experimental paradigm and stimuli delivery. The main feature of this setup was the possibility of marking online the beginning of the hand movement. This could be done thanks to the use of an external device, called HModule, which is shown in Fig. 4 . It is based on the Henesis WiModule [23] , which has already been used for human motion acquisition in [24] . One of its main characteristics is that it contains a high performance three-axis accelerometer, which permits detection of the beginning of the movement. At the same time, it allows recording the movements by saving the accelerometer data. The accelerometer used has a precision of mg with a range of g. The sampling frequency was set to 160 Hz. As it can be appreciated in Fig. 4(a) , the HModule is small and wearable, which makes it ideal for being used in the experiments as it was attached to the moving hand of subjects. An algorithm based on thresholding and the exponential moving average (EMA) has been implemented. Using this technique in time series leads to smoothing out the short-term fluctuations and to highlight longer-term trends. For each sample of the accelerometer, the energy is calculated considering the data in its three axis. Afterwards, it is filtered, giving more weight to the latest data. This filtered value is the one compared with the set threshold. When a small hand movement is done (e.g., just when the subject starts to rise his/her hand), the given threshold is exceeded and the HModule triggers an event sending a signal to E-Prime to mark the EEG data. Choosing the correct threshold is of the utmost important; as if it is too low, any minimal movement done by the subject would be caught, while if it is too high, the beginning of the movement would not be marked properly, but later on the data sequence. Several experiments were carried out by different subjects in order to choose the correct threshold for the given movement, "raising the hand and pressing a button on a pad."
The whole experiment had a duration between 10 and 11 min (the time variation is due to the fact that the subjects were free to move their hand whenever they wanted) and contained two parts each about 5 min. Preparing each subject and adjusting the sensor net on his/her head, took approximately between 25 and 30 min. Therefore, the whole experiment time did not take longer than 45 min per subject. The EEG data was recorded with the sampling frequency of 1000 Hz.
2) Experiment Paradigm Simulation: As mentioned above, the EEG data recording paradigm included two parts, each with different instructions.
• Part 1: Steady; the subject was asked to remain calm, breath normally with open eyes and try not to think of anything or move. • Part 2: Hand movements; the subject was asked to move his/her hand whenever he/she wanted. The instruction of what was asked in the experiment was given to subjects both orally and in writing at the beginning of the experiment. At the start of each part, a cue was shown on a monitor to inform the subject of what task they should perform. Other than these two cues, no other cues were given to subjects for two reasons. First, this was necessary to simulate the real world situation as accurately as possible. Second, giving a cue to the subjects might evoke the potentials which are uncalled for such as contingent negative variation (CNV), which is a slow negative wave that develops in the interval between a warning and a "go" stimulus and reflects preparation for signaled movements.
In part two, the EEG data to be analyzed started 2 s before the movements. Since no cue was given in the trials of this part, the HModule resting time was set to 5 s. This means the time duration between two sequential hand movements had to be at least 5 s. Otherwise, the HModule would not send any signal to E-Prime and the trial had to be repeated by subject. As the results, it was assured that 40 valid trials were obtained for each subject.
III. METHODS Algorithm 1 shows the overview of the BSS-based algorithm and Algorithm 2 shows the overview of the CBSE-based algorithm used for detecting the RP is single trials. All 128 channels acquired EEG data were used in our analysis. The EEG data was divided into two categories; premovement and steady trials. Pre-movement trials were obtained by cutting the EEG data based on HModule markers to 2 s before the beginning of the hand movements. Since we had 40 hand movements, we obtained 40 trials in this category. The steady trials were obtained by cutting the first 5 min of the steady data to 2 s nonoverlapping segments. Thus, we had 150 trials in the steady category.
Both categories, premovement and steady trials, were used in the evaluation of the algorithms.
A. BSS-Based Algorithm
In this algorithm (see Algorithm 1), after applying SOBI to each single trials of EEG data, we have a number of ICs which show the original sources that were active in the mixture signal. Unfortunately, the output of SOBI is not predictable. The sources extracted by SOBI are subjected to scale and sign change. Moreover, the orders of the extracted sources in different trials vary. To determine which one of the sources was similar to RP, we used a template matching technique. The shape of RP was simulated with the help of Gamma function with and and we added a small adjustments to that. Fig. 5 shows the final shape of the template used in BSS-based algorithm. Then, we calculated the correlation between each ICs in the output of SOBI with this template. When the value of correlation exceeded a we assumed that RP is present in that trial. For more information please refer to [6] .
B. CBSE-Based Algorithm
In this algorithm (see Algorithm 2), first, we filtered the EEG data in the range from 0.1 to 70 Hz. The filtering is done so the CBSE algorithm can be in line with [19] and can be eliminated. After that, we created the RP reference signal, . Both Gamma wave (see Fig. 5 ) and an average over 40 trials containing RP (see Fig. 6 ) have been used as reference signal. Then, we calculated the , with (9) . The actual unmixing vector, , was initialized with random values. In each iteration the new was computed using (11) and after each iteration of the algorithm it was compared with . If after some iteration, the Euclidean distance between and were less than the for a trial, we would assume that an RP existed in that trials. Otherwise it would be assumed that there was no RP in that trial.
IV. RESULTS
Both methods were applied to two datasets, the the simulated data and real data. In simulated data, the goal was to extract the RP source as close as to the actual source as possible. In real data, both categories of trials were used to evaluate the detection rate of the algorithms. The trials where RP was expected to be found, meaning pre-movement trials, were used for true positive rate evaluation and the trials which RP was not expected to be found, meaning steady trials, were used to obtain the false positive rate of the algorithms.
The parameter in CBSE algorithm has been set by trial and error. If the parameter in the CBSE is set to zero, the algorithm will be unconstrained and the output is not RP. To set this parameter, we started from a small value for and observed the extracted RP. At this small value, the results are not satisfactory. We increased slowly until we reached a practical value where the extracted RP is good. The parameter in (7) was set to 0.5. The learning rate, in (11) , was set to at the beginning of the algorithm and was reduced by 1% in every iteration. These values were the same for simulated and real EEG data and were not changed across the subjects or different categories of trials. 
A. Simulated Data
For the first experiment, we used the simulated EEG data shown in Fig. 3 . The goal was to extract the source with RP peak simulated, shown in Fig. 2 , bottom plot. We applied the SOBI and Extended Infomax algorithm described in [25] as well as our constrained BSE-algorithm. Extended Infomax uses a learning algorithm for a feed-forward neural network that blindly separates the linear mixtures of independent sources with different distributions using information maximization theory. The results of the extracted sources are showed in Fig. 7 . Comparing the three extracted signals with the original source, it is visually comprehensible that the CBSE-based method has a good performance.
Moreover, the performances of three algorithms on the simulated data were measured with respect to mean square error (MSE) and signal-to-noise ratio (SNR) (15) (16) where is the number of time samples, shows the original source, and is the extracted source. In order to calculate the error for the three algorithms, the original source was used as the reference. Since SOBI output components are subjected to scale change, the extracted sources and the original source were normalized before calculation of the errors. The results have been shown in Table I , as it can be seen in this table, SOBI and CBSE have similar results while Extended Infomax results on this data is noisy (lower SNR and higher MSE).
Here, we assumed that the number of independent sources are less than or equal to number of EEG channels. If otherwise, none of the components driven from SOBI or Infomax algorithm will have any similarities to the simulated RP while it is still possible to extract RP with our CBSE-based algorithm. 
B. Real Data
For the second experiment, we used real data recorded from human brain with the features described in EEG data acquisition. Here, we used receiver operating characteristic (ROC) curves to explain the performance of the binary classifier at different values of the for both methods. In order for BSS-based algorithms to be applicable, the number of sources active in the brain should be less than the number of electrodes. Thus, we used the very robust and well-known algorithm developed in [26] to obtain the number of independent sources from EEG data. The number of independent sources obtained by this algorithm in a randomly chosen 10 s segment of data was not more than 52. Since we used all 128 electrode channels and the EEG segments were 2 s, it is possible to apply both algorithms to the data. Fig. 8 shows the results of BSS-based algorithm detection rate and Fig. 9 shows the results of CBSE-algorithm detection rate. For the BSS-based method, since the value of correlation ranges from 0 to 1, the was changed between 0.1 and 0.9, increased 0.1 in each step and the values of false positive rate and true positive rate were calculated accordingly. As it can be seen in Fig. 8 , the change of affects both rate similarly. This means that both false positive rate and true positive rate increase or decrease simultaneously by the change of . The curves shows the poor performance of this method for all three subjects.
For the CBSE method, the was changed between and 1. In every step the value of threshold was multiplied by 10. The ROC curves for the three subjects are shown in Fig. 9 ; for each subject the results for two different , one based on average and another based on Gamma function is plotted. As it can be seen, in this method the true positive rate and false positive rate are independent from each other. The performance of binary classifier was acceptable in the range of . However, lower values of indicated more number of iterations in the optimization process and thus require more computation time. A practicable value for can be , which produces good results with acceptable computation time (0.26 s for each single trial on average). As it can be seen in Figs. 8 and 9, both algorithms can produce good results in the case of correct classification. However in the case of false detection, meaning detection of RP in the trials with no RP, CBSE-based algorithm had a much better performance. This is due to the fact that in the case of BSS-based algorithm, first, all of the sources are extracted, which are usually plenty, and some of them pass the criteria to be miscounted as RP.
The time of extraction in both cases also differ significantly. Average extraction time of RP in one trial via the CBSE-based algorithm took 0.26 s while for BSSbased algorithm it was 51.90 s. Again, this is due to simultaneous extraction of all sources by applying SOBI.
Figs. 10 and 11 show 20 extracted RPs in 20 single trials from premovement category via BSS-based algorithm and CBSEbased algorithm, respectively.
V. DISCUSSION
The shape of the RP signal extracted by both algorithms is different. This is because in CBSE-based algorithm we designed the reference signal, , as the trade-off between having maximum true positive rate and minimum false positive rate. Thus, we set all the values of except the last 400 to zero. Setting less values to zero gives us a more similar shape to Fig. 1 or Fig. 10 , but also increases the false positive rate. In the application, we had for the ICA in both implemented algorithms, longer segments of EEG data could not be used. This is because ICA is based on the assumption that EEG signals are short-term stationary [8] , [27] . Generally speaking, the sources within different parts of the brain are not always active. They may even move and go deep or be propagated to the surface. So, it may not be possible to localize them in a long window. On the other hand, the RP is a locally restricted source [28] or a focal source. As mentioned before the RP is a local event which is initiated approximately 1.5 s before the movement onset. The RP may vanish or be replaced by other brain events. Therefore, choosing long windows for the EEG signals may work for strong and somehow distinct events like eye-blinks or repetitive ERPs but not for a short duration potential like RP. Moreover, the number of active sources in a short time can be considered fixed. However, in a long segment the number of sources may change and the change in the number of sources within a time segment is not considered by ICA methods. Thus, it is better to use short windows to detect the RP. Consequently, we had to divide the EEG data to short segments such as 2-s segments and then, apply the algorithms to the result.
The changes for the values of Kurtosis of the extracted signal in every iteration are shown in Fig. 12 . This figure shows the convergence of the CBSE-based algorithm after only 23 iterations, when the method meets its stopping criterion, when the value of Kurtosis is at its maximum.
VI. CONCLUSION AND FUTURE WORK
In this work, we showed the superiority of CBSE-based algorithm in detection of brain potential compared with BSS-based algorithm. To sum up, in BSS-based algorithm, first we extract all the possible sources in the EEG single trial and then look for the one that is in our interest. CBSE-based algorithm performs differently by adding some constraint to the cost function, we extract only the sources of interest and ignore the other active potentials or noise from the very beginning.
The SOBI algorithm gives the corresponding scalp projections of the extracted sources as well as their temporal time course of the signal. Some of the extracted sources which are mistaken with RP shape are transmitted from other regions of the brain than the motor cortex. This information can be used in the BSS-based algorithm to reduce the false detection rate. However, this modification would increase the computation time.
By detecting RP in various trials we can correctly infer that the intention of the subject is rising and anticipate an upcoming movement or movement imagination and be prepared for it. Finding RP can be the first step in predicting the subject's next behavior. By predicting the human movement, it is possible to evaluate the next motor task before it happens and, if necessary, stop it to prevent any problem. This feature could have a useful application on platforms where human error has fatal consequences, such as during driving a car or plane. Moreover, detecting the upcoming movement has applications in rehabilitation systems that want to wake other devices, such as, monitoring the body movement of the patient.
In addition, automatic detection of RP in single trials can benefit neuroscientist to better understand the human perception since this is the first stage of brain activation against an intention. A robotic arm controlled by the brain can be nicely initialized for a smooth take off if this component is correctly detected. Finally, for people with physical challenges, this will be the main clue of having an intention to move.
