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1. INTRODUCTION AND DEFINITIONS 
Let A denot,e the class of functions f normalized hy 
f(z) = z + 2 a,, ZR, (1.1) 
7t=2 
which are analytic in the open unit disk 
U := {z : z E C and IzI < l} . 
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Also let S*(o), K(o), and C(Q) denote the subclasses of A consisting of functions which are, 
respectively, starlike, convex, and close-to-convex of order cr in U (0 2 Q < 1). Thus, we have 
(see, for details, [1,2]; see also [3]) 
>a, (zfU;O~a:<l) (1.2) 
f: f~ Aand% > a, (Z E 24; 0 2 cr < 1) , (1.3) 
and 
f: f Edand% > cy, (Z E u; 0 2 a: < 1; g E Kc) ) (1.4) 
where. for convenience, 
s* := s*(o), K := K(O), and c := C(0). (1.5) 
Next, with a view to recalling the principle of subordination between analytic functions, let 
the functions f and g be analytic in U. Then we say that the function f is subordinate to g if 
there exists a function h, analytic in U, with 
h(0) = 0 and Ih( < 1, (z E U) 1 (1.6) 
such that 
f(z) = 9 (h(z)) > (z E U) . (1.7) 
We denote this subordination by 
f(z) + 9(z). (1.8) 
In particular, if the function g is univalent in U, the subordination (1.8) is equivalent to (cf. [l, 
11. 1901) 
f(O) = 9(O) and f(U) c s(U). (1.9) 
Recently, Singh and Singh [4] p roved several interesting results involving univalence and star- 
likeness of functions f E A. In our attempt here to generalize these results of Singh and Singh [4], 
we are led naturally to several sufficient conditions for close-to-convexity, starlikeness, and con- 
vexity of functions f E A. 
The following lemma (popularly known as Jack’s lemma) will be required in our present in- 
vestigation. 
LEMMA 1. (See [5,6].) Let the (nonconstant) function W(Z) be analytic in U with w(0) = 0. If 
j~(z)I attains its maximum value on the circle Iz/ = T < 1 at a point zo E U, then 
where c is a real number and c 2 1. 
2. SUFFICIENT CONDITIONS FOR CLOSE-TO-CONVEXITY 
Our first result (Theorem 1 below) provides a sufficient condition for close-to-convexity of 
functions f E A. 
THEOREM 1. Let the function f E A satisfy the inequality 
(2.1) 
Certain Analytic Functions 
Then 
(z E u: 0 2 cy < 1) ) 
or equivalently, 
fEC F , ( > (0 5 cy < 1). 
PROOF. We begin by defining a function w by 
f’(z) = 
1+ &W(Z) 
1+ w(z) ’ 
(w(z) # -1; z E u; 0 5 Q < 1). 
Then, clearly, w is analytic in U with w(0) = 0. We also find from (2.4) that 
1 + z.f”b) -= 
f’(z) 
1 + QZW’(Z) 
1 +ckw(z) - 
zw’( 2) 
1 + w(z)’ 
(i E U). 
Suppose now that there exists a point zo E U such that 
lw (zo)l = 1 and iw(z)i < 1, when IzI < lzoi. 
Then, by applying Lemma 1, we have 
20 w’ (20) = cw (x0), (c 2 1; ‘w (~0) = e”; Q E IR) . 
Thus, we find from (2.5) and (2.7) that 
ITi 1 + Zof" (zo) ( f' (zo) )=lf%(g+?o) 
=1+ 
ca(a+cosQ) c -- 
1+a2+2ckcos6J 2 
< 1+3a 
= 2(1 + ck) ’ 
(20 E u; 0 5 f2 < 1) , 
which obviously contradicts our hypothesis (2.1). It follows that 
that is, that 
I I 1 -f’(z) < 1 f'(z) - cy ’ (z E u; 0 2 cl < 1). 
This evidently completes the proof of Theorem 1. 
THEOREM 2. If the function f E A satisfies the inequality 
R(1tzLgg) <=$ (ZEU;Oscr<l)> 
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(2.2) 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
then 
If’(z) - 11 < 1 + cy, (z E u; 0 2 Q < 1). (2.10) 
PROOF. Our proof of Theorem 2, also based upon Lemma 1, is similar to that of Theorem 1. 
Indeed, in place of definition (2.4), here we let the function w be given by 
f’(z) = (1 + a)w(z) + 1, (z E u; 0 5 a < 1). (2.11) 
The details may be omitted. 
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REMARK 1. Since the inequality (2.10) implies that 
qf’(4~ > -a, (2 E u; 0 2 ck < 1)) (2.12) 
by setting Q = 0 in Theorem 2, we readily obtain the following. 
COROLLARY 1. (See (4, p. 311, Corollary 21.) If the function f E A satisfies the inequality 
%(1+$) < ;, (ZEU), (2.13) 
then 
that is, f E C. 
If’(z) - 11 < 1, (2 E U), (2.14) 
Next we prove the following. 
THEOREM 3. If the function f E A satisfies the inequalit,y 
If’(z) - 118 IZf”(Z)lY < (1 ,:?r+?, (ZtU;O~CY<l;/!Y,~~o), (2.15) 
then 
PROOF. We define the function w by 
(2 E U; 0 -< N < 1). (2.16) 
f’(4 = 
1+ cyw(z) 
1 + 7U(Z) ’ 
(W(2) # -1; z E u; 0 5 ct < I). 
Then, clearly, ‘ILJ is analytic in U with w(0) = 0. We also find from (2.17) that 
If’(z) - llD IZf”(# = 
(1 - ,)fl+r Iw(z)1° (Z?U’(Z)IY 
I1 + w(Z)14+2Y ’ ci E w. 
Supposing now that there exists a point za E U such that 
Iw (zo)l = 1 and Iw(z)\ < 1, when IzI < lzol, 
if we apply Lemma 1 just as we did in the proof of Theorem 1, we shall obtain 
If’ (zo) - lIP lZ0.f” (zo)l’ = 
(1 - o)B+r cy 
11 + e,elfl+2y 
> (1 - o)o+r 
= 20+2Y ’ (zo E u; 0 < cy < 1). 
which obviously contradicts our hypothesis (2.15). Thus, we have 
which implies that 
(2.17) 
(2.18) 
(2.19) 
that is, that (2.16) holds true. 
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By letting 
/3=r-l=O 
in Theorem 2, we arrive at the following. 
COROLLARY 2. If the function f E A satisfies the inequality 
1-a 
Izf”(z)l < - 4 ’ 
(z E z-4; 0 I a < 1)) (2.20) 
then 
(z E u; 0 5 a! < 1). (2.21) 
REMARK 2. An analogous result (which apparently is not contained in Corollary 2) was proven 
earlier by Singh and Singh [4, p. 310, Corollary 11, which asserted that, if the function f E A 
satisfies the inequality 
then f E C. 
lZf”(Z)I < 1, (z E U) 1 
3. STARLIKENESS AND CONVEXITY 
In this section, we first prove the following result (Theorem 4 below), which involves the already 
introduced principle of subordination between analytic functions (see Section 1). 
THEOREM 4. If the function f E A satisfies the inequality 
S 1 I Z;;;(y) < 
( )i 
=_ (.zEU;l<X$2), 
2(x + I) 
Z X+1 
2(X - 1)’ 
(z E U; 2 < x < 3), 
for some X(1 < X < 3), then 
zf ‘(t) 
f(z) 
~ w - z) 
x-z’ 
The result is sharp for the function f given by 
f(2) = z (1- $-l. 
PROOF. Let us define the function w by 
zf’o = Nl - w(z)1 
f(z) A-w(z) ’ 
(W(Z) # x; z E U; 1 < x < 3). 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
Then, clearly, w is analytic in U with w(0) = 0. By logarithmic differentiation of both sides 
of (3.4), we also find that 
1 + zf” = XL1 - w(z)1 zw’( 2) zw’(z) 
f'(z) x -w(z) - 1 -W(Z) + x -w(z)’ 
(z E U). 
Assuming now that there exists a point zo E U such that 
(3.5) 
Iw(zo)l = 1 and lw(z)I < 1, when Izl < IZOI, 
if we apply Lemma 1 just as we did in the proof of Theorem 1, we shall obtain 
f’(zo) ) =s(h!L_:li)) -+$z?) +3(S) 
= X(X + l)(l - COSO) + c + c(xcosB - 1) 
l+X~-22xcos~ 2 1+x2-22xcose 
x + 1 
=--+ 
(x” - 1) (c + 1 - X) 
2 2 (1 + x2 - 2x cos 0) 
> x+1 (x’ - 1) (2 - X) 
- 2 + 2 (1 + x* - 2x cos f3) ’ 
(zo E u; 1 < x < 3) ! 
which yields the inequality 
5x - 1 
CJ% 1 + fl(iO) = 
( 
ZOfll(ZO) > 2(x+1)’ (20EU;1<X~2), 
) ( 
X+1 
2 (X ~ 1) ? 
(20 E U; 2 < x < 3). 
(3.6) 
Since (3.6) obviously contradicts our hypothesis (3.1), we conclude that 
that is, that 
zf’(z) x x --__ - 
f(z) x+1 < X+1’ 
(2 E U; 1 < x < 3), 
which implies the subordination (3.2) asserted by Theorem 4. 
Finally, for the function f given by (3.3), we have 
(3.7) 
Zf’(Z) X(1 - z) - - 
f(z)= x-z ’ 
(3.8) 
which evidently completes our proof of Theorem 4. 
REMARK 3. A special case of Theorem 4 when X = 2 was given earlier by Singh and Singh 
[4, p. 313, Theorem 61. 
Finally, since 
f(z) E K(a) I zf’(z) E S”(Q), (0 < a < 1) , (3.9) 
whose special case, when (L = 0, is the familiar Alexander theorem (cf., e.g., [l, p. 43, Theorem 
2.12]), Theorem 4 can be applied in order to deduce the following. 
COROLLARY 3. If the function f E A satisfies the inequality 
~ 2zf”(Z) + Z2f”‘(Z) < 
( 
I( 
$$-$ (zcz4; l<XS2), 
f’(z) + zf”(Z) 3-X 
2(x- 
(z E LI; 2 < x < 3) > 
for some X( 1 < X < 3), then 
1+Zf”(Z)_,_. X(1 - 2) 
f’(z) /I-z 
The result is sharp for the function f given by 
(3.10) 
(3.11) 
(3.12) f’(i) = (1 - i)“‘. 
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