ABSTRACT
INTRODUCTION
he multi-dimensional knapsack problem (MDKP) has been well researched since the 1950s and continues to receive attention due to its wide applicability. Many real-world problems including the capital budgeting problem (Salkin and Kluyver, 1975) , the cutting stock problem (Gilmore and Gomery, 1966) , the cargo loading problem (Shih, 1979) , the set covering problem (Bitran and Hax, 1981) , production planning problem (Camargo et. al., 2012 ) the distributed processor and database allocation problem (Gavish and Pirkul, 1982) , the Stigler diet problem (Lancaster, 1992 ) and many others (Salkin and Kluyver, 1975) can all be formulated as a MDKP. Additionally, the MDKP often appears as a sub problem in a variety of more difficult problems such as the generalized assignment problem. Any incremental solution improvement would be beneficial to many applications.
In this problem, we are given a set T = {1…..n} of n items and a set R = {1….m} of m resources. Each item T i has a value c i and a vector of non-negative constraints such as weight or size A ij , which represent the amount of resource j consumed by item i. In addition, each resource This knapsack problem belongs to the class of NP-Hard problems (Garey and Johnson, 1979) . Like most NP-Hard optimization problems, both exact and approximate solution techniques have been developed for the MDKP. Existing exact solution techniques are primarily based on the branch-and-bound method (Shih, 1979; Martello and Toth, 1981; Pirkul, 1985 and Fukunaga, 2011 ) and the dynamic programming method (Gilmore and Gomery, 1966 , Weingartner and Ness, 1967 , Nemhauser and Ullmann, 1969 and Volgenant and Zoon, 1990 . These techniques work well on small problems, but due to their inherent time complexity and the curse of dimensionality, they are not very practical for larger problem instances. To solve larger instances of the problem, many heuristic approaches, relaxation approaches and metaheuristic approaches have been developed. Senju and Toyoda (1968) developed a pseudo-utility based heuristic. Kochenberger et. al. (1974) also developed a greedy heuristic based on a pseudo-utility ratio, but with a difference. Both these heuristics are still quite popular. Another greedy heuristic was proposed by Hillier (1969) . Other heuristics can be found in (Egeblad and Pisinger, 2009; Boussier et. al., 2010; Archetti et. al., 2010 and Hill et. al., 2012) . Various relaxation approaches have also been proposed, such as the combined dual-gradient and greedy method (Loulou and Michaelides,1979) , the combined dual-gradient and Lagrangean-relaxation method (Magazine and Oguz, 1984) , the surrogate-duality method (Pirkul, 1987) , the primal-based parametric approach (Lee and Guignard, 1988) , the surrogate-relaxation technique (Freville and G. Plateau, 1997) have also been applied to the MDKP. For details about these techniques, see Lin, 1998. Many metaheuristic approaches have also been applied to the MDKP. Tabu search is used in (Dammeyer and Voss, 1993) and (Aboudi and K. Jornsten, 1994) . Population search techniques such as genetic algorithms are applied in (Chu and J. Beasley, 1998). Other metaheuristic approaches commonly applied to various optimization problems include simulated annealing (Cho and Kim, 1997), ant-colony optimization (Merkle et al., 2002) , GRASP (Bard and Feo, 1996) and scatter search (Debels et. al., 2006) and harmony search approach (Zou and Gao, 2011) . These metaheuristics are able to find improved solutions by searching a larger portion of the solution space. In general, the longer one runs these metaheuristics, the better the solutions tend to be, although the improvement reduces asymptotically over time. It is up to the user to provide an acceptable stopping criteria. In general, genetic algorithm approaches tend to outperform other approaches.
In this paper, we propose (i) a Neural approach which is based on the principles of Neural Networks, (ii) A Genetic Algorithms approach, and (iii) a Neurogenetic approach which combines the Neural approach and a Genetic Algorithms approach. In the next section we describe the Neural approach. In the third section we will describe the Genetic approach and the in fourth section we will describe the Neurogenetic approach. Empirical results will be discussed in the fifth section.
THE NEURAL APPROACH
The Neural approach we propose in this paper is similar to the augmented neural networks approach that has been applied to the task-scheduling problem (Agarwal et. al, 2003 and Open Shop scheduling problem (Colak and Agarwal, 2005) . This approach is a combination of the basic heuristic approach and the neural-network approach. A heuristic typically makes use of some problem-specific parameter(s). For example for the MDKP a heuristic might use the value of the items c i as the parameter. In the neural approach we use a weight vector, W = {w 1 , w 2 , …, w n } with initial values of 1 for each of the elements (w i ). We multiply the weight vector with the vector of problem parameters, C = {c 1 , c 2 , …, c n } used in the heuristic to get a weighted parameter vector WC = {w 1. c 1 ,
2 , …, w n c n}. We use this weighted parameter vector (WC) instead of the original parameter vector, C, in the heuristic.
The neural approach is an iterative approach in which each iteration is performed using a heuristic. Since the weight vector is a unit-vector initially, the weighted parameter vector is identical to the original parameter vector (W = WC for the first iteration), so the heuristic solution in the first iteration using the weighted parameter vector produces the same solution as would the original parameter vector. After each iteration, the weight vector is modified using what is called a learning rule. Each subsequent iteration, thus, produces a different solution since the parameter vector is different for each iteration. This approach is very similar to the learning approach used in artificial neural networks. Essentially, this is a local-search approach in which solutions in the vicinity of the heuristic solution are produced.
The Learning Rule
The method by which we modify the weight vector neural network weights is called the learning rule. It is basically a weight modification formula. We employ the following weight modification formulas:
where  (k) is the error in the k th iteration.
 is the learning rate.
Heuristics used with the Neural Approach
As explained earlier, in each iteration of the neural approach a heuristic is used to obtain a solution. So whenever a neural approach is used, an appropriate heuristic is selected. The heuristic provides the first solution and then subsequent iterations provide solutions in the neighborhood of the first solution. If the heuristic, and therefore the first solution is produced in a good neighborhood in the search space, the subsequent iterations will provide a local optimal solution in this neighborhood. We apply a modified version of the Senju and Toyoda (1968) and the Kochenberger et al. (1974) heuristics. In the Senju and Toyoda (ST) heuristic, all objects are first added to the knapsack and subsequently objects with the lowest pseudo-utility ratios are removed one at a time until a feasible solution is achieved. In the Kochenberger, McCarl and Wyman (KMW) heuristic, the object with the highest pseudo-utility ratio is added next to the knapsack next until the knapsack is full.
We propose a modification to these heuristics. In the KMW heuristic, all objects are first sorted on pseudoutility ratio (in descending order) and objects are added to the knapsack starting with the top of the sorted list. The heuristic stops when it is infeasible for the next object in the list to fit in the knapsack. The modification we propose is in the stopping criteria. We argue that stopping at the first infeasible object in the list might be stopping too prematurely because there might be some objects down the list that might be feasible. Even if we were to add one more object, we will improve the solution. So we propose that we exhaust the entire list to see if any object fits. In the ST heuristic, similarly, first all objects are assumed added to the knapsack, even though it produces an infeasible knapsack. The objects are sorted on the pseudo-utility ratio in ascending order, and objects are removed from the knapsack from the top of this list till the knapsack becomes feasible. We propose that after a feasible solution is achieved, instead of stopping, the algorithm should re-evaluate the objects that have been dropped from the knapsack to see if any of them can be added back to the knapsack while maintaining feasibility. Although the refinement requires more computation time, the computational complexity remains the same at O(nm). Empirical analysis revealed that the improvement due to this refinement was significant in relation to the small amount of incremental processing time required. We call the two modified heuristics KMW-M and ST-M.
GENETIC ALGORITHMS APPROACH
When solving the knapsack problem using a genetic algorithm, the chromosome string consists of 0s and 1s, with 0s representing absence and 1s representing presence of an item in the knapsack. The length of the chromosome string is equal to the number of items in the given problem. Chu and Beasley, 1998, have proposed a very effective genetic algorithm approach. A Typical GA algorithm is shown in Figure 1 Depending on the problem, the crossover operator may not necessarily produce an offspring that represents a feasible solution. In the traveling salesman problem, for example, the crossover always produces a feasible solution, because any permutation of nodes is a feasible tour. In the knapsack problem, the offspring can easily represent either an infeasible solution or a solution with all non-binding constraints. In each case a repair operator is needed to either eliminate the infeasibility or to bring the solution closer to a boundary solution. The repair operator thus involves decisions about which items to remove (from an infeasible solution) or which items to add (for a nonboundary solution).
Chu and Beasley (1998) proposed a repair operator within which for each item i, a ratio We also make use of the LP-relaxed solution in the development of an initial population for the GA. Items are arranged in a decreasing order of LP-solution values. Items with highest LP-solution values are considered first, but added randomly if the random number generated is greater than 0.5. When infeasibility reaches, the item causing the infeasibility is not added. In the remainder of the paper, we will refer to the GA with the proposed refinements as the AD-GA, short for Agarwal-Deane Genetic Algorithm. We will refer to Chu and Beasley's GA as CB-GA.
THE NEUROGENETIC APPROACH
Based on our empirical experience with the Neural and GA approaches we made the following observations:

The Neural approach quickly improves upon the starting solution, but reaches its pinnacle very quickly; most of the improvement occurs in the first 25 or so iterations with very little improvement thereafter.
 GA does not improve as quickly as the Neural approach at first, but keeps improving at a slow but steady rate for a much longer time. Of course the rate of improvement slows down asymptotically, but not nearly as abruptly as with the Neural approach.
These observations suggest that the Neural and the GA search approaches are potentially complementary and that if combined in a manner that takes advantage of each techniques' strengths, a hybrid approach between them may work better than either one independently. Motivated by these observations, we propose an interleaved approach within which after a few iterations of GA, the best GA solution is fed to the Neural approach, which tries to improve upon this solution for about 25 iterations and feeds its best solution back to the GA population. This iterative process continues until a pre-defined stopping criterion is met. We call this interleaved search technique, the Neurogenetic Approach.
EMPIRICAL TESTING AND RESULTS
All the proposed methods in this paper were coded in Visual Basic .Net and executed on a Pentium-IV 2.8 GHz machine. For testing purposes, we use data sets available from OR-library. There were three sets of problems. The first set consisting of 7 problem instances and a second set of 48 instances for a total of 55 instances. These 55 instances have served as benchmark problems for several past studies on MDKP. These instances are relatively small, with m ranging from 2 to 30 and n ranging from 6 to 105. Optimal values of these instances are also known through exact methods. The third problem set consists of 270 problems, first created by Chu and Beasley (1998) . The 270 problems by Chu and Beasley are larger problems, with m ranging from 5 to 30 and n ranging from 100 to 500. Due to the large size of these problems, their optimal solutions are yet unknown. These 270 problems are divided into nine sets of 30 problems each. For details on how the problems were generated.
5.1
Results for 55 standard instances Table 1 summarizes the results for the 55 benchmark instances, divided into two datasets, dataset-1 of seven instances while dataset-2 of 48 instances. Since the optimal solutions to these problems are known, all results are reported in terms of average percent deviation from the optimal. Single-pass heuristics KMW solve no problems to optimality and give an average deviation from the optimum of 8.06% for dataset-1 and 4.68% for dataset-2. The proposed modified heuristic KMW-M solved 1 instance from dataset-1 and 8 from dataset-2 to optimality with average deviation of 2.14% and 0.60% for the two datasets respectively. The proposed refinement to the KMW thus provided a significant improvement (from 8.06% deviation down to 2.14% deviation). ST and ST-W heuristics showed similar results. While ST found no optimum solutions for dataset-1 and three for dataset-2 with deviations of 9.19% and 8.5% for the two datasets respectively, ST-M provided one optimal solution for dataset-1 and six for dataset-2 with deviations of 3.41% and 0.61% respectively. The CPU time taken was negligible for both heuristicsof the order of 10 -3 . The Neural approach, in 100 unique evaluations, in conjunction with KMW-M, solved 3 out of 7 instances from dataset-1 and 23 out of 48 instances from dataset-2 to optimality. In 1000 unique evaluations, the Neural (with KMW-M) approach solved 5 from dataset-1 and 31 from dataset-2 to optimality. The deviations reduced from http://www.cluteinstitute.com/ © 2013 The Clute Institute 2.14% for KMW-M down to 0.76% for 100 evaluations and 0.34% for 1000 evaluations for dataset-1. However, the average CPU time taken per problem for 1000 evaluations was quite significant -around 5 seconds. Results of Neural approach with ST-M were similar.
We also compared results of the proposed AD-GA approach with the CB-GA approach. AD-GA showed improvements over CB-GA for each dataset, both in terms of reduced deviations and the number of problems solved to optimality. AD-GA was able to find the optimal solutions to all seven problems in 5,000 evaluations, whereas CB-GA could only solve 5 problems to optimality, even after 10,000 evaluations. The AD-GA approach consumed a little extra CPU time compared to CB-GA for the same number of evaluations, but gave better solutions in much fewer evaluations; hence in terms of time taken AD-GA actually performed better -i.e. better results in shorter computing time.
The Neurogenetic approach gave improved results compared to GA-alone, both with AD-GA and CB-GA. For example, for dataset-2, Neurogenetic-CB, in 1,000 evaluations found 29 optimal solutions, compared to only 19 by CB-GA alone. For 10,000 evaluations, although the number of optimal solutions found remained the same, at 44, the average deviation by Neurogenetic-CB reduced to 0.01% down from 0.07% by CB-GA. Similar improvements were observed in Neurogenetic-AD compared with AD-GA alone. For dataset-2, for example, in 1,000 evaluations, Neurogenetic-AD found 39 optimal solutions compared to 23 by AD-GA alone. In 10,000 evaluations, Neurogenetic-AD found all 48 optimal solutions, compared to 42 found by AD-GA alone. The deviation was reduced from 0.15% to 0.00%. Table 2 summarizes the results for the 270 test instances by Chu and Beasley, 1998. Since optimal solutions to these large problems are unknown, the results are reported in terms of average percent deviations from the relaxed LP-based solution. The refinements to KMW and ST heuristics provided some improvements over the original KMW and ST heuristics. For example, KMW-M gave an average deviation of 1.5% compared to 2.1% by KMW. Similarly ST-M reduced the deviation to 1.42% down from 1.76% for ST. Neural approach with KMW-M, in 100 iterations, reduced the deviation to 1.1% and to 1.0% in 1000 iterations. Neural approach with ST-M reduced the deviation to 1.00% in 100 iterations and to 0.99% in 1000 iterations. We observed that Neural approach provided most of its improvements within the first 100 evaluations. No significant improvements were observed going from 100 to 1,000 evaluations. When comparing the results of Neural with CB-GA, we observed that although the Neural approach provided better gaps compared to CB-GA for the first 100 evaluations (1.1% compared to 1.4%), GA-CB continued to improve with more evaluations. CB-GA consumed less CPU for 100,000 iterations than did Neural approach for 1,000 evaluations and CB-GA in 100,000 evaluations reduced the gap to 0.63% compared to Neural approach's gap of 1.0%.
Results for Chu and Beasley Dataset
The proposed AD-GA approach showed significant improvement over CB-GA at each level of evaluation, albeit at a slight expense of CPU time (See Figure 3a) . The domination of AD-GA over CB-GA was particularly significant on larger problems of size n = 500 (See Figure 4a) . For n=100 problems, although AD-GA provided better results, the improvement was not very significant. This could also be due to the fact that for n=100 problems, there is not much room left for improvement.
The effectiveness of the Neurogenetic approach is also demonstrated through these test problems. The Neurogenetic approach in conjunction with CB-GA provided marginal improvement at each level of evaluation (See Figure 2b for all 270 problems and Figure 3b for large-size problems). The gaps with Neurogenetic approach were about 0.02% to 0.03% lower compared to CB-GA alone, for the same number of evaluations. The CPU time consumed, although higher, was not significantly higher -122 seconds for 100,000 evaluations for Neurogenetic-CB compared to 104 seconds for CB-GA. The Neurogenetic approach in conjunction with AD-GA also gave marginal improvement of over AD-GA alone (See Figure 2c for all 270 problems and Figure 3c for large-size problems). In the Neurogenetic runs, we provided 5 boosts of local improvements by the Neural approach. In each boost, we randomly chose two solutions from the ten best solutions in the GA population and ran 15 iterations on each of those two solutions. If the Neural approach found improved solutions, those solutions were incorporated into the GA population for further GA runs. Neurogenetic-AD, in 100K iterations reduced the overall gap to 0.59%, and in 1000K iterations down to 0.54%. AD-GA alone in 1000K iterations reduced the gap to 0.55%. Table 3 displays the number of instances for which the obtained solution was better than the best solution found by Chu and Beasley, 1998 . Neurogenetic-AD found improved solutions to the most number of instances -34. In addition, it equaled the C&B results for 132 instances. Overall, for all the runs in our empirical study, we found new bounds for 67 of the 270 problems. 2  0  2  1K  2  0  2  CB-GA  1K  0  0  0  5K  16  0  16  10K  32  1  33  100K  61  3  64  1000K  121  23  144  AD-GA  1K  5  0  5  5K  27  3  30  10K  38  4  42  100K  62  5  67 1000K  127  27  154  Neurogenetic, CB  1K  2  0  2  5K  17  0  17  10K  34  1  35  100K  71  6  77  1000K  125  29  154  Neurogenetic, AD  1K  11  0  11  5K  23  1  24  10K  38  2  40  100K  73  7  80  1000K 132 34 166 
SUMMARY AND CONCLUSIONS
In this paper we addressed the multi-dimensional knapsack problem (MDKP). We proposed and tested several new methods and ideas for solving the MDKP. First we proposed better stopping criterion for the wellknown Kochenberger et al. and Senju and Toyoda greedy heuristics. The proposed criterion provides improved solutions which are closer to the infeasible boundary. Second, we proposed a Neural approach for solving the MDKP and demonstrated its effectiveness compared to the heuristic approaches. In just 100 iterations, deviations from the optimal or relaxed LP-based solutions were reduced by an order of magnitude. Third, we proposed two refinements to the genetic algorithm approach -a new repair operator based on the LP-solution and a new method for generating the chromosomes for the initial population. These refinements improved the performance of the GA. Lastly, we introduced a hybrid technique which interleaves the GA and the Neural approaches. This Neurogenetic approach provides better solutions than either the GA or the Neural approach when applied independently, in almost the same amount of CPU time. We demonstrated the effectiveness of each of these four proposed ideas by testing them on a large set of standard benchmark problems from the MDKP literature. In the process we found new bounds for 67 of the problems. 
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