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Abstract
In this paper, we investigate the reducibility property of semidirect products of the
form V ∗D relatively to (pointlike) systems of equations of the form x1 = · · · = xn, where
D denotes the pseudovariety of definite semigroups. We establish a connection between
pointlike reducibility of V ∗ D and the pointlike reducibility of the pseudovariety V. In
particular, for the canonical signature κ consisting of the multiplication and the (ω − 1)-
power, we show that V ∗D is pointlike κ-reducible when V is pointlike κ-reducible.
Keywords. Semigroup, pseudovariety, semidirect product, implicit signature, pointlike,
equations, reducibility.
1 Introduction
Since its introduction in the 1970’s by Eilenberg [13], the notion of a pseudovariety has played
a key role in the classification of finite semigroups. Recall that a pseudovariety of semigroups
(in general, of algebras of any finitary type) is a class of finite semigroups (resp. of finite
algebras of that type) which is closed under taking subsemigroups (resp. subalgebras), homo-
morphic images and finite direct products. A pseudovariety is said to be decidable if there
is an algorithm to test membership of a given finite semigroup in that pseudovariety. One
of the main motivations to study decidability of pseudovarieties comes from its applications
in computer science, where the characterization of some combinatorial events associated with
rational languages, finite automata or various kinds of logical formalisms is reduced to such
membership problem [13, 15, 16, 23]. Due to the Krohn-Rhodes decomposition theorem [14],
the decidability of semidirect products of pseudovarieties has received particular attention.
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The semidirect products of the form V ∗ D, where D is the pseudovariety of all finite
semigroups in which idempotents are right zeros, are among the most studied [20, 22, 3, 4].
For a pseudovariety V of monoids, LV denotes the pseudovariety of all finite semigroups S
whose local submonoids are in V (i.e., eSe ∈ V for all idempotents e of S). It is well-known [13]
that V ∗D is a subpseudovariety of LV. In addition, it is known from work by Straubing [20],
The´rien and Weiss [21] and Tilson [22] that the equality V ∗D = LV holds if and only if the
pseudovariety V is local (in the sense of Tilson [22]). We have, for instance, the equalities
Sl ∗D = LSl and G ∗D = LG, where Sl and G stand for the pseudovarieties of semilattices
and groups respectively. In the 1970’s, Henckell and Rhodes introduced the notion of a V-
pointlike set as a subset of a finite semigroup that is related to a point under every relational
morphism with a member of the pseudovariety V. One says that V has decidable pointlikes
if one can effectively compute all the V-pointlike sets of any given finite semigroup. The
question of decidability of V-pointlike sets can be translated into a question of decidability of
the pseudovariety V, since a finite semigroup S is in V if and only if its V-pointlike subsets
are singletons. The Delay Theorem of Tilson [22] establishes that a pseudovariety of the form
V∗D is decidable if and only if gV, the pseudovariety of categories generated by V, is decidable
and that a semigroup of delay n is in V ∗D if and only if it is in V ∗Dn. In [19], Steinberg
proves a Generalized Delay Theorem which generalizes the Delay Theorem of Tilson from a
result about membership to a result about pointlikes. He shows that the V ∗D-pointlikes of
a semigroup of delay n are precisely its V ∗Dn-pointlikes and that if a pseudovariety V has
decidable pointlikes then so does V ∗D.
Since the semidirect product operator does not preserve decidability [17, 11], some authors
have been exploring the idea of establishing stronger properties of the factors under which the
semidirect product is necessarily decidable [2, 18]. At present no satisfactory such properties
have been found. The key property which intervenes in a partially successful approach, has
been formulated (and called reducibility) by Almeida and Steinberg [8] as an extension of sem-
inal work by Ash [10] on the pseudovariety G (where the key property was called inevitability).
The reducibility property was originally formulated in terms of graph equation systems and
latter extended by Almeida [2] under the designation of complete reducibility, and indepen-
dently by Rhodes and Steinberg [18] under the designation of inevitable substitutions, to any
system of equations, since different kinds of systems appear when different pseudovariety op-
erators are considered. The reducibility property is parameterized by an implicit signature
σ (a set of implicit operations on semigroups containing the multiplication), and we talk of
σ-reducibility. Informally speaking, a pseudovariety V is said to be σ-reducible relatively to
an equation system Σ with rational constraints when the existence of a solution of the system
by implicit operations over V implies the existence of a solution of Σ given by σ-terms over V
and satisfying the same constraints. The pseudovariety V is said to be pointlike σ-reducible
if it is σ-reducible relatively to every system of equations of the form x1 = x2 = · · · = xn,
and it is called σ-reducible if it is σ-reducible with respect to every graph equation system.
For pseudovarieties of aperiodic semigroups it is common to use the signature ω consisting of
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the multiplication and the ω-power. For instance, ω-reducibility was already established for
the pseudovarieties D [9], LSl [12] and R [6] of all finite R-trivial semigroups and pointlike
ω-reducibility was recently proved by the first author with Almeida and Zeitoun [7] for the
pseudovarieties A of all finite aperiodic semigroups and DA of all finite semigroups in which
all regular elements are idempotents. The ω-reducibility of A and DA remain to be investi-
gated, although it is natural to presume that the method in the proof of ω-reducibility of R
should apply to DA with minor adaptations.
In this paper, we focus on semidirect products of the form V ∗D in order to analyze con-
nections between their pointlike reducibility and the pointlike reducibility of the pseudovariety
V. We show that pointlike reducibility of V can be converted into pointlike reducibility of the
pseudovariety V∗D. To be more precise, under mild hypotheses on an implicit signature σ, we
prove that if V is pointlike σ-reducible then V ∗D is pointlike σ-reducible. As an application,
we deduce that V∗D is pointlike κ-reducible when V is pointlike κ-reducible, where κ denotes
the canonical signature consisting of the multiplication and the (ω − 1)-power. Our starting
point is the paper [5] of the first and third authors in collaboration with Almeida, where a
similar study was performed for semidirect products with an order-computable pseudovariety
and various kinds of reducibility properties. For each positive integer k, the pseudovariety Dk
defined by the identity yx1 · · ·xk = x1 · · ·xk is order-computable, and
⋃
kDk = D. We use
results of [5] concerning the pseudovarieties Dk to derive our results relative to D and the
pointlike reducibility property. The study of the reducibility (for graph equation systems) of
the pseudovarieties V ∗D should be the natural sequence of our work, but this appears to be
much more challenging. Our expectation is that it may be possible to combine the techniques
of this paper with the solution already known [12] for the case of the pseudovariety Sl ∗D, if
not for the general case V ∗D at least for some specific cases.
2 Preliminaries
This section introduces briefly most essential preliminaries, and some terminology and nota-
tion. We assume familiarity with basic results of the theory of semigroup pseudovarieties and
implicit operations. For further details and general background see [1, 2, 18].
Throughout this paper, A denotes a finite set. For a pseudovariety V of semigroups, a
pro-V semigroup is a compact semigroup which is residually in V. We denote by ΩAV the
pro-V semigroup freely generated by the set A: for each pro-V semigroup S and each function
ϕ : A→ S, there is a unique continuous homomorphism ϕ : ΩAV→ S extending ϕ. The ele-
ments of ΩAV, usually called pseudowords over V, are naturally interpreted as A-ary implicit
operations on V (mappings SA → S, with S ∈ V, that commute with homomorphisms). The
subsemigroup generated by A is denoted by ΩAV. When ΩAV is finite and effectively com-
putable, the pseudovariety V is said to be order-computable. If V′ is another pseudovariety
and V ⊆ V′, then there is a unique continuous homomorphism pA,V′,V : ΩAV′ → ΩAV, called
the natural projection, mapping the generators of ΩAV
′ to the generators of ΩAV. When V′
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is the pseudovariety S of all finite semigroups, we will usually abbreviate the notation of the
homomorphism pA,V′,V by writing simply pV. A pseudoidentity is a formal equality pi = ρ
with pi, ρ ∈ ΩAS. We say that a pseudovariety V satisfies the pseudoidentity pi = ρ, and write
V |= pi = ρ, if ϕpi = ϕρ for every continuous homomorphism ϕ : ΩAS → S into a semigroup
S ∈ V, which is equivalent to saying that pVpi = pVρ.
Given an element s of a compact topological semigroup, the closed subsemigroup generated
by s contains a unique idempotent, denoted sω. For each q ∈ N, the element sω+q (= sωsq)
belongs to the maximal closed subgroup containing sω, and its group inverse is denoted by
sω−q. As one notices easily sω−q = (sq)ω−1 = (sω−1)q. For a given finite semigroup S, let
k be an integer greater than |S| and let s1, . . . , sk ∈ S. Then there are integers i and j
such that 1 < i ≤ j ≤ k and s1 · · · si−1 = s1 · · · si−1(si . . . sj)m for every m ∈ N, whence
s1 · · · si−1 = s1 · · · si−1(si . . . sj)ω+1.
The following is a list of pseudovarieties we will use in this paper, each of them defined by
a single pseudoidentity and where k ∈ N:
K = Jxωy = xωK, Kk = Jx1 · · ·xky = x1 · · ·xkK,
D = Jyxω = xωK, Dk = Jyx1 · · ·xk = x1 · · ·xkK,
LI = Jxωyxω = xωK.
For a positive integer k, let Ak = {w ∈ A+ : |w| = k} be the set of words over A with
length k and let Ak = A
1∪· · ·∪Ak = {w ∈ A+ : |w| ≤ k} be the set of non-empty words over A
with length at most k. It is easy to observe that both ΩAKk and ΩADk may be identified with
Ak and that the product is defined by u · v = ik(uv) in ΩAKk and by u · v = tk(uv) in ΩADk,
where ikw and tkw denote respectively the longest prefix and the longest suffix of length at
most k of a given word w. So, Kk and Dk are order-computable pseudovarieties. We also
have that K =
⋃
kKk, D =
⋃
kDk and LI is the join K∨D (i.e., LI is the least pseudovariety
containing both K and D). The following lemma summarizes well-known properties of these
pseudovarieties.
Lemma 2.1 Let V be one of the pseudovarieties K, D or LI. Then, ΩAV is isomorphic to
A+ and ΩAV \ ΩAV is an ideal of ΩAV consisting of the idempotent elements of ΩAV.
An implicit signature is a set of finitary implicit operations over finite semigroups contain-
ing the multiplication. The implicit signature κ = { . , ω−1} is known as the canonical
signature. A highly computable signature is a recursively enumerable implicit signature con-
sisting of computable operations. For an implicit signature σ, let T σA denote the free σ-algebra
generated by A in the variety of σ-algebras defined by the identity x(yz) = (xy)z. The el-
ements of T σA will be called σ-terms. A σ-equation over A is a formal equality u = v with
u, v ∈ T σA.
Every profinite semigroup has a natural structure of a σ-algebra, via the interpretation
of implicit operations as continuous operations on profinite semigroups, and a pseudovariety
of semigroups is also a pseudovariety of σ-semigroups. For a pseudovariety V, we denote by
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ΩσAV the free σ-semigroup generated by A in the variety of σ-semigroups generated by V,
which is a σ-subsemigroup of ΩAV. Elements of Ω
σ
AV are called σ-words over V.
Consider the unique “evaluation” homomorphism of σ-semigroups εσA,V : T
σ
A → ΩσAV that
sends each letter a ∈ A to itself. The σ-word problem for V is the problem of deciding, for
any two given σ-terms u and v over an alphabet A, whether they represent the same σ-word
over V, that is, whether εσA,Vu = ε
σ
A,Vv. If so, we write V |= u = v. To simplify notation, we
will usually not distinguish a σ-term w ∈ T σA from the corresponding σ-word εσA,Sw ∈ ΩσAS.
For convenience, we allow the empty σ-term which is identified with the empty word.
For each pseudoword pi ∈ ΩAS, we denote by ikpi and tkpi the shortest words (in Ak) such
that Kk |= pi = ikpi and Dk |= pi = tkpi respectively. We define also ikw and tkw for a σ-term
w ∈ T σA, via the identification of w with the corresponding σ-word εσA,Sw ∈ ΩσAS.
Let Σ be a finite set of equations over a finite alphabet X. Let S be a finite A-generated
semigroup, δ : ΩAS→ S be the continuous homomorphism respecting the choice of generators
and ϕ : X → S1 be an evaluation mapping. We say that a mapping η : X → (ΩAS)1 is a V-
solution of Σ with respect to (ϕ, δ) if δη = ϕ and V |= ηu = ηv for all (u = v) ∈ Σ. Moreover,
given an implicit signature σ, if η is such that ηX ⊆ ΩσAS, then η is called a (V, σ)-solution.
The pseudovariety V is said to be σ-reducible relatively to an equation system Σ if the
existence of a V-solution of Σ with respect to a pair (ϕ, δ) entails the existence of a (V, σ)-
solution of Σ with respect to the same pair (ϕ, δ). The pseudovariety V is said to be σ-reducible
relatively to a class C of finite systems of equations if it is σ-reducible relatively to every system
of equations Σ ∈ C. We say that V is pointlike σ-reducible, if it is σ-reducible relatively to the
class of all systems of equations of the form x1 = x2 = · · · = xm, with m ≥ 2.
3 Pseudoidentities over V ∗Dk
For an integer k ≥ 1, let Φk : A+ → (Ak+1)∗ be the function that sends each word w ∈ A+ to
the sequence of factors of length k + 1 of w, in the order they occur in w. There is a unique
continuous extension ΩAS→ (ΩAk+1S)1 of Φk (see [3] and [1, Lemma 10.6.11]), also denoted
by Φk, which is a k-superposition homomorphism in the sense that
i) Φkw = 1 holds for every w ∈ Ak;
ii) Φk(piρ) = Φk(pi)Φk
(
(tkpi)ρ
)
= Φk
(
pi(ikρ)
)
Φk(ρ) hold for every pi, ρ ∈ ΩAS.
The following proposition ([1, Theorem 10.6.12]) gives a characterization of the pseudoiden-
tities verified by a pseudovariety of the form V ∗Dk.
Proposition 3.1 Let V be a pseudovariety of semigroups which is not locally trivial. Given
pi, ρ ∈ ΩAS, V ∗Dk |= pi = ρ if and only if ikpi = ikρ, tkpi = tkρ and V |= Φkpi = Φkρ.
Throughout the paper, V denotes a pseudovariety of semigroups such that V * LI. A
consequence of Proposition 3.1 and of the fact that V ∗D = ⋃`V ∗D`, is that
V ∗D |= pi = ρ ⇔ LI |= pi = ρ and V |= Φ`pi = Φ`ρ for every ` ≥ 1. (3.1)
6 J. C. Costa, C. Nogueira, M. L. Teixeira
Denote by A1k the set Ak ∪ {1} = {w ∈ A∗ : |w| ≤ k} of all words over A with length at
most k and let Bk = A
1
k×A. Notice that Bk = (ΩADk)1×A and consider the action of ΩADk
on ΩBkV defined, for every w,w
′ ∈ (ΩADk)1 and a ∈ A, by
w(w′, a) =
(
tk(ww
′), a
)
,
which determines a continuous endomorphism αw : ΩBkV → ΩBkV that maps each letter
(w′, a) of Bk to the letter
(
tk(ww
′), a
)
. This defines a semidirect product ΩBkV ∗ ΩADk
and there is a continuous embedding ι : ΩA(V ∗Dk) → ΩBkV ∗ ΩADk such that, for every
a ∈ A, ιa = ((1, a), a) [1, Theorem 10.2.3]. Composition of ι with the projection p1 on the
first component gives a continuous mapping βA : ΩA(V ∗Dk) → ΩBkV. That is to say that
the following diagram commutes, where p2 is the projection on the second component and
p = pA,V∗Dk,Dk is the natural projection:
ΩA(V ∗Dk)
ι
((
βA

p // ΩADk
ΩBkV ΩBkV ∗ ΩADkp1oo
p2
OO
When V = S, the mapping βA will be denoted by β
′
A. As S ∗ Dk = S, it is a continuous
function ΩAS→ ΩBkS. By [5, Lemma 3.1] the following equality holds
β′A(piρ) = β
′
Api · tkpiβ′Aρ (3.2)
for all pi, ρ ∈ ΩAS.
4 Implicit signatures
Following a concept introduced in [5], for a given implicit signature σ, we define a (σ,Dk)-
expressible signature as an implicit signature σ′ such that
i) β′A(Ω
σ′
AS) ⊆ ΩσBkS for any alphabet A;
ii) there is an algorithm that computes, from a given alphabet A and a given σ′-term z ∈ T σ′A ,
a σ-term t ∈ T σBk such that S |= β′Az = t.
Denote by Eσ the set of all (σ,Dk)-expressible signatures and notice that this set is non-empty
since it contains the trivial signature { . }. A signature σ′ ∈ Eσ is said to be σ-maximal if
Ωσ
′′
A S ⊆ Ωσ
′
AS for any signature σ
′′ ∈ Eσ and any alphabet A. We notice that, if σ is highly
computable, then Eσ contains highly computable σ-maximal elements σ∗ and Ωσ∗A S ⊆ ΩσAS
for every alphabet A [5, Propositions 4.1 and 4.10].
Throughout, σ denotes a highly computable implicit signature and σ∗ denotes a highly
computable σ-maximal signature verifying the following conditions:
(is.1) for every word u ∈ A+, there is a computable σ-term eu ∈ T σA such that S |= eu = uω;
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(is.2) for each integer k ≥ 1 and each σ∗-term w ∈ T σ∗A , it is possible to compute a σ∗-term
τw such that S |= w = (ikw)τw.
For each non-empty word u of length at most k, we fix a σ∗-term eu in the conditions above.
Note that ikeu = iku
ω and tkeu = tku
ω.
Let ν : ΩBkS → (ΩAk+1S)1 be the continuous homomorphism such that, for (w, a) ∈ Bk,
ν(w, a) = 1 if w ∈ Ak−1 and ν(w, a) = wa if w ∈ Ak . Hence, for every word w = a1 · · · an ∈ A+
with n > k,
νβ′Aw = ν
(
β′A(a1 · · · ak) · a1···akβ′A(ak+1 · · · an)
)
= ν
(
β′A(a1 · · · ak)
)
ν
(
a1···akβ′A(ak+1 · · · an)
)
= ν
(
(1, a1)(a1, a2) · · · (a1 · · · ak−1, ak)
)
ν
(
(a1 · · · ak, ak+1) · · · (an−k · · · an−1, an)
)
= ν
(
(a1 · · · ak, ak+1) · · · (an−k · · · an−1, an)
)
= Φkw.
As β′A, Φk and ν are continuous functions, we conclude that νβ
′
A = Φk. That is, the following
diagram commutes:
ΩBkS
ν
%%
ΩAS
β′A
OO
Φk // (ΩAk+1S)
1
For w = a1 · · · an ∈ A+, Φkw is a finite word with length n − k if n > k and it is the empty
word otherwise. For w ∈ T σ∗A \A+, by (3.2) and condition (is.2),
Φkw = νβ
′
Aw = ν(β
′
Aikw)ν(
ikwβ′Aτw) = ν(
ikwβ′Aτw).
Since σ∗ is (σ,Dk)-expressible, it is possible to compute a σ-term on the alphabet Bk that
represents β′Aτw. Now, αikw and ν restricted to Imαikw are continuous homomorphisms that
send letters to letters. So, it is possible to compute a σ-term on the alphabet Ak+1 that
represents ν(ikwβ′Aτw). This proves the following lemma.
Lemma 4.1 Given a σ∗-term w ∈ T σ∗A , there is a computable σ-term t ∈ T σAk+1 such that
S |= Φkw = t.
Let X be an alphabet and let Σ be a finite system of equations of the form x = x′ with
x, x′ ∈ X. Consider the mapping β′X : ΩXS→ ΩX1k×XS. Then
Σ′ = {β′Xu = β′Xv : (u = v) ∈ Σ} = {(1, x) = (1, x′) : (x = x′) ∈ Σ}
is a set of equations over X1k ×X of the same type of the equations of Σ and with the same
cardinal. Note also that the content of the equations of Σ′ is a subset of {(1, x) : x ∈ X}.
Consequently, if V is σ-reducible for Σ, condition (DΣσ,σ∗) of [5, Proposition 6.1] holds. In this
context, we can identify Σ′ with Σ and the following statement is an instance of the above
mentioned proposition.
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Proposition 4.2 For an alphabet X, let Σ be a finite system of equations of the form x = x′
with x, x′ ∈ X. If V is σ-reducible relatively to Σ, then V ∗Dk is σ∗-reducible relatively to Σ.
5 Transforming V ∗Dk-solutions into V ∗D-solutions
The objective of this section is to build a function θ′k that will be used to convert (V∗Dk, σ∗)-
solutions of a pointlike system of equations into (V ∗D, σ)-solutions of the same system.
Let S be a finite A-generated semigroup and denote by δ the extension of the corresponding
generating mapping A → S to an onto continuous homomorphism ΩAS → S. Let k be a
natural number such that |S| < k. For each word a1 · · · ak ∈ A+ of length k, we fix the
minimum j ∈ {2, . . . , k} such that δ(a1 · · · ai−1) = δ(a1 · · · aj) for some i ∈ {2, . . . , j}, and
notice that δ(a1 · · · ai−1) = δ
(
a1 · · · ai−1(ai · · · aj)ω+1
)
. We fix next the minimum such i, so
that i and j are unique, well-determined and verify
δ(a1 · · · aj) = δ
(
a1 · · · aj(ai · · · aj)ω
)
. (5.1)
Consider now a finite word a1 · · · an with n ≥ k and note that it has r = n − k + 1
factors of length k. For each ` ∈ {1, . . . , r}, let u` = ai` · · · aj` where i` and j` are the
indices fixed above for the length k word a` · · · a`+k−1. So δ(a` · · · aj`) = δ(a` · · · aj`uω` ) and
` < i` ≤ j`. We claim that j` ≤ j`+1. Indeed, suppose that j`+1 < j`. By definition of i`+1
and j`+1, δ(a`+1 · · · ai`+1−1) = δ(a`+1 · · · aj`+1). Hence δ(a` · · · ai`+1−1) = δ(a` · · · aj`+1). This
contradicts the minimality of j` and, so, the claim is true. Therefore,
δ(a1 · · · an) = δ(a1 · · · aj1uω1 aj1+1 · · · aj2uω2 aj2+1 · · · ajruωr ajr+1 · · · an)
= δ(a1 · · · aj1eu1aj1+1 · · · aj2eu2aj2+1 · · · ajreurajr+1 · · · an). (5.2)
With the above notation, consider the functions
λk : A
+ → ΩσAS
a1 · · · an 7→
{
a1 · · · an if n < k
a1 · · · aj1eu1 if n ≥ k
and
%k : A
+ → (ΩσAS)1
a1 · · · an 7→
{
1 if n < k
eurajr+1 · · · an if n ≥ k
.
Note that for every w ∈ A+, λkw = λkikw and %kw = %ktkw.
Lemma 5.1 For each k ∈ N, there exist unique continuous functions ΩAS → ΩσAS and
ΩAS→ (ΩσAS)1 extending λk and %k, respectively, that will also be denoted by λk and %k.
Proof. Recall that ΩAS = A
+ is a dense subset of ΩAS. Let (wm)m be a Cauchy sequence
in A+. Since ΩAKk(= ΩAKk) is a finite semigroup and pKk : ΩAS → ΩAKk is a continuous
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homomorphism, there exists m0 ∈ N such that pKkwm = pKkwm0 for every m ≥ m0. Hence,
ikwm = ikwm0 and λkwm = λkwm0 for every m ≥ m0. As a consequence, λk has a unique
continuous extension λk : ΩAS→ ΩσAS. Moreover, λkpi = λkikpi for every pi ∈ ΩAS. That %k
has a unique continuous extension, defined by %kpi = %ktkpi for every pi ∈ ΩAS, can be shown
in a similar way using the pseudovariety Dk.
Let ψk : (ΩAk+1S)
1 → (ΩAS)1 be the unique continuous monoid homomorphism which
extends the mapping
Ak+1 → ΩσAS
a1 · · · ak+1 7→ eu1aj1+1 · · · aj2eu2
and denote by θk the function θk = ψkΦk : ΩAS → (ΩAS)1. This is a continuous k-
superposition homomorphism since it is the composition of a continuous k-superposition homo-
morphism with a continuous homomorphism. Finally, we define a mapping θ′k : ΩAS→ ΩAS
by letting
θ′kpi = (λkpi)(θkpi)(%kpi)
for every pi ∈ ΩAS.
Lemma 5.2 Let w ∈ Ωσ∗A S. A representation of θ′kw as a σ-term may be computed from a
given representation of w as a σ∗-term.
Proof. By (is.2) and Lemma 4.1, given a representation of w as a σ∗-term, one can calculate
a σ-term on the alphabet Ak+1 which represents Φkw. As ψk is a continuous homomorphism
that sends letters to σ-terms on A, it is then possible to compute a σ-term on A representing
θkw. On the other hand, λkw and %kw are respectively represented by σ-terms of the form veu
and euv with v ∈ A∗ and u ∈ A+, and it is easy to verify that these σ-terms can be computed
from (is.1) given ikw and tkw. The result follows from the definition of θ
′
k.
An obvious consequence of the last lemma is that θ′k(Ω
σ∗
A S) ⊆ ΩσAS. Let us now prove that
the mapping θ′k preserves the value over the fixed finite semigroup S.
Proposition 5.3 Let pi ∈ ΩAS. Then δθ′kpi = δpi.
Proof. Since θ′k and δ are continuous functions and A
+ is dense in ΩAS, it suffices to prove
the result for pi = a1 · · · an ∈ A+. For n ≤ k one has θkpi = ψk1 = 1, while for n > k one has,
with the notations of (5.2),
θkpi = ψk(a1 · · · ak+1, a2 · · · ak+2, . . . , ar−1 · · · an)
= eu1aj1+1 · · · aj2eu2 · eu2aj2+1 · · · aj3eu3 · . . . · eur−1ajr−1+1 · · · ajreur
= eu1aj1+1 · · · aj2eu2aj2+1 · · · ajr−1eur−1ajr−1+1 · · · ajreur .
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Thus, in case n < k, one deduces that θ′kpi = λkpi · θkpi · %kpi = pi · 1 · 1 = pi and, so, δθ′kpi = δpi
holds certainly in this case. For n ≥ k, we have
θ′kpi = λk(a1 · · · ak) · θkpi · %k(ar−1 · · · an)
= a1 · · · aj1eu1 · θkpi · eurajr+1 · · · an
= a1 · · · aj1eu1aj1+1 · · · aj2eu2aj2+1 · · · ajreurajr+1 · · · an
and so, by (5.2), the equality δθ′kpi = δpi holds also in this case. Therefore, the proposition is
true.
Let us now show the following fundamental property of the function θ′k.
Proposition 5.4 Let pi, ρ ∈ Ωσ∗A S be such that V ∗Dk |= pi = ρ. Then V ∗D |= θ′kpi = θ′kρ.
Proof. By Proposition 3.1, ikpi = ikρ, tkpi = tkρ and V |= Φkpi = Φkρ. Therefore, if
either pi ∈ Ak−1, ρ ∈ Ak−1 or pi, ρ ∈ Ak, then pi and ρ are the same word and the result follows
trivially. Thus, we may suppose that pi, ρ ∈ Ωσ∗A S\Ak−1 with at least one of pi and ρ not in Ak.
Hence, there exist words v, y ∈ A∗ and u, x ∈ A+ such that λkpi = λkikpi = λkikρ = λkρ = veu
and %kpi = %ktkpi = %ktkρ = %kρ = exy. Then, θ
′
kpi = veu(θkpi)exy and θ
′
kρ = veu(θkρ)exy and
to deduce V ∗D |= θ′kpi = θ′kρ it suffices to prove that V ∗D |= pi′ = ρ′ where
pi′ = eu(θkpi)ex and ρ′ = eu(θkρ)ex.
That LI |= pi′ = ρ′ holds is clear since S |= {eu = uω, ex = xω}. Therefore, by (3.1), to
conclude the proof of the proposition it remains to show that
∀` ≥ 1, V |= Φ`pi′ = Φ`ρ′. (5.3)
In order to prove (5.3), consider the alphabet
A˜ = {(u1, v, u2) ∈ Ak ×A1k ×Ak : ∃w ∈ Ak+1, θkw = eu1veu2}
and let ψ˜k : (ΩAk+1S)
1 → (Ω
A˜
S)1 be the continuous homomorphism extending the mapping
Ak+1 → A˜
a1 · · · ak+1 7→ (u1, aj1+1 · · · aj2 , u2)
with ψk(a1 · · · ak+1) = eu1aj1+1 · · · aj2eu2 . Now, for each ` ≥ 1, let Φ˜` : (ΩA˜S)1 → (ΩA`+1S)1
be the continuous homomorphism which extends the mapping
A˜→ ΩA`+1S
(u1, v, u2) 7→ Φ`
(
eu1veu2(i`eu2)
)
.
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The mappings involved are shown in the following (non-commutative) diagram:
(ΩAS)
1
Φ` &&
ΩAS
Φk
//
θk
44
(ΩAk+1S)
1
ψk
88
ψ˜k
%%
(ΩA`+1S)
1 pV // (ΩA`+1V)
1
(Ω
A˜
S)1
Φ˜`
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The next statement holds.
Claim 1 Let w ∈ {pi, ρ}. Then Φ`w′ = (Φ˜`ψ˜kΦkw)(Φ`ex).
Proof. The proof for w = ρ being symmetric, we prove the result only for w = pi. We
consider first the case in which pi ∈ Ak. In this case pi = ikpi = tkpi and Φkpi = θkpi = 1.
Hence u = x and so, as S |= ex = xω = exex, Φ`pi′ = Φ`(euex) = Φ`(ex) = (Φ˜`ψ˜kΦkpi)(Φ`ex).
Consider next pi ∈ A+ \ Ak. Let r = |pi| − k + 1 and notice that r ≥ 2. Then, |Φkpi| = r − 1
and θkpi is of the form θkpi = eu1v1eu2 · · · vr−1eur , with up ∈ Ak and vq ∈ A1k for all p and q.
Hence,
ψ˜kΦkpi = (u1, v1, u2)(u2, v2, u3) · · · (ur−1, vr−1, ur).
On the other hand, u1 = u and ur = x, so that pi
′ = eu1(θkpi)eur = θkpi. Thus, since Φ` is an
`-superposition homomorphism,
Φ˜`ψ˜kΦkpi = Φ`
(
eu1v1eu2(i`eu2)
)
Φ`
(
eu2v2eu3(i`eu3)
) · · ·Φ`(eur−1vr−1eur(i`eur))
= Φ`
(
eu1v1eu2v2 · · · eur−1vr−1eur(i`eur)
)
= Φ`(eu1v1eu2v2 · · · eur−1vr−1eur)Φ`
(
(t`eur)(i`eur)
)
= (Φ`pi
′)Φ`
(
(t`eur)(i`eur)
)
,
whence, as pi′ is also equal to (θkpi)eur ,
Φ`pi
′ = Φ`(eu1v1eu2v2 · · · eur−1vr−1eureur)
= Φ`(eu1v1eu2v2 · · · eur−1vr−1eur)Φ`
(
(t`eur)eur
)
= (Φ`pi
′)Φ`
(
(t`eur)(i`eur)
)
(Φ`eur)
= (Φ˜`ψ˜kΦkpi)(Φ`ex).
This concludes the proof of the claim in case pi is a finite word.
Suppose at last that pi ∈ ΩAS \ A+ and let (wm)m be a sequence in A+ converging to
pi. Hence, since ik, tk : ΩAS → Ak are continuous homomorphisms, we may assume that
ikwm = ikpi, tkwm = tkpi and |wm| > k + 1 for every integer m ≥ 1. Hence, θkpi and
θkwm are, respectively, of the forms θkpi = euγex and θkwm = euγmex for some γ, γm ∈ ΩAS.
Hence pi′ = eu(θkpi)ex = θkpi and w′m = eu(θkwm)ex = θkwm. The claim is now an immediate
consequence of the previous case and of the continuity of the functions Φ`θk and Φ˜`ψ˜kΦk.
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The validity of the proposition can now be easily achieved. Indeed, since V |= Φkpi = Φkρ
by hypothesis and Φ˜`ψ˜k is a continuous homomorphism, one deduces from Claim 1 that V |=
Φ`pi
′ = (Φ˜`ψ˜kΦkpi)(Φ`ex) = (Φ˜`ψ˜kΦkρ)(Φ`ex) = Φ`ρ′. Since ` is arbitrary, this proves (5.3)
and concludes the proof of the proposition.
6 Pointlike reducibility of V ∗D
We are now able to show that the reducibility of the pointlike problem for V implies the
reducibility of the pointlike problem for V ∗ D. Recall that σ is a fixed highly computable
signature and σ∗ is a highly computable σ-maximal signature verifying (is.1) and (is.2).
Theorem 6.1 Let X be an alphabet and Σ be a finite set of equations of the form x = x′ with
x, x′ ∈ X. If V is σ-reducible relatively to Σ, then V ∗D is σ-reducible relatively to Σ.
Proof. Let S be a finite A-generated semigroup, δ : ΩAS → S be the continuous homo-
morphism that extends the generating mapping of S and ϕ : X → S1 be a function. Suppose
that η : X → ΩAS is a V ∗D-solution of Σ with respect to the pair (ϕ, δ). Hence, for every
integer k ≥ 1, as V ∗Dk is a subpseudovariety of V ∗D, η is also a V ∗Dk-solution of Σ with
respect to the same pair (ϕ, δ).
Let us assume that V is σ-reducible relatively to Σ. Then, by Proposition 4.2, V ∗Dk is
σ∗-reducible relatively to Σ for every k ≥ 1, whence there is a (V ∗Dk, σ∗)-solution ηk of Σ
with respect to the pair (ϕ, δ). Fix an integer k > |S|. Hence, by Propositions 5.3 and 5.4
and Lemma 5.2, θ′kηk is a (V ∗D, σ)-solution of Σ with respect to the pair (ϕ, δ).
Corollary 6.2 If V is pointlike σ-reducible, then V ∗D is pointlike σ-reducible.
The canonical signature κ is an example of a highly computable κ-maximal signature [5]
that verifies (is.1) and (is.2). Hence, the following is a particular case of Corollary 6.2.
Corollary 6.3 If V is pointlike κ-reducible, then V ∗D is pointlike κ-reducible.
This result applies, for instance, to the pseudovarieties Sl, G, J and R.
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