Accurate prediction of pier scour can lead to economic design of bridge piers and prevent catastrophic incidents. This paper presents the application of self-adaptive evolutionary extreme learning machine (SAELM) to develop a new model for the prediction of local scour around bridge piers using 476 field pier scour measurements with four shapes of piers: sharp, round, cylindrical, and square. The model network parameters are optimized using the differential evolution algorithm. The best SAELM model calculates the scour depth as a function of pier dimensions and the sediment mean diameter. The developed SAELM model had the lowest error indicators when compared to regression-based prediction models for root mean square error (RMSE) (0.15, 0.65, respectively) and mean absolute relative error (MARE) (0.50, 2.0, respectively). The SAELM model was found to perform better than artificial neural networks or support vector machines on the same dataset. Parametric analysis showed that the new model predictions are influenced by pier dimensions and bed-sediment size and produce similar trends of variations of scour-hole depth as reported in literature and previous experimental measurements. The prediction uncertainty of the developed SAELM model is quantified and compared with existing regression-based models and found to be the least, ±0.03 compared with ±0.10 for other models.
INTRODUCTION
The presence of a bridge structure in a flow channel inevitably involves a significant change to the flow pattern, which in turns induces the formation of a scour hole at the piers. Bridge scour is the result of the erosive action of flowing water excavating and carrying away material from the bed and banks of streams and from around the piers and abutments of bridges. The scouring effect of the flowing water around bridge piers is a common issue that engineers have to face both at the design and maintenance stages. Therefore, safe and economical design of the bridge piers requires accurate prediction of the maximum scour depth around their foundations. Underestimation may lead to bridge failure and overestimation unnecessarily increases construction costs. This study aims at applying the SAELM algorithm in a novel application, to develop a new model for the prediction of pier scour depth that provides more accurate predictions and thus safer and more economic bridge pier design. This study is intended to overcome the shortcomings in previous models by: using a large comprehensive field dataset covering various shapes of piers; using SAELM algorithm to overcome disadvantages in previous ANN applications; provide a simple model showing the relationship between various control variables and the physics of the process;
and assess the uncertainty in developed model prediction.
Initially, a brief overview on the pier scour process is presented in addition to presenting the available traditional regression-based models. Then, the SAELM model is presented in brief, followed by the collected dataset with various input parameters. The developed SAELM model is then validated against the traditional regression-based models and two well known soft computing methods, ANN and SVM.
BRIDGE PIER LOCAL SCOUR AND AVAILABLE PREDICTION MODELS
The flow structure around a pier is complex, three-dimensional, and unsteady in nature with a combination of horseshoe and wake vortices as shown in Figure 1 , when the approaching flow velocity encounters the bridge pier, its magnitude changes. The velocity magnitude decreases in the vertical direction starting from a maximum value at the surface and a zero value at the lower face of the pier. This creates a downward pressure gradient on the pier face that causes an increase in the downward motion (Dey et al. ) . This downward flow initiates the scour, forming a small 'ring' of scoured material (Guo ) . Afterwards, the flow moves down and around the pier forming the horseshoe vortex at the heel of the pier, which is trapped by the formed 'ring' causing rapid removal of sediment from the bottom of the pier. The circulation in the scour hole continues to remove bed material until reaching an equilibrium state, where no more sediment is removed (Chiew ) . This equilibrium state is defined as the state where the shear stress caused by the horseshoe vortex is equal to or more than the critical shear stress of bed material at the pier location. This equilibrium scour depth usually takes a long time to form in practice, and when it is reached, some sediment removal might take place. However, the amount of sediment removed does not affect the formed scour hole.
Once the equilibrium is reached and the scour hole is formed, its upstream slope tends to be close to the angle of repose of the sand (Williams et al. ).
Chiew () has categorized the majority of variables affecting pier scour depth into five groups. These include:
fluid properties, time, flow properties, pier characteristics and sediment characteristics. These effective parameters can be presented as follows:
where d s is the local scour depth, g is the gravitational acceleration, L is the pier length, y is the flow depth, d 50 is the median diameter of particle size, σ is the standard deviation of the bed grain size, U is the average velocity and D is the pier width. These variables can be reduced to a set of nondimensional parameters as (Williams et al. ) :
where Fr is the Froude number.
Various combinations of the above parameters have been utilized by researchers to develop empricial equations for the prediction of pier scour hole depth. Table 1 shows some traditional regression-based development models that have been widely used in the past half-century.
SELF-ADAPTIVE EXTREME LEARNING MACHINE
The SAELM method is comprised of two integrated components, the extreme learning machine (ELM) regression method and the self-adaptive version of the differential evolution (DE). In the following section, a brief overview is given for the ELM and DE, interested readers can find more details in Cao et al. () . Following the brief on both components, their integration within the SAELM procedure is discussed. 
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In this equation, g(x) is the neural network activation function. In this study, the sigmoid activation function is used. Thus, the ELM could be shown as Hβ ¼ T T where H is defined as:
The results of ELM are exact when the number of neurons in the hidden layer (l ) are equal to the number of problem samples (Q). However, this model is very big and probably trapped in the over-fitting. So that l is always considered to be much lower than Q and the model has an error that is defined by P Q j¼1 jjt j À y j jj < ε where ϵ is always bigger than zero.
In the ELM training, after selecting w and b randomly, the β matrix is obtained by using the min
In the present study, the trial and error method is employed in order to determine the hidden layer's neuron number.
Differential evolution
The DE optimization algorithm is introduced by Storn & Price () as a global search method for optimizing the network parameters. This algorithm has a high convergence speed and automatic exploration-exploitation adjustability. The goal of DE is to minimize the objective function f (θ) where θ is the parameter vector. In searching for the optimum solution, the DE generates N p populations. At the Gth generation, the ith parameter vector is written as:
The DE algorithm is presented completely in Suribabu (). However, the main steps of this algorithm are presented briefly here.
(1) Initialization of problem: A number N P parameter vectors θ i,G are generated randomly through the following equation:
In this equation, θ min and θ max are the bounds of the considered parameters.
(2) Mutation: There are various mutation strategies (Storn & Price ) that can be applied to produce mutant vector ν i,G for each individual parameter vector θ i,G . While there are many mutation strategies, four shall be utilized:
Strategy 1:
Strategy 2:
Strategy 3:
Strategy 4:
where r i k are integers obtained randomly within the range [1, 2, …, N P ] interval. The first two strategies are suitable for solving multi-modal problems with strong exploration capacity. However, they demonstrate slow convergence speed and sometimes get stuck at local optimum. The third and fourth strategies lead to better perturbation with an associated computation cost.
(3) Crossover: The crossover procedure is performed on the mutated vectors to increase mutant vectors' diversity. At gen-
:G ] is generated using the crossover as follows:
In the above equation, CR is the crossover coefficient used to control the fraction of the parameters copied from mutant vector and has the value between 0 and 1. The j rand is a random integer with value between 1 to D that is used in order to ensure that at least one of the u i,G par-
(4) Selection: This is the final step in the DE algorithm that is used to find the individual vectors with minimum error according to a defined fitness function.
Steps (2) to (4) are repeated to reach the defined precision or the maximum number of iterations.
SAELM method
The SAELM method utilized in this study is a self-adaptive ELM method that employs the evolutionary DE (Cao et al.
).
In the SAELM method, the self-adaptive DE is utilized to determine the input weights and hidden node biases, while the ELM method is used to develop the output weights. Initially, the self-adaptive DE algorithm is used to generate random N P vectors as populations in the first gen-
The output weight matrix is determined by the
inverse of H k,G and can be written as:
In addition, the root mean square error (RMSE) of each individual is calculated as:
The population vector with the best RMSE is stored in the first generation. In subsequent generations, the parameter vectors are evaluated using the following equation:
In the utilized self-adaptive DE algorithm, the trial vector is generated for each target vector by using one of the previous four strategies.
The strategy choice at each generation is done according to a probability procedure P l,G . The P l,G is the probability that the lth strategy is selected in the Gth generation. In the developed model l can be 1, 2, 3 or 4. The P l,G is updated such that if G is less than or equal to P (number of generated vectors in each population), the four considered strategies have equal probabilities and P l,G ¼ 0.25. Else, if G is bigger than P then P l,G is obtained from the following equation:
where nf l,g ¼ number of trial vectors generated by the lth strategy at gth generation that are successfully entered in the coming generations, ns l,g ¼ number of trial vectors generated by the lth strategy at gth generation that are discarded from the coming generations, ε ¼ a positive constant to prevent the zero improvement rate. The F and CR parameters are chosen for each target vector by selection from normally distributed functions. The generation of the trial vectors for the next generation is done by using the θ k,Gþ1 equation that is presented before. In the SAELM method, evolution continues until the required fitness is achieved.
Multi-layer perceptron neural network
Multi-layer ANN has been widely used in the engineering 
The input and output layer neurons numbers are equal to the input and output variables of the problem, respectively. isfactory result is used in order to handle the modeling procedure. The RBF kernel function is defined as follows:
Error performance indicators
Once the SAELM models are developed, they are tested against the following statistical error indicators. These error measures are the mean absolute relative error (MARE), RMSE and scatter index (SI). They are defined as:
RESULTS AND DISCUSSION
Pier scour dataset
The local pier scour dataset used in this study is collected from actual field datasets ( Table 2 .
SAELM model development The developed SAELM model has the following simple general form:
where InV is the input variable vector having dimension of (1 × 1) for C1 models and (5 × 1) for C5 models, BHI is the bias of the hidden neuron vector, InW is the input weight matrix, and OutW is the output weight vector. These vectors and matrices are determined through an optimization process using the DE algorithm within the SAELM framework based on the number of chosen input variables.
For example, the optimized InV, BHI, OutW vectors and
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Results of SAELM models in category C3 show higher error than category C4 models. This is probably due to the inclusion of only three input variables. The worst predic- Figure 10 shows the non-dimensional As the sediment coarseness increases, the bed particle diameter decreases, this changes the physical behavior of the sediment bed. Therefore, the inter-particle cohesion increased and the scour depth decreased.
Comparison of the SAELM models with ANN and SVM
The performance of SAELM in predication of scour depth around bridge pier was compared with SVM and ANN in yields an approximately 95% confidence band. Table 4 
CONCLUSIONS
This study has provided the SAELM method to develop a prediction model for scour depth around bridge piers. The SAELM model is introduced to avoid local minimum and achieve global minimum in an evolutionary procedure. 
