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Wind generating resources have been increasing more rapidly than any
other renewable generating resources. Wind power forecasting is an impor-
tant issue for deploying higher wind power penetrations on power grids. The
existing work on power output forecasting for wind farms has focused on the
temporal issues. As wind farm outputs depend on natural wind resources
that vary over space and time, spatial analysis and modeling is also needed.
Predictions about suitability for locating new wind generating resources can
be performed using spatial modeling. In this dissertation, we propose a new
approach to spatial prediction of wind farm outputs for grid integration based
on Kriging techniques.
First, we investigate the characteristics of wind farm outputs. Wind
power is variable, uncontrollable, and uncertain compared to traditional gen-
erating resources. In order to understand the characteristics of wind power
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outputs, we study the variability of wind farm outputs using correlation anal-
ysis. We estimate the Power Spectrum Density (PSD) from empirical data.
Following Apt [1], we classify the estimated PSD into four frequency ranges
having different slopes. We subsequently focus on phenomena relating to the
slope of the estimated PSD at a low frequency range because our spatial pre-
diction is based on the period over daily to monthly timescales. Since most of
the energy is in the lower frequency components (the second, third, and fourth
slope regions have much lower spectral density than the first), the conclusion
is that the dominant issues regarding energy will be captured by the low fre-
quency behavior. Consequently, most of the issues regarding energy (at least
at longer timescales) will be captured by the first slope, since relatively little
energy is in the other regions. We propose the slope estimation model of new
wind farm production. When the existing wind farms are highly correlated
and the slope of each wind farm is estimated at a low frequency range, we can
predict the slope with low frequency components of a new wind farm through
the proposed spatial interpolation techniques.
Second, we propose a new approach, based on Kriging techniques, to
predict wind farm outputs. We introduce Kriging techniques for spatial pre-
diction, modeling semivariograms for spatial correlation, and mathematical
formulation of the Kriging system. The aim of spatial modeling is to calcu-
late a target value of wind production at unmeasured or new locations based
on the existing values that have already been measured at locations consider-
ing the spatial correlation relationship between measured values. We propose
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the multivariate spatial approach based on Co-Kriging to consider multiple
variables for better prediction. Co-Kriging is a multivariate spatial technique
to predict spatially distributed and correlated variables and it adds auxiliary
variables to a single variable of interest at unmeasured locations.
Third, we develop the Augmented Kriging-based Model, to predict
power outputs at unmeasured or new wind farms that are geographically dis-
tributed in a region. The proposed spatial prediction model consists of three
stages: collection of wind farm data for spatial analysis, performance of spatial
analysis and prediction, and verification of the predicted wind farm outputs.
The proposed spatial prediction model provides the univariate prediction based
on Universal Kriging techniques and the multivariate prediction based on Uni-
versal and Co-Kriging techniques. The proposed multivariate prediction model
considers multiple variables: the measured wind power output as a primary
variable and the type or hub height of wind turbines, or the slope with low
frequency components as a secondary variable. The multivariate problem is
solved by Co-Kriging techniques. In addition, we propose p indicator as a cat-
egorical variable considering the data configuration of wind farms connected to
electrical power grids. Although the interconnection voltage does not influence
the wind regime, it does affect transmission system issues such as the level of
curtailments, which, in turn, affect power production. Voltage level is there-
fore used as a proxy to the effect of the transmission system on power output.
The Augmented Kriging-based Model (AKM) is implemented in the R system
environments and the latest Gstat library is used for the implementation of
ix
the AKM.
Fourth, we demonstrate the performance of the proposed spatial pre-
diction model based on Kriging techniques in the context of the McCamey and
Central areas of ERCOT CREZ. Spatial prediction of ERCOT wind farms is
performed in daily, weekly, and monthly time scales for January to September
2009. These time scales all correspond to the lowest frequency range of the
estimated PSD. We propose a merit function to provide practical information
to find optimal wind farm sites based on spatial wind farm output prediction,
including correlation with other wind farms. Our approach can predict what
will happen when a new wind farm is added at various locations.
Fifth, we propose the Augmented Sequential Outage Checker (ASOC)
as a possible approach to study the transmission system, including grid in-
tegration of wind-powered generation resources. We analyze cascading out-
ages caused by a combination of thermal overloads, low voltages, and under-
frequencies following an initial disturbance using the ASOC.
x
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Chapter 1
Introduction
This chapter briefly describes the background of wind prediction and
provides the motivation for using a spatial model based on Kriging Techniques
to predict wind farm outputs for grid integration. This chapter lists the scope,
applications, and contributions of our research, and presents the organization
of the dissertation.
1.1 Background
Wind power is one of the fastest growing generating resources being
incorporated into electric power systems. Wind power is variable, uncon-
trollable, and uncertain compared to traditional generating resources. New
electric power system operation models and planning tools to handle variable
wind generating resources are therefore required to maintain reliability.
Forecasting for wind generating resources is becoming an important
process to integrate high wind power penetrations into the system, contribut-
ing to reliable system operation and improved determination of reserve require-
ments [4]. Accurate short-term forecasts of wind power output can contribute
to reliable system operation such as unit commitment, economic dispatch,
1
and operating reserve calculation [5]. Regarding longer-term system planning,
power output prediction of future wind farms is also becoming an important
issue for evaluating system planning reserves and transmission planning over
large geographic areas. In addition, wind power prediction can provide prac-
tical information to find optimal wind farm sites for increasing wind power
production.
A number of research studies on wind speed forecast or power output
prediction have been performed. For example, a statistical approach, based
on time series data, can be used to calculate the predicted outputs through
the functional relationship between measured power outputs using an Autore-
gressive Moving Average model (ARMA) or Autoregressive Integrated Moving
Average (ARIMA) model [6]. Power output forecast of wind farms can also
be computed through the power curve representing the functional relationship
between wind turbine models and a wind speed forecast produced by meteoro-
logical models [7–10]. In previous works, however, geographical and temporal
correlation issues have not been thoroughly considered together. As wind has
a locational as well as a temporal character, spatial analysis and predictions
are needed.
Some studies on spatial prediction of wind power outputs have been
performed. The Spatial Correlation Model (SCM) is used in [10–15] to predict
wind speed at target locations through the correlated relationships from their
neighboring locations. The SCM uses the correlation coefficients from cross-
correlation curves and time delay of wind speeds at a pair of different sites.
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Using spatial correlation, the predicted wind speeds are computed and then
the generated wind power outputs can be calculated, for example, through a
fuzzy or an artificial neural network (ANN) model [15]. With regard to the
SCM model, the spatial prediction is deterministic. However, considering the
variability and uncertainty of wind power output, a stochastic approach based
on a probabilistic model is required in order to predict wind farm output and
its variability.
As integration of wind-powered generation resources continues to grow
in power systems, system planners are developing new tools to guarantee the
system reliability and secure operation in order to incorporate high wind power
penetrations into power grids. The previous studies [16, 17] on system opera-
tional reliability assessment are performed purely from a generation adequacy
perspective and do not consider any transmission reliability issues. To study
transmission reliability issues such as overloading and low voltage problems,
the Augmented Sequential Outage Checker (ASOC) is proposed as a possi-
ble approach to study some transmission issues, including grid integration of
wind-powered generation resources.
1.2 Objectives
Geostatistical techniques can provide practical solutions for studying
phenomena that vary in space. It uses specialized statistical methods used
to estimate values of variables which are distributed and spatially correlated.
Kriging techniques have been studied to estimate the spatial components of
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environmental properties in the geoscience engineering field and also applied
in other areas. For example, wind speed spatial estimation for energy plan-
ning in Sicily has been performed using a geostatistical approach and Kriging
application [18, 19].
In this work, we propose the Augmented Kriging-based model to pre-
dict wind farm power outputs at unmeasured locations or at new wind farm
sites. The proposed spatial prediction model provides the univariate prediction
based on Universal Kriging techniques and the multivariate prediction based
on Universal and Co-Kriging techniques. The proposed multivariate predic-
tion model considers multiple variables: the measured wind power output as
a primary variable and the type or height of wind turbines, or the slope with
low frequency components as a secondary variable. The multivariate problem
is solved by Co-Kriging techniques. If a new wind farm is specified by its
geographical coordinates of latitude and longitude, then we can analyze and
estimate the wind power output using a set of geostatistical techniques. This
approach is primarily aimed at forecasting the statistical distribution of pro-
duction from future wind farms for use in planning studies. It is not aimed at
literally forecasting what a wind farm would be producing in the next hour if
it were to be built in a new location.
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1.3 Scope and Applications
1.3.1 Research Scope
Wind generating resources depend on available wind resources, terrain
and roughness influences, and wind turbine characteristics. A number of works
on estimating wind speed or predicting wind farm outputs have been devel-
oped. Most wind power prediction models consider the time series data of wind
speed or wind power output. A prediction model can estimate directly wind
power output using measured power output data or estimate indirectly wind
power output using wind speed data. In our work, we define the former method
as the direct techniques and the latter method as the indirect techniques for
predicting wind power output. Following these definitions, the prediction ap-
proach can be divided into two categories [20, 21]: the indirect techniques and
the direct techniques of wind farm output prediction, as follows:
- The indirect wind farm output prediction
(a) Prediction based on physical condition methods
(b) Prediction based on statistical methods
(c) Prediction based on artificial intelligence methods
(d) Prediction based on combined methods
- The direct wind farm output prediction
(a) Prediction based on statistical methods
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(b) Prediction based on artificial intelligence methods
(c) Prediction based on combined methods
As wind farm outputs are determined mainly by wind speed, most
power output prediction models estimate wind speed at a single wind farm site
and then wind farm outputs are predicted indirectly based on physical condi-
tion methods, statistical methods, artificial intelligence methods, or combined
methods as mentioned in [20, 21]. The direct wind farm output prediction
could also use statistical methods and artificial intelligence methods.
A number of works adopting the indirect wind farm output predic-
tion approach consider a time series model for wind speed estimation and
wind power forecasting. The time series data model uses the correlation be-
tween consecutive wind speed measurements through statistical methods such
as Autocorrelation Moving Average (ARMA) and Autoregressive Integrated
Moving Average (ARIMA) at a single measurement site [6]. However, wind
speed estimation using the traditional statistical methods does not consider
the correlation of wind speeds between spatially correlated measurement sites.
The spatial correlation issues for predicting wind power outputs are well in-
troduced in the works [22, 23], which focus on a time series based short term
prediction of wind power output from a spatially correlated wind farm groups
using the Least Square Method (LSM) [22] and the Markov Chain Model [23].
In order to predict realistic power outputs at the specified wind farm
site using wind speed data, measured wind speed data based on a time series
6
is converted to wind power output data using the manufacturer’s power curve.
Fig. 1.1 presents a sample case of comparing actual production to the predicted
production using the measured wind speed data and power curve of the turbine
manufacturer. In this case, hourly wind power forecast for 6 wind farms is
performed and the installed capacity of them is around 1,000 MW.
Figure 1.1: Power curve of the sampled wind farm of ERCOT.
As presented in Fig. 1.1, the difference between power curves (green
line) provided by the manufacturer and the fitted curve (red line) from empir-
ical data is observed. Moreover, the shape representing the variation between
measured wind speed and forecasted power output is very large. The average
of hourly Mean absolute percentage error (MAPE) for January to August 2011
is calculated as 35.6%. The MAPE is a measure of accuracy of the method
for constructing fitted time series values in statistics and it usually expresses
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accuracy as a percentage. The potential reason for the error is that converting
hourly average wind speed to hourly wind power using power curve would not
be correct, since there are other issues such as intra-hour variability of wind
that affect the output.
As illustrated in the sample case, statistical correction is required to
enhance the estimation of wind power outputs. The work based on Statistical
Correction to Output from a Record Extension (SCORE) [24, 25] is under
development to produce the rated wind power output and the statistically
corrected power output that better models variation of wind speed.
In our proposed model, we implement spatial correlation modeling
between measured power outputs of geographically distributed wind farms
through a “semivariogram” [26]. The fitted semivariogram from the empirical
wind power data is a key component of spatial simulation and prediction. The
well-estimated semivariogram taking account of the spatial distribution in the
data set can contribute to better prediction of wind farm outputs. This issue
will be discussed in Chapter 3.
In our proposed work, we suggest the direct wind farm prediction tech-
niques using the Kriging-based model to handle time series data representing
wind farm power outputs with high (1 minute) resolution. As wind farm out-
puts depend not only on an environmental phenomena such as wind speed
and direction, temperature, and pressure profiles at different wind regimes,
but on wind plant type, topography and wind curtailments, it is required to
consider the properties of the wind farm output data used in spatial predic-
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tion. The proposed spatial prediction model considers multivariables for better
prediction and provides a new solution for predicting power outputs at new
and unmeasured wind farm locations through multivariate Kriging techniques.
This issue will be discussed in Chapter 4.
The study of wind power forecast or wind farm prediction can be di-
vided into two categories:
- Temporal correlation approach
- Spatial correlation approach
Generally, temporal correlation approach focuses on short-term predic-
tion, and relates to the estimation of wind speeds or wind power at a sin-
gle wind farm site [20, 27]. The spatial correlation approach, on the other
hand, can be applied to the wind generation resource assessment study at
unmeasured wind farm sites [28]. Wind generation resource assessment can
be used for feasibility studies for potential wind generating resources and grid
integration studies of wind generating resources. Wind generation resource
assessment is used to evaluate the system impact of prospective wind gener-
ating resources on issues such as system reliability, generation adequacy, and
transmission system capability.
Depending on the geographical locations of wind farms, some changes
in location can cause large effects in wind generation resource production,
for example, up to 10% of capacity factor, and can potentially affect system
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reliability issues such as required reserve amounts and will affect flows on the
interconnected transmission systems [29]. We need to take into account the
geographical variations and effects of wind generating resources to incorporate
large-scale wind power penetrations.
In order to examine wind project viability, wind resource assessments
are performed for a longer term system resource planning. During the process
of wind resources assessments, wind developers have to determine project lo-
cation and size, tower height, turbine selection and layout, energy production,
and so on.
Basically, the wind resource assessment process involves the following
steps: first, we identify attractive candidate sites and collect long term wind
data using tall anemometry towers. Second, we adjust data for height and for
long-term climatic conditions and use a model to extrapolate measurements
to all proposed wind turbine locations. Third, we can predict energy output
from turbines and also quantify uncertainties.
As a practical example of wind resource assessment study, we mention
the wind generation resource assessments performed by the National Renew-
able Energy Laboratory (NREL) and Sandia National Laboratories (SNL) [29]
as summarized in Fig. 1.2. Measure-Correlate-Predict (MCP) method is used
in their methodology to predict wind resources after the process of data vali-
dation.
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Local Climatology Consideration
Uncertainty Analysis
Wind Energy Production Estimation
Figure 1.2: Wind generation resource assessments (NREL & SNL).
The MCP method is commonly used for the evaluation of long term
wind resource at the candidate wind farm sites for wind power development [30].
The MCP method requires the installation of an anemometry tower to obtain
the data such as wind speed at the candidate wind farm sites.
In our proposed work, we propose the Augmented Kriging-based Model
(AKM) to predict power outputs at unmeasured or new wind farm sites.
The proposed model can alleviate the data requirement problem of the MCP
method when sufficient wind farms already exist in the region, as is the case,
for example, for the McCamey and Central regions in West Texas. The method
predicts wind production at unmeasured locations by implementing the spatial
correlation model using data from measured wind farm sites. In our applica-
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tion, we don’t need the historical data at unmeasured locations.
In addition, we propose a merit function for evaluating new wind farm
sites that combines estimated capacity factor with variability. Spatial analysis
based on the AKM focuses on estimating longer term statistics of wind gen-
erating resources. The previous works on predicting future wind production
is typically performed by scaling up power levels. For example, the higher
power levels of future wind productions are represented by simply scaling up
capacity factors. As the proposed spatial prediction model can provide prac-
tical information to find optimal wind farm sites, our approach is more subtle
in that it can predict what will happen when a new wind farm is added at a
particular location.
1.3.2 Research Applications
Several possible applications of the proposed spatial prediction model
are summarized as follows:
- Variability analysis of power outputs of geographically distributed wind
farms
(a) Geographic correlation analysis,
(b) Power spectral density (PSD) estimation and its slope estimation
at a low frequency range.
- Spatial power output prediction at unmeasured or new wind farm sites
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(a) Longer-term system operations and planning such as the estima-
tion of geographical ancillary service and the study of transmission
planning,
(b) Wind generation resource assessments,
(c) Application of Critical Operating Constraints Forecast (COCF) us-
ing the predicted spatially correlated wind power outputs,
(d) Better wind farm output prediction using multivariate Kriging tech-
niques.
Geographic correlation analysis and power spectral density estimation
can examine the variability of power output produced by wind farms that
are geographically distributed in windy areas. When we predict wind farm
outputs at new or unmeasured locations, it is important to understand the
variability. To consider the variability of wind power outputs over daily to
monthly timescales, we propose the slopes at a low frequency range as the
secondary variable. This issue will be discussed in Chapter 2 and 4.
A new approach to spatial prediction of wind farm outputs using the
Augmented Kriging-based Model (AKM) can play a key role in estimating geo-
graphical ancillary services for system reliability and in transmission planning
to accommodate high wind power penetrations of spatially distributed wind
farms. The proposed spatial prediction model can be applied to the study of
wind generation resource assessments.
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Regarding the grid integration study of wind generating resources, the
application of Critical Operating Constraints Forecast (COCF) is considered
using the predicted spatially correlated wind power outputs and the Aug-
mented Sequential Outage Checker (ASOC). The existing study of the COCF
only considers the overloads of transmission and it does not consider spatially
correlated wind power prediction. The proposed ASOC, on the other hand,
can consider spatially correlated power output from the AKM and monitor
the system using transmission overloads, under-voltage, and under-frequency
with high wind power penetrations. This issue will be discussed in Chapter B.
In addition, the proposed spatial prediction model has a capability of
taking into account multiple variables using the proposed multivariate Kriging
techniques for better prediction.
1.4 Contributions
Our main contributions to research in spatial prediction models for
predicting wind farm output are summarized as follows.
• We performed geographic correlation analysis with higher temporal res-
olution data for ERCOT wind farms to understand the characteristics
of actual wind farm power outputs. This geographic correlation analysis
provides a motivation to analyze the spatial data structure for spatial
modeling and prediction.
• We estimated Power Spectrum Density (PSD) from actual wind farm
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power outputs and calculated the slope with low frequency components
of the estimated PSD. Unlike the conventional PSD analysis, we focus on
the low frequency components of the estimated PSD because our spatial
prediction is focused on the period from daily to monthly timescales. We
propose a linear estimation model for the slope of new wind farms.
• We proposed a new spatial prediction model, the Augmented Kriging-
based model, to predict wind farm outputs at unmeasured locations or
new wind farm sites. The proposed prediction model is a probabilis-
tic approach based on the spatial technique of Universal Kriging (UK).
The proposed prediction model considers multiple variables such as the
measured wind power output, the type and height of wind turbines,
and the slope with low frequency components using multivariate Kriging
Techniques (CK). In addition, we propose a merit function to provide
practical information to find optimal wind farm sites based on spatial
wind farm output prediction and correlation.
• We showed the performance of the proposed prediction model in the
context of the McCamey and Central areas of ERCOT. We presented
the spatial power prediction of geographically distributed wind farms
and their statistics through the proposed prediction model compared to
Inverse Distance Weighting (IDW) interpolation based on a deterministic
method.
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We expect the spatial prediction model can improve understanding of
the geographically predicted power outputs and help the system operator to
analyze Wind Generating Resources (WGRs) for system planning studies such
as estimation of spatial ancillary services and transmission planning to accom-
modate high wind power penetrations.
We also proposed the Augmented Sequential Outage Checker (ASOC)
to study transmission reliability issues such as overloading and low voltage
problems. The ASOC is an advanced steady-state model based on system
security analysis of a combination of thermal overloads, low voltages, and
under-frequencies.
1.5 Organization of the dissertation
The rest of this dissertation is organized as follows. Chapter 2 inves-
tigates the characteristics of wind farm outputs based on the time and fre-
quency domains. Chapter 3 introduces spatial modeling and prediction based
on Kriging techniques. Chapter 4 proposes a new approach to spatial predic-
tion model, based on multivariate techniques, to predict wind power outputs.
Chapter 5 reports the case study of the McCamey and Central areas in ER-
COT Competitive Renewable Energy Zones (CREZ). Conclusions are drawn
in Chapter 6. Appendix A discusses background on Power Spectral Density
(PSD) and the Periodogram. Appendix B discusses the Augmented Sequential
Outage Checker (ASOC).
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Chapter 2
Variability Analysis of Wind Farm Outputs
In this chapter, we describe correlation analysis of high temporal reso-
lution empirical power output data for the ERCOT wind farms and spectral
analysis for estimating the Power Spectrum Density (PSD). We propose a slope
estimation model for the low frequency components of the estimated PSD us-
ing the Kriging-based Model and compare estimation accuracy to techniques
based on linear regression and Inverse Distance Weighting.
2.1 Introduction
Wind power is one of the fastest growing generating resources being
incorporated into electric power systems. Fig. 2.1 shows ERCOT wind capac-
ity installed by year [3]. As shown in the figure, Wind Generating Resources
(WGRs) in ERCOT increased rapidly in recent years and the installed capac-
ity will reach approximately 10 GW of wind capacity by 2012. A WGR is a
collection of wind generators that inject power onto the transmission grid at
one point.
Many wind generating resources are concentrated in the west area in
ERCOT and most wind farms are geographically distributed in Competitive
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Figure 2.1: ERCOT Wind Capacity Installed by Year (Source: ERCOT Grid
Operations and Planning Report [3]).
Renewable Energy Zone (CREZ) areas. Table 2.1 lists installed wind capacity
in the US [2]. As illustrated in the Table, Texas leads with most installed wind
capacity.
Due to the intermittent characteristics and the limited predictability
of wind, wind variability makes it difficult to predict power outputs of wind
farms. As a result, it is very important to analyze the variability characteris-
tics of wind power outputs that affect wind farm prediction. Characterizing
wind farm time series is commonly studied by statistical techniques based on
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Table 2.1: Wind installed capacity in US (Source: USA Wind Energy Re-
source [2]).
State Installed Capacity (MW) Under Construction (MW)
Texas 9,410 302
Iowa 3,670 200
California 2,794 121
Washington 1,980 170
Minnesota 1,809 60
Oregon 1,758 337
Illinois 1,547 539
New York 1,274 21
Colorado 1,246 51
North Dakota 1,203 51
correlation analysis [14, 31, 32] and spectral analysis [1, 33–38].
Correlation analysis enables us to measure the strength and direction
of a linear relationship between power outputs at different wind farms. The es-
timated curve between correlation coefficients tends to follow an inverse expo-
nential function with respect to a distance between pairs of wind farms [33, 39].
This geographic correlation analysis provides useful information to identify the
spatial distribution of all wind farms.
Spectral analysis enables us to detect components of wind farm outputs
at different frequencies. The power spectral density of wind farm outputs
provides information on the character of fluctuations in power outputs of wind
farms. Mur-Amada and Bayod-Rujula performed a study on spectral analysis
to analyze the frequency components of a whole wind farm and a single wind
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turbine [34]. They also provided a characterization of the spectral density
of wind farm outputs and suggested a wind power variability model based
on Markov chains in order to implement the probabilistic power flow [35–37].
Spectral analysis studied by Apt [1] considered two data sets consisting of
the wind farm output sampled at 1 hour resolution for 1 year and 1 second
resolution for 10 days. The wind farm consists of the sum of the six turbine and
the 8-segment averaging method is used for estimating Power Spectral Density
(PSD). The study performed by Apt focused on spectral analysis of the wind
farm at a high frequency range and he extended his method of PSD analysis
to also study the character of power output from utility-scale photovoltaic
systems. In our applications, we focus on phenomena relating to the slope of
the estimated PSD at a low frequency range because our spatial prediction is
focused on the daily to monthly timescales.
In this chapter, we examine the variability of wind power outputs
through geographic correlation analysis and power spectral density analysis.
We describe geographic correlation analysis to identify the correlation decay
length between measured wind farms and show the analysis of the frequency
dependent characteristics of wind farm outputs. We estimate Power Spectral
Density (PSD) of wind farm outputs and calculate the slopes with four differ-
ent ranges with respect to the variability characteristics of wind farm outputs.
Among the different ranges, our interest is to study the slope of the estimated
PSD at a low frequency range because our spatial power prediction of geo-
graphically distributed wind farms focuses on wind farm output average over
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longer-term periods such as daily, weekly, and monthly timescales. We pro-
pose the slope estimation model of new wind farms through the Kriging-based
model.
2.2 Wind Farm Output Fluctuations
Wind generating resources are variable, uncontrollable, and uncertain
compared to traditional generating resources. Analysis of wind farm output
fluctuation provides useful information for studying the planning and oper-
ations of power systems, especially when a large amount of wind generating
resources is concentrated in a specific geographical area such as the west area
of ERCOT. The study of wind farm output fluctuations can also contribute
to development of new electric power system operation models and planning
tools to handle variable wind generating resources and it is also required to
maintain system reliability [21, 39].
Fig. 2.2 illustrates wind farm outputs in MW sampled with 1 minute
resolution for September 2009. As shown in the figure, wind farm outputs vary
with time, as is well known, and the variability of production from a single
wind farm is very high. The variability of wind generating resources across
different geographical locations can increase the system operating costs for the
traditional generating resources contributing to covering the net load. It can
also increase the reserve quantities required to maintain system reliability.
The analysis of power output fluctuation of geographically distributed
wind farms is the first step to understand the variation patterns and charac-
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Figure 2.2: Wind farm outputs sampled with 1 minute resolution for Septem-
ber 2009.
teristics of wind farm outputs in order to identify the correlation decay length
to check spatial distribution of measured wind farm outputs and to develop
the spatial correlation model. The spatial correlation model, represented by a
semivariogram between the existing wind farms, is a key function to predict
wind farm outputs at unmeasured or new wind farm locations.
2.3 Geographic Correlation Analysis of Wind Farm Out-
puts
In this section, correlation analysis using measured wind farm power
output data is studied for the spatial approach based on probabilistic methods.
The sample correlation coefficient between each pair of wind farms, based on
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one minute samples of data, is considered.
Correlation analysis provides practical information on variability of
power outputs for spatial interpolation between geographically separated wind
farms. Previous research has studied the variability of power outputs measured
from spatially distributed wind farms in Texas [33] and in Europe [32]. In [33],
correlation coefficients between pairs of wind farms are calculated using time
series data based on 15-minute average power outputs, which are measured
from 20 wind farms in Texas for 2008. For the 2008 study, a number of wind
farms, less than 50 kilometers apart, have highly correlated power outputs. A
few wind farms, more than 300 kilometers apart, have lower correlated power
outputs. Our study of ERCOT wind farms for 2009 with a larger data set and
higher temporal resolution is provided in this section.
Compared to the previous work, the measured power outputs of a much
larger number of wind farms with higher temporal resolution data are consid-
ered to compute correlation coefficients between ERCOT wind farms in our
study. The measured 1-minute power output for 53 wind farms in ERCOT
for January to September 2009 are used in this study. Fig. 2.3 shows corre-
lation coefficients between the measured power outputs and the geographical
distance for all pairs of wind farms. There are 1378 (53 × 52/2) correlation
coefficients shown in this graph. The solid line presented in the figure is the
exponential fit that is expressed as (2.1) below with ρ(r) representing the vari-
ation of correlation coefficient with respect to distance r between wind farms.
The value of k in (2.1) is the intercept of ρ(r) at zero separation distance. For
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Figure 2.3: Correlation coefficients versus distance between wind farms.
this data the exponential fit to correlation decays with a Correlation Decay
Length (CDL) of 318.3 kilometer:
ρ(r) = k · exp−(r /CDL)
= 0.5592 · exp−(r / 318.3) (2.1)
Several wind farms that are located less than 150 kilometers apart
have highly correlated power outputs. Some wind farms, however, have lower
correlated power outputs despite being between 10 and 100 kilometers apart.
Evidently, there are other issues besides location that contribute to correlation
and we will consider issues such as wind plant type and hub height in Chapter 3
and 4.
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2.4 Spectral Analysis of Wind Farm Outputs
In this section, the Power Spectrum Density (PSD) of wind power
output is calculated in the frequency domain. Wind power outputs are sampled
both for a single wind farm and for total wind farm output for a month and
the sampling period of wind power data is one minute.
The sequence of wind power output measurements is assumed to be
a finite sample of a stationary discrete-time random time series and is also
assumed to be ergodic in the mean. In the spectral analysis of wind farm
output, we conduct the following steps:
• We estimate the power spectral density of wind power output using the
Periodogram.
• Following Apt [1], the frequency domain of the estimated PSD is clas-
sified into four frequency ranges and a linear function is fitted to the
calculated PSD for each range.
2.5 Calculation of the Power Spectral Analysis
A Periodogram is an estimate of the PSD of a signal based on em-
pirical data. A difficulty with Periodograms is the high variance. Averaging
several Periodograms can reduce the variance. Welch’s method [40] is used
in this study to average Periodograms. Welch’s method partitions a signal
into multiple segments and estimates Periodograms for each segment with the
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same window. Then, it averages the Periodograms of each segment and the
number of segmentation with equal length is set to 8.
We calculate the PSD of wind power output using Periodogram. The
mathematical formulation of power spectral density is described in Section A.1
of Appendix A.
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Figure 2.4: PSD of wind power output using Periodogram.
Fig. 2.4 shows the calculated PSD of wind power output sampled from
a wind farm in ERCOT using Periodograms. Our interest is a portion (peri-
ods longer than 24 hours) of the PSD for low frequencies because our spatial
prediction is aimed at daily to monthly timescales.
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2.6 Estimation of the Slope of PSD
The “Kolmogorov spectrum” is defined as a PSD with a linear slope
of −5/3 on a log-log graph [33]. Such a slope would be observed if the PSD
conformed to the assumptions in [1]. According to [1], the slope of the linear
function is −5/3 if the wind power output is generated by a few wind turbines.
Wind data, however, is typically sampled at the level of a wind farm, and most
wind farms consist of many wind turbines. For this and other reasons, the slope
of −5/3 is rarely observed. However, we verify that the slope is decreasing
(that is, becoming more negative) as more wind farms are interconnected, as
observed in [33].
In this section, the frequency domain of the PSD is classified into four
frequency ranges. For each frequency range, we measure the slope of the
estimated PSD on a log-log graph. The classified PSD in each frequency range
is used to analyze the PSD patterns. If we track the changing trend of slope
as wind capacity increases, we can forecast the PSD of future wind power
outputs.
2.6.1 PSD Slope Classification
The frequency domain of the PSD is classified into four frequency
ranges by Apt [1]. Following Apt [1], we also classify the frequency range into
four segments based on the observed shape of the PSD and the power distribu-
tion. Generally, the slope of the logarithm of the PSD of wind power suddenly
decreases (becomes more negative) for frequencies higher than a period of 24
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hours. The Kolmogorov spectrum is applied for wind only for the frequencies
corresponding to period of approximately 24 hours (1.2× 10−5) or less [1, 33].
The 24 hour period also has a very high peak so it is convenient to use this
period as a separation point between low and higher frequency properties of
the PSD. It defines a separator between the first and second frequency ranges.
Therefore, the first frequency range is for periods of longer than 24 hours and
the second frequency range is for periods of less than 24 hours.
The starting period of the first frequency range varies by the length of
sequence. If the length of sequence is a month or a year, the starting period
is one month or a year respectively. Most of, but not all, PSD slopes of wind
power become much steeper for frequencies higher than a period of one hour
or 30 minutes. The separation between the second and third frequency ranges
can be considered to be around one hour or 30 minutes. In order to give more
energy to the second frequency range, thirty minutes is selected as a separation
between the second and third frequency ranges. The last separation between
the third and fourth is four minutes since for higher frequencies the slope of
PSD becomes relatively flat, which is evidence of approximately white noise.
Fig. 2.5 is the PSD of wind power output sampled from a wind farm in
ERCOT for January to September 2009.
The blue graph is the estimated PSD, and the long black line has a
Kolmogorov spectrum slope of −5/3. Fig. 2.5 presents PSD slopes in each
frequency range. The red, green, pink, and short black line represent PSD
slopes in the first, second, third, and fourth frequency ranges respectively.
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Figure 2.5: Classified frequencies with four ranges.
The frequency ranges are arranged as follows:
• The first period range: From 31 days (or one year) to 24 hours
• The second period range: From 24 hours to 30 minutes
• The third period range: From 30 minutes to 4 minutes
• The fourth period range: From 4 minutes to 2 minutes
As the frequency is the reciprocal of the period and the period is more
conceptually understandable, we refer to the period and frequency interchange-
ably.
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2.6.2 PSD Slope Identification
This section introduces the method to find a slope of the PSD on a
log-log graph. In a log-log graph, the logarithmic value of frequency is plotted
on the horizontal axis, and the logarithmic value of power level is plotted on
the vertical axis.
The slope of the PSD in a log-log graph is calculated under the assump-
tion that the PSD follows a simple power law. If the PSD follows a simple
power law, the PSD can be represented as
PSD = αf−β + γ (2.2)
where f is the frequency, PSD is the power level, α is a scale, β is a degree,
and γ is a constant. If we assume that γ is close to zero, taking the logarithm
of both sides of (2.2) results in:
logPSD = logα− β log f. (2.3)
Then, if we define the logPSD as Y and the log f as X, (2.3) becomes
Y = logα− βX. (2.4)
The ordinary least square algorithm can find a linear trend among scatters of
X and Y , and it can estimate the slope β and intercept logα.
2.7 PSD Slope at a Low Frequency Range
Power output of a wind farm having the form of a time series shows the
information on oscillatory fluctuations owing to daily, seasonal or other varia-
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tions. Spectral analysis using Fourier transformation is very helpful to identify
the frequency of periodic fluctuation of wind farm outputs [1, 33, 34, 36, 37]. A
study presented by Apt utilized a spectral method for analyzing wind power
variability focusing on the high frequency analysis of the estimated PSD [1, 33].
Some works [39, 41, 42] studied power fluctuations at longer timescales such as
daily, weekly, and seasonal using PSD. In [39], power spectral analysis was
performed to evaluate the sensitivity of the typical magnitudes of wind power
fluctuations at longer timescales. In [42], the correlation of estimated PSD
with low frequency components of wind speed is investigated and wind model
for low frequency power fluctuations in offshore wind farms is suggested.
In our work, our interest is to study the slope of the estimated PSD at
a low frequency range because our spatial power prediction of geographically
distributed wind farms focuses on wind farm output average over longer-term
periods such as daily, weekly, and monthly timescales. For instance, Fig. 2.6
(a) shows the original power spectral density (PSD) of wind power outputs
and Fig. 2.6 (b) shows a portion of PSD for low frequencies. Our interest is in
low frequency components after estimating the PSD of wind farm outputs.
As we discussed in Section 2.6, we classified four different slope ranges
for the power spectral density (PSD) of wind farm outputs as shown in Fig. 2.7
and we aim to predict power outputs over daily, weekly, and monthly timescales.
Among the four ranges, the first slope of PSD at low frequency range is con-
sidered to analyze the PSD patterns and to estimate the PSD slope of fu-
ture wind power outputs because our spatial prediction of daily, weekly, and
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Figure 2.6: The estimated PSD at a low frequency range. (a) The original
PSD and (b) The PSD at a low frequency range.
monthly average production correspond primarily to the first frequency range
in the estimated PSD.
The data used in the application of the PSD pattern is measured wind
farm outputs in the McCamey area. Fig. 2.8 shows a geographical map of
measured wind farms in the McCamey area. As shown in the figure, 10 wind
farms are considered as the existing wind farms for spatial correlation analysis.
After estimating PSD and calculating the slopes for all existing wind farms in
the McCamey area, the first slopes at a low frequency range are computed.
Table 2.2 shows the first slopes of PSD for all wind farms from January to
September 2009.
By Parseval’s theorem [43], integrating the square of the magnitudes
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Figure 2.7: Classified four slopes from the estimated PSD.
of the frequencies of a signal in the frequency domain is equal to the integral
of the square of the signal in the time domain. As such, we can integrate over
the frequencies of interest and take the square root to determine the amount
of energy the flexible resources enlisted will need to provide.
Since most of the energy is in the lower frequency components (the
second, third, and fourth slope regions have much lower spectral density than
the first), the conclusion is that the dominant issues regarding energy will be
captured by the low frequency behavior. Consequently, most of the issues
regarding energy (at least at longer timescales) will be captured by the first
slope, since relatively little energy is in the other regions.
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Figure 2.8: Geographical map of measured wind farms of McCamey area.
2.8 Slope Estimation Model of New Wind Farms
If wind farms that are spatially distributed in a region have correlated
power outputs, then data from one wind farm can contribute to predicting
quantities or statistics of another wind farm, particularly at longer timescales.
As discussed in Section 2.5, we studied the variability of wind farm outputs
using PSD and we calculated the slope with low frequency components of the
estimated PSD.
2.8.1 Slope Estimation Model of New Wind Farms
A linear regression model can be used to estimate the slope of a new
wind farm using the estimated slopes of the existing wind farms as follows:
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Z = ω0 + ω1X1 + ω2X2 + ε (2.5)
where Z is the unknown slope of the new wind farm, the values X1 of X2 are
explanatory variables, ω0 , ω1 and ω2 are linear estimation parameters, and ε
is a residual error. Generally, a linear estimation model can be represented by:
Z = ωX+ ε (2.6)
where
• Z represents the unknowns to be estimated,
• X represents the vector of explanatory variables withX =
⎡
⎣ 1X1
X2
⎤
⎦ where
the constant value 1 corresponds to ω0, and in our application, X1 and
X2 are longitude and latitude respectively.
• ω presents the vector of linear estimation parameters, and
• ε is the vector of residuals (errors) between the measured and estimated
data.
In order to estimate the value of data (Z), a linear regression method
is commonly used to estimate the data. The purpose of a linear regression is
to find the best estimates for parameters, ω = (ω0 , ω1 , ω2 ) , by minimizing
the residual error between the measured and estimated data.
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2.8.2 Kriging Model
Another approach to estimation involves spatial interpolation based
on Kriging techniques. The proposed estimation model considers a spatial
statistical model (a semivariogram) that will be discussed in Section 3.4.1 of
Chapter 3. If the measured data show spatial correlation between the data,
Kriging techniques are more appropriate to estimate spatial variables than
general linear regression model [44]. In our application, as the existing data
are the values of spatially distributed production in a region, spatial techniques
(Kriging techniques) are used to estimate the new values.
In order to estimate the slope of an unmeasured or new wind farm for
the longer periods such as daily, weekly and monthly timescales, firstly, we
have to estimate PSD of all existing wind farms. Using the estimated PSD,
we can calculate the slope of the estimated PSD at a low frequency range. We
assume that the number of existing wind farms is N with different months
(T ) and Γ denotes the slope at a low frequency range of each wind farm. The
slope matrix can be represented as follows:
ΓSlope =
⎛
⎜⎜⎜⎝
ΓA1 Γ
B
1 · · · ΓN1
ΓA2 Γ
B
2 · · · ΓN2
...
... · · · ...
ΓAT Γ
B
T · · · ΓNT
⎞
⎟⎟⎟⎠ (2.7)
The estimated slope matrix (ΓSlope) has two important meanings in our
work. The first is that the estimated slope matrix (ΓSlope) of all wind farms
can be used for measurements of wind power output variability for longer-
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term timescales. The second is that the estimated slope matrix (ΓSlope) can be
used for estimating the slope at unmeasured or new wind farms. To find the
slope (Γnew) of future wind production, the following linear estimation model
is used:
Γnew = ω
′
0 + ω
′
1Γ
A + . . . + ω
′
nΓ
N + ε (2.8)
The linear estimation parameter, ω = (ω
′
1 , ω
′
2 , . . . , ω
′
n), is determined
by spatial interpolation techniques, Kriging techniques. For instance, we es-
timate the slope of low frequency components of wind farm G of McCamey
area using the monthly calculated slopes of all other existing wind farms for
January to September 2009. In this example, we assume that wind farm G of
McCamey area is a new or unmeasured wind farm to compare the estimated
slopes with measured slopes. The following equation shows the slope matrix
(ΓSlope) of all (other) existing wind farms for 9 months. The full calculated
slope data are provided in Table 2.2.
ΓSlope =
⎛
⎜⎜⎜⎝
ΓA1 Γ
B
1 · · · ΓM1
ΓA2 Γ
B
2 · · · ΓM2
...
... · · · ...
ΓA9 Γ
B
9 · · · ΓM9
⎞
⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎝
−0.3397 −0.7555 · · · −0.4181
−0.9611 −0.9290 · · · −0.6275
...
... · · · ...
−0.2223 −0.2052 · · · −0.4682
⎞
⎟⎟⎟⎠
(2.9)
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2.8.3 Inverse Distance Weighting Interpolation
Another approach to estimation involves weighting spatial data by the
inverse of the separation between the location of the measured and unmeasured
data.
2.8.4 Slope Estimation Results
Using the slope matrix (ΓSlope) of all existing wind farms, we esti-
mated the slope of a new wind farm using the results of regression based on
latitude and longitude, Inverse Distance Weighting (IDW) and the Kriging-
based Model. In the case of using the results of a regression, we can get a
linear equation after a linear regression analysis and then we can fit the slope
at a low frequency range of a new wind farm by the linear equation considering
the location of a new wind farm.
The predicted slopes for a new wind farm for 9 months are summarized
in Table 2.3. We list the predicted slope of wind farm G using the results:
• Regression based on latitude and longitude,
• Inverse Distance Weighting (IDW), and
• The Kriging-based Model.
Table 2.4 summarizes the percentage errors between measured and pre-
dicted slopes through Kriging-based model, regression and IDW interpolation
39
Table 2.3: Predicted slopes of wind farm G.
2009 Kriging Regression IDW Measured Slope
Jan -2.1887 -2.1777 -2.1740 -2.2290
Feb -2.1421 -2.1621 -2.2419 -2.1004
Mar -2.0612 -2.0133 -2.0580 -2.1194
Apr -2.0177 -2.0180 -1.8670 -1.9472
May -2.0619 -2.0632 -2.1509 -2.0198
June -1.7687 -2.1577 -2.2502 -1.9374
July -1.9748 -2.3266 -1.9484 -2.0437
Aug -1.9066 -2.1010 -2.1548 -1.9280
Sept -1.9751 -2.0832 -2.0817 -1.9858
respectively. As shown in the table, the predicted slopes through the Kriging-
based Model is closer to the measured slopes than the predicted slopes by a
regression or IDW interpolation methods.
Table 2.4: Comparison of the percentage error for each method.
2009 %Error (Kriging) %Error (Regression) %Error (IDW)
Jan 1.81 2.30 2.47
Feb 1.99 2.94 6.74
Mar 2.75 5.01 2.90
Apr 3.62 3.64 4.12
May 2.09 2.15 6.49
June 8.71 11.37 16.14
July 3.37 13.84 4.66
Aug 1.11 8.97 11.76
Sept 0.54 4.90 4.83
In most cases, the error using Kriging is considerably smaller than
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the error using regression or IDW. This suggests that Kriging is a promising
technique for estimation of wind production. We will explore Kriging in more
detail in Chapter 3 and 4.
2.9 Conclusion
In this chapter, we examined geographic correlation analysis of power
outputs between wind farms that are geographically distributed in ERCOT.
The estimated curve between correlation coefficients tends to follow an inverse
exponential function with respect to a distance between pairs of wind farms.
This geographic correlation analysis provides useful information to identify the
spatial distribution of all measured wind farms.
We estimated power spectral density (PSD) of wind farm outputs and
classified different four ranges of the estimated PSD. Unlike the conventional
PSD analysis, we focus on the low frequency components of the estimated PSD
because our spatial prediction is focused on the period from daily to monthly
timescales. In our application of the proposed spatial prediction model, we
will primarily focus on phenomena relating to the first frequency range. Since
most of the energy is in the lower frequency components (the second, third,
and fourth slope regions have much lower spectral density than the first), we
concluded that the dominant issues regarding energy will be captured by the
low frequency behavior. Consequently, most of the issues regarding energy (at
least at longer timescales) will be captured by the first slope, since relatively
little energy is in the other regions.
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We proposed the slope estimation model of new wind farm production.
When existing wind farms are highly correlated and the slope of each wind farm
is estimated at a low frequency range, we can estimate the slope of a new wind
farm with low frequency components through the proposed estimation model.
The estimated slope of a new wind farm can provide a practical information
on future wind production. In principle, if we know the phase information,
we take the inverse Fourier transform to recover the production levels. That
is, the information about the estimated slope would be very important in
predicting the production. Regarding the phase information, the model of the
distribution of the phases will be developed in future. Instead, we will use the
first slope as an additional explanatory variable to help in predicting the daily,
weekly, and monthly production at unknown wind farms.
In the next chapter, we will explore IDW interpolation, and, particu-
larly, Kriging and estimations in order to estimate production at unmeasured
or unknown wind farms.
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Chapter 3
Spatial Modeling and Prediction based on
Kriging Techniques
In this chapter, we review Kriging techniques and apply them to spatial
analysis and prediction of wind farm outputs. The analysis will be aimed at
predicting phenomena in the lowest frequency range of the PSD discussed in
Chapter 2. We also address the spatial correlation model represented by a
semivariogram and the mathematical formulation of the Kriging system to
implement the proposed spatial prediction model.
3.1 Introduction
The Kriging technique was originally developed in geostatistics by DG
Krige, a South African mining engineer, and recently, it been widely applied
in various science and engineering fields [26, 45–48]. Kriging generally is used
for predicting the data at an unmeasured location, given previously measured
data at other locations, in a way that minimizes the uncertainty of the pre-
diction. Kriging can provide optimal prediction at an unmeasured location,
represented by a weighted linear combination data, taking into account the
spatially correlated data structures of the given data.
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Spatial interpolation techniques are divided into two categories [46]:
deterministic and probabilistic spatial modeling methods. Among the deter-
ministic spatial modeling methods such as Inverse Distance Weighting, Splines,
and Triangulation, Inverse Distance Weighting (IDW) is commonly used for
estimating a target value from surrounding measured values and IDW weights
are determined by the distance between a target location and measured loca-
tions. In the application of the deterministic spatial modeling and analysis,
Inverse Distance Weighting (IDW) interpolation is used for estimating wind
speed in [18, 19]. Wind speed of a target location is obtained from a linear
combination of the surrounding wind measurement stations. Weights are pro-
portional to the inverse distance from a target location to all measured wind
measurement stations.
Among the probabilistic spatial modeling methods, Kriging techniques
are commonly used for estimating the data at unmeasured locations using
the measured data. Similar to IDW interpolation, Kriging weights are also
assigned by measured values (existing values); however, the Kriging weights
consider the spatial structure of the measured values at the given locations. A
variety of commonly-used Kriging techniques for spatial analysis and predic-
tion are as follows:
- Simple Kriging (SK)
- Ordinary Kriging (OK)
- Universal Kriging (UK)
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- Co-Kriging (CK)
Most applications of spatial prediction based on Kriging techniques
consider the entire data set measured at all locations. Kriging resolves two
issues of declustering and screen effect [49, 50]. With the declustering property,
some measured points close together will have collectively the weight of a single
measured point located near the centroid of the cluster. With screen effect,
the influence of a measured point will be reduced by addition of one or more
measured points at the intermediate locations between the original measured
point and the unmeasured location.
In our works, the entire data set measured at all wind farm locations
are used for spatial modeling and prediction. For better prediction, auxiliary
variables such as the type or height of wind turbines, or the slope with low
frequency components is added to the proposed spatial prediction model. In
addition, the categorical variable is proposed and used to predict wind farm
power outputs for enhancing accuracy.
Geostatistics aims at modeling the mean and variance of values that
are spatially distributed in a region and where the spatially distributed values
are influenced by their location. The mean and variance in a region are mainly
influenced by measured (observed) values [47, 53]. By positing a model of co-
variance between values that decreases with separation, the Kriging model
makes concrete the observation that more distant measurements should typi-
cally have decreasing influence on a prediction. Kriging is a spatial interpola-
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tion technique to predict a target value at location based on the existing values
at other locations considering the spatial correlation between measured values.
Estimates of unknown values are based on weighted averages of the measured
values, where the weights are chosen to be higher for measured values that are
modeled as being more correlated with the unknown values, according to the
covariance model. The technique can estimate both the mean and variance of
target values at unmeasured locations [51].
In our application, we predict power outputs of new or unmeasured
wind farm sites and also provide the estimated mean and variance (standard
deviation and variance) for future wind production through the proposed spa-
tial prediction model. Consequently, the proposed model based on Kriging
techniques estimates the distribution of production from future wind farms.
In this chapter, we discuss in detail the spatial approach based on Krig-
ing techniques. We describe a semivariogram to represent spatial correlation
and the mathematical formulation of the proposed spatial prediction model.
As wind farm outputs depend not only on an environmental phenomena, but
also on wind plant type, topography and other issues, it is required to con-
sider the properties of the wind farm output data used in spatial prediction.
To consider these issues, we propose the multivariate Kriging approach based
on the Universal Kriging (UK) and Co-Kriging techniques to predict power
outputs.
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3.2 Spatial Approach based on Kriging Techniques
As wind farm output depends on stochastic wind resources that vary
over space and time, wind farm output is essentially random. It is not suffi-
cient to model the spatial variation of power output produced from spatially
distributed wind farms by a deterministic function. Spatial variation can be
better represented by a stochastic approach with a regionalized variable. As
wind power outputs are measured from the distribution of wind generating
resources across geographically separated wind farms, spatial correlation and
variability of regionalized random variables should be considered.
Kriging is a spatial prediction algorithm based on a continuous model
of stochastic variation. In general, the method combines a prediction of the
mean and a prediction of the residual process for a given location. The spatial
variation of the random variable is modeled as the sum of two components:
Z(s) = μ(s) + ε(s). (3.1)
In (3.1), the vector s represents the two spatial coordinates (and in some cases
additional secondary variables) and μ(s) is a deterministic function describing
a “structure component” that represents the expected value of Z(s). The
random variable Z(s) represents measured data at a location s. Depending on
the form of μ, the random variable Z(s) is modeled either as having a constant
mean or a trend function in the Kriging system. The term ε(s) is a residual
process that models geographical correlation.
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One of the principal assumptions is that the random function is the
sum of a deterministic mean value, the “drift” μ(s), and a random fluctuation
ε(s) (error or residual term) in the above equation. The drift represents the
continuous variation of Z(s) according to the scale of measured data. Fluctu-
ations are considered as a small-scale variation random process and the mean
value as a large-scale variation [52]. By definition [47], the drift is the expec-
tation of the random function, and the residual term has a zero expectation,
also known as the non-biassed condition, as expressed in the following:
E{Z(s)} = μ(s) (3.2)
E{ε(s)} = 0 (3.3)
Although E{Z(s)} = μ(s), the predicted value of an unmeasured ob-
servation Z(s0) will differ from μ(s0) due to the contribution of the spatially
correlated term. That is, although E{ε(s0)} = 0, the observation of values
Z(si) for locations si will affect the estimate of Z(s0). For example, if there is
strong correlation with nearby observations, and if for the nearby observations
Z(si) > μ(si) then the estimate of Z(s0) will also exceed μ(s0).
Several different kind of Kriging methods exist, depending on the as-
sumption about the mean structure of the model (E{Z(s)} = μ(s)); that is,
depending on the assumed functional form of μ. In our application based on
Universal Kriging, the drift is not a constant and we assume that we know the
functional form of the trend: it can be linear or quadratic depending on the
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data variation in time over the domain. Consequently, the drift can be defined
as follows:
μ(s) =
K∑
k=1
βk fk(s) (3.4)
Fig. 3.1 presents the graphical principle of Kriging interpolation in-
cluding a spatial region, D ∈ R2, of interest. The value of interest, z(si), is
measured at locations si, i = 1, 2, . . . , n in D and it indicates a realization of
a random variable Z(si). The aim of spatial modeling illustrated in the figure
is to calculate a target value at location s0 based on the existing values that
have already been measured at locations si, i = 1, 2, . . . , n, considering the
spatial correlation relationship between measured values [47, 53].
z(s1)
ω1
ω3
ω4
ωn
ω5
ω2
Longitude
Latitude
z(s0)
z(s2)
z(s4)
z(s5)
z(sn)
z(s3)
Figure 3.1: Graphical principle of Kriging interpolation.
Kriging techniques have been used to estimate the spatial distribution
of various environmental resources. Wind farm output depends on spatially
distributed wind regimes. The definition of the Kriging technique is a spa-
tial interpolation to estimate a random function Zˆ(s0) from measured data
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points z(s1), z(s2),..., z(sn), which are the realization of random variable Z(s1),
Z(s2),..., Z(sn), and based on spatial weights ωi for neighbor i as expressed in
the following [47, 53]:
Zˆ(s0) =
n∑
i=1
ωi(s0) · Z(si) (3.5)
To establish the interaction of spatially distributed wind farm produc-
tion, a spatial approach based on probabilistic methods is applied to our spatial
analysis and modeling of ERCOT wind data.
3.3 Spatial Modeling and Prediction Methods
In this section, we address spatial interpolation methods for spatial
analysis and prediction. Spatial interpolation methods are divided into two
categories: deterministic and probabilistic spatial modeling and methods [54].
In our applications, Kriging techniques based on probabilistic method are
adopted to the proposed spatial prediction model.
3.3.1 Deterministic spatial modeling methods
Deterministic methods use only the geometric characteristics of mea-
sured data. Deterministic spatial modeling methods include Inverse Distance
Weighting, Splines, and Triangulation. Inverse Distance Weighting (IDW) is
commonly used for spatial modeling and prediction [55].
As mentioned in Chapter 2, Inverse Distance Weighting (IDW) inter-
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polation estimates a value at an unmeasured location by the weighted average
data at surrounding measured locations. IDW interpolation is defined as an
inverse distance function between a target location and each neighboring mea-
sured location as expressed in (3.6).
ZˆIDW (s0) =
n∑
i=1
Z(si)d
−r
0,i
n∑
i=1
d−r0,i
(3.6)
where, d0, i is the distance from a target location s0 to existing locations si,
and r is the inverse weighting power. In the analysis of Chapter 2, r was equal
to 1; however, other values can be used.
As shown in the equation, IDW weights that are proportional to the in-
verse distance from the target location to all measured location are determined
and then assigned to each measured location. Generally, an unmeasured value
is more influenced by values at closer location than by locations further way.
3.3.2 Probabilistic spatial modeling methods
Probabilistic methods use probability theory and the concept of ran-
domness. Among the probabilistic spatial modeling methods, Kriging tech-
niques are commonly used for spatial modeling and prediction. Commonly-
used Kriging techniques such as Simple Kriging (SK), Ordinary Kriging (OK),
and Universal Kriging (UK) are addressed in this section [47, 53].
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3.3.2.1 Simple Kriging (SK)
In Simple Kriging (SK) [47, 53], we assume that the mean of data (μ(s))
set is known and is constant. Fig. 3.2 shows the conceptual diagram of Simple
Kriging (SK). There is no trend as shown in Fig. 3.2. In most applications,
this is an unrealistic assumption.
Geographical locations (s)
M
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V
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Ɇ(s)
z(s)
Ɛ(s)
Figure 3.2: Simple Kriging (SK).
3.3.2.2 Ordinary Kriging (OK)
In Ordinary Kriging (OK) [47, 53], we assume that μ(s) is unknown
and is constant. Fig. 3.3 shows the conceptual diagram of Ordinary Kriging
(OK). As shown in Fig. 3.3, there is no trend.
In most applications, this is commonly used to focus on the spatially
correlated component. Ordinary Kriging (OK) is the basic method of Kriging
techniques. The prediction is obtained by a linear combination of measured
values. The spatial correlation is represented by a semivariogram that will be
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Figure 3.3: Ordinary Kriging (OK).
defined in Section 3.4.1 and the Kriging weights are determined to minimize
the Kriging variance. The unbiased estimate is assured by the constraint that
the sum of the weights is 1.0. Mean square prediction error (Kriging variance)
can be defined as:
E{[Zˆ(s0)− Z(s0)]2} (3.7)
The prediction can be defined as:
Zˆ(s0) =
n∑
i=1
ωi · Z(si) (3.8)
By (3.8), we have that the Kriging variance is:
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E{[Zˆ(s0)− Z(s0)]2} = E
[(
n∑
i=1
ωi · Z(si)− Z(s0)
)]2
(3.9)
Given that the mean is assumed to be constant as E[Zˆ(s0)] = μ, we
have to solve the following equation in the OK problem to minimize the Kriging
variance:
Minimize E
[(
n∑
i=1
ωi · Z(si)− Z(s0)
)]2
such that
n∑
i=1
ωi = 1
(3.10)
3.3.2.3 Universal Kriging (UK)
In Universal Kriging (UK) [47, 53], we assume that Z variables change
because of a trend or drift as shown in Fig. 3.4. Fig. 3.4 shows the conceptual
diagram of Universal Kriging (UK). The μ(s) is no longer constant.
Universal Kriging (UK) assumes that spatial variation of the predicted
values has a trend or drift function with a semivariogram representing the
spatial correlation between the measured locations. Generally, the trend func-
tion (μ(s)) is modeled by the form of a first or second order polynomial fk
multiplied by estimated coefficients βk as follows:
μ(s) =
K∑
k=1
βk fk(s) (3.11)
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Figure 3.4: Universal Kriging (UK).
The μ(s) is inserted into the expected value of the left and right hand
side of Zˆ(s0) =
n∑
i=1
ωi(s0) · Z(si) given the unbiased condition E[Zˆ(s0)] =
E[Z(s0)] and then the following equation is obtained:
K∑
k=1
βk fk(s0) =
n∑
i=1
K∑
k=1
ωi(s0) βk fk(si) (3.12)
For convenience, we will omit the argument of the ωi in the subsequent
derivation. The weights, ω1, ω2, . . . , ωn, that minimize Kriging variance are
sought, subject to the following sufficient conditions to ensure that the predic-
tion value, Zˆ(s0), is unbiased:
n∑
i=1
ωi fk(si) =fk(s0) for all k = 1, 2, . . . , K (3.13)
Finally, we have to solve the following equation in the UK problem to
minimize the Kriging variance:
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Minimize E
[(
n∑
i=1
ωi · Z(si)− Z(s0)
)]2
such that
n∑
i=1
ωifk(si) = fk(s0)
(3.14)
To solve this problem, the Kriging system implemented for the proposed
spatial prediction model will be discussed in Section 3.4.2.
3.4 Key Properties of Spatial Modeling and Prediction
In this section, we introduce a semivariogram for spatial correlation
modeling and address the Kriging system implemented to the proposed spa-
tial prediction model. Kriging techniques use a semivariogram and it depends
on the spatial data distribution and structure [47, 53]. As the semivariogram
provides the basis for the prediction, it is very important to model the semivar-
iogram using measured data. The problem to predict spatial wind production
is formulated and solved through the Kriging system based on Universal Krig-
ing and Co-Kriging.
3.4.1 Modeling Semivariograms for Spatial Correlation
Geostatistical techniques provide useful methods for spatial variability
modeling and spatial interpolation. A common approach for describing spatial
correlation between measured points taken some distance apart is a semivar-
iogram [26], which is used to depict the spatial structure of variability. The
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following is used to calculate a semivariogram:
γˆ(h) =
1
2N
N∑
i=1
[z(si)− z(si + h)]2
where z(si) and z(si +h) are values of the random variable measured at si and
si + h with a separation ‖h‖. The term N is the number of pairs of random
variables at a separation ‖h‖ apart. After calculating a semivariogram for the
measured values at different points, a function is fitted to the experimental
semivariogram points.
The common semivariogram models such as “Gaussian,” “spherical,”
and “exponential” are considered to represent the spatial correlation between
a pair of measured points [47, 53]. In the proposed spatial prediction model, a
“spherical” semivariogram model [47] is used to represent E[(Z(si) − Z(si +
h))2] and it is defined as:
γ(h) =
⎧⎪⎪⎨
⎪⎩
0 if ‖h‖ = 0,
P0 + P1
[
3
2
(
h
Q
)
− 1
2
(
h
Q
)3]
if 0 < ‖h‖ ≤ Q,
P0 + P1 if ‖h‖ > Q,
where P0 is the “nugget” variance, Q is the “range” and P0 + P1 is the “sill”.
The nugget is the semivariance as the separation approaches zero and the
range is the distance at which the semivariogram reaches the sill. The sill
represents a maximum semivariance representing variability in the absence of
spatial dependence.
In spatial prediction, a semivariogram model is a key to solve the spa-
tial prediction problem (minimizing Kriging variance subject to the unbiased
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condition). Basically, at very short separation (h is close to zero) there can be
some minimum value of variance, an intrinsic variability or nugget effect. The
nugget effect makes weights become more similar to each other and results in
higher Kriging variance. A pure nugget effect model entails a complete lack
of spatial correlation. Consequently, nugget effect results in the additive noise
of Kriging variance.
For example, Fig. 3.5 shows a semivariogram for monthly wind power
output data. It also shows a spherical semivariogram model fitted to the
experimental semivariogram points. From the fitting of the theoretical semi-
variogram, the three parameters of sill, range, and nugget, are defined in the
figure. These three parameters should be estimated for the Kriging prediction
process.
SILL
Range
Nugget
Figure 3.5: Spherical semivariogram model fitted to the experimental semi-
variogram points.
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The semivariogram modeling is the key function in the prediction pro-
cess of wind farm outputs using Kriging techniques as it is used to represent
the spatial correlation of the wind farm outputs.
3.4.2 Mathematical Formulation of Kriging System
In this section, the mathematical formulations of the Kriging system
will be introduced based on [47, 53]. As discussed in Section 3.3.2, we have
discussed several Kriging methods: Simple Kriging (SK), Ordinary Kriging
(OK), and Universal Kriging (UK). We use the UK model [19] because it
represents well the trend or drift of wind power output variations as a function
of location.
In the UK model described in Section 3.3.2.3 , the function μ, which is
defined in (3.1), is expressed in terms of first or second degree polynomials fk,
which are known functions, multiplied by estimated coefficients βk, described
in (3.15).
μ(s) =
K∑
k=1
βk fk(s) (3.15)
The μ(s) described in (3.15) is inserted into the expected value of the left and
right hand side of (3.5) given the unbiased condition E[Zˆ(s0)] = E[Z(s0)] and
then (3.16) is obtained:
K∑
k=1
βk fk(s0) =
n∑
i=1
K∑
k=1
ωi(s0) βk fk(si) (3.16)
For convenience, we will omit the argument of the ωi in the subsequent
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derivation. The weights, ω1, ω2, . . . , ωn, that minimize Kriging variance are
sought, subject to the following sufficient conditions to ensure that the predic-
tion value, Zˆ(s0), is unbiased:
n∑
i=1
ωi fk(si) =fk(s0) for all k = 0, 1, . . . , K (3.17)
Following [56, 57], f0(s) ≡ 1 is assumed. Considering (3.17), the equa-
tion ensures that one of the sufficient conditions for unbiasedness of Universal
Kriging prediction is
n∑
i=1
ωi = 1 (3.18)
Consequently, the unbiasedness conditions represented by (3.17) and (3.18)
are considered in the following equations. We can address obtaining the best
linear prediction. Firstly, we expand the square error of prediction:
[Z(s0)− Zˆ(s0)]2
= Z2(s0)− 2
n∑
i=1
ωiZ(s0)Z(si) +
n∑
i=1
n∑
j=1
ωiωjZ(si)Z(sj)
(3.19)
Secondly, we complete the square on the first two terms on the right
hand side of the previous equation by adding
n∑
i=1
ωi · Z2(si), subtracting the
same quantity from the third term as follows:
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[Z(s0)− Zˆ(s0)]2 = Z2(s0)− 2
n∑
i=1
ωiZ(s0)Z(si) +
n∑
i=1
ωi · Z2(si)
+
n∑
i=1
n∑
j=1
ωiωjZ(si)Z(sj)−
n∑
i=1
ωi · Z2(si)
=
n∑
i=1
ωi[Z(si)− Z(s0)]2 −
n∑
i=1
n∑
j=1
ωiωj
[Z(si)−Z(sj)]2
2
(3.20)
Now taking the expectation of both sides and assuming that γ(h) =
1
2
E
{
[Z(s + h)− Z(s)]2} defined in Section 3.4.1 for all h then gives:
E
{
[Z(s0)− Zˆ(s0)]2
}
= 2
n∑
i=1
ωiγ(s0 − si)−
n∑
i=1
n∑
j=1
ωiωjγ(si − sj) (3.21)
We define a Lagrangian ψ(ωn, mk) that equals the Kriging variance,
which should be minimized, plus a term including a Lagrange multiplier cor-
responding to the constraints in (3.17).
ψ(ωn, mk) = 2
n∑
i=1
ωiγ(s0 − si)−
n∑
i=1
n∑
j=1
ωiωjγ(si − sj)
−2
K∑
k=1
mk
(
n∑
i=1
ωifk(si)− fk(s0)
) (3.22)
Differentiating ψ(ωn, mk) with respect to ωi and mk and then gives:
∂ψ
∂ωi
= 2γ(s0 − si)− 2
n∑
j=1
ωjγ(si − sj)− 2
K∑
k=1
mkfk(sj) (3.23)
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∂ψ
∂mk
= −
n∑
i=1
ωifk(si) + fk(s0) (3.24)
The following conditions to minimize the Kriging variance subject to
the constraints are solved to find the spatial weights:
γ(s0 − si) =
n∑
j=1
ωjγ(si − sj) +
K∑
k=1
mkfk(sj) (3.25)
n∑
i=1
ωifk(si) = fk(s0) (3.26)
where the values γ(si−sj) are the semivariances between the data points si and
sj, and γ(s0−sj) are the semivariances between the target and the data points.
These use the semivariogram model from Section 3.4.1. As mentioned, the
spatial weights are estimated to minimize Kriging variance while also satisfying
the sufficient conditions that the predicted values are unbiased. The Kriging
system provides a prediction of the power outputs at unmeasured wind farm
locations or future wind farm sites. The Kriging system is represented by:
Skrige ·Wkrige = Ukrige
The system matrix Skrige is given by:
Skrige =
[
P X
XT 0
]
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for
P =
⎛
⎜⎜⎜⎝
γ(s1 − s1) γ(s1 − s2) · · · γ(s1 − sn)
γ(s2 − s1) γ(s2 − s2) · · · γ(s2 − sn)
...
... · · · ...
γ(sn − s1) γ(sn − s2) · · · γ(sn − sn)
⎞
⎟⎟⎟⎠
X =
⎛
⎜⎜⎜⎝
f1(s1) f2(s1) · · · fK(s1)
f1(s2) f2(s2) · · · fK(s2)
...
... · · · ...
f1(sn) f2(sn) · · · fK(sn)
⎞
⎟⎟⎟⎠
The vectors Wkrige and Ukrige are augmented with the function of the
spatial positions of the data points and of the target. They are as follows:
Wkrige =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
ω1
...
ωn
m1
...
mK
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, Ukrige =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
γ(s0 − s1)
...
γ(s0 − sn)
f1(s0)
...
fK(s0)
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
The Kriging weights and Lagrange multipliers are determined by solv-
ing the linear system presented in (3.27) and the Kriging variance is given
by (3.28).
Wkrige = S
−1
krige · Ukrige (3.27)
σ2krige(s0) = W
T
krige Ukrige (3.28)
The Kriging system provides a solution to the issue of the spatial pre-
diction based on a model of stochastic spatial variation.
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3.5 New Approach of the Multivariate Spatial Model
for Wind Farm Output Prediction
In this section, we propose a new approach of the multivariate spatial
model for predicting wind farm power outputs. The proposed spatial predic-
tion model considers multiple variables: the measured wind power output, the
type or height of wind turbines, or the slope with low frequency components,
for better prediction. It provides a new solution for predicting power outputs
at new and unmeasured wind farm locations.
Multiple variables can be considered in Kriging formulations: for ex-
ample, the measured wind farm output as the primary variable and the type
of wind turbine as the secondary variable. To consider multiple variables,
Co-Kriging (CK) techniques [53] are applied to our proposed spatial predic-
tion model. We suppose that we have a q-variate process at the locations
s1, s2, ..., sn.
Z(s) = {Z1(s), Z2(s), . . . , Zq(s)} (3.29)
For each location si, we have a q×1 vector of measurements, and we can
stack these vectors into a n×q matrix. Each column represents the same type
of measurement variable at the points s1, s2, ..., sn, and each row represents
the q quantities measured at the same location [47, 53].
64
⎡
⎢⎢⎢⎣
Z1(s1) Z2(s1) · · · Zq(s1)
Z1(s2) Z2(s2) · · · Zq(s2)
...
...
...
...
Z1(sn) Z2(sn) · · · Zq(sn)
⎤
⎥⎥⎥⎦ (3.30)
If wind power output (capacity factor) and the types of wind turbine
are assumed as variables (q = 2), we can express the equation as follows.
Z(s) = {ZWind Power(s), ZWind TurbineType(s)} (3.31)
The proposed multivariate spatial prediction model is an extension of
univariate spatial prediction model based on Universal Kriging. Fig. 3.6 shows
the flow chart of the proposed multivariate spatial model to predict wind farm
power outputs. Given the multiple variables for spatial modeling and predic-
tion, a cross-semivariogram is used to represent spatial correlation of multi-
variables [58–61]. In addition, we propose p indicator as a categorical variable
that will be discussed in the next chapter. It represents the configuration of
wind farms connected to electrical power grids. Although the interconnec-
tion voltage does not influence the wind regime, it does affect transmission
system issues such as the level of curtailments, which, in turn, affect power
production. A categorical variable representing voltage level is therefore used
as a proxy to the effect of the transmission system on power output. A cross-
semivariogram considering multiple variables and the p indicator is used for
the formulation of the Kriging system. The application of the proposed mul-
tivariate approach to implement the proposed spatial prediction model will be
discussed in Section 4.2 of Chapter 4.
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Figure 3.6: The proposed multivariate spatial prediction model.
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3.6 Conclusion
In this chapter, we introduced Kriging techniques based on the proba-
bilistic approach for special analysis and prediction. We described a semivari-
ogram to represent special correlation of measured data and the mathematical
formulation of the Kriging system applied to the proposed spatial prediction
model. As shown in the equation of Kriging system, Kriging weights depend
not only on the distances between measured points and unmeasured locations
but on the mutual distances among measured points as well. As a result,
the well estimated semivariogram modeling is a key component to better pre-
diction. We also investigated the various interpolation techniques such as
IDW interpolation, Simple Kriging (SK), Ordinary Kriging (OK) and Uni-
versal Kriging (UK). For our application, Universal Kriging (UK) is used to
implement the proposed spatial prediction model.
As wind farm output is affected by environmental phenomena such
as wind speed, temperature, and pressure profiles at different wind regimes,
auxiliary variables can improve spatial prediction of wind power outputs. To
consider multiple variables, the multivariate prediction method based on Co-
Kriging is considered. Co-Kriging is multivariate spatial technique to predict
spatially distributed and correlated variables and it adds auxiliary variables to
a single variable of interest at unmeasured locations. In this chapter, we pro-
posed the multivariate model to predict wind farm outputs. The multivariate
prediction model considers multiple variables and the cross-semivariogram is
used for spatial modeling between multiple data.
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In the next chapter, we address the implementation of the Augmented
Kriging-based model through the estimated semivariogram model and the
Kriging system adopting the multivariate prediction model based on Universal
Kriging techniques.
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Chapter 4
Implementation of the Augmented
Kriging-based Model
In this chapter, we introduce a new approach for spatial prediction of
wind farm outputs over daily to monthly timescales and describe the compu-
tational procedures for spatial analysis and prediction. These procedures are
implemented in the Augmented Kriging-based Model (AKM). We also address
the software implementation of the proposed spatial prediction model.
4.1 Introduction
Spatial models for geographically distributed data provide geostatisti-
cal and probabilistic techniques for data analysis and predictions based on the
spatial dependence between measurements. In the late 1950s and early 1960s,
the geostatistical approach for spatial simulation and prediction was applied
in the mining industry. After that time, it has been adopted in many ap-
plications such as environmental geosciences, meteorology, hydrology, ecology
and agriculture [62]. Recently, the geostatistical approach is applied to the
engineering field such as renewable resource analysis to estimate wind speed
and solar insolation [18, 19].
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Many geostatistical softwares are used for various applications based
on the functionality and visualization capability for spatial analysis and pre-
diction. The main available geostatistical software is well summarized in [62].
Among the open sources suggested in [62], the Geostatistical Software Library
(GSLIB) based on Fortran 77 codes and Gstat library based on C language
and R language are used for solving various geostatistical problems associated
with natural resources and energy.
In our proposed prediction model, we used the open source statisti-
cal program R to implement the Augmented Kriging-based Model (AKM) to
predict wind farm outputs. We implemented the input and output interfaces
with external data written in Comma-Separated Value (CSV) file format and
formulated the spatial problem to predict power outputs of geographically
distributed wind farms. Gstat [63] library is used when we model spatial cor-
relation of measured wind farm outputs and predict new farm outputs. Gstat
provides a robust and flexible computer program for variogram modeling, geo-
statistical estimation, and simulation [22, 58, 62, 64]. In addition, the Gstat
and its supporting document are being updated month by month and the lat-
est version updated on February 2012 is used for developing the Augmented
Kriging-based Model.
Most of the previous works [10, 11, 18, 19] on estimating wind produc-
tion used wind speed data as a single variable. In [18, 19], the univariate
Kriging method is used for estimating wind speed in Sicily. As wind farm
output is an electrical quantity, it has different characteristics compared to
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other natural resources which are used for spatial interpolation applications.
As wind farm outputs depend not only on an environmental phenomena such
as wind speed and direction, temperature, and pressure, but also on wind
plant type, topography and wind curtailments, it is required to consider the
properties of the wind farm output data used in spatial prediction.
The proposed spatial prediction model considers multivariables for bet-
ter prediction and provides a new solution for predicting power outputs at new
and unmeasured wind farm locations through multivariate Kriging techniques.
In order to apply multivariate Kriging techniques to the proposed spatial pre-
diction model, we consider the following issues in our spatial modeling and
prediction:
• Spatial correlation of wind farms and their correlation ranges,
• Spectral analysis of low frequency components,
• Electrical configuration of wind farms connected to electrical power grids,
• Turbine information for wind farms.
In this chapter, we propose a new approach for spatial prediction of
wind farm outputs using multivariate spatial analysis. We apply this approach
to the Augmented Kriging-based Model (AKM) and address the software im-
plementation of the proposed prediction model.
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4.2 New Approach for Spatial Prediction of Wind Farm
Outputs
In this section, we introduce a new approach for spatial prediction of
wind farm outputs. We explain computational procedures to predict wind
production and discuss applications of the proposed prediction model.
4.2.1 New Approach Applied to Spatial Prediction
We propose a new approach for spatial analysis and prediction. The
proposed spatial prediction model provides the univariate prediction based on
Universal Kriging techniques and the multivariate prediction based on Univer-
sal and Co-Kriging techniques. The proposed multivariate prediction model
considers multiple variables: the measured wind power output as a primary
variable and the type or hub height of wind turbines, or the slope of the low
frequency components as a secondary variable. The multivariate problem is
solved by Co-Kriging techniques.
When we predict wind farm outputs at new or unmeasured locations, it
is important to understand the variability we should expect, particularly dur-
ing extreme circumstances. To consider the variability of wind power outputs
over daily to monthly timescales, we propose the slopes at a low frequency
range as the secondary variable. As described in Section 2.7 of Chapter 2,
the slope with low frequency components of the estimated PSD for each wind
farm is calculated and the slope matrix (ΓSlope) is produced as follows:
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ΓSlope =
⎛
⎜⎜⎜⎝
ΓA1 Γ
B
1 · · · ΓN1
ΓA2 Γ
B
2 · · · ΓN2
...
... · · · ...
ΓAT Γ
B
T · · · ΓNT
⎞
⎟⎟⎟⎠ (4.1)
where the number of existing wind farms is N with different months (T ) and
Γ denotes the slope of the low frequency range of each wind farm.
The proposed model uses a multivariate spatial method (Co-Kriging) to
predict power productions at new or unmeasured wind farm locations. Fig. 4.1
shows the computational procedures of the proposed prediction model for spa-
tial modeling and analysis.
As illustrated in the figure, the proposed prediction model involves the
following steps:
- Step 1: Load measured power outputs, location in latitude and longitude, and
wind turbine information of all existing wind farms.
- Step 2: Validate the wind farm data. We check spatial distribution using correla-
tion analysis of the loaded wind farm data and classify wind farm groups
based on the data configuration such as voltage levels (69-kV, 138-kV,
and 345-kV lines) connected to electric power grids. According to the
connected voltage levels of wind farms, the different semivariograms and
parameters are applied to the spatial prediction analysis. For the clas-
sified wind farm groups, the estimated semivariogram presented in (4.2)
is used for spatial correlation modeling.
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Load Wind Farm Data
- Measured wind farm outputs
- Location in latitude and longitude
- Wind turbine information
Step 1
Validate the Wind Farm Data
- Check spatial distribution using correlation analysis
- Classify wind farm groups using the p-indicator
Step 2
Calculate the slope of the estimated PSD
- Estimate Power Spectral Density (PSD)
- Calculate the slope at a low frequency range
Step 3
Formulate Spatial Prediction Problems
- Define the primary variable
- Define the secondary variable
Step 4
Solve Spatial Prediction Problems
- Model a semivariogram
- Use multivariate spatial techniques  
Step 5
Produce the Predicted Wind Farm Outputs
- Verify and visualize the predicted wind farm outputs
Step 6
Figure 4.1: Computational procedures of the proposed prediction model.
74
- Step 3: Estimate Power Spectral Density (PSD) of power outputs measured at all
wind farm locations. In this step, we calculate the slope of the estimated
PSD at a low frequency range.
- Step 4: Formulate spatial prediction problems. We define the primary variable
such as measured wind farm outputs and the secondary variables such as
the type or hub height of wind turbines, or the slope of the low frequency
components.
- Step 5: Solve spatial prediction problems. We model a semivariogram and use
multivariate spatial techniques (Co-Kriging) to predict power outputs at
unmeasured wind farms.
- Step 6: Produce and validate the predicted wind farm outputs. We verify the
predicted wind farm outputs using Cross Validation (CV) and visualize
them by the contouring function for better understanding of the geo-
graphically predicted wind farm outputs..
As discussed in this section, the proposed prediction model considers
multiple variables and solves spatial prediction problems by multivariate Krig-
ing techniques.
4.2.2 Application of the Proposed Approach
In this section, we show examples for applying categorical variable and
multivariate Kriging techniques for wind prediction. Theses example will show
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the value of categorical variables and multivariate Kriging in wind prediction.
We will describe in detail in Sections 4.3 and 4.4.
4.2.2.1 Application of Categorical Variable
The wind farms in ERCOT region are concentrated in the vicinity of
McCamey and Central areas. The region has different voltage levels. The
transmission level has 345-kV and 138-kV lines and the sub-transmission level
has 69-kV lines. Most wind farms are interconnected to the 138 kV and 69
kV systems and wind farms built recently are interconnected to the 345 kV
system. All wind farms of McCamey area are interconnected to the 138 kV
system and wind farms of Central area are interconnected to three types of
transmission voltage levels.
As described in the second step of Fig. 4.1, the indicator (p) represent-
ing a voltage level is used as a categorical variable in our spatial analysis. It
presents the type of voltage levels connected to electric power grids. For in-
stance, Fig. 4.2 shows a geographical map of wind farms of Central area with
respect to the transmission voltage system. As shown in the figure, 6 wind
farms marked with a green circle are interconnected to the 69 kV system, 20
wind farms marked with a blue circle are interconnected to the 138 kV system
and 16 wind farms marked with a red circle are interconnected to the 345 kV
system. Table 4.1 summarizes the configuration of wind farms with respect to
the p values representing the transmission voltage systems.
Although the interconnection voltage does not influence the wind regime,
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Figure 4.2: Geographical map of wind farms of the Central area interconnected
to different transmission lines.
it does affect transmission system issues such as the level of curtailments,
which, in turn, affect power production. Voltage level is therefore used as a
proxy to the effect of the transmission system on power output.
The categorical variable at unmeasured locations is replaced with a
vector of p indicator values with respect to voltage levels and the different
semivariogram models and parameters are applied to spatial modeling and
analysis for each value of the categorical variable as represented by (4.2):
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Table 4.1: Types of transmission systems interconnected to wind farms.
Transmission system p-indicator Num of wind farms
69 kV 1 6
138 kV 2 20
345 kV 3 16
γ(h; p) =
⎧⎪⎪⎨
⎪⎪⎩
0, if ‖h‖ = 0,
Pp0 + Pp1
[
1.5
(
h
Qp
)
− 0.5
(
h
Qp
)3]
, if 0 < ‖h‖ ≤ Qp,
Pp0 + Pp1, if ‖h‖ > Qp,
(4.2)
where Pp0 is the “nugget” variance, Qp is the “range” and Pp0 + Pp1 is the
“sill”, for p = 1, 2, 3.
Fig. 4.3 shows the monthly measured and predicted power outputs as
capacity factor for wind farm 18. As illustrated in the figure, the predicted
power output from the proposed prediction model (AKM) shown by a solid
line using the categorical variable is much closer to the measured power output
shown by a dashed line than the predicted power output produced by Standard
Kriging Model (SKM).
The Standard Kriging model does not apply categorical variable whereas
the proposed prediction model uses p indicator value (p = 2) and different
semivariograms represented by (4.2). This example suggests that the use of
a categorical variable can significantly enhance prediction accuracy. The de-
tailed case studies of the Central area considering categorical variable will be
provided in Chapter 5.
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Figure 4.3: Wind farm output prediction using p indicator value (p = 2).
The type of wind turbines can also be used as a categorical variable to
enhance prediction of wind farm power outputs and this issue will be studied
in future. In our application, the type of wind turbines could be used for
spatial modeling and prediction as a secondary variable.
4.2.2.2 Application of Multivariate Prediction
In addition to categorical variables, other continuous variables can also
enhance prediction. As described in the fourth step of Fig. 4.1, the proposed
spatial model considers multiple variables such as the type or hub height of
wind turbines, or the slope of the low frequency components. In this section,
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Figure 4.4: Geographical map of wind farms of the McCamey area.
we show an example to use the hub height of wind turbines as the secondary
variable for better prediction.
Fig. 4.4 shows a geographical map of the McCamey area and Table 4.2
shows the types of wind turbines for each wind farm of the McCamey area.
In the table, the first column shows the wind farm ID and the second column
presents the hub height of wind turbines. The third column presents the type
of turbine including a manufacturer and model for each wind farm. The fourth
column shows a MW rating (capacity) for this model of turbine and the fifth
column shows the number of this type of turbine for each wind farm. The last
column presents the transmission voltage level of grid connection.
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Table 4.2: Types of wind turbines for each wind farm.
Wind Farm Height Type Capacity NBR VTG
A 50 NEG MICON .70 0.7 106 138
B 65 Bonus 1.3 1.3 61 138
C 65 Bonus 1.3 1.3 61 138
D 65 Bonus 1.3 1.3 31 138
E 65 Bonus 1.3 1.3 61 138
F 50 VESTAS .66 0.66 125 138
G 50 VESTAS .66 0.66 117 138
H 55 VESTAS .66 0.66 125 138
I 65 GE 1.5S 1.5 56 138
J 65 GE 1.5S 1.5 51 138
M 80 VESTAS/V90 3 50 138
To compare multivariate prediction with univariate prediction, we pre-
dict the monthly power output of the wind farm G of the McCamey area for
January 2009. The proposed spatial prediction model provides the univariate
prediction based on Universal Kriging techniques and the multivariate pre-
diction based on Universal and Co-Kriging techniques. In this application,
the proposed multivariate prediction model considers multiple input variables:
the measured wind power output as a primary variable and the height of wind
turbines as a secondary variable. The multivariate problem is solved by Co-
Kriging techniques.
Table 4.3 shows the monthly predicted wind farm output using both
univariate and multivariate predictions and the percentage errors for January
2009. As shown in the table, the percentage error significantly decreases from
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16.51 % to 0.09 % through the proposed multivariate prediction.
Table 4.3: Comparison of Kriging Predictions for January 2009.
Capacity Factor New Wind Farm G % Error
Measured Output 0.1953
Predicted Output (Univariate) 0.1631 16.51
Predicted Output (Multivariate) 0.1951 0.09
As with the addition of the categorical variable, this example suggests
that the use of additional, secondary continuous variable can also significantly
enhance prediction accuracy. Detailed case studies considering secondary vari-
ables will be provided in Chapter 5.
4.2.3 Application to Solar Power Output Prediction
Recently installed solar generating resources have been increasing rapidly.
Consequently, forecasting for solar generating resources is becoming important
to integrate utility-scale solar power into power systems. As solar generating
resources are variable, uncontrollable, and uncertain, accurate prediction en-
ables higher penetrations of solar generating resources to be deployed on the
electric power grid [65, 66]. The accurate prediction of solar resources con-
tributes to evaluation of system reserves over large geographic area and to
transmission system planning.
As an application of the spatial prediction model in another grid inte-
gration context, we discuss the estimation of solar insolation for solar power
output prediction in this section. To apply our proposed model to estimate
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solar insolation, we study spatial distribution by correlation analysis of solar
insolation between solar measurement stations.
Fig. 4.5 shows a geographical map and correlation of 15 solar measure-
ment stations distributed in Texas. Contrary to correlation of the wind farm
output data, the correlation between solar measurement stations is consistently
stronger and converges to around 0.9 for the largest distances.
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Figure 4.5: Geographical map and correlation of solar measurement stations
in Texas.
Fig. 4.6 shows comparison of geographical correlations between each
pair of 15 solar measurement stations and each pair of 42 wind farms respec-
tively. As shown in the figure, different correlations and spatial distributions
are observed compared to the case of wind. This is because all solar measure-
ment stations follow very similar seasonal and diurnal insolation pattern [31].
Consequently, it is required to consider the properties of solar insolation for
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applying the proposed spatial prediction model to predict solar power output.
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Figure 4.6: Comparison of geographical correlations between wind power out-
puts and solar insolation.
In future, the proposed prediction model will be applied to solar inso-
lation prediction with high resolution data and multiple variables.
4.3 Procedures of Spatial Prediction using the Aug-
mented Kriging-based Model
In this section, we describe the computational procedures of spatial
prediction using the Augmented Kriging-based Model (AKM). Fig. 4.7 shows
the data structure of the proposed spatial prediction model based on Kriging
techniques. As shown in the figure, wind farm data used for spatial modeling
and prediction is collected in the first stage. In the second stage, spatial
analysis based on the Kriging techniques is performed to predict a value at
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an unmeasured or new location. The predicted value is entered into the last
stage to verify it using Leave One Out Cross-Validation (LOOCV).
Fig. 4.8 summarizes the data flow of the proposed spatial model to
predict a target value at an unmeasured location. Each stage of the proposed
prediction model will be described in the following sections.
4.3.1 Stage I: Collect Wind Farm Data for Spatial Analysis
In the first stage, wind farm data is collected to implement the spa-
tial correlation model and to predict power outputs at new or unmeasured
wind farms. Wind farm data for spatial analysis and prediction includes the
following information:
• Wind farm ID number,
• Wind farm location in latitude and longitude,
• Measured wind farm output (1 minute resolution),
• Wind farm capacity,
• Hub height of wind turbine,
• Types of wind turbine including a manufacturer and model,
• Number of wind turbines for each wind farm,
• Transmission voltage level interconnected to wind farm.
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Figure 4.7: Data structure of the proposed spatial prediction model.
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STAGE I
Data Collection
( Collect Wind Farm Data )
STAGE II
Spatial Modeling and Prediction
(Predict Wind Farm Outputs )
STAGE III
New Wind Production
(Verify & Visualize Wind Production )
Figure 4.8: Three stages of the proposed spatial prediction model.
In our work, the modeled data of ERCOT’s wind farms for January to
September 2009 is used to implement spatial modeling and to predict wind
production of the McCamey and Central areas.
Fig. 4.9 shows the data properties of existing and new wind farms.
As shown in the figure, only wind farm ID number and location in latitude
and longitude of new or unmeasured wind farms are required to predict wind
production in the proposed spatial model.
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STAGE I
Data Collection
STAGE II
Spatial Modeling and Prediction
(Predict Wind Farm Outputs )
Existing wind farm
- Wind farm ID
- Wind farm location (Lat. & Long.)
- Measured wind farm output
- Wind turbine information
New wind farm
- Wind farm ID
- Wind farm location (Lat. & Long.)
Figure 4.9: Data properties of the first stage.
4.3.2 Stage II: Perform Spatial Analysis and Prediction
In the second stage, spatial analysis for predicting power output of new
wind farms is performed. Spatial analysis based on the Kriging system is
the key function in the proposed prediction model as it is used to estimate
spatial prediction of wind farm outputs. Fig. 4.10 shows the second stage of
the proposed prediction model.
Semi-variogram Modeling
(Spatial Correlation Modeling)
Kriging Prediction
( Universal Co-Kriging )
Predict Wind Production 
(New Wind Farms)
Problem Formulation
(Spatial Modeling)
STAGE II
Spatial Modeling and Prediction
(Predict Wind Farm Outputs )
Figure 4.10: Second Stage of the proposed prediction model.
After collecting the wind farm data used for prediction in the previous
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stage, the data containing geographical location information and measured
wind farm outputs are used to solve the Kriging system. Using the data,
spatial correlation is modeled by a semivariogram discussed in Section 3.4.1
of Chapter 3. In this procedure, the three parameters of the semivariogram
model are calculated for each temporal analysis such as daily, weekly, and
monthly scales. Using the calculated semivariogram model, Universal Kriging
(UK) analysis is performed.
In our application based on Universal Kriging (UK), the drift function
is represented by the affine function of latitude and longitude:
μ(s) =
K∑
k=1
βkfk(s) = β1x1 + β2x2 + β3 (4.3)
The variables of s =
[
x1
x2
]
are longitude and latitude respectively.
Table 4.4 shows the drift parameters for monthly capacity factor represented
as a linear function of x1 (for longitude) and x2 (for latitude) of the McCamey
area.
Coefficients β1 (longitude parameter in percentage of capacity per de-
gree), β2 (latitude parameter in percentage of capacity per degree), and β3
(intercept in percentage of capacity) are estimated by multiple linear regres-
sion analysis. At the location of the McCamey wind farms, each degree of
longitude corresponds to about 60 miles, while each degree of latitude corre-
sponds to about 70 miles. The McCamey wind farms occupy an area that is
approximately 0.5 degrees by 0.5 degrees.
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Table 4.4: Drift parameters for monthly capacity factor of the McCamey area.
Month Intercept Longitude parameter Latitude parameter
1 18.4077 -0.1554 -0.0749
2 15.6035 -0.0966 -0.1743
3 20.7294 -0.1305 -0.2283
4 -0.9244 0.0394 -0.0887
5 1.5270 0.0303 -0.1400
6 8.3750 -0.0472 -0.1068
7 14.5352 -0.1226 -0.0575
8 2.6336 0.0210 -0.1450
9 -3.1082 0.0240 0.0262
As shown in the table, the latitude and longitude effect on the drift
term is fairly small, since over the area of McCamey, the calculated effect
of location on the drift term corresponds to less than 0.1% variation in the
estimate of the capacity factor. The effects due to latitude and longitude have
the same order of magnitude, except for the estimation in August.
Fig. 4.11 shows the trend or drift function implemented model based
on Universal Kriging for monthly wind farm outputs for January 2009.
The GSTAT library uses this function to represent how the response de-
pends on the predicted output variables considering the spatial coordinates. In
the spatial computation procedure based on Universal Kriging, spatial weights
that minimize the Kriging variance are calculated and then spatial prediction
of new wind farms are obtained as discussed in Section 3.4.2 of Chapter 3.
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Figure 4.11: Trend or drift function in the proposed model.
4.3.3 Stage III: Verify the Predicted Wind Farm Outputs
In the final stage, the predicted wind farm outputs obtained in the sec-
ond stage are verified and then they are visualized by the contouring function
for better understanding of the geographically predicted wind farm outputs.
Cross validation (CV) is used to evaluate the success of Kriging predic-
tion. In particular, the predicted wind farm outputs are verified by Leave-One-
Out Cross Validation (LOOCV). In the LOOCV process, each wind farm is
held out in turn, and prediction of that farm is performed from the remaining
data. This procedure is repeated for all wind farms. In this way the predicted
value is compared to the measured value. Mean Absolute Error (MAE) over all
wind farm predictions is used as a diagnostic measure to verify the predicted
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wind farm outputs and it is calculated by:
MAELOOCV =
1
n
n∑
i=1
|z(si) − zˆ(si)|
For the daily, weekly, and monthly predictions, we then average over
all relevant days, weeks, or months respectively. To evaluate the SPM, we will
compare to spatial prediction based on a deterministic approach that predicts
the power at an unmeasured location based on the inverse distance weighted
average of the data at neighboring locations.
4.4 Software Implementation of the Augmented Kriging-
based Model
The Augmented Kriging-based Model (AKM) is implemented to pre-
dict wind farm outputs using the GSTAT geostatistical package [67] of the R
environment. The R modeling language is a program for statistical comput-
ing, and the graphics and GSTAT package provide a number of functions for
studying spatial analysis. Fig. 4.12 shows the functional configuration of the
implemented spatial prediction model.
In the proposed model, we implemented the input and output interfaces
with external data written in CSV file format. We formulated the spatial
problems to predict power outputs of geographically distributed wind farms,
then implemented spatial modeling and prediction in R system environments.
The latest GSTAT library is used to model spatial correlation of measured
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Figure 4.12: Functional configuration of the Augmented Kriging-based Model.
wind farm outputs and to predict new farm outputs.
As shown in the figure, we developed the various Kriging options to de-
termine the specific Kriging techniques depending on the problem conditions.
For instance, if the form of a drift function is specified in spatial problem, the
UK is used to predict wind farm outputs at unmeasured or new wind farm sites
and Co-Kriging is used to solve the problem if we consider multiple variables.
When we can select Kriging techniques with respect to spatial prob-
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lems, the assigned Kriging techniques such as Simple Kriging (SK), Ordinary
Kriging (OK), Universal Kriging (UK), or Co-Kriging (CK) are used for spa-
tial modeling and prediction. In the Augmented Kriging-based model, the
univariate prediction based on Universal Kriging and the multivariate predic-
tion based on Co-Kriging function modules are used for spatial modeling of
wind farms and prediction of wind production.
In addition, we added the developed slope estimation function discussed
in Section 2.8 of Chapter 2 to the proposed spatial prediction model. As shown
in the figure, the predicted wind farm power outputs through the proposed
spatial prediction model will be used for the covariance analysis and the merit
function in order to provide practical information to find optimal wind farm
sites based on spatially correlated wind farm output prediction. This issue
will be discussed in Section 5.2.4.2 of Chapter 5.
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4.5 Conclusion
In this chapter, we proposed a new approach based on multivariate
Kriging techniques for spatial prediction of wind farm outputs over daily to
monthly timescales. The proposed spatial prediction model provides the uni-
variate prediction based on Universal Kriging techniques and the multivariate
prediction based on Universal and Co-Kriging techniques. The proposed mul-
tivariate prediction model considers multiple variables: the measured wind
power output as a primary variable and the type or height of wind turbines,
or the slope with low frequency components as a secondary variable. In ad-
dition, we proposed p indicator as a categorical variable considering the data
configuration of wind farms connected to electrical power grids. Although the
interconnection voltage does not influence the wind regime, it does affect trans-
mission system issues such as the level of curtailments, which, in turn, affect
power production. Voltage level is therefore used as a proxy to the effect of
the transmission system on power output. The multivariate problem is solved
by Co-Kriging techniques and the performance is discussed in Section 4.2.2.
We described the computational procedures of the proposed spatial
prediction model. The computation procedures consist of three stages: Col-
lection of wind farm data for spatial analysis, Performance of spatial analysis
and prediction, and verification of the predicted wind farm outputs. These
procedures are deployed into the Augmented Kriging-based Model (AKM).
The Augmented Kriging-based Model (AKM) is implemented in the R system
environments and the latest Gstat library is used for the implementation of the
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AKM. We also address the software implementation of the proposed spatial
prediction model.
In the next chapter, we present the case studies of the McCamey and
Central areas of ERCOT to predict wind farm outputs through the proposed
spatial prediction model.
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Chapter 5
Case Studies for Spatial Prediction Analysis
In this chapter, we show the case studies for spatial analysis and pre-
diction using the Augmented Kriging-based Model. We predict daily, weekly,
and monthly average production at McCamey and Central wind farms.
5.1 Introduction
We demonstrate the performance of the proposed spatial prediction
model in the context of the McCamey and Central areas of ERCOT CREZ.
Spatial prediction is performed for daily, weekly, and monthly timescales.
To evaluate the performance of the Augmented Kriging-based Model,
a linear regression (interpolation based on longitude and latitude) and Inverse
Distance Weighting (IDW) interpolation based on the deterministic method is
compared to the proposed spatial prediction model based on the probabilistic
method. The proposed spatial prediction model provides a univariate pre-
diction based on Universal Kriging techniques and a multivariate prediction
based on Universal and Co-Kriging techniques. In the proposed multivariate
prediction model, measured power output (capacity factor) as the primary
variable and the hub height or type of wind turbine or the slope of the low
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frequency components as the secondary variables are used for spatial modeling
and prediction.
The results for both univariate and multivariate predictions are sum-
marized and reported. To assess the predicted power outputs of new or un-
measured wind farms, five statistics such as the minimum, maximum, mean,
median, and standard deviation and variance for a set of spatial predictions are
summarized and tabulated. In addition, daily, weekly, and monthly average
productions are plotted against measured production to evaluate the validity
of the prediction results.
Note that we do not explicitly model the effect of curtailment in the fol-
lowing studies (curtailment is implicitly represented by the categorical variable
of connection voltage) and that the Z variables representing wind production
are normalized by the capacity of each wind farm.
5.2 Univariate Spatial Prediction Analysis of McCamey
CREZ Area
We predict daily, weekly, and monthly average production at McCamey
wind farms using univariate prediction and visualize the predicted outputs us-
ing the contour method. The predicted wind farm outputs based on Kriging
techniques are compared to the results of IDW interpolation and linear re-
gression to verify the proposed spatial prediction model for daily, weekly, and
monthly timescales. We also predict power outputs at 5 new wind farm sites,
which are not currently installed in the McCamey area.
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In addition, we propose a merit function to provide practical informa-
tion to find optimal wind farm sites based on spatially correlated wind farm
output prediction.
5.2.1 McCamey CREZ Area Data
In this section, we explain the data of McCamey area used for spatial
analysis and prediction. We consider McCamey CREZ area data, which con-
sists of wind farm outputs with 1-minute time resolution during January to
September for 2009.
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Figure 5.1: Geographical map of all wind farms in McCamey area.
Fig. 5.1 shows geographical wind farm locations in the McCamey area
of the ERCOT CREZ. In the map, letters are used instead of actual names.
Detailed results will be shown for the case of predicting wind farm G and then
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the summary statistics of prediction results will be presented for predicting
other farms using Leave One Out Cross-Validation (LOOCV) analysis.
Table 5.1 lists the wind farm ID, the hub height of wind turbine, the
type of turbine including a manufacturer and model, and installed capacity of
McCamey wind farms.
Table 5.1: General information of McCamey wind farms.
Wind Farm Height Type Capacity
A 50 NEG MICON .70 74.2
B 65 Bonus 1.3 79.3
C 65 Bonus 1.3 79.3
D 65 Bonus 1.3 40.3
E 65 Bonus 1.3 79.3
F 50 VESTAS .66 82.5
G 50 VESTAS .66 77.2
H 55 VESTAS .66 82.5
I 65 GE 1.5S 84.0
J 65 GE 1.5S 76.5
M 80 VESTAS/V90 150.0
Fig. 5.2 shows a map and correlation coefficients between all pairs of
the wind farms used for spatial modeling and prediction and Table 5.2 shows
correlation coefficients for wind farms in the McCamey area. As discussed
in Section 2.3 of Chapter 2, correlation coefficients tend to follow an inverse
exponential function with respect to a distance between pairs of wind farms.
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Figure 5.2: Map and correlation coefficients for the wind farms of McCamey
area used for prediction.
5.2.2 Spatial Prediction of Wind Farm Outputs
In the case studies for the McCamey area, we predict daily, weekly,
and monthly average production at wind farms. To evaluate the performance
of the proposed spatial prediction model based on Kriging techniques, a de-
terministic method based on Inverse Distance Weighting (IDW) and a linear
regression (interpolation based on longitude and latitude) will be compared to
the probabilistic method based on the proposed spatial prediction model. In
the IDW interpolation, the predicted output at the wind farm G is obtained
from a linear combination of the surrounding wind farms. The weights, which
are proportional to the inverse distance from the wind farm G to all measured
wind farms, are assigned for wind farm predictions of the wind farm G.
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Table 5.2: Correlation coefficients of McCamey area
A B C D E F H I J M
A 1.00
B 0.58 1.00
C 0.59 0.83 1.00
D 0.58 0.83 0.69 1.00
E 0.62 0.81 0.89 0.77 1.00
F 0.62 0.73 0.69 0.73 0.75 1.00
H 0.58 0.63 0.67 0.57 0.67 0.72 1.00
I 0.56 0.61 0.62 0.60 0.63 0.71 0.87 1.00
J 0.57 0.60 0.63 0.59 0.63 0.71 0.90 0.96 1.00
M 0.39 0.38 0.46 0.35 0.45 0.53 0.64 0.65 0.66 1.00
5.2.2.1 Daily Output Prediction of Wind Farm G
In this section, daily power output predictions of wind farm G for
September 2009 are provided. Average results for all wind farms will be pre-
sented in the next section.
Fig. 5.3 shows the daily measured and predicted power outputs of the
wind farm G. As illustrated in the figure, the predicted power output shown by
a solid line through the Kriging-based model (KM) is typically much closer to
the measured power output shown by a dashed line than the predicted power
output produced by the IDW interpolation and a linear regression (REG,
interpolation based on longitude and latitude).
Table 5.3 summarizes five statistics for daily measured and predicted
outputs through IDW interpolation, a linear regression (REG, interpolation
based on longitude and latitude) and the KM respectively. As shown in the
table, the Kriging-based Model (KM) has slightly overestimated the maximum
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Figure 5.3: Daily predicted versus measured power outputs of wind farm G.
and standard deviation and variance. The KM has also slightly underestimated
the minimum, mean, and median. IDW interpolation has larger errors than
the KM.
Table 5.3: Summary statistics for daily power output predictions
Maximum Minimum Mean Median Std. dev.
Measured Output 31.38 0.57 12.19 12.58 7.92
Predicted Output (IDW) 25.97 0.78 11.63 11.30 6.61
Predicted Output (KM) 32.17 0.36 12.13 12.16 7.96
Predicted Output (REG) 32.14 0.39 12.22 12.31 7.97
Fig. 5.4 illustrates daily predicted and measured power output compar-
ison of wind farm G through IDW interpolation and the Kriging-based Model
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(KM) respectively. As illustrated in the figure, daily predicted power outputs
are plotted against daily measured power outputs. The daily power output
predictions using the Kriging-based Model (KM, R2=0.98721) are better than
the daily power output predictions using and linear regression (R2=0.9520)
and IDW interpolation (R2=0.9257). In case of perfect correspondence be-
tween measured and predicted power outputs, all the scatter data lie on 45◦
straight line.
Fig. 5.5 shows the frequency histogram of difference between the mea-
sured and predicted power outputs. The height of the bars in the histogram
gives the number of power output differences. The left and right hand side
of the figure represent the frequency of differences between the measured and
predicted power outputs produced by the IDW interpolation and the Kriging-
based model (KM) respectively. The middle side of the figure represents the
frequency of differences between the measured and predicted power outputs
produced by linear regression. From the comparison of histograms shown in
the figure, the predicted power output through the Kriging-based model (KM)
is much closer to the measured power output than the predicted one through
the IDW interpolation and linear regression.
A box plot is a useful method to illustrate the distribution of measured
and predicted power outputs. Fig. 5.6 presents the statistics of distribution
1R-squared has the useful property that its scale is intuitive: it ranges from zero to one,
with zero indicating that the proposed model does not good prediction and one indicating
perfect prediction.
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Figure 5.4: Daily predicted and measured power output comparison of wind
farm G through (a) IDW, (b) REG, and (c) KM.
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Figure 5.5: Frequency histogram of daily power output differences.
of both measured and predicted power outputs of wind farm G. As presented
in the figure, the distribution of the predicted wind farm output obtained by
the Kriging-based model is very close to the measured distribution. The solid
line in the box indicates the median of wind power output and the height of
the box is varied in proportion to the variance of wind farm outputs and an
outlier with a dot is observed in the left box of the figure.
5.2.2.2 LOOCV Analysis of Daily Output Prediction
The LOOCV process is used to evaluate the success of predicted wind
farm outputs. The average value of MAE results over all days and over all wind
farms for the LOOCV analysis is presented by calculating residuals leaving out
each wind farm in turn and predicting its output. The average value of MAE
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Figure 5.6: Statistic distribution comparison of daily wind power outputs.
results over all days in September is calculated as 4.62%. The MAE statistics
for IDW interpolation and linear regression from the LOOCV analysis are
obtained as 4.93% and 4.76% respectively.
5.2.2.3 Weekly Output Prediction of Wind Farm G
In this section, weekly power output predictions of the wind farm G for
January to September 2009 are provided. Fig. 5.7 shows the weekly measured
and predicted power outputs of the wind farm G. As shown in the figure,
the predicted wind farm outputs follow the measured wind farm outputs. The
predicted power output shown by a solid line through the Kriging-based model
(KM) is somewhat closer to the measured power output shown by a dashed
line than the predicted power output produced by the IDW interpolation and
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a linear regression (REG, interpolation based on longitude and latitude).
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Figure 5.7: Weekly predicted versus measured power outputs of wind farm G.
Table 5.4 summarizes five statistics for weekly measured and predicted
outputs through IDW interpolation, a linear regression (REG, interpolation
based on longitude and latitude) and the KM respectively. As shown in the
table, the Kriging-based Model (KM) has slightly overestimated the mean, me-
dian and standard deviation and variance. The KM has also slightly underes-
timated the maximum and minimum. IDW interpolation and linear regression
has larger errors than the KM.
Fig. 5.8 illustrates weekly predicted and measured power output com-
parison of wind farm G through IDW interpolation and the Kriging-based
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Table 5.4: Summary statistics for weekly power output predictions
Maximum Minimum Mean Median Std. dev.
Measured Output 42.79 6.76 20.12 18.43 8.56
Predicted Output (IDW) 43.69 6.92 19.85 19.05 8.55
Predicted Output (KM) 42.49 6.72 20.51 18.98 8.74
Predicted Output (REG) 44.51 2.73 20.31 19.18 9.75
Model (KM) respectively. As illustrated in the figure, weekly predicted power
outputs are plotted against weekly measured power outputs and weekly power
output through the Kriging-based Model (KM, R2=0.9696) are somewhat bet-
ter predicted than weekly power output through IDW interpolation (R2=0.9523)
and linear regression (R2=0.9191).
Fig. 5.9 shows the frequency histogram of difference between the mea-
sured and predicted power outputs. The height of the bars in the histogram
gives the number of power output differences. The left and right hand side
of the figure represent the frequency of differences between the measured and
predicted power outputs produced by the IDW interpolation and the Kriging-
based model (KM) respectively. The middle side of the figure represents the
frequency of differences between the measured and predicted power outputs
produced by linear regression. From the comparison of histograms shown
in the figure, the predicted power output through the Kriging-based model
(KM) is somewhat closer to the measured power output than the predicted
one through the IDW interpolation and linear regression.
Fig. 5.10 shows the statistics of distribution of both measured and pre-
dicted power outputs of the wind farm G. As shown in the figure, the statistics
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Figure 5.8: Weekly predicted and measured power output comparison of wind
farm G through (a) IDW, (b) REG, and (c) KM.
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Figure 5.9: Frequency histogram of weekly power output differences.
of the distribution of the predicted wind farm output shows a similar shape to
the statistics of the distribution of the measured wind farm output.
5.2.2.4 LOOCV Analysis of Weekly Output Prediction
The average value of MAE results over all weeks and over all wind farms
for LOOCV analysis is presented by calculating residuals leaving out each wind
farm in turn and predicting its output. The average value of MAE results
over all weeks for January to September 2009 is calculated as 3.94%. The
MAE statistics for IDW interpolation and linear regression from the LOOCV
analysis are obtained as 4.63% and 4.85% respectively.
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Figure 5.10: Statistic distribution comparison of weekly wind power outputs.
5.2.2.5 Monthly Output Prediction of Wind Farm G
In this section, monthly power output predictions of the wind farm G
are provided. Fig. 5.11 shows the monthly predicted average wind farm outputs
in MW. As shown in the figure, predicted wind farm outputs on February, May,
and June are somewhat overestimated.
Although the predicted wind farm outputs through the Kriging-based
Model follow the measured wind farm outputs, a multivariate prediction method
will proposed to enhance prediction accuracy. The case study of the proposed
multivariate prediction will be discussed in Section 5.3.
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Figure 5.11: Monthly predicted versus measured average power outputs of
wind farm G.
5.2.2.6 LOOCV Analysis of Monthly Output Prediction
The average value of MAE results over all months and over all wind
farms for LOOCV analysis is presented by calculating residuals leaving out
each wind farm in turn and predicting its output. The average value of
MAE results over all months for January to September 2009 is calculated
as 5.17%. The MAE statistics for IDW interpolation and linear regression
from the LOOCV analysis are obtained as 5.89% and 5.83%.
5.2.2.7 Summary
Kriging is better than IDW interpolation and a linear regression (in-
terpolation based on longitude and latitude) at predicting power outputs, but
only somewhat better. In the next sections, we will add further, secondary
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explanatory variables to improve prediction.
5.2.3 Visualization of ERCOT Wind Farm Outputs
Visualization can significantly improve understanding of the geograph-
ically predicted wind farm outputs and help the system operator to analyze
wind generating resources for system planning studies such as estimation of
spatial ancillary services and transmission planning to accommodate high wind
power penetrations. In this section we use PowerWorld to display to contours.
Fig. 5.12 shows the contours of monthly predicted wind farm outputs
for January 2009 using data for all existing wind farms and wind farm G. The
higher level of wind power penetration is shown by the red contours and the
lower level is shown by the blue contours.
5.2.4 Future Wind Farm Output Prediction
In this section, we perform capacity factor predictions for new wind
farm sites that are not currently installed in the McCamey area. We propose
a merit function to provide practical information to help select optimal wind
farm sites based on spatial wind farm output prediction, including correlation
with other wind farms.
5.2.4.1 Wind Farm Output Prediction for 5 New Wind Farm Sites
In this section, capacity factor predictions for 5 new wind farm sites,
which are not currently installed in the McCamey area, will be studied through
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Figure 5.12: Contour map of predicted output of McCamey area. The units
are %.
the Augmented Kriging-based Model. Fig. 5.13 shows a geographical location
of all wind farms located at the McCamey area including 5 new wind farms
marked with a black circle.
The proposed spatial prediction model provides predicted wind farm
outputs at 5 new locations. Table 5.5 shows the predicted monthly capacity
factor (%). As shown in the table, for most months the capacity factor of wind
farm 5 is lower than the capacity factors of other wind farms in the McCamey
area. For example, the considerably lower capacity factor for May 2009 is
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Figure 5.13: Geographical locations of 5 new wind farms.
highlighted in bold. Table 5.6 presents monthly capacity factor of existing
wind farms in the McCamey area.
Table 5.5: Monthly predicted capacity factors in % of 5 new wind farms
WF 1 WF 2 WF 3 WF 4 WF 5
January 18.57 14.50 23.53 17.50 18.93
February 29.70 26.26 35.42 32.90 26.62
March 28.49 23.23 36.52 32.14 25.87
April 34.49 33.75 36.76 38.14 32.13
May 26.34 24.34 30.78 31.56 22.60
June 21.85 19.50 25.71 24.17 19.48
July 20.90 18.13 24.31 20.18 19.60
August 26.35 24.30 31.40 32.01 21.28
September 16.26 17.56 15.29 16.22 13.54
As shown in Fig. 5.13, wind farm 5 is surrounded by three wind farms
(A, B, and D) having the lowest capacity factors. Nearby measured locations
are modeled as being more correlated and therefore carry more weights than
more distant ones. As a result, and consistent with the discussion in Section
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Table 5.6: Capacity factors in % of existing wind farms
Existing WF CF (May)
WF A 0.2588
WF B 0.2252
WF C 0.3018
WF D 0.2014
WF E 0.2702
WF F 0.2642
WF H 0.3197
WF I 0.2892
WF J 0.2945
WF M 0.2831
3.1 of Chapter 3, the estimated capacity factor of wind farm 5 is lower than
the estimated capacity factors of the other new wind farms because three wind
farms (A, B, and D) have the lowest capacity factors.
Regarding the work on estimating wind production over longer time
periods, for example, in ERCOT CREZ Transmission Optimization Study,
wind patterns for each of the units were developed using AWS Truepower
average weather year hourly wind patterns developed as part of the prior
ERCOT CREZ Report. In the report, the authors model future wind power
production using wind capacity table of the target as shown in Table 5.7.
Table 5.7: Simple scaling of capacity factors.
CF Jan Feb Mar . . . Dec
Hour 1 0.21 0.31 0.33 . . . 0.21
Hour 2 0.23 0.28 0.29 . . . 0.23
. . . . . . . . . . . . . . . . . .
Hour 24 0.19 0.3 0.28 . . . 0.19
117
AWST creates these tables for future wind farms by converting wind
speed to power curve2 and they multiply the expected total capacity of the
future wind farm with the entry in capacity factor table to estimate future wind
production on an hourly basis. More generally, most of the work on predicting
future wind production is performed by scaling up power levels. For example,
the higher power levels of future wind productions are represented by scaling
up capacity factors in the CREZ study.
In our work, we propose the merit function and covariance analysis
function to provide practical information to help select optimal wind farm
sites based on spatially correlated wind farm output prediction. The Kriging-
based model (KM) is more subtle in that it can predict covariance with existing
production when a new wind farm is added at various locations.
We predict the capacity factor of a farm, but this will depend on both
wind and the type of wind turbines. We could include the turbines type as one
of the types of variables we would add in the context of multivariate prediction
techniques because different turbines have different power curves. However,
for this case study, we will continue to univariate prediction.
5.2.4.2 Merit Function for Selecting New Wind Farm Sites
In this section, we propose a merit function to provide practical in-
formation to find optimal wind farm sites based on spatially correlated wind
2How they assume wind turbine type is not specified in [68].
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farm output prediction. To predict variance of future wind production, we
characterize the predicted production and then calculate the total predicted
plus measured output. We use actual values of production at the measured
wind farms and use the predicted capacity factor times 100 MW to predict
output. Table 5.8 and 5.9 show capacity factors and actual power outputs of
all existing wind farms respectively.
Table 5.8: Capacity factors of all existing wind farms.
Month WF A WF B WF C WF D WF E WD F WF H WF I WF J WF M
1 0.20 0.16 0.18 0.24 0.18 0.18 0.21 0.23 0.22 0.18
2 0.31 0.27 0.31 0.26 0.30 0.29 0.36 0.34 0.36 0.30
3 0.29 0.27 0.29 0.24 0.25 0.28 0.36 0.35 0.35 0.24
4 0.33 0.33 0.37 0.31 0.32 0.35 0.41 0.35 0.33 0.25
5 0.26 0.23 0.30 0.20 0.27 0.26 0.32 0.29 0.29 0.28
6 0.23 0.19 0.25 0.18 0.22 0.21 0.26 0.25 0.26 0.27
7 0.25 0.19 0.25 0.18 0.22 0.18 0.24 0.24 0.24 0.26
8 0.30 0.22 0.29 0.21 0.25 0.28 0.30 0.28 0.29 0.30
9 0.18 0.15 0.20 0.12 0.18 0.15 0.15 0.16 0.15 0.18
Table 5.9: Actual power outputs of all existing wind farms.
Month WF A WF B WF C WF D WF E WD F WF H WF I WF J WF M
1 14.85 12.47 14.46 9.69 14.14 14.74 16.96 19.32 16.85 26.28
2 22.94 21.44 24.25 10.56 23.50 23.89 29.42 28.59 27.39 44.55
3 21.60 21.47 22.93 9.73 19.47 23.30 29.50 29.40 26.42 35.87
4 24.48 26.44 29.01 12.36 25.10 28.76 33.67 29.70 25.41 37.33
5 19.21 17.86 23.94 8.12 21.42 21.80 26.37 24.29 22.53 42.46
6 17.31 15.38 19.68 7.36 17.39 17.56 21.12 20.59 19.73 40.85
7 18.64 15.00 19.59 7.21 17.60 15.18 20.05 19.85 18.15 39.05
8 22.56 17.46 22.99 8.45 19.94 23.35 24.40 23.67 21.81 45.21
9 13.45 11.53 16.01 4.90 14.08 12.53 12.03 13.23 11.82 26.80
We assume that we add a 100 MW wind farm in McCamey. If we
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did not care about variability, we could add the farm at the place where the
capacity factor is highest. However, we also consider the issue of reducing the
variance of the total production.
We calculate the estimated standard deviation of the production of the
total wind farms including a new 1MW farm at each location (STDEVTotal)
as shown in Table 5.10 and then subtract from it the estimated standard
deviation of the existing farms (STDEVEXT) as shown in Table 5.11. As
shown in Table 5.12, we can define the difference as the additional standard
deviation term (STDEVADD) due to the new wind farm as follows:
STDEVADD = STDEVTOT − STDEVEXT (5.1)
Note that it varies depending on where the new 100 MW generator is
located.
Table 5.10: Standard deviation of the total system including each new wind
farm.
McCamey STDEV of the total system
NF 1 45.216
NF 2 44.396
NF 3 47.285
NF 4 46.748
NF 5 43.971
Although it is generally problematic to add and subtract expected val-
ues and variances or standard deviations, we propose that we calculate a merit
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Table 5.11: Standard deviation of the existing wind farms.
McCamey STDEV of the existing wind farms
10 wind farms 40.182
Table 5.12: Difference: additional standard deviation.
McCamey Additional STDEV
NF 1 5.035
NF 2 4.214
NF 3 7.103
NF 4 6.566
NF 5 3.789
function defined to be the Estimated Production of a New Farm (EPNF) mi-
nus multiples (η) of the additional standard deviation term (STDEVADD) as
follows:
FMERIT = PEPNW − η × STDEVADD (5.2)
Consequently, we evaluate the merit function of 5 new wind farms using
the data shown in Table 5.13.
Table 5.13: Merit function.
McCamey EPNW Additional STDEV
NF 1 24.652 5.035
NF 2 21.917 4.214
NF 3 28.916 7.103
NF 4 26.520 6.566
NF 5 22.636 3.789
As shown in Table 5.14, when the multiple (η) is small, the highest
value of the merit function occurs where the highest capacity factor occurs.
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However, as η increases, the location of the highest merit function will change.
Table 5.14: Merit function changes with the multiple (η).
McCamey η=0 η=1 η=3
NF 1 24.652 19.617 9.548
NF 2 21.917 17.703 9.275
NF 3 28.916 21.813 7.606
NF 4 26.520 19.954 6.821
NF 5 22.636 18.847 11.268
Fig. 5.14 and 5.15 illustrate the contour map for 5 new wind farms of
McCamey area with respect to varying the merit functions.
As shown in Fig. 5.15, the location of the farm with the highest merit
function changes when the multiple (η) increases from 0 (η=0) to 3 (η=3).
5.2.4.3 Covariance Analysis Function of New Wind Farms
In this section, we discuss the covariance analysis of new wind farms.
After taking actual capacity factors, we predict the covariance of each new
capacity wind farm with the total existing productions. Table 5.15 shows the
monthly predicted covariance of 5 new wind farms for 9 months.
Table 5.15: Monthly predicted covariance in % of 5 new wind farms
New Wind Farm Predicted Covariance (%)
WF 1 29.19
WF 2 23.76
WF 3 41.23
WF 4 37.78
WF 5 21.98
Fig. 5.16 (a) and (b) present the contours of monthly predicted capacity
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Figure 5.14: Contour map of Merit function for 5 new wind farms of McCamey
area. (a) η=0 and (b) η=1.
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Figure 5.15: Contour map of Merit function for 5 new wind farms of McCamey
area. (a) η=0 and (b) η=3.
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factors and covariance for all months respectively. Although wind farm 3
has the highest predicted capacity factor, it also has a high covariance with
existing farms. Wind farm 5 with a lower capacity factor, has a much lower
covariance, which will make the overall production of all farms less variable.
Less variability overall would presumably result in less need for additional
Ancillary Services (AS) to integrate wind.
Consequently, the merit function can be used to help select candidate
locations for new wind that balance the desire for high capacity factors of
individual farm with the implications for cost of ancillary services due to high
correlation of outputs of wind farm.
5.3 Multivariate Spatial Prediction Analysis of McCamey
CREZ Area
In this section, we study all additional variables: the hub height and
type of wind turbines, and the slope with low frequency components as a sec-
ondary variables for better prediction. we predict monthly average prediction
at McCamey area using a multivariate prediction.
5.3.1 Multiple Variables for Multivariate Prediction
The Augmented Kriging-based Model provides not only the univariate
prediction based on Universal Kriging techniques, but also the multivariate
prediction based on Universal and Co-Kriging techniques. Co-Kriging allows
the use of secondary variables to improve prediction accuracy. In the pro-
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Figure 5.16: Contour map for 5 new wind farms of McCamey area. The units
are %. (a) Predicted capacity factors (b) Predicted covariance for all months.
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posed multivariate spatial analysis, measured power output as the primary
variable and the hub height or type of wind turbine and the slope with low
frequency components as the secondary variables are used for spatial modeling
and prediction.
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Figure 5.17: Performance of the secondary variables in the proposed multi-
variate prediction model.
Fig. 5.17 presents comparison of multiple variables used for the multi-
variate prediction. As shown in the figure, predicted outputs using the height
of turbine and the slope with low frequency components are better than the
predicted power outputs using the type of turbine. In case of the type of tur-
bine, we simply set the type value to 0 or 1 with respect to the type of turbine
including a manufacturer and model.
Table 5.16 summarizes five statistics for multivariate predictions using
the secondary variables. As shown in the table, the statistics of the predicted
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Table 5.16: Summary statistics for multivariate predictions
Maximum Minimum Mean Median Std. dev.
Measured Output 0.3560 0.1607 0.2571 0.2651 0.0592
Multivariate Prediction
(Slope) 0.3343 0.1577 0.2449 0.2637 0.0553
Multivariate Prediction
(Height) 0.3495 0.1634 0.2573 0.2696 0.0588
Multivariate Prediction
(Type) 0.3024 0.1369 0.2197 0.2207 0.0549
wind farm output obtained by the multivariate model using the height and
slope is better than the multivariate model using the type of turbine. The ta-
ble also shows that the predicted output using the height of turbine is slightly
better than the predicted output using the slope with low frequency compo-
nents.
5.3.2 Monthly Prediction of Wind Farm G
In this section, monthly power output predictions of the wind farm G
are provided through the proposed multivariate prediction model. In this case
study, we use multiple variables: measured power output (capacity factor)
and the hub height of wind turbine. Fig. 5.18 shows monthly measured power
output and predicted power outputs of the wind farm G through univariate
and multivariate techniques respectively.
Fig. 5.19 illustrates monthly predicted and measured power output
comparison of wind farm G through univariate and multivariate predictions.
The multivariate prediction uses the hub height of turbine as secondary vari-
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Figure 5.18: Monthly predicted outputs of the wind farm G through the pro-
posed multivariate prediction method.
ables. As illustrated in the figure, monthly predicted power outputs are plotted
against monthly measured power outputs and monthly power outputs through
multivariate prediction (R2=0.9543) are well predicted than monthly power
outputs through univariate prediction (R2=0.7714).
Table 5.17 summarizes five statistics for measured output and predicted
outputs through univariate and multivariate prediction models respectively.
As shown in the table, multivariate prediction model has slightly overestimated
the minimum, mean, and median. The proposed multivariate prediction model
has also slightly underestimated the maximum and standard deviation and
variance. Univariate prediction model has larger errors than the proposed
multivariate prediction model.
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Figure 5.19: Daily predicted and measured power output comparison of wind
farm G through (a) Univariate prediction and (b) Multivariate prediction.
5.3.3 Summary and Discussion
Through the statistical comparison of predicted power outputs using
the various secondary variables, we can conclude that two secondary variables
such as the height of turbine and the slope with low frequency components are
better for prediction. In case of the type of turbine, we simply set the type
value to 0 or 1 with respect to the type of turbine including a manufacturer
and model. To make the type of turbine more practical in the proposed mul-
tivariate application, the study on representing the type of turbine in more
detail will be performed in future.
We used the height as a secondary variable to predict monthly wind
power production of the wind farm G. In the next sections, we will use the
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Table 5.17: Summary statistics for spatial predictions using the secondary
variable (the height of turbine)
Maximum Minimum Mean Median Std. dev.
Measured Output 0.3560 0.1607 0.2571 0.2651 0.0592
Predicted Output
(Univariate) 0.3075 0.1603 0.2438 0.2477 0.0543
Predicted Output
(Multivariate) 0.3495 0.1634 0.2573 0.2696 0.0588
height and the slope to predict monthly wind power outputs of Central wind
farms.
5.3.4 Wind Data Analysis for August 2009
A relatively high amount of wind production was observed for August
2009. For an overall description of the wind data, we refer to the information
about energy from wind in 2009 [69]. Fig. 5.20 shows wind production and
curtailment quantities for the West zone for each month of 2008 and 2009.
This figure shows the actual monthly production by wind, together with
estimates of the curtailment due to transmission. The sum of actual produc-
tion and curtailment is the potential that could have been produced by the
wind without curtailment. According to the figure, curtailment contributed to
the relatively higher amount of wind in August 2009 compared to early 2009:
more wind was curtailed in the early months. Furthermore, August 2009 seems
to have been somewhat unusual in terms of production: compared to 2008,
there was relatively more production in August than earlier months.
The figure shows that there is both local and zonal curtailment. Local
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Figure 5.20: West zone wind production and curtailment.
curtailment is primarily due to limits on lower voltage lines. Therefore, the
affect of curtailment will differ by the interconnection voltage. Although the
interconnection voltage does not directly influence the wind regime, it can
affect transmission issues such as the level of curtailments, which, in turn,
affects wind power production. This observation suggests the use of voltage
as a secondary variable. In the proposed spatial prediction model, voltage
level is therefore used as a proxy to the effect of curtailments (the effect of
transmission limits on wind power outputs).
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5.4 Multivariate Spatial Prediction Analysis of Central
CREZ Area
In Section 5.2, we have shown the performances of the proposed spatial
prediction model compared to IDW interpolation based on the deterministic
method for the period over daily and monthly timescales. In this section, we
predict monthly average production at Central wind farms focusing on the
applications of categorical variables and multivariate prediction through the
Augmented Kriging-based Model.
5.4.1 Central CREZ Area Data
In this section, we explain the data of Central area used for spatial anal-
ysis and prediction. We consider Central CREZ area data, which consists of
wind farm outputs with 1-minute time resolution during January to September
for 2009. Fig. 5.21 shows geographical wind farm locations of the Central area
of ERCOT CREZ. In the map, numbers are used instead of actual names and
the transmission level has a 345-kV line, 138-kV line and the sub-transmission
level has 69-kV line. Most wind farms are interconnected to the 138 kV and
69 kV systems and wind farms built recently are interconnected to the 345 kV
system.
Fig. 5.22 shows a map and correlation coefficients between all pairs
of the wind farms used for special modeling and prediction. As discussed
in Section 2.3 of Chapter 2, correlation coefficients tend to follow an inverse
exponential function with respect to a distance between pairs of wind farms.
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Figure 5.21: Geographical map of all wind farms in the Central area.
The proposed multivariate spatial prediction model provides categorical
variables (p indicators). As discussed in Section 4.2 of Chapter 4, the proposed
multivariate prediction using categorical variables can contribute to improving
the power output prediction of spatially correlated wind farms. Fig. 5.23 shows
a geographical map with respect to three categorical variables. As shown in
the figure, 6 wind farms marked with a green circle are interconnected to the 69
kV system, 20 wind farms marked with a blue circle are interconnected to the
138 kV system and 16 wind farms marked with a red circle are interconnected
to the 345 kV system. As shown in the figure, different semivariogram models
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Figure 5.22: Map and correlation coefficients for the wind farms of Central
area used for prediction.
can be used for prediction considering the configuration of wind farms with
respect to the p values representing the transmission voltage systems.
The proposed spatial prediction model considers multiple variables:
measured wind power output as the primary variable and the type or height of
wind turbines, or the slope with low frequency components as the secondary
variables. Table 5.18, 5.19, and 5.20 present the wind turbine information and
the first slope for each wind farm interconnected to the 69 kV system, 154 kV
system, and 345 kV system respectively. In the each table, the first column
shows the wind farm ID and the second column presents the height of wind
turbine. The third column presents the type of turbine including a manufac-
turer and model for each wind farm. The fourth column shows a MW rating
(capacity) for this model of turbine and the fifth column shows the number of
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this type of turbine for each wind farm. The last column presents the slope
with low frequency components of the estimated power spectral density.
Table 5.18: Types of wind farms interconnected to the 69 kV system.
Wind Farm Height Type Capacity NBR 1st Slope
1 80 V-47 0.66 42 -0.3635
9 60 GE 1.5 1.5 143 -0.5443
10 60 Siemens 2.3 2.3 65 -0.4870
11 80 GE 1.5s 1.5 25 -0.4472
12 80 GE 1.5sle 1.5 65 -0.5415
13 80 Mitsubishi 1000A 1 16 -0.5176
5.4.2 Spatial Prediction of Wind Farm Outputs
In this section, we predict monthly average production at Central wind
farms focusing on the applications of categorical variables and multivariate
prediction through the proposed spatial prediction. In our case studies through
the proposed multivariate prediction model, we use multiple variables: the
measured wind power output as the primary variable and the height of wind
turbine or the slope with low frequency components as the secondary variables.
Detailed results will be shown for the case of predicting wind farms 15 and
18 interconnected to the 138 kV and 345 kV systems, respectively, and then
summary results will be presented for all wind farms.
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Table 5.19: Types of wind farms interconnected to the 138 kV system.
Wind Farm Height Type Capacity NBR 1st Slope
2 80 Siemens Mk II 2.3 54 -0.3468
3 78 Gamesa G87 2 45 -0.4279
4 80 GE 1.5 1.5 56 -0.2727
5 69 Mitsubishi 1000A 1 99 -0.3688
6 69 Mitsubishi 1000A 1 61 -0.3407
7 77 GE 1.5 SLE 1.5 87 -0.8252
8 78 GE 1.5 SLE 1.8 80 -0.6146
18 76 Vestas V80 1.8 67 -0.6719
19 80 GE 1.5 1.5 155 -0.5112
20 80 GE 1.5 1.5 76 -0.6142
21 80 GE 1.5 1.5 142 -0.6236
22 80 SIEMENS 2.3 2.3 80 -0.7474
23 80 GE 1.5 1.5 149 -0.804
24 80 SIEMENS 2.3 2.3 50 -0.6693
25 65 GE 1.5S 1.5 100 -0.3107
32 80 SWT-2.3-93 2.3 74 -0.6204
34 80 Suzlon S88 2.1 28 -0.3484
35 80 Siemens SWT-2.3-93 2.3 44 -0.5164
36 60 GESLE 1.5 1.5 113 -0.3075
38 69 MHI MWT62 1 89 -0.3839
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Table 5.20: Types of wind farms interconnected to the 345 kV system.
Wind Farm Height Type Capacity NBR 1st Slope
14 80 GE 1.5sle 1.5 86 -0.6762
15 69 Mitsubishi 1000A 1 119 -0.6276
16 80 Siemens MkII 2.3 46 -0.6658
17 80 Siemens MkII 2.3 35 -0.5391
26 80 Gamesa, G83 2 88 -0.6177
27 80 Gamesa, G87 2 50 -0.6291
28 80 Gamesa, G87 2 50 -0.6595
29 60 GE 1.5 1.5 124 -0.5357
30 69 Mitsubishi 1000A 1 80 -0.3495
31 69 Mitsubishi 1000A 1 209 -0.5801
33 60 GE 1.5 1.5 75 -0.6394
37 80 Siemens 2.3VS 2.3 72 -0.6520
39 80 GE 1.5 ESS 1.5 166 -0.7365
40 80 GE 1.5 sle 1.5 77 -0.3827
41 80 Siemens-SWT 2.3 53 -0.4611
42 69 Mitsubishi 1000A 1 197 -0.5926
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Figure 5.23: Geographical map with respect to categorical variables. (a) p=1
(69 kV system) (b) p=2 (138 kV system), and (c) p=3 (345 kV system).
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5.4.2.1 Monthly Prediction of Wind Farm 18
In this section, monthly power output predictions of the wind farm
18 interconnected to the 138 kV transmission system are provided using the
Augmented Kriging-based Model. We use measured power output (capacity
factor) as the primary and the height of wind turbine as the secondary variable.
In order to show the effect of the height of turbine as a secondary variable, we
select it among the possible secondary variables. Moreover, as wind farm 18
is connected at 138kV level, categorical variable (p=2) is considered.
Fig. 5.24 illustrates monthly predicted and measured power output
comparison of wind farm 18 interconnected to 138kV system through uni-
variate and multivariate prediction methods. As illustrated in the figure, the
predicted power output shown by a red dashed line through the proposed
multivariate method is much closer to the measured power output shown by a
black dotted line than the predicted power output produced by the univariate
method.
Fig. 5.25 illustrates monthly predicted and measured power output
comparison of wind farm 18 interconnected to 138kV system through the pro-
posed multivariate prediction methods including categorical variable (p=2).
The indicator (p) representing a voltage level is used as a categorical variable:
p=1 indicates wind farms connected at 69kV level, p=2 indicates 138kV, and
p=3 indicates 345kV level as defined in Section 4.2 of Chapter 4. As illustrated
in the figure, the predicted power output shown by a red solid line through
the proposed multivariate method with categorical variable (p=2) is slightly
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Figure 5.24: Monthly prediction of wind farms 18 interconnected to the 138
kV system.
closer to the measured power output shown by a black dotted line than the pre-
dicted power output produced by the proposed multivariate method without
categorical variable.
Fig. 5.26 illustrates monthly predicted and measured power output
comparison of wind farm 18 through the univariate method and the pro-
posed multivariate method. As illustrated in the figure, monthly predicted
power outputs are plotted against monthly measured power outputs. Monthly
predicted power outputs from the proposed multivariate prediction method
(R2=0.8947) are better than monthly predicted power outputs from the uni-
variate prediction method (R2=0.7332).
Table 5.21 summarizes five statistics for monthly measured and pre-
dicted outputs through multivariate prediction method including categorical
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Figure 5.25: Monthly prediction of wind farms 18 interconnected to the 138
kV system considering categorical variable (p=2).
variable (p=2). As shown in the table, the proposed multivariate prediction
model with categorical variable (p=2) has slightly underestimated the maxi-
mum, mean, median and standard deviation and variance. The proposed mul-
tivariate prediction model has also slightly overestimated the minimum. The
univariate prediction model has larger errors than the proposed multivariate
prediction models.
5.4.2.2 Summary
Through the statistical comparison of predicted power outputs, we show
that the proposed multivariate model considering the height of turbine is much
better than the univariate model at predicting power outputs. In addition,
the multivariate model using the categorical variable (p=2) is better than
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Figure 5.26: Monthly predicted and measured power output comparison of
wind farm 18 through (a) Predicted Outputs (Univariate) and (b) Predicted
Outputs (Multivariate).
Table 5.21: Summary statistics for spatial predictions using the secondary
variable (the height of turbine) and categorical variable (p=2)
Maximum Minimum Mean Median Std. dev.
Measured Output 0.2774 0.1474 0.2122 0.2095 0.0426
Predicted Output
(Univariate) 0.3358 0.1651 0.2415 0.2401 0.0606
Predicted Output
(Multivariate) 0.2695 0.1542 0.2080 0.2077 0.0441
Predicted Output
(Multivariate: p=2) 0.2653 0.1535 0.2054 0.2052 0.0425
the multivariate model only using the secondary variable, but only somewhat
better. This case study suggests that the proposed multivariate model can
significantly enhance prediction accuracy.
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In the next sections, we will study another secondary explanatory vari-
able to improve prediction.
5.4.2.3 Monthly Prediction of Wind Farm 15
In this section, monthly power output predictions of the wind farm
15 interconnected to the 345 kV transmission system are provided using the
Augmented Kriging-based Model. We use measured power output (capacity
factor) as the primary and the slope with low frequency components as the
secondary variable. In order to show the effect of the slope with low frequency
components as a secondary variable, we select it among the possible secondary
variables. Moreover, as wind farm 15 is connected at 345kV level, categorical
variable (p=3) is considered.
Fig. 5.27 illustrates monthly predicted and measured power output
comparison of wind farm 15 interconnected to 345kV system through uni-
variate and multivariate prediction methods. As illustrated in the figure, the
predicted power output shown by a red dashed line through the proposed mul-
tivariate method is somewhat closer to the measured power output shown by a
black dotted line than the predicted power output produced by the univariate
method.
Fig. 5.28 illustrates monthly predicted and measured power output
comparison of wind farm 15 interconnected to 345kV system through mul-
tivariate prediction method and multivariate prediction method considering
categorical variable (p=3). As illustrated in the figure, the predicted power
144
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Figure 5.27: Monthly prediction of wind farms 15 interconnected to the 345
kV system.
output shown by a red solid line through the proposed multivariate method
with categorical variable (p=3) is slightly closer to the measured power output
shown by a black dotted line than the predicted power output produced by
the proposed multivariate method without categorical variable.
Fig. 5.29 illustrates monthly predicted and measured power output
comparison of wind farm 15 through multivariate prediction method includ-
ing categorical variable (p=3). As illustrated in the figure, monthly pre-
dicted power outputs are plotted against monthly measured power outputs and
monthly power outputs through multivariate prediction method (R2=0.9677)
including categorical variable (p=3) are better predicted than monthly power
outputs through univariate prediction method (R2=0.9399).
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Figure 5.28: Monthly prediction of wind farms 15 interconnected to the 345
kV system.
Table 5.22 summarizes five statistics for monthly measured and pre-
dicted outputs through multivariate prediction methods including categorical
variable (p=3). As shown in the table, the proposed multivariate prediction
model with categorical variable (p=3) has slightly underestimated the maxi-
mum, minimum, median and standard deviation and variance. The proposed
multivariate prediction model has also slightly overestimated the minimum.
The univariate prediction model has larger errors than the proposed multi-
variate prediction models.
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Figure 5.29: Monthly predicted and measured power output comparison of
wind farm 15 through (a) Predicted Outputs (Univariate) and (b) Predicted
Outputs (Multivariate).
5.4.2.4 Summary
Through the statistical comparison of predicted power outputs, we show
that the proposed multivariate model considering the slope with low frequency
components is much better than the univariate model at predicting power
outputs. In addition, the multivariate model using the categorical variable
(p=3) is better than the multivariate model only using the secondary variable,
but only somewhat better. Similar to the case studies of wind farm 18, this
case study also suggests that the proposed multivariate model can significantly
enhance prediction accuracy.
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Table 5.22: Summary statistics for spatial predictions using the secondary
variable (the slope) and categorical variable (p=3)
Maximum Minimum Mean Median Std. dev.
Measured Output 0.4838 0.1688 0.3208 0.3130 0.1119
Predicted Output
(Univariate) 0.3968 0.2005 0.2940 0.2744 0.0750
Predicted Output
(Multivariate) 0.4207 0.1957 0.3051 0.2879 0.0849
Predicted Output
(Multivariate: p=3) 0.4320 0.1873 0.3131 0.3049 0.0908
5.5 Conclusion
In this chapter, we demonstrated the performance of the proposed spa-
tial prediction model (the Augmented Kriging-based Model) in the context
of the McCamey and Central areas of ERCOT CREZ. Spatial prediction is
performed in daily, weekly, and monthly timescales using the proposed spatial
prediction model. The predicted wind power outputs through the proposed
spatial prediction model are compared to measured wind power outputs and
predicted wind power outputs through IDW interpolation using the frequency
histogram and box plot. To assess the predicted power outputs of new or un-
measured wind farms, five statistics such as the minimum, maximum, mean,
median, and standard deviation and variance for a set of spatial prediction
are summarized and tabulated. Moreover, daily, weekly, and monthly average
productions are plotted against measured production to evaluate the validity
of the prediction results.
In the case studies of McCamey area, we estimated daily, weekly, and
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monthly average production at wind farms. To evaluate the Augmented
Kriging-based Model (AKM), Inverse Distance Weighting (IDW) interpola-
tion based on the deterministic method is compared to the proposed spatial
prediction model based on the probabilistic method. From the case studies dis-
cussed in Section 5.2, we have shown that the predicted power outputs from
the AKM are close to the measured wind power outputs and the statistical
distribution of predicted power output also matches well with the measured
one.
The proposed prediction model provides the univariate prediction based
on Universal Kriging techniques and the multivariate prediction based on Uni-
versal and Co-Kriging techniques. As the performance of the proposed spatial
prediction model is evaluated by the studies of McCamey area, we focus on the
performance of the proposed multivariate spatial prediction model applied to
the Augmented Kriging-based Model. In the case studies of Central area, we
estimated monthly average production at wind farms and the results for both
univariate and multivariate predictions are summarized and reported. In the
multivariate spatial analysis, measured power output (capacity factor) as the
primary variable and the height or the slope with low frequency components as
the secondary variable are used for spatial modeling and prediction. From the
case studies discussed in 5.4.2, the predicted power outputs from the proposed
multivariate prediction model are close to the measured wind power outputs
and the statistical distribution of predicted power output also matches better
with the measured one than the univariate prediction model. In addition, the
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proposed multivariate spatial prediction model provides categorical variables
(p indicators) and the case studies indicate that multivariate prediction using
categorical variables can contribute to improving the power output prediction
of spatially correlated wind farms.
New spatial power predictions for future wind farm sites, which are not
installed in McCamey area, are studied and the results are visualized. The
contours displayed in the McCamey area can allow system engineers to monitor
the geographically predicted wind farm outputs and to study system resource
planning to incorporate wind generating resources into power grids. We expect
that a new approach to spatial prediction of wind farm outputs through the
proposed spatial prediction model can play a key role to estimate geographical
ancillary services for system reliability and to study transmission planning
to accommodate high wind power penetrations of spatially distributed wind
farms.
In this chapter, we also proposed the merit function to provide practical
information to find optimal wind farm sites based on spatial wind farm output
prediction.
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Chapter 6
Conclusions
This dissertation describes spatial prediction of wind farm outputs for
grid integration using the Augmented Kriging-based Model. Intermittency of
wind generating resources poses a challenge in system operations and plan-
ning. In order to incorporate higher wind power penetrations into power grids
maintaining system reliability, accurate prediction of wind power outputs and
their statistics are needed. As power outputs of wind farms are spatially dis-
tributed and depend on wind speed over space and time, a new approach to
spatial modeling and analysis is required to predict power outputs of geograph-
ically distributed wind farms.
In this dissertation, we proposed the Augmented Kriging-based Model
as a new approach for spatial modeling and prediction. The ultimate purpose
of the Augmented Kriging-based Model is to provide spatially correlated wind
farm power outputs to system system operators or planners for the grid inte-
gration analysis of high wind power penetrations. The Augmented Kriging-
based Model provides the univariate prediction based on Universal Kriging
techniques and the multivariate prediction based on Universal and Co-Kriging
techniques.
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In chapter 1, we described the background of wind prediction and dis-
cussed the motivation for using a spatial model based on Kriging Techniques
based on the probabilistic method to predict wind farm power outputs for
grid integration. In that chapter, we presented the scope and applications
of our research. The Augmented Kriging-based Model can contribute to the
study of longer-term system operations and planning such as the estimation of
geographical ancillary service and the study of transmission planning. In addi-
tion, the proposed spatial prediction model can be adopted to the applications
of wind generation resource assessment and the critical operating constraints
forecast.
In chapter 2, we examined geographic correlation analysis of power out-
puts between wind farms that are geographically distributed in the ERCOT
area. The correlation coefficients tend to follow an inverse exponential func-
tion with respect to a distance between pairs of wind farms. This geographic
correlation analysis provides useful information to identify spatial distribution
of all measured wind farms for spatial modeling and analysis. We estimated
power spectral density (PSD) of wind farm power outputs and identified the
slope with low frequency components among the classified different four ranges
of the estimated PSD. Unlike the conventional PSD analysis, we focus on the
low frequency components of the estimated PSD because our spatial predic-
tion is focused on the period from daily to monthly timescales. Since most of
the energy is in the lower frequency components (the second, third, and fourth
slope regions have much lower spectral density than the first), the conclusion
152
is that the dominant issues regarding energy will be captured by the low fre-
quency behavior. Consequently, most of the issues regarding energy (at least
at longer timescales) will be captured by the first slope, since relatively little
energy is in the other regions. In that chapter, we also proposed the slope es-
timation model for new wind farm production. When the existing wind farms
are highly correlated and the slope of each wind farm is estimated at a low
frequency range, we can predict the slope with low frequency components of
a new wind farm through the proposed spatial interpolation techniques.
In chapter 3, we investigated and proposed Kriging techniques based on
the probabilistic approach for spatial analysis and prediction. We described
a semivariogram to represent spatial correlation of measured data and the
mathematical formulation of the Kriging system applied to the Augmented
Kriging-based Model. We reviewed the various interpolation techniques such
as IDW interpolation, Simple Kriging (SK), Ordinary Kriging (OK) and Uni-
versal Kriging (UK) and we applied Universal Kriging (UK) to implement the
proposed spatial prediction model. In that chapter, we proposed the multi-
variate spatial approach based on Co-Kriging to consider multiple variables
for better prediction.
In chapter 4, we proposed and implemented a new spatial prediction
model, the Augmented Kriging-based model (AKM), to predict power out-
puts at unmeasured or new wind farm sites. In the proposed spatial predic-
tion model, we implemented the input and output interfaces with external
data written in CSV file format and formulated the problem to predict power
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outputs of geographically distributed wind farms in R system environments.
The latest GSTAT library is used to model spatial correlation of measured
wind farm outputs and to predict new farm outputs. In that chapter, we pro-
posed the use of a categorical variable representing the electrical configuration
of wind farms connected to electrical power grids and the multivariate spatial
prediction model based on Co-Kriging techniques to consider multiple variables
for better prediction. Co-Kriging is a multivariate spatial technique to predict
spatially distributed and correlated variables and it adds auxiliary variables to
a single variable of interest at unmeasured locations. Secondary variables are
used to represent issues such as the height and types of wind turbine and the
slope with low frequency components. The proposed multivariate spatial pre-
diction model based on Co-Kriging is applied to the Augmented Kriging-based
model.
In chapter 5, we demonstrated the performance of the Augmented
Kriging-based Model in the context of McCamey and Central areas of the ER-
COT CREZ. In the case studies of McCamey area, we predicted daily, weekly,
and monthly average production at wind farms. From the case studies, we have
shown that the predicted power outputs through the proposed spatial predic-
tion model are close to the measured wind power outputs and the statistical
distribution of predicted power output also matches well with the measured
one. We evaluated the performance of Augmented Kriging-based Model com-
pared to the deterministic model based on IDW interpolation method. The
proposed prediction model provides the univariate prediction based on Uni-
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versal Kriging techniques and the multivariate prediction based on Universal
and Co-Kriging techniques. In the case studies of Central area, we estimated
monthly average production at wind farms and summarized the results for
both univariate and multivariate predictions using five statistics such as the
minimum, maximum, mean, median, and standard deviation and variance for
a set of spatial prediction. Moreover, monthly average production is plotted
against measured production to evaluate the validity of the prediction results.
In the proposed multivariate spatial analysis, measured power output (capac-
ity factor) as the primary variable and the height or type of wind turbine
and the slope of the low frequency components as the secondary variables
are used for spatial modeling and prediction. From the case studies of Cen-
tral area, we have shown that the predicted power outputs from the proposed
multivariate prediction model are close to the measured wind power outputs
and the statistical distribution of predicted power output also matches better
with the measured data, as compared to the univariate prediction model. In
addition, the proposed multivariate spatial prediction model uses categorical
variables (p indicators) and the case studies indicate that multivariate predic-
tion using categorical variables can contribute to improving the power output
prediction of spatially correlated wind farms. In that chapter, we proposed
the merit function to provide practical information to find optimal wind farm
sites based on spatially correlated wind farm output prediction. Our approach
is more subtle than a simple scaling approach in that it can predict what will
happen when a new wind farm is added at various locations.
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From the case studies of the McCamey and Central area, some short-
comings and limitations of Kriging are observed. McCamey area has relatively
uniform wind condition, so the prediction results are typically good. On the
other hand, as the Central area has a less uniform wind regime than the Mc-
Camey area, predicted power outputs differ more significantly from measured
values and indeed are somewhat lower than measured power outputs. More-
over, the greater variability in the values of secondary variables means that
for each particular value of secondary variable, there are relatively fewer ob-
servations in the Central area. To summarize, if a region has a less uniform
wind regime, spatial prediction of capacity factor would not be as good as for
a region with a uniform wind regime. If the values of significant secondary
variables also differ greatly across the region, it can also be expected that the
spatial prediction will not be as good as in a region with uniform values. On
the other hand, we can also predict the variance (covariance) of future wind
production. We would typically find that in a region where there is more vari-
ability of wind, we would be able to predict that adding a wind turbine would
add more variability to the total wind production.
In addition, we suggested the augmented sequential outage checkers
(ASOC) as a possible approach to study transmission reliability issues. When
high wind power penetration is applied to power grids, we need to consider
voltage problems, system frequency issues including line overloading problems
due to the characteristics of wind generating resources. In our work, we pro-
pose a new method for grid integration analysis with spatially correlated wind
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power outputs. In our proposed model, we use the Augmented Sequential
Outage Checkers (ASOC) and predicted wind power output produced by the
proposed Augmented Kriging-based Model (AKM). The ASOC can monitor
thermal overloads, low voltages, and under-frequencies and the AKM provides
spatially correlated wind power outputs to be incorporated into the power
systems.
With regard to future work, we offer the following comments.
• In this dissertation, we proposed the slope estimation model of new wind
farm production. In principle, if we know the phase information, we can
take the inverse Fourier transform to recover the production levels. That
is, the information about the estimated slope would be very important in
predicting the production. Regarding the phase information, the model
of the distribution of the phases will be developed in future. Moreover,
the Kriging model provides a good prediction of phenomena in the first
frequency range of the PSD and we will develop techniques to predict
characteristics of the other frequency ranges.
• Although this dissertation focused on predicting wind farm power out-
puts, solar generating resources are increasing rapidly and the accurate
prediction of solar power output is required to accomplish grid integra-
tion of a large-scale solar generating resources. In this dissertation, we
discussed the estimation of solar insolation, we have, however, a limit to
obtain good performances due to the lack of collecting measured data
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of solar power outputs. To better show the performance of the pro-
posed spatial model in another grid integration context, high quality
irradiance measurements, for example, the Atmospheric Research Mea-
surement (ARM) data and Texas Solar Radiation Database (TSRDB),
will be used to study solar power output prediction.
• The Augmented Sequential Outage Checker (ASOC) will be tested for
studying transmission reliability issues such as overloading and low volt-
age problems with increasing wind power penetration. The practical case
scenario of wind power penetrations from geographically and temporally
distributed wind farms can be provided by the proposed spatial predic-
tion model. Grid reliability tool helps system operator and planners to
handle the emerging integration of wind-power generation resources.
• The proposed spatial prediction model predicts the mean and standard
deviation of future or unmeasured wind power production. There is a
body of literature in modern financial portfolio theory that considers the
analogous parameters of mean and standard deviation of financial returns
in the context of assembling an optimal portfolio of securities from the
perspective of maximizing the return for a given amount of risk [70–
72]. Analogously, it is possible to consider the selection of wind farm
locations to maximize the overall capacity factor for a given amount of
variability in production. In future work, results and formulations from
financial portfolio analysis will be applied in the context of wind resource
assessment to the problem of optimal selection of wind farm locations.
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Appendix A
PSD Formulation
In this appendix, we review the mathematical formulation of power
spectral density.
A.1 Mathematical Formulation of PSD
The definition of PSD is the DTFT of the autocorrelation function [40]
of the given sequence x[n]. Therefore,
Px(e
jω)
Δ
=
∞∑
l=−∞
rx[l]e
−jωl (A.1)
where the autocorrelation function rx[l] of a given discrete sequence x[n] is
defined as
rx[l] = lim
N→∞
1
2N + 1
N∑
n=−N
x[n + l]x[n] (A.2)
Since we only know the finite length of sequence x[n], (A.2) should be estimated
by:
rˆx(l)
Δ
=
⎧⎪⎪⎨
⎪⎩
1
N
N−l−1∑
n=0
x[n + l]x[n] 0 ≤ l ≤ N − 1
rˆx[−l] −(N − 1) ≤ l < 0
0 elsewhere
(A.3)
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Then, the estimated PSD from the DTFT of the (A.3) is defined as
Pˆx(e
jω)
Δ
=
N−1∑
l=−(N−1)
rˆx[l] e
−jωl (A.4)
If the signal x(n) is assumed to be an infinite signal, a finite signal with
a length N xN (n) can be defined as
xN [n] =
{
x[n] 0 ≤ n < N
0 otherwise
(A.5)
Furthermore, xN (n) can be also defined as the product of x(n) with a rectan-
gular window wR(n) whose length is N [40]. Therefore,
xN [n] = x[n] wR[n] (A.6)
For notational convenience, define yN by yN [l] = xN [−l]. By using
(A.6), the estimated autocorrelation function in (A.3) is redefined as the con-
volution of xN (n) due to the convolution theorem as shown below
rˆx[l] =
1
N
∞∑
n=−∞
xN [n + l] xN [n] =
1
N
(xN ∗ yN)[l] (A.7)
Putting (A.7) into the (A.4), the PSD becomes
Pˆx(e
jω) =
1
N
N−1∑
l=−N+1
(xN ∗ yN)[l] e−jωl
=
1
N
∣∣XN (ejω)∣∣2
(A.8)
where XN(e
jω) is the DTFT of the x[n] in the length N and is defined as
XN(e
jω) =
N−1∑
n=0
xN [n]e
−jωn (A.9)
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For the application, (A.9) should be represented as the discrete Fourier
transform (DFT). The DFT-based PSD estimation algorithms are used under
the assumption that the wind power output is periodic at period N which is
the length of the given signal. The DFT of xN [n] is shown below
XN(l) =
N−1∑
n=0
xN [n]e
−j(2πn)l/N (A.10)
Then, the PSD in (A.8) becomes
Pˆx(e
jω) = Pˆx(e
j2πl/N)
= Pˆx(l) =
1
N
∣∣∣∣∣
N−1∑
n=0
xN [n]e
−j(2πn)l/N
∣∣∣∣∣
2
(A.11)
where l = 0, 1, 2, · · · , N − 1. By considering the sampling frequency Fs, PSD
in (A.11) can be redefined as
Pˆx(f) =
1
FsN
∣∣∣∣∣
N−1∑
n=0
xN [n]e
−j(2πn)f/Fs
∣∣∣∣∣
2
(A.12)
where frequencies are 0, Fs/N, 2Fs/N, · · · , (N − 1)Fs/N . Finally, the PSD
is estimated using the DFT of a given signal. Equation (A.11) is called a
Periodogram. It should be noted that the frequency resolution is inversely
proportional to the length of the sequence N . According to (A.12), the unit
of PSD should be (Unit of the signal)2/Hz. Since we use wind power and its
unit is MW, the unit of PSD becomes MW2/Hz.
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Appendix B
Augmented Sequential Outage Checker
In this appendix, we provide three outage checkers of the Augmented
Sequential Outage Checker (ASOC) and report the simulations results of the
ASOC applied to the IEEE Reliability Test System (RTS).
B.1 Introduction
We suggest the augmented sequential outage checkers (ASOC) as a pos-
sible approach to study transmission reliability issues. When high wind power
penetration is applied to power grids, we need to consider voltage problems,
system frequency issues including line overloading problems due to the charac-
teristics of wind generating resources. In our works, we propose a new method
for grid integration analysis with spatially correlated wind power outputs.
In our proposed model, we use the Augmented Sequential Outage Checkers
(ASOC) and predicted wind power output produced by the proposed Aug-
mented Kriging-based Model (AKM). The ASOC can monitor thermal over-
loads, low voltages, and under-frequencies and the AKM provides spatially
correlated wind power outputs to be incorporated into the power systems.
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B.2 Development of the Augmented Sequential Outage
Checkers
Globally, wind power development is experiencing dramatic growth and
wind power penetration levels are increasing. It is essential to determine the
reliable penetration limit of wind power to enhance secure power system op-
eration. Traditionally, the static analysis based on N-1 contingency criteria
is considered for the estimation of new generation sources such as wind gen-
erations. A static analysis of the maximum wind penetration level in Iowa
is studied [73]. In that research, the steady-state analysis based on the N-1
contingency analysis is applied to determine the maximum wind power pene-
tration level. This penetration level is limited to the thermal violations, and it
does not consider the relief of voltage violations by adjusting wind generation.
A study by GE Energy Consulting and the NY ISO examined the addition of
3,300 MW of wind generation, approximately 10% of the system peak load,
based on N-1 contingency criteria. As the wind power generation becomes
a significant portion of a power system, assessment techniques or strategies
for determining the reliable maximum wind penetration limit that guarantees
the security of the power system should be developed and such techniques
are essential for grid planning and system operation to cope with wind power
penetration.
In this section, we propose the Augmented Sequential Outage Checker
(ASOC) as a possible approach to study the transmission system, including
grid integration of wind-powered generation resources. This is based on system
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security limitations allowing for thermal violations of the existing transmission
system, voltage magnitude violations, and under-frequency violations.
B.2.1 Line Outage Checker (LOC)
Line overloading for violating thermal limits is an important and com-
mon measure to identify the mechanism of cascading outages and to assess
vulnerability to cascading outages [74]. In a cascading outage scenario, a line
outage can lead to overloading and tripping of other lines.
Overloaded line
...
Stage I Stage II Stage III Stage IV
No
No
Yes
Yes
Move to 
another checker
Overloaded line
Update 
network topology
Update 
network topology
Move to 
another checker
Figure B.1: Operating procedure of the line outage checker (LOC).
Fig. B.1 shows the concept of the line outage checker (LOC). In stage I,
if an overloaded line is detected, this line is disconnected from the system and
the line outage checker is activated again after updating network topology in
stage II. This process will be repeated until no overloaded lines are detected
in any stages. If no overload is detected at one stage, a new round of outage
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checking would be initiated for the next stage.
B.2.2 Voltage Outage Checker (VOC)
Another typical characteristic of cascading outages includes low voltage
problems. A steady-state model based on power flow analysis evaluates voltage
profiles along with transmission line overloads. After outages, the voltage
profiles of power systems may decline. Similarly with a line outage checker,
when a voltage profile for each buses violates a pre-defined threshold, the
voltage outage checker (VOC) is activated. If a low voltage violates a limit,
load shedding action may be taken to maintain bus voltages [75].
B.2.3 Frequency Outage Checker (FOC)
A steady-state analysis model cannot present all possible cascading
outage scenarios that lead to large blackouts. In order to analyze cascading
outages due to the dynamics of power systems focusing on typical protection
devices, a specific model to represent the dynamic behavior of protection de-
vice is necessary. If some generators trip, a subsequent frequency excursion
will occur, which may trigger the network under-frequency protection. As a
result of the frequency excursion, some actions such as load curtailments, load
shedding, or voltage reduction can be used to maintain system security.
To represent this possibility, the frequency outage checker (FOC) mod-
els over- and under-frequency protection. In the frequency outage checker, the
system frequency response (SFR) model [76] is used as a frequency change
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Generation Buses
Load Buses
FOC Engine
(Compare CTD with STD)
CTD Calculation
Threshold Frequency
Set Time Duration (STD)
Update 
network topology
Move to
another checker
CTD > STD
CTD < STD
Figure B.2: Operating logic of the frequency outage checker (FOC).
model. The idea of uniform or average frequency is the basic concept in the
SFR model, where synchronizing oscillations between generators are filtered
out, but the average frequency behavior is retained. The basic SFR model
averages the machine dynamic behavior in a large system into an equivalent
single machine and it is a representation of only the average system dynamics
ignoring the inter-machine oscillations. In this section, frequency outage is
modeled based on the frequency outage standard from ERCOT [77]. Accord-
ing to this standard, when the system frequency is outside an acceptable range
for a certain amount of time, an under-frequency trip occurs.
Fig. B.2 shows operating procedures of the frequency outage checker.
The FOC obtains a pre-defined threshold frequency and time duration infor-
mation for frequency relays from the input database. The calculated time
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duration (CTD) block calculates the time duration for a given under or over
frequency threshold. In the CTD block, a frequency response function (B.1)
is used to calculate time duration [76]:
f(t) =
RPstep
(DR + Km)2π
[
1 + αe−ςωnt sin(ωrt + φ)
]
+ 60, (B.1)
where,
ω2n =
DR + Km
2HRTR
ς =
(
2HR + (DR + KmFH)TR
2(DR + Km)
)
ωn
α =
√
1− 2TRςωn + T 2Rω2n
1− ς2
ωr = ωn
√
1− ς2
φ = tan−1
(
ωrTR
1− ςωnTR
)
− tan−1
(√
1− ς2
−ς
)
In the above equations, R is governor droop, Δω is incremental speed
in per unit, FH is fraction of total power generated by the HP turbine, TR is
reheat time constant in seconds, H is inertia constant in seconds, D is damping
factor, Km is mechanical power gain factor, and Pstep is disturbance magnitude
in per unit.
Fig. B.3 shows how to calculate the time duration from the frequency
functions. The time when the frequency first drops under the frequency thresh-
old, t1, and the time when the frequency first rises up to the threshold again,
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t2, are determined to calculate the time duration (t2 − t1). To determine
the intersection of two functions, equation (B.2) is solved [78]. K is the pre-
defined threshold frequency. As a result, time duration for a specific threshold
frequency can be obtained.
RPstep
(DR + Km)2π
[
1 + αe−ςωnt sin(ωrt + φ)
]
+ 60 = K (B.2)
As seen in Fig. B.3, the lowest point of frequency value is the first local mini-
mum of the frequency curve. This is due to the fact that the curve is a damped
sine wave and the later local minima will be closer to 60 Hz. In an optimization
problem like calculating minimum frequency fmin, the first order condition to
find the local minimizer can be applied. If the derivative of the function at
one point is zero, then this point is a local minimizer or maximizer. In this
problem, it is necessary to find a t that satisfies the equation ∇f(t) = 0 in the
first cycle of the curve.
After calculating the time duration in the FOC, it determines whether
the calculated time duration (CTD) of frequency violation exceeds the set time
duration (STD) of the protective relay. If STD is greater than CTD for all
generators, the algorithm would proceed to the next outage checker. If supply
is reduced due to a generator trip, the lost power is re-apportioned to the
other generators by participation factors. If a frequency violation is detected
in the calculation step, system topology would be updated and a new round of
outage checking would occur in the line overloading or under voltage checker.
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]W
f max
f min
t1 t2
f(t)
Time (t)
Frequency (f)
Time Delay
t2 t1T
f given
Figure B.3: Time delay calculation of the FOC.
B.2.4 Algorithm for Augmented Sequential Outage Checkers
The ASOC test the state of the power system to see if additional outages
will be precipitated due to a particular protection criterion. The operational
procedures of the ASOC is based on an iterative power flow approach. The
algorithm is summarized in Fig. B.4.
The algorithm starts with a given initial disturbance and does not con-
sider hidden failures of the protection systems as in [79]. After initiating the
disturbance events, cascading outage checkers will be operated in user pre-
defined order. For a given disturbance or outage, outage checkers determine
the status of the resulting operating state, or equilibrium, and determines if it
would result in protection equipment removing more elements from the system
and therefore potentially precipitating further outages.
If there are several protection actions (or violations) identified by the
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Activate LOC
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Initial Disturbance
STEP 2
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Figure B.4: Operating algorithm of the augmented sequential outage checker.
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outage checkers, then timing information from the outage checkers determines
which element would be first disconnected. This element is removed from
the power flow model using the ‘Update topology’ blocks. The process then
repeats until either a complete system blackout occurs (indicated by failure to
solve the remaining system) or no more protection actions (no violations) are
predicted to occur.
B.2.5 Case Studies of Cascading Outages
In this section, we reports the simulation results of the proposed aug-
mented sequential outage checkers applied to the AEP 9-bus test system, the
IEEE 39-bus test system, and the IEEE 118-bus test system. All single line
outages as an initial disturbance are considered.
B.2.5.1 Implementation of Augmented Sequential Outage Check-
ers
The Cascading outage analysis (COA) tool [78] implementing aug-
mented sequential outage checkers has been built around the windows-based
.NET framework 2.0 in order to support various distributed computing en-
vironments. The user interface for the COA tool and the main algorithm of
sequential outage checkers has been implemented by visual basic .NET and
visual C#, respectively. After entering input data into the system database,
the ASOC are activated according to the initial predefined disturbance. After
cascading outage analysis, simulation results are stored in the output database,
and are also displayed in tree view form.
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Figure B.5: Cascading outage steps of the AEP 9-bus test system.
B.2.5.2 AEP 9-Bus Test System
The AEP 9-bus test system for cascading outage analysis is used for
illustration of the proposed sequential outage checkers. In this scenario sim-
ulation, cascading outages occur after applying the initial disturbance to the
test system. An initial disturbance of tripping line from bus 7 to bus 8 was
considered and this initial disturbance caused under-frequency, line overload-
ing, and under voltage events. To describe topology concisely in this and later
examples, LA-B will be used to denote a line between A and B. The results of
the simulation are as follows:
• Step 1: Line outage of line L7-8
This is the initial disturbance applied to the test system. It is shown
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in Fig. B.5 by the dashed oval around the line. With this line removed,
the losses in the rest of the system increase, resulting in a frequency
disturbance.
• Step 2: Under-frequency at bus 3
This is the first cascading outage resulting from the initial disturbance.
The information displayed means that the settings of the FOC at the
bus 3 are violated causing the opening of the circuit breaker CB1 and
the outage of generator 3. The first cascading outage result is shown in
Fig. B.5 by the dotted circle around Gen 3.
Table B.1 shows: the set time delay (STD), which is pre-defined by the
user; the calculated time delay (CTD), which is obtained from the FOC;
and threshold frequency. Only bus 3 has a violation detected by the
frequency outage checker and CB1 is opened as CTD exceeds STD.
Table B.1: Threshold frequency and STD parameters
Bus Threshold Frequency (Hz) STD (sec) CTD (sec)
1 59.9869 6.0 2.3071
2 59.9879 6.0 4.5402
3 59.9889 6.0 6.5406
• Step 3: Line overloading from bus 4 and bus 5
This is the second cascading outage resulting from the initial distur-
bance. The information displayed means that the settings of the line
overload checker for the line between buses 4 and 5 are violated causing
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the opening of circuit breakers CB5 and CB7. The second cascading
outage is shown in Fig. B.5 by the thick dashed line.
• Step 4: Under voltage at bus 5
This is the third cascading outage resulting from the initial disturbance.
The information displayed means that the settings of the VOC at bus 5
are violated causing the opening of the circuit breaker CB9 and the loss
of load A. The third cascading outage is shown in Fig. B.5 by the cross
on the distribution feeder to Load A at bus 5.
The above results are in compliance with the chosen simulation options
regarding the order of the outage checkers used. Firstly, the settings of the
FOC are checked for violation, then the settings of the LOC and finally the
settings of the VOC. Moreover, the FOC whose settings are violated is the
one with the highest under frequency threshold, resulting in the outage of
generator 3. The tripping of the overload checker at L3-4 is also easy to
interpret, since this line has the smallest thermal limit. Finally, the outage
of L3-4 causes excessive power flow on L5-7 for the supply of load A, which
results in the under-voltage settings at bus 5 to be violated. The processes of
cascading outages have been identified by the ASOC.
B.2.5.3 New England 39-Bus Test System
The New England 39-bus test system is shown in Fig. B.6. Fourteen
line outages that can cause cascading outages are determined by a single line
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contingency analysis.
Table B.2 shows the cascading outage results for the IEEE 39-bus test
system. In Table B.2, IA-B denotes the initiating line outage between buses A
and B. For example, in Table B.2, when a line outage between buses 19 and 33
(I19-33) occurs, overloaded lines L14-15, L6-31, L9-39, and L2-3 are detected
sequentially result in blackout. After initiating a line outage between buses 29
and 38 (I29-38), overloaded lines L6-31 and L9-39 are detected, also resulting
in blackout. Among the selected line outages only I29-38 and I19-33 result in
blackouts, as denoted by the last column of Table B.2. They can be regarded
as critical lines.
In the case of I16-19, by checking the LOC and VOC, it was discovered
that 9 overloading events occurred sequentially and an under voltage occurred
at bus 8 at the last step. The VOC used an allowable voltage range from 0.9
pu to 1.1 pu. As shown in Table B.2, the critical path L6-31→L9-39 shown
in Fig. B.6 results in a blackout and is common to the sequences following
6 initiating events. General steady state analysis, based on N-1 secure con-
tingency analysis to find critical components, focuses on evaluating only the
current status following outages. On the other hand, sequential outage check-
ers provide the analysis of the sequential multiple system state following the
initial disturbance.
Although only the I29-38 and I19-33 initiating events evolve into a
blackout, sequential outage analysis can provide important information on
system stress related to various initiating events. In order to alleviate system
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Figure B.6: Critical path of the New England IEEE 39-bus test system.
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stress due to overloading lines and to prevent large blackouts, upgrading of
lines can be considered. For example, suppose that the line thermal capacity
of L6-31 is upgraded from 1213.6 MVA to 1577.6 MVA. The reason for selecting
L6-31 is that L6-31 is the first step in the critical path subsequent to I10-32,
I29-38, and I22-35 initiating events. By upgrading this line, system stress
for line overloading in cascading outages and some line outages leading to
blackouts are expected to be reduced. From simulation results of the IEEE
39-bus test system, the advantages of sequential outage checkers include being
able to identify the critical lines and to show the sequential process of cascading
outages resulting in blackouts.
B.2.5.4 IEEE 118-Bus Test System
To verify the proposed augmented sequential outage checkers for a
larger system, a numerical test on the IEEE 118-bus test system containing 54
generation units, 91 loads, and 186 lines is provided in this section. A single
line outage for all transmission lines is considered and 23 line outages as an
initial disturbance are selected to present cascading outage analysis. Table B.3
shows the cascading outage results for the IEEE 118-bus test system. All of
the selected line outages displayed in Table B.3 result in blackouts following
cascading outages. I110-112 and I76-77 line outages reached infeasible solution
of power flow calculations following 16th and 17th steps, respectively. On the
other hand, I63-64 and I64-65 line outages reached infeasible solution status in
much fewer steps. As shown in Table B.3, the critical path, L8-30→L5-6→L11-
178
T
ab
le
B
.2
:
C
as
ca
d
in
g
ou
ta
ge
s
re
su
lt
s
fo
r
th
e
IE
E
E
39
-b
u
s
te
st
sy
st
em
In
it
ia
ti
ng
C
as
ca
di
ng
O
ut
ag
es
of
th
e
IE
E
E
39
-b
us
te
st
sy
st
em
O
ut
ag
es
1s
t
2n
d
3r
d
4t
h
5t
h
6t
h
7t
h
8t
h
9t
h
10
th
11
th
12
th
B
la
ck
ou
t
I6
-3
1
L
9-
39
L
10
-1
1
L
2-
3
L
1-
39
L
29
-3
8
L
10
-3
2
L
22
-3
5
L
19
-3
3
L
20
-3
4
L
23
-3
6
L
2-
30
L
25
-3
7
N
I1
0-
32
L
6-
31
L
9-
39
L
1-
39
L
29
-3
8
L
22
-3
5
L
19
-3
3
L
2-
30
L
23
-3
6
L
20
-3
4
L
25
-3
7
N
I2
9-
38
L
6-
31
L
9-
39
Y
I2
5-
37
L
16
-1
7
L
15
-1
6
L
6-
31
L
9-
39
L
1-
39
L
29
-3
8
L
2-
30
L
10
-3
2
L
16
-2
4
N
I2
3-
24
L
21
-2
2
L
6-
31
L
2-
3
L
1-
39
L
9-
39
L
29
-3
8
L
10
-3
2
L
19
-3
3
L
20
-3
4
L
2-
30
L
25
-3
7
L
22
-2
3
N
I2
3-
36
L
22
-2
3
L
16
-2
4
N
I2
8-
29
L
26
-2
9
L
16
-1
7
L
15
-1
6
L
6-
31
L
9-
39
L
1-
39
L
10
-3
2
L
2-
30
L
25
-3
7
L
16
-2
4
N
I2
-3
L
26
-2
7
L
1-
2
L
6-
31
L
10
-3
2
L
9-
39
L
22
-3
5
L
19
-3
3
L
20
-3
4
L
23
-3
6
L
25
-2
6
N
I2
1-
22
L
23
-2
4
L
6-
31
L
2-
3
L
1-
39
L
9-
39
L
29
-3
8
L
10
-3
2
L
19
-3
3
L
20
-3
4
L
2-
30
L
25
-3
7
L
22
-2
3
N
I1
5-
16
L
16
-1
7
L
14
-1
5
L
16
-2
4
L
3-
18
L
17
-2
7
N
I1
9-
33
L
14
-1
5
L
6-
31
L
9-
39
L
2-
3
Y
I2
2-
35
L
6-
31
L
9-
39
L
2-
3
L
1-
39
L
29
-3
8
L
10
-3
2
L
19
-3
3
L
20
-3
4
L
23
-3
6
L
2-
30
L
25
-3
7
N
I2
0-
34
L
19
-2
0
L
16
-2
4
N
I1
6-
19
L
14
-1
5
L
3-
4
L
9-
39
L
1-
39
L
26
-2
7
L
2-
3
L
22
-3
5
L
23
-3
6
L
25
-2
6
V
O
C
N
179
20
18
14
15
14 14
16
15
13
12 12
10
0
6
5
4
6 6
15
1 1 1
0
5
10
15
20
25
L65-68 L8-30 L69-77 L3-5 L5-6 L69-77 L69-70 L68-81 L69-75 L11-13 L11-12
N
um
be
rs
 o
f L
O
C
 o
cc
ur
re
nc
e
Overloading Lines
Before upgrading L8-30
After Upgrading L8-30
Figure B.8: Effect on system stress levels after upgrading L8-30.
12→L3-5→FOC (Bus 12)→L11-13→L65-68, leading to blackout is observed
among 11 sequences of line outages. As a disturbance power caused by con-
secutive line outages exceeds 1.0 pu on a 100 MVA base, the FOC would be
activated at Bus 12.
Fig. B.8 presents the numbers of the LOC occurrence for each line
outage in the cascading outages of the IEEE 118-bus test system. As shown in
Fig. B.8, 11 particular lines occurred in sequences of line outages 12 or more
times; L65-68 and L8-30 were the most frequent overloading lines. As the
analysis using sequential outage checkers provides consecutive outage steps,
critical path, and system stress for line overloading leading to blackout, power
system reliability can be enhanced by modifying the existing transmission lines
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by adding or replacing lines.
For example, suppose the line thermal capacity of L8-30 is upgraded
from 100 MVA to 120 MVA. The reason for selecting L8-30 is that L8-30 is the
first step in the critical path and caused the initial cascading outages in the
first stage in I8-9, I9-10, I5-6, I4-11, I5-11, I94-96 and I103-110 line outages.
Upgrading this line reduces the system stress for line overloading in cascading
outages and can be expected to reduce the incidence of blackouts.
Table B.4 shows the cascading outages results for the IEEE 118-bus
test system after upgrading L8-30. Compared with Table B.3, the number
of stages are significantly reduced for most line outages, and 8 line outages
such as I22-23, I76-77, I85-89, and I110-112, I77-78, I94-96, I75-118 and I103-
110 are excluded from the candidate lines leading to blackouts. Additionally,
Fig. B.8 shows the comparison results of system stress for line overloading
after updating L8-30. As shown in Fig. B.8, most of the selected overloading
lines are alleviated, and no overloading event occurred in L8-30.
On the other hand, even if L65-68 is upgraded to 500 MVA, no line
outages are excluded from the candidate lines leading to blackouts, and there
is no effect on system stress levels for overloading. As a result, the most
important criteria in selecting lines to alleviate system stress and to prevent
blackout is to take into account the cascading outage steps and the critical
path leading to large blackout as predicted by sequential outage checkers.
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