Usually generalized least squares problems are solved by transforming them into regular least squares problems which can then be solved by well-known numerical methods. However, this approach is not very effective in some cases and, besides, is very expensive for large scale problems. In 1979, Paige suggested another approach which consists of solving an equivalent equality-constrained least squares problem by the orthogonal decomposition, the BNP algorithm or the James' implicit nullspace iterative methods. In this paper, we present some new developments of the numerical methods, for example, 2-cycle SOR method and preconditioned conjugate gradient method, for generalized least squares problems. Some numerical comparisons are included as well.
Introduction
The generalized least squares problem min (Ay -b) ~ W-'(Ay -b), ( 
1.1)
y~R ': where b e ~m is a given vector, A ~ R "×" a given matrix and W e ~m×., a known symmetric and positive-definite matrix, is equivalent to a regular least squares problem with respect to a general elliptic norm, rather than the Euclidean one. Usually problem (1.1) is transformed into a regular least squares problem min lIB-I(Ay --b)ll=, (1.2) y ~ ~"
where W --BB T, solved by well known numerical methods as the SVD method, the orthogonal transformation methods, the block SOR method, the block AOR method, the conjugate gradient method and so on. However, this approach does not work very well in some cases, and is also very expensive for large scale problems. Hence Paige [14, 15] has proposed another approach to change problem (1.1) into an equality-constrained least squares problem with the same solution, and then to solve the new problem by the direct methods given in [12, 16] , and the iterative methods, such as the algorithm of Barlow et al. [2] (which we will call BNP) and the implicit nullspace method of James [10, 11, 13] . Since the BNP algorithm and James' implicit nullspace method have some limitations for solving problem (1.1), we presented the 2-cyclic SOR method and the preconditioned conjugate gradient method.
As regard to the requirement of preconditioned matrix A~ about all block iterative methods for least squares problems and problem (1.1), Bj6rck and Yuan [4] present some algorithms to get preconditioned matrix A~ by LU factorization.
In this paper, we first summarize Paige's method and James' method in Section 2, and then present the 2-cyclic SOR method and the preconditioned conjugate gradient method for (1.1), respectively, in Sections 3 and Section 4, and some numerical results, remarks, and open problems are given in the last section. Here A is always assumed to be of full rank.
Paige's method and James' method

Paige's method
Suppose that W ~ ~,,×m has a factorization W = BB T, (2.1) where Be ~m×k, and rank(B) = rank(W) = k. Therefore, problem ( cl e R t, C1 E Rk × ~ and l = rank(R). For solving (2.3), obtain an orthogonal matrix P e R k × k such that pTc2=(OT) and PTv-----(~12) , (2.7) where P = (P1, P2) and S is nonsingular upper triangular. Hence, the final solution is given by
Ul --0,
The algorithm for (1.1) is as follows. 
James' method
Based on (2.3) and (2.4), the BNP algorithm [2] and the implicit nullspace iterative methods of James [13] for equality-constraints least squares problem However, we will meet some unnecessary numerical degradation and difficulties for analysis of the practical problem when Algorithm 2.2 is applied to solve (1.1) because in this case, James' method deals with (1.1) by combining the matrices A and B but not considering them separately [16] .
SOR-type methods
In order to utilize the original data in problem (1.1) and to overcome difficulties in the end of last section, the preconditioned block, SOR-type methods and preconditioned conjugate gradient method are considered in next two sections (also see [21] [22] [23] [24] ). Suppose that A has the following splitting: Here we assume that the submatrix A1 is given. For general case, some idea of obtaining the nonsingular submatrix A~ and A by LUdecomposition is presented in [4] . In terms of the block structures of (3.1) amd (3.2), the normal equation of (1.1) is
is weighted residual vector, corresponding to splitting form (3. where P = AzA{ 1. We apply the SOR method to solve (3.4), and get the 2-cyclic SOR algorithm for problem (1.1) as follows.
Algorithm 3.1 (2-cyclic block SOR Algorithm).
(1) Factorize A1 and W22 , X (0) = O, r (0) = 0;
(2) Select a relaxation parameter co; (3) Iterate for k = 0, 1, ..., until "convergence"
For system (3.4), the associated Jacobi matrix J is given by
It is easy to show the following lemma. is real. Therefore, p is pure real if #2 ~< 0, and p is pure imaginary if p: < 0. Also y ~ 0 is real. Adding -y to both sides of (3.7), we get
It follows from (3.8) and (3.2) that Premultiplying (3.9) by y, there is [18, 19] and Lemma 4.1, we obtain the following convergence result of 2-cyclic SOR method for problem (1.1). Proof. By Lemma 3.1, all the eigenvalues of J are either real or pure imaginary. Since the method in Algorithm 3.1 is 2-cyclic and consistently ordered, the first part of the theorem follows from Theorem 4.1 of Young in [20] . The optimal parameter tob and P(~q'o~b) in (3.12) is a straight extension of Young's result in [20] . Yuan [21] and Yuan and Iusem [23] give different proofs for this part. By Varga's eigenvalueship [ 18, 19] , for each eigenvalue 2 of ~,o there exists an eigenvalue # of J, such that (,~ + to --1) 2 = 2#2to 2.
(3.14)
The last part of the theorem is obtained by analysis of (3.14). For details see [ 
Algorithm 4.1 (CG-aigorithm for GLSP).
(1) Factorize A1, set rt2 °) = 0, v t°) = b2 -Pbl, prO) = vtO); Similarly, for problem (1.1), between the preconditioned conjugate gradient Algorithm 4.1 and the generalized SO algorithms [21, 23] , there are analog comparison results (cf. [21] ). Therefore, the preconditioned conjugate gradient Algorithm 4.1 is better than the SOR-type methods for problem (1.1). The numerical experiments also verify the conclusion (cf. [21, 22] ).
Numerical results, remarks and conclusions
Numerical results
We give numerical experiments for dense cases and sparse cases in UNIX SUN workstation and IBM4081, respectively, in FORTRAN 77. For m = 125 and n = 50, Algorithms 4.1 and 3.1 obtain the same accurate solution as the Paige's method (see Table 1 ). But the CPU time of Algorithms 3.1 and 4.1 is much less than that of the Paige's method even if A and W are dense matrices. For sparse cases, Algorithm 4.1 is much better than Algorithms 2.1 and 4.1 ( Table 2) . We also considered rank deficient of W for Algorithm 4.1 and different parameters co for Algorithm 3.1 (see [21, 22] ). All experiments have shown that the pre-conditioned conjugate gradient Algorithm 4.1 is one of the most efficient, even for some rank(W) < m -n cases (cf. [21, . It follows from (4.1) that the algorithm just needs A~-2, but neither W-~ nor inverse of some submatrix of W. The experiments in [21, 22] have shown that Algorithm 4.1 is much better than others in the sense of CPU time, accuracy, and storage requirements (cf. [22] ). Of course, the numerical stability of the Paige's method is better than of Algorithm 4.1 (see Table 3 ). In all tables, IT is the number of iterations, m and n are numbers of rows and columns, respectively, of A. The CPU time does not include the time of computing the optimal parameter COb. In Table 1 , case 1 means all matrices A and W are Note: TIME is all user time. dominant, and case 2 does not. All matrices were generated by random numbers. All data in the tables are statistic data based on more than 25 examples. The tolerance for all iterative methods is = 10 -15
We should also point out that all results in Sections 3 and 4 will reduce to the well-known results for least squares problems when W = I.
Remarks and conclusions
The Paige's method is numerically stable method and can work for any deficient problem. The method needs to decompose the weight matrix W if W is given, but not B. The Paige's method is not convenient for large sparse problems because it is a direct method. Algorithm 2.2 is a combination of direct method and iterative method, such as the Gauss elimination and the conjugate gradient method. In principle, Algorithm 2.2 can also work for rank deficient problems. However, Algorithm 2.2 sometimes fails because the full rank condition of the matrix (A B) and m ~< n + k ~< m + k cannot be guaranteed by rank (W) < m. Also we first need to decompose the matrix W into W = BB T which will destroy the sparsity pattern of W. Algorithm 2.2 still requires the inverse of some submatrix of matrix (A, B) or itself which in general is hard to compute.
In fact, for sparse full rank problems, another good approach is the Lanczos based SYMMLQ method given by Paige and Saunders in [17] . Here we will not say more about this method. Based on system (3.4), the QMR method [7] can be applied to solve full rank problem (1.1) with rank(A) = n.
Like James' method, p-cyclic SOR method, AOR method, and other methods for linear equality-constraints least squares problems also can be applied to solve problem (1.1). But they are not the same as the preconditioned SOR-type methods in Section 3 and the preconditioned conjugate gradient method in Section 4. The size (3m + n for full rank) of p-cyclic SOR method and AOR method for (1.1) is much bigger than the size (here m + n) of preconditioned SOR-type method. And preconditioner Aleg¢ "×" for (3.4) is different from the preconditioner A1 ~ ~(m+,)×(m+,), which combines the matrices A and B, for those methods in the sense of the size, structure and elements.
All block iterative methods for least squares problems and generalized least squares problems require the preconditioner matrix A1. In general, we just know the matrix A, but not A1. Up to now there is little literature to discuss how to get the preconditioner matrix A1. Recently Bj6rck and Yuan [-4 ] suggested some algorithms to handle the problem by LU decomposition. How to effectively get the preconditioner matrix A1 is still one open problem especially for large sparse problems. Algorithms 3.1 and 4.1 just work for full rank problems. Rank deficient problem is unsolved yet by direct iterative methods. For this open problem, Golub has one conjecture [8] that the QMR method may be applied to solve problem (1.1) with rank(A) <n. Suppose that rank(W) ~> rank(W11) = n, it follows from (3.3) and preconditioned matrix is reducible, and can be solved by the methods given in [1, 5, 7] .
From Theorem 4.1, we know that two different systems are equivalent in the sense that the sequences generatedby the conjugate gradient method and the SOR method are in the same Krylov subspace. There is one question: if one system for one method is given, how to get the equivalent system for another given method such that the approximate solution sequences generated by these two methods are in the same Krylov subspace? For example, we know one symmetric and positive-definite system with ill-conditioning to which conjugate gradient method can be applied. In fact we cannot obtain the desired solution effectively because of ill-conditioning when we apply the conjugate gradient method. Now we want to look for equivalent system on which the SOR method or other methods can work very well. It is also one interesting problem.
