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a b s t r a c t
Oscillation of second order difference equations with bounded phi-Laplacian is studied
by comparing it with the discrete Emden–Fowler difference equation. Analogues and
discrepancies in behavior of solutions of these equations are also presented and a
comparison with the continuous case is given.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we deal with the oscillation of the second order difference equation
∆(anΦ(1xn))+ bn|xn+1|γ sgn xn+1 = 0, (1)
where γ is a positive constant, γ ≠ 1,∆ is the forward difference operator1xn = xn+1 − xn, and
(hp1) Φ : R → (−σ , σ ) is an increasing odd homeomorphism such that Φ(u)u > 0 for u ≠ 0, σ < ∞ and there exists
c, 0 < c <∞, such that
lim
u→0
Φ(u)
u
= c; (2)
(hp2) a = {an}, b = {bn}, n ≥ 0, are positive sequences and
∞
n=0
1
an
= ∞,
∞
n=0
bn <∞.
A special case of a bounded mapΦ is the mapΦC : R→ (−1, 1)
ΦC (u) = u
1+ |u|2
which appears in the mean curvature differential equations, see, e.g., [1] and references therein.
Oscillatory and asymptotic properties of the discrete Emden–Fowler equation
∆(an1yn)+ bn|yn+1|γ sgn yn+1 = 0 (3)
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are widely studied, see, e.g., the papers [2–6], the monographs [7,8] and the references therein. Nevertheless, as far we
know, oscillation of equations involving a boundedΦ has been considered only in the continuous case in [1]. Our aim here
is to study oscillation of (1) by comparing it with Eq. (3), and to show analogues and discrepancies which originate from
the boundedness of Φ . In particular, two equivalence theorems are presented and a comparison with the continuous case
is also given.
By a solution of (1) and (3) we mean a sequence x = {xn} defined for all n ≥ n0 (n0 ≥ 0). As usually, a nonzero solution
of these equations is said to be nonoscillatory if there exists nx ≥ 0 such that xnxn+1 > 0 for n ≥ nx and oscillatory otherwise.
Eqs. (1) and (3) are called oscillatory if all their solutions are oscillatory.
Eqs. (1) and (3) can be rewritten as a recurrence formula. Hence, for given c, d, solution y of (3) satisfying the initial
conditions y0 = c, y1 = d always exists, however the boundedness of Φ may cause that solutions of (1) satisfying
xn0 = c, xn0+1 = d (n0 ≥ 0) need not exist for arbitrary c, d. This is the first discrepancy in behavior of solutions of (1)
and (3), but we are not going to deal with this problem in our paper.
We close the introduction with recalling the well-known oscillation criterion for (3).
Theorem A. Eq. (3) is oscillatory if and only if either
(i1) γ > 1 and
∞
n=0
1
an
∞
k=n
bk = ∞, (4)
or
(i2) 0 < γ < 1 and
∞
n=0
bn

n
k=0
1
ak
γ
= ∞. (5)
This theorem can be obtained from [2, Theorem 2.2] using [2, Lemma 2.1.], see also [8, Theorem 5.1.8.], [4, Theorem 4], [6,
Theorem 2.2] if γ > 1, or [4, Theorem 5], [5, Theorem 2] if 0 < γ < 1.
2. Necessary conditions for oscillation
Denote by x[1] the quasi-difference of a solution x of (1), namely
x[1]n = anΦ(1xn). (6)
We say that x ∈ M+ if xnx[1]n > 0 for large n. An a priori classification of nonoscillatory solutions of (1) is given in the sequel.
Lemma 1. (i1) Assume
lim inf
n
an = 0. (7)
Then any nonoscillatory solution x of (1) is of the classM+ and satisfies
lim
n
x[1]n = 0,
i.e. x belongs to one of the following subclasses
M+ℓ,0 = {x ∈ M+ : limn xn = ℓx, limn x
[1]
n = 0, 0 < |ℓx| <∞},
M+∞,0 = {x ∈ M+ : limn |xn| = ∞, limn x
[1]
n = 0}.
(i2) Assume
lim inf
n
an > 0. (8)
Then any nonoscillatory solution x of (1) is of the classM+ and belongs to one of the subclassesM+ℓ,0,M
+
∞,0, or
M+∞,ℓ = {x ∈ M+ : limn |xn| = ∞, limn x
[1]
n = ℓx, 0 < |ℓx| <∞}.
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Proof. Let x = {xn} be a solution of (1) such that xn > 0 for n ≥ n0 ≥ 0. Thus x[1] is decreasing for n ≥ n0.
Claim (i1). If there exists n1 ≥ n0 such that x[1]n1 < 0 we have for n > n1
Φ(1xn) < x[1]n1
1
an
and, in view of (7), we obtain a contradiction with the boundedness of Φ . Thus x[1]n > 0 for large n. Since x[1] is decreasing,
again in view of (7), the assertion follows.
Claim (i2). First observe that, in view of (2), for a fixed δ, 0 < δ < σ , there exists H > 0 such that for u ∈ [0, δ]
Φ∗(u) ≤ Hu, (9)
whereΦ∗ denotes the inverse of the mapΦ .
In virtue of (8), there exist λ > 0 and n ≥ n0 such that for λ ≤ λ and n ≥ n,
λ
1
an
< σ.
If lim supn λ/an > 0, the series
∞
n=n0
Φ∗

λ
1
an

(10)
diverges. If limn λ/an = 0, in view of (2) and the divergence of the series 1/an, the series (10) again diverges. Reasoning
as in Claim (i1), if there exists n1 ≥ n such that x[1]n1 < 0, by choosing sufficiently small λ, 0 < λ < |x[1]n1 |, we obtain for
n ≥ n1
1xn < −Φ∗

λ
1
an

.
Summing this inequality and passing n → ∞, we get a contradiction with the positiveness of x. Thus x[1]n > 0 for large n
and the assertion follows, e.g., from [9, Theorem 1], with minor changes. 
The following oscillation criterion holds.
Theorem 1. Assume
lim sup
n
1
an
∞
k=n
bk > 0. (11)
Then (1) is oscillatory.
Proof. Since (11) holds, also (7) is satisfied and by Lemma 1(i1) we haveM+∞,ℓ = ∅. Assume that (1) is nonoscillatory and
let x be its nonoscillatory solution. Without loss of generality, let us suppose that xn > 0 for n ≥ n0. Summing (1) we get for
n ≥ n0
Φ(1xn) ≥ xγn+1
1
an
∞
k=n
bk ≥ xγn0
1
an
∞
k=n
bk. (12)
If lim supn
1
an
∞
n bk = ∞, then we obtain a contradiction with σ <∞. Now assume
0 < lim sup
n
1
an
∞
k=n
bk <∞. (13)
If x ∈ M+∞,0, i.e. x is unbounded, from (12) we obtain again a contradiction with σ <∞. If x ∈ M+ℓ,0, from (12) we have
1xn ≥ Φ∗

xγn0
1
an
∞
k=n
bk

or
xn+1 ≥ xn0 +
n
j=n0
Φ∗

xγn0
1
aj
∞
k=j
bk

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which gives a contradiction with the boundedness of x since, in view of (13), the series
∞
n=n0
Φ∗

xγn0
1
an
∞
k=n
bk

diverges. 
Remark 1. Theorem 1 does not have a continuous counterpart. Indeed, ifa,b are continuous positive functions for t ≥ t0
such that ∞
t0
b(t)dt <∞,
0 = lim inf
t→∞
1a(t)
 ∞
t
b(s)ds < lim sup
t→∞
1a(t)
 ∞
t
b(s)ds,
then the differential equationa(t)Φ(x′(t))′ +b(t)|x(t)|γ sgn x(t) = 0
can have nonoscillatory solutions, as it follows from [1, Theorem 3.1].
When (11) does not hold, that is when
lim
n
1
an
∞
k=n
bk = 0, (14)
to study the oscillation of (1), the following results are needed.
Theorem 2. Eq. (1) has bounded nonoscillatory solutions if and only if µ > 0 exists such that
∞
n=0
Φ∗

µ
1
an
∞
k=n
bk

<∞.
Proof. This result has been proved in [3, Theorem 2] with the additional assumption limn an = 1. Nevertheless, the proof
remains to hold even if this assumption is not satisfied, with minor changes. For the sake of completeness, we sketch the
argument.
Sufficiency. SetM = µ1/γ and choose n0 large so that
∞
k=n0
Φ∗

µ
1
ak
∞
i=k
bi

<
1
2
M. (15)
Consider the Banach spaceB∞n0 of all convergent sequences defined for every integer n ≥ n0, endowed with the topology of
the supremum norm, and let the setΩ ⊂ B∞n0 be given by
Ω =

u ∈ B∞n0 :
1
2
M ≤ un ≤ M

.
Consider the operator T : Ω → B∞n0 defined by T (u) = y = {yn}, where yn0 = M/2 and for n > n0
yn = 12M +
n−1
k=n0
Φ∗

1
ak
∞
i=k
bi(ui+1)γ

.
Since yn ≥ M/2 for n ≥ n0 and, in view of (15),
yn ≤ 12M +
n−1
k=n0
Φ∗

µ
1
ak
∞
i=k
bi

≤ M,
we have T (Ω) ⊂ Ω . Using a discrete version of a well-known compactness result by Avramescu (see, e.g. [7, Section 3.3.]),
it is easy to show that T (Ω) is relatively compact. Because T is also continuous inΩ , by the Schauder fixed point theorem
there exists x ∈ Ω such that T (x) = x, i.e., the assertion follows.
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Necessity. Let x be a bounded nonoscillatory solution of (1) and, without loss of generality, assume xn > 0 for n ≥ n0.
Summing (1) we obtain
xn+1 = xn0 +
n
j=n0
Φ∗

1
aj
∞
k=j
bk(xk+1)γ

≥ xn0 +
n
j=n0
Φ∗

(xn0)
γ 1
aj
∞
k=j
bk

.
Thus, the assertion follows. 
Theorem 3. Assume (8). If
∞
j=0
bj

j
k=0
1
ak
γ
<∞, (16)
then Eq. (1) has solutions x ∈ M+∞,ℓ.
Proof. In virtue of (8), for a fixed ε > 0, there exists n such that an ≥ ε for n ≥ n. In view of (2), fixed δ, 0 < δ < σ , there
exists H > 0 such that (9) holds for u ∈ [0, δ]. SetW = δε and choose n0 ≥ n so large that
∞
j=n0
bj

j
k=n0
1
ak
γ
≤ (HW )−γ W
2
. (17)
Consider the Banach spaceB∞n0 of all convergent sequences defined for every integer n ≥ n0, endowed with the topology of
the supremum norm, and let the setΩ ⊂ B∞n0 be given by
Ω =

u ∈ B∞n0 :
W
2
≤ un ≤ W

.
Consider the operator T : Ω → B∞n0 defined by T (u) = z, where
zn = W2 +
∞
k=n
bk

k
i=n0
Φ∗

ui
ai
γ
.
Since ai ≥ ε, we have
ui
ai
≤ W
ai
≤ W
ε
= δ < σ,
the operator T is well defined. Moreover, in view of (9) and (17), we have
zn ≤ W2 +
∞
k=n
bk

k
i=n0
Φ∗

W
ai
γ
≤ W
2
+ (HW )γ
∞
k=n
bk

k
i=n0
1
ai
γ
≤ W .
Thus T (Ω) ⊂ Ω . Using again the quoted discrete version of a compactness result by Avramescu, it is easy to show that
T (Ω) is relatively compact. Because T is also continuous inΩ , from the Schauder fixed point theorem, there exists u ∈ Ω
such that T (u) = u. Setting
xn+1 =
n
i=n0
Φ∗

ui
ai

,
a standard calculation shows that x = {xn} is a solution of (1). Since x[1]n = un ≥ W/2, this solution belongs toM+∞,ℓ. 
Remark 2. Theorem 3 extends to (1) a similar result proved under the additional assumption limn an = 1, see [3, Theorem
1]. Observe that the argument used here is different from that of [3, Theorem 1] and does not require topological methods
in locally convex spaces. This permits a brief and more simple proof.
3. Equivalence theorems
In this section we study the oscillation of (1) by comparing it with the one of (3).
Theorem 4. Assume γ > 1. Then the following statements are equivalent.
(i1) Eq. (1) is oscillatory.
(i2) Eq. (1) does not possess nonoscillatory bounded solutions.
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(i3) Condition (4) is satisfied.
(i4) Eq. (3) is oscillatory.
Proof. Clearly (i1)H⇒(i2). Let us show that (i2)H⇒(i3). If (11) holds, then (i3) is verified. Now assume (14). Thus, in virtue
of (9), there exists nε (large enough) such that for any n ≥ nε
Φ∗

1
an
∞
k=n
bk

≤ H 1
an
∞
k=n
bk.
Hence by Theorem 2
∞
n=n0
Φ∗

1
an
∞
k=n
bk

= ∞,
so condition (4) is satisfied.
Because from Theorem A we have (i3) ⇐⇒(i4), to conclude the proof, it is sufficient to show that (i4) H⇒(i1). By
contradiction, let x be a nonoscillatory solution of (1) such that xn > 0,1xn > 0 for n ≥ n0. Consider the equation
∆

an
Φ(1xn)
1xn
1zn

+ bn|zn+1|γ sgn zn+1 = 0. (18)
From (2), there exists c such that for any u > 0
u
Φ(u)
≥ c. (19)
Thus, in view of Theorem A, we get
∞
n=n0
1
an
1xn
Φ(1xn)
∞
k=n
bk = ∞.
Hence, again in view of TheoremA, Eq. (18) is oscillatory, which is a contradiction because x is its nonoscillatory solution. 
Theorem 5. Assume 0 < γ < 1 and (8). Then the following statements are equivalent.
(i1) Eq. (1) is oscillatory.
(i2) Eq. (1) does not possess nonoscillatory unbounded solutions.
(i3) Condition (5) is satisfied.
(i4) Eq. (3) is oscillatory.
Proof. Clearly (i1)H⇒(i2). Moreover, from Theorem 3we obtain (i2)H⇒(i3). Since, from Theorem Awe have (i3)⇐⇒(i4),
to conclude the proof, it is sufficient to show that (i4)H⇒(i1). We use the same argument as that given in the final part of
the proof of Theorem 4. By contradiction, let x be a nonoscillatory solution of (1) such that xn > 0,1xn > 0 for n ≥ n0.
Consider Eq. (18). Since (3) oscillates, by Theorem A condition (5) is satisfied and so, in view of (19), we have
∞
n=n0
bn

n
k=n0
1
ak
1xk
Φ(1xk)
γ
= ∞.
Thus, again from Theorem A, Eq. (18) is oscillatory, which is a contradiction because x is its nonoscillatory solution. 
When (7) holds, reasoning as in the final part of the proof of Theorem 5, we obtain the following result.
Theorem 6. Let 0 < γ < 1. Eq. (1) is oscillatory if (3) is oscillatory too, i.e. if the condition (5) is satisfied.
Observe that, when 0 < γ < 1, the converse of Theorem 6 can fails, as the following example shows.
Example 1. Consider the equation
∆

1
(n+ 1)(n+ 2)ΦC (1xn)

+ 2
(n+ 2)(n+ 3)(n+ 4) |xn+1|
1/4sgn xn+1 = 0. (20)
Since
bn = 2
(n+ 2)(n+ 3)(n+ 4) = ∆

1
(n+ 2)(n+ 3)

,
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we get
∞
k=n
bk = 1
(n+ 2)(n+ 3) ,
and so
lim
n
1
an
∞
k=n
bk = 1.
In view of Theorem 1, Eq. (20) does not have nonoscillatory solutions. Nevertheless, the corresponding Emden–Fowler
equation
∆

1
(n+ 1)(n+ 2)1zn

+ 2
(n+ 2)(n+ 3)(n+ 4) |zn+1|
1/4sgn zn+1 = 0,
satisfies
∞
n=n0
bn

n
k=n0
1
ak
1/4
<∞
and thus it has unbounded nonoscillatory solutions, as [2, Theorem 2.1] shows.
From Theorems 4 and 5 we obtain the following interesting consequences.
Corollary 1. Let γ > 1. If Eq. (1) has unbounded nonoscillatory solutions, then (1) has also bounded nonoscillatory solutions.
Corollary 2. Let 0 < γ < 1 and (8). If Eq. (1) has bounded nonoscillatory solutions, then it has also unbounded nonoscillatory
solutions.
4. Nonoscillatory unbounded solutions
Here we study the existence of unbounded solutions for (1) in case 0 < γ < 1. We show that this problem depends on
the existence of unbounded nonoscillatory solutions y of Emden–Fowler equation (3) satisfying
lim
n
|yn| = ∞, lim
n
an1yn = 0. (21)
To this end, we recall the following result.
Theorem B. Let 0 < γ < 1. Then (3) has a nonoscillatory solution y satisfying (21) if and only if (4) and (16) are satisfied.
Moreover, if (4), (16), and
lim
n
1
an
∞
j=n
bj

j
k=0
1
ak
γ
= 0 (22)
hold, then (3) has an unbounded nonoscillatory solutions y such that
lim
n
an1yn = 0, lim
n
1yn = 0. (23)
Proof. The first assertion follows from [2, Corollary 2.4]. So, let y be a nonoscillatory solution of (3) satisfying (21) and
assume yn > 0,1yn > 0 for large n. Summing (3) we have
1yn = 1an
∞
j=n
bjy
γ
j+1. (24)
Since, in virtue of the Stolz Theorem
lim
n
n−1
k=0
1
ak
yn
= ∞,
there exists a large n, say n0, such that for n ≥ n0
yn+1 ≤
n
k=0
1
ak
.
Now the assertion follows from (22) and (24). 
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Remark 3. Observe that if 0 < γ < 1, then the condition (4) is compatible with (16), see e.g., [10].
Theorem 7. Assume 0 < γ < 1. If (3) has an unbounded solution y satisfying (23), then (1) has an unbounded nonoscillatory
solution x such that limn1xn = 0.
Proof. As claimed, in virtue of (2), fixed δ, 0 < δ < σ , there exists H > 0 such that (9) holds.
Let L be large so that
L− LγHγ > 1. (25)
Since limn an1yn = 0, we have for large n
1yn = 1an
∞
j=n
bjy
γ
j+1. (26)
Moreover, from the Stolz Theorem, we have
lim
n
∞
j=n
bj
an1yn
= 0.
Thus, because limn1yn = 0, we can choose n0 so large that for n ≥ n0
L1yn ≤ δ (27)
and
∞
j=n
bj < an1yn. (28)
Consider the Banach spaceB∞n0 of all convergent sequences defined for every integer n ≥ n0, endowed with the topology of
the supremum norm, and let the setΩ ⊂ B∞n0 be given by
Ω = u ∈ B∞n0 : 0 ≤ un ≤ Lan1yn .
Consider the operator T : Ω → B∞n0 defined by T (u) = z where
zn =
∞
k=n
bk

1+
k
i=n0
Φ∗

ui
ai
γ
.
The operator T is well defined, because in virtue of (27) we have ui/ai ≤ δ < σ for any i ≥ n0. Moreover, in view of (9), it
holds
k
i=n0
Φ∗

ui
ai

≤ H
k
i=n0
ui
ai
≤ HL
k
i=n0
1yi = HL(yk+1 − yn0) ≤ HLyk+1.
Then, using the inequality (X + Y )γ ≤ Xγ + Y γ where X, Y are positive real numbers, see e.g. [11, Theorem 2.19], from (26)
and (28) we obtain
zn ≤
∞
k=n
bk (1+ HLyk+1)γ ≤
∞
k=n
bk + Hγ Lγ
∞
k=n
bky
γ
k+1 = (1+ Hγ Lγ )an1yn.
Thus, in view of (25), we have zn ≤ Lan1yn and so T (Ω) ⊂ Ω . Using again the discrete version of the compactness result
by Avramescu, we obtain that T (Ω) is relatively compact. Because T is also continuous inΩ , by the Schauder fixed point
theorem there exists u ∈ Ω such that T (u) = u. Setting
xn+1 = 1+
n
i=n0
Φ∗

ui
ai

, (29)
a standard calculation shows that x is a nonoscillatory solution of (1). Moreover, (14) holds, because otherwise, from
Theorem 1, all solutions of (1) should be oscillatory. In view of Theorem B, the condition (4) is verified and so from (2)
we get
∞
n=0
Φ∗

1
an
∞
k=n
bk

= ∞.
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Hence, in view of Theorem 2, x is unbounded. Since u ∈ Ω , from (29) we obtain for large n
Φ(1xn) = unan ≤ L1yn
and so limn1xn = 0, i.e. the assertion. 
Remark 4. Theorem 7 holds for any weight a, independently whether (7) or (8) holds.
5. Concluding remarks
(1) Summarizing our results, Theorem 4 shows the equivalency between oscillation of Eqs. (1) and (3) in case γ > 1. This
situation remains to hold in the opposite case γ < 1 under additional assumption (8), see Theorem 5. If (8) does not hold,
a discrepancy in oscillation of both equations may arise: Eq. (1) can be oscillatory while the corresponding Emden–Fowler
equation with the same coefficients a, b can have nonoscillatory solutions, see Example 1.
Comparing the continuous and discrete case, there is a discrepancy in the oscillation of difference and differential
equations with bounded Φ: Eq. (1) can be oscillatory and the corresponding differential equation can have nonoscillatory
solutions.
(2) Assumption (2) ensures that the series in (10) diverges for any small λ > 0. Nevertheless, it does not play role in proving
Lemma 1(i1) and Theorems 1 and 2.
(3) One can check that Lemma 1, Theorems 1 and 2 hold for the more general equation
∆(anΦ(1xn))+ bnF(xn+1) = 0, (30)
where F is a continuous function on R such that uF(u) > 0 for u ≠ 0 and lim|u|→∞ |F(u)| = ∞. The minor changes of the
proofs are left to the readers.
(4) Theorem 7 suggests a refined classification of unbounded nonoscillatory solutions of (1). This will be done in a
forthcoming paper. Note that this problem has been studied in [3] in the particular case when limn an = 1.
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