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Resumo
Neste trabalho buscamos uma boa definição para (co)ações parciais de álgebras
de Hopf em álgebras sem unidade, de forma a obter resultados análogos ao caso
clássico, onde as álgebras são unitárias, como por exemplo a existênca de uma
globalização e de um contexto Morita, o estudo dos invariantes parciais e a teoria
de Hopf-Galois parcial.
Palavras-chave: Álgebras de Hopf, ações parciais, coações parciais,
representações parciais, globalização, equivalência de Morita, par combinado
de Álgebras de Hopf.
Abstract
In this work we looked for a good definition for partial (co)actions of a Hopf
algebra on an algebra without unity, in such way that we obtain results analogous
to the classical case, where the algebras are unital, as for example the existence
of a globalization and of a Morita context, the study of the partial invariants and
the partial Hopf-Galois theory.
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Resumo Expandido
Nesse trabalho, buscamos generalizar os conceitos de ações e coações parciais de
álgebras de Hopf em álgebras com unidade definido por Caenepeel e Jansen em [13] e depois
desenvolvido por Alves, Batista, Dokuchaev, Paques e outros.
Durante todo o trabalho, consideraremos k um corpo. Além disso, nos referiremos
à estruturas k-lineares simplesmente como lineares (k-álgebras como álgebras e assim por di-
ante).
O estudo de ações parciais de álgebras de Hopf em álgebras unitárias surgiu do in-
teresse de se generalizar o conceito de ações parciais de grupo em álgebras unitárias, saindo
de um ambiente mais topológico para um puramente algébrico. Nesse trabalho apresentamos
uma definição de ação parcial de uma álgebra de Hopf H em uma álgebra sem unidade A de
tal forma que não só satisfaz condições suficientes para uma boa estrutura do produto smash
A#H , como também fornece uma relação estreita entre ações parcias da álgebra de Hopf kG e
ações parciais do grupo G.
Definição 2.4. Seja A uma álgebra associativa. Uma aplicação linear · : H ⊗ A −→ A,
h⊗ a −→ h · a é uma ação parcial se, para todo a, b ∈ A, h, k ∈ H ,
1. 1H · a = a;
2. h · (a(k · b)) = ∑(h(1) · a)(h(2)k · b).
Nesse caso, A é denominada uma H-módulo álgebra parcial. Diremos que a ação parcial é
simétrica se, adicionalmente, h ·((k ·b)a) = ∑(h(1)k ·b)(h(2) ·a), para todo a, b ∈ A, h, k ∈ H .
Para o caso com unidade, Caenepeel e Jansen mostraram que existe uma bijeção entre
ações parciais de kG e ações parciais de G onde os ideias envolvidos são gerados por idempo-
tentes centrais. Já para o caso sem unidade, mostramos que isso vale mas substituindo os ideais
gerados por idempotentes centrais por projeções que satisfazem algumas propriedades. Mais
especificamente:
Proposição 2.29. Seja A uma álgebra associativa que é idempotente, possui somente o zero
como anulador à direita ou possui somente o zero como anulador à equerda. Então existe uma
correspondência bijetiva entre kG-ações parciais simétricas em A e G-ações parciais α em A
que fornecem epimorfismos de álgebras pg : A→ Dg, tais que p1 : A→ A é a identidade;
1. p2g = pg;
2. pgpk = pkpg;
3. pgαk = αkpk−1gp−1k ,
para todo g, k ∈ G.
Definição 2.30. Denominaremos tal famı́lia de morfismos de álgebras {pg : A → Dg} de
α-projeções.
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Outro fato importante é a relação que conseguimos entre H-módulo álgebras parciais
e álgebras na categoria dos H-módulos parciais, que é mais geral que o caso estudado em [6],
em que as álgebras em questão possuem unidade .
Teorema 2.24. Seja H uma álgebra de Hopf com antı́poda bijetiva. Então, quando são con-
sideradas álgebras idempotentes ou que possuem somente o elemento zero como anulador à
direita e à esquerda, existe uma correspondência bijetiva entre álgebras na categoria dos H-
módulos parciais e H-módulo álgebras parciais simétricas.
Assumimos então essa definição de ações parciais e mostramos que todas as ações
parciais simétricas possuem globalização minimal (para álgebras com somente o zero como
anulador à direita ou à esquerda) ou algo que se assemelha com uma globalização minimal
(caso mais geral).
Definição 2.56. Uma quasi-globalização da ação parcial · : H ⊗ A → A é um par (B, θ) tal
que
1. B é uma H-módulo álgebra (sem unidade), com ação ;
2. θ : A −→ B é um monomorfismo de álgebras;
3. Para todo a, b ∈ A e h ∈ H , temos que θ((h · a)b) = (h  θ(a))θ(b) e θ(b(h · a)) =
θ(b)(h  θ(a))
4. B = H  θ(A).
Usamos a nomenclatura quasi-globalização porque ainda não conseguimos mostrar
que a ação parcial considerada é a restrição da ação em B no ideal θ(A). Quando A é uma
álgebra com somente o zero como anulador à direita ou à esquerda, como é o caso das álgebras
com unidades locais, isso é possı́vel.
Além disso, conseguimos mostrar que se H possui antı́poda bijectiva, A é uma H-
módulo álgebra parcial idempotente e B uma quasi-globalização, então existe um contexto de
Morita estrito entre A#H e B#H , isso ainda mostra que existe uma equivalência entre a cate-
goria dos A#H-módulos unitários e livre de torção e a categoria dos B#H-módulos unitários
e livres de torção, de acordo com a teoria de Morita para álgebras idempotentes desenvolvida
por Garcı́a e Simón em [19].
Teorema 2.81. Seja H uma álgebra de Hopf com antı́poda bijetiva, A2 = A, A uma H-módulo
álgebra parcial e (B, θ) uma quasi-globalização. Então existe um contexto de Morita estrito
entre A#H e B#H .
Nesse trabalho também apresentamos o conceito de equivalência de Morita entre ações
parciais de álgebras de Hopf que generaliza a definição de equivalência de Morita de ações
parciais de grupo apresentado por Abadie at al. em [1].
Definição 2.84. Sejam A e B duas H-módulo álgebras parciais idempotentes com ações par-
ciais ·A e ·B, respectivamente. Diremos que ·A e ·B são ações parciais Morita equivalentes
se
1. A é Morita equivalente à B, com contexto de Morita estrito (A,B, AMB, BNA, τ, σ),
onde M e N são bimódulos unitários;
















, é ·A e ·B, respectivamente.
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Não só estendemos alguns dos resultados de [1] como também apresentamos uma
relação entre equivalênca de Morita de ações parciais de kG e equivalência de Morita de ações
parciais de G que satisfazem algumas propriedades.
Lema 2.96. Sejam
α = {αg : Dg−1 → Dg} e α′ = {α′g : D′g−1 → D′g}
ações parciais regulares de G nas álgebras idempotentes A e A′, respectivamente, que são
Morita equivalentes com ação parcial produto emC dada por θ = {θg : Eg−1 → Eg}. Suponha
que existam morfismos de álgebras pg : A → Dg, p′g : A′ → D′g e Pg : C → Eg que são α-
projeções, α′-projeções e θ-projeções, respectivamente, e que cada Pg restrito às cópias de A e
























Então as ações parciais induzidas de kG em A e A′ são também Morita equivalentes.
Lema 2.97. Sejam A e A′ kG-módulo álgebras parciais idempotentes que posssuem ações
parciais simétricas Morita equivalentes. Então as ações parciais induzidas de G em A e A′ são
Morita equivalentes.
Nisso, também mostramos uma relação curiosa entre a definição de α-módulos, apre-
sentada em [1], e a definição de (A,H)-módulos parciais, apresentada por Cavalheiro em [14]
em um outro contexto.
De forma semelhante, sugerimos uma definição de coações parciais de uma álgebra de
Hopf em uma álgebra sem unidade e relacionamos ações e coações parciais quando lidamos
com uma álgebra de Hopf de dimensão finita. Mostramos também que sempre existe uma
globalização de uma coação parcial simétrica, mas, o verdadeiro destaque nesse momento do
estudo foi a identificação da globalização minimal de uma ação parcial via a globalização padrão
da coação parcial induzida, quando trabalhamos com uma álgebra de Hopf de dimensão finita.
Proposição 3.25. SejamH uma álgebra de Hopf de dimensão finita,A uma álgebra associativa
e · : H ⊗A→ A uma ação parcial simétrica. Seja ρ : A→ A⊗H∗ a coação parcial induzida
ρ(a) =
∑n
i=1 hi · a ⊗ h∗i , onde {hi}ni=1 é a base de H considerada e {h∗i }ni=1 sua base dual, e
considere a ação ⇀: H ⊗ A ⊗ H∗ → A ⊗ H∗ dada por h ⇀ a ⊗ k∗ = ∑ k∗(2)(h)a ⊗ k∗(1).
Então (H ⇀ ρ(A), ρ) é a quasi-globalização minimal de · : H ⊗ A→ A.
Já sabı́amos, por Alves e Batista em [5], que podı́amos construir a globalização de uma
coação parcial via a globalização da ação parcial induzida, aqui fazemos o contrário, fornece-
mos uma ferramenta para identificar a globalização minimal de uma ação parcial como uma
subálgebra de A⊗H∗ em vez de uma subálgebra de Hom(H,A).
Depois de já estabelecido os conceitos de ações e coações parciais em álgebras sem
unidade e de apresentar resultados e argumentos que mostram que essas definições são coe-
rentes, decidimos generalizar outro trabalho de Alves e Batista [7] que trata dos invariantes
parciais e da teoria de Hopf-Galois parcial. Definimos os invariantes e coinvariantes parciais
para álgebras sem unidade, e, sendo A uma H-módulo álgebra parcial, mostramos que existe
um contexto de Morita entre a subálgebra dos invariantes parciaisAH e o produto smash parcial
A#H , da mesma forma que acontecia para o caso com unidade.
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Definição 4.1. Seja A uma H-módulo álgebra parcial associativa. Definimos como a subálge-
bra dos invariantes parciais de A o subespaço
AH = {a ∈ A |h · (ab) = a(h · b) e h · (ba) = (h · b)a, ∀b ∈ A, h ∈ H}.
Teorema 4.6. (A#H,AH , A#HAAH , AHAA#H) forma um contexto de Morita.
Seguindo a mesma estrutura de [7], desenvolvemos a teoria de Hopf-Galois parcial e a
usamos para tentar determinar quando o contexto de Morita citado é estrito.
Teorema 4.9. Seja H uma álgebra de Hopf de dimensão finita, 0 = t ∈ ∫ 
H
, A uma H-módulo
álgebra parcial e A2 = A. Suponha que a aplicação canônica β : A ⊗AH A → A⊗H∗ é
sobrejetiva. Então
1. Para cada c ∈ A, existem ac1, · · · , ack e bc1, · · · , bck em A tais que φci : A → AH dada
por φci(a) = t · (bcia) é um morfismo de AH-módulos à direita e ca =
∑k
i=1 aciφci(a)
para todo a ∈ A. Então A é um AH-módulo unitário à direita e para cada c ∈ A, todo
subespaço cA é finitamente gerado como AH-módulo à direita (unitário);
2. Se tA(A⊗AH A) = {x ∈ A⊗AH A; ax = 0, ∀a ∈ A} = 0, então β é bijetiva.
Teorema 4.14. Seja H uma álgebra de Hopf de dimensão finita com uma integral não nula t,
A uma H-módulo álgebra parcial, A2 = A e tA(A ⊗AH A) = 0. As seguintes afirmações são
equivalentes:
1. AH ⊂ A é uma estensão H∗-Galois parcial;
2. [·, ·] : A⊗AH A→ A#H é sobrejetora.
No último capı́tulo deste trabalho, consideramos um par combinado de álgebras de
Hopf (H,L, , ) e buscamos descobrir a compatibilidade entre as estruturas de H-módulo
álgebra parcial e L-módulo álgebra parcial de uma álgebra sem unidade A, de forma que essas
estruturas induzissem uma estrutura de H  L-módulo álgebra parcial em A, onde H  L
é o produto cruzado duplo (que é uma álgebra de Hopf) construı́do a partir do par combinado
(H,L, , ), de acordo com Majid em [20]. O que conseguimos foi responder essa pergunta
para o caso onde uma das ações parciais é na verdade uma ação global.
Definição 5.5. Seja (H,L, , ) um par combinado de álgebras de Hopf. SejaA umaH-módulo
álgebra com ação ·H e uma L-módulo álgebra parcial com ação parcial ·L. Se existe uma ação
parcial de H  L tal que restrita à H e L recuperamos as ações parciais originais, diremos
que (·H , ·L) é um par admissı́vel de ações parciais do tipo 1.
Definição 5.11. Seja (H,L, , ) um par combinado de álgebras de Hopf. Seja A uma H-
módulo álgebra parcial com ação parcial ·H e uma L-módulo álgebra com ação ·L. Se existe
uma ação parcial de H  L tal que restrita à H e L recuperamos as ações parciais originais,
diremos que (·H , ·L) é um par admissı́vel de ações parciais do tipo 2.
Proposição 5.10. Seja (H,L, , ) um par combinado de álgebras de Hopf, A uma álgebra
associativa que é uma H-módulo álgebra com ação ·H e uma L-módulo álgebra parcial com
ação parcial ·L. Se r(A) = 0 e H possui antı́poda bijetiva, então (·H , ·L) é um par admissı́vel
de ações parciais do tipo 1 se e somente se a aplicação (h⊗ x) · a = h ·H x ·L a determina uma
açaõ parcial de H  L em A, e isso acontece se e somente se∑
(x(1) ·L b)(x(2) ·L h ·H y ·L a) =
∑
(x(1) ·L b)((x(2)  h(1)) ·H ((x(3)  h(2))y) ·L a),
para todo a, b ∈ A, h ∈ H , x, y ∈ L.
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Proposição 5.16. Seja A uma H-módulo álgebra parcial com ação parcial ·H e uma L-módulo
álgebra com ação ·L. Se r(A) = 0, então (·H , ·L) é um par admissı́vel de ações parciais do tipo
2 se e somente se a aplicação linear




L (x(2))  S
−1
H (h(2))) ·L SH(S−1L (x(1))  S−1H (h(1))) ·H a
determina uma ação parcial.
Seguindo essa mesma ideia, buscamos estudar o caso das representações parciais, que
também conseguimos as compatibilidades para quando uma das representações parciais é na
verdade uma representação.
Definição 5.29. Suponha que πH e πL são representações parciais de H em uma álgebra
unitária A tais que induzem uma representação parcial de H  L. Se πH é uma representação,
diremos que (πH , πL) é um par admissı́vel de representações parciais do tipo 1. Se πL é uma
representação, diremos que (πH , πL) é um par admissı́vel de representações parciais do tipo 2.
Proposição 5.30. Seja A uma álgebra unitária e πH : H → A e πL : L → A representações
parciais. Então




πH(x(1)  h(1))πL(x(2)  h(2)).




πH(x(1)  h(1))πL(x(2)  h(2)).
Em ambos os casos de ações e representações parciais, conseguimos estudar a situação
estritamente parcial para a álgebra de Hopf kG#kF no corpo k. Mais ainda, para ações parciais,
conseguimos determinar a compatibilidade para termos uma ação parcial de kG#kF na álgebra
FMatN(k), ou seja, as matrizes de ordem infinita com finitas entradas não nulas.
Definição 5.20. Seja G um grupo finito e i → gi uma ação de G em N. Uma ação parcial
caminhante é uma ação parcial de kG em FMatN(k) da forma g · Eij = αij(g)E(gi)(gj), onde
cada αij associa cada g ∈ G a um escalar em k.
Teorema 5.22. Sejam G,F grupos finitos, G abeliano, k um corpo tal que char k  |G|,  :
G × F → G uma ação à direita dada por automorfismos de grupos e A = Matn×n(k).
Considere uma G-graduação parcial boa em A determinada por um subgrupo H de G, e uma
ação parcial caminhante de kF em A determinada por um subgrupo L de F . Então existe uma
ação parcial de kG#kF em A que restrita à kG e kF recuperamos as ações parciais originais,
se e somente se tijH  x = t(x−1i)(x−1j)H . Em particular, H é invariante pela ação |G×L.
Introduction
In this work we investigate partial actions of Hopf algebras on nonunital algebras.
Our aim is to extend the main results of the theory of partial actions of Hopf algebras on uni-
tal algebras introduced by Caenepeel and Jansen [13] and later developed by Alves, Batista,
Dokuchaev, Paques and others.
At first, we wanted to work exclusively with algebras with local units, but throughout
the study we noticed that we could extend the definitions and results even more, in such way
that the suggested definition provide a relation between symmetrical partial kG-actions and
a class of partial G-actions on a given associative algebras, as was already done for unital
algebras. Hence, we started to work with associative algebras with trivial right annihilator,
and we extended some of the fundamental results of the previous theory for this case, i.e.,
the Globalization Theorem, the construction of the partial smash product, the Morita context
between A#H and B#H , where B is a globalization of the partial action of H on A, the
definition of the partial invariants subalgebra and the partial Hopf Galois theory.
Here, we would like to highlight that in the most general case treated in this thesis, that
of a partial action on an algebra with trivial right annihilator, it is not possible to recover the
original partial action as an induced action from the globalization, in this case, we talk about
a ”quasi-globalization”. But when we consider the ideal as an algebra with local units, we can
define the partial action induced by the action.
We also developed the theory of Morita equivalence of partial Hopf actions that gen-
eralize the concept of Morita equivalence of partial group actions presented in [1]. We proved
that Morita equivalence of partial kG-actions is closely related to Morita equivalence of partial
G-actions and, also, this theory provides an interesting relation of the definition of α-modules,
defined in [1], and the definition of partial (A,H)-modules, defined in [14]
Alves and Batista proved that, under some assumptions, the globalization of the partial
action induced by a partial coaction is also a globalization of the original partial coaction. We
proved that, when the Hopf algebra is finite dimensional, the standard globalization of the partial
coaction induced by a partial action is actually the minimal globalization of the original partial
action.
Partial actions on categories are defined in [2] and every partial action on a linear
category C induces a partial action on the “matrix algebra” a(C), which is an algebra with local
units. Actually, when we worked with algebras with local units, we found a especial class of
partial actions that reverses this process: we call these categorizable, because they can be related
to a partial action on a specific linear category naturally associated to the algebra and the chosen
system of local units. Since we did not find any mention of partial coactions on categories in the
literature, we develop a theory of such coactions in order to associate them to the categorizable
partial coations.
Moreover, if we consider an algebra A with system of local units S, we prove that
the category of the left unital modules of A is equivalent to the category of the left modules
of the category CS(A). Also, if C is a linear category, we proved that the category of the left
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C-modules and the category of the left unital a(C)-modules are equivalent.
Following the first results of Abadie, Dokuchaev, Exel and Simón, in [1], we defined
the concept of Morita equivalence of partial actions, and with this we proved that if H is a
Hopf algebra and A is a partial H-module algebra with system of local units S, then A#H and
a(CS(A))#H are Morita equivalent.
We also worked with a particular example of partial coactions, which are the good
partial G-gradings on FMatN(k), i.e., partial coactions of kG on FMatN(k). We described
completely the good partial G-gradings on FMatN(k) using the classification of partial actions
of kG on Schurian categories, presented in [2].
Finally, we consider a matched pair of Hopf algebras (H,L, , ) in the sense of Majid
[20]. We wished to know when two partial actions of Hopf algebras H and L on an algebra
induce a partial action of the double crossed product H  L on A such that, when restricted to
H and L, we recover the original partial actions. However, as we worked toward answering this
question, we noticed that it is difficult to determine such partial action, when it exists. Because
of this, we considered two subcases: the case where both actions are global and the case where
one action is partial and the other is global.
For strictly partial actions, we consider the Hopf algebra kG#kF associated to a spe-
cific matched pair of groups and the partial action is on the field k and on Matn×n(k). An
analogous question appears for partial representations of the double crossed product H  L,
we proceed as in the case of actions, considering in the first place representations of H and L
on an algebra A, and then considering a partial representation and a representation. We finish
by considering partial representations of the Hopf algebra kG#kF on the field k and verifying
the relations between the induced partial actions of kG and kF on k.
Throughout this work, all the linear structures will be considered over a field k; when
we write module we mean left module, and by partial action we mean left partial action. For
example, by algebra we mean k-algebra.
Chapter 1
Algebras without identity
In this section, we will present some definitions that will be useful throughout this
work. For this, we will always assume that A is an associative algebra.
First, we will recall the definition of an algebra with local units, which will let us to
relate the concept of partial actions on categories with the concept of partial actions on this kind
of algebras, that we will introduce later.
Definition 1.1. The set S = {eλ}λ∈Λ is called a system of local units of A if e2λ = eλ, for every
λ ∈ Λ, and for every finite subset F of A, there exists eα ∈ S such that eαa = aeα = a for
every a ∈ F . If A has a system of local units, it is called an algebra with local units.
There is an equivalent definition for algebras with local units, that is: for every a ∈ A,
there exist e2 = e ∈ A such that ea = ae = a. But, in this work, we will need a regularity on
the system of local units, we need it to be directed, i.e., for every eλ, eα ∈ S, there exist eβ such
that eβeλ = eλeβ = eλ and eαeβ = eβeα = eα.
Note that, in this case, every system of local units of an algebra A is a partially ordered
set. Let S = {eλ}λ∈Λ be a system of local units forA, we say that α ≤ β ⇔ eαeβ = eβeα = eα.
Sometimes we will write eα ≤ eβ instead of α ≤ β.
Another type of algebras is the s-unital ones, that includes the algebras with local units
and is a particular class of the algebras with trivial left (and right) annihilator.
Definition 1.2. A is called a left s-unital algebra if a ∈ Aa, for every a ∈ A, and a right
s-unital algebra if a ∈ aA, for every a ∈ A. If A is both left and right s-unital, we just say that
A is an s-unital algebra.
Definition 1.3. A is called idempotent if A2 = A, i.e., every element of A is a finite sum of
products of elements of A.
Example 1.4. If A is an algebra with local units, then A is idempotent and s-unital.
When we consider modules over idempotent algebras, or even over algebras with local
units, we lose the property of 1m = m, which gives us the equality AM = M , where M is an
A-module and A is a unital algebra. Hence we will present the definition of a unital module,
which is an A-module M that satisfies AM =M , where A is an associative algebra.
Definition 1.5. An A-module M is called an unital left A-module if M = AM , i.e., for every
m ∈M there exist elements a1, · · · , an ∈ A and m1, · · · ,mn ∈M such that m =
∑n
i=1 aimi.
Example 1.6. If A is idempotent, A is a unital A-module.
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For some of the results related to partial actions that we will prove in this work, as
for example the existence of a globalization, we will need to consider algebras with trivial left
(and/or right) annihilator.
Definition 1.7. The left annihilator of A is denoted by l(A) = {a ∈ A | ab = 0, ∀b ∈ A}.
Definition 1.8. The right annihilator of A is denoted by r(A) = {a ∈ A | ba = 0, ∀b ∈ A}.
Definition 1.9. Let M be a left A-module, its torsion submodule is tA(M) = {m ∈ M |am =
0, ∀a ∈ A}.
Example 1.10. If A is a left s-unital algebra and M is a unital A-module, then tA(M) = 0.
There are two “models” of algebras with local units which will appear throughout this
work: the algebra of “finite matrices” and the algebra associated to a linear category.
Let A be an associative algebra and I be a nonempty set. The A − A-bimodule of
I × I matrices over A is the direct product AI×I , which we will denote by MatI(A). As usual,
we denote an element of MatI(A) by (aij). The algebra of “finite matrices” FMatI(A) is the
submodule of the matrices with finite support, i.e., those matrices (aij) where the number of





If A is a unital algebra then FMatI(A) is an algebra with local units. The idempotents
Ekk = (eij)
where ekk = 1A and eij = 0 if (i, j) = (k, k) are mutually orthogonal and the set of finite sums
of such (distinct) idempotents is a system of local units. If A itself is not unital but has local
units then again FMatI(A) is an algebra with local units.
A second example comes from linear categories. Let C be a k-linear category, i.e.,
a category where every set of morphisms has a structure of k-vector space (or k-module, if k
is a commutative ring) and the composition of morphisms is a k-bilinear map. The algebra
a(C) consists of elements of the form ( yfx)x,y∈C0 , where C0 is the set of objects of C, with
yfx : x→ y and with finite yfx = 0, where multiplication is given by matrix multiplication and
the composition of C, i.e.,






In this section, we will introduce the concept of partial action of a Hopf algebra H on
an algebra without identity A in such way that when A is unital it is a partial action in the usual
way. We begin by recalling the definition of a partial action on a unital algebra.
Definition 2.1 ([2],[5]). Let H be a Hopf algebra and A an algebra with unit 1A. A linear map
· : H ⊗ A −→ A, h⊗ a → h · a is called a partial action if, for all a, b ∈ A, h, g ∈ H ,
1. 1H · a = a;
2. h · (ab) = ∑(h(1) · a)(h(2) · b);
3. h · (g · a) = ∑(h(1) · 1A)(h(2)g · a).
Where Δ(h) =
∑
h(1) ⊗ h(2). In this case we say that A is a partial H-module algebra with
unity. If also h · (g · a) = ∑(h(1)g · a)(h(2) · 1A), then we say that this partial action is
symmetrical.
This definition not just satisfies the requisites to obtain a good structure of the smash
product A#H , as studied in [13], but also is closely related to partial G-actions on unital alge-
bras, when we consider H = kG, as was also presented in [13].
Remark 2.2. The smash product A#H is an algebra determined by: A#H = A ⊗ H as a
vector space and multiplication given by (a⊗ h)(b⊗ k) = ∑ a(h(1) · b)⊗ h(2)k.
Remark 2.3. In [13], Caenepeel and Janssen presented the following equivalences with respect
to the axioms of a partial action on a unital algebra:





• Item 1) is a necessary and sufficient condition for the inclusion i : A −→ A#H , a →
a#1H , be a right A-linear map.
• Item 3) is a necessary and sufficient condition for the smash product A#H be an asso-
ciative algebra;
And in [4], Alves et al. proved that
• the symmetrical property is a necessary and sufficient condition for ϕ(A) be an ideal of
Hϕ(A), where ϕ : A −→ Hom(H,A), ϕ(a)(h) = h ·a, and (hϕ)(a)(k) = ϕ(a)(kh).
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2.1 Partial actions on non unital algebras
Inspired by [2], [5] and, mainly, by the equivalences of Remark 2.3 presented in [13],
we will suggest the following definition of partial action on associative algebras.
Definition 2.4. Let A be an associative algebra. A linear map · : H⊗A −→ A, h⊗a −→ h ·a
will be called a partial action if, for all a, b ∈ A, h, k ∈ H ,
1. 1H · a = a;
2. h · (a(k · b)) = ∑(h(1) · a)(h(2)k · b).
In this case, A will be called a partial H-module algebra. We will say that the partial action is
symmetrical if, additionally, h · ((k · b)a) = ∑(h(1)k · b)(h(2) · a), for every a, b ∈ A, h, k ∈ H .
Note that if A is a partial H-module algebra we have that
h · (ab) = h · (a(1H · b))
=
∑
(h(1) · a)(h(2)1H · b)
=
∑
(h(1) · a)(h(2) · b).
Hence, if A is unital, the definitions of partial actions coincide.
Moreover, we will show later that this new concept is somehow related to the concept
of partial group actions on nonunital algebras, and that the known relation between partial kG-
actions and partial G-actions on unital algebras is a particular case of it.
Example 2.5. Let A be any associative k-algebra, where k is a field, H a Hopf k-algebra and







for every h, g ∈ H . Then the map
· : H ⊗ A → A
h⊗ a → h · a = λ(h)a,
defines a symmetric partial action.
Example 2.6. Let A be any associative algebra, G be a finite group with |G| = n and {pg ; g ∈
G} be its dual basis in (kG)∗. Suppose that chark  n, then, the mapping pg · a = 1na defines a
symmetrical partial action of (kG)∗ on A.
Example 2.7. Let P = Cc(R) be the set of the continuous function with compact support.
Note that P is an s-unital algebra, because for every f ∈ P there exist g ∈ P such that
supp f ⊆ g−1(1), i.e., the support of f lies in the pre-image of 1 by g. Then, the mappings
(0 · f)(x) = f(x) and (1 · f)(x) = f(−x) determine a (global) action of kZ2 on P .
The following lemmas refer to Remark 2.3. For this, we will assume that H is a Hopf
algebra, A is an associative algebra with r(A) = 0, · : H ⊗ A → A is a linear map given by
·(h⊗ a) = h · a and A#H its associated smash product.
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Lemma 2.8. A#H is an associative algebra if and only if h · (a(k · b)) = ∑(h(1) · a)(h(2)k · b)
for every h, k ∈ H , a, b ∈ A.
Proof. In fact, A#H is an associative algebra if and only if for every a, b, c ∈ A, h, k, l ∈ H ,
((c#l)(a#h))(b#k)=(c#l)((a#h)(b#k))
∑
c(l(1) · a)(l(2)h(1) · b)#l(3)h(2)k=
∑
c(l(1) · (a(h(1) · b)))#l(2)h(2)k
⇓I⊗ε, k=1H∑




(l(1) · a)(l(2)h · b)−(l · (a(h · b)))] = 0.
Since r(A) = 0, we have the required equality. Conversely, if h·(a(k·b)) = ∑(h(1)·a)(h(2)k·b),
clearly A#H is associative.
Lemma 2.9. A#H is an A-bimodule with structure given by b(a#h)b′ =
∑
ba(h(1) · b′)#h(2)
if and only if h · ab = ∑(h(1) · a)(h(2) · b), for every h ∈ H , a, b ∈ A.
Proof. Since A is associative, we only need to prove that ((c#h)a)b = (c#h)(ab), and this
holds if and only if ∑




c(h(1) · a)(h(2) · b) = c(h · ab)
⇓r(A)=0∑
(h(1) · a)(h(2) · b) = h · ab.
The converse is straightforward.
Lemma 2.10. ι : A→ A#H , a → a#1H , is a rightA-linear morphism if and only if 1H ·a = a.







ab = a(1H · b).
Since r(A) = 0, we have that b = 1H · b. The converse is straightforward.
Based on these lemmas, we have that the suggested definition for partial Hopf algebras
on nonunital algebras is good enough for us to continue trying to extend the classical results
using it.
As for the case when we consider unital algebras, we have the following result.
Theorem 2.11. Let H be a cocommutative Hopf algebra. If A and B are both (symmetrical)
partial H-module algebras, then A⊗ B is a (symmetrical) partial H-module algebra via
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h · (a⊗ b) = ∑h(1) · a⊗ h(2) · b.
Proof. Clearly, the first axiom of partial actions holds. For the second one, let a, b ∈ A, x, y ∈
B, h, k ∈ H , then
h · ((a⊗ x)(k · b⊗ y)) =
∑
h(1) · (a(k(1) · b))⊗ h(2) · (x(k(2) · y))
=
∑
(h(1) · a)(h(2)k(1) · b)⊗ (h(3) · x)(h(4)k(2) · y)
=
∑
(h(1) · a)(h(3)k(1) · b)⊗ (h(2) · x)(h(4)k(2) · y)
=
∑
(h(1) · a⊗ h(2) · x)(h(3)k(1) · b⊗ h(4)k(2) · y)
=
∑
(h(1) · (a⊗ x))(h(2)k · (b⊗ y)).
2.2 Partial H-module algebras and algebras in HMpar
In this section we will show that, when the antipode ofH is bijective, there is a bijective
correspondence between partial H-module algebras with symmetrical partial actions and (not
necessary unital) algebras in the category of the partial H-modules. This result was proved by
Alves at al. in [6] for the case of unital algebras. We will show that this holds for algebras A
that have at least one of the following properties:
1. A2 = A;
2. r(A) = l(A) = 0.
First, note that if A is any partial H-module algebra, then for all x, y ∈ A, h ∈ H , we
have that ∑
h(1) · S(h(2)) · xy =
∑
(h(1) · S(h(2)) · x)y, (2.1)
because ∑
h(1) · S(h(2)) · xy =
∑
h(1) · [(S(h(3)) · x)(S(h(2)) · y)]
=
∑
(h(1) · S(h(4)) · x)(h(2)S(h(3)) · y)
=
∑
(h(1) · S(h(2)) · x)y.
Equation (2.1) means that the linear map a → ∑h(1) ·S(h(2)) ·a is a right A-module map from
A to A for every h ∈ H . Analogously, if the partial action is symmetrical, equation∑
S(h(1)) · h(2) · xy = x(
∑
S(h(1)) · h(2) · y) (2.2)
means that the linear map a → ∑S(h(1)) ·h(2) ·a is a left A-module map from A to A for every
h ∈ H .
Definition 2.12 ([6]). Let H be a Hopf algebra with antipode S and A a unital algebra. A
linear map π : H → A is a partial representation of H on A if






















for every h, k ∈ H .
Remark 2.13 ([6]). If H is cocommutative, then the items in the definition of a partial repre-
sentation coalesce into 1), 2) and 5).
Lemma 2.14. Let A be a partial H-module algebra with symmetrical partial action and H a
Hopf algebra. If A is either idempotent or, r(A) = l(A) = 0 and the antipode of H is bijective,
then the linear map π : H → End(A), defined by π(h)(a) = h · a, is a partial representation.
Proof. Let us prove it first for idempotent algebras. Note that since for any element a ∈ A
there exist b1, · · · , bn, c1, · · · , cn ∈ A such that a =
∑n
i=1 bici and π is a linear map, then we
only need to prove the axioms of partial representation for elements of the form xy ∈ A. Let
a, x, y ∈ A and h, k ∈ H , we have that π(1H)(a) = 1H · a = a, then π(1H) = idA, and∑
π(h)π(k(1))π(S(k(2)))(xy) =
∑




h · ((k(1) · S(k(2)) · x)y)
=
∑
(h(1)k(1) · S(k(2)) · x)(h(2) · y)
=
∑
(h(1)k(1) · S(k(4)) · x)(h(2)k(2)S(k(3)) · y)
=
∑
hk(1) · [(S(k(3)) · x)(S(k(2)) · y)]
=
∑




This proves that item 2) holds. For the axiom 4) of partial representations, we use a similar
calculation. For item 3), we have that∑
π(k(1))π(S(k(2)))π(h)(xy) =
∑
k(1) · S(k(2)) · h · (xy)
=
∑
k(1) · S(k(2)) · (h(1) · x)(h(2) · y)
=
∑
k(1) · [(S(k(3))h(1) · x)(S(k(2)) · h(2) · y)]
=
∑
(k(1) · S(k(2))h(1) · x)(h(2) · y)
=
∑
k(1) · [(S(k(3))h(1) · x)(S(k(2))h(2) · y)]
=
∑




For the axiom 5), we use a similar calculation.
Now, we will assume that A is not necessarily idempotent, but that instead we have
r(A) = l(A) = 0. Then, for every a, x ∈ A, h, k ∈ H , we have also that π(1H) = idA and∑




h(1) · [(k(1) · S(k(2)) · a)(S(h(2)) · x)]
=
∑
(h(1)k(1) · S(k(3)) · a)(h(2) · S(h(3)) · x)
=
∑
h(1)k(1) · [(S(k(3)) · a)(S(k(2)) · S(h(2)) · x)]
=
∑
h(1)k(1) · S(k(2)) · (a(S(h(2)) · x))
=
∑
h(1)k(1) · [(S(k(3)) · a)(S(k(2))S(h(2)) · x)]
=
∑








The proof for item 3) is entirely analogous. For item 4),∑
xπ(h)π(S(k(1)))π(k(2))(a) =
∑
x(h · S(k(1)) · k(2) · a)
=
∑
h(2) · [(S−1(h(1)) · x)(S(k(1)) · k(2) · a)]
=
∑
(h(2) · S−1(h(1)) · x)(h(3)S(k(1)) · k(2) · a)
=
∑
h(2)S(k(1)) · [(k(2) · S−1(h(1)) · x)(k(3) · a)]
=
∑
h(2)S(k(1)) · [(k(2)S−1(h(1)) · x)(k(3) · a)]
=
∑




since r(A) = 0 and this holds for all x ∈ A, we have that ∑ π(h)π(S(k(1)))π(k(2)) =∑
π(hS(k(1)))π(k(2)). The calculations to verify item 5) are similar, although in this case
the bijectivity of the antipode of H is not needed.
Corollary 2.15. Let H be a cocommutative Hopf algebra and A a partial H-module algebra
with symmetrical partial action. If r(A) = 0 or l(A) = 0, then the linear map π : H →
End(A), defined by π(h)(a) = h · a, is a partial representation.
Proof. It is a direct consequence of Remark 2.13 and the previous lemma.
This corollary shows that if G is a finite group, H = kG and A is a partial H-module
algebra with symmetrical partial action, then the mapping π(g)(a) = g · a defines a partial
representation. And by [6], since∑
π(h(1))π(S(h(2)))π(h(3)) = π(h),
for every partial representation π : H → End(A), we have that
g · g−1 · g · a = g · a,
for every a ∈ A, g ∈ G.
Definition 2.16 ([6]). Let H be a Hopf algebra. A partial H-module is a vector space M with
a partial representation π : H → End(M).
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Motivated by the relation between H-modules and representations of H , Alves et al.
defined in [6] an equivalent definition of partial H-module, which is a vector space M with a
linear map • : H ⊗M →M satisfying the following properties:
1. 1H •m = m;
2.
∑
h • (k(1) • (S(k(2)) •m)) = hk(1) • (S(k(2)) •m);
3.
∑
h(1) • (S(h(2)) • (k •m)) = h(1) • (S(h(2))k •m);
4.
∑
h • (S(k(1)) • (k(2) •m)) = hS(k(1)) • (k(2) •m);
5.
∑
S(h(1)) • (h(2) • (k •m)) = S(h(1)) • h(2) • (k •m).
In what follows we will use the latter definition.
Definition 2.17 ([6]). Let H be a Hopf algebra. The algebra Hpar is the quotient algebra
T (H)/I , where T (H) is the tensor algebra and I is the ideal generated by the elements:
1.
∑
x⊗ y(1) ⊗ S(y(2))− xy(1) ⊗ S(y(2));
2.
∑
x⊗ S(y(1))⊗ y(2) − xS(y(1))⊗ y(2);
3.
∑
S(x(1))⊗ x(2) ⊗ y − S(x(1))⊗ x(2)y;
4.
∑
x(1) ⊗ S(x(2))⊗ y − x(1) ⊗ S(x(2))y.
Recall from [6] that, when the Hopf algebra H has a bijective antipode, the category
of the partial H-modules is isomorphic to the category of the Hpar-modules. Also in [6], the
authors proved that Hpar is a Hopf algebroid, but to know this structure will be not necessary in
this work.
Here, we will also denote the class of x1 ⊗ · · · ⊗ xn in T (H)/I by [x1] · · · [xn], the
category of partial H-modules by HMpar and the base algebra of the Hopf algebroid Hpar by
A = {εh1 · · · εhn ; hi ∈ H},
where εh = [h(1)][S(h(2))]. From [6] we know that every element of Hpar is of the form
εk1 · · · εkn [h]
and there exists a partial action of H on A given by h ·a = [h(1)]a[S(h(2))], and with this, Alves
et al. proved that the linear map
A#H → Hpar
(a#h)1A → a[h]
is an algebra isomorphism.
With this, the structure on the category of partial H-modules obtained in the isomor-
phism HMpar ∼= HparM ∼= A#HM, is given explicitly by:
h •m = [h]  m = (1A#h)  m,
and, as we can see in [6], we have that for a = εh1 · · · εhn ∈ A, m ∈M , k ∈ H
(a#k)  m =
∑
h1(1) • (S(h1(2)) • (· · · (hn(1) • (S(hn(2)) • (k •m)) · · · )).
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Also in [6], the authors highlight that every partial H-module M can be viewed as an
A-bimodule by:
am = s(a)  m = (a#1H)  m





−1(hn(1))) · · · (1A#h1(2))(1A#S−1(h1(1)))  m.
In the equation above, a#h =
∑
a(h(1) · 1A) ⊗ h(2) ∈ A#H , and s is the morphism and t is
the antimorphism of the Hopf algebroid structure of Hpar.
Definition 2.18 ([14]). Let A be a unital partial H-module algebra. A vector space M is
a partial (A,H)-module if M is an A-module together with a linear map H ⊗ M → M ,







for every h, k ∈ H , a ∈ A, m ∈M .
Since for every h ∈ H , we have that
h · 1A =
∑
[h(1)][S(h(2))] = εh
and, as we can see in [14], every A#H-module is a partial (A,H)-module, then we have that
h • x = h • (1Ax) =
∑
εh(1)(h(2) • x), and (2.3)
h • x = h • (x1A) =
∑
(h(1) • x)εh(2) . (2.4)
Now we will present a definition of partial (A,H)-modules for when A does not have
a unit. This is important to classify some A#H-modules.
Definition 2.19. Let A be an associative partial H-module algebra. A vector space M is a
partial (A,H)-module if M is an unital A-module together with a linear map H ⊗M → M ,







for every h, k ∈ H , a ∈ A, m ∈M .
In [14], the calculation was done for unital algebras, but even for a nonunital partial
H-module algebra B, essentially the same argument shows that whenever M is a partial (B,H)-
module, it is then a B#H-module with action∑
a(h(1) · b)#h(2)  m = a(h · (bm)),
and clearly if M is a unital B-module, then it will be a unital B#H-module.
But for the converse we have two problems: one of them is that even if M is a unital
B#H-module, we don’t know whether it is a unital B-module with the induced action. The
other problem is that, even when M is a unital B-module, it is not clear how should one define
a linear map H ⊗M → M such that, with the structure of B-module induced by the action of
B#H , M turns out to be a partial (B,H)-module. If B is s-unital (Definition 1.2) this holds.
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In fact, define hm =
∑
h(1) · x#h(2)  m, where x ∈ B is such that xm = m. Note that if also
m = ym, there exists z ∈ B such that zy = y and zx = x, then zm = m and∑
h(1) · x#h(2)  m =
∑
h(1) · zx#h(2)  m
=
∑
h(1) · z#h(2)  x#1H  m
=
∑
h(1) · z#h(2)  xm
=
∑
h(1) · z#h(2)  ym
=
∑
h(1) · z#h(2)  y#1H  m
=
∑
h(1) · zy#h(2)  m
=
∑
h(1) · y#h(2)  m,
hence h ⊗m → h ·m is well defined. Now, let a ∈ B, m ∈ M , h ∈ H and consider x ∈ B
such that xa = a = ax and xm = m, then we have that
h(am) =
∑
[h(1) · x#h(2)]  [a#1H ]  m
=
∑
h(1) · xa#h(2)  m
=
∑








hence M is a partial (B,H)-module.
Proposition 2.20. Let H be a Hopf algebra and B be an s-unital partial H-module algebra.
1. IfM is a unitalB#H-module, then it is a (not necessarily unital) partial (B,H)-module;
2. If M is a partial (B,H)-module, then it is a unital B#H-module.
Actually, for a more general class of algebras, if we assume that H has bijective an-
tipode, we can show that if tB(M) = {m ∈M ; am = 0, ∀a ∈ B} = 0, considering the action
ofB induced by the action ofB#H , thenM is a (not necessarily unital) partial (B,H)-module.
In fact, for every a, b, c ∈ B, m ∈M , we have that∑
a(h(2) · S−1(h(1)) · b)#h(3)  cm =
∑
a(h(2) · S−1(h(1)) · b)#h(3)  c#1H  m
=
∑
a(h(2) · ((S−1(h(1)) · b)c))#h(3)  m
=
∑
ab(h(1) · c)#h(2)  m
= ab#1H 
∑
(h(1) · c)#h(2)  m.





j bjnj ∈M , we have that
∑
(h(1) · ai)#h(2) mi =
∑
(h(1) · bj)#h(2)  nj .
Hence the linear map H ⊗M → M given by h(am) = ∑h(1) · a#h(2)  m is well defined,
and by a straightforward calculation we prove that M is a partial (B,H)-module.
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Proposition 2.21. Let H be a Hopf algebra with bijective antipode and B be any partial H-
module algebra.
1. IfM is a unitalB#H-module such that tB(M) = {m ∈M ; am = a#1Hm = 0, ∀a ∈
B} = 0, then it is a (not necessarily unital) partial (B,H)-module;
2. If M is a partial (B,H)-module, then it is a unital B#H-module.
Lemma 2.22. Let B be an (not necessarily unital) algebra in HMpar, where H is a Hopf
algebra with bijective antipode. Then H acts partially in B with symmetrical partial action.
Proof. In fact, for every x, y ∈ B, h, k ∈ H , since Hpar  A#H , we have that
1H • x = 1A#1H  x = 1A#H  x = x,
h • (x(k • y)) = 1A#h  (x(1A#k  y))
=
∑
(1A#h(1)  x)((1A#h(2))(1A#k)  y)
=
∑
(h(1) • x)(((h(2) · 1A)#h(3)k)  y)
=
∑
(h(1) • x)((εh(2)#1H)(1A#h(3)k)  y)
=
∑
(h(1) • x)εh(2)((1A#h(3)k)  y)
=
∑




(h(1) • x)((h(2)k) • y),
and for the symmetrical case,
h • ((k • x)y) =
∑
((1A#h(1))(1A#k)  x)(1A#h(2)  y)
=
∑




−1(h(1)) · 1A)(h(3) · 1A)#h(3)k  x)(h(4) • y)
=
∑
















−1(h(2)))]  (1A#h(1)k)  x)(h(4) • y)
=
∑
(1A#h(1)k)  x)εh(2)(h(3) • y)
=
∑
(h(1))k • x)(h(2) • y).
Lemma 2.23. Let B be a partial H-module algebra with symmetrical partial action. If B is
idempotent or if r(B) = l(B) = 0 and H has bijective antipode, then B is an algebra in
HMpar.
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Proof. We proved that a partial H-module algebra with these properties is an partial H-module
and, since H acts partially in B, the multiplication of B is clearly a morphism of partial H-
modules. Then, as the base algebra of the monoidal structure of HMpar is A, i.e., the tensor
of this category is over A, we only need to show that B is, in fact, an A-bimodule and the
multiplication of B is balanced. First, we consider B as an A-bimodule with the structure
presented in [6] given by
εhx =
∑
h(1) • S(h(2)) • x
xεh =
∑
h(2) • S−1(h(1)) • x.
We already saw that the linear map x → ∑h(1) · S(h(2)) · x is a morphism of right B-modules
and that the linear map x → ∑h(2) ·S−1(h(1)) · x is a morphism of left B-modules. Hence, the
multiplication of B is a morphism of A-bimodules. To show that the multiplication of B is also
balanced, we have that
(xεh)y = (
∑
h(2) • S−1(h(1)) • x)y
=
∑




−1(h(1)) • x)(h(3) • S(h(4)) • y)
=
∑
x(h(1) • S(h(2)) • y)
= x(εhy).
These results lead us to the following theorem.
Theorem 2.24. Let H be a Hopf algebra with bijective antipode. Then, when we consider only
algebras that are idempotent or with trivial right and left annihilator, there exist a bijective
correspondence between algebras in HMpar and partial H-module algebras with symmetrical
partial action.
2.3 Partial G-actions and partial kG-actions
In this section, we will prove that, under some conditions, there is a bijective corre-
spondence between partial G-actions and partial kG-actions when the algebra A does not have
a unit. We already know, by [4] and [13], that this occurs when A is a unital algebra and the
ideals of the partial G-action are generated by central idempotents, i.e., Dg = Aeg for every
g ∈ G.
Definition 2.25 ([17]). A partial action α of a group G on an algebra A consists of a family of
two-sided ideals Dg in A, g ∈ G, and algebra isomorphisms αg : Dg−1 → Dg, such that:
1. α1 is the trivial isomorphism A→ A;
2. αg(Dg−1 ∩Dh) ⊆ Dg ∩Dgh;
3. αg(αh(x)) = αgh(x), for any x ∈ Dh−1 ∩D(gh)−1 .
The correspondence proved in [13] implies that given a symmetrical partial kG-action
on a unital algebra A, the ideals of the induced partial G-action are of the form Dg = A(g · 1A).
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But, for every a ∈ A, we have that a(g · 1A) = (gg−1 · a)(g · 1A) = g · g−1 · a, which means
that if we define the algebra maps
ψg : A → A
a → g · g−1 · a,
then Dg = ψg(A). Now we will assume that A is a (not necessarily unital) associative algebra.
Lemma 2.26. Given a symmetric partial kG-action on an associative algebra A, for every
g ∈ G, ψg is an A-bimodule map. Hence ψg(A) is an ideal of A.
Proof. In fact, for every g ∈ G, a, b, x ∈ A, we have that
ψg(axb) = g · g−1 · (axb)
= (gg−1 · a)(g · g−1 · (xb))
= a(g · g−1 · x)(gg−1 · b)
= aψg(x)b.
Also, every ψg is a projection whenever A is either idempotent or r(A) = 0 or l(A) =
0. In fact, if we assume that A2 = A, every x ∈ A is a sum x = ∑ni=1 yizi, with yi, zi ∈ A,
then, since ψg is linear, we only need to check that the claim holds for products ab ∈ A. For










we have that ψ2g = ψg whenever r(A) = 0. For l(A) = 0 we use a similar calculation.
Remark 2.27. Note that, when we consider symmetrical partial actions, for every two-sided
ideal I of A, the algebra g · I is also a two-sided ideal of A. In fact, for every x ∈ I , a, b ∈ A,
a(g · x)b = g · ((g−1 · a)x)b
= g · ((g−1 · a)x(g−1 · b)) ∈ g · I.
By Corollary 2.15, if A is a symmetrical partial kG-module algebra and A2 = A,
r(A) = 0 or l(A) = 0, then π : kG → End(A) defined by π(g)(a) = g · a is a partial
representation of kG, which is the same as a partial representation of G over k, i.e.,
• 1G · a = a;
• g · h · h−1 · a = gh · h−1 · a;
• g · g−1 · h · a = g · g−1h · a,
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for all g, h ∈ G, a ∈ A. Also, note that ψg = π(g)π(g−1).
Now we will prove some equalities that will be useful later.
Lemma 2.28. Let A be a partial kG-module algebra with symmetrical partial action and ψg
as before. If A is idempotent, r(A) = 0 or l(A) = 0, then:
1. g · h · h−1 · a ∈ ψgh(A);
2. g · h · a = gh · h−1 · h · a;
3. ψgψh = ψhψg;
4. g · g−1 · h · a = h · h−1g · g−1h · a,
for every a ∈ A, g, h ∈ G.
Proof. For item 1), we have that
g · h · h−1 · a = gh · h−1 · a
= gh · (gh)−1 · gh · h−1 · a
= ψgh(gh · h−1 · a) ∈ ψgh(A).
For item 2),
gh · h−1 · h · a = g · h · h−1 · h · a
= g · h · a.
For the proof of items 3) and 4) we use similar calculations.
Now we have all the tools to prove the following proposition.
Proposition 2.29. Let A be an associative algebra such that A2 = A, r(A) = 0 or l(A) = 0.
Then, there is a bijective correspondence between symmetrical partial kG-actions on A and
partial G-actions α = {{αg}g∈G, {Dg}g∈G} on A endowed with algebra epimorphisms pg :
A→ Dg, such that:
1. p1 : A→ A is the identity of A
2. p2g = pg;
3. pgph = phpg;
4. pgαk = αkpk−1g|Dk−1 .
Proof. Let A be a partial kG-module algebra with symmetrical partial action. For each g ∈ G
consider Dg = ψg(A), pg = ψg and define αg : Dg−1 → Dg by αg(ψg−1(a)) = g · ψg−1(a). We





= g · g−1 · g · g−1 · a
= αg(ψg−1(g
−1 · a)),
i.e., αg is surjective. For the injectivity of αg, assume that αg(ψg−1(a)) = αg(ψg−1(b)), then
g−1 · g · a = g−1 · g · g−1 · g · a
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= g−1 · αg(ψg−1(a))
= g−1 · αg(ψg−1(b))
= g−1 · g · g−1 · g · b
= g−1 · g · b,
i.e., ψg−1(a) = ψg−1(b). Since all αg are clearly algebra morphisms, we have that they are
algebra isomorphisms.
Now, let us prove that αg(Dg−1 ∩ Dh) = Dg ∩ Dgh. In fact, for any x ∈ Dg−1 ∩ Dh,
there exist a, b ∈ A such that x = ψg−1(a) = ψh(b), then on one side
αg(x) = αg(ψg−1(a))
= g · g−1 · g · a
= ψg(g · a) ∈ Dg,
and on the other side,
αg(x) = αg(ψh(b))
= g · h · h−1 · b ∈ ψgh(A) = Dgh.
Hence αg(Dg−1 ∩Dh) ⊆ Dg ∩Dgh.
For the last axiom of the definition of partial group actions, let x ∈ Dh−1 ∩ D(gh)−1 ,
then there exists a ∈ A such that x = ψh−1(a) and
αg(αh(x)) = αg(αh(ψh−1(a)))
= g · h · h−1 · h · a
= gh · h−1 · h · a
= αgh(x).
For the converse of the proposition, suppose that α is a partial group action of G on A
and that there exist algebra morphisms of A onto the ideals pg : A → Dg that satisfy the items
1), 2), 3) and 4) of the proposition. Define g · a = αg(pg−1(a)), then 1G · a = α1(p1(a)) = a
and







= αg(pg−1(a))α(gh)(ph−1g−1(b)) = (g · a)(gh · b).
Analogously, g · ((h · a)b) = (gh · a)(g · b). Hence A is a partial kG-module algebra with
symmetrical partial action.
Definition 2.30. Let α be a partial action of the group G on the algebra A. A family of alge-
bra morphisms {pg : A → Dg}g∈G that satisfies all the properties mentioned in the previous
proposition will be called α-projections.
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Note that α-projections correspond, in the case of nonunital algebras, to the central
idempotents that characterize, in the case of unital algebras, the partial G-actions that come from
partial kG-actions. In fact, if A is unital and Dg = A1g, we only need to consider the linear
maps pg : A → Dg defined by pg(a) = a1g. Clearly they are algebra maps and projections






Actually, the partial G-action induced by a partial kG-action is a regular partial action,
as we will prove later.
Definition 2.31 ([1]). A regular partialG-action is a partial action such that for every g1, · · · , gn
∈ G, we have that
Dg1 ∩ · · · ∩Dgn = Dg1 ·Dg2 · · ·Dgn .
Let us show that if we consider only idempotent algebras, then the bijection of the
previous proposition is between symmetrical partial kG-actions and regular partial G-actions.
In fact, every element a ∈ A can be viewed as a = ∑i a1i · · · ani, for every n ∈ N, then for
every g1, · · · gk ∈ G, we have that if x ∈ Dg1 ∩ · · · ∩Dgk there exist a1, · · · , ak ∈ A such that
x = pg1(a
1) = · · · = pgk(ak).
And since every pgi is a projection,








(pg1 ◦ · · · ◦ pgk(a11i)) · · · (pg1 ◦ · · · ◦ pgk(a1ki)) ∈ Dg1 ·Dg2 · · ·Dgk ,
because the projections commute. Hence Dg1 ∩ · · · ∩ Dgn ⊆ Dg1 · Dg2 · · ·Dgn , and the other
inclusion is a consequence of every Dg be an ideal.
2.4 Partial actions on algebras with local units
Now that we have established a good definition for partial actions on associative alge-
bras in general, we will restrict our study to algebras with local units and associate the obtained
results to the known results about partial actions on categories. But first, we will present an
equivalent definition of partial action.
Proposition 2.32. Let H be a Hopf algebra, A an algebra with local units with system of local
units S = {eλ}λ∈Λ, and · : H ⊗A −→ A a linear map. Then · is a partial action if and only if,
for all a, b ∈ A, h, k ∈ H , we have:
1. 1H · a = a;
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2. h · (ab) = ∑(h(1) · a)(h(2) · b);
3. h · (k · a) = ∑(h(1) · eα)(h(2)k · a), for every eα ∈ S such that eα(k · a) = k · a.
Additionally, this partial partial action is symmetrical if and only if
h · (k · a) =
∑
(h(1)k · a)(h(2) · eβ)
for every eβ ∈ S such that (k · a)eβ = k · a.
It is clear that if the linear map · : H ⊗ A → A is a partial action then (1), (2) and
(3) hold. Conversely, assuming these properties, Axiom 2 of Definition 2.3 follows from the
fact that if A is a partial H-module algebra with local units, for every a, b ∈ A, h, k ∈ H , there
exists eα ∈ S such that beα = b and eα(k · a) = k · a, then:
h · (b(k · a)) =
∑
(h(1) · b)(h(2) · (k · a))
=
∑
(h(1) · b)(h(2) · eα)(h(3)k · a)
=
∑
(h(1) · beα)(h(2)k · a)
=
∑
(h(1) · b)(h(2)k · a).
This calculation illustrates that if · : H ⊗ A −→ A is a partial action for some s.l.u. (system of
local units) S of A, then it will be a partial action for any other s.l.u. of A.
Now we will see a particular class of partial actions on algebras with local units, the
categorizable ones. This terminology is motivated by the fact that given a categorizable partial
action, then we can induce a partial action on an associated category.
We begin by recalling the construction of the algebra with local units associated to a
linear category and the definition of partial H-module categories.
Definition 2.33. Let C be a linear category. We will denote by a(C) the algebra consisting of
elements of the form ( yfx)x,y∈C0 , with finite yfx = 0, where the multiplication is given by matrix
multiplication and the composition of C.
Definition 2.34 ([2]). A partial action of H on a linear category C is a family of linear maps
 = {(x,y) : H ⊗ yCx −→ yCx}x,y∈C0 , such that, for every x, y, z ∈ C0, yfx ∈ yCx and
zgy ∈ zCy, we have that:
1. 1H (x,y) yfx = yfx;
2. h (x,z) ( zgy ◦ yfx) =
∑
(h(1) (y,z) zgy) ◦ (h(2) (x,y) yfx);
3. h (x,y) (k (x,y) yfx) =
∑
(h(1) (y,y) y1y) ◦ (h(2)k (x,y) yfx);
4. If additionally h (x,y) (k (x,y) yfx) =
∑
(h(1)k (x,y) yfx) ◦ (h(2) (x,x) x1x),  is called
a symmetrical partial action.
In this case, we say that C is a (symmetrical) partial H-module category.
Here, different from [2], we present the symmetrical condition as an additional prop-
erty.
First, note that if we consider a (symmetrical) partial H-module category C which
partial action is determined by the family of linear maps  = {(x,y) : H ⊗ yCy → yCy}, we
can induce a linear map · : H ⊗ a(C) → a(C) given by h · ( yfx)x,y = (h (x,y) yfx)x,y that,
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actually, defines an S-categorizable partial action of H on a(C), where each local unit of S is
a finite sum of the elements Exx given by x1x in the position xx, and zero otherwise. In fact,
clearly 1 · ( yfx)x,y = ( yfx)x,y and
h · (yfx)x,y(ygx)x,y =
∑
(h(1) · (yfx)x,y)(h(2) · (ygx)x,y).
For the third axiom of partial action, note that
h · k · (yfx)x,y = (h (x,y) k (x,y) yfx)x,y
= (h (y,y) ( y1y(k (x,y) yfx)))x,y
=
∑







i.e., there exists at least one local unit E in S such that E(k · (yfx)x,y) = k · (yfx)x,y and
h · k · (yfx)x,y = (h(1) · E)(h(2)k · (yfx)x,y). Analogously, if the original partial action is
symmetrical, there exists at least one local unit F in S such that (k · (yfx)x,y)F = k · (yfx)x,y
and h · k · (yfx)x,y =
∑
(h(1)k · (yfx)x,y)(h(2) · F ).
Now, note that whenever X, Y ∈ S are such that X ≤ Y , in this case, we have that
Y −X ∈ S. Moreover, given a Hopf algebra H and an algebra A with s.l.u. S = {eλ}λ∈Λ, for
every linear map · : H ⊗ A → A, where H · eλ ⊆ eλAeλ, and eβ − eα ∈ S whenever eα ≤ eβ ,
we have that
∑
(h(1) · eλ)(h(2)k · a) =
∑
(h(1) · eγ)(h(2)k · a) for every eλ, eγ ∈ S such that
eλa = a = eγa. In fact, let eα, eβ be local units such that eαa = a = eβa, then there exists a
local unit eγ such that eα, eβ ≤ eγ . Hence∑
(h(1) · eγ)(h(2)k · a) =
∑
(h(1) · (eγ − eα + eα))(h(2)k · a)
=
∑
(h(1) · (eγ − eα))(h(2)k · a) + (h(1) · eα)(h(2)k · a)
=
∑
(h(1) · (eγ−eα))(eγ−eα)(eα)(h(2)k · a)+(h(1) · eα)(h(2)k · a)
=
∑
(h(1) · eα)(h(2)k · a).
Analogously,
∑
(h(1) · eγ)(h(2)k · a) =
∑
(h(1) · eβ)(h(2)k · a).
This is useful when one wants to verify if some linear map · : H ⊗ A −→ A is a
(symmetrical) partial action or not, because we will only need to calculate the third axiom of
partial actions for one local unit that satisfies the required property.
Consequently, one can conclude that the linear map · : H ⊗ a(C) → a(C) mentioned
before is, in fact, a (symmetrical) partial action.
Conversely, given a (symmetrical) partial action · : H ⊗ A −→ A, if there exist some
s.l.u. S = {eλ}λ∈Λ such that h · eα ∈ eαAeα, for all α ∈ Λ, h ∈ H , we have that
eα(h · eαaeβ)eβ =
∑
eα(h(1) · eα)(h(2) · eαaeβ)(h(3) · eβ)eβ
=
∑
(h(1) · eα)(h(2) · eαaeβ)(h(3) · eβ)
= h · eαaeβ,
for all eα, eβ ∈ S, i.e., H · eαAeβ ⊆ eαAeβ . Hence, we can induce a (symmetrical) partial
action of H on the category CS(A), where the set of objects is Λ, the set of morphisms from α
to β is given by CS(A)(α, β) = βCS(A)α = eβAeα and the composition is the multiplication
of A.
Chapter Two 37
Definition 2.35. If a linear map · : H ⊗ A −→ A is a (symmetrical) partial action and there
exist some s.l.u. S = {eλ}λ∈Λ such that H · eα ⊆ eαAeα, for every eα ∈ S, we will say that this
partial action is an S-categorizable (symmetrical) partial action.
Example 2.36. To see that there exist partial actions that are not categorizable, consider the
algebra A = FMatZ(k) with system of local units S = {
∑finite
i Eii} and the (non trivial)
action of kZ on Z given n  i = n + i. Then, we have the induced (global) action of kZ on A
given by n · Eij = E(i+n)(j+n), that is clearly not S-categorizable.
2.5 Morita equivalence between A and a(CS(A)).
In this section we will show that every algebra A with s.l.u. S is Morita equivalent
to the algebra a(CS(A)). In order to do this, we will prove that the category of the unital A-
modules is equivalent to the category of CS(A)-modules, and then we will show that for every
linear category C, the category of the C-modules is equivalent to the category of the unital
a(C)-modules. But first, let us recall the definition of modules of a linear category.
Definition 2.37. Let C be a linear category. A C-module M is a functor from C to the category
of vector spaces Vec over the same field of the linear category structure. In other words, for
every object x ∈ C0, a vector space xM is determined, and for every linear map f : x → y in
C1, a linear transformation f : xM → yM is determined, such that:
1. x1x xm = xm;
2. ygz( zfx xm) = (ygz ◦ zfx) xm.
We know that given an algebra with local unitsA and a fixed s.l.u. S = {eλ}λ∈Λ, every
A-module M can be seen as a CS(A)-module, namely M = { λM}λ∈Λ where λM = eλM
and the actions in every eλM are given by the original action of A on M .
Now, to construct an A-module arising from an CS(A)-module, note that given a
CS(A)-module M = { λM}λ∈Λ, for every eλ ≤ eα, we have that eλ ∈ eαAeλ∩eλAeα∩eλAeλ,
hence eλ ·(λ,λ) λm = eλ ·(α,λ) eλ ·(λ,α) λm for every λ ∈ λM. Since eλ ·(λ,λ) = idλM, we have








Lemma 2.38. {{ λM}λ∈Λ, {I(λ,α) : λM → αM}λ≤α∈Λ} forms a direct system of vector
spaces.
Proof. Follows directly from the fact that eγeα = eα whenever eα ≤ eγ .
It is well known that every direct system of vector spaces {ιij : Mi → Mj} has a
(unique) limit, i.e., there exists a vector space M with inclusions ιi : Mi → M such that for
every vector space N with inclusions νi : Mi → N there exists a unique linear transformation
θ :M → N such that θ ◦ ιi = νi for every i.
To describe the limit of the direct system of the previous lemma, consider T ⊂ ⊕ λM
the set of finite sums of elements of the form λm − I(λ,α)( λm) with eλ ≤ eα. Hence, by
Proposition 2.6.8 of [26], we have that lim−→ λM = ⊕ λM/T .
Note that we can identify λM as λM ⊂ M by λm → λm, the equivalence class of λm
in M . This identification is well defined because I(λ,α) is injective.
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Now, consider M = lim−→ λM and define
• : A⊗M −→ M
a⊗ λm → eβaeα ·(α,β) I(λ,α) λm,
where aeα = a = eβa and eλ ≤ eα. In other words, a • λm = a ·(α,β) eλ ·(λ,α) λm =
aeλ ·(λ,β) λm
Proposition 2.39. M is an A-module via •.
Proof. Since the proof that it determines an action is straightforward, we will prove that • is
well defined. Because of the description a • λm = aeλ ·(λ,β) λm, that does not depend on the
choice of eα, we will show that aeλ ·(λ,β) λm = aeλ ·(λ,γ) λm whenever eβ ≤ eγ , in fact
aeλ ·(λ,β) λm = I(β,γ)(aeλ ·(λ,β) λm)
= eγ ·(β,γ) aeλ ·(λ,β) λm
= eγaeλ ·(λ,γ) λm
= aeλ ·(λ,γ) λm.
Finally, if we chose eα and eβ such that eβa = eαa = a, there always exist eγ ≥ eα, eβ , and we
are done.
Theorem 2.40. Let A be an algebra with s.l.u. S. Then the category of the unital A-modules is
equivalent to the category of CS(A)-modules.
Proof. First, note that if λm = αm ∈ G(M), there exist γ ∈ Λ such that IM(λ,γ)(λm) =
IM(α,γ)(αm). Let f : M → N be a morphism in CS(A)−Mod, then
IN(λ,γ)(fλ(λm)) = eλ ·(λ,γ) fλ(λm)








i.e., fλ(λm) = fα(αm) and G is well defined. Now, let A −Mod be the category of all unital
A-modules. We have the following functors
F : A−Mod −→ CS(A)−Mod
(M, ·) → {eλM}λ∈Λ
f :M → N → {F (f)λ = f |eλM}
G : CS(A)−Mod −→ A−Mod
M → (lim−→ Mλ, •)
f = {fλ : λM → λN} → G(f)(λm) = fλ(λm)
Since lim−→ eλM = M whenever M ∈ A −Mod and the A-module structure of M coincides
with that given by the functor G, we have that GF = IdA−Mod in the objects of the categories,
and is easy to see that GF = IdA−Mod in the morphisms too. Now, consider the linear map
ϕλ : λM −→ eλ •G(M)
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λm → λm.
Since λm = eλ ·(λ,λ) λm = eλ•λm, we have thatϕ is well defined. Now, suppose that there exist
λm, λn ∈ λM such that λm = λn. Then, there exist eλ ≤ eβ such that I(λ,β)(λm) = I(λ,β)(λn),
since I(λ,β) is injective, we conclude that λm = λn. Finally, note that for every λ, β ∈ Λ there
exist γ ∈ Λ such that eλ ≤ eγ and eβ ≤ eγ , then
eλ • βm = eλeγ ·(γ,λ) I(β,γ)(βm)
= ϕλ(eλeγ ·(γ,λ) I(β,γ)(βm)),
since eλeγ ·(γ,λ) I(β,γ)(βm) ∈ λM, we have that ϕλ is surjective and, consequently, each ϕλ is
an isomorphism of vector spaces. Moreover, as
eβaeλ • ϕλ(λm) = eβaeλ • λm
= eβaeλ ·(λ,β) λm
= ϕβ(eβaeλ ·(λ,β) λm),







eλ •G(M) eβaeλ  eβ •G(M)
i.e., since every ϕλ is a linear isomorphism, ϕ = {ϕλ}λ∈Λ is a CS(A)-module isomorphism.
Hence FG ∼= IdCS(A)−Mod when restricted to the objects. Finally, we have that
FG(f)(ϕMλ (λm)) = G(f)(ϕ
M
λ (λm)) = ϕ
N
λ (fλ(λm)).
Then ϕ is actually a natural transformation, hence a natural isomorphism.
Theorem 2.41. Let C be a linear category. Then the category of the C-modules and the category
of the unital a(C)-modules are equivalent.
Proof. In fact, consider the functors
F : C −Mod → a(C)−Mod




θ :M → N → F (θ)((xm)x∈C0) = (θx(xm))x∈C0
and
G : a(C)−Mod → C −Mod
M → {exM}x∈C0
α :M → N → G(α)x = α,
where ex denotes the matrix with x1x in the (x, x) position and 0 otherwise. Note that S =






























i=1 exi is such that em = m. And
(GF (θ))y(ym) = F (θ)(ym) = θy(ym).
Now we can enunciate the desired result.
Corollary 2.42. LetA be an algebra with s.l.u. S. ThenA and a(CS(A)) are Morita equivalent.
By [10], every algebra with local units is Morita equivalent to some algebra with




eRe, where {e} is
a family of orthogonal idempotents in R. The previous corollary prove the same thing and give
a better description of such algebra with enough idempotents. Also, despite of the notation as
subset of a system of local units, nothing require that the local units must be different. So, if we
consider a unital algebra A with a s.l.u. S = {e1, · · · , en} where every ei = 1A, this corollary
provides the well known Morita equivalence between A and Matn×n(A).
We can push this result even further: in [18] the authors prove that given two alge-
bras with enough idempotents A and B, there exists an infinite set of indexes X such that
FMatX(A) ∼= FMatX(B) as algebras. As a consequence, we obtain the following result.
Corollary 2.43. Let A be an algebra with s.l.u. S = {eλ}λ∈Λ and B an algebra with s.l.u.
T = {fi}i∈Γ. If A and B are Morita equivalent, then there exist an infinite set of indices X
whose cardinality is greater than or equal to those of Λ and Γ such that FMatX(a(CS(A))) ∼=
FMatX(a(CT (B))).
2.6 S-categorizable partial actions.
In Section 4 we saw that when A is a partial H-module algebra with local units with
an S-categorizable (symmetrical) partial action, we can induce a (symmetrical) partial action
on the category CS(A). Here, we will highlight some peculiarities coming from the concept
of categorizable partial actions: we will study the connections of partial actions on CS(A) and
S-categorizable partial actions on A.
Given a partial H-module structure on CS(A), namely , suppose that every inclusion
i
(γ,γ)
(λ,λ) : eλAeλ −→ eγAeγ is a morphism of partial actions, where eλ, eγ ∈ S with eλ ≤ eγ , i.e.,
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h (γ,γ) eγeλaeλeγ = i
(γ,γ)
(λ,λ)(h (λ,λ) eλaeλ), for every h ∈ H , a ∈ A. Then we can define a linear
map
 : H ⊗ A −→ A
h⊗ a → h (λ,λ) a,
where eλ ∈ S is such that eλa = a = aeλ. Note that if eγ ∈ S is such that eγa = a = aeγ , there
exist eβ ∈ S such that eλ ≤ eβ and eγ ≤ eβ , and
h (λ,λ) a = h (λ,λ) eλaeλ = i
(β,β)
(λ,λ)(h (λ,λ) eλaeλ)
= h (β,β) eβeλaeλeβ
= h (β,β) a.
Analogously, h (γ,γ) a = h (β,β) a, hence  is well defined. Now, we have that
1. 1H  a = 1H (λ,λ) a = a, where eλ ∈ S is such that eλa = a = aeλ;
2. Take eβ ∈ S such that eβa = a = aeβ and eβb = b = beβ , then
h  (ab) = h (β,β) (ab)
=
∑
(h(1) (β,β) a)(h(2) (β,β) b)
=
∑
(h(1)  a)(h(2)  b).
3. Take eλ ∈ S such that eλa = a = aeλ, then
h  (g  a) = h  (g (λ,λ) a)
= h (λ,λ) (g (λ,λ) a)
=
∑
(h(1) (λ,λ) eλ)(h(2)g (λ,λ) a)
=
∑
(h(1)  eλ)(h(2)g  a).
Hence  is a partial action, actually an S-categorizable partial action. Additionally, if  is
symmetrical, the induced partial action  will be symmetrical.
Note that the inclusions i
(γ,γ)
(λ,λ) : eλAeλ −→ eγAeγ are always morphisms of partial
actions when the partial action in CS(A) is induced by an S-categorizable partial action on A,
and, moreover, the partial action  defined as before is the original S-categorizable partial action
on A. However, if the inclusions i
(γ,γ)
(λ,λ) : eλAeλ −→ eγAeγ are morphisms of partial actions,
then the partial action  defined as before, induces a new partial action on CS(A) that is possibly
different from the first one. To recover the original partial action, we must have that, whenever
eλ ≤ eγ and eα ≤ eβ , every inclusion i(γ,β)(λ,α) : eαAeλ −→ eβAeγ preserves partial actions, i.e.,
h (β,γ) eγeλaeαeβ = i
(γ,β)
(λ,α)(h (α,λ) eλaeα), for every h ∈ H , a ∈ A.
Example 2.44. Let k be a field and consider the algebra A = ke + kf where e2 = e, f 2 = f
and ef = fe = 0, which is an algebra with s.l.u. S = {1A, e}. Let H = kZ. Note that CS(A)
is an H-module category with H-module structure on each morphism space given by
y : H ⊗ yAy −→ yAy
i⊗ e → i y e = e,
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i⊗ f → i y f = f,
x : H ⊗ xAx −→ xAx
i⊗ e → i x e = e,
(x,y) : H ⊗ yAx −→ yAx
i⊗ e → i (x,y) e = 2ie,
(y,x) : H ⊗ xAy −→ xAy
i⊗ e → i (y,x) e = 2−ie,
for all i ∈ Z, where the objects y and x correspond to the local units 1A and e, respectively.
To show that CS(A) is indeed an H-module category (hence a partial H-module category), we
must verify the conditions where e is considered as a morphism in xAy and yAx, because when
e is located in xAx or in yAy, where the action is trivial, the equalities are easily verified. So,
since ΔH(i) = i⊗ i, we have
• (i (y,x) e)(i (x,y) e) = 2−i2ie = e = i x e;
• (i (x,y) e)(i (y,x) e) = 2i2−ie = e = i y e.
Then CS(A) is an H-module category, as defined in [2] and the induced partial action  on
A is the trivial action, which makes A an H-module algebra, but the partial action on CS(A)
induced by the trivial action on A does not coincide with .
Remark 2.45. If every inclusion i(γ,γ)(λ,λ) : eλAeλ −→ eγAeγ is a morphism of partial actions for
every pair of local units eλ ≤ eγ that lies in a subset T of S that is also a s.l.u. for A, we can
define a partial action onA in the same way as , but this partial action will be T -categorizable,
not necessarily S-categorizable.
Definition 2.46 ([3]). Let H be a Hopf algebra, A an algebra with s.l.u. S = {eλ}λ∈Λ and
 : H ⊗ A −→ A a linear map. We say that  measures A if for every h ∈ H , a, b ∈ A, we
have:
1. h  (ab) =
∑
(h(1)  a)(h(2)  b);
2. h  eλ = εH(h)eλ, for every eλ ∈ S.
Proposition 2.47. LetA be an algebra with s.l.u. S = {eλ}λ∈Λ andH a Hopf algebra. Suppose
that the family of linear maps  = {(λ,γ) : H ⊗ eγAeλ −→ eγAeλ} determine a partial action
on the category CS(A) such that h(λ,γ)eα = εH(h)eα, for every h ∈ H and every eα, eλ, eγ ∈ S
such that eα ∈ eγAeλ, i.e., independently of the location of the local units, H acts trivially on
them. Note that this is more than just say that CS(A) is an H-module category. Then,  comes
from a partial action that measures A.
Proof. Suppose that eλ ≤ eγ and eα ≤ eβ and consider the inclusion ι : eαAeλ −→ eβAeγ .
We will show that h (λ,α) a = h (γ,β) a, for every h ∈ H and a ∈ eαAeλ, i.e., every inclusion
ι of this type preserve the partial action. In fact, take a ∈ eαAeλ and let eθ ∈ S be such that
eλ, eγ, eα, eβ ≤ eθ, then a ∈ eθAeθ, eλ ∈ eθAeλ, eα ∈ eαAeθ and
h θ a =
∑




= eα(h (λ,α) a)eλ
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= h (λ,α) a.
Analogously, we prove that hθ a = h(γ,β) a. Hence, this partial action induces a partial action
on A such that h · eα = εH(h)eα for every h ∈ H and eα ∈ S, and by the third property of
partial action, we have h · (k · a) = hk · a, for every h, k ∈ H , a ∈ A.
2.7 Partial G-gradings on FMatN(k)
In this section, we will use our knowledge about partial actions on algebras with local
units obtained until now to extend some results about partial gradings of matrices for partial
gradings of the algebra with local units FMatN(k).
In [6], the authors proved that if G is a finite group and k is a field such that its char-
acteristic does not divide |G|, then there is a bijective correspondence between subgroups of G
and partial G-gradings of k. When we consider the algebra of the matrices of infinite order but
with finitely many nonzero entries in the field k, which is an algebra with local units, we can
show that this results still holds.
Definition 2.48 ([6]). LetG be a finite group and kG its dual group algebra. Denote by pg ∈ kG
the morphism such that pg(h) = δg,h, then {pg}g∈G determines a canonical basis for kG as a
vector space. A partialG-grading of a unital algebraA is a linear map · : kG⊗A −→ A that is
a symmetrical partial action, in other words, this linear map satisfies the following conditions,
for every a, b ∈ A, g, t ∈ G:
1.
∑
g∈G pg · a = a;
2. pg · (ab) =
∑
l∈G(pgl−1 · a)(pl · b);
3. pg · (pt · a) = (pgt−1 · 1A)(pt · a) = (pt · a)(pt−1g · 1A).
Definition 2.49. Let A be an algebra with s.l.u. S = {eλ}λ∈Λ and G a finite group. We will
say that A admits a partial G-grading if it has a partial kG-module algebra structure given by
a symmetrical partial action. In other words, there exist a linear map · : kG ⊗ A −→ A such
that for every a, b ∈ A, g, t ∈ G:
1.
∑
g∈G pg · a = a;
2. pg · (ab) =
∑
l∈G(pgl−1 · a)(pl · b);
3. pg · (pt · a) = (pgt−1 · eλ)(pt · a) = (pt · a)(pt−1g · eα), for every eλ, eα ∈ S such that
eλ(pt · a) = (pt · a) = (pt · a)eα.
In [15], the authors called a good G-grading of Mn(k) a grading where every matrix
unit Eij is homogeneous, and they proved that there is a bijective correspondence between good
G-gradings of Mn(k) and elements of G
n−1.
Now, note that if we consider the algebra with local units FMatN(k) and if (gi)i∈N is
a sequence of elements of a finite group G, then, as in [6], we have a G-grading of FMatN(k)




Definition 2.50. A good G-grading of FMatN(k) is a G-grading where every matrix unit Eij
is homogeneous.
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Proposition 2.51. There is a bijective correspondence between goodG-gradings of FMatN(k)
and sequences of elements of G where g1 = 1G.
Sketch of the proof. First, note that the sequences (g1, g2, . . .) and (1G, g2g−11 , g3g
−1
1 , . . .) pro-
vide the same goodG-grading on FMatN(k). Conversely, every goodG-grading on FMatN(k)
provides a family {hi}i∈N of elements of G such that deg Eii+1 = hi, and the others degrees are
given by
deg Eij = hihi+1 · · ·hj−1




j−2 · · ·h−1i ,
for every 1 ≤ i < j ≤ n, and we assume g1 = 1G and gi = h−1i h−1i−1 · · ·h−11 .
In [6], the authors defined a good partial G-grading as a partial G-grading of Mn(k)
where every matrix unit Eij is an eigenvector for all operators pg..
Definition 2.52. Consider the algebra FMatN(k) and let G be a finite group. We will say that
a partial G-grading of FMatN(k) is good if every Ei,j is a eigenvector for all operators pg..
Example 2.53. Suppose that the group G is abelian, take A = FMatN(k) endowed with a
G-grading given by a fixed sequence (gi)i∈N as before, and assume that the characteristic of k
does not divide |G|. Then, we can tensor A by a partial G-grading of k given by a subgroup H
of G, in order to obtain a partial G-grading on k ⊗ A ∼= A, as was done in [6]. This partial
grading is given by
pg · Eij = 1|H|δgH,gig−1j HEij.
Proposition 2.54. Let G be a finite abelian group and k a field such that char(k)  |G|. Then,
there is a bijective correspondence between good partial G-gradings of FMatN(k) and good
X-gradings of FMatN(k), where X is a quotient of G.
Proof. According to the proof of Corollary 6.7 of [6], we have that every subalgebra kEii is a
partial G-graded subalgebra of FMatN(k), and the partial grading of every kEii is given by the
same subgroup H of G. This is possible because every good partial G-grading on FMatN(k)
induce a good partial G-grading on each algebra Matn×n(k), that are naturally included in
FMatN(k). Usin the same idea, it is not hard to see that the formula
qgH  M = |H|pg ·M
defines a good G/H-grading of FMatN(k), where M ∈ FMatN(k) and {qgH}gH∈G/H is the
canonical basis of kG/H .
Basically, in the proof of the previous proposition, we use indirectly that the family of
the finite matrices forms a direct system which direct limit is FMatN(k).
2.8 Globalization of a partial action
In [4] and [5], Alves and Batista proved that every partial Hopf action on a unital
algebra has an enveloping action (globalization), actually, there exists a minimal globalization,
that is unique up to isomorphism.
In this section we will show that, in fact, every partial Hopf action on an algebra
with trivial right (or left) annihilator is, actually, a restriction of an action as in the case of
partial actions on algebras with unit. For associative algebras in general, this is not necessarily
possible, but we will show that there exists almost a globalization.
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Definition 2.55 ([4],[5]). Let · : H ⊗ A −→ A be a symmetrical partial action, where A is a
unital algebra. A pair (B, θ) is called an enveloping action, or globalization, for the partial
action · if:
1. B is an H-module algebra (without unit), with action ;
2. θ : A −→ B is a monomorphism of algebra;
3. θ(A) is an ideal of B;
4. θ(h · a) = θ(1A)(h  θ(a)) = (h  θ(a))θ(1A), ∀a ∈ A, h ∈ H;
5. B = H  θ(A).
Item 4) means that θ is a morphism of partial actions, because the mapping
h ⇀ θ(a) = θ(1A)(h  θ(a))
determines a partial action on θ(A).
2.8.1 Globalization theorem for non unital algebras
Let A be any associative algebra that is a partial H-module algebra with symmetrical
partial action · : H ⊗ A→ A.
Definition 2.56. A quasi-globalization for the partial action · is a pair (B, θ) such that
1. B is an H-module algebra (without unit), with action ;
2. θ : A −→ B is a monomorphism of algebra;
3. For every a, b ∈ A and h ∈ H , we have θ((h · a)b) = (h  θ(a))θ(b) and θ(b(h · a)) =
θ(b)(h  θ(a))
4. B = H  θ(A).
Note that if (B, θ) is a quasi-globalization for ·, from item 3) and 4), we have that θ(A)
is an ideal of B, as can be seen in [4].
We call (B, θ) a quasi-globalization because we cannot say that the partial action on A
comes from a restriction of the action of B on θ(A). However, we shall see later that this is true
when r(A) = 0.
Here, we can see that ifA is a partialH-module algebra with unit and (B, θ) is a quasi-
globalization, then (B, θ) is actually a globalization in the sense of Definition 2.55. Conversely,
if (B, θ) is a globalization, then it is a quasi-globalization.
Definition 2.57. Let · : H ⊗ A −→ A be a symmetrical partial action. A quasi-globalization
(B, θ) will be called minimal if
∑
i khi · ai = 0, for all k ∈ H , implies
∑
i hi  θ(ai) = 0.
In [4] the authors defined minimal globalizations in the following way:
Definition 2.58. Let H be a Hopf algebra and A a unital partial H-module algebra. A glob-
alization (B, θ) is minimal if θ(1A)M = 0 implies that M = 0, for every H-submodule M of
B.
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Since θ(A) is an ideal of B, we can consider the mapping Π0 : B → A given by
Π0(x) = θ(1A)x that is a projection of B on θ(A). Then, the previous definition is equivalent
to say that the kernel of Π does not contain any nonzero H-submodule of B.
Note that, if A is any partial H-module algebra such that r(A) = 0 and (B, θ) is a
quasi-globalization, then the linear map Π : B → θ(A), given by Π(h  θ(a)) = θ(h · a) (that
is equivalent to Π0 when A is unital), is well defined because if
∑
i hi  θ(ai) =
∑
j kj  θ(bj),
















and since r(A) = 0 and θ is a momonorphism, then
∑
i hi · ai =
∑
j kj · bj .
Proposition 2.59. Let H be a Hopf algebra and A a (not necessarily unital) partial H-module
algebra. If r(A) = 0, then a quasi-globalization (B, θ) is minimal if and only if the kernel of Π
does not contain any nonzero H-submodule of B.
Proof. Suppose that the quasi-globalization (B, θ) is minimal and letM be anH-submodule of
B such that Π(M) = 0. Then for every
∑
i hi  θ(ai) ∈ M , we have that
∑
i khi  θ(ai) ∈ M
for every k ∈ H , wich means that θ(∑i khi · ai) = 0. Since θ is injective and the quasi-
globalization is minimal, we conclude that
∑
i hi  θ(ai) = 0, hence M = 0. Let us now
assume that the kernel of Π does not contain any nonzero H-submodule of B and suppose that∑
i khi · a) = 0 for every k ∈ H . Then the H-submodule M of B generated by
∑
i hi  θ(ai)
is contained in the kernel of Π, but since kerΠ does not contain any nonzero H-submodule of
B, we conclude that M = 0, hence
∑
i hi  θ(ai) = 0.
Remember that if · : H ⊗ A −→ A is a linear map, we can induce a linear map
ϕ : A −→ Hom(H,A) given by ϕ(a)(h) = h · a, and Hom(H,A) is an algebra with the
convolution product and a left H-module algebra with action  given by (k  f)(h) = f(hk).
Note that H  ϕ(A) is the smaller H-submodule algebra of Hom(H,A) that contains ϕ(A).
Lemma 2.60. Let · : H ⊗A −→ A be a partial action and suppose that r(A) = 0. Then ϕ(A)
is an ideal of B = H  ϕ(A) if and only if the partial action is symmetrical.
Proof. First, take k, h ∈ H , a, b ∈ A. Then
(ϕ(a)(h  ϕ(b)))(k) =
∑
(k(1) · a)(k(2)h · b)
= k · (a(h · b)) = ϕ(a(h · b))(k),
hence ϕ(A) is a right ideal of B. Analogously, if the partial action is symmetrical, we prove
that ϕ(A) is a left ideal of B. Now, suppose that ϕ(A) is a left ideal of B. Then, for k ∈ H ,
a ∈ A, for every b ∈ A, we have that (k  ϕ(a))ϕ(b) ∈ ϕ(A). Hence, for every c ∈ A,
ϕ(c)ϕ((k · a)b)(h) =
∑
(h(1) · c)(h(2) · (k · a))(h(3) · b)
=
∑
(h(1) · (c(k · a)))(h(2) · b)
=
∑
(h(1) · c)(h(2)k · a)(h(3) · b)
= ϕ(c)(k  ϕ(a))ϕ(b)(h).
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Now, since r(A) = 0 and ϕ is a monomorphism of algebras, we have that r(ϕ(A)) = 0. Then,
as the previous calculation holds for every c ∈ A, we have that
ϕ((k · a)b)(h) = (k  ϕ(a))ϕ(b)(h),
i.e., the partial action is symmetrical.
Proposition 2.61. Let · : H ⊗A −→ A be a symmetrical partial action. Then, the pair (B,ϕ),
where B = H  ϕ(A), is a minimal quasi-globalization for ·.
Proof. In fact,
1. B is an H-module algebra with action ;
2. ϕ : A −→ B is a monomorphism of algebras because if ϕ(a) = ϕ(b) then a = 1H · a =
ϕ(a)(1H) = ϕ(b)(1H) = 1H · b = b;
3. ϕ(A) is an ideal of B by the previous lemma.
4. B = H  ϕ(A) by hypothesis;
5. Suppose that for every k ∈ H we have ∑i khi · ai = 0. Then 0 = ∑i khi · ai =
(
∑
i hi  ϕ(ai))(k), for every k ∈ H , hence
∑
i hi  ϕ(ai) = 0.
Definition 2.62. (B,ϕ) will be called the standard quasi-globalization.
We already know that when we consider only unital algebras, there exists only one
minimal globalization, up to isomorphism. The next theorem shows that this also holds for
some associative algebras.
Theorem 2.63. Let H be a Hopf algebra and A a partial H-module algebra with symmetrical
partial action. If r(A) = 0 or l(A) = 0, there exist only one minimal quasi-globalization of the
partial action on A up to isomorphism.
Proof. In fact, we will prove that every minimal quasi-globalization is isomorphic to the stan-
dard quasi-globalization. Let (B′, θ) be a quasi-globalization and (B,ϕ) denote the standard
quasi-globalization. Consider the linear map








First we will prove that Φ is well defined. For this, suppose that x =
∑n
i=1 hi 
′ θ(ai) = 0, then
for every c ∈ A and k ∈ H ,











Since θ is injective, we have that
∑n
i=1 c(khi · ai) = 0 for every c ∈ A, k ∈ H . Then,
if we suppose that r(A) = 0,
∑n
i=1 khi · ai = 0, for every k ∈ H , and since the standard
quasi-globalization is minimal, we have that
∑n
i=1 hi  ϕ(ai) = 0. If l(A) = 0 we use a
similar calculation. By construction, Φ is a morphism of H-modules, and the proof that Φ is a
morphism of (non unital) algebras is the same as in [4], where is used essentially the equation
(h  θ(a))(k  θ(b)) =
∑
h(1)  θ(a(S(h(2))k · b)),
that is a consequence of axiom 3) of the definition of quasi-globalization. Finally, in the same
way we can construct a morphism of H-module algebras from B to B′ that, since (B′, θ) is
minimal, is well defined and is mutual inverse with Φ.
Corollary 2.64. Under the assumptions of the previous theorem, if (B′, θ) is a quasi-globalizati-
on, then there exists an epimorphism of H-module algebras from B′ to a minimal quasi-
globalization.
Now we will show that, whenever r(A) = 0 or l(A) = 0, any quasi-globalization of a
partial action · : H ⊗A→ A is actually a globalization, i.e., the partial action is induced by the
action of the quasi-globalization.
Proposition 2.65. Let B be an H-module algebra with action  and A an ideal of B. If there
exists a projection π : H  A→ A such that:
1. π(H  (A)) = A;
2. π(h  (aπ(k  b))) =
∑
π(h(1)  a))π(h(2)k  b),
for every h, k ∈ H and a, b ∈ A, then the linear map h ⇀ a = π(h  a) defines a partial action
of H on A.
Proof. In fact, we have that 1H ⇀ a = π(1H  a) = π(a) = a and
h ⇀ (a(k ⇀ b)) = π(h  (aπ(k  b)))
=
∑
π(h(1)  a))π(h(2)k  b)
=
∑
(h(1) ⇀ a)(h(2)k ⇀ b),
for every h, k ∈ H and a, b ∈ A.
Proposition 2.66. Let A be a partial H-module algebra with symmetrical partial action given
by · : H ⊗ A → A and (B, θ) a quasi-globalization where B is an H-module algebra with
action . If r(A) = 0 or l(A) = 0, then (B, θ) is a globalization.
Proof. We will assume that r(A) = 0, since the case where l(A) = 0 folows from an analogous
argument. Then, as (B, θ) is a quasi-globalization, we have that
θ(x)(h  θ(a)) = θ(x)θ(h · a),
wich implies that, if
∑
i hi  θ(ai) =
∑
j kj  θ(bj),∑
i













Hence, since r(A) = 0 and θ : A→ B is a monomorphism, ∑i θ(hi · ai) = ∑j θ(kj · bj). With
this, we have that the linear map π : B → A defined by π(h  θ(a)) = θ(h · a) is well defined
and determines a projection with the properties of the previous proposition, then
h ⇀ θ(a) = π(h  θ(a))
= θ(h · a),
wich means that θ is a morphism of partial actions.
Corollary 2.67. Every partial action on an associative algebra A, with r(A) = 0 or l(A) = 0,
has a (minimal) globalization.
2.8.2 Globalization theorem for algebras with local units
Since every algebra with local units A satisfies r(A) = l(A) = 0, according to the pre-
vious subsection we already know that every symmetrical partial action on an algebra with l.u.
has a globalization. Here we will present an equivalent definition of globalization considering
algebras with l.u. that will be useful for the relation between globalizations of categorizable
partial actions and globalizations of the induced partial action on the category associated to the
considered system of local units.
But first, we will follow the idea of Proposition 2.64 to provide a sufficient condition to
determine if we can induce a partial action on an ideal with local units of an H-module algebra.
Definition 2.68. Let A be an algebra with local units and S be a s.l.u. of A. A subfamily T ⊆ S
which is also a s.l.u. of A, will be called a subsystem of local units of S.
Proposition 2.69. Let B be an H-module algebra with action  and A be an ideal of B. If A
has a s.l.u. S = {eλ}λ∈Λ and for every h ∈ H , a ∈ A there exist subsystems of local units
L(h, a) and R(h, a) of S such that e(h  a) = (h  a)f , for all e ∈ L(h, a), f ∈ R(h, a), then
the linear map h ⇀ a = e(h  a), where e ∈ L(h, a), determines a partial action of H on A.
Proof. Note that if we take e ∈ L(h, a), we can add every local unit x ≥ e to L(h, a) without
problem. In fact, for every local unit x ≥ e, since x(h  a) ∈ A, A is an ideal of B and
R(h, a) is a subsystem of local units, there exist f ∈ R(h, a) such that x(h  a) = x(h  a)f =
xe(h  a) = e(h  a). Then for every h1, · · · , hn ∈ H and a1, · · · , an ∈ A we can construct
a family {Li = L(hi, ai)}ni=1 whose intersection L = ∩iLi is also a subsystem of local unit,
hence, in fact, we can consider Li = L for every i = 1, · · · , n. Analogously, we can consider
R(hi, ai) = R, for some subsystem of local units R, for every i = 1, · · · , n. This observation
is important to verify that the linear map π : H  A → A given by π(h  a) = e(h  a), where
e ∈ L(h, a), is well defined. Moreover, we have that
π(h  (aπ(k  b))) = e1(h  (ae2(k  b)))
=
∑
e1(h(1)  a)(h(2)k  b)
=
∑
e1(h(1)  a)e3(h(2)k  b)
=
∑
π(h(1)  a)π(h(2)k  b).
Here, we choose e2 ∈ L(k, b) such that ae2 = a, e1 as consequence of the intersections above,
and e3 as consequence of the intersections and because A is an ideal of B.
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Definition 2.70. Let · : H ⊗ A −→ A be a symmetrical partial action where A is an algebra
with s.l.u. S = {eλ}λ∈Λ. Then the pair (B, θ) is a globalization for · if and only if:
1. B is an H-module algebra (without unit), with action ;
2. θ : A −→ B is an algebra monomorphism;
3. θ(A) is an ideal of B;
4. θ(eα)(h  θ(a)) = (h  θ(a))θ(eβ), for every eα, eβ ∈ S, a ∈ A, such that eα(h · a) =
h·a = (h·a)eβ , and θ(h·a) = θ(eα)(hθ(a)), for every eα ∈ S such that eα(h·a) = h·a;
5. B = H  θ(A).
Note that when A has local units and (B, θ) is a globalization, we have that
θ(h · a) = θ(e)(h  θ(a))
= (h  θ(a))θ(f),
for every e, f ∈ A such that e(h · a) = h · a = (h · a)f . Then, in this case the subsystems
considered are L(h, a) = {eα ∈ S; eα(h·a) = h·a} andR(h, a) = {eα ∈ S; (h·a)eα = h·a},
hence item 4 means that θ is a morphism of partial actions.
Definition 2.71. Let · : H ⊗ A −→ A be a symmetrical partial action and let θ : A → B be a
globalization. The globalization (B, θ) will be called minimal if
∑
i khi · ai = 0, for all k ∈ H ,
implies
∑
i hi  θ(ai) = 0.
Proposition 2.72. Let · : H ⊗ A −→ A be a symmetrical partial action and S = {eλ}λ∈Λ an
s.l.u. for A. Then, the pair (B,ϕ), where B = H  ϕ(A), is a minimal globalization for ·.
For the next example, we will use the results and definitions presented until now to
find the minimal globalization of a good partial G-graduation on FMatN(k). For this, when
we consider the matrix algebra FMatN(X), where X is an associative algebra, we will write
(α)Eij to denote that the element α ∈ X is on the entry ij of the matrix.
Example 2.73. Let G be a finite abelian group such that char(k)  |G|, H = (kG)∗ and
A = FMatN(k). Suppose that the map · : H ⊗ A → A determines a good partial G-
grading on A. Then, by [2] and [6], we have that there exists a subgroup L of G and a family
{tij}i,j∈N ⊂ G such that tiktkjL = tijL and pg ·Eij = δgL,tijL 1|L|Eij . ConsiderB the subalgebra
of FMatN(kG) described by: B =
⊕
i,j∈NBij where Bij =
⊕
g∈tijL kg. Define
θ : A → B









Note that the natural action of H in kG given by pg ⇁ h = δg,hh induces an structure
of H-module algebra on FMatN(kG) and B turns out to be an H-submodule algebra of





Then (B, θ) is a minimal globalization for the good partial G-grading on A. In fact, it is
not hard to show that B is an H-module algebra with action , B = H  θ(A) and θ is a
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monomorphism of algebras. To prove that θ(A) is an ideal of B, note that for every g ∈ G,
i, j, k ∈ N, we have
θ(Eik)(pg  θ(Ekj)) = δgL,tkjL
1
|L|θ(Eij),




θ(pg · Eij) = δgL,tijL
1
|L|θ(Eij)
= θ(Eij)(pg  θ(Eij))
= (pg  θ(Eij))θ(Ejj).
Hence θ(pg · X) = θ(E)(pg  θ(X)) = (pg  θ(X))θ(F ), for every finite sum E, F of E ′iis
such that EX = X = XF . Finally, suppose that
∑









jlEjl, where almost every a
i
jl = 0. Then, for every g ∈ G,











































then (B, θ) is the minimal globalization of the partial action · : H ⊗ A→ A.
Example 2.74. Let G be a finite group with |G| = n, A = FMatN(k) and H = (kG)∗.
Consider the partial H-module algebra structure on A given by pg · a = 1na. Then (B, θ),
where B = FMatN(kG) and




















is a minimal globalization, where the action of H on B is given by ph  (
∑
g∈G αgg)Eij =
αhhEij . In fact, this is just the previous example where L = G.
Now, we will make some observations about globalizations of S-categorizable partial
actions and globalizations of partial actions on categories.
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Definition 2.75 ([2]). Before we proceed, we will present some definitions:
1. A linear semicategory is almost a category, i.e., satisfies all axioms needed to be a cate-
gory, except the existence of a identity for every object.
2. A C0-semicategory is a semicategory which class of objects is C0.
3. A C0-semifunctor is a functor between C0-semicategories that is the identity on the objects.
Definition 2.76 ([2]). Let C be a linear category. An ideal of C is a C0-subsemicategory  of C
such that zfx ◦ xly ◦ ygw ∈ zw for every xly ∈ xy, zfx ∈ zCx, ygw ∈ yCw.
Definition 2.77 ([2]). A central idempotent in a linear category C is an idempotent natural
transformation e of the identity functor IdC to itself, i.e., it is a collection e = {xex}x∈C0 , where
each xex ∈ xCx is an idempotent endomorphism such that
yey ◦ yfx = yfx ◦ xex.
Given a central idempotent e, the ideal  of C generated by e is given by
yx = yey yCx xex = yey yCx = yCx xex.
The definition of a central idempotent of a category was motivated by the well known
fact that if B is an H-module algebra with action  and A is the ideal of B generated by a
central idempotent e, i.e., A = Be, then the mapping g ·a = (ha)e determines a partial action
of H on A. Moreover, if C is a semicategory with finite number of objects, then B = a(C) is a
nonunital algebra, and a central idempotent of this algebra must be of the form
∑
x∈C0 exx such
that exx ◦ xfy = xfy ◦ eyy for every x, y ∈ C0, i.e., e = {exx} determines a central idempotent
as in the definition above. The definition is written in such way that it works even for categories
with infinite number of objects.
Definition 2.78 ([2]). Let C be a partial H-module category. A globalization of the partial
action is a pair (B, F ) where
1. B is an H-module semicategory over C0, with action ;
2. F : C −→ B is a faithful C0-semifunctor and F (C) is the ideal of B generated by the
central idempotent e = {F ( x1x)}x∈C0;
3. B = H  F (C);
4. F intertwines the partial action on C and the induced partial action on F (C), i.e., for
every yfx ∈ yCx we have
F (h · yfx) = F ( y1y)(h  F ( yfx)) = (h  F ( yfx))F ( x1x).
Proposition 2.79. Let · : H ⊗ A −→ A be an S-categorizable symmetrical partial action and
(B, θ) be an enveloping action. Then the partial action of H on CS(A) induced by · has a
globalization (B, F ) given by:
• B0 = CS(A)0
B(α, β) = βBα = H  θ( βCS(A)α) = H  θ(eβAeα);
• F : CS(A) −→ B is given by F0(α) = α and F1(eβaeα) = θ(eβaeα).
Chapter Two 53
Proof. In fact,
1. B is an H-module semicategory over CS(A)0, with action  induced by ;
2. F is a faithful functor, because θ is monomorphism, e = {θ(eα)}eα∈S is a central idem-
potent and F (CS(A)) is an ideal of B generated by e;
3. B = H  F (CS(A));
4. F (h · eβaeα) = θ(h · eβaeα) = θ(eβ)(h  θ(eβaeα)) = F (eβ)(h  F (eβaeα)) and
F (h · eβaeα) = θ(h · eβaeα) = (h  θ(eβaeα))θ(eα) = (h  F (eβaeα))F (eα).
Conversely, if the partial action  : H ⊗ C −→ C has a globalization (B, F ), then
the partial action · : H ⊗ a(C) −→ a(C) induced by  has a globalization given by the pair
(a(B), θ), where θ(( yfx)x,y) = (F ( yfx))x,y and the action on a(B) is induced by the action on
B.
2.9 Morita context
Recall that if A is a partial H-module algebra with unit, then the smash product A#H
is the algebra defined by: A#H = A⊗H as vector space, and the product is given by
(a⊗ h)(b⊗ k) =
∑
a(h(1) · b)⊗ h(2)k.
This structure is defined in [13], where Caenepeel and Jansen noticed that A#H may not have
unit, but the subalgebra A#H = (A#H)(1A#1H),that is called the partial smash product, has
unit 1A#1H . Also in [13], as we recalled in the beginning of this chapter, the authors proved
thatA#H is anA-bimodule, and here we highlight thatA#H is, in fact, the unital part ofA#H
as an A-bimodule. Note that A#H is generated by the elements a#h =
∑
a(h(1) · 1A) ⊗ h(2)
and
∑
a(h(1) · 1A)#h(2) = a#h.
In [5], Alves and Batista also proved that there exists a strict Morita context between
A#H and B#H , whenever (B, θ) is a globalization for the symmetrical partial action on A
and H has bijective antipode.
For nonunital partial H-module algebras, we will construct the smash product in the
same way: A#H = A⊗H as vector space, and the product is given by
(a⊗ h)(b⊗ k) =
∑
a(h(1) · b)⊗ h(2)k.
Now, consider the vector space A#H = (A#H)(A#1H), which corresponds to the partial
smash product when A has unit, and bacause of that, we will also call it partial smash product.
Note that A#H is also the unital sub A-bimodule of A#H , and it is generated by the elements∑
a(h(1) · b)#h(2).
Lemma 2.80. Let A be a partial H-module algebra and θ : A → B be a quasi-globalization.
Then, there is an algebra monomorphism from A#H into B#H .
Proof. Consider the linear map Φ : A#H −→ B#H , given by
Φ(
∑
a(h(1) · b)#h(2)) =
∑
θ(a)(h(1)  θ(b))#h(2).
The calculation is the same as in [4]: Φ is a well defined algebra morphism because of the
properties of θ, and Φ is injective because θ is injective.
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Theorem 2.81. Let H be a Hopf algebra with bijective antipode, A2 = A, A a partial H-
module algebra and (B, θ) a quasi-globalization. Then, there exists a strict Morita context
between A#H and B#H .
Proof. Consider the vector spaces
M = Φ(A#H) = {
∑
i




(hi)(1)  θ(ai)#(hi)(2); ai ∈ A, hi ∈ H},
i.e., N is the subspace of B#H generated by the elements
∑
h(1)  θ(a)#h(2). Since M and N
are subspaces ofB#H andA#H can be seen as a subspace ofB#H , by the previous lemma, it
is not hard to show thatM is anA#H−B#H-bimodule andN is anB#H−A#H-bimodule.
And this structures are the same structures of bimodules presented in [4].
For the rest of the Morita context, define the maps
τ : M ⊗B#H N −→ A#H ∼= Φ(A#H) ⊆ B#H
σ : N ⊗A#H M −→ B#H,
both given by the usual multiplication. This is possible because M , N and A#H are seen as
subspaces of B#H , as mentioned before. Since the multiplication on B#H is associative,
we have that both τ and σ are bimodule morphisms, then we only need to prove that they are
surjective.
First, we have thatMN ⊆ Φ(A#H) because for every a, b ∈ A and h, k ∈ H we have
(θ(a)#h)(
∑





θ(a)((hk)(1)  θ(b))#(hk)(2) ∈ Φ(A#H).
Since
∑
θ(a)(h(1)  θ(b))#h(2) = (θ(a)#h)(θ(b)#1H) and θ(b)#1H lies in N , we have that
MN = Φ(A#H). Finally, as NM ⊆ B#H , h  θ(a)#k is a generator of B#H as vector
space and
h  θ(a)#k =
∑





a1a2 (A is idempotent), we have that NM = B#H .
Since A is idempotent, we have that both A#H and B#H are also idempotent, and
by [19] we have the following result.
Theorem 2.82. Under the hypothesis of the previous theorem, we have that the category of
the unital and torsionfree left B#H-modules (B#H-mod) and the category of the unital and
torsionfree left A#H-modules (A#H-mod) are equivalent.
Corollary 2.83. Under the hypothesis of the previous theorem, if A is a unital algebra, even
if B#H does not have unit, there still exist an equivalence between the categories of A#H-
modules and the category of the unital and torsionfree left B#H-modules.
The fact that partial Hopf actions is a generalization of partial group actions, give this
theorem greater importance.
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2.10 Morita equivalence of partial actions
In this section we will prove that given a partial H-module algebra with local units A
with S-globalizable partial action, we have that A#H is Morita equivalent to a(CS(A))#H ,
where the partial action on a(CS(A)) is induced by the S-categorizable partial action on A. In
order to do this, we will generalize some results presented in [1].
We recall from [19] that two idempotent rings are Morita equivalent, i.e., its categories
of unital and torsionfree modules are equivalent, if and only if there exists a strict Morita context
where the modules are unital.
Definition 2.84. Let A and B be idempotent partial H-module algebras with partial actions ·A
and ·B, respectively. We will say that ·A and ·B are Morita equivalent partial actions if
1. A is Morita equivalent to B, with strict Morita context (A,B, AMB, BNA, τ, σ), where
M and N are unital bimodules;














coincides with ·A and
·B, respectively.
We recall that the multiplication of matrices in C comes from the bimodule structures
on M and N and from the maps τ : M ⊗B N → A and σ : N ⊗A M → B of the Morita
context. Throughout this subsection, we will denote τ(m,n) = (mn) and σ(n,m) = (nm), for
every m ∈M , n ∈ N .
Note that if ·A and ·B are Morita equivalent, then the partial action  on C provides a
linear map ϕM : H ⊗M →M , ϕM(h⊗m) = hm. In fact, since M is a unital left A-module,






















































































In the same way, the partial action on C provides a linear map ϕN : H ⊗ N → N ,
ϕN(h⊗ n) = hn.
Note also that the linear map ϕM satisfies the following properties:
Chapter Two 56










5. h(m(k ·B b)) =
∑
(h(1)m)(h(2)k ·B b),












































for every a ∈ A, m ∈M , h ∈ H . The other items are proved using similar arguments.
Analogously, ϕN satisfies similar properties, and additionally,
1. h ·A (mn) =
∑
(h(1)m)(h(2)n);
2. h ·B (nm) =
∑
(h(1)n)(h(2)m);
3. h ·A (m(kn)) =
∑
(h(1)m)((h(2)k)n);
4. h ·B (n(km)) =
∑
(h(1)n)((h(2)k)m),
for every h, k ∈ H , m ∈M , n ∈ N . In fact, for item 1), we have that(









































for every m ∈M , n ∈ N , h ∈ H . The other items are proved using similar arguments.
Example 2.85. IfA is an idempotent partialH-module algebra with symmetrical partial action
·A, then A is a symmetrical partial (A,H)-bimodule with usual A-bimodule structure.
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In the definition of Morita equivalent partial actions, item 2) can be replaced by the
existence of compatible partial (A,H)− (B,H) and (B,H)− (A,H)-bimodule structures on
M and N , respectively.
Proposition 2.86. Let A and B be idempotent partial H-module algebras with partial actions
·A and ·B, respectively, and assume that item 1) of Definition 2.77 holds. The following are
equivalent:














coincides with ·A and
·B, respectively.
2. M has a partial (A,H) − (B,H)-bimodule structure and N has a partial (B,H) −
(A,H)-bimodule structure such that:
• h ·A (m(kn)) =
∑
(h(1)m)((h(2)k)n);
• h ·B (n(km)) =
∑
(h(1)n)((h(2)k)m),
for every h ∈ H , m ∈M , n ∈ N .
Proof. The proof of 1) ⇒ 2) is in the previous calculations. For 2) ⇒ 1), one can consider the








h ·A a hm
hn h ·B x
)
,
and it defines a partial action of H on C.
Note that if the hypothesis are satisfied, then we have that h·A(mn) =
∑
(h(1)m)(h(2)n)
and h ·B (nm) =
∑
(h(1)n)(h(2)m).
Proposition 2.87. Morita equivalence of partial actions is an equivalence relation.
Proof. Let A, A′, A” be idempotent partial H-module algebras with partial actions ·, ·1, ·2,
respectively. Suppose that · is Morita equivalent to ·1 and ·1 is Morita equivalent to ·2 with strict
Morita contexts (A,A′,M,M ′) and (A′, A”, L′, L”), respectively. Now, consider the linear
maps
τ : (M ⊗A′ L′)⊗A” (L”⊗A′ M ′) → A
m⊗ l′ ⊗ l”⊗m′ → (m((l′l”)m′)),
and
σ : (L”⊗A′ M ′)⊗A (M ⊗A′ L′) → A”
l”⊗m′ ⊗m⊗ l′ → (l”((m′m)l′)).
Since these maps are induced by morphisms of strict Morita contexts, when we consider the
natural (A,A”)-bimodule structure of M ⊗A′ L′ and the natural (A”, A)-bimodule structure of








∑( h · a h(1)m⊗ h(2)l′
h(1)l”⊗ h(2)m′ h ·2 a”
)
,
we have that the partial actions · and ·2 are Morita equivalent. Since clearly Morita equivalence
of partial actions is reflexive and symmetric, it is an equivalence relation.
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Theorem 2.88. Let A and B be idempotent partial H-module algebras with partial actions ·A
and ·B, respec.. If ·A is Morita equivalent to ·B, then A#H is Morita equivalent to B#H .
Proof. Suppose that the Morita equivalence of A and B is given by the strict Morita context
(A,B, AMB, BNA). Note that M ⊗H is an A#H −B#H-bimodule with structure given by:
(m⊗ h)(x⊗ k) =
∑
m(h(1) ·B x)⊗ h(2)k
(a⊗ h)(m⊗ k) =
∑
a(h(1)m)⊗ h(2)k.
Analogously N ⊗H is an B#H −A#H-bimodule. Now, since A#H and B#H are subalge-
bras of A#H and B#H , respectively, we have that M ⊗H is also an A#H−B#H-bimodule
and N ⊗H is also an B#H − A#H-bimodule. Since
(M ⊗H)(B#1H)(B#H) = (M ⊗H)(B#1H)(B#H)(B#1H)
⊆ (M ⊗H)(B2#H)(B#1H)
⊆ (M ⊗H)(B#1H),
because (M ⊗ H)(B#H) ⊆ M ⊗ H , we have that (M ⊗ H)(B#1H) is an A#H − B#H-
sub-bimodule of M ⊗H , and this sub bimodule structure is given by∑
a(h(1) ·A b)#h(2) 
∑
m(k(1) ·B z)⊗ k(2) =
∑
a(h(1)(bm))(h(2)k(1) ·B z)⊗ h(3)k(2),∑
m(k(1) ·B z)⊗ k(2) 
∑
x(h(1) ·B y)#h(2) =
∑
m(k(1) ·B zx)(k(2)h(1) ·B y)⊗ k(3)h(2),
for every h, k ∈ H , a, b ∈ A, x, y ∈ B, m ∈M .
Analogously, (N ⊗ H)(A#H) is an B#H − A#H-sub-bimodule of N ⊗ H with
structure given by∑
x(h(1) ·B y)#h(2) 
∑
n(k(1) ·A c)⊗ k(2) =
∑
x(h(1)(yn))(h(2)k(1) ·A c)⊗ h(3)k(2),∑
n(k(1) ·A c)⊗ k(2) 
∑
a(h(1) ·A b)#h(2) =
∑
n(k(1) ·A ca)(k(2)h(1) ·A b)⊗ k(3)h(2),
for every h, k ∈ H , a, b, c ∈ A, x, y, z ∈ B, n ∈ N .
Since M and N are unital bimodules, then (M ⊗ H)(B#1H) and (N ⊗ H)(A#1H)
are also unital bimodules. Finally, consider the linear maps
τ : (M ⊗H)B ⊗B#H (N ⊗H)A → A#H
(
∑
m(h(1) ·B x)⊗ h(2))⊗ (
∑




σ : (N ⊗H)⊗A#H (M ⊗H) → B#H
(
∑
n(k(1) ·A a)⊗ k(2))⊗ (
∑
m(h(1) ·B x) →
∑
(n(h(1)(am)))(h(2)k(1) ·B x)#h(3)k(2),
that are well defined because M and N are unital, and are also surjective because the Morita
context (A,B,M,N) is strict. Clearly τ and σ are morphisms of bimodules, and they are
balanced by construction. Hence A#H is Morita equivalent to B#H .
Consider A a partial H-module algebra with s.l.u. S = {eλ}λ∈Λ with symmetrical S-
categorizable partial action. To prove that A#H and a(CS(A))#H are Morita equivalent, first
we will use the strict Morita context (A, a(CS(A)),⊕λAeλ,⊕λeλA, τ, σ), where the elements
of ⊕λAeλ are seen as row matrices, the elements of ⊕λeλA are seen as column matrices, the
A-module structures are the usual and the a(CS(A))-module structures and the morphisms τ
and σ are given by matrix multiplication. Actually, this Morita context comes from the Morita
equivalence of A and a(CS(A)) of Section 2.5.
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Corollary 2.89. Let A be a partial H-module algebra with s.l.u. S = {eλ}λ∈Λ with symmet-
rical S-categorizable partial action and consider the induced symmetrical partial action on
a(CS(A)). Then A#H and a(CS(A))#H are Morita equivalent.








h · a (h · aλ)λ
(h · aλ)λ (h · a(λ, α))λ,α
)
,
where aλ ∈ Aeλ, aλ ∈ eλA and a(λ, α) ∈ eαAeλ. Since the partial action on A is symmetrical







In [2], the authors proved that given a partial H-module k-category C, we have that
a(C)#H and a(C#H) are isomorphic, where the partial action on a(C) is induced by the partial
action on C. Then, by Theorem 2.41 we have the following result.
Corollary 2.90. Let A be a partial H-module algebra with s.l.u. S with symmetrical S-
categorizable partial action. Then the category of the unital A#H modules is equivalent to
the category of the CS(A)#H modules.
In [1], it was proved that every partial group action is Morita equivalent to a global-
izable partial action. Here we will show that this holds even for partial Hopf actions: we will
present some Morita equivalent partial actions proving that every symmetrical partial action is
Morita equivalent to a globalizable partial action. We saw in Section 2.8 that every symmet-
rical partial action on an associative algebra A has a quasi-globalization, and if r(A) = 0 this
quasi-globalization is actually a globalization.
Let A be an associative algebra and consider B = A/r(A) and C = A/l(A). In
[19], Garcı́a and Sı́mon highlighted the fact that A, B and C are Morita equivalent algebras.
Explicitly, denoting the equivalence class of a ∈ A in B and in C by [a]r and [a]l, respectively,
we have that the mappings a[b]r = ab and [a]rb = [ab]r provide a structure of right B-module
in A and a structure of right A-module in B.
Hence, considering the natural structures of left A-module of A and of left B-module
of B, we have that (A,B, AAB, BBA) determine a strict Morita context where the bimodules
morphisms of the context are given by the same mappings of the module structures.
Analogously, (C,A, ACC , CAA) determine a strict Morita context between C and A.
For the partial actions we will assume that A is a partial H-module algebra with sym-
metrical partial action. Note that if H has bijective antipode, then for every x ∈ r(A), a ∈ A
and h ∈ H , we have that
a(h · x) =
∑
(h(2)S
−1(h(1)) · a)(h(3) · x)
=
∑
h(2) · ((S−1(h(1)) · a)x)
= 0,
i.e., h · x ∈ r(A). Hence we can define a partial H-module algebra structure in B given by
h · [a]r = [h · a]r.
For the algebra C, even if H does not have bijective antipode, for every x ∈ l(A),
a ∈ A and h ∈ H , we have that
(h · x)a =
∑




(h(1) · (x(S(h(2)) · a))
= 0,
i.e., h · x ∈ l(A). Hence we can define a partial H-module algebra structure in C given by
h · [a]l = [h · a]l.
Clearly these partial actions are symmetrical and put the bimodules AAB and BBA
(analogously ACC and CAA) in the hypothesis of Proposition 2.84, i.e., the symmetrical partial
action of H on A is Morita equivalent to the induced symmetrical partial action of H on C and
to the induced (if H has bijective antipode) partial action on B.
Remember that if A is idempotent, then r(A/r(A)) = 0 = l(A/l(A)), hence l(C) = 0
and by Section 2.8, every symmetrical partial action on C is globalizable.
Theorem 2.91. Every symmetrical partial Hopf action on an idempotent algebra is Morita
equivalent to a globalizable partial action.
Considering the results presented in [1], the authors constructed a canonical Morita
globalization for a regular partial action and proved that whenever two regular partial G-actions
are Morita equivalent, the global actions of its canonical Morita globalizations are also Morita
equivalent. Here, we will prove that a similar result holds for partial H-actions.
Proposition 2.92. Let A and B be two symmetrical partial H-module algebras with Morita
equivalent partial actions. Then the global actions of its standard quasi-globalizations are also
Morita equivalent.
Proof. In fact, consider the strict Morita context (A,B, AMB, BNA, τ, σ) from the Morita
equivalence of the partial H-actions on A and on B. We will denote the two partial actions
on A and B by ·, the elements of A by a, b, . . ., the elements of B by x, y, . . . and the mappings
of the Morita context by τ(m,n) = (mn) and σ(n,m) = (nm), for every m ∈M , n ∈ N . We
will also denote the standard quasi-globalizations by A′ = H  ϕA(A) and B′ = H  ϕB(B)
(note that here we will use the notation  to represent the actions of both quasi-globalizations,
because it won’t cause any trouble in the calculation).
We know that the Morita equivalence of the partial actions yields two linear maps
H ⊗M → M and H ⊗ N → N , then we can define linear maps ϕM : M → Hom(H,M)
and ϕN : N → Hom(H,N) by ϕM(m)(h) = hm and ϕN(n)(h) = hn, respectively, for all
m ∈M , n ∈ N , h ∈ H .
Also, as for partialH-module algebras, the vector spacesHom(H,M) andHom(H,N)
areH-module algebras withH-module structures given by (kf)(h) = f(hk) (again, the same
notation for the action), particularly, (k  ϕM(m))(h) = (hk)m.
Now, we will consider the vector spaces M ′ = H ϕM(M) and N ′ = H ϕN(N) and
prove that M ′ is an (A′, B′)-bimodule and N ′ is an (B′, A′)-bimodule. In fact, define








i) = 0, then
∑
lhi · a = 0 for every l ∈ H , hence ∑hi  ϕA(ai) 
k  ϕM(m) = 0. Also, we have that










i.e., h  ϕA(a)  k  ϕM(m) ∈ M ′, and we proved that  is well defined. Moreover, since 
works like the ”convolution product” together with the A-module structure of M , it follows that
 is actually an action. Now, instead of using the notations ϕA, ϕB, ϕM and ϕN we will only
write ϕ. We can also use the previous calculation to show that the mappings
τ ′(h  ϕ(m), k  ϕ(n))(l) =
∑
τ((l(1)h)m, (l(2)k)n),




τ ′ :M ′ ⊗N ′ → A′
σ′ : N ′ ⊗M ′ → B′,
that are well defined balanced bimodule maps. Additionally, they are surjective because τ and
σ are surjective and M and N are unital bimodules. In other words, (A′, B′,M ′, N ′, τ ′, σ′) is a
strict Morita context. Finally, with the considered H-actions on M ′ and N ′, we can easily see
that the H-actions on A′ and on B′ are Morita equivalent.
Actually, in [1], Abadie et al. proved that the global actions of the globalizations of
two Morita equivalent partial group actions are also Morita equivalent. Until now, we proved
that the actions of the minimal quasi-globalizations of two Morita equivalent partial actions
are also Morita equivalent, and we know from [4] that for the case of unital algebras, every
globalization of a partial kG-action is minimal. Here we will show that even if we consider
nonunital algebras, under some assumptions, this result also holds.
Lemma 2.93. Let A be an associative partial kG-module algebra, where G is a finite group,
and let (B, θ) be a globalization. Then:
1. if A is unital, then B has local units;
2. if A has local units, then B has local units;
3. if A is s-unital, then B is s-unital;
4. if A i idempotent, then B is idempotent;
5. if r(A) = 0, then r(B) = 0 if and only if the globalization is minimal.
Proof. We begin by proving item 3), because the proof of item 1) and 2) is analogous. Assume
that A is s-unital, then for every h  θ(a) ∈ B, there exist x ∈ A such that xa = ax = a, hence
(h  θ(x))(h  θ(a)) = h  θ(a)
= (h  θ(a))(h  θ(x)).
We already proved in Section 2.9 that item 4) holds for any Hopf algebra. Now, suppose that
r(A) = 0 and that
∑




hi  θ(ai)) =
∑
i
l  θ(b(l−1hi · ai)) = 0,
i.e., B(
∑
i hi  θ(ai)) = 0, and if r(B) = 0, then
∑
i hi  θ(ai) = 0 and we conclude that the
globalization is minimal. Conversely, if the globalization is minimal and B(
∑
i hi  θ(ai)) = 0,
then for every l  θ(b) ∈ B we have that ∑i l  θ(b(l−1hi · ai)) = 0. Hence
0 = l−1 
∑
i






and since this holds for every l ∈ G, b ∈ A, r(A) = 0 and θ is injetive, then ∑i l−1hi · ai = 0
for every l ∈ G, and since the globalization is minimal, we must have that ∑i hi  θ(ai) = 0,
i.e., r(B) = 0.
Corollary 2.94. Let A be an associative partial kG-module algebra, where G is a finite group,
and let (B, θ) be a globalization. Then, if A is at least s-unital, the globalization is minimal.
Now, we will associate the definitions of Morita equivalence of partial kG-actions and
of Morita equivalence of partial G-actions, as was done for partial actions.
Definition 2.95 ([1]). Let
α = {αg : Dg−1 → Dg} and α′ = {α′g : D′g−1 → D′g}
be regular partial actions of G on algebras A and A′, respectively. We say that α is Morita
equivalent to α′ if:
1. A is Morita equivalent toA′, with strict Morita context (A,A′, AMA′ , A′M ′A, τ, σ), where
M and M ′ are unital bimodules such that M ′DgM = D′g for any g ∈ G;
2. There exists a product partial action θ = {θg : Eg−1 → Eg} of G on C, where C is the
















is α and α′, respectively.



























, ∀a ∈ Dg−1 .
Remember that whenever A is idempotent and α is a regular partial action of G on
an idempotent algebra A and there exist α-projections pg : A → Dg, then the linear map
· : kG ⊗ A → A defined by g · a = αg(pg−1(a)) is a symmetrical partial action (Proposition
2.29).
Lemma 2.96. Let
α = {αg : Dg−1 → Dg} and α′ = {α′g : D′g−1 → D′g}
be Morita equivalent regular partial actions of G on algebras A and A′, respectively, with
product partial action on C given by θ = {θg : Eg−1 → Eg}. Suppose that there exist algebra
morphisms pg : A→ Dg, p′g : A′ → D′g and Pg : C → Eg that are α-projections, α′-projections

























Then the induced partial actions of kG on A and A′ are also Morita equivalent.
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are, respectively, the induced partial actions of kG on

































the induced partial action of kG on A′.
Lemma 2.97. Let A and A′ be idempotent partial kG-module algebras with Morita equivalent
symmetrical partial actions. Then the induced partial actions of G on A and A′ are Morita
equivalent.
Proof. Since A is idempotent, we know that the induced partial action of G on C is regular,
hence by [1] it is a product partial action.
Now, consider the Morita context (A,A′,M,M ′) given by the Morita equivalence of
the symmetrical partial actions of kG on A and on A′. In order to show that the restriction
properties holds, note that
g · g−1 ·M = g · g−1 · AM = (g · g−1 · A)M =M(g · g−1 · A′),
g · g−1 ·M ′ = g · g−1 · A′M ′ = (g · g−1 · A′)M ′ =M ′(g · g−1 · A),
Dg = g · g−1 · A and D′g = g · g−1 · A′. Then, since MD′gM ′ is generated by elements of the
form m(g · g−1 · a)m′, we have that
m(g · g−1 · a)m′ = (g · (g−1m)(g−1 · a))m′
= g · (g−1m)(g−1 · a)(g−1m′)
= g · g−1 · (τ(m, am′)) ∈ Dg.
Moreover, for every g · g−1 · a ∈ Dg, there exist m′is ∈ M and n′is ∈ M ′ such that a =∑
i τ(mi, ni), and as M is a unital right A






g · g−1 · a =
∑
i,j




τ(g(g−1mij)(g · g−1 · bij), g(g−1ni)) ∈MD′gM ′.
Then MD′gM
′ = Dg and analogously M ′DgM = D′g. Hence







g · g−1 · A g · g−1 ·M












































g−1 · g · a 0
0 0
)
= g · g−1 · g ·
(

























is the induced partial






the induced partial action of G on A′.
Another interesting fact, is the relation of the concept of α-modules, presented in [1],
and the concept of partial (A, kG)-modules, presented in [14].
Definition 2.98 ([1]). Let α = {αg : Dg−1 → Dg} be a regular partial action of G on an
algebra A. By a left α-module we mean a left unital A-module M , together with a family of
linear isomorphisms γg : Dg−1M → DgM , such that the following properties are satisfied for
every g, h ∈ G:
1. γ1 is the natural isomorphism M →M ;
2. γg ◦ γh(m) = γgh, for all m ∈ Dh−1D(gh)−1M ;
3. γg(am) = αg(a)γg(m), for all a ∈ Dg−1 ,m ∈ Dg−1M .
Definition 2.99. LetM be a left α-module with structure given by γg : Dg−1M → DgM , where
α is a partial action of G on an algebra A, with α-projections {pg}g∈G. We call γ-projections
a family of algebra epimorphisms qg :M → DgM , such that:
1. q1 :M →M is the identity;
2. q2g = qg;
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3. qgqh = qhqg;
4. qgγk = γkqk−1gq−1k ;
5. qg(am) = pg(a)qg(m).
Proposition 2.100. Let α = {αg : Dg−1 → Dg} be a regular partial action of G on an algebra
A andM be a left α-module. Suppose that α has α-projections {pg}g∈G and γ has γ-projections
{qg}g∈G, then M is a symmetrical partial (A, kG)-module.
Proof. We only need to define the linear map kG⊗M →M by g⊗m → (gm = γg(qg−1(m))).
The calculation is similar to the case for partial actions.
Proposition 2.101. Let M be a partial (A, kG)-module where A is a symmetrical partial kG-
module algebra. Then M is a left α-module, where α is the induced partial action of G on
A.
Proof. We define γg(m) = gm, for every m ∈ Dg−1M , where Dg = g · g−1 · A. In order to
show that this define an α-module structure on M , we use calculations similar to the case of
partial actions. Note also that
g(g−1(am)) = (g · g−1 · a)m,




Now that partial actions on algebras are well understood, we will define the concept of
partial coactions on an algebra in such way that when it has unit, this is a partial coaction, in the
sense presented in [5].
Definition 3.1 ([5]). Let H be a Hopf algebra and A an algebra with unit. A linear map
ρ : A −→ A⊗H is called a partial coaction if the following holds:
1. (I ⊗ εH)ρ(a) = a;
2. ρ(ab) = ρ(a)ρ(b);
3. (ρ⊗ I)ρ(a) = (ρ(1A)⊗ 1H)(I ⊗Δ)ρ(a),
for every a, b ∈ A. In this case, A is called a partial H-comodule algebra. If, additionally,
(ρ ⊗ I)ρ(a) = [(I ⊗ ΔH)ρ(a)](ρ(1A) ⊗ 1H) for every a ∈ A, then ρ is called a symmetrical
partial coaction.
We will use the notation ρ(a) =
∑
a(0)⊗a(1). Moreover, we can show that ifH is finite
dimensional, the linear map ⇀: H∗ ⊗A −→ A, that sends f ⊗ a to f ⇀ a = ∑ a(0)f(a(1)), is
a partial action if and only if ρ is a partial coaction.
3.1 Partial coactions on non unital algebras
Definition 3.2. Let H be a Hopf algebra. A will be called a partial H-comodule algebra if
there exists a linear map ρ : A −→ A⊗H that satisfies, for every a, b ∈ A,
1. (I ⊗ εH)ρ(a) = a;
2. (ρ⊗ I)((b⊗ 1H)ρ(a)) = (ρ(b)⊗ 1H)(I ⊗ΔH)ρ(a);
If, additionally, (ρ⊗ I)(ρ(a)(b⊗ 1H)) = [(I ⊗ΔH)ρ(a)](ρ(b)⊗ 1H) for every a, b ∈ A, ρ will
be called a symmetrical partial coaction.
Note that if A is a partial H-comodule algebra, then we have that for every a, b ∈ A,∑
(ab(0))(0) ⊗ (ab(0))(1) ⊗ b(1) =
∑








(ab)(0) ⊗ (ab)(1) =
∑
a(0)b(0) ⊗ a(1)b(1),
i.e., ρ(ab) = ρ(a)ρ(b). Which means that if A is a partial H-comodule algebra and A has unit,
then A is a partial H-comodule algebra in the usual sense.
Proposition 3.3. Let H be a finite dimensional Hopf algebra.
1. If A is a partial H-comodule algebra with (symmetrical) partial coaction ρ, then A is a
partial H∗-module algebra with (symmetrical) partial action ⇀: H∗ ⊗ A −→ A given
by f ⇀ a =
∑
a(0)f(a(1));
2. If A is a partial H-module algebra with (symmetrical) partial action ·, then A is a partial
H∗-comodule algebra with (symmetrical) partial coaction ρ : A −→ A ⊗ H∗ given by
ρ(a) =
∑
i di · a⊗ pi, where dimH = n, {di}ni=1 is a basis for H and {pi}ni=1 is its dual
basis in H∗.
Theorem 3.4. Let H be a commutative Hopf algebra. If A and B are both (symmetrical)
partial H-comodule algebras, then A ⊗ B is a (symmetrical) partial H-comodule algebra via
ρ(a⊗ b) = ∑ a(0) ⊗ b(0) ⊗ a(1)b(1).
Proof. We ask for H to be commutative because, for every a, b ∈ A, x, y ∈ B,
ρ(a⊗ x)ρ(b⊗ y) =
∑
[a(0) ⊗ x(0) ⊗ a(1)x(1)][b(0) ⊗ y(0) ⊗ b(1)y(1)]
=
∑




(ab)(0) ⊗ (xy)(0) ⊗ (ab)(1)(xy)(1)
=
∑
a(0)b(0) ⊗ x(0)y(0) ⊗ a(1)b(1)x(1)y(1),
hence if H is commutative, then ρ(a⊗ x)ρ(b⊗ y) = ρ(ab⊗ xy).
3.2 Partial coaction on algebras with local units
In this subsection, we will work with algebras with local units. For this, we will present
an equivalent definition of partial coaction.
Proposition 3.5. Let H be a Hopf algebra, A an algebra with local units and S = {eλ}λ∈Λ an
s.l.u. for A. The linear map ρ : A −→ A ⊗ H is a partial coaction if and only if, for every
a, b ∈ A,
1. (I ⊗ εH)ρ(a) = a;
2. ρ(ab) = ρ(a)ρ(b);
3. (ρ⊗ I)ρ(a) = (ρ(eα)⊗ 1H)(I ⊗ΔH)ρ(a), for every eα ∈ S such that (eα ⊗ 1H)ρ(a) =
ρ(a).
The partial coaction ρ is symmetrical if and only if, additionally,
(ρ⊗ I)ρ(a) = [(I ⊗ΔH)ρ(a)](ρ(eβ)⊗ 1H)
for every eβ ∈ S such that ρ(a)(eβ ⊗ 1H) = ρ(a).
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Note that, as for partial actions, if A is a partial H-comodule algebra with local units,
satisfying the conditions 1) − 3) for some s.l.u. S, then the same conditions holds for every
s.l.u. T of A.
Definition 3.6. IfA is a partialH-comodule algebra with local units with (symmetrical) partial
coaction ρ, and for some s.l.u. S = {eλ}λ∈Λ we have that ρ(eα) ∈ eαAeα ⊗ H , then, as
for partial actions, we have that ρ(eαAeβ) ⊆ eαAeβ ⊗ H . In this case, ρ will be called a
(symmetrical) S-categorizable partial coaction.
Since we do not find any mention of partial Hopf comodule categories in the literature,
we will introduce them in the following section.
3.3 Partial comodule categories
Before we suggest the definition of a partial coaction on a linear category, we will
remind the definition of coaction.
Definition 3.7 ([3],[23],[24]). Let H be a Hopf algebra. A linear category C is an H-comodule
category if there exist a family of linear maps ρ = {ρ(x,y) : yCx → yCx ⊗ H}x,y∈C0 such that,
for every yfx ∈ yCx, zgy ∈ zCy,
1. ρ(x,z)(gf) = ρ(y,z)(g)ρ(x,y)(f);
2. ρ(x,x)( x1x) = x1x ⊗ 1H;
3. (I ⊗Δ)ρ(x,y) = (ρ(x,y) ⊗ I)ρ(x,y);
4. (I ⊗ ε)ρ(x,y) = ρ(x,y).
Example 3.8. Consider A = Matn×n(k) with a good G-gradding, where G is a finite group.
Then, the linear category C with n objects and iCj = k is anH-comodule category with coaction
ρ(i,j)(α) = α⊗ g iff Eij ∈ Ag.
3.3.1 Partial coactions
Definition 3.9. LetH be a Hopf algebra. A linear category C is a partialH-comodule category
if there exist a family of linear maps ρ = {ρ(x,y) : yCx → yCx ⊗H}x,y∈C0 such that, for every
yfx ∈ yCx, zgy ∈ zCy,
1. (I ⊗ ε)ρ(x,y) = ρ(x,y)
2. ρ(x,z)(gf) = ρ(y,z)(g)ρ(x,y)(f);
3. (ρ(x,y) ⊗ I)ρ(x,y)(f) = (ρ(y,y)( y1y)⊗ 1H)(I ⊗Δ)ρ(x,y)(f).
In this case, ρwill be called a partial coaction. The partial coaction ρwill be called symmetrical
if, additionally, (ρ(x,y) ⊗ I)ρ(x,y)(f) = (I ⊗Δ)ρ(x,y)(f)[ρ(x,x)( x1x)⊗ 1H ].
Example 3.10. Every H-comodule category is a partial H-comodule category.
Example 3.11. If A is a (symmetrical) partial H-comodule unital algebra, then the unitary
category associated with A is a (symmetrical) partial H-comodule category.
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As for partial actions, if A is a partial H-comodule algebra with local units with
(symmetrical) S-categorizable partial coaction, then the linear category CS(A) is a partial H-
comodule category. Conversely, if C is a (symmetrical) partial H-comodule category, then a(C)
is a (symmetrical) partial H-comodule algebra with local units.
As for algebras, we have the following results that we won’t prove, because they follow
from calculations analogous to the case for unital algebras.
Proposition 3.12. Let H be a finite dimensional Hopf algebra.
1. If C is a partial H-module category, then C is a partial H∗-comodule category;
2. If C is a partial H-comodule category, then C is a partial H∗-module category.
Theorem 3.13. Let H be a commutative Hopf algebra. If A and B are both (symmetrical)
partial H-comodule categories, then A⊗ B is a (symmetrical) partial H-module category.
Corollary 3.14. Let H be a commutative Hopf algebra. If A and B are (symmetrical) partial
H-comodule unital algebras, thenA⊗B is a (symmetrical) partialH-comodule unital algebra.
3.3.2 Globalization
In this subsection we will prove that there always exist a globalization of a symmetrical
partial coaction on a linear category.
Definition 3.15. Let H be a Hopf algebra. A linear semicategory H is an H-comodule semi-
category if there exist a family of linear maps ρ = {ρ(x,y) : yHx → yHx ⊗H}x,y∈H0 such that,
for every yfx ∈ yHx, zgy ∈ zHy,
1. ρ(x,z)(gf) = ρ(y,z)(g)ρ(x,y)(f);
2. (I ⊗Δ)ρ(x,y) = (ρ(x,y) ⊗ I)ρ(x,y);
3. (I ⊗ ε)ρ(x,y)(f) = f .
Proposition 3.16. Let H be an H-comodule semicategory with coaction γ. Suppose C is a
subcategory that is an ideal of H, then C is a symmetrical partial H-comodule category with
partial coaction ρ given by
ρ(x,y)(f) = (1yCy ⊗ 1H)γ(x,y)(f)
= γ(x,y)(f)(1xCx ⊗ 1H),
for every f ∈ yCx.
Following the idea presented in [5], we will prove that every partial coaction on a linear
category has a globalization.
Definition 3.17. Let H be a Hopf algebra and C a partial H-comodule category with symmet-
rical partial coaction ρ. A globalization, or enveloping coaction, of ρ is a pair (B, F ), where
1. B is an H-comodule semicategory, with coaction γ;
2. F : C → B is a faithful C0-semifunctor and F (C) is the ideal of B generated by the central
idempotent e = {F ( x1x)}x∈C0;
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3. B is generated by F (C) as H-comodule semicategory, i.e., for every x, y ∈ C0 = B0, the
set yBx is generated as vector space by monomials wk · · ·w1, where wi = h∗i ⇀ f i =
(I ⊗ h∗)γ(f i), with h∗i ∈ H∗, f i ∈ xi+1Cxi and x1 = x, xk = y.
4. F intertwines the partial coaction on C and the induced partial coaction on F (C), i.e.,
for every f ∈ yCx, we have that (F ⊗ I)ρ(x,y)(f) = (F ( y1y) ⊗ 1H)γ(x,y)(F (f)) =
γ(x,y)(F (f))(F ( x1x)⊗ 1H).
Let C be a partial H-comodule category with symmetrical partial coaction ρ.
Consider the category A = C ⊗ H , where yAx = yCx ⊗ H . Note that A is a H-
comodule category with coaction δ(x,y) = IyCx ⊗ Δ, for every x, y ∈ C0. Let B be the sub-
semicategory generated by ρ(C), where ρ is seen as a C0-semifunctor. In other words, for
every x, y ∈ C0, the set yBx is generated as vector space by monomials wk · · ·w1, where
wi = h∗i ⇀ f
i, with h∗i ∈ H∗, f i ∈ xi+1Cxi and x1 = x, xk = y. Note that, in this case,
⇀ is given by
h∗ ⇀ ρ(x,y)(f) = (IyCx ⊗ h∗)δx,y(ρ(x,y)(f))
= (IyCx ⊗ h∗)(IyCx ⊗Δ)ρ(x,y)(f)
=
∑
f (0) ⊗ (f (1))(1)h∗((f (1))(2)).
Theorem 3.18. The pair (B, ρ), as above, is a globalization of the symmetrical partial coaction
ρ.
Proof. Since the other axioms of globalization hold, by hypothesis, and ρ is a faithful functor
because of the property 1) of partial coaction, we only need to verify that ρ(C) is the ideal of
B generated by the central idempotent e = {ρ(x,x)( x1x)}x∈C0 . In fact, let w = wk · · ·w1 be a
monomial in yBx. First, we must prove that ρ(y,y)( y1y)w and wρ(x,x)( x1x) lie in ρ(x,y)( yCx).
In fact, we will prove that ρ(y,z)(f)w ∈ ρ(x,z)( zCx) for every f ∈ zCy and every z ∈ C0. Let
h∗ ∈ H∗, g ∈ yCx and f ∈ zCy, then
ρ(y,z)(f)(h
∗ ⇀ g) =
∑






(0) ⊗ f (1) y1(1)y (g(1))(1)h∗((g(1))(2))
=
∑








The fact that wρ(z,x)(f) ∈ ρ(z,y)( yCz) for every f ∈ xCz and every z ∈ C0, is proved anal-
ogously using the fact that ρ is symmetrical. Hence, particularly, ρ(y,y)( y1y)(h
∗ ⇀ g) =
ρ(x,y)(g
(0)h∗(g(1))) = (h∗ ⇀ g)ρ(x,x)( x1x), which means that ρ(C) is the ideal of B generated
by the central idempotent e = {ρ(x,x)( x1x)}x∈C0 .
3.4 Globalization of a partial coaction
In [5], Alves and Batista proved that every partial coaction on a unital algebra has
an enveloping coaction. In this section we will show that this statement also holds for partial
coactions on a more general class of algebras.
Chapter Three 71
Definition 3.19 ([5]). Let H be a Hopf algebra and A a partial H-comodule unital algebra
with coaction ρ. A pair (B, θ) is called an enveloping coaction, or globalization, for ρ if:
1. B is an H-comodule algebra with coaction γ;
2. θ : A −→ B is a monomorphism of algebras;
3. θ(A) is an ideal of B;
4. (θ ⊗ I)ρ(a) = (θ(1A)⊗ 1H)γ(θ(a)), for all a ∈ A;
5. B is generated by θ(A) as an H-comodule.
The item 4) means that θ is a morphism of partial coactions, where θ(A) has the induced partial
coaction γ(θ(a)) = (θ(1A)⊗ 1H)γ(θ(a)).
3.4.1 Quasi-globalization
Definition 3.20. Let A be a partial H-comodule algebra with symmetrical partial coaction ρ.
A pair (B, θ) will be called a quasi-globalization for the partial coaction ρ if,
1. B is an H-comodule algebra with coaction γ;
2. θ : A −→ B is a monomorphism of algebras;
3. θ(A) is an ideal of B;
4. (θ⊗I)((b⊗1H)ρ(a)) = (θ(b)⊗1H)γ(θ(a)), (θ⊗I)(ρ(a)(b⊗1H)) = γ(θ(a))(θ(b)⊗1H),
for every a, b ∈ A;
5. B is generated by θ(A) as H-comodule.
Note that when A has unit, (B, θ) is a quasi-globalization if and only if is a globaliza-
tion in the classical sense.
As in the classical case, A⊗H has the trivial comodule structure given by δ = I ⊗Δ
and let B be the subcomodule algebra of A ⊗ H generated by ρ(A), i.e., B is generated as
algebra by H∗ ⇀ ρ(A), where h∗ ⇀ ρ(a) = (I ⊗ h∗)δ(ρ(a)) and
δ(ρ(a)) = (IA⊗H ⊗Δ)(
∑
a(0) ⊗ a(1)) =
∑
a(0) ⊗ (a(1))(1) ⊗ (a(1))(2),
in other words, h∗ ⇀ ρ(a) =
∑
a(0) ⊗ (a(1))(1)h∗((a(1))(2)).
Theorem 3.21. Let ρ : A → A ⊗ H be a symmetrical partial coaction. Then (B, ρ) is a
quasi-globalization for ρ.
Proof. As item 1) and 5) are hypothesis, let us begin by proving item 2). Suppose that ρ(a) =
ρ(b), since a = (I ⊗ εH)ρ(a) = (I ⊗ εH)ρ(b) = b and ρ(xy) = ρ(x)ρ(y) for every x, y ∈ A,
we have that ρ is a monomorphism of algebras. Now, take a, b ∈ A and h∗ ∈ H∗, then
(ρ⊗ I)((b⊗ 1H)ρ(a)) = (ρ(b)⊗ 1H)(I ⊗Δ)ρ(a)
⇓














= ρ(b)(h∗ ⇀ ρ(a)) ∈ ρ(A).
Hence ρ(A) is a right ideal of B. To show that ρ(A) is also a left ideal, we use analogous cal-
culation and the hypothesis that ρ is symmetrical. Finally, item 4) is an immediate consequence
of ρ be a symmetrical partial action.
3.4.2 Globalization of a partial coaction on an algebra with local units
As for partial actions, in this section we will prove that every partial coaction on an
algebra with local units has a globalization, i.e., is a restriction of a global action to an ideal.
Remark 3.22. Let B be an H-comodule algebra with coaction ρ, A an ideal with local units of
B, and let S = {eλ}λ∈Λ be an s.l.u. for A. If (eα ⊗ 1H)ρ(a) = ρ(a)(eβ ⊗ 1H) for every a ∈ A
and α, β ∈ Λ such that eαa = a = aeβ , then the linear map ρ(a) = (eα ⊗ 1H)ρ(a), where
a ∈ A and eαa = a, is a symmetrical partial coaction.
Definition 3.23. Let H be a Hopf algebra, A a partial H-comodule algebra with coaction ρ
and S = {eλ}λ∈Λ an s.l.u. for A. The pair (B, θ) is an enveloping coaction, or globalization,
for the partial coaction ρ if
1. B is an H-comodule algebra with coaction γ;
2. θ : A −→ B is a monomorphism of algebras;
3. θ(A) is an ideal of B;
4. (θ(eα)⊗ 1H)γ(θ(a)) = γ(θ(a))(θ(eβ)⊗ 1H) for every pair of local units eα, eβ ∈ S such
that (eα ⊗ 1H)ρ(a) = ρ(a) = ρ(a)(eβ ⊗ 1H), and
(θ ⊗ I)ρ(a) = (θ(eα)⊗ 1H)γ(θ(a)),
for every eα ∈ S such that (eα ⊗ 1H)ρ(a) = ρ(a);
5. B is generated by θ(A) as H-comodule.
Item 4) means that θ is a morphism of partial coactions.
Note that (B, θ) is a quasi-globalization for a partial coaction on an algebra with local
units, then (B, θ) is actually a globalization.
Theorem 3.24. Let H be a Hopf algebra, A a partial H-comodule algebra with local units
with symmetrical partial coaction ρ, and let S = {eλ}λ∈Λ be an s.l.u. for A. Then (B, ρ) is an
enveloping coaction for ρ, where B is the subcomodule algebra of A⊗H generated by ρ(A).
Proof. It’s a consequence of the Theorem 3.21.
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3.5 The minimal globalization of a partial action by a finite
dimensional Hopf algebra
In [5] there is a description of the globalization of a coaction via the globalization of
the induced partial action. Here, we will prove that when H is finite dimensional, the minimal
globalization of a partial action coincides with a globalization of the induced partial coaction.
Proposition 3.25. Let H be a finite dimensional Hopf algebra, A an associative algebra and
· : H ⊗ A → A a symmetrical partial action. Let ρ : A → A ⊗ H∗ be the induced partial
coaction ρ(a) =
∑n
i=1 hi · a ⊗ h∗i , where {hi}ni=1 is the basis of H and {h∗i }ni=1 its dual basis,
and consider the action ⇀: H⊗A⊗H∗ → A⊗H∗ given by h ⇀ a⊗ k∗ = ∑ k∗(2)(h)a⊗ k∗(1).
Then, (H ⇀ ρ(A), ρ) is the minimal quasi-globalization of · : H ⊗ A→ A.
Proof. First, let us prove that B = H ⇀ ρ(A) is an H-module algebra. For this, we only need
to prove that
(hk ⇀ ρ(a))(hl ⇀ ρ(b)) = [
n∑
i=1
(h∗i )(2)(hk)hi · a⊗ (h∗i )(1)][
n∑
j=1
(h∗j)(2)(hl)hj · b⊗ (h∗j)(1)] ∈ B,




(h∗i )(2)(hk)hi · a⊗ (h∗i )(1)][
n∑
j=1
(h∗j)(2)(hl)hj · b⊗ (h∗j)(1)]

















j)(h(2)hl)(hi · a)(hj · b)
=
∑
(h(1)hk · a)(h(2)hl · b)
=
∑
(h(1)(hk)(1) · a)(h(2)(hk)(2)S((hk)(3))hl · b)
=
∑










i )(2)((hk)(1))hi · a(S((hk)(2))hl · b))
= (I ⊗ h)(
∑
i
(h∗i )(2)((hk)(1))hi · a(S((hk)(2))hl · b))⊗ (h∗i )(1))
= (I ⊗ h)(
∑










(hk)(1) ⇀ ρ(a(S((hk)(2))hl·b)) ∈ B.
The others requisites but the minimality, follow from
ρ(a(k · b)) = ρ(a)(k ⇀ ρ(b))
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ρ((k · b)a) = (k ⇀ ρ(b))ρ(a).
Finally, for the minimality, suppose that
∑
i kh




hi ⇀ ρ(ai)) = (I ⊗ k)(
∑
i,j
hi ⇀ hj · ai ⊗ h∗j)

















i ⇀ ρ(ai) = 0.
This proposition can be illustrated by the following commutative diagram












where θ is the natural isomorphism.





















Example 3.27. Consider A = k and G a finite group. The minimal globalization of a partial




Example 3.28. Let G be a finite group and A a partially G-graded associative algebra, i.e., A





pg · a⊗ g,
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and
ph ⇀ ρ(a) = ph · a⊗ h.
Then the minimal globalization of the original partial action is given by an algebra that is
generated as vector space by the elements pg · a⊗ g, with g ∈ G and a ∈ A. Note also that
pgh · (a(ph · b)) =
∑
t∈G
(pght−1 · a)(ptph · b)
= (pg · a)(ph · b),
then we can identify the minimal globalization as the G-graded algebra B = ⊕g∈GBg, where
Bg = pg · A, and the monomorphism of algebras θ : A→ B is given by θ(a) =
∑
g∈G pg · a.
Note that if we consider a partial G-grading on the algebra with local units A =
FMatN(k), then its minimal globalization is B = ⊕g∈Gpg · FMatN(k), which can be iden-
tified with a subalgebra of FMatN(kG), even if the partial grading is not good.
Proposition 3.29. The minimal globalization of any partial G-grading of FMatN(k) is a sub-
algebra of FMatN(kG).
Chapter 4
Partial Hopf actions and the partial
invariant subalgebra
The goal of this section is to extend the result presented in [7] by Alves and Batista,
where they proved that under some conditions, there exist a strict Morita context between the
subalgebra of the partial invariants AH and the partial smash product A#H .
4.1 Partial invariants
Let · : H ⊗ A → A be a partial action. In [7], the authors considered a unital partial
H-module algebra A and assumed that for every h ∈ H , the elements h · 1A lied in the center
of A. With this, they defined the set of invariants of the partial action as the subalgebra
AH = {a ∈ A; h · a = a(h · 1A), ∀h ∈ H}.
Definition 4.1. Let A be an associative partial H-module algebra. We define the partial invari-
ant subalgebra of A the subspace
AH = {a ∈ A |h · (ab) = a(h · b) and h · (ba) = (h · b)a, ∀b ∈ A, h ∈ H}.
Different from the unital case where AH is a unital (sub)algebra, because 1A ∈ AH ,
when A does not have unit, we can say nothing about the structure of AH . In fact, even if A has
a system of local units S and the partial action of H on A is S-categorizable, we only know that
every e ∈ S is in (eAe)H , because
h · a = e(h · a) = (h · a)e
for every a ∈ eAe, but e is not necessarily in AH , i.e., we don’t know if AH also has local units.
Actually, AH may be neither an idempotent algebra.
Now, considering ρ : A → A ⊗ H a partial coaction, when A has unit, Alves and
Batista defined in [7] de set of coinvariants of the partial coaction as
AcoH = {a ∈ A; ρ(a) = aρ(1A), ∀h ∈ H},
which is also a subalgebra of A.
Definition 4.2. Let A be a partial H-comodule algebra. We define the partial coinvariant
subalgebra of A the subspace
AcoH = {a ∈ A | ρ(ab) = aρ(b) and ρ(ba) = ρ(b)(a⊗ 1H), ∀b ∈ A}.
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4.2 Morita context
As in [7], we will consider H a finite dimensional Hopf algebra and the partial action
on the associative algebra A will be considered symmetrical.
As H is finite dimensional, there exist a nonzero left integral t ∈ H and we can define
the partial trace map t̂ : A→ A, t̂(a) = t · a.
Lemma 4.3. t̂ is an AH-module map from A to AH .
We will show that, under some assumptions, there exist a Morita context between the
partial invariant subalgebra AH and the partial smash product algebra A#H .
First, since the Hopf algebra H is finite dimensional, we have that the antipode SH is




sional. Then, if t ∈ ∫ 
H
, we have that th ∈ ∫ 
H
for every h ∈ H , hence th = ξ(h)t for some
scalar ξ(h), and this define an algebra morphism ξ : H → k.
Lemma 4.4. Given c ∈ A and ∑ a(h(1) · b)#h(2) ∈ A#H , the maps
(
∑








H (h(1)) · ca)b
define left and right A#H-module structures on A. Moreover, considering the canonical left
and right AH-module structures on A, we have that A is both an (AH , A#H)-bimodule and
(A#H,AH)-bimodule.
Proof. First, note that since every associative partial H-module algebra A has a partial (A,H)-
module structure that induce an action of A#H , which is the first mapping, we have that it is




b(k(1) · y)#k(2) ∈ A#H and c ∈ A. Then, for





b(k(1) · y)#k(2)))  c = (
∑
a(h(1) · (xb(k(1) · y))#h(2)k(2))  c
= (
∑
a(h(1) · (xb))(h(2)k(1) · y)#h(3)k(2))  c
= (
∑
a(h(1) · (xb))((h(2)k)(1) · y)#(h(2)k)(2))  c
=
∑
a(h(1) · (xb))(h(2)k · (yc))
= a(h · (xb(k · (yc))))
= (
∑
a(h(1) · x)#h(2))  (b(k · (yc))
= (
∑
a(h(1) · x)#h(2))  ((
∑
b(k(1) · y)#k(2)))  c).
And for the right A#H-module structure, we have
(c  (
∑
a(h(1) · x)#h(2))) (
∑



































−1((h(2)k)(1)) · ca(h(1) · xb)]y
=c  (
∑








c(h(1) · x)#h(2) ∈ A#H , a ∈ A and b ∈ AH . Then
(ba)  (
∑












= b(a  (
∑
c(h(1) · x)#h(2))).
On the other side,
((
∑
c(h(1) · x)#h(2))  a)b = c(h · xa)b
= c(h · xab)
= (
∑
c(h(1) · x)#h(2))  (ab).
For the Morita context we will use the same maps defined in [7], which are
[·, ·] : A⊗AH A −→ A#H




〈·, ·〉 : A⊗A#H A −→ AH
a⊗ b → 〈a, b〉 = t̂(ab) = t · ab.
Lemma 4.5. The maps [·, ·] and 〈·, ·〉 are well-defined.








Now, take a, b ∈ A and ∑ c(h(1) · x)#h(2) ∈ A#H , then
〈a  (
∑
c(h(1) · x)#h(2)), b〉 = 〈
∑
ξ(h(2))(S
−1(h(1)) · ac)x, b〉
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−1(h(2)) · (ac(h(1) · xb))
= t · (ac(h · xb))
= 〈a, c(h · xb)〉
= 〈a, (
∑
c(h(1) · x)#h(2))  b〉.
Theorem 4.6. (A#H,AH , A#HAAH , AHAA#H , [·, ·], 〈·, ·〉) is a Morita context.
Proof. We must check that both [·, ·] and 〈·, ·〉 are bimodule maps. First, since t̂ is an AH-
bimodule map, we have that 〈·, ·〉 is an AH-bimodule map. Now, take a, b ∈ A and ∑ c(h(1) ·
x)#h(2) ∈ A#H , then
[(
∑
c(h(1) · x)#h(2))  a, b] = [c(h · xa), b]
=
∑
c(h · xa)(t(1) · b)#t(2)
=
∑
c(h(1)εH(h(2)) · xa)(t(1) · b)#t(2)
=
∑
c(h(1) · xa)(εH(h(2))t(1) · b)#t(2)
=
∑
c(h(1) · xa)((εH(h(2))t)(1) · b)#(εH(h(2))t)(2)
=
∑
c(h(1) · xa)((h(2)t)(1) · b)#(h(3)t)(2)
=
∑








c(h(1) · x)#h(2))[a, b].
For the right hand side
[a, b  (
∑




H (h(1)) · bc)x]
=
∑
a(t(1) · (ξ(h(2))S−1H (h(1)) · bc)x))#t(2)
=
∑
a((ξ(h(2))t)(1) · (S−1H (h(1)) · bc)x))#(ξ(h(2))t)(2)
=
∑
a((th(2))(1) · (S−1H (h(1)) · bc)x))#(th(2))(2)
=
∑









a(t(1) · bc)(t(2)h(1) · x)#t(3)h(2)
=
∑









Finally, we must check the associativity of the brackets, i.e., [a, b]  c = a〈b, c〉 and a  [b, c] =
〈a, b〉c. For this, take a, b, c ∈ A, then
[a, b]  c = (
∑
a(t(1) · b)#t(2))  c = a(t · bc) = a〈b, c〉,
and







H (t(1)) · ab)c
= (t · ab)c
= 〈a, b〉c,




H (t(1)), as we can see in [16].
4.3 Partial Hopf Galois theory
In this section we will adapt the Partial Hopf Galois theory for algebras without identity
in order to present some conditions for the Morita context (A#H,AH , A,A, [·, ·], 〈·, ·〉) be strict.
First, in the case where A is a unital algebra, given a partial coaction ρ : A → A ⊗ H , we
can define an A-bimodule structure on A ⊗ H: the left A-module structure is given by the
multiplication of A and the right A-module structure is given by (a ⊗ h)b = ∑ ab(0) ⊗ hb(1),
where ρ(b) =
∑






A ⊗ h1(1)A ; a ∈ A, h ∈ H}.
Following the same construction, when A does not have unit, the tensor product A⊗H still is
an A-bimodule and we consider the unital right submodule of A⊗H
A⊗H = (A⊗H)A.
Note that when A2 = A, A⊗H is unital as left A-module.
Definition 4.7. Let ρ : A → A ⊗ H be a partial coaction. The extension AcoH ⊂ A will
be called partial H-Hopf Galois if the canonical map β : A ⊗AcoH A → A⊗H , given by
β(a⊗ b) = ∑ ab(0) ⊗ b(1), is a surjective A-bimodule map.
Analogously to the case where A is unital, as can be seen in [7], we have the following
result.
Lemma 4.8. If H is a finite dimensional Hopf algebra, A is a partial H-module algebra and
ρ : A→ A⊗H∗ is the induced partial H∗-comodule structure on A, then AH = AcoH∗ .
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This last lemma says that when H is finite dimensional, we may consider on a partial
H-module algebra A the induced structure of partial H∗-comodule algebra and, since AH =
AcoH
∗
, we consider the map β : A⊗AH A→ A⊗H∗.
Theorem 4.9. Let H be a finite dimensional Hopf algebra, 0 = t ∈ ∫ 
H
, A a partial H-module
algebra and A2 = A. Suppose that the canonical map β : A ⊗AH A → A⊗H∗ is surjective.
Then
1. For every c ∈ A, there exists ac1, · · · , ack and bc1, · · · , bck in A such that φci : A → AH
given by φci(a) = t · (bcia) is a right AH-module map and ca =
∑k
i=1 aciφci(a) for every
a ∈ A. Hence A is a right unital AH-module and for every c ∈ A, every subspace cA is
finitely generated as right (unital) AH-module;
2. If tA(A⊗AH A) = {x ∈ A⊗AH A; ax = 0, ∀a ∈ A} = 0, then β is bijective.
Proof. For item 1), we will consider the isomorphism
θ : H∗ → H
f → θ(f) = t ↼ f =
∑
f(t(1))t(2),
presented in [16]. Then there exists T ∈ H∗ such that 1H =
∑
T (t(1))t(2). For a fixed c ∈ A,
as β is surjective, there exist ac1, · · · , ack and bc1, · · · , bck in A such that
c(0) ⊗ Tc(1) = β(
k∑
i=1





ci ⊗ b(1)ci .
Now, take a ∈ A, then
ca = 1H · ca = (t ↼ T ) · ca
=
∑










































For item 2), consider the maps










Note that β′ = ϕβ. Then, if
∑m
j=1 aj ⊗ bj ∈ kerβ, we have 0 = ϕβ(
∑m
j=1 aj ⊗ bj) =∑
j a
(0)
j bj ⊗ a(1)j . Hence, for every c ∈ A, we have
m∑
j=1
































j )(t)bj) = 0,
since tA(A⊗AH A) = 0, we have that
∑k
j=1 aj ⊗ bj = 0, hence β is injective.
For the next corollary, we will need the following definition that appears in [10].
Definition 4.10 ([22]). Let I be a partially ordered set and R a ring. A direct system of R-
modules over I is a family {Mi}i∈I of R-modules together with a family of morphisms
ψji :Mi →Mj
for i ≤ j such that ψii = idMi ψjiψkj = ψki whenever i ≤ j ≤ k.
Definition 4.11 ([10]). Let A be a ring with local units. A unital A-module P is a locally
projective module if there exist a direct system (Pi)i∈I of finitely generated projective direct
summands of P together with projections ψi : P → Pi such that ψi factors through ψj whenever
i ≤ j, and such that lim−→Pi = P .
Example 4.12. If A is an algebra with local units, then AA is a locally projective right A-
module, because for every local unit eα of A, the unital right A-module eαA is a finitely
generated projective A-module. In fact, note that for every local unit eα of A, we have that
A = eαA⊕ (1− eα)A, where
(1− eα)A = {a ∈ A; eαa = 0}.
Then, we have that every eαA is a finitely generated right A-module that is a direct summand.
To show that every eαA is projective (as right A-module), note that every right A-module map
g : eαA → N is determined by g(eα). Then, given a surjective right A-module map f : M →
N , we determine the right A-module map h : eαA→M by h(eα) = m′, where m′ is chosen in








 N  0.
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Corollary 4.13. Let H be a finite dimensional Hopf algebra, 0 = t ∈ ∫ 
H
, and let A be a partial
H-module algebra with s.l.u. S = {eλ}λ∈Λ, such that the canonical map β : A ⊗AH A →
A⊗H∗ is surjective. Then
1. For every eλ ∈ S, there exist aλ1, · · · , aλn and bλ1, · · · , bλn in A such that φλi : A→ AH
given by φλi(a) = t · (bλia) is a right AH-module map and a =
∑n
i=1 aλiφλi(a) for every
a ∈ eλA. Then every subspace eλA is a finitely generated projective right AH-module,
hence A is a locally projective right unital AH-module;
2. β is bijective.
Proof. The fact that, in this case, every subspace eλA is a projective right AH-module, follows
from [22], because we provide a projective basis for every eλA.
Theorem 4.14. Let H be a finite dimensional Hopf algebra with a nonzero integral t, A a
partial H-module algebra and A2 = A. The following statements are equivalent:
1. AH ⊂ A is a partial H∗-Galois extension;
2. [·, ·] : A⊗AH A→ A#H is surjective.
Proof. Let θ : H∗ → H be the H-module isomorphism f → (t ↼ f = ∑ f(t(1))t(2)). Then,
we can easily prove that [a, b] = (I ⊗ θ)β(a ⊗ b). Hence, β is surjective if and only if [·, ·] is
surjective.
Example 4.15. Consider the s-unital algebra P = C0(R) with the kZ2-action as in Example
4.6. Is easy to see that P kZ2 = {f ∈ P | f(x) = f(−x), ∀x ∈ R}. First, we will write + for
the addition in kZ2 as vector space and the multiplication for the operation of the group, then
t = 0 + 1 is a left integral of kZ2. Since t · f = 2f for every f ∈ P kZ2 , we have that the
map t̂ is surjective. Now, note that for every f ∈ P , we have that f ⊗ p1 ∈ A⊗ kZ2 . Define
g′(x) = g(−x), for every g ∈ P , and suppose that the canonical map β : P⊗PkZ2P → A⊗ kZ2









i ⊗ p1, i.e., for every x ∈ R,
∑n
i=1 fi(x)gi(x) = 0 and∑n
i=1 fi(x)gi(−x) = f(x), then we must have f(0) = 0. Hence β is not surjective.
Example 4.16. Let G be a finite abelian group and set A = FMatN(k). Assume that the
partial action · : kG⊗A→ A is a walker partial action (see Definition 5.20) given by g ·Eij =
δgH,HαijEij (see Proposition 5.21), where H is a subgroup of G. Then A⊗ kG is generated by
the elements
(Ei(gk) ⊗ pg)Ekj =
∑
h∈G









= δgH,Hαkj(g)E(gk)(gj) ⊗ pg,
and β : A⊗AkG A→ A⊗ kG is given by
β(Eij ⊗ Ekl) =
∑
g∈G











= αkj(g)E(gk)(gj) ⊗ pg,
for every g ∈ H . Therefore, the extension AkG ⊆ A is partial kG-Hopf Galois.
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On partial actions and partial
representations of H  L
By Majid [20], whenever we have a matched pair of Hopf algebras (H,L), we can
construct a new Hopf algebra H  L. In this section, we will study the relations of the actions,
partial actions, representations and partial representations of H  L and the actions, partial
actions, representations and partial representations of H and L.
5.1 Actions of H  L
First we will investigate when an H-action and an L-action on an associative algebra
A induce an H  L-action on A.
We begin by recalling the definition of a matched pair of Hopf algebras and of the
double crossed product associated to a matched pair, according to Majid.
Remark 5.1. A left (right) H-module coalgebra is a coalgebra C in the category of the left
(right) H-modules.
Definition 5.2 ([20]). Let H , L be Hopf algebras. The pair (H,L, , ) is a right-left matched
pair if L is a right H-module coalgebra with action  and H is a left L-module coalgebra with
action  such that:
1. (xy)  h =
∑
(x  (y(1)  h(1)))(y(2)  h(2));
2. x  (gh) =
∑
(x(1)  g(1))((x(2)  g(2))  h);
3. x  1H = εL(x)1H;
4. 1L  h = εH(h)1L;
5.
∑
x(1)  h(1) ⊗ x(2)  h(2) =
∑
x(2)  h(2) ⊗ x(1)  h(1),
for every g, h ∈ H , x, y ∈ L.
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As we can see in [20], given a right-left matched pair (H,L, , ), we have that the
double crossed product H  L built on the vector space H ⊗ L is a Hopf algebra with multi-
plication
(g ⊗ x)(h⊗ y) =
∑
(g(x(1)  h(1)))⊗ ((x(2)  h(2))y)
with 1H ⊗ 1L as unit, and coalgebra structure given by the tensor product of coalgebras. The
antipode is given by
SHL(h⊗ x) = (1H ⊗ SL(x))(SH(h)⊗ 1L).
Note that the canonical inclusions of H and L in H  L are morphisms of Hopf
algebras, then every action of H  L on an associative algebra A induce actions of H and L on
A.
From now on, we will say that (H,L, , ) is a matched pair of Hopf algebras, instead
of right-left matched pair.
Definition 5.3. Let (H,L, , ) be a matched pair of Hopf algebras and A an associative al-
gebra. Suppose that A is an H-module algebra with action ·H and an L-module algebra with
action ·L, if there exist an action of H  L on A such that the induced actions of H and L on
A coincide with ·H and ·L, respectively, we will say the (·H , ·L) is an admissible pair of actions.
Proposition 5.4. Let (H,L, , ) be a matched pair of Hopf algebras and A an associative
algebra. Suppose that A is an H-module algebra with action ·H and an L-module algebra
with action ·L. Then (·H , ·L) is an admissible pair of actions if and only if x ·L h ·H a =∑
(x(1)  h(1)) ·H (x(2)  h(2)) ·L a, for every x ∈ L, h ∈ H .
Proof. If (·H , ·L) is an admissible pair of actions then for every x ∈ L, h ∈ H , we have that
x ·L h ·H a = (1H ⊗ x) · (h⊗ 1L) · a
=
∑
(x(1)  h(1) ⊗ x(2)  h(2)) · a
=
∑
((x(1)  h(1) ⊗ 1L)(1H ⊗ x(2)  h(2))) · a
=
∑
(x(1)  h(1) ⊗ 1L) · (1H ⊗ x(2)  h(2)) · a
=
∑
(x(1)  h(1)) ·H (x(2)  h(2)) ·L a.
Now, suppose that this equality holds and define (h ⊗ x) · a = h ·H x ·L a, then clearly (1H ⊗
1L) · a = a and
(g ⊗ x) · (h⊗ y) · a = g ·H x ·L h ·H y ·L a
=
∑
g ·H (x(1)  h(1)) ·H (x(2)  h(2)) ·L y ·L a
=
∑
(g(x(1)  h(1))⊗ (x(2)  h(2))y) · a
=
∑
((g ⊗ x)(h⊗ y)) · a,
for every g, h ∈ H , x, y ∈ L.
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5.2 Partial actions of H  L
Now we will investigate some (symmetrical) partial actions ofH  L, on some classes
of associative algebras, induced by partial actions of H and L when one of them is actually a
global action. We don’t consider partial actions of H  L induced by strictly partial actions of
H and L, because in this case we don’t even know how the induced partial actions of H  L
would work.
This study is motivated by the fact that every partial action of H  L induces actions
of H and L.
Definition 5.5. Let (H,L, , ) be a matched pair of Hopf algebras. Let A be an H-module
algebra with action ·H and a partial L-module algebra with partial action ·L. If there exist a
partial action of H  L such that its restriction to H and L yield the original partial actions,
we will say that (·H , ·L) is an admissible pair of partial actions of type 1.
Note that if we consider partial actions on an associative algebra A with r(A) = 0 and
suppose that H and L have bijective antipode, if both partial actions are global actions, then the
induced partial action of H  L on A must be also global. In fact, if the global action of H and
L on A induce a partial action of H  L, namely ·, we have that




L (x(1)) ·L b)(x(3) ·L h ·H a)
=
∑
x(2) ·L ((S−1L (x(1)) ·L b)(h ·H a))
=
∑
(1H ⊗ x(2)) · ((1H ⊗ S−1L (x(1))) · b)((h⊗ 1L) · a)
=
∑
(1H ⊗ x(2)) · (1H ⊗ S−1L (x(1))) · b)((1H ⊗ x(3))(h⊗ 1L) · a)
=
∑
(x(2) ·L S−1L (x(1)) ·L b)((1H ⊗ x(3))(h⊗ 1L) · a)
=
∑
εL(x(1))b((1H ⊗ x(2))(h⊗ 1L) · a)
= b(1H ⊗ x)(h⊗ 1L) · a
=
∑
b(x(1)  h(1) ⊗ x(2)  h(2)) · a,
for every a, b ∈ A, x ∈ L, h ∈ H . Analogously, we also have that




H (h(1)) ·H b)(h(3) ·H x ·L a)
=
∑
h(2) ·H [(S−1H (h(1)) ·H b)(x ·L a)]
=
∑
h(2) ⊗ 1L · [(S−1H (h(1))⊗ 1L · b)(1H ⊗ x · a)]
= b(h⊗ x · a),
then we must have that
b(x ·L h ·H a) =
∑
b((x(1)  h(1) ⊗ x(2)  h(2)) · a)
=
∑
b((x(1)  h(1)) ·H (x(2)  h(2)) ·L a),
and since r(A) = 0,
(x ·L h ·H a) =
∑
(x(1)  h(1) ⊗ x(2)  h(2)) · a,
that is the necessary and sufficient condition for · be a global action, as proved previously.
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By a similar calculation, we can prove the same fact if we consider that all partial
actions involved are symmetrical and if we assume that l(A) = 0, but in this case H and L
don’t need to have bijective antipodes.
Now we will present some properties of SH and SL when (H,L, , ) is a matched pair
of Hopf algebras, that will be useful later.
Lemma 5.6. Let (H,L, , ) be a matched pair of Hopf algebras. Then
• SH(x  h) = (x  h(1))  SH(h(2));
• SL(x  h) = SL(x(1))  (x(2)  h).
Proof. We will prove only the second equation, because the first one is proved analogously.
Since L is an H-module coalgebra, we have that εL(x  h) = εL(x)εH(h), then∑
SL(x(1))  (x(2)  h) =
∑
SL(x(1))  (x(2)  h(1))εL(x(3))εH(h(2))
=
∑
SL(x(1))  (x(2)  h(1))εL(x(3)  h(2))
=
∑
SL(x(1))  (x(2)  h(1))(x(3)  h(2))(1)SL((x(3)  h(2))(2))
=
∑
SL(x(1))  (x(2)  h(1))(x(3)  h(2))SL(x(4)  h(3))
=
∑




= SL(x  h).
Note that we use the properties 1) and 4) of matched pair of Hopf algebras.
In a similar way, we can prove the following result.
Lemma 5.7. Let H and L be Hopf algebras where H is an L-module bialgebra. Then SH is a
morphism of L-modules.
Lemma 5.8. Let (H,L, , ) be a matched pair of Hopf algebras, A an associative algebra that
is an H-module algebra with action ·H and a partial L-module algebra with partial action ·L.
Suppose that (·H , ·L) is an admissible pair of partial actions of type 1. If r(A) = 0 and H has
bijective antipode , or l(A) = 0 and all partial actions involved are symmetrical, then
1. (h⊗ x) · a = h ·H x ·L a;
2. x ·L (b(h ·H a)) =
∑
(x(1) ·L b)((x(2)  h(1) ⊗ x(3)  h(2)) · a).
Proof. Item 1) follows from previous calculation and item 2) is an immediate consequence of
the induced partial action · of H  L on A.
Observation 5.9. If we assume that A has unit, then H don’t need to have bijective antipode
on the previous lemma to prove the first equality, because we can use h ·H 1A = εH(h)1A.
Proposition 5.10. Let (H,L, , ) be a matched pair of Hopf algebras,A an associative algebra
that is an H-module algebra with action ·H and a partial L-module algebra with partial action
·L. If r(A) = 0 and H has bijective antipode, then (·H , ·L) is an admissible pair of partial
actions of type 1 if and only if the map (h ⊗ x) · a = h ·h x ·L a determines a partial action of
H  L on A, and this holds if and only if∑
(x(1) ·L b)(x(2) ·L h ·H y ·L a) =
∑
(x(1) ·L b)((x(2)  h(1)) ·H ((x(3)  h(2))y) ·L a),
for every a, b ∈ A, h ∈ H , x, y ∈ L.
Chapter Five 89
Proof. Note that clearly the map (h ⊗ x) · a = h ·h x ·L a satisfies the first property of partial
actions, then it determine a partial action if and only if the second property holds, i.e.,
(g ⊗ x) · (b((h⊗ y) · a)) =
∑
((g(1) ⊗ x(1)) · b)((g(2)(x(2)  h(1))⊗ (x(3)  h(2))y) · a),
and if this holds, choosing g = 1H , we have that
x ·L (b(h ·H y ·L a)) =
∑
(x(1) ·L b)((x(2)  h(1)) ·H (x(3)  h(2))y) ·L a)
Conversely, if∑
(x(1) ·L b)(x(2) ·L h ·H y ·L a) =
∑
(x(1) ·L b)((x(2)  h(1)) ·H ((x(3)  h(2))y) ·L a),
then the map (h⊗ x) · a = h ·h x ·L a determine a partial action if and only if
(g ⊗ x) · (b((h⊗ y) · a)) = g ·H x ·L (b(h ·H y ·L a))
= g ·H (
∑
(x(1) ·L b)((x(2)  h(1)) ·H ((x(3)  h(2))y) ·L a))
=
∑
(g(1) ·H x(1) ·L b)(g(2) ·H (x(2)  h(1)) ·H ((x(3)  h(2))y) ·L a)
=
∑
(g(1) ·H x(1) ·L b)(g(2)(x(2)  h(1)) ·H ((x(3)  h(2))y) ·L a)
=
∑
((g(1) ⊗ x(1)) · b)((g(2)(x(2)  h(1))⊗ (x(3)  h(2))y) · a).
Now that the necessary and sufficient conditions for a global action of H and a partial
action of L determine a partial action of H  L on a specific class of associative algebras are
determined, we will now consider the case when the action of H is partial and the action of L
is global.
Definition 5.11. Let (H,L, , ) be a matched pair of Hopf algebras. Let A be a partial H-
module algebra with partial action ·H and an L-module algebra with action ·L. If there exist a
partial action of H  L such that restrict to H and L we recover the original partial actions,
we will say that (·H , ·L) is an admissible pair of partial actions of type 2.
As for the first case, if (·H , ·L) is an admissible pair of partial actions of type 2, we
want to describe the partial action of H  L using ·H and ·L. Here, we will assume that both
H and L have bijective antipode.
Lemma 5.12. Let (H,L, , ) be a matched pair of Hopf algebras, then∑
SL(S
−1
L (x(2))  S
−1
H (h(2)))  SH(S
−1
L (x(1))  S
−1
H (h(1))) = εL(x)h.
Proof. Here we will use the second equality of the Lemma 5.12.∑
SL(S
−1
L (x(2))  S
−1
H (h(2)))  S(S
−1







L (x(2))  S












Lemma 5.13. Let (H,L, , ) be a matched pair of Hopf algebras, then∑
SL(S
−1
L (x(2))  S
−1
H (h(2)))  SH(S
−1
L (x(1))  S
−1
H (h(1))) = εH(h)x.
Proof. Here we will use the first equality of the Lemma 5.12.∑
SL(S
−1
L (x(2))  S
−1
H (h(2)))  SH(S
−1







L (x(2))  S
−1
H (h(3)))  (S
−1
L (x(1))  S
−1




−1(x)  S−1(h(2))  h(1))
= εH(h)x.
Lemma 5.14. Let A be a partial H-module algebra with partial action ·H and an L-module
algebra with action ·L. If (·H , ·L) is an admissible pair of partial actions of type 2, then we have
that
x ·L h ·H a =
∑
((x(1)  h(1))⊗ (x(2)  h(2))) · a,
if and only if,∑
SL(S
−1
L (x(2))  S
−1
H (h(2))) ·L SH(S−1L (x(1))  S−1H (h(1))) ·H a = (h⊗ x) · a.




L (x(2))  S
−1
H (h(2))) ·L S(S
−1
L (x(1))  S
−1





L (x(3))  S
−1
H (h(3)))  S(S
−1
L (x(1))  S
−1
H (h(1))) ⊗ SL(S
−1
L (x(4))  S
−1
H (h(4)))  S(S
−1
L (x(2))  S
−1





L (x(2))  S
−1
H (h(2)))  S(S
−1
L (x(1))  S
−1
H (h(1))) ⊗ SL(S
−1
L (x(4))  S
−1
H (h(4)))  S(S
−1
L (x(3))  S
−1
H (h(3)))] · a
=
∑
εL(x(1))h(1) ⊗ εH (h(2))x(2) · a
= h ⊗ x · a.
To prove the converse, we begin with
∑
(x(1)  h(1))(x(2)  h(2)) · a, apply the hypothesis and
use the properties of matched pair of Hopf algebras and Lemma 5.13.
Lemma 5.15. Let A be a partial H-module algebra with partial action ·H and an L-module




L (x(2))  S
−1
H (h(2))) ·L SH(S−1L (x(1))  S−1H (h(1))) ·H a = (h⊗ x) · a.
Proof. Note that




L (x(2)) ·L b)(x(3) ·L h ·H a)
=
∑
(x(1) ·L S−1L (x(2)) ·L b)(x(3) ·L h ·H a)
=
∑
((1H ⊗ x(1)) · (1H ⊗ S−1L (x(2)) · b)((1H ⊗ x(3)) · (h⊗ 1L) · a)
=
∑
(1H ⊗ x(1)) · ((1H ⊗ S−1L (x(2)) · b)((h⊗ 1L) · a))
=
∑
((1H ⊗ x(1)) · (1H ⊗ S−1L (x(2)) · b)((1H ⊗ x(3))(h⊗ 1L) · a)
=
∑
((1H ⊗ x(1)S−1L (x(2)) · b)((1H ⊗ x(3))(h⊗ 1L) · a)
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= b((1H ⊗ x)(h⊗ 1L) · a).
Since r(A) = 0, we have that x ·L h ·H a = (1H ⊗ x)(h⊗ 1L) · a and then we use the previous
lemma.
Note that as for the case of admissible partial actions of type 1, if we assume that A
has unit, then L don’t need to have bijective antipode.
Proposition 5.16. LetA be a partialH-module algebra with partial action ·H and an L-module
algebra with action ·L. If r(A) = 0, then (·H , ·L) is an admissible pair of partial actions of type
2 if and only if the map




L (x(2))  S
−1
H (h(2))) ·L SH(S−1L (x(1))  S−1H (h(1))) ·H a
determines a partial action.
When we work with symmetrical partial actions ofH  L on an associative algebraA,
then the partial actions of H and L must also be symmetrical. Hence we can define the concept
of admissible pair of symmetrical partial actions of type 1 (respect. type 2), and to determine
how the induced symmetrical partial action of H  L would work, we may ask for l(A) = 0
and the antipode of H (respect. of L) don’t need to be bijective, because we can use
(h ·H x ·L a)b =
∑
(h(1) ·H x ·L a)(h(2)S(h(3))b)
=
∑
h(1) ·H ((x ·L a)(SH(h(2)) ·H b))
=
∑
((h(1) ⊗ x) · a)(h(2)S(h(3))b)
= ((h⊗ x) · a)b,
and since l(A) = 0, we have that (h ⊗ x) · a = h ·H x ·L a. But when we have to verify if the
map (h ⊗ x) · a = h ·H x ·L a determine a symmetrical partial action of H  L, we have one
more equation to calculate.
5.3 Partial actions of kG#kF
First of all, note that given two Hopf algebras H and L, if H is a left L-module bialge-
bra and we consider the trivial action of H on L, then (H,L) is a matched pair of Hopf algebras
and its associated double crossed product H  L coincides with the smash product H#L.
Now, we want to understand when two partial actions of the Hopf algebras H and L
on an algebra A induce a partial action of H#L on A. Throughout the study, we notice that
is not easy even to determine how the partial action of H#L would work. Then, first we will
work with a Hopf algebra associated to a particular matched pair of groups. For a more general
study about Hopf algebras associated to matched pair of groups, see [25] and [9].
Let G,F be finite groups, k a field such that the order of G is not divisible by char k
and  : G × F → G a right action by automorphisms of groups. Then we have a left action of
kF on kG given by x  pg = pgx−1 and the induced smash product R = k
G#kF . We have that
R is the double crossed product associated with the matched pair of Hopf algebras (kG, kF )









where we write pg ⊗ x = pgx .
We can easily see that ifA is anR-module algebra, thenA is also a kG-module algebra
and a kF -module algebra.
The question is: if A is a partial kG-module algebra and a partial kF -module algebra,
is there exist a partial R-module algebra structure on A, such that its restrictions to kG and kF
recover the original partial actions?
Example 5.17. Take G = S3, H = 〈(1, 2)〉, F = 〈(1, 2, 3)〉 and A = k. Consider  the
conjugation action of F on G and the partial actions of kG and kF on k given by
pg ·G 1 = 1
2
δgH,H , ∀g ∈ G
x ·F 1 = 1, ∀x ∈ F.
If there exists aR-module algebra structure onA such that its restrictions to kG and kF recover
the original partial actions, then
1
2
= (132) ·F p(12) ·G 1
= (132) ·R p(12) ·R 1
= ((132) ·R 1)((132)p(12) ·R 1)
= ((132) ·F 1)(p(12)(123)(132) ·R 1)
= p(12)(123)(132) ·R 1
= p(23)(132) ·R 1.
note that, in the general case,
pgx ·R phy ·R 1 = (pg(h−1x−1)x ·R 1)(phx−1xy ·R 1).
Then, taking x = y = (132) and g = h = (23), we have
1
4
= p(23)(132) ·R p(23)(132) ·R 1
= (p(23)((23)(123))(132) ·R 1)(p(23)(123)(132)(132) ·R 1)
= (p(123)(132) ·R 1)(p(132)(123) ·R 1).
And since
pgx ·R 1 = (x ·R 1)(pgx ·R 1)
= x ·R pgx ·R 1
= pgx ·R 1,
whenever x ·R 1 = 1, we have that
p(123)(132) ·R 1 = p(123) ·G 1 = 0.
Hence, there is no such partial R-module algebra structure on k.
The following lemma is presented as an example in [8].
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Lemma 5.18. Let G be a finite group. Then the partial kG-module algebra structures of k are
in bijective correspondence with the subgroups of G.
We already know that every partial action of kG on k (char k  |G|) is of the form
pg · 1 = 1|H|δgH,H , where H is a subgroup of G.
Theorem 5.19. Let G,F be finite groups, k a field such that char k  |G| and  : G× F → G
a right action by automorphisms of groups. Consider the partial actions
·G : kG ⊗ k → k
pg ⊗ 1 → 1|H|δgH,H ,
·F : kF ⊗ k → k
x⊗ 1 → δxL,L,
where H is a subgroup of G, and L is a subgroup of F . Then there exist a partial R-module
algebra structure on k, that its restrictions to kG and kF recover the partial actions ·G and ·F ,
if and only if, H is invariant by the action |G×L.
Proof. Suppose that there exist such partial R-module algebra structure on k. Then we must
have
1
|H|δ(gx)H,HδxL,L = x ·F pgx ·G 1
= x ·R pgx ·R 1
= (x ·R 1)(xpgx ·R 1)
= (x ·F 1)(pgx ·R 1)
= δxL,Lpgx ·R 1.
Hence, if x ∈ L, we must have that pgx ·R 1 = 1|H|δ(gx)H,H . Then, for every g, h ∈ G and
x, y ∈ L, we have that
1
|H|2 δ(gx)H,Hδ(hy)H,H = pgx ·R phy ·R 1




Hence, g  x, h  y ∈ H for any x, y ∈ L if and only if g  x, h  y, h ∈ H for any x, y ∈ L.
Conversely, if H is invariant by the action  restrict to L, the map
pgx ·R 1 = 1|H|δ(gx)H,HδxL,L
determines a partial action of R on k.
Note that in the example 5, 17, H is not invariant by the action of F , because
(12)  (123) = (132)(12)(123) = (13)
which is not an element of H .
We will consider now the same problem for a class of partial actions on matrix algebras.
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Definition 5.20. Let A = Matn×n(k) and G a finite group. A symmetrical partial action
· : kG⊗A→ A will be called a walker partial action if g ·Eij = αij(g)E(gi)(gj), where αij(g)
is a scalar that depends of i, j and g, and E(gi)(gj) is determined by an action of G on the index
set {1, . . . , n}.
Proposition 5.21. Let A = Matn×n(k) and G a finite group. The walker partial kG-actions
on A are in bijective correspondence with triples (H, τ, {αi,i+1}n−1i=1 ), where H is a subgroup of
G, τ is an action of G on the index set {1, . . . , n} and each αi,i+1 : H → k× is a linear map
such that
α(hi)(hj)(g)αij(h) = αij(gh),
for every g, h ∈ H . Particularly, if τ is the trivial action, then every αij is a group morphism.
Proof. Let · : kG⊗ A→ A be a walker partial action and denote
Hij = {g ∈ G | g · Eij = 0} = {g ∈ G|αij(g) = 0}.
Since
g · Eii = (g · Eij)(g · Eji),
g · Eij = (g · Eii)(g · Eij),
g · Eij = (g · Eij)(g · Ejj),






for every i, j ∈ {1, · · · , n}, g ∈ G. Hence,
Hii ⊆ Hij ∩Hji,
Hij ⊆ Hii,
Hij ⊆ Hjj.
i.e., Hij = Hii = Hjj = H for some subset H of G. Now, since
g · h · Eij = (g · E(hi)(hi))(gh · Eij)
= (gh · Eij)(g · E(hj)(hj)),
for every g, h ∈ G, we have that
α(hi)(hj)(g)αij(h) = α(hi)(hi)(g)αij(gh)
= αij(gh)α(hj)(hj)(g),
i.e., H.H ⊆ H . And, since clearly 1G ∈ H and g · g−1 · Eij = (g · E(g−1i)(g−1i))Eij , we
have that if g ∈ H , then g−1 ∈ H , i.e., H must be a subgroup of G. Moreover, by the
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equations above, we have that αii(g) = αii(g)
2, hence αii(g) = 0 or 1 and αii(g) = 1 only
when g ∈ H . Additionally, αij(g)αji(g) = δgH,H , i.e., whenever g ∈ H , αji(g) = αij(g)−1,
and since Eij = E(i)(i+1) · · ·E(j−1)(j), we have that
αij(g) = α(i)(i+1)(g) · · ·α(j−1)(j)(g),
for every g ∈ G. Hence, the considered walker partial action · : kG⊗A→ A is determined by
a triple (H, τ, {α(i)(i+1)}ni=1) with the properties of the proposition. Conversely, given a triple
(H, τ, {α(i)(i+1)}ni=1) on the hypothesis of this proposition, the linear map · : kG ⊗ A → A
given by
g · Eij = δgH,Hαij(g)E(gi)(gi),
where αij(g) = α(i)(i+1)(g) · · ·α(j−1)(j)(g) if i < j and αij(g) = αji(g)−1 if i > j. determines
a walker partial action.
Theorem 5.22. Let G,F be finite groups, G abelian, k a field such that char k  |G|,  :
G×F → G a right action by automorphisms of groups and A =Matn×n(k). Consider a good
partial G-grading on A determined by a subgroup H of G and a family {tij}ni,j=1 ⊂ G, and
a walker partial action of kF on A determined by the triple (L, τ, {α(i)(i+1)}ni=1). Then, there
exists a symmetrical partial action of R = kG#kF on A such that its restrictions to kG and kF
recover the original partial actions, if and only if tijH  x ⊆ t(x−1i)(x−1j)H for every x ∈ L. In
this case, H is invariant by the action |G×L.
Proof. Let · : R ⊗ A → A be a symmetrical partial action that its restrictions to kG and kF
recover the original partial actions. Then, on one side
x · pgx · Eij = 1|H|δxL,Lδ(gx)H,tijHαij(g)E(gi)(gj),
and on the other side




Hence, whenever x ∈ L, we have that
pgx · Eij = 1|H|δ(gx)H,tijHαij(g)E(gi)(gj).
Then, for every x, y ∈ L, we have that, on one side
pgx · phy · Eij = 1|H|2 δ(gx)H,t(yi)(yj)Hδ(hy)H,tijHα(yi)(yj)(x)αij(y)E(xyi)(xyj),
and on the other side,
pgx · phy · Eij =
∑
t∈G








(ptx · E(yi)(yi))(δt−1g,hx−1phx−1xy · Eij)





Hence, gx ∈ t(yi)(yj)H and hy ∈ tijH if and only if (gx)h−1 ∈ H and hy ∈ tijH . Partic-
ularly, if y ∈ L, for every hy ∈ tijH , since t(yi)(yj) ∈ t(yi)(yj)H , we have that t(yi)(yj)h−1 ∈ H ,
i.e., h ∈ t(yi)(yj)H . Hence, if h ∈ tijH , then hy y−1 ∈ tijH and t(y−1i)(y−1j) ∈ t(y−1i)(y−1j)H ,
consequently, h  y ∈ t(y−1i)(y−1j)H . Therefore tijH  y ⊆ t(y−1i)(y−1j)H , for every y ∈ L,
i, j = 1, · · · , n. Conversely, suppose that tijH  x ⊆ t(x−1i)(x−1j)H for every x ∈ L. Then, the
linear map · : R⊗ A→ A given by
pgx · Eij = 1|H|2 δxL,Lδ(gx)H,tijHαij(x)E(xi)(xj),
determines a symmetrical partial action. In fact, clearly 1R · Eij = Eij , and
pgx · phy · Eij = 1|H|2 δxL,LδyL,Lδ(gx)H,t(yi)(yj)Hδ(hy)H,tijHα(yi)(yj)(x)αij(y)E(xyi)(xyj),
and on the other side,∑
t∈G
(ptx · E(yi)(yi))(pt−1gxphy · Eij)=
∑
t∈G




(ptx · E(yi)(yi))(δt−1g,hx−1phx−1xy · Eij)




Since L is a subgroup of F , it follows that δxL,LδyL,L = δxL,Lδ(xy)L,L, and we already have that
α(yi)(yj)(x)αij(y) = αij(xy), whenever x, y ∈ L. Finally,
(g  x)h−1 ∈ H and h  y ∈ tijH

(g  x)h−1 ∈ H and h  y ∈ tijH and h ∈ t(yi)(yj)H

g  x ∈ t(yi)(yj)H and h  y ∈ tijH and h ∈ t(yi)(yj)H

g  x ∈ t(yi)(yj)H and h  y ∈ tijH,
whenever y ∈ L. In other words, δ((gx)h−1)H,Hδ(hy)H,tijH = δ(gx)H,t(yi)(yj)Hδ(hy)H,tijH , when-
ever y ∈ L. Therefore,
pgx · phy · Eij =
∑
t∈G
(ptx · E(yi)(yi))(pt−1gxphy · Eij).
For the symmetrical property, we use a similar argument.
Note that Theorem 5.19 is actually a consequence of the Theorem 5.22
Remark 5.23. Consider the assumptions of the Theorem 5.19, with A = k. Then, we have that




|H|h, and the globalization
of ·F is the pair (kL, θ2) where θ2(1) =
∑





|H|gpx, i.e., B = kH ⊗ kL, and the structure of R-module of B is
given by pgx ⇀ hpy = hpyx−1δg,hyx−1 .
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5.4 Representations of H  L
Now we will investigate when a representation of H and a representation of L induce
a representation of H  L, as was done for global action. For this, we will always assume that
(H,L, , ) is a matched pair of Hopf algebras.
Definition 5.24. A representation of a Hopf algebra H on a unital algebra A is a linear map
π : H → A such that π(hk) = π(h)π(k) and π(1H) = 1A.
Definition 5.25. Let A be an algebra with unit and suppose that πH : H → A and πL : L→ A
are representations. If there exist a representation π : H  L→ A that restrict to H and L we
recover πH and πL, respectively, i.e., that πH and πL induce π, we will say that (πH , πL) is an
admissible pair of representations.
Note that if (πH , πL) is an admissible pair of representations, then we must have that
π(h⊗ x) = π(h⊗ 1L)π(1H ⊗ x)
= πH(h)πL(x),
and
πL(x)πH(h) = π(1H ⊗ x)π(h⊗ 1L)
=
∑
π((x(1)  h(1))⊗ (x(2)  h(2)))
=
∑
πH(x(1)  h(1))πL(x(2)  h(2)).
Proposition 5.26. Let A be an algebra with unit and πH : H → A and πL : L → A represen-
tations. Then (πH , πL) is an admissible pair of representations if and only if
πL(x)πH(h) =
∑
πH(x(1)  h(1))πL(x(2)  h(2)).
Proof. The proof of the necessary condition is straightforward. For the sufficient condition,
define π : H  L → A by π(h ⊗ x) = πH(h)πL(x) and assume that πL(x)πH(h) =∑
πH(x(1)  h(1))πL(x(2)  h(2)). Since both πH and πL are representations, we have that π
is also a representation.
5.5 Partial representations of H  L
As for partial actions, if π : H  L→ A is a partial representation, then π restricted to
H and L results in partial representations, but for the converse, if we have partial representations
of H and L and ask for them to induce a partial representation of H  L, we can’t even
determine how this new partial representation would work. Then we will assume that one of the
original partial representations is actually a representation.
Definition 5.27 ([6]). Let H be a Hopf algebra with antipode S and A a unital algebra. A
linear map π : H → A is a partial representation of H on B if






















for every h, k ∈ H .
Remark 5.28 ([6]). If H is cocommutative, then the items in the definition of a partial repre-
sentation coalesce into 1), 2) and 5).
From now on, we will denote by πH : H → A and πL : L→ A partial representations.
Definition 5.29. Suppose that πH and πL induce a partial representation of H  L. If πH
is a representation, we will say that (πH , πL) is an admissible pair of partial representations
of type 1. If πL is a representation, we will say that (πH , πL) is an admissible pair of partial
representations of type 2.
In contrast to the case of partial actions, something truly remarkable happens when we
consider the two types of admissible pair of partial representations.
Let (πH , πL) be an admissible pair of partial representations of type 1 and π : H 
L→ A the induced partial representation. Then we have that π(1H ⊗ 1L) = idA and
π(h⊗ x) = π(1H ⊗ 1L)π(h⊗ x)
=
∑









π(h(1) ⊗ 1L)π(SH(h(2))⊗ 1L)π(h(3) ⊗ x)
=
∑
π(h(1) ⊗ 1L)π(SH(h(2))⊗ 1L)π(h(3) ⊗ 1L)π(1H ⊗ x)
= π(h⊗ 1L)π(1H ⊗ x)
= πH(h)πL(x),
and
πL(x)πH(h) = π(1H ⊗ x)π(h⊗ 1L)
=
∑
π(1H ⊗ x)π(h(1) ⊗ 1L)π(SH(h(2))⊗ 1L)π(h(3) ⊗ 1L)
=
∑
π((1H ⊗ x)(h(1) ⊗ 1L))π(SH(h(2))⊗ 1L)π(h(3) ⊗ 1L)
=
∑
π((1H ⊗ x)(h(1) ⊗ 1L))πH(SH(h(2)))πH(h(3))
=
∑
π((1H ⊗ x)(h(1) ⊗ 1L))πH(SH(h(2))h(3))
= π((1H ⊗ x)(h⊗ 1L))
=
∑
π((x(1)  h(1))⊗ (x(2)  h(2)))
=
∑
πH(x(1)  h(1))πL(x(2)  h(2)).
Now, let (πH , πL) be an admissible pair of partial representations of type 2 and consider
π : H  L→ A the induced partial representation. Then we have that
π(h⊗ x) =
∑










π(h⊗ x(1))π(1H ⊗ x(2))πL(1H ⊗ SL(x(3)))
=
∑
π(h⊗ 1L)π(1H ⊗ x(1))π(1H ⊗ x(2))πL(1H ⊗ SL(x(3)))











π(1H ⊗ x(1))π(1H ⊗ SL(x(2)))π(1H ⊗ x(3))π(h⊗ 1L)
=
∑
π(1H ⊗ x(1))π(1H ⊗ SL(x(2)))π((1H ⊗ x(3))(h⊗ 1L))
= π((1H ⊗ x)(h⊗ 1L))
=
∑
π((x(1)  h(1))⊗ (x(2)  h(2)))
=
∑
πH(x(1)  h(1))πL(x(2)  h(2)).
I.e., the same equations are necessary conditions for (πH , πL) be either an admissible
pair of partial representations of type 1 or of type 2.
Proposition 5.30. Let A be a unital algebra and πH : H → A and πL : L → A partial
representations. Then




πH(x(1)  h(1))πL(x(2)  h(2)).




πH(x(1)  h(1))πL(x(2)  h(2)).
Proof. In both cases, the necessary condition is already proved. For the sufficient condition, we
will prove the second axiom of partial representation for the first item, because the other axioms
and the axioms of the second item are proved analogously. For item 1), suppose that πH is a
representation, πL(x)πH(h) =
∑
πH(x(1)  h(1))πL(x(2)  h(2)) and define π : H  L→ A by
π(h⊗ x) = πH(h)πL(x), then the axiom 2) of partial representation is∑
π(g ⊗ x)π(h(1) ⊗ y(1))π(S(h(2) ⊗ y(2))) =
∑
π((g ⊗ x)(h(1) ⊗ y(1)))π(S(h(2) ⊗ y(2))),
And this equality holds if and only if∑
πH(g)πL(x)πH(h(1))πL(y(1))πL(SL(y(2)))πH(SH(h(2))) =∑
πH(g(x(1)  h(1)))πL((x(2)  h(2))y(1)))πL(SL(y(2)))πH(SH(h(3)))
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and this holds if and only if∑
πH(g)πH(x(1)  h(1))πL(x(2)  h(2))πL(y(1))πL(SL(y(2)))πH(SH(h(3))) =∑
πH(g(x(1)  h(1)))πL((x(2)  h(2))y(1)))πL(SL(y(2)))πH(SH(h(3))).
Here we use that
π(S(h⊗ y)) = π((1H ⊗ SL(y))(SH(h)⊗ 1L))
=
∑
π((SL(y(2))  SH(h(2)))⊗ (SL(y(1))  SH(h(1))))
=
∑
πH(SL(y(2))  SH(h(2)))πL(SL(y(1))  SH(h(1)))
= πL(SL(y))πH(SH(h)).
5.6 Two subcategories of the category of the partial H  L-
modules.
In the previous section we fully describe the partial representations of H  L induced
by a pair of partial representations where one of them are actually a representation. In this
section, we will show that the subcategory of the partial representations mentioned before, is
isomorphic to a category of modules over some algebra.
Definition 5.31. Let H be a Hopf algebra. A partial H-module is a vector space M with a
partial representation π : H → End(M).
Definition 5.32. Let H be a Hopf algebra and M and N two partial H-modules with partial
representations π1 and π2, respectively. A morphism of partial H-modules frome M to N is a
linear map f :M → N such that f ◦ π1(h) = π2(h) ◦ f , for every h ∈ H .
SinceH is anL-module, there exists a linear morphism (actually an algebra morphism)
ϕ : L→ End(H), and this morphism induces an algebra morphism ϕ : T (L) → End(H), i.e.,
H is an T (L)-module algebra with action (x1⊗· · ·⊗xn)  h = x1  (x2  (· · · (xn h) · · · )) =
(x1 · · · xn)  h.
Remember that, by [6], the Hopf algebroid Lpar is isomorphic to T (L)/I , where I is
the ideal generated by elements of the form:
• ∑ x⊗ y(1) ⊗ SL(y(2))− xy(1) ⊗ SL(y(2));
• ∑ x⊗ SL(y(1))⊗ y(2) − xSL(y(1))⊗ y(2);
• ∑SL(x(1))⊗ x(2) ⊗ y − SL(x(1))⊗ x(2)y;
• ∑ x(1) ⊗ SL(x(2))⊗ y − x(1) ⊗ SL(x(2))y.
As in [6], we will denote by [x1] · · · [xn] the class of x1 ⊗ · · · ⊗ xn.
Remark 5.33. Also in [6], the authors proved that the category of the partial L-modules is
isomorphic to the category of the Lpar-modules.
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Note that the action  factors through the ideal I , then we actually have an action of
Lpar on H , that we will also denote by .
Recall from the properties of a matched pair of Hopf algebras that for every x, y, x ∈ L,
h ∈ H ,
(x(yz))  h =
∑
(x  (y(1)z(1)  h(1)))(y(2)z(2)  h(2))
=
∑
(x  (y(1)z(1)  h(1)))(y(2)  (z(2)  h(2))(z(3)  h(3)).
Now, consider the linear map : Lpar ⊗H → Lpar given by
[x1] · · · [xn]  h =
∑
[x1  (x2(1) · · · xn(1)  h(1))] · [xn−1(n−1)  (xn(n−1)  h(n−1))][xn(n)  h(n)].
Note that it’s actually an action, because it’s induced by the action  and we can see
the similarities with x1 · · · xn  h. We only need to verify that this action is well defined, i.e.,
that X  h = 0 for every X ∈ I and h ∈ H . For this, we will need the following lemma.
Lemma 5.34. Let (H,L, , ) be a matched pair of Hopf algebras. Then
• SL(x)  h =
∑
SL(x(1)  (SL(x(2))  h));
• x  SH(h) =
∑
SH((x  SH(h(1)))  h(2)).
Proof. We will only prove the first item, because the second is proved analogously. Then, by
Lemma 5.5, we have that∑
SL(x(1)  (SL(x(2))  h)) =
∑
SL(x(1))  (x(2)  SL(x(3))  h)
= SL(x)  h.
Now, to prove that the action  is well defined, we will verify that every element of H
acting on the generators of I is zero. In fact,∑
x⊗ y(1) ⊗ SL(y(2))  h
=
∑
x  (y(1)SL(y(5))  h(1))⊗ y(2)  (SL(y(4))  h(2))⊗ SL(y(3))  h(3)
=
∑
x  (y(1)SL(y(6))  h(1))⊗ y(2)  (SL(y(5))  h(2))⊗ SL(y(3)  (SL(y(4)  h(3))))
=
∑
x  (y(1)SL(y(5))  h(1))⊗ (y(2)  (SL(y(4))  h(2)))(1) ⊗ SL((y(2)  (SL(y(4)  h(2))))(2))
=
∑
(x  (y(1)SL(y(5))  h(1)))(y(2)  (SL(y(4))  h(2)))(1) ⊗ SL((y(2)  (SL(y(4)  h(2))))(2))
=
∑
(x  (y(1)SL(y(6))  h(1)))(y(2)  (SL(y(5))  h(2)))⊗ SL(y(3)  (SL(y(4)  h(3))))
=
∑
(x  (y(1)SL(y(5))  h(1)))(y(2)  (SL(y(4))  h(2)))⊗ SL(y(3))  h(3)
=
∑
xy(1)  (SL(y(3))  h(1))⊗ SL(y(2))  h(2)
=
∑
xy(1) ⊗ SL(y(2))  h.
For the other generators of I , we use similar calculations.
With this, we define the algebra H ∗ Lpar, that is H ⊗ Lpar as a vector space and the
product is given by
(h⊗[x1] · · · [xn])(k⊗[y1] · · · [ym])=
∑
h([x1(1)] · · · [xn(1)]  k(1))⊗([x1(2)] · · · [xn(2)]  k(2))[y1] · · · [ym].
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Analogously, we can define Hpar
∗  L
We will denote by P the category of the partial H  L-modules in which the partial
representations are induced by an admissible pair of partial actions of type 1, and Q the category
of the partial H  L-modules in which the partial representations are induced by an admissible
pair of partial actions of type 2.
Proposition 5.35. Let (H,L, , ) be a matched pair of Hopf algebras. Then P ∼= H∗LparM.
Proof. Consider the functors
F : P → H∗LparM
(M,π) → (M, •),
where (h⊗ [x1] · · · [xn]) •m = π(h) ◦ π(x1) ◦ · · · ◦ π(xn)(m), and
G : H∗LparM → P
(M, ·) → (M,π0),
where π0(h⊗ x)(m) = h · [x] ·m. Note that, given (M,π) ∈ P ,
π0(h⊗ x)(m) = h • [x] •m
= π(h)π(x)(m)
= π(h⊗ x)(m),
then FG  IdP in the objects. Additionally, given (M, ·) ∈ H∗LparM, we have that
h⊗ [x1] · · · [xn] •m = π0(h)π0(x1) · · · π0(xn)(m)
= h · [x1] · · · [xn] ·m
= (h⊗ [x1] · · · [xn]) ·m,
hence GF  Id
H∗LparM in the objects. For the morphisms, consider (M,π1) and (N, π2) in P
and f a morphism of partial H  L-modules from M to N , then
f(h⊗ [x1] · · · [xn] •M m) = f ◦ π1(h) ◦ π1(x1) · · · π1(xn)(m)
= π2(h) ◦ π2(x1) · · · π2(xn) ◦ f(m)
= h⊗ [x1] · · · [xn] •N f(m).
Then F (f) is a morphism in H∗LparM. Analogously, G is well defined in the morphisms and
FG  IdP and GF  IdH∗LparM in the morphisms.
And by an analogous argument, we have the following result.
Proposition 5.36. Let (H,L, , ) be a matched pair of Hopf algebras. Then Q ∼= Hpar ∗LM.
5.7 Partial representation of kG#kF on k
In this section we will consider the Hopf algebra structure of kG#kF given by an
action by automorphisms of groups  : G× F → G, as in the previous section.
Here, we will study when two partial representations on the field k, one of kG and one
of kF , allow a partial representation of R = kG#kF on k such that we can recover the original
partial representations by restricting to kG and kF .
But first we will describe all partial representations of kG on the field k.
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Lemma 5.37. Let G be a finite group and X a subset of G. The following are equivalent:
1. If for some g ∈ X and h ∈ G we have that gh ∈ X , then th ∈ X for every t ∈ X;
2. If for some g ∈ X and h ∈ G we have that hg ∈ X , then ht ∈ X for every t ∈ X .
Proof. 1) ⇒ 2) Note that for every s, t ∈ X we have that ss−1t = t ∈ X , then rs−1t ∈ X for
every r, s, t ∈ X . Suppose that hg ∈ X for some g ∈ X , then hg(g−1t) = ht ∈ X for every
t ∈ X . Analogously 2) ⇒ 1).
Lemma 5.38. Let G be a finite group and X a subset of G. Then, X satisfies one of the
equivalent items of the previous lemma if and only if X = xH , where x ∈ G and H is a
subgroup of G.
Proof. Suppose that X satisfies 1) and consider H = {h ∈ G | th ∈ X ∀t ∈ X}. Note that if
h ∈ H , then th ∈ X and (th)h−1 = t ∈ X , hence h−1 ∈ H . Also, if g, h ∈ H , then tg ∈ X
and tgh ∈ X for every t ∈ X , hence gh ∈ H . Consequently, H is a subgroup of G. We also
have that tH ⊆ X for every t ∈ X , and x−1y ∈ H for every x, y ∈ X , because xx−1y = y ∈ X
and X satisfies 1). Then, x = t(t−1x) ∈ tH for every x ∈ X , hence X = tH . Conversely, if
X = xH where x ∈ G and H is a subgroup of G, then (xh)k ∈ X for some h ∈ H if and only
if k ∈ H , then xtk ∈ X for every t ∈ H .
Theorem 5.39. Let G be a finite group and k a field such that its characteristic does not divide
|G|. Then, there exist a bijective correspondence between partial representations of kG on k
and all left cosets of all subgroups of G.
Proof. Suppose that π : kG → k is a partial representation and let X = {g ∈ G; π(pg) = 0}.
Then, by the property 2) of partial representations, we have that for every g ∈ X and h ∈ G,∑
t∈X
π(pt)π(pth) = π(pgh),
particularly for h = 1G, follows that π(pg) =
∑
t∈X π(pt)
2, for every g ∈ X , hence π(pg) =
π(ph) for every g, h ∈ X . Since
∑
g∈X π(pg) = 1, we have that π(pg) =
1
#X
[g ∈ X], where
#X denote the number of elements of X and [g ∈ X] = 1 if g ∈ X , and 0 otherwise. Now,







which means that if gh ∈ X , then th ∈ X for every t ∈ X . Hence X = xH , for some
subgroup H of G and x ∈ G. Analogously, by properties 3) and 4) of partial representations,
follows that If for g ∈ X and h ∈ G we have that hg ∈ X , then ht, h−1t ∈ X for every
t ∈ X . Conversely, consider X = xH where x ∈ G and H is a subgroup of G. Then the
linear map π(pg) =
1
#X
[g ∈ X] define a partial representation. In fact, the property 1) of partial




[g ∈ X][th ∈ X] = 1
n2
[g ∈ X][gh ∈ X].








But this happens, because if gh ∈ X , we have that th ∈ X , for every t ∈ X . Analogously, the
properties 3), 4) and 5) are satisfied.
Note that every partial representation πF of kF on k is actually a extension of a repre-
sentation of a subgroup L of F , i.e., πF (x) = δxL,L.
Theorem 5.40. Let k be a field such that char k  |G|, πG : kG → k and πF : kF → k
partial representations, where πF is given by a representation of a subgroup L of F and πG is
determined by the left coset xH as in Theorem 5.39. Then, there exist a partial representation
π : R → k such that we can recover πG and πF if and only if xH is invariant by the action
|xH×L.
Proof. Suppose that there exist such partial representation π : R → k. Then, we must have
that, for all g ∈ G and x ∈ F ,
πG(pg)πF (x)πF (x
−1) = πG(pgx)πF (x−1);
πF (x
−1)πF (x)πG(pg) = πF (x−1)πG(xpg) = πF (x−1)πG(pgx−1x),
i.e., when x ∈ L, we must have that πG(pgx) = πG(pg)πF (x) and πG(pg) = πG(pgx−1). Then
we must have that xH is invariant by the action |xH×L. Conversely, if xH is invariant by the
action |xH×L, define the map π(pgx) = πG(pg)πF (x). The property 1) of partial representa-





































then, whenever πG(pg) = 0, we must have πG(phg) = πG(pht) for every t = g  x, with
x ∈ L. But this is satisfied because xH is invariant by the action |xH×L and X = xH
satisfies the properties of the Lemma 5.37. Analogously, the properties 3), 4) and 5) of partial
representations holds.
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