Abstract : Based on the work of Xu and Zhou [Math.Comput., 69(2000), pp. 881-909], we establish new three-level and multilevel finite element discretizations by local defect-correction technique. Theoretical analysis and numerical experiments show that the schemes are simple and easy to carry out, and can be used to solve singular nonsymmetric eigenvalue problems efficiently. We also discuss the local error estimates of finite element approximations; it's a new feature here that the estimates apply to the local domains containing corner points.
Introduction
Nonsymmetric elliptic eigenvalue problems have important physical background, such as convection-diffusion in fluid mechanics, environmental problems and so on. Thus, finite element methods for solving this problem become an important topic which has attracted the attention of mathematical and physical fields: [2] discussed a priori error estimates, [5, 11, 9, 12, 15, 24] a posteriori error estimates and adaptive algorithms, [18] function value recovery algorithms, [16, 25] two level algorithms, [17, 26] extrapolation methods, [5] an adaptive homotopy approach, etc. This paper turns to discuss finite element multilevel discretization based on local defect-correction.
For elliptic boundary value problem, Xu and Zhou [21] combined two-grid finite element discretization scheme with the local defect-correction technique to propose a general and powerful parallel-computing technique. This technique has been used and developed by many scholars, for instance, successfully applied to Stokes equation (see [13, 14] ), especially, Xu and Zhou [23] , Dai and Zhou [8] , Bi and Yang etc [4] developed this method and established local and parallel three-level finite element discretizations for symmetric elliptic singular eigenvalue problems (including the electronic structure problems).
In this paper, we further apply local defect-correction technique proposed by Xu and Zhou to nonsymmetric elliptic singular eigenvalue problems, our work has the following features. (1) We extend local and parallel three-level finite element discretizations for symmetric eigenvalue problems established by Dai and Zhou [8] to nonsymmetric eigenvalue problems. (2) Based on [4] , we establishes new multilevel finite element discretization by local refinement, this scheme repeatedly makes defect correction on finer and finer local meshes to make up for abrupt changes of local mesh size caused by three level scheme. And theoretical analysis and numerical experiments show that our schemes are simple and easy to carry out, and can be used to solve singular nonsymmetric eigenvalue problems. Numerical experiments show that, compared with the adaptive homotopy approach in [5] , our algorithm seems to be more efficient. (3) For the nonsymmetric problems, based on the work of [20, 21] , we discuss the local error estimates of finite element approximations; its a new feature here that the estimates apply to the local domains containing corner points, see Lemmas 2.3-2.4 and Remark 2.2 in this paper.
In this paper, regarding the basic theory of finite elements, we refer to [1, 3, 7, 19] .
preliminaries
Consider the nonsymmetric elliptic differential operator eigenvalue problem:
∂ j (a ij (x)∂ i u) + The variational form associated with (2.1)-(2.2) is given by: find λ ∈ C,
Assume that a i,j , b i ∈ W 1,∞ (Ω), c ∈ L ∞ (Ω) are given real or complex functions on Ω, m ∈ L ∞ (Ω) is a given real function which is bounded below by a positive constant on Ω. L is assumed to be uniformly strongly elliptic in Ω, i.e., there is a positive constant a 0 such that
since adding a constant×m(x) to c(x) only shifts the eigenvalues. Under above assumptions, we have
and there are constants M 1 and M 2 such that
Assume that π h (Ω) = {τ } is a mesh of Ω with mesh-size function h(x) whose value is the diameter h τ of the element τ containing x, and h(Ω) = max x∈Ω h(x) is the mesh diameter of π h (Ω). We write h(Ω) as h for simplicity.
, be a space of piecewise polynomials, and
we define π h (G) and V h (G) to be the restriction of π h (Ω) and V h (Ω) to G, respectively, and
For any G ⊂ Ω mentioned in this paper, we assume that it aligns with π h (Ω) when necessary.
In this paper, C denotes a positive constant independent of h, which may not be the same constant in different places. For simplicity, we use the symbol a b to mean that a ≤ Cb.
We adopt the following assumptions in [21] for meshes and finite element space.
(A0) There exists ν ≥ 1 such that h(Ω)
Let π h (Ω) consist of shape-regular simplices and (A0) hold, and let V h (Ω) ⊂ C(Ω) be a space of piecewise polynomials of degree ≤ r defined on π h (Ω), then from [21] we know that (A1)-(A3) are valid for this V h (Ω).
The finite element approximation of (2.3) is given by: find
(2.8)
Thanks to [1] , we know the adjoint problem of (2.1)-(2.2) is:
The corresponding variational form and discrete variational form of (2.9)-(2.10) are given by: find λ
Note that the primal and dual eigenvalues are connected via λ = λ * and λ h = λ * h .
Throughout this paper, we will assume that (2.5)-(2.7) hold. Thus from Lax-Milgram theorem we know the source problem associated with (2.3) and (2.11) admits an unique solution, respectively. The discrete source problem associated (2.8) and (2.12) admits an unique solution, respectively.
as follows:
(2.14)
And (2.3) and (2.8) have the equivalent operator form (2.15) and (2.16), respectively. 
15)
It can be proved that T is completely continuous, and T * is the adjoint operator of T in the sense of inner product b(·, ·). In fact,
We need the following regularity assumption. For any
According to [10] and the section 5.5 in [3] , the above assumption is reasonable.
For some G ⊂ Ω, we need the following local regularity assumption.
and
Where C Ω , C G are two priori constants, and not necessarily the same at different places.
Define the Ritz projection P h :
(2.25) [1] ). Let M (λ) be the space spanned by all generalized eigenfunctions corresponding to λ of T , M h (λ) be the space spanned by all generalized eigenfunctions corresponding to all eigenvalues of T h that converge to λ. In view of the adjoint problem (2.11) and (2.12), the definitions of M * (λ * ) and M * h (λ * ) are analogous to M (λ) and M h (λ).
In this paper, we suppose that λ is an eigenvalue of (2.3) with the algebraic multiplicity q and the ascent α = 1. Then λ * = λ be eigenvalue of (2.11), M (λ) and M * (λ * ) are all eigenfunction space. Let λ h be the eigenvalue of (2.8) which converges to λ, let λ * h = λ h , and M * (λ * h ) be the generalized eigenfunction space corresponding to the eigenvalue
Obviously, it's difficult to determine the ascent α of the eigenvalue λ of (2.3) theoretically. But one could easily find that when the ascents of the eigenvalues of (2.8), which converge to the same eigenvalue λ of (2.3), are all equal to 1, one can conclude that the ascent α = 1 from the standard theory of spectral approximation. And the ascents of eigenvalues of (2.8) can be determined by computation.
We also need the lemma as follows (see [16, 25] ):
Lemma 2.1. Let (λ, u) be an eigenpair of (2.3), and (λ * = λ, u * ) be the associated eigenpair of the adjoint problem (2.11). Then for all w, w
Proof. see [16, 25] .
The a priori error estimates of the finite element approximations (2.8) and (2.12) can refer to [1, 2] .
Proof. see [1] . [20, 21] etc. studied the local behavior of finite element. The following Lemma 2.3 is a simple generalization of Lemma 3.2 in [21] . We can easily prove this Lemma by the same argument as that of Lemma 3.2 in [21] .
where
Proof. Let p ≥ 2ν − 1 be an integer, and let
a ij ∂ i u∂ j v. We can be derived from proof of Lemma 3.1 in
It follows from (2.34)-(2.37) that
Similarly, we can get
By using (2.38) and (2.39), we get from (A0) and (A2) that
This completes the proof.
Lemma 2.4. Suppose that G ⊂⊂ Ω 0 ⊂ Ω. Then the following estimates are valid:
Proof. For proof of (2.40) cf. [3, 7] , for proof of (2.41) cf. Theorem 3.4 in [21] .
Remark 2.2. In [21] , the condition Superapproximation is given as follows.
In the proof of Lemma 3.2 in [21] the authors choose
(Ω) such that ω ≡ 1 on D 1 and supp ω ⊂⊂ Ω p . This paper just makes a minor modification, so that the theory of the local error estimates built in [21] applies to the local domains containing the corner points, see Lemma 2.3 and Lemma 2.4.
Multilevel discretizations based on local defectcorrection
Consider the eigenvalue problem (2.3) which has an isolated singular point z ∈ Ω (e.g., see Figure 3 .1). Let D ⊂⊂ Ω be a given subdomain containing the singular point z, and we introduce domains
Let π H (Ω) be a shape-regular grid, which is made up of simplices, with size H ∈ (0, 1), π w (Ω) be a refined mesoscopic shape-regular grid(from π H (Ω)) and π h (Ω i ) be a locally refined grid (from π hi−1
be finite element spaces of degree less than or equal to r defined on π H (Ω), π w (Ω) and {π hi (Ω i )} l 1 ), respectively. Based on Algorithm B 0 in [8] we establish the following three-level discretization scheme.
Scheme 3.1(Three-level discretizations based on local defect-correction.).
Step 1. Solve (2.3) on a globally coarse grid π H (Ω): find λ H ∈ C, u H ∈ V 0 H (Ω) such that u H 0 = 1 and
H )| has a positive lower bound uniformly with respect to H (see section 5.1).
Step 2. Solve two linear boundary value problems on a globally mesoscopic grid π w (Ω): find
Then compute the Rayleigh quotient
Step 3. Solve two linear boundary value problems on a locally fine grid
Step 4. Set
And compute the Rayleigh quotient
We use (λ w,h1 , u w,h1 ) and (λ w,h1 * , u w,h1 * ) obtained by Scheme 3.1 as the approximate eigenpair of (2.3) and (2.11), respectively.
It is obvious that (λ w , u w ) and (λ w , u w * ) in Scheme 3.1 can be viewed as approximate eigenpairs obtained by the two-grid discretization scheme in [16, 25] from π H (Ω) and π w (Ω).
Using Scheme 3.1, abrupt changes of mesh size can appear near ∂Ω 1 . Influenced by the technique on the transition layer proposed by [4] , we repeatedly use the local defect-correction technique to establish the following multilevel discretization scheme.
Scheme 3.2(multilevel discretizations based on local defect-correction.).
Step 1.The same as that of Step 1 of Scheme 3.1.
Step 2.The same as that of Step 2 of Scheme 3.1.
Step
Step 6. Set
on Ω i , u
And compute
We use (λ w,h l , u w,h l ) and (λ w,h l * , u w,h l * ) obtained by Scheme 3.2 as the approximate eigenpair of (2.3) and (2.11), respectively.
Theoretical Analysis
Next we shall discuss the error estimates of Scheme 3.1 and Scheme 3.2.
In our analysis, we introduce an auxiliary grid π hi (Ω) which is defined globally, and denote the piecewise polynomials space of degree ≤ r by V 0 hi (Ω) (i = 1, 2, · · · , l). We also assume that π hi (Ω i ) and V 0 hi (Ω i ) are the restrictions of π hi (Ω) and V 0 hi (Ω) to Ω i , respectively, and
For D and Ω i stated at the beginning of section 3, let G i ⊂ Ω and
, and H is properly small. Then there exists u ∈ M (λ) and u * ∈ M * (λ * ) such that
3)
Proof. Let u ∈ M (λ) and u * ∈ M * (λ * ) such that u − u H and u * − u * H both satisfy Lemma 2.2. From (2.13), (2.14), Step 2 of Scheme 3.1, (2.15), Lemma 2.2 and Lemma 2.4, we derive that
then (4.1) follows. By Lemma 2.2 and Lemma 2.4,
then (4.3) follows. By calculation,
then (4.2) follows. Similarly we can prove (4.4), (4.5) and (4.6). From (2.26), we have
. The following Theorem 4.2 is a critical result in this paper, which develops the results of Theorem 3.3 in [8] .
we shall estimate u w,h l −P h l u 1,D , u w,h l −P h l u 1,G l \D , and u w,h l −P h l u 1,Ω\G l , respectively.
First, we proceed to estimate u w,h l − P h l u 1,D . From (3.8), (3.6) and (2.25) we derive
It is obvious that
(Ω), (4.13) which together with (4.12) yields
(Ω l ) , thus, from the above formula and Lemma 2.3 we deduce that
By calculation, we have
substituting the above relation into (4.14) we obtain
To estimate e h l 0,Ω l , we use the Aubin-Nitsche duality argument. For any given f ∈ L 2 (Ω l ), consider the boundary value problem:
Let ϕ be the generalized solution of (4.16), ϕ h l and ϕ h l−1 be finite element solutions of (4.16) 
(Ω l ), respectively. Then,
From (3.6) and (3.8) we get
thus by the definitions of ϕ, ϕ h l and e h l , we deduce that
Step 2 of Scheme 3.2 shows that
namely, for l = 1,
for l > 1, the above formula follows from (3.6) and (3.8) . Therefore,
It is clear that
Substituting the above two formulae into (4.18), we derive
Thus, we get
Substituting (4.19) into (4.15), we obtain
The remainder is to analyze u w,h l − P h l u 1,Ω\G . From (3.8), we see that
which leads to
It follows from (3.6), (2.3) and (4.13) that
then, by Lemma 2.3, we have
where F ⊂ Ω satisfies D ⊂⊂ F ⊂⊂ G l . Substituting (4.23) into (4.22) we get
It follows from substituting (4.19) into the above inequality that
Combining (4.24), (4.20), (4.21) and (4.11), finally, we obtain (4.9). We can prove (4.10) by using the similar argument. 
. of N ((
When l = 1, it is actually to solve the following equations to obtain a basis in the solution space.
(5.4) (When λ H is a simple eigenvalue, l = 1 and N ((
space spanned by the eigenfunction u * h .) When l > 1, how to seek a basis {φ} 
Numerical Examples
Consider the convection-diffusion equation 5) where , we take the approximate first eigenvalue as λ 1 ≈ 10.621,λ 1 ≈ 8.871 and λ 1 ≈ 33.371, respectively. We will report some numerical experiments by using linear finite elements on uniform triangle meshes. In our numerical experiments, we use Scheme 3.2 to solve the problem such that
, and locally fine grids have the same degree of freedom as that of globally mesoscopic grid (see Tables 1-6 ).
In our experiments, according to the assumptions of Theorem 4.4, we approximately take γ 1 = γ 2 = 1/2, 2/3 and s = s 2 = 1/2, 2/3 so that (4.35) holds for slit domain and L-shaped domain, respectively. We use MATLAB 2011b under the package of Chen (see [6] ) to solve the problems, and the numerical results are shown in Tables 1-6. From Tables 1-4 we can see that without increasing degree of freedom on locally fine grids, the first local defect correction can largely improve the accuracy of the eigenvalues, and the local defect corrections that follows can gradually improve the accuracy of the eigenvalues by overcoming the singularity at the origin. But Tables 5-6 also indicate that Scheme 3.2 is not valid for the problems with b = (0, 10)
T . Concerning this point, the figures of eigenfunction and its adjoint pair (see Fig. 5 .1-5.2) shows their functional-value abrupt changes mainly center on boundary layer, which may lead to the invalidity of Scheme 3.2. for the case b = (0, 10)
T , we adopt the parallel version of Scheme 3.2 to make local defect-corrections on boundary layers with functional-value abrupt changes (see also Fig. 5.1-5.2) .
Specifically speaking, for the L-shaped domain, we find that it's better to make local defect-corrections near the origin on slightly small area Ω
, 0]} for both eigenfunction and its adjoint eigenfunction; as for the other local defect-correction areas, we set as Ω
for the adjoint eigenfunction, respectively; the related numerical results is given in Table 7 . Here we set
For the slit domain, we set as the local defect-correction area Ω Table 8 . Here we set [5] show that, using the adaptive homotopy method to solve the L-shaped domain problem with b = (10, 0)
T , the approximate eigenvalue can have 4-5 significant digits with DOF = 154994 and 124469, thus the adaptive homotopy method is efficient. However, by using our algorithm, the approximate eigenvalue can have 6 significant digits with DOF H = 12033 (see Table 7 ), which also indicates our algorithm is efficient. 
