The cost of the exact solution of the many-electron problem is believed to be exponential in the number of degrees of freedom, necessitating approximations that are controlled and accurate but numerically tractable. In this paper, we show that one of these approximations, the self-energy embedding theory (SEET), is derivable from a universal functional and therefore implicitly satisfies conservation laws and thermodynamic consistency. We also show how other approximations, such as the dynamical mean field theory (DMFT) and its combinations with many-body perturbation theory, can be understood as a special case of SEET and discuss how the additional freedom present in SEET can be used to obtain systematic convergence of results.
I. INTRODUCTION
The computational cost of the exact solution of the realistic extended many-electron problem is believed to be exponential in the number of degrees of freedom, necessitating the development of accurate approximate methods able to capture interacting electron physics.
1
While mature tools for obtaining ground state energetics for both molecular and solid state problems exist, 2, 3 solid state experiments are often performed at finite temperature and yield as the measured result not energy differences but single-and two-particle response functions, requiring a description of finite temperature excitations.
Many-body perturbation theory 3 accurately describes these phenomena where interactions are weak. However, many systems of interest are believed to be outside the regime of validity of perturbative approximations. In these systems, a non-perturbative solution is desired for a subset of the correlated degrees of freedom embedded into a background of more weakly correlated, perturbatively treated states. Ideally such an embedding construct should be numerically tractable and defined in terms of one or more small parameters that allow its tuning from a crude but computationally cheap, approximate solution to the exact but exponentially expensive one.
Several such theories have been developed. They include the dynamical mean field theory (DMFT), 4,5 its combination with electronic structure methods, such as LDA+DMFT [6] [7] [8] and GW+DMFT 9,10 , the self-energy functional theory, 11 and most recently the self-energy embedding theory (SEET).
12-14 All of them require a compromise between accuracy and numerical tractability or time to solution.
In this paper, we show that SEET can be understood as a conserving functional approximation to an exact Luttinger-Ward functional. 15 This functional framework of SEET allows us to compare this theory to other functional approximations, and show in particular that DMFT, HF+DMFT, and GW+DMFT can be understood as a special case of SEET and to illustrate how the additional freedom given by SEET can be employed to systematically improve results. In particular, we focus on various aspects of electron 'screening' and downfolding and how they are treated in various approximations.
This paper proceeds as follows. In Sec. II, we introduce the system under study, the SEET definition, DMFT, and several combinations of DMFT with many-body perturbation theory. In Sec. III, we compare the different approaches based on their functionals. In Sec. IV, we focus in detail on various aspects of electron screening. We form conclusions in Sec. V.
II. SYSTEM AND FORMALISM
We consider a system described by a Hamiltonian with full two-body interaction v ijkl and one-body terms t ij in a finite orbital basis:
where the indices i, j, k, and l enumerate all N basis orbitals present in the system. In case of a periodic system, Eq. 1 may in particular contain one-body terms connecting any orbital in any unit cell to any other orbital in any other unit cell, and general two-body integrals v mixing interactions between any of the orbitals in any of the unit cells in the system. Physical properties including thermodynamic quantities (energies and entropies), frequency dependent singleparticle (Green's functions and self-energies) and twoparticle quantities (susceptibilities) can be described in a functional approach. [15] [16] [17] [18] In this approach, a Φ-functional Φ[G] of the Green's function G, which contains all linked closed skeleton diagrams, 15 is used to express the grand potential as
and it satisfies δΦ δG
where the self-energy Σ is defined with respect to a noninteracting Green's function G 0 via the Dyson equation
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The functional formalism is useful because approximations to Φ that can be formulated as a subset of the terms of the exact Φ functional can be shown to respect the conservation laws of electron number, energy, momentum, and angular momentum by construction. 16, 19 In addition, Φ-derivability ensures that quantities obtained by thermodynamic or coupling constant integration from non-interacting limits are consistent. 16 Functional theory therefore provides a convenient framework for constructing perturbative 16, [20] [21] [22] and non-perturbative 4,11-14 diagrammatic approximations.
On the other hand, approximations based on a Φ functional do not guarantee self-consistency on the twoparticle level, so that vertex functions which appear in the calculation of the one-particle self-energy may not the same as those generated by functional differentiation in two-particle correlation functions, and crossing symmetries may be violated. [23] [24] [25] The construction of methods for model systems that respect these symmetries by construction is an active topic of research.
26,27
The approximations we discuss in the following sections are all expressed in the functional form, thus making them straightforward to discuss and compare their respective assumptions, limits, and strengths.
A. The Self-energy Embedding Theory
Self-energy Embedding Equations
The self-energy embedding theory (SEET)
12-14 starts from the assumption that all orbitals present in the system can be separated into M distinct orbital subsets A i , each containing N A i orbitals, and a remainder R with N R orbitals, such that N A i N , for each i, and
We assume that the orbitals within each subset A i are more strongly correlated among each other than with other orbitals present in the system, so that their intra-subset correlations need to be obtained in a nonperturbative way. Conversely, inter-set correlations between orbitals belonging to two different sets A i and A j , i = j, and correlations belonging to the remainder R are assumed to be weaker, such that they can be simulated perturbatively. The choice of orbital subsets and subset size N A i is general and will be commented on in Sec. II A 2.
SEET first approximates the solution of the entire system using an affordable but potentially inaccurate Φ-derivable method (weak coupling methods are a natural choice), and then corrects this approximation in the strongly correlated subspaces by a non-perturbative result. This is achieved by approximating the exact Φ-functional as
Here, Φ tot weak denotes a solution of the entire system using a conserving low-order approximation, for instance selfconsistent second order perturbation theory (GF2) [28] [29] [30] [31] [32] [33] or the GW method.
20 Φ A denotes all those terms in Φ where all four indices i, j, k, l of v ijkl are contained inside orbital subspace A. Φ A weak is the approximation to Φ A within the weak coupling method used for solving the entire system, and Φ A strong the approximation or exact solution of Φ A obtained using the higher order method capable of describing 'strong correlation'.
Since the self-energy is a functional derivative of the Φ SEET -functional, the total self-energy Σ contains diagrams from both the 'strong' and 'weak' coupling methods and can be written in a matrix form reflecting the system separation onto different correlated blocks
These blocks are obtained upon differentiation of the Φ SEET functional according to Eq. 3 and have the following form
Eq. 6 describes a subspace self-energy consisting of a contribution from the strongly correlated subspace embedded into a weakly correlated self-energy generated by all orbitals outside the subspace. This embedding of the selfenergy leads to the name 'self-energy embedding theory'. SEET satisfies the following limits:
• If the interaction v ijkl is zero or the temperature is infinity, β = 0, the self-energy is zero and therefore the method becomes exact.
• If M = 1 and the only subspace A includes all orbitals present in the system, N A = N , so that no orbitals are left in the perturbatively treated subspace, N R = 0, then the entire system is solved using the strong correlation method and Φ SEET = Φ A strong . Consequently, if the strong correlation method provides the exact solution, the exact solution of Eq. 1 is recovered.
• In the limit of non-interacting subsystems, when the interactions between strongly correlated subspaces are zero, together with a condition N R = 0 and i N A i = N , SEET recovers the solution of the system with the strong correlation method since
• If the correlated subspaces are not treated exactly but using the same 'weak correlation' method as the rest of the system, the weak correlation solution for the full system is recovered since Φ
While consideration of the exact limits is essential, the important practical question is whether (and where) one can expect SEET to be accurate away from these exact limits. As is evident in Eq. 5, SEET becomes accurate where the diagrams considered at the lower level method require no higher order corrections. This is the case in the high temperature, high energy, and high doping regimes where the self-energy is perturbative. Additionally, SEET is accurate if all non-perturbative correlations are restricted to the correlated subspaces, and its accuracy will therefore strongly depend on the choice of the correlated subspaces. Consequently, choosing the correlated subspaces is an important step in any SEET calculation. In many techniques, the 'strongly correlated' and 'weakly correlated' orbital subsets are chosen a priori. An example is DMFT, where Φ is truncated to local degrees of freedom, 5 or LDA+DMFT methods 5, 6, 34 where certain 'local' orbitals (usually orbitals with d or f -like character) are considered to be 'correlated', while 'wider' p and s orbitals are considered to be non-interacting.
The choice of SEET subspaces
While the same ad hoc orbital choice can be used for self-energy embedding theory, SEET also offers a different approach to the selection of correlated orbitals and in particular makes an adaptive choice of correlated orbitals 'a posteriori' possible, without the need to localize or 'downfold' orbitals.
A simple criterion for identifying the degree of orbital correlation is given by the frequency-dependence of the self-energy: the larger the frequency dependent part, the more 'non-Hartree-Fock' like an orbital is, and therefore the more it needs to be treated at the 'strongly correlated' level. Since Hartree-Fock only yields orbital occupancies of 0 and 2 (at zero T ), then any partial occupancy of an orbital obtained from diagonalizing a one-body density matrix obtained using a perturbative approach (used in the first step of SEET) indicates some degree of correlation. The larger the deviation from 0 or 2 the more "strongly correlated" an orbital is and the more likely it requires a non-perturbative treatment.
Consequently, the SEET calculations in Ref. 12-14 added orbitals to the strongly correlated subspace A using a criterion based on diagonalization of the one-body density matrix: chosen were those N A orbitals with the largest deviation of the occupancy from 0 and 2. This requires a basis transform of the hybridization function, non-interacting Hamiltonian, and two-body integrals into the basis that diagonalizes the one-body density matrix. While basis transforms for the two-body integrals are generally expensive, the transformed integrals are only necessary inside the correlated subspace, making the transform affordable in practice, such that the orbital transformation step is not a computational bottleneck.
Two possible subset selection schemes are illustrated graphically in Fig. 1 . The upper panel shows a separation of orbitals based on energy or occupation scheme, where mostly unoccupied and mostly filled orbitals are treated as weakly correlated subspaces that can be treated by a weak correlation method. Partially filled orbitals are chosen as strongly correlated that will be treated by a nonperturbative method. The lower panel shows an alternative separation based on distance, where orbitals localized around a center position are treated as strongly correlated, whereas orbitals at farther distance are treated as uncorrelated or weakly correlated.
Self-consistent solution of the SEET equations
The Φ SEET functional of Eq. 5 defines the SEET approximation. 35 It requires the specification of the M correlated orbital subspaces A i and the subspace R, in addition to the 'strong coupling' and the perturbative weak coupling diagrams. We now describe an algorithm that generates a self-consistent solution of the SEET equations.
First, the weak coupling method is used to selfconsistently obtain the self-energy Σ tot weak and functional Φ tot weak of the entire system from a given initial Green's function, e.g. the Hartree-Fock (HF) or density functional theory (DFT) approximation. The self-consistency of the weakly correlated method eliminates all mem-ory of the initial starting point in its convergence to a fixed point. In a next step, [Σ A strong ] i needs to be obtained in each subspace i. To simplify notation, we select one particular subspace A i = A and absorb all other subspaces A j , j = i, and the remaining weakly correlated orbitals in space R. Using the non-interacting Green's function 36 in a block form
and the Dyson equation G = G 0 + G 0 ΣG, we express the interacting Green's function as
where (G −1
)
A denotes the inverse of the non-interacting Green's function restricted to the orbital subset A. Evaluation of G tot in the subset A yields
where ∆ is defined as
Eq. 5, Eq. 12 and Eq. 13 show that the 'strongly correlated' A-subspace problem can be entirely formulated in the strongly correlated subspace as a problem in which the original interactions v ijkl have been restricted to the subspace A, but for which the bare Green's functions have been modified from G 0 to new propagators G 0 which contain a contribution from a frequency-dependent 'hybridization function' ∆. These propagators are defined as
Problems of this type are known as quantum impurity problems. A quantum impurity solver will obtain an expression for a correlated (G imp ) A given ∆ (Eq. 13) and G 0 (Eq. 10) as well as a subset of interactions v ijkl ∈ A i in either spatial or energy basis. Using the impurity problem Dyson equation, the self-energy for a strongly correlated orbital subset is obtained as
Once this strongly correlated Σ A strong is known, the total self-energy, Σ A , in subspace i is evaluated as
We note in particular that there are contributions to the A-subspace self-energy from vertices and propagators with some indices outside of subspace A. 
where j denotes unit cells, and [Φ I ] j contains all those diagrams of Φ where the interaction vertices have all four indices inside unit cell j. All diagrams in Φ connecting different unit cells, either via interactions or via propagators, are discarded. As a consequence, Σ DMFT = δΦDMFT δG is purely local to every cell. In a translationally invariant system where all unit cells are equal, Σ DMFT is independent of I, and only one impurity problem exists. In analogy to Eq. 12, an impurity model with G imp = G I , Σ imp = Σ I can be defined and the self-consistent solution of the Dyson equation G = G 0 + G 0 Σ DMFT G and the solution of the impurity problem leads to the DMFT approximation of Eq. 1.
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Eq. 17 shows that DMFT can be understood as a special case of SEET in which the orbital subspaces A i are chosen to be the orbitals local to a unit cell, the 'weak correlation' method is skipped so that Φ weak = 0, and the strong-correlation problem is computed by the DMFT impurity solver. Correspondingly, DMFT will provide a good approximation to the physics of a correlated system as long as the following two criteria are fulfilled: first, the interactions are predominantly local; and second, selfenergy contributions from non-local terms (interactions or propagators) are negligible.
B. HF+DMFT
Similarly, HF+DMFT can be cast into this framework. The chosen correlated orbital subspaces I j are local to each unit cell, and the exact Φ is approximated as
where [Φ I HF ] j is the HF Φ-functional with vertex indices restricted to unit cell j. To obtain a self-consistent Φ DMFT+HF , the Hartree Fock equations are solved for the entire system and subsequently some or all local orbitals are chosen to the correlated subspace I j . The impurity problem is then solved in the local subspace along the lines of DMFT.
Note that all the non-local contributions to the selfenergy of the unit cells that are frequency independent are generated by Φ tot HF . Any higher order contributions to the self-energy that are frequency dependent have purely local vertices and there are no non-local frequency dependent self-energy terms in the Φ DMFT+HF functional. Additionally, in the non-empirically adjusted HF+DMFT all impurity interactions remain the bare Coulomb interactions v pqrs and are local to the unit cell orbital subspaces I j .
Consequently, any adjustment or renormalization of the frequency dependent [Σ A strong ] i term due to the nonlocal effects that is present in SEET(ED-in-GF2 or ED-in-GW) is absent in HF+DMFT. This is the reason why spectral features and energies produced at the HF+DMFT or LDA+DMFT level using a bare, unrenormalized local Coulomb interaction are not recovered correctly. For small molecular systems, the incorrect energies resulting from employing HF+DMFT with bare Coulomb interactions can be found in Refs. 14 and 51.
C. GW+DMFT GW+DMFT 8,9,52 is based on the premise that both non-local interactions and non-local correlations are important and cannot be discarded; however, the non-local interactions can be treated perturbatively without a significant loss of accuracy.
The starting point of the GW+DMFT procedure is the GW approximation 20, 53 for which the Φ functional consist of an infinite series of 'bubble' polarization diagrams, P = GG, connected by bare interaction lines. This series of bubbles can be resumed into a frequency-dependent 'screened' interaction W = v + vP W , where v is the bare Coulomb interaction. The self-energy is approximated as Σ = −GW , so that in the GW approximation Φ[G] = − 1 2 GW G. As Almbladh et al. 17 showed, it is convenient to define a functional Ψ, which is a functional both of the Green's function G and of the screened interaction W , 17 as
which satisfies
Together with the Dyson equation that relates G to Σ, these expression form a closed set of equations that allow the self-consistent computation of Σ and W . We note that while these equations are Φ (and Ψ)-derivable, and should be solved in a self-consistent manner, the size and complexity of W as well as the difficulty in carrying out the self-consistency necessitates additional approximations [53] [54] [55] [56] in the case of large realistic systems, which may not respect the conserving properties of Hedin's 'fully self-consistent' GW approximation. Notable cases where these equations have been solved self-consistently without any approximations are the electron gas, 57 atoms and small molecules, 17, [58] [59] [60] and lattice model systems.
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GW+DMFT then makes use of the fact that, given W in all orbitals, there is a natural way of defining an 'effective' W in a subset d of correlated orbitals:
62 splitting the polarization into a contribution P d from the 'correlated' orbitals and a contribution from all other orbitals, P = P d + P r , one can define a screened interaction W r which does not contain any d-to-r processes and reformulate W as
This identity is general and independent of the GW approximation. It allows to formulate non-perturbative corrections containing contributions by orbitals exclusively in the correlated subspace d without double counting.
Choosing as a subset of orbitals the ones that are local to the unit cell (or, equivalently, a subset of those local to the unit cell), it follows that
This defines the GW+DMFT approximation to the exact Ψ functional. The approximation is noteworthy because it is, as it is written, a diagrammatically sound method for solving realistic correlated many-body problems that includes renormalized interactions and non-perturbative local correlations. In practice, numerous technical and theoretical limitations exist. A fully self-consistent solution of the GW problem is technically very challenging. The various approximations employed (quasiparticles, no full selfconsistency, etc) at the level of GW along with the difficulty of numerically solving multi-orbital impurity problems with general non-local time-dependent interactions means that the rigorous diagrammatic footing described above is severely approximated in practical implementations of the GW+DMFT method 63 .
D. Comparison of SEET, DMFT, and GW+DMFT
The methods outlined above have several important commonalities. First, they require the self-consistent solution of a Φ (or Ψ)-derivable diagrammatic system. This implies that (provided the equations are actually solved to self-consistency) the important conservation laws are automatically fulfilled. They also consist of two-step procedures: an 'outer loop' that entails the solution of a system using a 'cheap' method (e.g. GW, GF2, or HF), and an 'inner' loop that requires the solution of a quantum impurity problem using non-perturbative techniques. All methods become exact at infinite temperature, at zero interaction, and when the system decouples into separate impurity problems without any inter-impurity interactions.
However, there are several important distinctions between these methods. The first is the choice of correlated orbital space. In DMFT and its variants, correlated subspace orbitals are chosen a priori to be the local orbitals or a subset of the local orbitals. This was historically motivated by an exact limit of infinite coordination number, 48, 64 where the self-energy can be shown to reduce to the local form. The locality approximation can be controlled by systematically extending the size of the unit cell in the real 65, 66 or reciprocal space, 67, 68 or by introducing diagrammatic expansions in the non-local contributions. [69] [70] [71] [72] [73] In contrast, SEET uses insight from a low-order solution of the system to adaptively define the correlated subspace, e.g. via consideration of the elements of the diagonalized one-body density matrix that are different from 0 or 2. The control parameter used to converge SEET to the exact limit is the size of the correlated subspaces N A i , which can be systematically increased.
A second major difference between HF+DMFT, GW+DMFT, and SEET(ED-in-GF2 or ED-in-GW) is the way in which non-local interactions are treated. DMFT neglects any contribution from non-local interactions to the self-energy, here particularly any contributions from non-local interactions to the local self-energy are neglected. HF+DMFT evaluates the frequencyindependent part of the non-local self-energy at the HF level, but any non-local frequency-dependent contribution to the self-energy is neglected, as both interactions and propagators in Φ DMFT are chosen to be local. Both GW+DMFT and SEET(ED-in-GF2 or ED-in-GW) include frequency-dependent non-local correlations to some extent. Assuming that a local (rather than an energy) basis is chosen for SEET, the lowest order diagram contained in SEET(ED-in-GF2) but not in GW+DMFT is illustrated in the left panel of Fig. 2 . Here, different indices are assumed to be in different unit cells. Conversely, SEET(ED-in-GF2) in a local basis would not include the diagram illustrated in the middle panel of Fig. 2 . DMFT could in principle be extended to include the second order exchange diagram, such that the diagram in the left panel is contained, while a formulation of SEET around GW, i.e. SEET(ED-in-GW), would include the middle panel of Fig. 2 . None of these methods includes the diagram illustrated in the right panel of Fig. 2 . As a commonly used basis for SEET is an energy basis, rather than a local basis, a detailed comparison in the practically relevant case is not straightforward.
A third major difference consists of the selection of a basis. As DMFT-type methods perform a local approximation, the choice of basis functions strongly influences the types of correlations that can be contained in DMFT. In contrast, the adaptive choice of SEET basis does not require a localization procedure.
Finally, the nature of the correlated impurity problem is rather different in SEET and GW+DMFT. GW+DMFT, due to its construction of a screened interaction, requires impurity solvers able to evaluate problems with fully general frequency-dependent interactions. While efficient Monte Carlo methods exist that solve impurity problems with frequency-dependent densitydensity interactions, 74,75 efficient impurity solvers able to treat general frequency-dependent four-fermion interactions do not yet exist. SEET, on the other hand, due to the use of the Φ functional, requires no frequencydependence in the interactions. However, the rotation to the natural orbital basis in which the density matrix is diagonal usually mixes all orbitals and interactions, necessitating a treatment of the full four-fermion interaction terms (rather than just density-density interactions) with 'off-diagonal' hybridization functions.
IV. NON-LOCAL INTERACTIONS, CORRELATIONS, AND SCREENING
Non-local interactions and non-local dynamical correlations (caused both by local and non-local interactions) alter the local low-energy physics. A combination of these effects is colloquially summed up under the term 'screening', despite very different physical and diagrammatic origins. As the methods discussed above treat 'screening' to a different extent, we briefly discuss various aspects of it.
First, the 'screened interaction' W describes a way of re-summing certain classes of diagrams. W then takes the role of the bare interaction v in Φ and removes diagrams with repeated insertion of polarization parts, at the cost of introducing a frequency dependence. 20 The need for formulating perturbation theories in powers of W is motivated by a divergence of the perturbation theory in v, when truncated at any order, in the infinite system size (momentum q → 0) limit of the electron gas. 76 In contrast, a perturbation theory in W removes this divergence and stays finite. 20 Within GW and GW+DMFT, as well as within SEET(ED-in-GW), terms are included at least to lowest order in W , and W is approximated by the lowest order P .
SEET(ED-in-GF2) is based on a GF2 starting point that is divergent for metallic systems in the thermodynamic limit, as it is formulated in terms of the bare v. However, any finite system will yield a convergent answer. Thus, for a finite system, in an energy basis, the identification of the correlated orbitals will add nearFermi-surface states to the correlated subspace and converge as the subspace is enlarged.
A second, entirely different effect also commonly referred to as 'screening' that leads to lowering of local bare Coulomb interactions is generated by the effect of non-local interactions on the local self-energy. 77 If the total orbital space is divided into a correlated subspace and the remainder, the correlated subspace self-energy acquires contributions due to non-local interactions with vertices and propagators in the remainder. This effect is general and present both for the frequency independent and dependent contribution to the self-energy. It is best illustrated for the frequency independent Hartree-Fock contribution Σ ∞ that can be separated into the following contributions:
Here the matrix elements [Σ ∞ ] ij∈A have an 'embedded' contribution coming only from orbitals belonging to the subset A and an 'embedding' contribution where the summation runs over other orbitals R that are not contained in the subset A.
A model with non-local interactions often appears to have a smaller local self-energy than the same model with only on-site interactions. 78, 79 Similarly, a multi-orbital model where inter-orbital interactions are truncated to density-density interactions encounters its metal-toinsulator transition at a weaker interaction than one with the full interaction structure. [80] [81] [82] As the DMFT approximation neglects all inter-unit-cell interactions inside the correlated subspace, and as technical limitations of the impurity solvers require restriction to density-density terms, the effective DMFT interactions are additionally lowered to account for these corrections.
In SEET, this method-dependent 'screening' contribution that results in the lowering of the correlated orbital subspace self-energy is not caused by introducing effective interactions. Rather, the 'embedded' subspace self- 
V. CONCLUSIONS
We have discussed several diagrammatic approximations capable of describing a full Coulomb Hamiltonian. These approximate methods can then be used in ab initio calculations of realistic materials or molecular problems. We have paid particular attention to the functional interpretation and have shown that the DMFT -type approximations, where the correlated subspace orbitals are chosen to be local to the unit cell, are a subclass of a wider class of self-energy embedding theories, which can deal with both local and non-local orbitals present in the correlated subspace.
We have also shown that relaxing the locality approximation of the self-energy leads to additional freedom in choosing 'correlated' orbitals, and introduces a systematic small parameter that can be controlled in practice. Choosing the correlated orbital subspace as a set of onebody density matrix eigenvectors corresponding to eigenvalues with partial occupancy (most different than 0 or 2) provides an adaptive selection procedure.
While all the methods outlined here have a rigorous theoretical foundation, practical implementations of realmaterials embedding calculations remain extremely difficult and the approximations needed to lower the computational cost typically break Φ-derivability. While some of these approximations have the potential to be removed with future increases of computational power, calculating frequency dependent renormalized interactions in GW+DMFT for impurity models remains challenging. We therefore believe that embedding methods that do not rely on explicitly renormalized interactions in the correlated subspace, such as SEET(ED-in-GW) and SEET(ED-in-GF2), offer a promising route to the simulation of realistic materials with systematically improvable accuracy.
