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大西との一連の共同研究 (Yanagimot and Ohnishi, 2009, 2011, 2014,






点をあてるために、観測値 x =(x\mathrm{i}, . . , , x_{n}) は指数分布族
\mathcal{M} = \{p(x| $\theta$) =\exp\{n(\overline{t} $\theta$- M( $\theta$))\}a(x)| $\theta$\in $\Theta$\} (1.1)
に含まれる確率密度に従う確率変数からの大きさ n の実現値ベクトルと
する。密度関数を母数の関数と見なして尤度





できる。母数の最尤推定量 \hat{ $\theta$}_{M} と二つのモデル \mathcal{M}_{i}=\{p_{i}(x|$\theta$_{i})\} に対す









p(x| $\mu$,  $\tau$) = \displaystyle \prod\frac{$\tau$^{\prime r}}{ $\Gamma$( $\tau$)}\frac{x_{i}^{ $\tau$-1}}{$\mu$^{ $\tau$}}\exp(-\frac{ $\tau$ x_{i}}{ $\mu$})
と書けるから、十分統計量は標本平均 \overline{x} と標本幾何平均あ だから、通










Bayes 法では、未知母数  $\theta$ が超母集団からの実現値とみなす。その密
度を




る。実際、  $\Theta$ 上で一様な事前密度
 $\pi$( $\theta$) \equiv 1 (2.1)
を仮定すると、尤度と事後密度とは比例する。但し、一様事前密度は、例
えば  $\Theta$ = R^{\mathrm{p}} の場合、積分して有限でないことが多い。積分が有限でな
い場合、不適切 (improper) な事前密度と呼ばれる。事前密度が不適切で
あっても、事後密度が滑らかに定義できれば問題はない。
一様密度の困難は、  $\theta$ に対する一様密度と  $\eta$=g( $\theta$) に対する一様密度











Jefffreys 事前分布は標本密度が指数分布族 (1.1) に従うときには
$\pi$_{J}( $\theta$) \propto \sqrt{M''( $\theta$)}. (3.1)
で定義される。より一般的には行列式を用いて、 M''( $\theta$) を





共役事前密度は適当に m,  $\delta$ を選んで、次のように表される。
 $\pi$( $\theta$;m,  $\delta$) = \exp\{ $\delta$(m $\theta$ - M( $\theta$) - N(m))\}b( $\theta$)k(m,  $\delta$) (3.2)
但し、 \mathrm{N}(t) は凸関数 M( $\theta$) に共役な凸関数である。二つの確率密度 p_{1}(y)
and P2 (y) のKullback‐Leibler divergence, \mathrm{E}{\log (pi (y)/p_{2}(y)) ;pi (y)}, を
\mathrm{D} (p_{1}(y),p2 (y)) と書く。この記法を使うと (3.2) は c=\mathrm{N}'(m) とおいて、
次のように書き直すことができる。
 $\pi$( $\theta$;m,  $\delta$) = \exp\{- $\delta$ \mathrm{D}(p(y|c),p(y| $\theta$))\}b( $\theta$)k (m,  $\delta$ (3 \cdot3)
この事前密度を特定するためには、  $\delta$ と  m を選ぶと共に b( $\theta$) をどのよ
うに選ぶ必要がある。この問題は、 m の選択が難しいときには  $\delta$=0 と
置く ことにより困難が解消できるので特に重要になる。この場合 b( $\theta$) は
無情報事前密度と呼ばれる。Jeffreys事前密度は一つの提案である。
事後平均で母数を推定することにより、一つの最適性が導かれる。勝
手な \check{ $\theta$} に対して次の不等式が成り立つ。
\mathrm{E}\{ (\hat{ $\theta$}-  $\theta$)^{2}; $\pi$( $\theta$|x)\} \leq \mathrm{E}\{(\check{ $\theta$}-  $\theta$)^{2}; $\pi$( $\theta$|x)\}.
Jeffreys 事前密度の下での事後平均により母数を推定すると、別の魅力
的な最適性が導かれる。推定値を plug‐in した予測子は e‐最適な予測子
である。
Yanagimoto and Ohnishi (Manuscript) は次の関係式を得て、同時に
Jeffreys 事前密度を特徴付けた。
命題.M(の と Fisher 情報行列 I( $\theta$) についての適当な正則条件の下に、
事前確率密度
 $\pi$( $\theta$;$\theta$_{0}, n)\propto\exp { -n\mathrm{D} ( $\theta$_{0},  $\theta$) } b( $\theta$) .
を定義すると仮定する。このとき漸近的な関係式
\mathrm{E}\{ $\theta$; $\pi$( $\theta$;$\theta$_{0}, n =$\theta$_{0}+O(n^{-2})
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をすべての  $\theta$_{0}\in $\Theta$ で満たすための必要十分条件は、  b( $\theta$) が偏微分方程式





の事後平均 \hat{ $\theta$} が満たす性質になる。また、尤度比検定統計量も同様であ





E\{\mathrm{P}\mathrm{D} (p(y|x), p_{e},(y|x), p(y; $\theta$)) | $\pi$( $\theta$|x)\}=0
を満たす。その予測子は、plug‐in 予測子 p(y|\hat{ $\theta$}) と一致する。しかしが、
最尤推定量の plug‐in 予測子にはこれと言った最適性はない。
更に詳しく調べるために、次の等式を満たす予測子の族を考える。
\mathrm{E}\{\log\{p(x|x\rangle/p(x| $\theta$)\} -\mathrm{D}(p(y|x),p(y| $\theta$)); $\pi$( $\theta$|x)\} =, 0 . (3.5)
最尤推定量を plug‐in した予測子 p(y|\hat{ $\theta$}_{M}) は上の等式を事後平均を取らな
いでも成立する。その等式は、最尤推定量と Kullback‐Leibler separator
の双方にとって好ましい性質とされている。しかし、同時に p(y|\hat{ $\theta$}_{M}) は上
の族の中でベイズリスクを最大化する (Yanagimoto and Ohnishi, 2011).
ベイズリスクを最小にするのはベイズ予測子は p(y|\hat{ $\theta$}) で表される。言い換
えると、漸近的には二つの推定量は、 O(n^{-2}) まで同等であるが、plug‐in




の違いは大きい。例えば AIC は観察 plug‐in 予測子 p(x|\hat{ $\theta$}_{M}) に基づい
ているが、 p(x|\hat{ $\theta$}) に基づいて DIC を補正した方が望ましいことが予想さ
れる。
上の定理がもたらす興味深くある意味で皮肉な側面は、最尤推定量も
Jeffrevs 事前密度 (従ってそれから導かれる推定量) も批判の対象である
事実である。しかもその批判は故のない批判ではなくて、ごく真っ当で十











最尤推定量 \hat{ $\theta$}_{M} と Jeffreys 事前密度の下での事後平均 \hat{ $\theta$} に欠点があ
るときにどのように対処できるだろうか。最も簡単な例として正規分布




p_{N}(x| $\mu,\ \sigma$^{2}) = \displaystyle \prod\frac{1}{\sqrt{2 $\pi$} $\sigma$}\exp-\frac{1}{2$\sigma$^{2}}(x_{i}- $\mu$)^{2}




り、通常の尤度ではなくて修正尤度である 。 0 結果として得られる推定量
は \displaystyle \hat{ $\sigma$}_{C}^{2}=\sum x_{i}-\overline{x})^{2}/(n-1) である。
ベイズ法での対応の一つは、  $\tau$=1/$\sigma$^{2} とおく と ( $\mu$,  $\tau$) が自然母数であ
ることに注意して、いて reference 事前密度として  $\pi$_{R}( $\mu$,  $\tau$)\propto 1/ $\tau$ を仮
定する。  $\tau$ の事後平均を求めると \hat{ $\tau$}=1/\hat{ $\sigma$}_{C}^{2} となる。自然母数の事後平均












デル x\sim \mathrm{N} ( $\mu$, (1/ $\tau$)\mathrm{I}) を仮定して、絢が i に伴い変化すると仮定する。
問題はその変化の傾向をデータ x から推測することである。尤度法では
回帰モデルとして定式化する。適当な関数系  $\mu$( $\theta$) を仮定して,回帰モデ
ルを
x =  $\mu$( $\theta$) + e, e \sim \mathrm{N}(0, (1/ $\tau$)1)
とする。多項式回帰モデルでは $\mu$_{i}( $\theta$) =\displaystyle \sum_{j=0}^{p}$\theta$_{j+1}i^{j} とする。その上で
母数は最尤推定量で推定される。母数の次元が高いと最尤推定量の性能
は全く保証されない。それより重要な点は、関数系  $\mu$( $\theta$) を見つけるこ
とは難しい事実である。
95
平滑化法を階差2の行列 D_{2} を  $\mu$'D_{2}. $\mu$ = \displaystyle \sum($\mu$_{i+2}-2$\mu$_{i+1}+$\mu$_{i})^{2} を使っ
た場合で考える。事前密度を D_{2}^{-} を D_{2} の (Moore‐Penrose の一般化) 逆
行列、 e_{1}' = (1, \ldots\ldots, 1) , e_{2}' = (. . ., i-n/2, \ldots ) として






























































\mathrm{A}\backslash ^{?}:( $\mu,\ \sigma$^{2}) を例に考える。平均母数は ( $\mu,\ \mu$^{2}+$\sigma$^{2}) となる。その UMVUE
は (\displaystyle \overline{x}, \sum x_{i}^{2}) であり、最尤推定量でもある。改めて見直すと、  $\mu$ について
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