Abstract-This paper proposes a new algebraic demodulation method for full response CPM signals in AWGN channel. The method is based in a new estimation/identification theory that has also already been used for channel identification and signal deconvolution. The signals and noise are considered to be deterministic and we find an explicit formula for the recovery of the transmitted symbols. Based on this formula, the symbols are recovered blindly, needing only the knowledge of the modulation index. The method is not only simple and robust to noise, but also very fast, what enables its implementation on-line. It can also be equally used for coherent or non-coherent demodulations. The method is applied to the CPFSK and LRC families of signals showing good results.
I. INTRODUCTION
The Continuous Phase Modulation (CPM) is attractive for wireless communication systems due to its constant envelope and spectral efficiency. Despite its attractive features [1] , the widespread use of CPM has been so far hindered by a high level of complexity of the demodulation process. The optimum receiver for AWGN (Additive White Gaussian Noise) channel consists of a correlator followed by a maximum-likelihood estimator using a Viterbi-like algorithm. Its complexity grows exponentially with the symbols alphabet and the modulation memory [2] .
Alternatively, a number of sub-optimum detectors have been proposed, but the required computational burden is still high [3] , [4] . In terms of blind methods, [5] showed that the constant modulus criterion is not capable of equalizing a CPM signal. Other methods proposed in [6] , [7] present many local minima and are especially complex, using Markov chains [6] or depending on sequences where the elements are raised to the power of non-integer values [7] . In general, the proposed approaches in the literature share a common probabilistic setting in which the prior knowledge of the symbol data distribution, as well as that of the noise disturbance, is a key assumption.
On the other hand, deterministic approaches, which are usually rightly discarded because of their sensitivity to noise perturbations, may be very efficient when casted in an appropriate theoretical framework. The algebraic method proposed in [8] for full response CPFSK modulation, is a good example. As opposed to other deterministic approaches, the estimation technique does not rely on any optimization procedure. The paper shows how the algebraic demodulation is based on a very fast and blind on-line identification of the informationbearing symbols directly from the continuous-time received signal. Moreover, the method is robust to a wide variety of additive noise. More details about the theoretical framework can be found in [9] .
In this paper we propose an algebraic demodulation method simpler and more robust then the one proposed in [8] . The method also does not rely on optimization procedures, resulting in a closed formula for the symbols recovery. This is an important characteristic especially when treating with blind techniques, since it means that the method does not present local minima. We will treat the full response modulations in AWGN channel, considering in more details the CPFSK and the LRC families of CPM signals. Even though we are going to treat here only these two cases, it is important to note that the method can also be used with other CPM families.
We start this paper explaining the problem and reviewing the CPM modulation in section II. Section III resumes what was done in [8] and section IV explains the new proposed method. Section V shows the simulation results, comparing both of the methods described earlier and section VI concludes this paper.
II. THE PROBLEM STATEMENT
The CPM baseband signal is given by:
where E is the signal energy and the phase is given by
The information bearing symbols {a k } are thus contained in the phase φ(t, a) where
Normally, the function g(t) is a smooth pulse shape over a finite time interval 0 ≤ t ≤ LT and zero outside. Thus, L is the pulse length and T is the symbol period. The M -ary data symbols a k take on values ±1, ±3, ..., ±(M − 1) and h is the modulation index.
From the definition of the above class of constant amplitude modulation schemes the pulse g(t) is defined in instantaneous frequency and its integral q(t) is the phase response [1] . We normalized the pulse g(t) such that
This restrains the maximum phase change over any symbol to πh(M − 1) radians. Thus, by choosing different pulses g(t) and varying h and M a great variety of CPM schemes can be obtained [1] . In this paper we are going to use a rectangular pulse of length L symbol intervals, which results in the LREC modulation also known as CPFSK (Continuous Phase Frequency Shift Keying) and a raised cosine pulse also of length L, named LRC modulation. This results, respectively, in the following functions q(t):
It is important to observe that the phase continuity implies in a memory. This memory also increases with the value of L. The case in which L = 1 is called full response modulation while L > 1 is a partial response modulation. In this paper we are only going to study the first case.
Finally, for the LREC and LRC modulations respectively, the transmitted signal in the interval nT ≤ t ≤ (n + 1)T can be written as :
where ω c = 2πf c , with f c being the carrier frequency.
In the following, we are always going to consider the signals on the time interval nT ≤ t ≤ (n+1)T , since we are interested in obtaining the symbol a n . [8] The work done in [8] shows how to demodulate a full response CPFSK signal in the case of AWGN channel using an algebraic method based on a new identification/estimation theory firstly proposed in [9] , [10] . This theory, which is based on differential fields, ring theory, and operational calculus, leads to the following facts:
III. ALGEBRAIC METHOD PROPOSED IN
• No precise statistical knowledge of the noise is required • The signals are considered directly in continuous-time
• There is no distinction between stationary and nonstationary signals.
• The computations of the estimates can be done on-line. Applying this theory to the demodulation of CPM signals, we start by defining a new variable τ such as t = (n + τ )T which enables us to rewrite (3) as
where, considering L = 1, ω n = ω c T + πha n and ϕ n = ω c nT + πh n−1 k=−∞ a k . The proposed method consists of using operational calculus or, equivalently, obtaining the Laplace transform of (5), and solving a system of equations generated by the successive derivation of this equation with respect to the variable s. We firstly consider the noiseless case. The Laplace transform of (5) gives:
We can rewrite this equation as
where we have set
Taking the derivative, with respect to s, of both sides of (7) up to order 2 yields a system of equations which enables the identification of the desired parameters and, indirectly, that of the transmitted symbol which can be obtained from α n .
Since the Laplace transform of u n (τ ) is not known, the terms from (8) that depend on this signal are going to be calculated returning to the time domain. Due to the fact that the multiplication by the variable s in the transformed domain represents, in the time domain, a derivation with respect to time, and the derivation is not a numerically robust operation, we can divide all the terms in this system by s ν where ν is a constant larger than the largest power of s appearing in the system. Observing (8), we see that ν must be greater than two. Doing so, we will only have integral operators in the time domain. The system of equations will then read as: (9) Returning to the time domain, the system will be given by:
where the entries of the 3 × 3 and 3 × 1 matrices P n and Q n are given by iterated integrals:
The time interval λ needs only to be sufficient for the integral to converge. This explains why the estimates of the unknown parameters can be obtained within a very short period of time. Values lower than or equal to one are sufficient. Considering λ = 1 is equivalent to integrating on an interval of length T , i.e. of one symbol period. The averaging provided by the iterated integrals explains the robustness of the method to zero mean additive noise and especially to high frequency noise.
Identifying α n , the symbols can be recovered doing:
It is also interesting to note that the proposed method is blind, although certain modulation parameters as the carrier frequency ω c , the symbol period T and the modulation index h must be known.
A. The Noise Effect
We can consider two types of noise: a constant bias perturbation or an unstructured perturbation. In this second case, we can always write the noise as being a mean value added to a zero-mean perturbation. As mentioned before, the effect of this zero-mean perturbation at the receiver output is going to be reduced by the filtering realized by the iterated integrals. However, we still have to deal with the constant bias perturbation or the noises mean value, b 0 . In this case, after (6), the received signal will be given by:
Multiplying (13) by the variable s and taking the derivative also with respect to s, we are able to eliminate the unknown constant b 0 . The resulting equation will be:
where α n , β n and γ n were defined in (7). The procedure to obtain the unknown coefficients follow the same lines described previously: taking the derivative of (14) with respect to s, dividing by s ν (with ν > 5) and returning to the time domain to obtain the iterated integrals of x n (τ ). Note that the fifth-order derivative of (14) will give an equation depending only on the parameter α n , equivalently to the last equation in (9) .
Note that this is not the only existing procedure to eliminate b 0 in (13)
however, will be different. Due to the fact that the noise is generally considered to be zero-mean, white and gaussian, we will not develop the analysis of these estimators here. A detailed discussion on this subject can be found in [11] .
IV. NEW ALGEBRAIC METHOD
Considering that ω c , T and h are known, and that we are only interested in identifying the transmitted symbols, the method described in section III may present certain disadvantages. Firstly, we can not identify the symbols directly. As shown by (12) , this identification depends on the value of α n , or, in other words, on that of ω 2 n . Moreover, ω n is given by ω c T + πha n . Considering the transmission at a high rate, the term ω c T tends to be much higher than πha n , which means that the value of ω 2 n is basically going to vary around the value of (ω c T )
2 . This makes the control of potencial errors in the identification of a n very difficult.
For this reason, we propose here a new algebraic method that enables the identification of the symbols directly. This new method is even simpler and more robust to noise then the previous one, as will be shown. Firstly, figure 1 shows the receiver scheme used, recovering the baseband signal from the bandpass received one. 
A. The CPFSK Modulation
Considering the full-response (L = 1) CPFSK modulation, using (3) , the signals at the receiver output (figure 1) will be:
obtained by multiplying the received signal by a cosinus and sinus function at the carrier frequency, and filtering the result by a low-pass filter. The equations (15) enables us to establish the following relation between x I and x Q :
where we also used t = (n + τ )T .
The relation is then very simple, depending only on a derivative of first order. To solve (16) and recover a n , we can follow what was done in [8] . The Laplace transform of (16) gives us:
where x I (0) is the initial condition of x I in the interval nT ≤ t < (n + 1)T . As x I (0) is unknown, it can be considered a constant bias perturbation. Taking the derivative of (17) with respect to s, eliminates de dependence of this constant [8] .
Moreover, we need to divide all terms of (17) by s ν with ν > 1 to have integral operators in the time domain. The symbols can then be recovered solving the following equation:
The equation (18) is going to be solved in the time domain. The terms in the right hand side of this equation are given, in the time domain, by iterated integrals of the signals x I and x Q as shown in (11) . Again, the averaging provided by these integrals reduces the effect of zero mean additive noise and high frequency noise at the output estimated symbol. In the case of a constant bias perturbation, the same procedure showed in section III-A can be applied.
Remembering that we are treating sinusoids, an equation equivalent to (16) can be found taking the derivative of x Q instead of x I . The resulting relation will then read as
A third possibility would be to add both of these relations and identify the symbol a n doing:
We can use the three estimations of a n obtained by using (17), (19) and (20) to render the result of the symbol identification more robust.
Note that this method, as the one proposed by [8] , is blind and needs the knowledge of the modulation index h to directly identify the desired symbol.
In addition, it can be equally used for coherent and noncoherent demodulations. This last case can be viewed as, instead of multiplying the received signal by sinusoid functions as shown in figure 1 , we substitute these functions by cos(ω c t + θ) and a sin(ω c t + θ) where θ is a random phase. In this case, the equations given by (17), (19) and (20) will not change. The phase θ will influence x I (t) and x Q (t) equivalently being transparent to the recovery of the symbols.
B. The LRC Modulation
The same technique can be applied to the LRC modulation. In this case, considering the full-response modulation and using (4) , the signals at the output of the receiver shown in figure 1 will be:
Equations (21) lead to the following relation between x I and x Q :ẋ
Comparing (16) and (22), we can see that both relations are very similar. Thus, the procedure applied in section IV-A can be used here exactly in the same way, that is, the symbol estimation is obtained by calculating the Laplace transform of (22), taking the derivative with respect to the variable s to eliminate the initial condition, dividing it by s ν to obtain proper operators and finally, returning to the time-domain, calculating the iterated integrals.
Consequently, again as in section IV-A, it is possible to obtain three different symbol estimations: the one given by solving (22), obtaining the derivative of x Q (t) instead of that of x I (t) (sx Q ) = −πha nx I , wherex I = (1 − cos(2πτ ))x I and using both relations together
This procedure will render the identification more robust. In addition, as for the CPFSK modulation, the method is transparent to coherent or non-coherent demodulation, being able to be used without changes in both cases. Finally, the expected performance of the method for both modulations are similar, since their equations have the same structure.
Even though we will not treat the partial response case in this paper, it is interesting to notice that, in this case, we will certainly have a dependence from previous transmitted symbols since ω n will depend on L symbols. We will then have to be more careful in its demodulation and use previously decided symbols to decide the actual one.
V. SIMULATION RESULTS
The simulation results shown in [8] do not include curves of bit error rate (BER). To be able to compare this method with the one proposed in this paper, figure 2 shows the BER curve for the full response CPFSK modulation obtained using (12) . The modulation parameters used were: E = 1.437, h = 0.725, T = 6.25 × 10 −5 , ω c = 60/T , ν = 18, M = 4 and M = 8. The interval of integration used was λ = 1, which means that the integrals were evaluated numerically during the interval of one symbol period, what confirms the rapidity of the method. The noise was considered to be a zero-mean, white, gaussian noise. In order to evaluate the BER, 10 5 symbols were transmitted. Figure 3 shows the results obtained by using the new proposed method for the full response modulation case using the same parameters above except for ω c = 2π10
6 , ν = 8 and M = 8 and the transmission of 10 6 symbols. The demodulation was non-coherent, multiplying the received signal by cos(ω c t + θ) and sin(ω c t + θ) with θ being a random phase. The gain in performance comparing this result with the one shown in figure 2 is clearly seen. As already mentioned, this difference comes from the fact that the symbol can not be directly estimated in the first method. This figure also compares two different scenarios: in the first one, named 'with LP filter', the receiver scheme is the one shown in figure 1 . The low-pass (LP) filter used was a Butterworth filter with sufficient bandwidth not to distort the signal. In the simulated case, we used a bandwidth of 24.4kHz. In the second scenario, named 'without LP filter', the received signal at the channel output x is only multiplied by a cosine to give x I and by a sine to give x Q . No low pass filter is used. Knowing that, in the process of recovering the symbols, it is necessary to calculate iterated integrals of this signals, this can be viewed as a low pass filtering and so the one in the receiver scheme would not be necessary. This second case render the receiver even simpler, without loss of performance (or even with a small gain), as can be seen in figure 3 .
Moreover, the difference between the performances of the receiver for CPFSK and LRC modulations is relatively small as expected since the similarity of their equations.
In addition, figure 4 shows the BER in the case of a bandlimited noise, for a CPFSK modulation with h = 0.15 and M = 8. The noise was obtained by first filtering a white noise with a baseband filter. This filter bandwidth is equal to the bandwidth occupied by the spectrum of the CPM signal, from its peak to a 30 dB attenuation. To obtain a noise centered at the same carrier frequency as the CPM signal, we proceed as follows [12] : where n I (t) and n Q (t) are independent noises obtained by filtering a white noise with a baseband filter. Figure 5 compares the baseband spectrum of the CPFSK signal with that of the colored noise. Both of them were normalized to start at 0 dB. It is then possible to confirm that the noise spectrum is cut at a frequency equivalent to a 30 dB attenuation of the signal. Figure 6 shows a realization of η(t), what confirms its time correlation.
Returning to the results shown in figure 4 , we observe that the method also has a good performance in this configuration. It is also important to note that the results are given as a function of the signal to noise ratio. Since we consider continuous time signals, the common approach (see e.g [12] ) for simulating the noise corresponding to a given signal to noise ratio per bit is not adapted. Instead, we are considering bandlimited noise, a sample realization of which is displayed in figure 6 . Figure 7 shows the noisy received signal for a SNR of 6 dB. In this paper we proposed a new algebraic method for the demodulation of full response CPM signals in AWGN channel. The method consists on obtaining a closed formula for the symbols recovery that depends only on the received signal and on the knowledge of the modulation index. The proposed method is blind and very simple, being much more robust to noise than the one proposed firstly in [8] . It can also be equally used for coherent or non-coherent demodulation. We treated the CPFSK and the LRC families of CPM signals, showing that the resulting equations for both cases are very similar, as are their good performances.
This method can also be extended to other families of CPM signals and to the case of partial response modulations and selective channels, both of which are presently under study.
