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In the present paper we extend to the multi-dimensional case the author’s 
results published in [9]* We give therefore several existence theorems for 
various problems of minimizing multiple integrals. The results, in particular, 
apply to the classical problem of minimizing the integral 
in a class of functions x on the domain G with fixed boundary values as well 
as to the optimal control problem recently considered by Cesari [2], [3] and 
[4]. The existence theorems we obtain are slightly more general than the one 
given in Morrey’s book ([8], p. 24) concerning minimum of (0.1) or some of 
those given by Cesari in the mentioned papers. 
Our approach is geometrical. To explain the main feature of it let us 
consider the simple case of (O.l), namely the case when the integrand does 
not depend on z. Classically, one considers (0.1) as a functional defined on a 
given set of functions z and the existence of minimum is obtained by 
establishing lower semicontinuity of (0.1) with respect to x and pre- 
compactness of a minimizing sequence. Instead, we consider the set ,Q of 
(u, z) where zl : G + R is integrable, z : G + R is from a Sobolev space and 
u(t) > f(t, Vx(t)) a.e. in G or more generally (u(t), ‘7x(t)) E P(t), where P is 
a set-valued mapping and we seek minimum of jG u(t) dt on a subset of 52. 
The minimum is obtained by investigating the closure of B (in a proper 
topology). 
The lemma of next section and Theorem 1 of Section 2 describe the 
* This research has been supported in part by the United States Air Force under 
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Contract No. DA-32-124-ARO-D-270. 
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closure of such a set Q under suitable conditions on the mapping P. In Sections 
2 and 3 we consider an optimization problem in which the side constraints 
are differential equations with set-valued right-hand side. Then in Section 4 
we apply our result to Cesari’s optimal control problem. 
1. THE MAIN Lmm.4 
Let G be a bounded domain of Rn, L,(G) the space of real-valued Lebesgue 
integrable functions on G. By C’s(G) we denote the closure in uniform 
topology of C,,(G); that is, of all continuous real-valued functions on G with 
compact support. Before stating the lemma we give its one dimensional 
counterpart. That is the following: 
PROPOSITION 1. Let #J and vol ELM, 01 = 1, 2,... . Assume that 
93(t) 3 h(t) 2 VW almost everywhere (a.e.) a’n G 
and that 
s 
v,(t) dt < M < +oo for a: = 1, 2,... . 
G 
(1.1) 
U-2) 
Then there exists a subsequence ?Xj and a regular measure TV on the a-jield 
generated by closed subsets of G such that 
j, %dt)f(t) dt+ j,f(t) &W (1.3) 
for each f E C,,(G). 
Moreover, if p = h + Y is the Lebesgue decomposition of p into absolutely 
continuous part h and singular v (with respect to the Lebesgue measure m), thepa 
the Radon-Nikodym derivative 9O of h with respect to m satisfies the izequality 
v,,(t) 3 h(t) a.e. in G and v is nonnegative. 
The first part of the proposition follows from Alaoglu theorem if one 
notices that (1 .l) and (1.2) imply boundedness of ~~ in L, norm and that the 
convergence in (1.3) is the weak * convergence in C,*(G) (cf. [IO] p. 131). 
To see the second part let us notice that inf, ya(t) > h(t) > #(l(t) a.e. in 6, 
and without any loss of generality we may assume that inf, &t) = 0, then 
obviously p > 0 and h(t) < 0. Hence, in the Lebesgue decomposition 
p = h + v both the m-continuous part X and the m-singular part v are 
nonnegative (cf. [IO] p. 122). It is clear that p0 = dA/dm is nonnegative also? 
thus To(t) > 0 > h(t) a.e. in G. 
We will generalize now Proposition 1 to the case of vector valued functions 
(vN} C L,(G, E), where E is an Euclidean space. 
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The inequality (1, 1) will be replaced by the condition 
vu(t) E P(t) a.e. in G 
where P(t) C E. In the case of Proposition 1 (or E one dimensional) 
P(t) = [A(t), co), thus it is a closed convex subset bounded from below 
but unbounded from above. We impose now an analogous condition on P. 
For that purpose let us introduce first an order in E by specifying a cone of 
positive elements C. We assume C to be a closed convex and proper cone in 
E; that is, a closed and convex subset of E with the properties: TC = C for 
each positive 7 and C n (-C) = (0). We will write zc < y if y - x E C. 
By Co we denote the polar of C; that is, the set (d l(d, c) < 0 for each c E C> 
((, > stands for the inner product in E). Note that above we have used “<” 
in two senses and we will continue to do so below. Thus in what follows the 
inequality a < b is to be understood either as usual inequality for reals if n 
and b are scalars or as the inequality induced by a cone if a and 6 are vectors. 
We can state now conditions we impose on P : G -+ 2E. We assume 
namely that 
(i) P(t) C E is closed and convex 
(ii) for each p E P(t) the set p + C C P(t), 
(iii) for each d E int Co there exist & E L,(G) such that 
44 P(t)) = =J, (4 P> 6 SW) a-e. in G. (1.5) 
The inequality (1.2) we replace with 
(c,j-,~dW) d M < +m for each 01 = 1,2 ,..., c E C, (1.6) 
where M depends on c. 
Remark 1. IfthesubspaceX=C-C={x/x=c,-cc,,c,,c,H7} 
is equal E then the order is a lattice and in that case (1.6) could be expressed 
equivalently by the inequality (1.2) with M being a vector. In the case X 
is a proper subspace of E, condition (1.6) again implies the existence of an 
upper bound but for projections of Sop*(t) dt into X rather than the integrals 
themselves. 
Remark 2. Let {di} be a denumerable dense subset of int Co. There is 
a subset Gr C G of full Lebesgue measure m such that #Jt) is finite for each 
d E {di} and each t E G1 . This implies that for t E G1 
EXISTENCE THEOREMS 515 
The latter set does not contain a line since {di> is a dense subset of an open 
set. Therefore, P(t) does not contain a line for t E G1 . A characterization of 
closed comes sets which does not contain a line given in [6j yieids 
provided {dJ is a dense subset of int Co. 
LEMMA. Assume that the set valued fulactioon P : G ---f ZE satis#es (i), (ii) 
and (iii). 
If a sequence (97n> C L,(G, E) satisfies (1.4) Qnd (1.6) th.ti 
(I) there exists a subsequence (v@,> cofzverging to a regular vector-valued measure 
p defined on the a-field generated by closed subsets of G in the weak * topology 
of C,*(G, E); that is, 
(II) The Radon-Nikodym derivative ‘pa of the m-continuous part X of p with 
respect to m satisjes the condition PO(t) E P(t) a.e. in G, while the nz-singular 
part v of p is positive; that is, v(A) E C for each measurable A. 
(XII) Let Y be the orthogonal comphment of X = C -- C. Let yZot , yZo and 
v’ua , yVo be the orthogonal projections of qua , rpo into X and Y respectively. Then 
~~~~ -+ yro weakZy in L,(G, Y) and 
(1.9) 
PTQQ~. There is a finite set (4 ,..., dJ C C u (int Co) such that 
n;~,~~ 1+4) d 11 is bounded. Indeed, if not then the intersection 
n (x 1(x, d) < l}, where d E C u (int Co) would contain a ray (x j x = re, T 
real and positive, e E E and e # O}. This could be the case only if (E, d) < 0 
for each d E C and each d E int Co which implies that e = 0. Clearly if 1 
above is replaced by any positive constant then the intersection remains 
bounded. This, (1.6) and (iii) imply that 1 JGpa(t) dt j is bounded uniformly. 
Hence for each d E int Co the function q--d, v=(t)> satisfies (1.2) and also 
because of (iii) inequality @.I), where h(t) = h(d, P(t)). Therefore, 
Proposition 1 can be applied to the sequence c----d, v*(t)> provided d E int Co. 
Notice that there is a basis (dl ,..., d,,,} of E contained in int Co. Applying 
Proposition 1 to I(---di , y,(t))), i = l,..., m we get (1.8) from (1.3). Thus (I) 
holds. 
Again from Proposition 1, {d, vo(t)) < h(d, P(t)) a.e. in G and (v(A), d) < 
0 for each measurable A. Both inequalities hold for each d E int Co. The 
516 OLECH 
first inequality and (1.7) imply that p,,(t) E P(t) a.e. in G, while the second 
that v(A) E C. Hence (II) is proved. 
To show (III) let us observe that if 4 E int CO n X and d, E Y then both 
ds -1 E di and -A, + E dr belong to int Co for each E > 0. Therefore by 
(iii) we get 
where both zjr and #a are integrable on G. This inequality implies that (p,J is 
equi absolutely integrable, hence weakly pre-compact ([.5j, p. 294). Thus 
there is a subsequence of {yvEi} weakly convergent. But on the other hand, 
it is easy to see that any such subsequence has to have as the limit vYo. 
Therefore P)~&, + vyo weakly in L, . 
From (l.g)‘it follows that so vzol.(t) dt converges to sc p)zO(t) dt + v(G). 
Since 0 < r(G) thus we have (1.9). This completes the proof of the Lemma. 
2. AN OPTIMIZATION PROBLEM 
In this section we extend the lemma to the situation when qlla is the gradient 
of a function of several variables. The setting will be in Sobolev spaces. 
We also will formulate a minimization problem and the extended lemma will 
give an existence theorem to this problem. 
We begin with introducing some notations and definitions. Let us assume 
that E = R” x R”, that the cone CC Rs x (0) and X = C - C = R” x (O}. 
By W,l(G, R”) we denote the Sobolev space, this is the space of functions 
x : G -+ Rk in L, having the generalized partial derivatives integrable on G 
with the norm, denoted by 11 x 11: , equal 11 z ]lL, + Ij Vz jJL, , where Vz is the 
gradient of z if k = 1 or the vector formed by K gradients of components 
of x if K > 1. By H:,(G, Rk) we denote as usual, the closure in HI1 norm of 
the set Ccm(G, R”) (the class of C”-functions from G into Rk with compact 
support). E7to is a closed linear subspace of HI 1. We will say that two functions 
X, , za E HI1 have the same boundary values if a, - z2 E Hfo (camp. Morrey 
[S], p. 24). Thus the boundary values can be considered as elements of the 
quotient space Hll/Hto . By the weak topology of H,l/Hi, we will mean the 
natural quotient topology for Hll/H:, with respect to weak topology in 
Hll. By B : HI1 -+ HT,l/H:, we denote the operator which sends x into its 
boundary value [x] = z + Hto C H,l/H&, or simply the quotient map. 
Let P : G -+ 2E. Consider the set QP C L,(G, Rs) x H,1(G, Rk) defined 
as follows: 
Q, = {(u, z)l u EL~(G, RS), x E Hll(G, R”), (u(t), V.z(t)) E P(t) a.e. in G}. 
(2.1) 
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An optimixation problem. For a given P : G + 2E we wish to minimize 
the integral of u in the class Qp given by (2.1) w h en z is subject to an additional 
restriction on the boundary of G, that is, we require that Bz belongs to a given 
subset F of H,l/H,l, . “To minimize” means to find a minimal point (with 
respect to the order induced by C in RS) of the range of I sending (zc, a) into 
so z~(t) dt E Rs restricted to the class of (u, a) under the consideration. 
The following theorem is an extension of the Lemma and gives an existence 
of sohttion of the above problem. 
THEOREM 1. Assume P : G -+ 2= satisjies (i), (ii) arzd (iii). For each 
sequence {(uu. , zJ} C !Sp , where Qp is defined by (2.1), such that B.z, - Bz” 
weakly in H,l/H:,, arzd lo u,(t) dt ---f a, there exists (u,, , ZJ E .Q2, afzd a seqzzeme 
hi , x,J such that 
%i( -+ 20 weakly in H,l(G), Bs, = Bx* afzd s 
u,(t) dt < a. (2.2) 
G 
Proof. From the Lemma it follows that there exist v. ELJG, Rm), 
u, sL,(G, RS) and a subsequence (ai} such that (us(t), vo(t)) E P(t) a.e. 
in G, Cz,. --+ v. weakly in L, and uu satisfies the second condition of (2.2). 
Thus to prove Theorem 1 it remains to show that there exist a .zo E H,r(G) 
such that Vz, = w. and Bx, = Bz*. Since Bx, + Bx* weakly, therefore 
there exists a sequence ax* E H,l(G) such that a,* + z* weakly in H,‘(G) 
and a, - a,* = 1, E H:,(G). Since VX, -h u. z weakly in L, , thus 
05,. -+ ZIP - OX* weakly in L, . 
This and the Poincare inequality ([8], p. 69) implies that {<,i> is bounded 
in Hi0 . Using now the fact that if G is a bounded domain then any bounded 
set of HG is conditionally (sequentially) compact in Hri-l(G) (cf. [S] p. 75) 
we conclude that there is a subsequence (still denoted {cQ)) such that & -+ to 
strongly in L, . One can check directly that Vlo = v. - Vx* and also that 
& + 5, weakly in Hi, . Therefore zEi = a:, +- 6,. --z x* + lo = x0 weakly 
in HI’. But co E Hi0 thus Bx, = Bz* and bz, z Vz* + Vc, = v. , what 
was to be proved. 
COROLLARY 1. If P : G + 2E satis-es (i), (ii) a?zd (iii) and the set 
F C H,l/H:, is weakz’y compact, then there exists (u. , zo) E Qp szcclz that BxO E F 
and for any other (u, x) E Qp wit/z Bz E F tlze inequality fG u(t) dt < JG u”(t) dt 
implies that SG zl(t) dt = Jo u,(t) dt; that is, there is a minirrzalpoint in the set 
IS u(t)dt/(u,x)E-Qp, BXEF . G ! (2.3) 
Proof. From (iii) we deduce that there is a lower bound for the set (2.3). 
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Thus the closure of the set (2.3) admits a minimal point a. Let (Us , z,) be a 
minimizing sequence; that is, so uly(t) dt --f a, I&, -+ RX* E F weakly in 
W/H:o . Theorem 1 applied to this sequence completes the proof. 
Corollary 1 when properly translated gives an existence theorem to the 
variational problem involving multiple integrals. In the following corollary 
and in Theorem 3 below convexity of a vector-valued function is meant with 
respect to the order induced by C; that is, a map f : Rnz -+ RS is convex if 
f(hp, + (1 - 4 A) ,< MPJ + (1 - W(pJ for any P, , P, E R’” and each 
We have the following: 
h E [O, I]. 
COROLLARY 2. Suppose a map (t, p) ---f f(t, p) E R”, t E G, p E R186 is 
measumble in t, corztinuons and convex in p. Asszcme that for each 
d = (dI , d,) E int Co C Rs x Rnk 
there is an integrable fulfction & such that 
(4 , f(t, P)> + (4 , pi ,< h(t) for each P. (2.4) 
Let F be a weakly compact subset of HI1/H,l, then there exists a minimal point 
of the set 
/j” f (t, Vs(t)) dt ) 2: E H,l(G, Rk), Bx EF/ (2.5) 
G 
with respect o the order in Rs induced by the cone C. 
Proof. Define P(t) = ((y, p) E R* x Rn” 1 f(t, p) < y). Then P(t) satisfies 
(i) and (ii) by definition and (iii) because of (2.4). Let (u. , .zo) be the element 
of QP corresponding to a minimal point of the set (2.3). It is easy to see that 
uo(t) = f(t, Vx,(t)) a.e. in G so that a = jo uo(t) dt belongs to the set (2.5). 
Since set (2.5) is contained in (2.3) therefore a is also a minimal point for 
(2.5) which completes the proof. 
3. AN EXISTENCE THEOREM 
In this section we shall consider the optimization problem described in 
Section 2 but for set valued function P depending also on z. We will give an 
existence theorem and then we will apply it to get the existence of minimal 
point of the set (2.5) when the integrand f depends also on x. Thus extending 
an existence theorem of Morrey (cf. [8], p. 24) for weak solution to the 
variational problem involving multiple integral. 
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Let P : G x Rk -+ 2E. As before E = R” x Rk and C C E is closed 
convex cone such that C - C = RS x (01. Concerning P we will assume 
condition (i), ( ii and (iii) of Section 1. Note that in (iii) the existence of ) 
function & as well as inequality (1 S) is assumed to be independent on x E R”. 
Finally we assume: 
(iv) for each fixed t, P(t, 2) is upper semi-continuous in z. 
By that we mean (cf. Kuratowski [7]) that for each fixed t the graph 
((z, v)\ x E Rk, 21 E P(t, a)) of the map ;3 -+ P(t, ,z) is closed subset of Rk x E. 
As in the previous section let us set 
52, = {(u, ~$1 u EL~(G, R”), x E H,l(G, R”), (u(t), V%(t)) E P(t, s(t)) a.e. in G) 
(3.1) 
THEOREM 2. i-lssume that the set valued map senditig (t, x) E G x Rk into 
P(t, x) C E satisfies (i)-(iv) and consider the set 
-4 == 
IS 
u(t)dtI(u,z)E&, BZEF CRS. (3.2) 
0 ! 
Under these assumptions the set (3.2) admits a minimal p&t zuith respect o 
the order induced by C in RS provided that the set F C HIl/Ht,, in (3.2) is rueahly 
compact. 
Proof. Set 
P*(t) = cl co u P(t, z), 
ZER” 
cl co stands for closed convex huh Function P, satisfies (i) by definition and 
also (ii) and (iii) since P(t, z) does. Note that (iii) holds for P, with the same 
function & . It follows from (iii) that the closure cl A of A admits a minimal 
point a. To prove the theorem we need to show that a E A. Since a E cl A 
and F is compact there exists a minimizing sequence (uo: , za} C Q, such that 
SG uJt> dt --j a and Bz, -+ Ba E F weakly. Manifestly, (Us , ZJ C .!QP, . Thus 
Theorem I can be applied and there exists a subsequence stiil denoted by (c+ 
and (~a , x0) E fiP* such that X, -+ z, weakly in Hll, Bz, E F and JG u&t) dt < a. 
To complete the proof we need to show that (u, , a,,) E Sz, . 
For the same reasons as above (uO, .sO) E SJPP for each fi = 1,2,..., where 
P,(t) = cl co u P(t, x,(t)) 
a2B 
Therefore 
(a&), Vz,(t)) E n PO(t) a.e. in G. 
B 
(3.3) 
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It is clear from (iii) that for any sequence {di} C int CO there is a subset Gr 
of G of full measure such that SLIP,,~(~,~) (& , p) is finite for each t E GI and 
each i. Taking {di} to be dense in int Co, we conclude that for each t E Gr and 
z E Rk the asymptotic cone C, of P(t, 2) is constant and equal C as well as 
that the ~up,,~u~ (4 p} < +co whenever t E Gr and d E int Co. In the 
previous paper [9] the author proved that the above properties together 
with the upper semicontinuity imply the property (Q) of Cesari [Z]. In 
particular we get that 0, P,(t) = P(t, x0(t)) whenever t E Gr and z,Jt) -+ x0(t). 
Sillce without any loss of generality we may assume that x,(t) --+ x0(t) a.e. 
in G, therefore the intersection in (3.3) is equal P(t, x0(t)) a.e. in G, which 
finishes the proof. 
Consider now the problem of minimizing the integral 
From Theorem 2 we have the following extension of an existence theorem 
for minimum of (3.4) given in the recent book of Morrey ([8], p. 24). 
THEOREM 3. Assume that the map sending (t, z, p) E Rn x RL x Rn” 
itzto f (t, x, p) E Rs is continuous in (x, p) f or each t and measurable in t for each 
(z, p), that it is convex in p, that for each d = (& , d,) E int Co CR” x Ii”” 
there is an integrable & : G ---f R such that for each z, p the inequality holds 
(4 , f(t, z, p)i + & , p> d $&) a.e. in G. (3.5) 
Then the set 
B = (I(z)/ z E H,l(G, R”), Bx EF) C R” (3.6) 
admits a minimal point provided P C Hll/Hto is weakly compact. 
Proof. One can easily check that the set-valued function 
P(t, 4 = ((4, p) E RS x R”” I j-(1, z, P) < q) (3.7) 
satisfies (i)-(iv) if f satisfies the assumption of Theorem 3 and that the 
corresponding set A of Theorem 2 contains B. (The inequality in (3.7) stands 
for the order induced by C). Let a, E A be a minimal point of A. Due to 
Theorem 2 such point exists. Let (u. , o x ) be the corresponding element of 
Q,. We have by (3.7) and (3.1) 
a, = 
s 
uo(t) dt and ul(t) =f(t, zo(t), ‘7x,(t)) < u,(t) a.e. in G (3.8) 
G 
By (3.5) it is clear that u, is integrable on G. Thus 6 = f(z,) = JG ul(t) dt < a, 
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and 6 E B C A. Since a, is minimal therefore b = a, E B. Hence a, is a minimal 
point of B as well, which completes the proof. 
Remark. Theorem 3 remains valid if HI1 in (3.6) is replaced by any 
weakly closed subset of H,l(G, R"). Indeed, this follows from the fact that 
the optimal solution x0 was obtained (cf. proof of Theorem 2) as weak limit 
of a subsequence of a minimizing sequence. 
4. AN OPTIMAL CONTROL PROBLEM 
In a series of papers L. Cesari considered the following control problem 
(cf. 147 r311, ra
Find the minimum of a functional 
in a class of pairs (v, z), v : G --+ Rr is measurabIe, z : G -+ Rk belongs 
to Nrr(G, Rk) satisfying : (a) a system of partial differential equations of the 
form 
oz = g(t, x, v), (4.2) 
(b) constraints of the form (t, z(t)) E A C Rn x Rk and v(t) E V(t, x(f)) C RY 
a.e. in G, and (c) a suitable boundary condition concerning x. (There z is 
referred to as a space variable, v is called control parameter or control 
function). A pair (v, x) satisfying (a), (b) and (c) is called an admissible pair, 
Thus the problem is to minimize (4.2) in a class of admissible pairs. 
This problem is a straight forward generalization of Pontryagin optimal 
control problem [II] to both the multidimensional case (t E G C Rn, y1 > 1), 
as well as to unbounded v. Actually, the problem considered by Cesari is 
even more generally formulated in the sense that (4.2) on the one hand may 
involve higher order derivatives (of different order for different xi) and on the 
other may not contain all derivatives of highest order. Thus the problem as 
formulated here is simpler. However the difference is not deep at all. We 
discuss this difference in some more details in a remark following the existence 
theorem below. 
To obtain an existence theorem concerning this optimal problem, consider, 
following Cesari, the set valued function 
w, x) = C(4, P>l P = g(t, x, 4, f(t, z, 4 d 2, v E qs .#. (4.3j 
The inequality “<” in (4.3) means the natural order if f is real valued or 
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the order induced by a given closed convex and proper cone C C RS if f takes 
values in R”. 
Consider the set 
A = {(u, z)~(u, .z) E Qj=, z satisfies (b) and (c)}. 
It is clear that if (a, z) is admissible and (4.1) is finite then (u, z) E A if 
u(t) = f(t, z(f), u(t)). V’ ice versa we have the following 
PROPOSITION 2. If f(t, x, v) and g(t, x, U) are continuous in z, v and 
measurable in t, V(t, Z) is upper semicontinuous set valued function (in both 
variables) (u, z) E Qp , then there is measurable v : G -+ Rv such that 
u(t) E V(t, a(t)), ox(t) = g(t, x(t), v(t)), f(t, z(t), v(t)) < u(t) a.e. in G. 
We omit the proof of Proposition 2. This is a type of result frequently 
referred to as Fillipov’s Lemma and has by now several extensions in different 
directions. In [9] the author gave a sketch of a proof of it, also there the reader 
can find some references. 
Proposition 2 shows that the optimal problem considered in this section 
under some very mild regularity conditions concerningf, g and Yis equivalent 
to the optimization problem we have discussed in Section 3. Therefore we 
have the following existence 
THEOREM 4. Assume that f(t, z, v), g(t, z, v) are continuous in z, u for 
each$xed t, and measurable in t for eaclafixed z, u, that the set A in (b) is closed, 
that the set valued ftinction V(t, z) is upper semi continuous, that the boundary 
condition (c) is weakly compact, that is x satis$es (c) if and only if 
Bz EFC HJH,‘, , where F is weakly compact, that the set P(t, z) given by 
(4.3) is convex, and closed and upper semicontinuous in x, that for each 
d = (dl , dJ E int Co C RS x R”” there is an integrable & such that 
G-4 ,f(t, G 4) + (4, g(t, z, VI> < A&) a.e. in G 
and each (t, z) E A, v E V(t, z). 
(4.4) 
Under these assumptions there is a minimal point of the set (I(v, z)/(y, z) 
admissible), provided that the set of admissible pairs is not empty. 
Proof. According to Proposition 2 and remarks preceding Theorem 4 
we only need to check that P(t, x) defined by (4.3) satisfies (i)-(iv). Condition 
(i) and (iv) are explicitly assumed, (ii) follows from definition of P, (iii) is a 
direct consequence of (4.4) and (4.3). Finally let us note that the subset of HI1 
satisfying the first of the constraints (b) is weakly closed. Indeed, weak 
convergence in H,r implies strong convergence in L, , hence also pointwise 
convergence almost everywhere (for a subsequence) which shows that the 
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constraint [b) is preserved in the limit if A is closed. Therefore Theorem 4 
follows from Theorem 2 and Proposition 2. 
Remarks. Inequality (4.4) replaces the so called growth condition for the 
integrand f. In case s = 1 (f is real-valued), the cone C is the positive half 
axis corresponding to the first coordinate in E = R x Rn”. In this case 
d = (4 , dJ E int CO if and only if d1 is negative and inequality (4.4) could 
be expressed equivalently: for each 6 > 0 there is an integrable & : G - R 
such that jig(t, x, v)\\ - 8if(t, x, V) < &(t) a.e. in G. The growth condition 
assumed by Morrey ([a], p. 24) or Cesari ([4], Existence Theorem 4) cor- 
responds to the case Z/J~ being constant. This inequality, through the Lemma, 
is essential in establishing the weak precompactness in L, topology of (VzJ 
where {,zJ is a minimizing sequence. Since this together with the weak 
compactness of the boundary condition implies weak precompactness of 
{xJ. It is easy to see that Theorem 1 and therefore also Theorems 2, 3, 4, 
can be extended without any additional difficulties to the following two 
situations (or a combination of both). 
lo Let E = Rs x R”, ??a < nk. Denote by Mrz the sequence of 112 
different partial derivatives of (zr ,..., z,J and by Maz the remaining & - 1~. 
Put 
Q)P = {(v, ~$1 v E&(G, Rs), z E H,I(G, ah), (am Mix(t)) E P(t), 
a.e. in G, lVzz c K C L,(G, Rnn-m), K weakly compact). 
Then Theorem 1 remains true with Qp in Theorem 1 defined as above. 
2O Let m, ,..., mE be a sequence of positive integers. Denote by M,, where 
x = (zl ,...) al,) the sequence of all partial derivatives of zr of order m, , of 
~a of order nz, and so on of zi, of order fnk . Thus if 
then M.z E&(G, R”) where wz = C%, (‘+z:-‘). Then again Theorem 1 
remains true provided that Cx is replaced by& (also in definition (2.1) of 
n,) and B is the quotient operator of H - H/H, where 
Ho = ff,“d x H,“,z x . . . x H;“d’:, 
Corresponding alternations of Theorems 2,3 and 4 can be obtained without 
any essentially new difficulties. In the case 20, P, in theorem 2, may depend 
on Nz instead of z only, where Nz stands for all partial derivatives of each 
zL of order < m, - 1. 
Cesari’s existence theorem (cf. [#I, Existence Theorem 4) concerns the 
case when both 10 and 20 are present. 
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Condition (iii) for set valued function P in Theorem 2, or inequality (4.4) 
in Theorem 4 are to guarantee that the minimizing sequence is weakly 
precompact. If the latter property is assumed directly then those conditions 
can be relaxed. Such is the case treated by Cesari in [.?I. Now, we wish to give 
an existence theorem of this kind and to show how it can be obtained from 
our results. For simplicity from now on we assume that f is real valued, that 
is, s = 1. 
THEOREM 5. Assume all assumptions but (4.4) of Theorem 4. Instead of 
(4.4) we assume that 
f(t, x, v) 2 #(t) a.e. in G (4.5) 
for each (t, z) E A and v E lT(t, x), and that for each K > 0 there is p > 1 and 
Kl > 0 that for each admissible (v, x) the inequality sG f(t, x(t), v(t)) dt ,( K 
implies that sG 1) Vx(t#’ dt < Kl . 
Under these assum@ions there exists the absolute minimum of sG f(t, z(t), 
v(t)) dt in the class of admissible (v, z). 
Proof. Let (v= , z,) be the minimizing sequence. Such sequence exists 
since by (4.5) a = inf Jf(t, x(t), v(t)) dt is finite. To reduce the proof to 
Theorem 1 we will use the following trick (compare [8], proof of Theorem 
4.1.2, p. 96). Namely, consider the set valued function P(t, z) defined by 
(4.3) and another two given by 
qt, x, 4 = {(4, P>I P = ‘dt, 2, v),f(t, z, v) + E II P IP < 4, v E Vt, 41 (4.6) 
and 
P*(t, 4 = QQI P)l W) + E II P IP G d, (4-V 
where Z/J is the function in (4.5). 
It is easy to see that for each E > 0 both P(t, I, E) and P*(t, E) satisfies 
(i), (ii) and (iii) and the first satisfies also (iv). 
Put %(t> = f (t, %(t>, v,(t)) and uLIE(t) = u,(t) + 6 ]I Vz,(t)]lD. By the 
additional assumption it follows that p can be chosen such that I/ VZ, J/P is 
integrable and the integral is uniformly bounded by a constant Kl . NOW by 
(4.7) (u,Jt), Vx,(t)) E P*(t, E) a.e. in G and for each CX. 
From Theorem 1, it follows that there is (~a< , x,,) such that 
h&>, v%(t)) E P*(t, 4 
a.e. in G, a, is the weak limit of a subsequence of {au} and 
s 
G z+(t) dt < lim inf 
s u,,(t) dt < a + 4 , = G 
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Notice that x0 does not depend on E. Repeating same reasoning as in the 
proof of Theorem 2 we can prove that (u,,(t), Vx,(t)) E P(t, x”(t), E) a.e. in G. 
Thus by (4.6) we conclude that (u,,(t) - E [I Vz,(t)jp, V+(t)) E I’(& a@(t)) 
a.e. in G. 
Put 
u,(f) = inf(uo,(4 - E II VZO(U!9 
where infimum is taken for c E (Ed} and ei --j 0 as i + co. Clearly 
(uo(G VxoW) E WY x0@)) 
(4.8) 
a.e. in G. Therefore, Proposition 2 yields existence of function v,(t) such that 
t z’* , zO) is admissible, and 
f(t, zo(t), oo(t)) < u,,(t) a.e. in G. (4.9) 
But from (4.8) we get 
f c 
This inequaiity and (4.9) proves that the absolute minimum is attained at 
( ZIo > 10). 
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