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Abstract
In this paper, we consider a long-term survival model under a competing risks sce-
nario. Since the number of competing risks is unobserved, we assume it to follow a
negative binomial distribution that can capture both over- and under-dispersion we
usually encounter when modeling count data. The distribution of the progression time,
corresponding to each competing risk, is associated with a set of risk factors that allow
us to capture the non-homogeneous patient population. We also provide flexibility in
modeling the cure or the long-term survival rate, which is considered as a function of risk
factors. Considering the latent competing risks as missing data, we develop a variation
of the well-known expectation maximization (EM) algorithm, called the stochastic EM
algorithm (SEM), which is the main contribution of this paper. We show that the SEM
algorithm avoids calculation of complicated expectations, which is a major advantage of
the SEM algorithm over the EM algorithm. Our proposed procedure allows the objective
function to be maximized to be split into two simpler functions, one corresponding to the
parameters associated with the cure rate and the other corresponding to the parameters
associated with the progression times. The advantage of this approach is that each
function, with lower parameter dimension, can be maximized independently. Through an
extensive Monte Carlo simulation study we show the performance of the proposed SEM
algorithm through calculated bias, root mean square error, and coverage probability of
the asymptotic confidence interval. We also show that the SEM algorithm is not sensitive
to the choice of the initial values. Finally, for illustration, we analyze a breast cancer
survival data.
Keywords: Stochastic EM algorithm; Competing causes; Progression time; Long-term
survivor.
1 Introduction
Advancements in the treatment of certain types of diseases (e.g., cancer, heart disease, etc.)
has led to a noteworthy number of patients to respond favorably to the treatment, thereby
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not showing recurrence until the end of a long follow-up time. These patients are termed
as recurrence-free survivors. It is quite possible that some of these patients will not show
recurrence for a decently long period after the follow-up time since they may have reached a
stage where the disease is undetectable and harmless. These patients, among the recurrence-
free survivors, are termed as long-term survivors or “cured”. The estimation of the proportion
of cured patients cannot be readily obtained from a given lifetime data since it is not possible to
identify which of the recurrence-free survivors can be considered as long-term survivors. This
is because a patient who is susceptible to disease recurrence soon after the follow-up time may
also show no recurrence and survive until the end of the follow-up time. The estimation of a
treatment-specific cured proportion (or cure rate), however, is important to see the trend in the
survival of patients suffering from a particular disease. It is also an important measure to judge
the treatment’s efficacy and its adoption in practice, as opposed to the standard treatment.
The first studied cure rate model dates back to the works of Boag (1949) and Berkson and
Gage (1952), which is known in the literature as the mixture cure rate model. According to
the mixture cure rate model, the population survival function of a time-to-event variable Y is
given by
Sp(y) = p0 + (1− p0)Ss(y), (1)
where p0 is the cure rate and Ss(·) is the survival function of the susceptible patients only,
which is a proper survival function. To incorporate a competing risks scenario, where several
risk factors can compete to produce the event of interest, Chen et al. (1999) proposed the
promotion time cure rate model. In this case, the population survival function is given by
Sp(y) = e
−η(1−S(y)), (2)
where η represents the mean number of competing risks and S(·) represents the common survival
function of the promotion times corresponding to each risk factor. The cure rate, in this case,
is given by e−η. To study the effect of risk factors or covariates on the cure rate, one can relate
p0 in (1) to a set of risk factors using a logistic link function; see Kannan et al. (2010) and Sy
and Taylor (2000). Similarly, for the promotion time cure rate model, one can relate η to a set
of risk factors using a log-linear link function; see Rodrigues et al. (2009). Yin and Ibrahim
(2005) proposed a class of cure rate models which include the mixture and promotion time
models as special cases. Several approaches have been proposed in the literature to develop
the associated inference for some flexible cure rate models that include the aforementioned
mixture and promotion time cure rate models. In this regard, interested readers may refer
to parametric approaches (Balakrishnan and Pal, 2013; Balakrishnan and Pal, 2016); semi-
parametric approaches (Kuk and Chen, 1992; Li and Taylor, 2002; Balakrishnan et al., 2017);
and non-parametric approaches (Balakrishnan et al., 2016). With regard to elimination of
tumor cells after a prolonged treatment, Klebanov et al. (1993) gave some specific references
wherein they mention about the radio-biological evidence on the temporal characteristics of
enzymatic repair. Rodrigues et al. (2011), motivated by the work of Klebanov et al. (1993),
described the biological process of elimination of tumor cells after some specific treatment and
proposed the destructive weighted Poisson cure rate models; see also Pal et al. (2018), Pal and
Balakrishnan (2016, 2017a, 2018), and Majakwara and Pal (2019). Rodrigues et al. (2012)
also proposed a new Bayesian flexible cure rate survival model and used Markov Chain Monte
Carlo methods to develop Bayesian inference for that model.
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In a competing risks scenario, also called a competing causes scenario, it is usually assumed
in cure rate modeling that both the number of competing risks and the lifetime, also called the
progression time, associated with each competing risk are unobserved. So, both these latent
variables need to be suitably modeled. Let M denote the number of risk factors competing
to give rise to an event of interest, for instance, death due to a particular cancer, recurrence
of a tumor, etc. Then, condition on M = m, we further denote Wj to be the lifetime due to
the j−th risk factor, j = 1, . . . ,m. It is also typically assumed that these Wj’s are distributed
independent of M . In this setting, what we actually observe is the minimum of all lifetimes,
that is, we observe
Y = min{W0,W1, . . . ,WM}, (3)
where W0 is an infinite lifetime corresponding to no competing risks, i.e., M = 0. Such a
lifetime W0 is defined as P [W0 = ∞] = 1, which captures the cure proportion. We can then
simply define the cure proportion or the cure rate as p0 = P (M = 0). Developing a cure
rate model then encompasses modeling the number of competing risks, the lifetime distribution
under each competing risk, the distribution of Y , and of course, the cure rate p0. As far as
developing the likelihood inference and finding the maximum likelihood estimates (MLEs) are
concerned in the given context, the expectation maximization (EM) algorithm is a very popular
technique. Interested readers may refer to Cancho et al. (2013), Gallardo et al. (2016), Pal
and Balakrishnan (2017b), and Wiangnak and Pal (2018).
In this paper, we consider a competing risks scenario and assume the number of competing
risks to follow a negative binomial distribution. In this way, we can handle both over- and under-
dispersion that we usually encounter when modeling count data on competing risks; see Bal-
akrishnan and Pal (2012). Instead of assuming the lifetime distributions Wj, j = 1, 2, · · · ,M,
of competing risks to be identical or homogeneous, as commonly assumed in the literature (Ro-
drigues et al., 2009; Cancho et al., 2013; Gallardo et al., 2016), we let the lifetime distribution
to depend on a set of covariates. This not only allows us to study the effect of covariates on the
lifetime distribution but also allows us to formally test for the suitability of the homogeneous
lifetime distribution assumption through tests of hypotheses. For the estimation of the model
parameters, we follow a simplified likelihood approach proposed by Gallardo et al. (2017).
In this approach, two things are noteworthy. First, the missing data is introduced through
the latent competing risks variable, which is a completely different approach from the tradi-
tional approach (Kannan et al., 2010; Balakrishnan and Pal, 2016), where the missing data
is introduced through the latent cured status variable. Second, the objective function to be
maximized can be easily split into two simpler functions, one corresponding to the parameters
associated with the cure rate, and the other corresponding to the parameters associated with
the competing risk lifetime distribution. This allows each of these functions to be maximized
independently, which is more convenient and preferable than maximizing one function with all
model parameters. Motivated by the presence of missing data, we propose a variation of the
well studied expectation maximization (EM) algorithm (Rodrigues et al, 2009; Balakrishnan
and Pal, 2016), called the stochastic EM (SEM) algorithm. This variation comes with several
advantages. First, it avoids calculation of complicated conditional expectations and it is enough
to calculate the conditional distribution of the missing data. Second, unlike the EM algorithm,
the SEM algorithm is robust to the choice of initial values.
The rest of this paper is organized as follows. In Section 2, we describe the cure rate model
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with negative binomial competing risks and non-homogeneous lifetime distribution. In Section
3, we develop the steps of the proposed SEM algorithm in detail and point out the advantages of
the SEM algorithm over the EM algorithm. In Section 4, we present the results of an extensive
Monte Carlo simulation study. In Section 5, we illustrate our proposed method by analyzing a
breast cancer data. Finally, in Section 6, we make some concluding remarks and discuss some
potential future research problems.
2 Cure rate model with negative binomial competing
risks
Let us assume the unobserved number of competing risks M to follow a negative binomial
distribution with probability mass function (pmf)
pm = P [M = m; η, φ] =
Γ(m+ 1
φ
)
Γ( 1
φ
)m!
(
φη
1 + φη
)m(
1
1 + φη
) 1
φ
, m = 0, 1, 2, . . . , (4)
where η > 0, φ > − 1
η
, and Γ(p) =
∫∞
0
e−xxp−1dx is the complete gamma function. We call
(4) as a negative binomial distribution with parameters r = 1
φ
and p = 1
1+φη
. From (4), it
is easy to see that E(M) = η and V (M) = η + φη2. Hence, values of φ > 0 correspond to
over-dispersion, whereas values of φ < 0 correspond to under-dispersion, both relative to the
Poisson distribution. When φ → 0, the pmf in (4) approaches to that of a Poisson random
variable with mean η. For φ = 1, the pmf in (4) reduces to that of a geometric distributed
random variable with parameter 1
1+η
; see Ortega et al. (2014).
We assume the lifetime Wj due to each competing risk to follow a parametric distribution,
although one can assume some non-parametric or semi-parametric models for Wj as well. Next,
we choose a suitable parameter of the chosen lifetime distribution and associate it with a
set of covariates x using an appropriate link function g(x′α), where α denotes the vector of
regression coefficients. Let us denote the other parameters of the chosen lifetime distribution
by γ. Notationally, let S(w;x), f(w;x) and F (w;x) respectively denote the common survival,
density and cumulative distribution functions of Wj, j = 1, 2, · · · ,M . Note that although we
assume identical lifetime distributions for all competing risks corresponding to a given subject,
the lifetime distributions across patients who are susceptible are non-identical. This captures
the non-homogeneity in patient population who are susceptible to the event of interest. Under
this competing risks scenario, the survival function of the time-to-event variable Y in (3), also
called the long-term survival function, is given by
Sp(y) = Sp(y;x) = P [Y > y]
= P [min{W0,W1, · · · ,WM} > y]
= P [M = 0] + P [W1 > y,W2 > y, · · · ,WM > y,M ≥ 1]
= p0 +
∞∑
m=1
{S(y;x)}mpm
=
∞∑
m=0
{S(y;x)}mpm. (5)
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which is the probability generating function (pgf) of M , evaluated at S(y;x). Now, using (4),
it can be easily shown that
Sp(y;x) =
{
1
1 + φηF (y;x)
} 1
φ
. (6)
Note that Sp(y;x) is not a proper survival function since limy→∞ Sp(y;x) > 0, given that
F (y;x) is a proper distribution function. The long-term density function, or, equivalently, the
population density function can be calculated as
fp(y) = fp(y;x) = −S ′p(y;x) = ηf(y;x)
{
1
1 + φηF (y;x)
} 1
φ
+1
. (7)
From (6), the cure rate or the long-term survival probability is given by
p0 = lim
y→∞
Sp(y;x) =
{
1
1 + φη
} 1
φ
. (8)
Note that the parameters in the negative binomial cure rate model in (6) carry biological
interpretations. The parameter η represents the mean number of competing risks, whereas the
parameter φ accounts for the inter-individual variance of the number of competing risks. Now,
η being the mean number of competing risks, the cure rate should decrease with an increase in
the number of competing risks. This behavior is captured in (8) since p0 is indeed a decreasing
function of η. In a practical scenario, the cure rate p0 should also depend on a set of covariates.
For this purpose, and to study the effect of covariates on the cure rate, we link the parameter
η with another set of covariates z using the following function
η = η(z) = exp(z′β), (9)
where β represents the vector of regression coefficients. From (9), we can rewrite the expressions
as
p0 = p0(z) =
{
1
1 + φη(z)
} 1
φ
, (10)
Sp(y) = Sp(y;x, z) =
{
1
1 + φη(z)F (y;x)
} 1
φ
, (11)
and
fp(y) = fp(y;x, z) = η(z)f(y;x)
{
1
1 + φη(z)F (y;x)
} 1
φ
+1
. (12)
Note that x and z may share common elements. Let us denote the vector of unknown param-
eters by θ = (φ,α′,β′,γ ′)′.
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3 Observed and complete likelihood functions
We consider a practical scenario where the lifetime Y in (3) may not be completely observed
and is subject to right censoring. If we denote by C the censoring time, then, the observed
lifetime is defined as T = min{Y,C}. Furthermore, we can define the right censoring indicator
as δ = I[Y < C], where I[A] takes the value 1 if the event A occurs, and is 0 otherwise. Thus,
if we have n patients in a study, the observed data can be defined as Do = {(ti, δi,xi, zi), i =
1, 2, · · · , n}. Based on Do, the observed data likelihood function can be written as
Lo(θ|Do) =
n∏
i=1
{fp(ti;xi, zi)}δi{Sp(ti;xi, zi)}1−δi .
Hence, the observed data log-likelihood function can be written as
lo(θ|Do) =
n∑
i=1
{δi log fp(ti;xi, zi) + (1− δi) logSp(ti;xi, zi)}
=
n∑
i=1
[
δi
{
log η(zi) + log f(ti;xi) +
(
1
φ
+ 1
)
log
(
1
1 + φη(zi)F (ti;xi)
)}
+(1− δi) 1
φ
log
(
1
1 + φη(zi)F (ti;xi)
)]
=
n∑
i=1
[
δi{log η(zi) + log f(ti;xi)− log(1 + φη(zi)F (ti;xi))} − 1
φ
log(1 + φη(zi)F (ti;xi))
]
.
To estimate the model parameters, one can directly maximize the above log-likelihood function
using any readily available software packages in R, such as “nlm()” or “optim()”, among others.
However, these readily available optimization methods heavily rely on the proper choice of initial
values. Furthermore, they do not guarantee convergence to global maxima. Moreover, all model
parameters need to be simultaneously maximized, which can be really challenging specifically
when dealing with large number of covariates or when having a parameter with respect to
which the log-likelihood surface is very flat; see Balakrishnan and Pal (2016). To overcome
these issues with direct maximization of the observed log-likelihood function, and motivated by
the work of Gallardo et al. (2017), we propose a simplified estimation procedure through the
development of a stochastic version of the EM algorithm, called the SEM algorithm. For this
purpose, we first need to define the complete data, which includes both observed and missing
data. Now, since the number of competing risks Mi related to the occurrence of an event of
interest is unknown for each patient in the study, we can treat this as a missing data problem.
Thus, we can define the complete data as Dc = {(ti, δi,Mi,xi, zi), i = 1, 2, · · · , n}.
Proposition 3.1 For the cure rate model with the pmf of the number of competing risks as in
(4), the joint distribution of (ti, δi,mi) is given by
f(ti, δi,mi;θ) = {S(ti;xi)}mi−δi{mif(ti;xi)}δipmi , ti > 0; δi = 0, 1;mi = δi, δi+1, · · · . (13)
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A proof of proposition 3.1 is provided in the Appendix A.
Using proposition 3.1, the complete data likelihood function can be defined as
Lc(θ|Dc) =
n∏
i=1
f(ti, δi,mi;θ) =
n∏
i=1
{S(ti;xi)}mi−δi{mif(ti;xi)}δipmi .
Hence, the complete data log-likelihood function is defined as
lc(θ|Dc) =
n∑
i=1
[
(mi − δi) logS(ti;xi) + δi{logmi + log f(ti;xi)}+ log pmi
]
=
n∑
i=1
[
(mi − δi) logS(ti;xi) + δi log f(ti;xi) + log Γ
(
mi +
1
φ
)
− log Γ
(
1
φ
)
+mi log
{
φη(zi)
1 + φη(zi)
}
− 1
φ
log(1 + φη(zi))
]
+
n∑
i=1
[δi logmi − log(mi!)]
= lc(θ1) + lc(θ2) +K, (14)
where θ1 = (φ,β
′)′, θ2 = (α′,γ ′)′,
lc(θ1) =
n∑
i=1
[
log Γ
(
mi +
1
φ
)
− log Γ
(
1
φ
)
+mi log
{
φη(zi)
1 + φη(zi)
}
− 1
φ
log(1 + φη(zi))
]
,
lc(θ2) =
n∑
i=1
[
(mi − δi) logS(ti;xi) + δi log f(ti;xi)
]
,
and K is a constant that does not depend on any model parameter, given by
K =
n∑
i=1
[δi logmi − log(mi!)].
Note that lc(θ1) involve parameters associated with the cure rate only, whereas lc(θ2) involve
parameters associated with the distribution of the competing risk lifetime only. This facilitates
the development of the estimation procedure, which is discussed below. This way of defining
the complete log-likelihood function is motivated by the work of Gallardo et al. (2017) and is
completely different from that of Balakrishnan and Pal (2016), Pal and Balakrishnan (2017a),
and Majakwara and Pal (2019).
4 Estimation method: SEM algorithm
Note that in (14), m′is are unknown for all i = 1, 2, · · · , n. This can be looked as a missing data
problem and the well-known EM algorithm (McLachlan and Krishnan, 2008) can be developed.
However, we develop a stochastic variation of the EM algorithm, called the SEM algorithm;
see Celeux and Diebolt (1985). It is well known that the EM algorithm do not guarantee
convergence to a global maximum or even to a local maximum. This is also the case with
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other Newton-based methods, for instance, the Newton Raphson method. These methods may
converge to a stationary point close to the starting value and that stationary point can be a
saddle point. Since the SEM algorithm is of stochastic nature, it is free of this saddle point
problem (Bordes et al., 2007; Cariou and Chehdi, 2008). The efficiency of the SEM estimators
under some suitable regulatory conditions was shown by Diebolt and Celeux (1993), Chauveau
(1995), and Nielsen (2000). The SEM algorithm is also insensitive to the starting values and it
performs well for small and moderate sample sizes; see Cariou and Chehdi (2008), Svensson and
Sjostedt-de Luna (2010), and Davies et al. (2020). In the given context of negative binomial
cure rate model, we show that the main advantage of the SEM algorithm is that it avoids
calculation of complicated conditional expectations, which is unavoidable in the case of EM
algorithm.
In the SEM algorithm, the expectation step (E-step) of the EM algorithm is replaced by a
stochastic step (S-step), which is easy to compute as long as the missing data are easy to impute.
In the S-step, each missing datum in the complete log-likelihood function is replaced by a value
randomly generated from the conditional distribution of the missing data given the observed
data and the current values of the parameters. The S-step simulates a pseudo-complete data
set and then the maximization step (M-step) involves maximizing the likelihood function based
on the complete sample. To facilitate the development of the SEM algorithm, we first need to
derive the conditional distribution of mi given the observed data and parameter values.
Proposition 4.1 For the cure rate model with the pmf of the number of competing risks as in
(4), the joint distribution of (ti, δi) is given by
f(ti, δi;θ) =
{
1
1 + φη(zi)F (ti;xi)
} 1
φ
{
f(ti;xi)
S(ti;xi)
Ep∗i [Mi]
}δi
, ti > 0; δi = 0, 1, (15)
where Ep∗i [·] denotes that the expectation is taken with respect to a negative binomial distribution
with parameters r = 1
φ
and p∗i =
1+φη(zi)F (ti;xi)
1+φη(zi)
.
A proof of proposition 4.1 is provided in the Appendix A.
Proposition 4.2 For the negative binomial cure rate model in (11) and (12), the conditional
distribution of the unobserved number of competing risks, i.e., the distribution of (mi|ti, δi;θ),
is given by
P [Mi = mi|ti, δi;θ] =
mδii
Γ(mi+
1
φ
)
Γ( 1
φ
)mi!
{
φη(zi)S(ti;xi)
1+φη(zi)
}mi{
1+φη(zi)F (ti;xi)
1+φη(zi)
} 1
φ
{
η(zi)S(ti;xi)
1+φη(zi)F (ti;xi)
}δi , mi = δi, δi+1, · · · . (16)
A proof of proposition 4.2 is provided in the Appendix A.
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From (16), on separating the cases for δi = 0 and δi = 1, i.e., for censored and uncensored
observations, we have
P [Mi = mi|ti, δi = 0;θ] =
Γ(mi +
1
φ
)
Γ( 1
φ
)mi!
{
φη(zi)S(ti;xi)
1 + φη(zi)
}mi{1 + φη(zi)F (ti;xi)
1 + φη(zi)
} 1
φ
, mi = 0, 1, · · · ,
(17)
which is a negative binomial distribution with parameters r = 1
φ
and p∗i =
{
1+φη(zi)F (ti;xi)
1+φη(zi)
}
.
Similarly, we have
P [Mi = mi|ti, δi = 1;θ] =
mi
Γ(mi+
1
φ
)
Γ( 1
φ
)mi!
{
φη(zi)S(ti;xi)
1+φη(zi)
}mi{
1+φη(zi)F (ti;xi)
1+φη(zi)
} 1
φ
{
η(zi)S(ti;xi)
1+φη(zi)F (ti;xi)
} , mi = 1, 2, · · ·
=
Γ(mi +
1
φ
)
Γ( 1
φ
+ 1)(mi − 1)!
{
φη(zi)S(ti;xi)
1 + φη(zi)
}mi−1{1 + φη(zi)F (ti;xi)
1 + φη(zi)
} 1
φ
+1
,(18)
which is a length-biased negative binomial distribution, length being shifted up by one, with
parameters r = ( 1
φ
+ 1) and p∗i =
{
1+φη(zi)F (ti;xi)
1+φη(zi)
}
.
4.1 Steps of the SEM algorithm
Step 1 (Initial guess): Start with an initial guess of the parameter θ(0) = (φ(0),α(0)′,β(0)′,γ(0)′)′
and the observed data Do.
Step 2 (Stochastic step or S-step): Replace each missing datum mi, i = 1, 2, · · · , n, in the com-
plete data log-likelihood function lc(θ|Dc) by a value randomly generated from its conditional
distribution, given by Proposition 4.2. Thus, for δi = 0, generate mi from (17), i.e., generate
mi from a negative binomial distribution with parameters r =
1
φ
and p∗i =
{1+φη(zi)F (ti;xi)
1+φη(zi)
}
,
where the parameters are evaluated at θ = θ(0). Similarly, for δi = 1, generate mi from (18),
i.e., first generate mi from a negative binomial distribution with parameters r = (
1
φ
+ 1) and
p∗i =
{1+φη(zi)F (ti;xi)
1+φη(zi)
}
, where the parameters are evaluated at θ = θ(0), and, then, replace mi
by (mi + 1). For all i, i = 1, 2, · · · , n, denote the generated value of mi by m̂i(0). Replace each
unobserved mi in lc(θ|Dc) by m̂i(0), and denote the resulting function as
lc(θ; m̂
(0)) = lc(θ1; m̂
(0)) + lc(θ2; m̂
(0)) + K̂(0),
where
lc(θ1; m̂
(0)) =
n∑
i=1
[
log Γ
(
m̂i
(0)+
1
φ
)
−log Γ
(
1
φ
)
+m̂i
(0) log
{
φη(zi)
1 + φη(zi)
}
− 1
φ
log(1+φη(zi))
]
,
lc(θ2; m̂
(0)) =
n∑
i=1
[
(m̂i
(0) − δi) logS(ti;xi) + δi log f(ti;xi)
]
,
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and
K̂(0) =
n∑
i=1
[δi log m̂i
(0) − log(m̂i!
(0)
)]
with m̂(0) denoting the vector of m̂i
(0) values.
Step 3 (Maximization step or M-step): Maximize lc(θ; m̂
(0)) with respect to θ to find an
improved estimate of θ. This boils down to maximizing lc(θ1; m̂
(0)) with respect to θ1 and
lc(θ2; m̂
(0)) with respect to θ2, separately. The improved estimates of θ1 and θ2 are respectively
given by
θ
(1)
1 = arg max
θ1
lc(θ1; m̂
(0)) and θ
(1)
2 = arg max
θ2
lc(θ2; m̂
(0)).
Since the M-step deals with the complete data log-likelihood, it can be easily implemented using
standard optimization techniques, for instance, the “Nelder-Mead” or “L-BFGS-B” methods
readily available in R software.
Step 4 (Iterative step): Using the updated estimate θ(1) = (θ
′(1)
1 ,θ
′(1)
2 )
′ from Step 3, repeat
Step 2 and Step 3 R times to obtain θ(k), k = 1, 2, · · · , R. These sequence of estimates form
a Markov chain that do not converge to a single point, but rapidly converges to a stationary
distribution, provided some regularity conditions are satisfied; see Diebolt and Celeux (1993)
and Diebolt and Ip (1996).
Step 5 (Burn-in and MLE): The aforementioned stationary distribution can be obtained after
a burn-in period, and hence the MLE of θ can be obtained by discarding the first r iterations
for burn-in and averaging over the estimates from the remaining iterations. As pointed out by
Yang et al. (2016), the random perturbations of the Markov chains prevent the sequence of
estimates from being trapped in a local maximum or saddle point, a big advantage of the SEM
algorithm. The MLE of θ is finally given by
θˆ =
1
R− r
R∑
k=r+1
θ(k).
According to Marschner (2001) and Ye and Ng (2014), a burn-in period of 100 iterations may
be sufficient under moderate missing data rates, and an additional 1000 iterations are sufficient
to estimate the parameters. However, in our case, a sufficient burn-in period and a sufficient
number of iterations will be determined through a preliminary study. Having mentioned this,
a trace plot of the sequence of estimates versus the iterations can always be used for validating
the sufficiency of the burn-in period, and, if required, a more appropriate burn-in period can
be determined.
In our application, we can assume the competing risk lifetime distribution, Wj, j =
1, 2, · · · ,M, to follow a Weibull distribution with shape parameter 1
γ1
and scale parameter
1
γ2
, and density function given by
f(t;x) =
1
γ1t
(γ2t)
1
γ1 e−(γ2t)
1
γ1 , t > 0, γ1 > 0, γ2 > 0, (19)
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where γ2 is linked to covariate x through the link function γ2 = e
x′α.
Advantage over the EM algorithm: If we are to develop the EM algorithm under the
given framework, the complete data log-likelihood function in (14) requires us to calculate
the conditional expectations with respect to the terms log
{
Γ
(
Mi +
1
φ
)}
and Mi. Note that
the conditional expectations E[logMi|ti, δi;θ(k)] and E[log(Mi!)|ti, δi;θ(k)], coming from the
term K in (14), can be ignored since they are independent of any model parameter, and, as
such, do not contribute to the maximization step. Now, although calculating the conditional
expectation of Mi is not difficult, deriving the conditional expectation with respect to the term
log
{
Γ
(
Mi+
1
φ
)}
is not straightforward unless the parameter φ is kept fixed; see Gallardo et al.
(2017), where φ was kept fixed and a profile likelihood approach was employed for estimating φ.
Note that the SEM algorithm easily avoids calculating this complicated conditional expectation
as in the case of SEM, it is enough to know the conditional distribution of Mi, which in the case
of negative binomial competing risks is available in closed form. This can be looked as a major
advantage of the SEM algorithm over the well-known EM algorithm. This is also the reason
why we chose negative binomial competing risks distribution, among several other possible
distributions, so as to illustrate the fact that SEM algorithm avoids calculating complicated
conditional expectations.
5 Simulation study
In this section, we demonstrate the performance of the proposed SEM algorithm through the
calculated bias, the standard error (SE), the root mean square error (RMSE), and the coverage
probabilities (CP) of the asymptotic confidence intervals. We consider three different sample
sizes, n = 200, n = 400 and n = 600 to study the behavior of the model under varying sample
sizes. Then, we divide each sample size into four groups of equal size, where the sample size
for each group can be viewed as the number of patients belonging to a particular treatment
group or prognostic group. This group category introduces the covariate x, where x = 1, 2, 3, 4.
Thus, patients belonging to group j are assigned a covariate value of x = j, j = 1, 2, 3, 4. We
use this covariate to link the parameter η associated with the cure rate as well as the parameter
γ2 associated with the competing risk lifetime distribution. Since for this simulation study, we
consider one covariate, we bring in two regression parameter, β0 and β1, corresponding to the
cure rate, and two other regression parameters, α0 and α1, corresponding to the competing risk
lifetime distribution. Assuming the cure rate to decrease with an increase in group category,
and for a given value of φ, we can select the cure rates for the first and fourth groups, say p01
and p04, respectively. Thus, we have
p01 =
(
1
1+φeβ0+β1
) 1
φ
p04 =
(
1
1+φeβ0+4β1
) 1
φ
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⇒
β1true =
1
3
[
log
{(
1
p04
)φ
− 1
}
− log
{(
1
p01
)φ
− 1
}]
and
β0true = log
{(
1
p01
)φ
− 1
}
+ log
(
1
φ
)
− β1true.
(20)
We select two different choices, “High” and “Low”, of cure rates for groups 1 and 4 as (0.65,0.25)
and (0.40,0.15), respectively. Note that using (20), the cure rates for groups 2 and 3 can be
easily calculated as
p02 =
(
1
1 + φeβ0true+2β1true
) 1
φ
and p03 =
(
1
1 + φeβ0true+3β1true
) 1
φ
.
To incorporate the possibility of censoring corresponding to a susceptible patient, we also
fix the overall censoring proportion pj for the j−th group, j = 1, 2, 3, 4. For this pur-
pose, we select “High” and “Low” overall censoring proportions as (0.85,0.65,0.50,0.35) and
(0.50,0.40,0.30,0.20), respectively. We assume the censoring time C to be random and assume
it to follow an exponential distribution with censoring rate ξj for group j, j = 1, 2, 3, 4. Cor-
responding to the j−th group, and for given values of the cure rate p0j and the censoring
proportion pj, we can determine ξj from the following equation
pj − p0j
1− p0j =
1
1− p0j
[
1
N
N∑
i=1
{
1
1 + φηjF (ti/ξj)
} 1
φ
− p0j
]
, (21)
which needs to be solved numerically for given values of the model parameters. Note that in
(21), ηj = exp(β0 + jβ1). A detailed proof of (21) is presented in Appendix B.
Now, to generate a lifetime for a patient belonging to the j−th group, we first generate a cen-
soring time C with the calculated value of censoring rate and a negative binomial competing risk
variableM with pmf as in (4). IfM = 0, it implies that there are no competing risks, and, hence,
the lifetime is infinite with respect to the event of interest. As such, in this case, we consider
the observed lifetime T to be C. However, if M > 0, we generate {W1,W2 · · · ,WM} from the
Weibull distribution as given in (19), for chosen values of γ1 and γ2 = e
α0+jα1 . The observed life-
time is then taken as T = min{Y,C}, where Y is the minimum of lifetimes {W1,W2 · · · ,WM}.
In all cases, if T = C, we set the right indicator variable δ = 0, otherwise, we set δ = 1. Since
we assume the cure rate to decrease with an increase in group category, this implies that the
expected lifetime will also decrease as we go higher the group category. Thus, the true values
of γ1, α0, and α1 can be selected to achieve a desired mean and variance of the lifetime for a
particular group. In our case, we choose γ1 = 0.3, α0 = −1.5, and α1 = 0.5, which ensures that
both mean and variance of lifetime decreases with an increase in group category.
For our simulation study, to find an initial guess of the model parameters, we create an
interval for each model parameter by taking 20% deviation off its true value. Then, for each
parameter, we select a value at random from the created interval, which serves as the initial
guess. Note that this readily implies that the initial guess for each parameter do not deviate
by more than 20% on either side of the true parameter value, making sure that the initial guess
is quite close to the true value. After a preliminary study, we consider the number of SEM
iterations R to be 1500 and we use the first 500 iterations as burn-in. All reported results in
our simulation study are averaged over 250 Monte Carlo runs.
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In Tables 1 and 2, we present the SEM model fitting results when the cure rates are “High”
and “Low”, respectively. It is clear from the results that to estimate the parameter φ, a
large sample size is required. Other model parameters are estimated quite accurately even
for small to moderate sample sizes. The standard error and the RMSE of the parameter φ
is large when compared to other model parameters, and this behavior is true for any sample
size. However, note that the bias, standard error and the RMSE for all model parameters
decrease with an increase in sample size, implying the large sample properties to hold true.
The coverage probabilities of the parameters associated with the progression times (i.e., α0,
α1, γ1) are very close to the nominal level. However, the coverage probabilities corresponding
to the parameters associated with the distribution of the competing risks (i.e., β0,β1,φ) are
slightly off the nominal level. This is due to the large variability in the estimate of φ. Now,
this variability in the estimate of φ does not pose any problem to the estimation of the cure
rates (the main parameters of interest), noting that the cure rate is a pure function of φ and
(β0, β1). This is evident from the estimation results corresponding to the cure rates presented
in Tables 3 and 4. Note that irrespective of the true values of the cure rates, these cure rates
are estimated unbiasedly. The standard error (obtained by using the delta method), bias, and
RMSE of cure rates are all small and they further decrease with an increase in sample size.
The coverage probabilities are also close to the nominal level.
To illustrate the fact that the SEM algorithm is not sensitive to the choice of the initial
values, we present in Tables 5 and 6 the estimation results when the initial guess for each
parameter deviates from the true parameter value by at least 50% and at most 75% on either
side of the true value. From the results, it is clear that the findings are similar to those in
Tables 1 - 4. Thus, we conclude that the SEM algorithm is not sensitive to the choice of the
initial values, unlike many well known optimization routines including the EM algorithm.
6 Application: breast cancer data
In this section, we apply our proposed SEM algorithm to a real data on breast cancer readily
available in R package “flexsurv”; see Sauerbrei and Royston (1999). The dataset represents
the survival times, defined as the time to death or censoring time, of 686 patients with primary
node positive breast cancer. We consider the variable prognostic group (1 representing “good”,
2 representing “medium”, and 3 representing “poor”) as the covariate. The observed time
has a mean of 3.08 years and a standard deviation of 1.76 years. The percentage of censored
observations is 56%. In Figure 1, we present the Kaplan-Meier curves of the survival function
stratified by prognostic group. It can be seen that the survival curves do not intersect and there
is a clear trend in the survival of patients belonging to different prognostic groups. To be specific,
we can see that patients in better group category have higher survival times. Furthermore,
the survival curves, more specifically for groups “good” and “medium”, level off to non-zero
proportions, indicating the presence of cure rates for these groups.
In Table 7, we present the SEM estimates of the model parameters. To get these estimates,
after a preliminary study, we used 10000 iterations and the first 6000 was used as burn-in.
We note that the parameter β1 is significant and its estimate is positive. This clearly implies
that the mean number of competing risks increase with a decrease in the prognostic group
status, which is what one would expect. From the 95% confidence interval of the parameter
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Table 1: SEM estimation results for model parameters when the cure rates are high.
n Parameter Estimate (SE) Bias RMSE 95% CP
600 β0 = −1.185 -1.187 (0.458) -0.003 0.447 0.976
β1 = 1.057 0.931 (0.271) -0.126 0.280 0.908
φ = 3 2.473 (1.025) -0.526 1.045 0.900
α0 = −1.5 -1.515 (0.131) -0.015 0.132 0.940
α1 = 0.5 0.524 (0.053) 0.024 0.058 0.932
γ1 = 0.3 0.319 (0.039) 0.019 0.037 0.964
400 β0 = −1.185 -1.216 (0.533) -0.031 0.500 0.992
β1 = 1.057 0.872 (0.364) -0.185 0.320 0.920
φ = 3 2.138 (1.396) -0.861 1.285 0.924
α0 = −1.5 -1.498 (0.160) 0.001 0.153 0.940
α1 = 0.5 0.529 (0.070) 0.029 0.066 0.944
γ1 = 0.3 0.331 (0.057) 0.031 0.048 0.984
200 β0 = −1.185 -1.236 (0.731) -0.052 0.630 0.988
β1 = 1.057 0.728 (0.547) -0.329 0.452 0.900
φ = 3 1.470 (2.215) -1.530 1.844 0.924
α0 = −1.5 -1.500 (0.226) 0.000 0.228 0.936
α1 = 0.5 0.559 (0.107) 0.059 0.103 0.932
γ1 = 0.3 0.347 (0.095) 0.047 0.066 0.988
600 β0 = −1.182 -1.209 (0.319) -0.027 0.282 0.984
β1 = 0.681 0.609 (0.216) -0.072 0.180 0.968
φ = 1.5 1.068 (0.928) -0.431 0.775 0.996
α0 = −1.5 -1.490 (0.099) 0.010 0.097 0.956
α1 = 0.5 0.513 (0.045) 0.013 0.041 0.944
γ1 = 0.3 0.312 (0.034) 0.012 0.027 0.992
α1, we can conclude that the distribution of the progression times is homogeneous for all three
group categories. In Table 8, we present the estimation results corresponding to the cure rates.
As seen in Figure 1, the cure rates for the groups “good” and “medium” are significant. In
Figure 2, we present the plot of estimated survival curves stratified by prognostic groups and
superimpose them on the Kaplan-Meier curves. It is clear that the parametric survival curves
shows a close concordance with the non-parametric Kaplan-Meier curves for each of the three
prognostic groups.
Figure 3 show the evolution paths of the parameters in the SEM algorithm for the negative
binomial cure rate model. The horizontal lines represents the average of the last 4000 iterations,
which are the MLEs. In all cases, we note that the SEM iterations oscillate around the horizontal
line without any indication of any upward or downward trend. This suggests that the SEM
iterations converge to a stationary distribution and hence it is reasonable to use the average of
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Table 2: SEM estimation results for model parameters when the cure rates are low.
n Parameter Estimate (SE) Bias RMSE 95% CP
600 β0 = 0.582 0.414 (0.501) -0.168 0.486 0.904
β1 = 1.002 0.873 (0.214) -0.128 0.223 0.916
φ = 3 2.525 (0.706) -0.475 0.741 0.884
α0 = −1.5 -1.481 (0.107) 0.019 0.107 0.952
α1 = 0.5 0.514 (0.043) 0.014 0.043 0.940
γ1 = 0.3 0.324 (0.036) 0.024 0.037 0.964
400 β0 = 0.582 0.312 (0.613) -0.271 0.569 0.908
β1 = 1.002 0.846 (0.272) -0.156 0.275 0.920
φ = 3 2.332 (0.920) -0.668 0.927 0.904
α0 = −1.5 -1.465 (0.132) 0.035 0.120 0.960
α1 = 0.5 0.519 (0.053) 0.019 0.056 0.928
γ1 = 0.3 0.331 (0.049) 0.031 0.045 0.980
200 β0 = 0.582 0.025 (0.804) -0.558 0.822 0.796
β1 = 1.002 0.750 (0.435) -0.251 0.394 0.892
φ = 3 1.800 (1.509) -1.200 1.453 0.864
α0 = −1.5 -1.430 (0.187) 0.070 0.176 0.956
α1 = 0.5 0.536 (0.084) 0.036 0.084 0.920
γ1 = 0.3 0.358 (0.092) 0.058 0.075 0.972
600 β0 = 0.110 -0.002 (0.327) -0.112 0.333 0.900
β1 = 0.568 0.504 (0.158) -0.064 0.163 0.924
φ = 1.5 1.169 (0.594) -0.331 0.626 0.928
α0 = −1.5 -1.480 (0.076) 0.019 0.072 0.944
α1 = 0.5 0.511 (0.033) 0.011 0.032 0.952
γ1 = 0.3 0.314 (0.030) 0.014 0.030 0.956
the iterations after the burn-in as estimates of the model parameters; see Nielsen (2000).
We also check for the goodness-of-fit of our model. This is done by using the calculated
normalized randomized quantile residuals; see Dunn and Smyth (1996). The quantile-quantile
plot is presented in Figure 4 and it is clear that the negative binomial cure rate model with
Weibull lifetimes provide a very good fit to the breast cancer data. In Figure 4, each point
corresponds to the median of five sets of ordered residuals. Finally, we test for the normality of
residuals using the Kolmogorov-Smirnov test and the p-value turns out to be 0.672, suggesting
strong evidence for the normality of residuals.
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Table 3: SEM estimation results for cure rates when the true cure rates are high.
n Parameter Estimate (SE) Bias RMSE 95% CP
600 p01 = 0.650 0.649 (0.051) -0.001 0.051 0.964
p02 = 0.488 0.492 (0.032) 0.004 0.033 0.944
p03 = 0.352 0.353 (0.026) 0.001 0.028 0.920
p04 = 0.250 0.247 (0.032) -0.003 0.034 0.940
400 p01 = 0.650 0.649 (0.062) -0.001 0.061 0.956
p02 = 0.488 0.492 (0.041) 0.004 0.042 0.936
p03 = 0.352 0.350 (0.032) -0.002 0.034 0.928
p04 = 0.250 0.239 (0.039) -0.011 0.040 0.916
200 p01 = 0.650 0.646 (0.090) -0.004 0.087 0.940
p02 = 0.488 0.498 (0.060) 0.010 0.060 0.952
p03 = 0.352 0.352 (0.048) 0.000 0.042 0.960
p04 = 0.250 0.234 (0.156) -0.016 0.053 0.940
600 p01 = 0.650 0.648 (0.048) -0.002 0.044 0.956
p02 = 0.504 0.507 (0.033) 0.002 0.032 0.964
p03 = 0.364 0.364 (0.026) 0.000 0.026 0.944
p04 = 0.250 0.242 (0.033) -0.008 0.032 0.952
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Figure 1: Kaplan-Meier plot of survival curves stratified by different prognostic groups
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Table 4: SEM estimation results for cure rates when the true cure rates are low.
n Parameter Estimate (SE) Bias RMSE 95% CP
600 p01 = 0.400 0.402 (0.037) 0.002 0.036 0.968
p02 = 0.290 0.291 (0.021) 0.000 0.021 0.952
p03 = 0.209 0.208 (0.020) -0.001 0.020 0.932
p04 = 0.150 0.148 (0.022) -0.002 0.022 0.924
400 p01 = 0.400 0.405 (0.046) 0.005 0.045 0.944
p02 = 0.290 0.290 (0.026) 0.000 0.027 0.956
p03 = 0.209 0.205 (0.024) -0.004 0.025 0.932
p04 = 0.150 0.144 (0.027) -0.006 0.027 0.920
200 p01 = 0.400 0.418 (0.066) 0.018 0.066 0.928
p02 = 0.290 0.295 (0.039) 0.005 0.038 0.944
p03 = 0.209 0.202 (0.034) -0.007 0.036 0.912
p04 = 0.150 0.137 (0.038) -0.013 0.042 0.856
600 p01 = 0.400 0.401 (0.037) 0.001 0.038 0.936
p02 = 0.296 0.297 (0.022) 0.001 0.023 0.960
p03 = 0.213 0.211 (0.020) -0.002 0.019 0.956
p04 = 0.150 0.145 (0.023) -0.005 0.023 0.948
7 Conclusion and future work
In this paper, we develop a new estimation method for cure rate model with latent competing
risks. Motivated by the work of Gallardo et al. (2017), we consider the unobserved competing
risks as the missing data but develop a variation of the EM algorithm, called the stochastic
EM (SEM) algorithm, to calculate the MLEs of the model parameters. Assuming the number
of competing risks to follow a negative binomial distribution, we show that the SEM algorithm
avoids calculation of complicated expectations. This can be looked as a major advantage of the
SEM algorithm over the well-known EM algorithm. Through a Monte Carlo simulation study,
we show that the SEM algorithm can retrieve the true parameter values quite accurately. In
this regard, the bias and the standard error of the parameter φ turns out to be large when
compared to the other model parameters. This, however, improves significantly when the
sample size is large. This large standard error of φ results in the coverage probabilities of the
model parameters associated with the distribution of the competing risks to go off the nominal
level. This, however, does not pose any problem to the estimation of the cure rate (the main
parameter of interest), which is a function of the parameter φ. We have shown that the cure
rates are estimated unbiasedly with small standard errors and the coverage probabilities of the
cure rates are close to the nominal level. Through simulation study, we also show that the
SEM algorithm is not sensitive to the choice of the initial values. Although the advantages of
the SEM algorithm in the given context is clear, it is to be noted that the SEM algorithm is
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Table 5: SEM estimation results for model parameters when the initial guess is within 50-75%
deviation off the true value.
Cure rate n Parameter Estimate (SE) Bias RMSE 95% CP
Low 600 β0 = 0.582 0.412 (0.546) -0.170 0.502 0.912
β1 = 1.002 0.875 (0.226) -0.127 0.228 0.924
φ = 3 2.526 (0.786) -0.474 0.774 0.860
α0 = −1.5 -1.477 (0.110) 0.023 0.107 0.944
α1 = 0.5 0.515 (0.043) 0.015 0.044 0.932
γ1 = 0.3 0.323 (0.040) 0.023 0.038 0.948
Low 400 β0 = 0.582 0.320 (0.630) -0.262 0.574 0.884
β1 = 1.002 0.830 (0.287) -0.171 0.282 0.916
φ = 3 2.307 (0.988) -0.693 0.939 0.896
α0 = −1.5 -1.465 (0.132) 0.035 0.122 0.948
α1 = 0.5 0.521 (0.053) 0.021 0.055 0.936
γ1 = 0.3 0.332 (0.053) 0.032 0.045 0.976
High 600 β0 = −1.185 -1.195 (0.469) -0.010 0.459 0.968
β1 = 1.057 0.939 (0.298) -0.118 0.284 0.912
φ = 3 2.496 (1.163) -0.504 1.041 0.948
α0 = −1.5 -1.509 (0.132) -0.009 0.133 0.932
α1 = 0.5 0.521 (0.054) 0.021 0.056 0.952
γ1 = 0.3 0.319 (0.044) 0.019 0.038 0.968
High 400 β0 = −1.185 -1.219 (0.532) -0.035 0.484 0.984
β1 = 1.057 0.873 (0.374) -0.184 0.329 0.924
φ = 3 2.151 (1.445) -0.849 1.297 0.920
α0 = −1.5 -1.501 (0.160) -0.001 0.146 0.948
α1 = 0.5 0.531 (0.071) 0.031 0.069 0.936
γ1 = 0.3 0.330 (0.059) 0.030 0.048 0.984
computationally more expensive. The use of SEM algorithm in the context of cure rate models
is new (see Davies et al., 2020) and we believe that this work will motivate researchers to
consider SEM algorithm for more complicated cure rate models. For instance, one can think of
developing the SEM algorithm and the associated likelihood inference for cure rate models with
destruction of competing risks (Rodrigues et al., 2011). Furthermore, one can also consider cure
rate models with interval censored data and develop the inferential framework based on the
SEM algorithm. We are currently working on these and hope to report the findings in a future
paper.
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Table 6: SEM estimation results for cure rates when the initial guess is within 50-75% deviation
off the true value.
Cure rate n Parameter Estimate (SE) Bias RMSE 95% CP
Low 600 p01 = 0.400 0.403 (0.037) 0.003 0.035 0.968
p02 = 0.290 0.291 (0.021) 0.001 0.022 0.952
p03 = 0.209 0.207 (0.020) -0.001 0.021 0.928
p04 = 0.150 0.147 (0.022) -0.002 0.023 0.920
Low 400 p01 = 0.400 0.403 (0.045) 0.003 0.045 0.936
p02 = 0.290 0.290 (0.026) 0.000 0.025 0.956
p03 = 0.209 0.205 (0.024) -0.004 0.025 0.920
p04 = 0.150 0.145 (0.046) -0.005 0.028 0.928
High 600 p01 = 0.650 0.649 (0.051) -0.001 0.051 0.972
p02 = 0.488 0.492 (0.033) 0.004 0.032 0.952
p03 = 0.352 0.353 (0.026) 0.001 0.029 0.912
p04 = 0.250 0.247 (0.032) -0.003 0.035 0.924
High 400 p01 = 0.650 0.650 (0.062) 0.000 0.060 0.960
p02 = 0.488 0.494 (0.041) 0.006 0.041 0.952
p03 = 0.352 0.352 (0.032) 0.000 0.033 0.932
p04 = 0.250 0.241 (0.039) -0.009 0.040 0.916
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Table 7: Estimates, standard errors and 95% confidence intervals (CI) of model parameters for
the breast cancer data
Parameter Estimates Standard errors 95% CI
β0 -1.342 0.928 (-3.161, 0.477)
β1 1.254 0.601 (0.076, 2.432)
φ 1.671 0.793 (0.117, 3.225)
α0 -1.799 0.514 (-2.806, -0.791)
α1 0.002 0.251 (-0.490, 0.494)
γ1 0.466 0.054 (0.360, 0.572)
Table 8: Estimates, standard errors and 95% confidence intervals (CI) of cure rates for patients
belonging to different prognostic groups
Group Cure rate Estimates Standard errors 95% CI
Good p01 0.574 0.111 (0.355, 0.792)
Medium p02 0.330 0.053 (0.226, 0.434)
Poor p03 0.167 0.047 (0.075, 0.260)
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Figure 2: Estimated survival curves superimposed on non-parametric Kaplan-Meier survival
curves
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Figure 3: Parameter evolutions in the SEM algorithm
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Figure 4: QQ plot of the normalized randomized quantile residuals
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Appendix A
Proof of Proposition 3.1:
f(ti, δi,mi;θ) = f(ti, δi|mi;θ)pmi .
Now, if δi = 0,
f(ti, δi = 0|mi > 0;θ) = P [W1 > ti,W2 > ti · · · ,Wmi > ti] = {S(ti;xi)}mi and
f(ti, δi = 0|mi = 0;θ) = 1.
Thus, for any mi, we can write
f(ti, δi = 0|mi;θ) = {S(ti;xi)}mi . (22)
Now, if δi = 1,
f(ti, δi = 1|mi > 0;θ) = P [one of the Wj’s has progression time ti and all others > ti]
=
mi∑
j=1
P [Wj has progression time ti and all others > ti]
= mif(ti;xi){S(ti;xi)}mi−1. (23)
Combining (22) and (23), we have
f(ti, δi|mi;θ) = {S(ti;xi)}mi−δi{mif(ti;xi)}δi .
Proof of Proposition 4.1:
f(ti, δi;θ) =
∞∑
mi=δi
{S(ti;xi)}mi−δi{mif(ti;xi)}δipmi
=
{
1
1 + φη(zi)
} 1
φ
{
f(ti;xi)
S(ti;xi)
}δi ∞∑
mi=δi
mδii
Γ(mi +
1
φ
)
Γ( 1
φ
)mi!
{
φη(zi)S(ti;xi)
1 + φη(zi)
}mi
=
{
1
1+φη(zi)
} 1
φ
{
f(ti;xi)
S(ti;xi)
}δi
{
1+φη(zi)F (ti;xi)
1+φη(zi)
} 1
φ
∞∑
mi=δi
mδii
Γ(mi +
1
φ
)
Γ( 1
φ
)mi!
{
φη(zi)S(ti;xi)
1 + φη(zi)
}mi{1 + φη(zi)F (ti;xi)
1 + φη(zi)
} 1
φ
=
{
1
1 + φη(zi)F (ti;xi)
} 1
φ
{
f(ti;xi)
S(ti;xi)
Ep∗i [Mi]
}δi
, ti > 0, δi = 0, 1.
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Proof of Proposition 4.2:
P [Mi = mi|ti, δi;θ] = f(ti, δi,mi;θ)
f(ti, δi;θ)
=
{S(ti;xi)}mi−δi{mif(ti;xi)}δipmi{
1
1+φη(zi)F (ti;xi)
} 1
φ
{
f(ti;xi)
S(ti;xi)
Ep∗i [Mi]
}δi
=
{S(ti;xi)}mi−δi{mif(ti;xi)}δipmi{
1
1+φη(zi)F (ti;xi)
} 1
φ
{
f(ti;xi)
S(ti;xi)
η(zi)S(ti;xi)
1+φη(zi)F (ti;xi)
}δi
=
Γ(mi+
1
φ
)
Γ( 1
φ
)mi!
(
φη(zi)
1+φη(zi)
)mi(
1
1+φη(zi)
) 1
φ
{S(ti;xi)}mi−δi{mif(ti;xi)}δi{
1
1+φη(zi)F (ti;xi)
} 1
φ
{
f(ti;xi)
S(ti;xi)
η(zi)S(ti;xi)
1+φη(zi)F (ti;xi)
}δi
=
mδii
Γ(mi+
1
φ
)
Γ( 1
φ
)mi!
{
φη(zi)S(ti;xi)
1+φη(zi)
}mi{
1+φη(zi)F (ti;xi)
1+φη(zi)
} 1
φ
{
η(zi)S(ti;xi)
1+φη(zi)F (ti;xi)
}δi , mi = δi, δi + 1, · · · .
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Appendix B
Solving for the censoring rate:
pj − p0j
1− p0j = P [min(W1, . . . ,WM) > C|M > 0]
=
∑∞
m=1 P [min(W1, . . . ,Wm) > C]pm
1− P [M = 0]
=
1
1− p0j
∞∑
m=1
pm
∫ ∞
0
{S(y; j)}mξje−ξjydy
=
1
1− p0j
∞∑
m=1
pm
∫ ∞
0
{S(t/ξj; j)}me−tdt (letting ξjy = t)
=
1
1− p0j
∞∑
m=1
pmE
[
S
(
T
ξj
)]m
(where T ∼ exp(1))
≈ 1
1− p0j
∞∑
m=1
pm
[
1
N
N∑
i=1
{
S
(
ti
ξj
)}m]
(t1, t2, · · · , tN are i.i.d. exp(1))
=
1
1− p0j
1
N
N∑
i=1
[ ∞∑
m=1
pm
{
S
(
ti
ξj
)}m]
=
1
1− p0j
1
N
N∑
i=1
{
1
1 + φηjF (ti/ξj)
} 1
φ
∞∑
m=1
Γ(m+ 1
φ
)
Γ( 1
φ
)m!
{
φηjS(ti/ξj)
1 + φηj
}m{
1 + φηjF (ti/ξj)
1 + φηj
} 1
φ
=
1
1− p0j
1
N
N∑
i=1
{
1
1 + φηjF (ti/ξj)
} 1
φ
[
1−
{
1 + φηjF (ti/ξj)
1 + φηj
} 1
φ
]
=
1
1− p0j
1
N
N∑
i=1
[{
1
1 + φηjF (ti/ξj)
} 1
φ
−
{
1
1 + φηj
} 1
φ
]
=
1
1− p0j
[
1
N
N∑
i=1
{
1
1 + φηjF (ti/ξj)
} 1
φ
− p0j
]
.
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