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There is an increasing interest in activity recognition analysis due to the
tremendous growth of sensors and devices that have recently brought signifi-
cant attention to smart homes research which promotes inhabitants’ comfort,
security, and safety. Therefore, there is a necessity to have a comprehensive
activity recognition approach which is not only limited to recognise human
activities and to detect unknown/abnormal behaviors, but also could update
a stream learning model in a real-time setting with sequential sensor data.
As answers to the aforementioned problems, a set of approaches is developed
in this thesis to fulfill these requirements with results that are comparable
with or better than the state-of-the-art approaches.
By recognising activities from streaming sensor data, a new classification
method, Adaptive Cluster-Based Ensemble Learning of Streaming sensor
data (ACBEstreaming), is proposed. This method includes desired features,
namely adaptive windowing and detecting, relevant sensor events, preserving
past sensor information in its current window, and forming online clusters
of streaming sensor data. ACBEstreaming improves the representation
of sensor events, and learns and recognises activities in a stream fashion.
However, there is still the challenge of the multi-class imbalance issue in
the stream learning mode that causes misleading classification outcomes
due to the presence of an inadequate representation of sensor data and
class distribution skews. Conversely, we propose a new multi-class stream
imbalance ensemble method where the base learner is a Näıve Bayesian (NB)
classifier. In this approach, the training instances from any of the classes
involved in learning satisfy the median prior probability threshold to aid in
balancing the classes.
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Thus far, the approach is able to segment sensor data in the training
part or in batch mode which requires the sensor data to have annotated
labels. However, human activities have many key challenges such as their
unsupervised nature in real-time setting, online event detection, overlapping
activities, and a sub-optimal choice of window size. Therefore, to address
these issues, we introduce a novel real-time recognition framework which
consists of Activity Features (AFs) and dynamic multi-feature windowing
approaches. AFs provide statistical information about the activities from
annotated sensory data in an offline phase. In the online phase, a dynamic
multi-feature windowing approach using AFs and the learned NB classifier
is introduced to segment unlabeled sensor data, as well as predicting the
related activity, even in the presence of overlapped activities.
In addition to activity recognition analysis, we develop an Online Hidden
Conditional Random Field using Resilient Gradient Algorithm (OHCRF-
RGA) to address the issues of classifying sequential data where the multiple
overlapping sensor-based activities have occurred. A more challenging
problem is to learn unknown behaviors that have not been predefined. This
is because in a real-world environment, it is impractical to presume that
users/residents will only accomplish a set of predefined activities over a
long-term period. OHCRF-RGA models the sequential observations of an
online stream and resolves the level of biased data.
In comparison with the-state-of-the-art approaches, we accomplished ex-
tensive experiments on five benchmark datasets acquired from residents in
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5.2.1 The Näıve Bayesian Classifier . . . . . . . . . . . . . . . . . . . 65
5.2.2 Laplace Correction . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.2.3 Stream Learning from Multi-Class Imbalanced Data
Streams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.3.1 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.3.2 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.4 Results and Analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.4.1 Performance comparison of classifiers in streaming mode . . . . 73
Statistical Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 73
Experimental Analysis . . . . . . . . . . . . . . . . . . . . . . . 75
5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6 Dynamic Real-time Segmentation and Recognition of Activities 85
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.2 Real-time Recognition Framework . . . . . . . . . . . . . . . . . . . . . 86
6.2.1 Activity Features . . . . . . . . . . . . . . . . . . . . . . . . . . 88
Sensor Dependency using Mutual Information . . . . . . . . . . 88
Frequency of Activated Sensors for an Activity . . . . . . . . . . 89
Last Two Sensor methods . . . . . . . . . . . . . . . . . . . . . 91
Activity Time Interval . . . . . . . . . . . . . . . . . . . . . . . 93
6.2.2 Dynamic Multi-feature Windowing Approach . . . . . . . . . . 94
6.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.3.1 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.3.2 Results and Analyses . . . . . . . . . . . . . . . . . . . . . . . . 98
6.4 Running-time Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
vii
7 Online Hidden Conditional Random Field for Recognising Activity-
driven Behaviour 102
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
7.2 Conditional Random Fields(CRFs) . . . . . . . . . . . . . . . . . . . . 104
7.2.1 Hidden Conditional Random Fields (HCRFs) . . . . . . . . . . 106
7.2.2 Objective function and parameters estimation . . . . . . . . . . 106
7.3 Adaptive Resilient Gradient Algorithm . . . . . . . . . . . . . . . . . . 107
7.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.4.1 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.4.2 Multi-class Classification: Annotated Activities . . . . . . . . . 109
7.4.3 Binary Classification: Annotated vs Unknown Activities . . . . 109
7.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
8 Conclusion and Future Work 118
8.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118




3.1 Time percentage and number of instances for activities in the Van
Kasteren dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Properties of Houses in the ARAS dataset. . . . . . . . . . . . . . . . . 41
3.3 Statistics of House A for 30 days in ARAS dataset. . . . . . . . . . . . 42
3.4 Statistics of Tulum2009 dataset . . . . . . . . . . . . . . . . . . . . . . 43
3.5 Statistics of Tulum2009/2010 dataset . . . . . . . . . . . . . . . . . . . 45
3.6 Statistics of Aruba dataset . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.1 Results obtained for ACBEstreaming compared with the state-of-the-art
methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.1 Description of the Van Kasteren Dataset and Imbalance Ratio . . . . . 71
5.2 Description of the ARAS Dataset (House A - 30 days) and Imbalance
Ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3 One-way ANOVA test of F -score for streamingNB, OVA, OOB, UOB
and streamingMEn classifiers . . . . . . . . . . . . . . . . . . . . . . . . 73
5.4 Post hoc t-tests for methods with: Two-Sample Assuming Unequal
Variances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.5 Average results obtained for streamingNB classifier, streamingOVA,
streamingOOB, and streamingUOB compared with the streamingMEn,
using the NB classifier in a stream fashion . . . . . . . . . . . . . . . . 79
5.6 Average normalised percentage of confusion matrix of based-method
(streamingNB) using the Van Kasteren test data sets (%) . . . . . . . . 80
5.7 Average normalised percentage of confusion matrix of proposed method
using the Van Kasteren test data sets (%) . . . . . . . . . . . . . . . . 81
5.8 Average normalised percentage of confusion matrix of based-method
(streamingNB) using the ARAS test data sets (%) . . . . . . . . . . . . 82
5.9 Average normalised percentage of confusion matrix of proposed method
using the ARAS test data sets (%) . . . . . . . . . . . . . . . . . . . . 83
6.1 Notation of dynamic multi-feature windowing approaches for segmentation. 94
6.2 Evaluation of multi-feature approaches using AFs on test data sets. . . 99
6.3 Average running-time of approaches on Tulum2009, Tulum2010 and
Aruba datasets in a real-time setting (milliseconds/segment). . . . . . . 101
7.1 Performance comparison with multi-class annotated activities on test
data sets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
ix
7.2 Performance comparison on Tulum2009, Tulum2010 and Aruba datasets. 115
7.3 Performance comparison on Tulum2009, Tulum2010 and Aruba datasets
with multi-class annotated and unknown activities on test data sets. . . 116
x
List of Figures
2.1 General architecture of HAR systems. . . . . . . . . . . . . . . . . . . . 12
2.2 Taxonomy of Windowing Approaches. . . . . . . . . . . . . . . . . . . . 14
2.3 Illustration of segmentation scenarios of Static Sliding Window for sensor
data. Sourced and reproduced from Okeyo et al. (2014, p. 161). . . . . 16
2.4 Illustration of segmentation scenarios of Dynamic Sliding Window for
sensor data. Sourced and reproduced from Okeyo et al. (2014, p. 161). 17
2.5 “Natural Tilted-Time Window Frames”. Sourced and reproduced from
Giannella et al. (2003, p. 195). . . . . . . . . . . . . . . . . . . . . . . . 19
2.6 A common architecture of an ensemble. Sourced and reproduced from
Zhou (2012, p. 16). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.7 Overview of Synthetic Minority Over-sampling Technique (SMOTE).
Sourced and reproduced from Lee and Lee (2014, p. 615). . . . . . . . . 21
2.8 Diagram of the relationship among PGM. Sourced and reproduced from
Sutton et al. (2012, p. 7). . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.1 System diagram and methodological aspects of the work. . . . . . . . . 31
3.2 Diagram representation of approaches for the chapters. . . . . . . . . . 33
3.3 An example of a ROC curve. The gray area refers to its AUC curve. The
EER point refers to the intersection point of true negative and positive
rate curves. Sourced and reproduced from Tronci et al. (2009, p. 164). 36
3.4 Floorplan of the Van-Kasteren house. Sourced and reproduced from
Van Kasteren et al. (2008, p. 3). . . . . . . . . . . . . . . . . . . . . . . 38
3.5 Houses’ Layout: (a) House A, (b) House B. Sourced and reproduced
from Alemdar et al. (2013, p. 233). . . . . . . . . . . . . . . . . . . . . 40
3.6 Layout of WSU Tulum Smart Apartment in 2009. Sourced and repro-
duced from Cook and Schmitter-Edgecombe (2009). . . . . . . . . . . . 44
3.7 Layout of WSU Tulum Smart Apartment in 2009/2010. Sourced and
reproduced from Cook (2012). . . . . . . . . . . . . . . . . . . . . . . . 46
3.8 Layout of WSU CASAS smart home project. Sourced and reproduced
from Cook (2012). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1 The ACBEstreaming framework. . . . . . . . . . . . . . . . . . . . . . 52
5.1 Proposed method (streamingMEn) compared with the state-of-the-art
approaches on the Van Kasteren dataset in a stream mode: (a) Precision,
(b) Recall, and (c) F -score. . . . . . . . . . . . . . . . . . . . . . . . . 76
xi
5.2 Proposed method (streamingMEn) compared with the state-of-the-art
approaches on the ARAS dataset in a stream mode: (a) Precision, (b)
Recall, and (c) F -score. . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.1 Framework of activity modeling and recognition. . . . . . . . . . . . . . 87
6.2 A segment/window of activated sensors with probabilities sorted in
descending order (Training part) . . . . . . . . . . . . . . . . . . . . . . 90
6.3 An example of considering the L2S condition as a feature for AFs. . . . 92
6.4 An example of segmenting overlapped activities using a dynamic multi-
feature method using AFs. . . . . . . . . . . . . . . . . . . . . . . . . . 96
7.1 Comparison of F -score with different sample size rates: (a) Tulum2009,
(b) Tulum2010, (c) Aruba. . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.2 Comparison of ROC curves: (a) Tulum2009, (b) Tulum2010, (c) Aruba. 114
xii
Acronyms
ADLs Activities of Daily Livings
AFs Activity Features
ACBEstreaming Adaptive Cluster-Based Ensemble learning of streaming
ADWIN ADaptive WINdowing technique
AAL Ambient-Assisted Living
ANOVA ANalysis Of VAriance
AUC Area Under the ROC Curve
BP Back Propagation
BAS Building Application Server
C-SVM C-Support Vector Machine
CASAS Centre for Advanced Studies in Adaptive Systems
CBCE Cluster-Based Classifier Ensemble
CRFs Conditional Random Fields
CNN Convolutional Neural Network
EER Equal Error Rate
EPAM Event PAttern Modelling framework
FreSen Frequency of triggered Sensors of an activity
HVAC Heating, Ventilation, and Air Conditioning
HCRFs Hidden Conditional Random Fields
xiii
HMM Hidden Markov Model
HAR Human Activities Recognition
IoTs Internet of Things
K-SMOTE K-means clustering using SMOTE
KNN K-Nearest Neighbours
L2S Last Two Sensors
LDA Linear Discriminant Analysis
LSTM Long Short Term Memory
LC Lossy Counting
MLN Markov Logic Network
MOA Massive Online Analysis
MLP Maximum Likelihood Posteriori
MEMM Maximum Entropy Markov Model
MI Mutual Information
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With a rapid increase in the number of sensors and advanced devices which are connected
via Internet of Things (IoTs) applications, the quality of life and daily lives are promoted
to have better security and comfort (Al-Fuqaha et al., 2015; Perumal et al., 2014).
According to The Gartner Group (2017), twenty billion connected sensors and advanced
devices will be applied and deployed by the end of 2020. The Gartner Group (2017)
expected that connected things would be in use worldwide at around 8.4 billion in 2017
which was increased to 31 percent from the 2016 (The Gartner Group, 2017; Skocir
et al., 2016).
Generally, the applications that use IoTs, can be categorized into three domains
which are as follows: the health-care domain, smart cities and industrial domains
(Borgia, 2014; Skocir et al., 2016). Smart homes are considered as a combination of
domains which are equipped with advanced sensors, automated devices, and electronics,
designed for purposes such as:
 Care delivery
 Detection of problems or emergency cases
 Energy saving
 Safety and security
By leveraging IoTs, automated smart homes can control Heating, Ventilation, and
Air Conditioning (HVAC) systems via mobile or web applications. Moreover, with smart
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grid devices, smart homes can optimise and save energy consumption by controlling,
as well as scheduling gadgets and providing a favourable tariff (Suryadevara and
Mukhopadhyay, 2015).
On the other hand, by applying devices, communication response systems, and
integrated independent living services in a smart home setting which is also called
Ambient Assisted Living (AAL), we can determine the wellness of elderly people. This
smart home assists inhabitants with disabilities, chronic pathologies, etc., to live safely
and independently in their home without any intervention (Grgurić et al., 2013).
Therefore, the wellness of inhabitants can be inferred by remotely controlling and
monitoring their activities of daily livings (ADLs). These activities can be detected
and recognised by capturing, segmenting, and analysing sequential human sensor-based
data which originate from different sensors and devices of AAL such as temperature,
motion, access door sensors, and heart rate monitors, for example (Soulas et al., 2015).
Activities which are sequential of activated sensors can be analysed to recognise patterns
in behaviors by using data mining and machine learning approaches. During normal
behavior, namely sleeping, watching TV, eating, drinking, toileting, and so on, the
algorithm might detect and recognise abnormal behaviors or changes in patterns that
might be the indication of issues and these will thus trigger messaging and warning
emergency services. This thesis focuses on ADLs data from various testbed homes that
are elaborated in Chapter 3.
1.2 Challenges
This study would assist to provide more comfort, convenience, and control to the
residences in general and particularly to elderly inhabitants by recognising sensor-based
human activities in smart home environments. Generally, smart homes are an online
application and need a system to recognise human activities accurately in a real-time
environment. Therefore, there are many motivations that scholars have been focusing on
smart home applications to improve human activity recognition which is a hot research
topic in both academia and in industry. In general, there are a few challenges in online
sensor-based human activities recognition analysis in smart home environments which
are as follows:
 An activity can be regarded as a sequence of activated sensors performed by a
resident to achieve a certain goal (Jurek et al., 2014; Rashidi, 2014). The sensor
data arrive continuously at high speed and sometimes with various sampling rates
2
(Rashid et al., 2013). These are challenges for these stream data to be stored and
processed in batch mode, and they also need to be processed in a stream fashion
and responsive manner so that a prompt system or human actions are enabled.
There is a need to develop algorithms to manage and process the data streams
within time and space constraints.
Several approaches were proposed in the literature review for both time-based
(Hunh et al., 2007; Van Kasteren et al., 2008; Okeyo et al., 2014) and count-based
(Krishnan et al., 2014) windows. Although the time-based windowing approach
is relatively simple and has a low computational complexity during the training
phase, it is often difficult to select an ideal window length for the time interval.
For example, if the time interval is too small, the window may not be able to
cover the relevant activities and allow sensible decision-making; on the other hand,
if the time interval is too extensive, multiple activities may be embedded into it,
also causing difficulty for correct classification (Krishnan et al., 2014).
The count-based approach divides the sensor data sequence into windows, each
containing an equal number of sensor events, but the window size can vary during
the operation (Krishnan et al., 2014). Although this approach offers computational
advantages over the explicit segmentation process and does not require future
sensor events for classifying past sensor events, it also has inherent shortcomings
such as time lag issues among sensors and waiting for a sensor to fulfill the window
size which changes the process to a non-streaming approach (Krishnan et al.,
2014).
Thus, achieving an optimal window (i.e. segment) size in a smart home application
to capture the sequence of activated sensors to the related activity label is an
essential task in a sensor data stream mining.
 In stream learning, an imbalanced multi-class issue is another challenge that needs
to be considered. Imbalanced data can have a skewed class distribution (Rifkin
et al., 2004). Thus, it is often meaningless to report high accuracy when there
are imbalanced classes because a minority class will be dominated by one or more
majority classes. Learning from such data sets that contain imbalanced classes
usually produces biased classifiers that have a higher predictive accuracy over the
majority class(es), but poorer predictive accuracy over the minority classes that
are often of more interest (Zhou, 2012).
Learning from imbalanced class data in stationary environments has been widely
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studied (He and Garcia, 2009; Sobhani et al., 2015). In these environments, Galar
et al. (2012) showed that a combination of under- and oversampling methods
provides promising results. In under-sampling with bagging (B laszczyński et al.,
2013) an algorithm was introduced to reduce information loss. However, the
main weaknesses of the bagging methods are that they choose instances randomly,
i.e. without considering the distribution of the data within each class, while it
has been shown that one of the key factors in the success of an ensemble method
is the instance selection strategy (Cesa-Bianchi et al., 2012). To overcome this
drawback, a cluster-based under-sampling approach called ClusFirstClass was
proposed for binary classification problems in offline mode (Sobhani et al., 2015).
However, only a few works have been proposed for binary class-imbalanced data
in stream learning (Nguyen et al., 2011; Spyromitros-Xioufis, 2011) rather than
multi-classes.
In smart homes, there are many activities to classify, each of which may be similar
to each other due to the method in which the sensor data are sampled (Krishnan
et al., 2014), with each activity being differing lengths, and possibly subject to
the class imbalance issues previously described. Furthermore, recognition of these
activities needs to occur in real-time as the activities themselves are represented
as an online data stream.
 In a smart home environment, segmenting sensor data for activity recognition
attracts more attention at a time when greater importance is being attached to
controlling safety and security in a real-time setting. Sensor data has the nature of
a stream, and the data arrives without annotated labels. Most existing windowing
approaches (Peterek et al., 2014; Preece et al., 2009; Yala et al., 2015) are applied
in the batch mode and require the sensor data to have annotated labels. While in
online mode, data are arriving without any annotated labels. However, there is
a need to find an optimal window size to segment sensor data accurately. Most
scholars applied a fixed time or sensor-based window for segmentation (Bao et al.,
2004; Hunh et al., 2007; Munguia Tapia, 2003; Van Kasteren et al., 2008). An
important challenge with a fixed window size is identifying the optimal window
size a priori and as a result, many of the classification and modeling errors come
from the selection of this window length (Gu et al., 2009).
In real-time applications, segmenting unlabelled streamed data is one of the
challenges in order to recognise human activities in smart home domains. Although
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some researchers, such as Abdallah et al. (2015), did consider the adaptation
and evolution of sensory data beyond the training phase, they still used a fixed
window to segment the sensor data. Dealing with an online stream, this model is
learned continuously, and incrementally, and the stream data is split into equal
sized chunks only with unlabeled data (Abdallah et al., 2015).
Although the related work approaches have achieved comparable recognition
results, there is no solid solution to the problem of segmenting unlabelled streamed
data. Furthermore, delivering appropriately robust activity recognition systems
that could be deployed with confidence in an online environment remains an
outstanding challenge.
 In smart home applications, accurate sensor-based human activity recognition
is based on learning patterns online from collections of sequential sensor events.
Numerous examples of previous work have modelled sequential sensor data for
activity recognition using machine learning techniques such as Näıve Bayes (NB)
classifiers (Tapia et al., 2004), Hidden Markov Models (HMMs) (Rashidi et al.,
2011; Kapoor and Picard, 2001; Ye et al., 2015), Support Vector Machines (SVM)
(Fleury et al., 2010b), Decision Trees (DT) (Bao et al., 2004), and Conditional Ran-
dom Fields (CRFs) (Kumar et al., 2003; Van Kasteren et al., 2008; Gunawardana
et al., 2005; Quattoni et al., 2007; Hoare and Parker, 2010).
A CRF model was applied to classify human motion activity and demonstrated to
be more accurate than when using Maximum-Entropy Markov Models (MEMMs)
(Sminchisescu et al., 2006). Hoare and Parker (2010) developed a system to use
CRFs to determine the human′s intended goal: CRFs were run using an online
method that uses the whole observation up to the current time to classify the
label. However, they used different features to improve the time and accuracy for
the correct classification.
Nowadays, one of the more popular techniques to model sequential sensor data
is Hidden Conditional Random Fields (HCRFs) (Lafferty et al., 2001) which
have several advantages over HMMs, such as incorporating dependencies between
variables that can allow a good approximation to more highly connected models
(Quattoni et al., 2007). Also, HCRFs have the advantage of dependencies of
sequential activities (McCallum et al., 2003; Torres et al., 2016).
A more challenging problem is to accurately recognise and learn unknown activities
(or abnormal behaviors) in the online mode that have not been observed or
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predefined by users. This is because, in a real-world environment, it is impractical
to presume that users/residents will only carry out a set of predefined activities
over a long-term period.
1.3 Research questions
Hence, our main research questions emerge as follows:
1. How can we develop an efficient method to manage and process a sequence of
activated sensor data in a stream mode within time and space constraints in order
to recognise human activities in when the sensor data continuously arrive at high
speed and sometimes with various sampling rates?
2. With imbalanced multi-class distributions that cause misleading classification
outcomes, how can we find a simple but efficient stream learning approach to
balance the sensor data without losing useful information with both multi-class
imbalance and stream learning issues?
3. How can an effective learning algorithm be developed so that the learned model
can evolve on-the-fly from the unsupervised nature of data streams in a real-time
application?
4. How can we develop an effective algorithm to learn patterns online from collections
of sequential sensor events, as well as to discover the unknown activities (or
abnormal behaviours) that have not been observed or predefined by residents?
1.4 Contributions
In this thesis, four main contributions to address the research questions are elaborated
on as follows:
1. Proposing a new approach to process sensor events and conduct event
classification using an adaptive ensemble-based method, termed “Adap-
tive Cluster-Based Ensemble learning of streaming sensor data” (ACBE-
streaming) in Chapter 4.
It contains desirable features such as:
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(a) Adaptively windowing sensor events.
(b) Detecting relevant sensor events using a time decay function.
(c) Preserving past sensor information in its current window, and forming online
clusters of streaming sensor data.
(d) Improving the representation of streaming sensor-events, learning and recog-
nising activities in a stream fashion.
2. Proposing a new multi-class stream imbalance ensemble method based
on thresholding on the median prior probability where the base learner
is a Näıve Bayesian classifier in Chapter 5.
The proposed method diverges from state-of-the-art approaches with regard to:
(a) Being robust to outliers.
(b) Retaining more useful information.
(c) Does not depend much on sample size which affects classification
(d) Having a simple conceptual justification which is easy to implement.
3. Proposing a novel real-time recognition framework to both segment
and recognise activities using an adaptive windowing approach in Chap-
ter 6.
This framework:
(a) Is able to segment the unlabelled stream data in a real-time application.
(b) Is easy to implement.
(c) Attains comparable or better results in comparison with the-state-of-the-art
approaches, and recognises overlapped activities in a real-time manner.
4. Proposing a novel approach which is called OHCRF-RGA to recognise
abnormal/unknown human activity behaviours in Chapter 7.
OHCRF-RGA approach:
(a) Is robust to biased data during training.
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(b) Uses dependencies between variables that can be a good approximation to
more highly connected models and permits a rich set of overlapping activities.
(c) Compared with Stochastic Gradient Decent (SGD), the proposed adaptive
RGA converges to a better score, and has an efficient and transparent adap-
tation process.
1.5 List of publications
Some parts of the thesis have been published in the following conferences/workshops:
 Shahi, A., Deng, J. D., & Woodford, B. J. (2017, November). Online Hidden
Conditional Random Fields to Recognize Activity-Driven Behavior Using Adaptive
Resilient Gradient Learning. In International Conference on Neural Information
Processing (pp. 515–525). Springer, Cham. (Awarded best paper)
 Shahi, A., Woodford, B. J., & Lin, H. (2017, May). Dynamic Real-Time Segmen-
tation and Recognition of Activities Using a Multi-feature Windowing Approach.
In Pacific-Asia Conference on Knowledge Discovery and Data Mining (pp. 26–38).
Springer, Cham. (Awarded best paper for MLSDA)
 Shahi, A., Deng, J. D., & Woodford, B. J. (2017, May). A streaming ensemble
classifier with multi-class imbalance learning for activity recognition. In Neural
Networks (IJCNN), 2017 International Joint Conference on (pp. 3983–3990).
IEEE.
 Shahi, A., Woodford, B. J., & Deng, J. D. (2015, November). Event Classification
Using Adaptive Cluster-Based Ensemble Learning of Streaming Sensor Data. In
Australasian Joint Conference on Artificial Intelligence (pp. 505–516). Springer,
Cham.
1.6 Organisation of the thesis
The rest of the thesis is organised as follows:
Chapter 2 Literature review
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Some fundamental methods about segmentation in both static and dynamic envi-
ronments are reviewed. Moreover, we study some classical machine learning approaches
that have been utilised for human activity recognition. Finally, we provide related works
with state-of-the-art methods for activities recognition in a smart home environment.
Chapter 3 Research methodology
In this chapter, a new general approach of this thesis is introduced. The performance
evaluation metrics for evaluating the benchmark and proposed methods are elaborated
on in this chapter. Moreover, data representing activities collected from smart home
testbeds are discussed throughout the thesis chapters, are established.
Chapter 4 Event Classification using Adaptive Cluster-Based Ensemble
Learning of Streaming Sensor Data
A new event classification method called Adaptive Cluster-Based Ensemble Learning
of Streaming sensor data (ACBEstreaming) is proposed. This approach improves the
representation of streaming sensor-events, and learns and recognises activities in a
stream fashion.
Chapter 5 A Streaming Ensemble Classifier with Multi-Class Imbalance
Learning for Activity Recognition
This chapter presents a novel ensemble approach for solving multi-class imbalance
learning using thresholding on the median prior probability to aid in balancing the
classes. The new algorithm which uses a Näıve Bayesian classifier as a base learner,
transforms balanced data into a model in a stream fashion.
Chapter 6 Dynamic Real-time Segmentation and Recognition of Activi-
ties using a Multi-feature Windowing Approach
A novel real-time recognition framework to address the segmenting sensor events
for activity recognition due to its unsupervised nature, the real-time requirements for
online event detection, and the possibility of having to recognise overlapping activities’
problems, are proposed in this chapter. The proposed framework is divided into two
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phases: offline modeling and online recognition. In the offline phase, a representation
called AFs are built from statistical information about the activities from annotated
sensory data, and a NB classifier is modeled accordingly. In the online phase, a dynamic
multi-feature windowing approach using AFs and the learned NB classifier is introduced
to segment unlabeled sensor data, as well as to predict the related activity.
Chapter 7 Online Hidden Conditional Random Field to Recognise Activity-
driven Behaviour using Adaptive Resilient Gradient Learning
This chapter proposes an online Hidden Conditional Random Field (OHCRF)
classifier using the Resilient Gradient Algorithm (RGA) to recognise human activity
behaviours. The discriminative nature of our OHCRF models the sequential observa-
tions of an online stream, resolving the level of biased data. The proposed adaptive
RGA approach is used to update OHCRF’s parameters for online learning. Compared
with Stochastic Gradient Decent (SGD), the proposed adaptive RGA converges faster,
and has an efficient and transparent adaptation process.
Chapter 8 Conclusion and future work
This chapter draws a conclusion of the research carried out in this thesis. Moreover,
some possible research directions for future work that further contributes to this thesis





With fast advances in sensor networks and technologies in recent years, smart-home
environments have become a research direction that attracts increasing research interests.
A smart home is equipped with different types of sensors that assist inhabitants to live
comfortably and safely (Jurek et al., 2014). For smart homes to be able to respond to
residents’ requirements in a context-aware way, activity recognition is a key technique
that continues to challenge ongoing research (Gopalratnam and Cook, 2007; Rashidi,
2014; Rashidi and Cook, 2008; Krishnan et al., 2014).
Particularly, Human Activity Recognition (HAR) has created a lot of interest in
the field, particularly for medical, security, and military applications. For example,
patients with obesity, heart disease, or diabetes are often required to follow a well-
defined routine as part of their treatment. Thus, recognising activities such as running,
cycling, or walking, is helpful to provide feedback to the administrator or caregiver
about the behaviour of the user/patient. Similarly, the caregiver can monitor patients
with dementia, Alzheimers and other mental pathologies to detect abnormal activity
behaviours and thereby prevent undesirable consequences (Lara and Labrador, 2013).
In this chapter, we review the fundamental concept of HAR such as data collection,
feature extraction, and machine learning techniques that can supply useful functions
for health monitoring, for instance, the detection of stress and depression (Canzian
and Musolesi, 2015), clinical assessment of cognitive health (Dawadi et al., 2016), and
activity-driven behaviour (Consolvo et al., 2009).
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2.2 General architecture of HAR systems
Figure 2.1 shows the general architecture of devices and sensors’ communication, process,
and sensor data acquisition in a smart home environment. In smart home environments,

































































































Figure 2.1: General architecture of HAR systems.
As shown in Figure 2.1, Ethernet is a technology that provides a connection for
devices to communicate with one another in smart homes. Moreover, it is known for its
performance in real-time and well-defined structured wiring in the local area network.
The machine learning techniques are carried out to be modeled on the acquired sensor
data to control and monitor human behaviours. Furthermore, the main component of
the developed model is the Building Application Server (BAS). BAS gives a way to
communicate with all the devices and systems and also hosts the related applications
and drivers of corresponding devices and systems. The BAS’s function is to obtain data
from the related devices/systems, mapping the record saved in a database module. For
every event occurrence, a Simple Object Access Protocol (SOAP) message is generated
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which contains information about the triggered event. When BAS receives the SOAP
message, the XML parser will interpret the contents which are in XML format. Later
on, the message is sent to the service level application module (Leong et al., 2009;
Shahi et al., 2015). As shown in Figure 2.1, the machine learning approach is hence
modeled, based on the received sensor data after preprocessing, feature extraction, and
segmentation in both offline and online modes. When the events are received through
SOAP protocol, the model will recognise what likely activity should have occurred. The
details of the framework are elaborated on in the following chapters.
2.3 Feature extraction from data Stream Window
Models
In smart home environments, activities are recognised through the streaming of acti-
vated sensor data. Algorithms and approaches for recognising activities have recently
made significant advances because of smart environments, the development of mobile
computing, and AAL. However, it is as yet problematic to recognise sensor-based human
activities in a real-time system which remains a challenge.
Several data stream windowing approaches are studied in this section. According to
the data stream processing model (Zhu and Shasha, 2002), there are three classifications
of windowing approaches, namely, landmark window, sliding, and damped windows.
Figure 2.2 shows the taxonomy of windowing data stream.
In a data stream model, data are arrived at continuously, at high speed, and
sometimes with various sample rates. However, there is a need to use a method to
manage and process data streams, along with considering limited time and space. The
details of data stream window approaches are elaborated on in the following sections.
2.3.1 Landmark Window
Data streams in the temporal span are extracted, based on the values between a
particular time-point called base/landmark and the present point. Therefore, referring
to Dang et al. (2012), the landmark window is defined as follows:
A landmark window allows an analyst to perform analyses over a specific period. For
instance, if the last 24 hours are needed to be considered and data has to be retrieved
within these periods, then the landmark window’s size will be the last 24 hours. This
window model is sometimes valuable to follow the advancement of data points beginning
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Figure 2.2: Taxonomy of Windowing Approaches.
at a fixed point in time, hence the so called landmark. All data points are incorporated
by landmark windows, beginning from that specific landmark (Zhu and Shasha, 2002).
There are several studies that have applied landmark windows to mine data, for
instance, frequent item sets over the entire history of stream data from a landmark to
the present time. Manku and Motwani (2002) proposed two single-pass methods, lossy
counting and sticky-sampling, to extract frequent item sets over landmark windows.
Another study that used a landmark window to manage data streams was proposed
by Su et al. (2011). The authors applied an Associative Classification algorithm for
Data Streams (AC-DS) which is estimated, based on the landmark window model
(LWM) and the Lossy Counting (LC). They classified the data stream in the LWM by
a single-pass method which uses less main memory.
Furthermore, several studies by Leung et al. (2011), Zhang and Zhuang (2012), and
Leung et al. (2013) used a landmark window to manage a data stream. However, it
is worth mentioning that this LWM is typically not very appropriate for streaming
domain applications because the data size inside the landmark window rapidly grow to
unprocessable and unmanageable sizes (Matysiak, 2012).
2.3.2 Sliding Window
Another type of window model is a sliding window which is divided into static and
dynamic sliding windows. The details of these two sliding window models are discussed
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in the following sections.
Static Sliding Window
A static sliding window is the simplest way of limiting data. In this type of window,
either the most recent n data points or t time units of data (where t and n are constants)
are included.
Nevertheless, static sliding windows can be found in several studies. For instance,
Lee et al. (1998) detected regions of abnormal network activity. The authors utilised
a fixed sliding window to monitor the normal traces with a list including distinctive
ordered system calls. The list is named the “normal” list. In the next step, they
monitored intrusion traces. For every ordered system calls, they first checked the
normal list. If the exact ordered system calls was matched, it was labelled as “normal”.
Otherwise, it was labeled as “abnormal” (Lee et al., 1998).
In activity recognition, several studies used a static sliding window, for example
in Munguia Tapia (2003), Bao et al. (2004), Hunh et al. (2007), Van Kasteren et al.
(2008), and Stikic et al. (2008). In activities recognition applications in a smart home,
Okeyo et al. (2014) introduced a representation of sensor data segmentation scenarios
using static and dynamic sliding windows. The static sliding windows representation is
shown in Figure 2.3.
From the perspective of static sliding windows, several scenarios can be considered.
Figure 2.3(a) shows a static sliding window with equal size and no overlapping. The
receiving sensor events can be slid, based on the time period or the number of receiving
sensor events. However, the sensor events are slid, based on the time domain. Figure
2.3(b) is static sliding window with an overlap. This simultaneously refers to the way
of having several activated time windows. Figure 2.3(c) is a static sliding window
with shrinking and/or expanding with no overlap. In this scenario, when a process
(e.g. ADLs) is activated before expiry, the time window length is reduced which is
called shrinking. Conversely, when the time window expires prior to an ongoing process
(ADLs), its length is expanded to retain the time window dynamic for somewhat longer.
Similar to Figure 2.3(c) and Figure 2.3(d) which is with overlapping, is considered for
concurrent processed or activities.
Although the implementation of static sliding windows is easy, it is prone to errors
while picking a wrong length of window. A window’s length with a small size will
generate correct illustrations of the current state, but it is significantly influenced by
noisy data, while the window’s size is large and results in more steady, yet similarly
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Figure 2.3: Illustration of segmentation scenarios of Static Sliding Window for sensor
data. Sourced and reproduced from Okeyo et al. (2014, p. 161).
incorrect results because of the impacts of concept drift (Bifet and Gavalda, 2007).
Furthermore, in a smart home, in terms of activity recognition, the primary feedback
for static sliding windows is that wrong lengths can truncate an activity occurrence or
overlap activity occurrences, which leads to failing the recognition of activities. (Okeyo
et al., 2014). To this end, most classification errors come from the wrong choice of
window length (Gu et al., 2009). In most cases, the errors occur at the start or at
the end of human activities, when the end of one activity overlaps with the start of
another activity. In some cases, the length of a window might be too short to give
enough information for the segmenting and recognition procedure. Huynh and Schiele
(2005) worked on different window lengths and features for each activity separately and
achieved the best performance.
In addition, the static or fixed sliding window method produces many of the
same temporal windows with approximately similar features, and a similar activity os
accomplished when the resident performs a similar activity through a lengthy period
of time. These monotonous instances do not help to achieve better problem-solving.
Instead, a greater number of activities are generated during which those instances are
produced. However, the other activities cannot be recognised by monotonous instances,
and the same instances should be classified repeatedly (Laguna et al., 2011).
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Dynamic Sliding Window
Due to the drawbacks of the static window size, Bifet and Gavalda (2007) proposed the
Dynamic or Adaptive WINdowing technique (ADWIN) to dynamically adjust window
length, based on user preference and incoming data. Basically, adjusting is done by
dividing window W into two sequential windows, W1 and W2, based on possibilities.
Also, it checks whether the means of two windows vary more than a threshold. If so,
the older window, W1, will be discarded from W . With this method, it is evident that
ADWIN will preserve an optimal window length during the streaming process (Bifet
and Gavalda, 2007).
Another study which was done in activity recognition was by Laguna et al. (2011).
The authors proposed a dynamic sliding window which was adapted to activities
recognition and state changes of sensors. The proposed approach relied on the way the
framework utilised the adjustments in the information taken by the sensors to make
instances for classification, rather than the temporal sliding-window approach (Laguna
et al., 2011).
Similarly, Okeyo et al. (2014) proposed dynamic types of sliding windows with
different scenarios for activity recognition as well. Figure 2.4 depicts the various types
of dynamic sliding windows. In contrast to static sliding windows, adaptive sliding
Figure 2.4: Illustration of segmentation scenarios of Dynamic Sliding Window for sensor
data. Sourced and reproduced from Okeyo et al. (2014, p. 161).
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windows are resized dynamically, based on the activity’s activation and processes. For
instance, in activity recognition, a shrinking time window can be done, based on two
principles. Initially, if all property statements need to portray a leaf activity which
has been indicated, then the recognition framework can truncate the present time
window and bring in a new window. This can be done by considering the description
of the activity from the time window against the constraints defined for the activities
given in the class of everyday life in ontology. Also, the recognition framework can
truncate the present time window in the event that it verifies that the continuous
activity has exceeded its duration and consequently, this probably causes the least
chance of activating more sensors.
However, extending time windows can be done based on two conditions. Initially,
given that the activity of the leaf has already been recognised, but the window length
does not have enough waiting time to complete the description of the activity, the
window is extended to permit the active sensors to be acquired. Also, if the leaf activity
is not recognised, then information about the current recognised generic activity is
utilised to determine the amount of time needed to identify the sub-classes that have
the longest time. However, to read more about static and dynamic sliding windows in
activity recognition and their details, the reader can be referred to Okeyo et al. (2014).
2.3.3 Damped Window
Compared with the other windowing approaches, such as landmark and sliding windows,
damped windows allocate weights to the data points, instead of acting out a binary
decision on whether a point is included or not. These weights rely upon the age of
a data point (Cao et al., 2006). This guarantees that when past data are completely
ignored, the latest data will always have more impact on computing (Matysiak, 2012).
Damped windows are utilised, for example, in the area of finding the latest frequent
item sets (Chang and Lee, 2003) to reduce the old data points’ involvement compared
with an item set’s rate emerging in the stream. Therefore, item sets have much more
relative importance with a high number of latest data points (Matysiak, 2012).
In a damped window, several works have been studied. In frequent recent item
set mining, Chang and Lee (2003) believe that in a data stream mining, most mining
algorithms do not distinguish the recent data of generated transactions from the old
data that might no longer be presently valuable or valid. However, the authors proposed
the estDec method which contains several stages, such as updating parameters and
item set counts, inserting delayed item sets, and selecting frequent item sets. In an
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online data stream, this method discovers latest frequent item sets by decaying the old
transactions weight as time passes (Chang and Lee, 2003).
Similarly, in frequent item sets mining, Leung and Jiang (2011) proposed tree-based
methods which utilise the damped window approach to extract frequent item sets from
uncertain data streams. The tree-based algorithms first use UF-growth with a minimum
support threshold to find frequent item sets. Then, the extracted item sets are stored in
the UF-stream which is a tree structure that is able to extract frequent item sets from
uncertain data in stream mode, and each node in the UF-stream holds the item set with
expected support values (Leung and Hao, 2009). Afterwards, when the following cluster
of streaming transactions arrives, the three algorithms refresh the UF-stream structure
in an unexpected way. The logical algorithm weights the older data associated with
expected support values by a fading function and adds the recent values; hence, the
algorithm is able to provide the expected support of any frequent item set by adding
up the values (Leung and Jiang, 2011).
Tilted-Time Window Model
The titled-time window model is another version of a damped window model. The
designation of a titled-time window was introduced by Chen et al. (2002) which depends
on the way individuals are frequently keen on ongoing variations at a fine granularity,
yet long-term variations at a coarse granularity. A case of a titled-time window approach
is depicted in Figure 2.5.
31 days 24 hours 4 qtrs
t
Figure 2.5: “Natural Tilted-Time Window Frames”. Sourced and reproduced from
Giannella et al. (2003, p. 195).
As shown in Figure 2.5, this model can calculate frequent item sets in the most
recent hour with the exactness of a 1/4 hour, the most recent day with the accuracy
of 1 hour etc, up to an entire month. The approach saves only 24 + 4 + 31 = 59 time
units, with an allowable trade-off of lower granularity (Giannella et al., 2003).
Another study conducted using a titled-time window model was by Giannella et al.
(2003). The authors proposed an approximation algorithm which was done in a titled-
time window. In this work, frequent item sets were reserved in various time granularities,
for example, the most recent hour, the most recent two hours, the most recent four
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hours, etc. The data structure utilised in this algorithm is called Frequent Pattern
Stream (FP-Stream). The two components in the FP-Stream are a pattern tree in
light of a prefix tree, and a tilted-time window which is towards the end path’s node
(Giannella et al., 2003).
In the activities recognition domain, Rashidi (2014) proposed an updated titled-time
window to manage activities recognition from a sensor data stream in smart homes. The
author believed that the basic titled-time window has some difficulties with streaming
sensor data. For instance, the frequency of a pattern cannot deterministically be
established in the case of streaming data because data is observed only up to a certain
point. Consequently, the item frequencies reflect the computed frequencies up to that
point. This also means we will have a computed frequency in addition to the actual
frequency (which we are unable to observe). Therefore, a pattern that is currently
frequent might later become infrequent. Similarly, an infrequent pattern might later
turn out to be frequent. Thus, a relaxed threshold was used to find patterns. The
details of the threshold definition can be found in Rashidi (2014).
2.4 Machine learning models in smart home envi-
ronments
After introducing data stream window approaches, the machine learning models which
are commonly used in smart home domains will be reviewed in this section.
2.4.1 Ensemble methods for imbalance class learning
Ensemble methods are applied to train multiple weak learners to cope with the same
problem statement. Compared with individual learning approaches, ensemble approaches












Figure 2.6: A common architecture of an ensemble. Sourced and reproduced from Zhou
(2012, p. 16).
As shown in Figure 2.6, ensemble learners contain several learners called base learners.
Each learner is generated from training data using learning algorithms such as Näıve
Bayesian classifier, neural network, and other kinds of machine learning algorithms. An
ensemble is able to boost a weak learner to be a strong learner which can have more
generalisation ability and accurate predictions (Zhou, 2012). Therefore, the ensemble
method can solve the imbalance class issue and over-fitting in learning algorithms.
One of the challenges in machine learning is imbalanced data where a minority
class is dominated by a majority class. Several state-of-the-art approaches have been
proposed in both offline and online learning to achieve a robust model.
In offline learning, several works have been studied in various domains to solve the
imbalance issue (Sun et al., 2006; He and Garcia, 2009; Sobhani et al., 2014). However,
prior to the elaboration of two works in detail, an overview of Synthetic Minority









Figure 2.7: Overview of Synthetic Minority Over-sampling Technique (SMOTE). Sourced
and reproduced from Lee and Lee (2014, p. 615).
21
where xi and xi1 − xi4 are a minority class sample and the four nearest neighbours of
the selected instance respectively. r1 − r4 are synthetic data which are generated along
the line among neighbour and chosen instances. However, Lee and Lee (2014) claimed
SMOTE is sensitive to choosing the number of neighbours which can be done by expert
knowledge. If the number of neighbours is selected incorrectly, the classification could
have a problem with generalisation. The reason is because SMOTE generates synthetic
instances from the majority class (Fernández et al., 2011; Lee and Lee, 2014).
Therefore, in offline learning, Prachuabsupakij and Soonthornphisaj (2012) proposed
k -means clustering using SMOTE which is called KSMOTE. This classification method
combines k -means with SMOTE. The authors used SMOTE to enhance imbalanced
multi-class learning. k -means clustering was applied to cluster the data/information
into two subsets. Later on, undersampling and oversampling procedures were used for
each cluster. In this work for class prediction, a random forest technique was applied as
a base learner within a cluster. Lastly, the final prediction was computed by combining
the outcomes from both clusters using majority voting. The authors claimed that
KSMOTE outperformed SMOTE from imbalanced multi-class data.
Similarly, Lee and Lee (2014) proposed a method to solve the imbalance data issue.
In this method, the data are divided into several clusters using k -means clustering.
Later on, they used a SVM as a base learner for each cluster. However, for resolving
imbalanced data for each cluster, SMOTE was utilised prior to using SVM.
In online learning, Wang et al. (2013) proposed Oversampling-based On-line Bag-
ging (OOB) and Undersampling-based On-line Bagging (UOB) which are depicted in
Algorithm 1 and 2.
For online learning, Wang et al. (2013) divided the data into two classes: minority
(Ymin) and majority (Ymaj) classes. Also, there is another class which is a normal class
(Ynorm) in the certain threshold. These classes might not need to have a particular
treatment to be balanced in online learning. For re-sampling, they used the Poisson
distribution with the parameter λ = 1. Therefore, in online bagging, whenever a
training instance is read, it is generated K times for each ensemble where K is drawn
from the Poisson distribution. In online processing, if the new instance belongs to
one of the minority classes, OOB tunes the parameter λ = 1
wk
where wk denotes the
percentage size of class, y, of the Poisson distribution to indirectly increase the number
of instances K for training. In other words, if the new instance belongs to one of the
majority classes, UOB changes the value of λ = (1− wk) so the training instances from
the majority classes are under-sampled accordingly through a gradually smaller K. The
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Algorithm 1: Training procedure using OOB
Input: φ is a base learner; Label sets Ymin, Ymaj , and Ynorm , an ensemble with






for φk ← 1 to K do
if yt ∈ Ymin then
set N ∼ Poisson(λ1);
else
set N ∼ Poisson(λ2);
Update φk N times;
algorithms of OOB and UOB are elaborated on in Wang et al. (2013).
Similarly, in online learning, Nguyen et al. (2011) suggested an approach to solve
the imbalancing in an online fashion. The authors used a Näıve Bayesian classifier
as a base learner which is simple and effective in online learning. In the balancing




where n+ and n− are the number of minority and majority training
observations that have arrived to date. n+ and n− are updated each time, whether the
training instance comes from the minority or the majority.
More studies solving imbalance issues, particularly in an online mode, are reviewed
and elaborated on in Chapter 5.
2.4.2 Probabilistic graphical models
A Probabilistic Graphical Model (PGM) is a family of probability distributions which
visualise and represent relationships among random variables (Sutton et al., 2012).
In another words, the essential idea of PGMs is to efficiently translate a compound
distribution over a high-dimensional space of random numbers. This graph includes notes
which represent variable and interconnected edges among the nodes that correspond to
probabilistic interaction among them (Koller and Friedman, 2009).
Generally, a graphical model is divided into discriminative and generative models.
Figure 2.8 depicts the analogue of the PGMs.
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Algorithm 2: Training procedure using UOB
Input: φ is a base learner; Label sets Ymin, Ymaj , and Ynorm , an ensemble with
K base learners, and current training example (xt, yt).
λ1 = 1− wk;
λ2 = 1;
for φk ← 1 to K do
if yt ∈ Ymaj then
set N ∼ Poisson(λ1);
else
set N ∼ Poisson(λ2);
Update φk N times;
Figure 2.8: Diagram of the relationship among PGM. Sourced and reproduced from
Sutton et al. (2012, p. 7).
The important difference between generative and discriminative models is that gener-
ative models, namely Näıve Bayes, and the Hidden Markov Model (HMM) (Dang et al.,
2012), are based on models of a joint distribution (p(x, y)), while discriminative models,
namely logistic regression, Maximum Entropy Markov Model (MEMM) (McCallum
et al., 2000), and Conditional Random Fields (CRFs) (Lafferty et al., 2001) are based
on models of a conditional distribution (p(y|x)). Moreover, p(y|x) compared with p(x, y)
does not consider a p(x)’s model that is not required for classification.
PGMs are utilised in various domains including computer vision (Li, 1994), Natural
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Language Processing (NLP) (Berger et al., 1996), and activity recognition (Rabiner
et al., 1989; Huang et al., 2018), for example. However, most graphical models need
data with labels for training and it is cumbersome to label them manually. In addition,
although it was an effort for graphical models to learn in an online mode, there is still
a challenge in this area (Hoffman et al., 2010).
2.5 Activity recognition models analysis
The number of machine learning and data mining techniques were applied in Activity of
Daily Livings (ADLs) such as the decision tree classifier that Tang et al. (2012) utilised
to identify activities in terms of running and walking. The Support Vector Machine
(SVM) approach was used by Moradshahi et al. (2012) in activity identification to
discriminate and recognise cough sounds. Fleury et al. (2010a) proposed a multi-class
one-vs-one SVM to recognise daily activities such as eating and sleeping by integrating
prior knowledge. The performance was improved using time information (Fleury et al.,
2010a). Shin et al. (2011) used the support vector data description to analyse the
behaviour of the elderly.
Several studies have recognised activities and monitored daily life in a smart home
environment. Näıve Bayes classifiers have been widely utilised with promising outcomes
for detection of activities (Brdiczka et al., 2007; Cook and Schmitter-Edgecombe, 2009)
by recognising the activity that corresponds with the maximum probability to the set
of sensor values that were triggered.
Brennan and Barker (2008) proposed a static classifier to analyse the sensor signal
stream by utilising a floating time frame to create attribute vectors which are classified
by the Näıve Bayesian classifier for activity recognition. Another work in NB was
proposed by Nazerfard and Cook (2012). They applied a sequenced-based activity
prediction model that used the Näıve Bayesian network in a two-step process which was
constraint-based (CB) Bayesian structure learning, and several search and score-based
(S&S) models were used to predict activity in a smart home (Nazerfard and Cook, 2012).
The method was compared with genetic algorithm, hill climbing, tree augmented Näıve
Bayesian and constraint-based Bayesian learning approaches with five-month collection
data. The results showed better performance in the next activity prediction.
Another important work in ADLs was applied by Suryadevara et al. (2012) who
utilised the Wireless Sensor Network (WSN) based system to control day-to-day activities
and health observations of the elderly by using a hybrid approach of Näıve Bayes and
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they added the Delta smoothing method to distinguish day-to-day activities to build a
robust, adaptable, and minimal effort smart system prepared to do remote speaking
with the WSN organiser. This hybrid method could anticipate abnormal changes of
elderly inhabitants in physical and physiological terms (Suryadevara et al., 2012).
Likewise, Fahad et al. (2013) proposed an approach for the long-term monitoring
of daily activities to support independent inhabitants, especially elderly people. The
method is divided into two parts: feature extraction and a learning part to identify
activities by probabilistic neural network. Later on, the identified activities are used to
find the daily routine based on k -means clustering. This approach is able to recognise
a deviation routine from a normal one. The proposed method was tested on the Van
Kasteren dataset (Van Kasteren et al., 2008). A drawback of this approach is that it
cannot be applied in online activity monitoring (Fahad et al., 2013).
Ordónez et al. (2013) developed a hybrid technique to monitor the health status of
the elderly, using activities recognition. They proposed a learning schema which is a
hybrid of the Support Vector Machines (SVM) and Artificial Neural Network (ANN),
along with the structure of the Hidden Markov Model (HMM). The goal of the work
was to find the highly likely activities’ sequence which best clarifies the observations’
sequence.
Moreover, to estimate the emission probability, the ANN and SVM as a machine
learning schema were applied. The temporal dynamic was captured through HMM, and
instead of directly applying a sensor feature space to define an observation distribution,
the HMM was trained by applying an ANN or SVM (the training step was done in an
offline phase). The proposed schema was applied in five various environments. Every
dataset was collected in binary values from the several sensors and performed by a
single inhabitant in a smart setting. As a result, the approach had a good performance
to monitor the Activities of Daily Living (ADL) (Ordónez et al., 2013).
An extension of the work which was done by Nazerfard and Cook (2012), and
Nazerfard and Cook (2015) proposed the CRAFFT approach that is short to utilise
features and present activity (‘State variable’, ‘Activity location feature’, ‘Activity
day of week feature’, ‘Activity time of day feature’) to predict the next features. The
proposed approach was applied to foresee an activity using a Bayesian network with a
two-step induction procedure to foresee the following activity label and features as well.
Moreover, they suggested a method to predict the next activity’s start time from the
modeling of the relative predicted activity’s start time, utilising outliers detection and
a continuous Gaussian distribution. The model was implemented and tested in smart
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environments (Nazerfard and Cook, 2015). In addition, further studies were done by
Augustyniak (2014) and Katzouris et al. (2014) to assist and monitor elderly people
with regard to healthcare assistance and safety in a home setting.
Jurek et al. (2014) proposed a Cluster-Based Classifier Ensemble (CBCE) approach
to recognise activities in smart homes. With this technique, a classifier is created as a
collection of clusters which is constructed on the training set with a dissimilar subset
of features. When a new instance comes in, it is assigned to the closest cluster from
each collection. Furthermore, the prediction is made through the class labels of the
instances which belong to those clusters. The experiments showed that the ensemble
is an accurate model to be applied in an activity recognition domain. The model also
outperformed a variety of single classifiers which are considered as benchmarks (Jurek
et al., 2014).
In human activity recognition, Fang et al. (2014) used a feed forward neural network
which was trained using the Back Propagation (BP) algorithm to recognise human
activities in a smart home environment. Moreover, inter-class distance (Fan and
Chaovalitwongse, 2010) was applied to select features of motion sensors’ events. The
proposed method was tested on the smart apartment testbed which is situated at
Washington State University campus. It is part of the ongoing Centre for Advanced
Studies in Adaptive Systems (CASAS) smart home project. The data were collected
for 55 days and resulted in 600 records of activities and 647,485 collected motion sensor
events. Furthermore, a total of 10 activities were carried out in the CASAS smart
apartment by two volunteers to supply physical training data for the Näıve Bayes
classifier, a neural network, using a BP algorithm, and a HMM (Fang et al., 2014).
Kwon et al. (2014) proposed an unsupervised learning method to identify human
activity using smartphone sensors. They used a Gaussians Mixture Model (GMM)
to distinguish the activities when the number of activities was known. DBSCAN, or
hierarchical clustering, achieved good accuracy when the numbers of the activities
were determined, based on the Caliński-Harabasz index (Caliński and Harabasz, 1974).
The proposed method was tested with five activities, such as running, walking, sitting,
lying down and standing. The experiment showed that GMM, compared with average-
linkage hierarchical agglomerative clustering (HIER) and k -means clustering, achieved
an accurate result of activity recognition without the creation of training datasets by
hand (Kwon et al., 2014).
Similarly, Gayathri et al. (2014) proposed the Event Pattern Modelling Framework
(EPAM) to detect the pattern of inhabitant activity. In a smart environment, an
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activity is realised as a sequence of events which is received from sensors. However,
to recognise the occupant’s activities, they used an unsupervised machine learning
called Event Pattern Clustering (EPC) algorithm, based on the Jaro Winkler similarity
measure (Winkler, 1990). Sometimes, the activities are not sequences and can be
discontinued and interleaved; therefore, the Jaro Winkler similarity measure was used
to accommodate this valid issue. A hierarchy of generated activities using the pattern
clustering approach was used for activity modelling. An ontology is developed utilising
the event patterns for every activity that is utilised for the semantic reasoning of
new sensor data (test input). The experiments conducted showed the approach had a
better prediction of combining data-driven (includes sensor data segmentation and EPC
procedures) and knowledge-driven (includes ontology construction and ontology-based
activity modeling procedures) approaches in comparison to using a data-driven approach
(Gayathri et al., 2014).
Another study was done by Shih (2014) to control inhabitants. He proposed a
Support Vector Machine (SVM)-based measurement to monitor 24 hours a day of
building for commissioning purposes to ensure that the components of the building
are installed, operated, tested, and maintained according to the end users’ satisfaction.
They used the Pan-Tilt-Zoom (PTZ) camera network, rather than regular fixed cameras,
to monitor, count and track the inhabitants. The SVM-based method provided robust
day and night inhabitant detection and tracking of people (Shih, 2014).
2.6 Unknown/abnormal activity recognition mod-
els analysis
According to Umphred et al. (2013) and Arifoglu and Bouchachia (2017), 19% of people
will be 74 to 84 years old by the year 2030 and almost half of them who are more than
84 years of age will have dementia. The consequences of the disease affect and leave
elderly people with mobility issues, difficulties in speaking and distinguishing objects,
and problems with mental abilities, including thinking and memory, etc. These causes
will influence their functional tasks, such as managing medication, and preparing a meal,
etc. However, elderly people lose their independence in ADLs. Although caregivers can
assist them, they are still not independent and will not have their privacy.
Generally, according to Tran et al. (2010) and Novák et al. (2013), there are several
use cases to define abnormal behaviours in smart homes which are as follows.
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 Temporal
– Duration (short/ long activities): To detect a behavior or an activity that
happened in an unusual time stamp.
– Time of occurrence: The start time of an activity is important. Inappropriate
behaviour implies sickness and dementia. However, an inhabitant with
memory issues might need a reminder to act normally.
 Spatial
Performing an activity in the wrong places such as jumping on the sofa. In other
words, the class of activities occurred outside the bounds of regular activities.
 Pattern of action
The generated sensor pattern by standard behaviours is difference. Moreover,
there might be some pattern of action that deviates from normalities (i.e. unusual
activity).
 Environment changes
The activated behaviours might be generated for a specific environment and
changing to another environment might lead to different behaviour.
 Context switching
Considering novelty detection and context awareness in a smart home which
controls inhabitants for unexpected behaviours.
In such circumstances, there is a need to have a smart home application which aids
elderly people to live independently and with privacy. In smart homes, to facilitate the
inhabitants’ tasks, as well as to monitor them remotely, without taking their privacy,
several approaches have been studied and developed to recognise their activities. These
methods are decision trees, K-Nearest Neighbours (KNN), Bayesian methods, regression,
HMM, CRFs, SVM, and ensemble classifiers, for example (Lara and Labrador, 2013).
Furthermore, there are some deep learning works which have been applied to activity
recognition, such as Convolutional Neural Network (CNN), (Yang et al., 2015; Zeng
et al., 2014; Ordóñez and Roggen, 2016; Hammerla et al., 2016), Recurrent Neural
Networks (RNN) and Long Short-Term Memory (LSTM) (Ordóñez and Roggen, 2016;
Hammerla et al., 2016; Fang et al., 2013).
Several studies have been done for the automated assessment of abnormal behaviours.
In this research (Dawadi et al., 2011), there are some tasks such as mopping the floor,
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sweeping, etc. which are given to an occupant to perform at home. Therefore, for
completing their tasks, they receive scores which are computed, based on the frequency
of triggered sensors and elapsed time. However, one of the drawbacks in such a scenario
is the occupant’s inability to perform such tasks. Moreover, inhabitants might have
a different preference to perform the activity. For instance, drinking water in the
middle of the night for one person is normal but for another is abnormal (Arifoglu and
Bouchachia, 2017). However, Dawadi et al. (2011) used a Näıve Bayes, a neural network,
and a decision tree (J48), rather than a rule-based system to automate assessment of
cognition in smart homes. In the analysis part, they extracted features where inhabitants
performed the activities. These activities are labeled as healthy or dementia. The
aforementioned models classified the features as either belonging to a healthy group or
a dementia group.
Another abnormal aspect which was considered by Hammerla et al. (2015) was
a Parkinson’s disease assessment. To improve the assessment of the systems for
clinical practice, they proposed a deep learning method called Restricted Boltzmann
Machines (RBMs) which uses data from wearable sensors to exploit data from a realistic
environment. Similarly, Riboni et al. (2015) applied a probabilistic logic called Markov
Logic Network (MLN) to integrate symbolic and statistical reasoning to recognise
anomalies. They tried to identify the risk situation of elderly people and to resolve
diseases by monitoring their behaviours.
2.7 Summary
In this chapter, a detailed review of windowing approaches, and machine learning
techniques that are used in activity recognition analysis has been provided. Although
the existing works for activity recognition analysis have attained promising results,
there are some constraints in activity recognition analysis which need to be addressed.
Firstly, feature extraction and modeling are developed in batch mode, while activities
are performed in an online mode and require a model to be learned in an online mode
and responded to in a real-time setting. However, our objectives are to address the




3.1 Methodological aspects of the work





















Figure 3.1: System diagram and methodological aspects of the work.
As depicted in Figure 3.1, The data includes various activities that are aggregations
of activated sequential sensor readings at various time-stamps. These are annotated by
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denoting the beginning and end-of-activity occurrence. The data collection process and
general architecture of HAR systems were detailed in Section 2.2, Chapter 2. In this
thesis, we used several datasets acquired from residents in smart home test-beds which
validate the efficiency and effectiveness of our approaches. These are elaborated on in
Section 3.4.
After the data is collected, a preprocessing step is performed. This involves cleaning
and transforming the data to the formats that the methods require. In the data, there
are activated sequential sensor readings that are not labeled for any activities. These
uninformed activities are annotated as unknown/abnormal activities during this process.
Next, we split the data into two parts: training and testing sets (except for the work
discussed in Chapter 4, for which we use the K-fold cross validation method; detailed
in Section 4.3).
In the training set, the sensor data is segmented in an offline mode (i.e. batch mode)
and we are aware of annotated labels from the windowing process in a stream fashion.
Conversely, in the testing set, the segmenting of sensor data is done in an online mode.
The details of the process are described in their related chapters which are depicted in
Figure 3.2. For feature extraction/selection, we transformed the segmented activated
sensor readings into feature vectors for the learning process. The details of segmentation
and feature extraction processes in offline and online modes are depicted in Figure 4.1
and Figure 6.1 respectively.
Finally, the feature vectors from the training set are iteratively (via repeated
sampling) passed to the methods to be modelled in offline/online learning. Each chapter
(4-7) describes how methods are modelled and their parameters are optimised. Then,
the models are tested using ground truth test data. Also, the models are evaluated and
validated based on performance metrics. In this thesis, we used several performance
metrics which are detailed in Section 3.3.
Each process in Figure 3.1 is studied and reported in their related chapters which
are shown in Figure 3.2.
3.2 General approach























Figure 3.2: Diagram representation of approaches for the chapters.
We proposed a new approach with several modifications. Firstly, we introduced a
new segmentation technique for windowing sequential data in a stream mode which is
elaborated on in Chapter 4. Moreover, to address the imbalance issue in the datasets,
we proposed a new method to solve the imbalance which is simple and loses less useful
information in a stream fashion. The details are described in Chapter 5.
The details of the online segmentation and online learning steps are discussed in
Chapters 6 and 7. In these chapters, we proposed a novel method to segment and model
sequential stream data in a real-time setting.
3.3 Performance evaluation and setup
For evaluation purposes of a multi-class classification, several metrics are selected to
compare our proposed method performance with state-of-the-art approaches. The
metrics are Kappa statistic, Accuracy, Recall, Precision, and F-score. The Kappa
statistic (Cohen, 1960) is computed as follows:
Kappa =
Obs Acc− Exp Acc
1− Exp Acc
. (3.1)
where the observed accuracy, Obs Acc, is the proportion of the instances correctly
classified to the total number of instances, while the expected accuracy, Exp Acc, is
directly related to the number of instances of each class, along with the number of
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- O is a number of instances labeled as class c according to the ground truth,
- and P is a number of instances classified as the same class c by the classifiers.
After calculating the average of each class c, the last step is to add all these values
together, and divide the sum again by the total number of instances in each fold of the
received window (Nwk ). Further, to get an average of a K fold, it will be divided by K
and finally, by the total number of windows, W .







in a predefined activity classification accuracy, NAi is the total number of sensors
related to a predefined activity Ai (namely Cooking), and the number of correctly
classified windows for this predefined activity is TPAi . M is the total number of
predefined activities.
The accuracy (which is also called observed accuracy) of the total window of streams












- W is a total number of received window of activities (W ),
- K is the number of folds which is set to 10,
- P is a number of instances that were classified correctly by the classifier methods,
- and N is a number of instances in each of K folds.
Therefore, for each stream, w, the classifiers are evaluated and their accuracy is computed.
The total average accuracy will be divided by K folds and finally, it is divided again by
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W , the number of the received windows W . In ACBEstreaming, the sensor data with
class labels are streamed in by windows (the default Size(W ) is 10).
As an overall metric, accuracy is not sufficient to evaluate the classifier performance
because the minority classes will be dominated by the majority classes (He and Garcia,
2009). However, the F-score is included as an appropriate metric, particularly for having
imbalanced data. Because of this characteristic, the F-score can show the average
percentage of instances which are correctly classified for each class. However, precision,
recall and F-score are proper metrics to evaluate the methods which are as follows:
Precision(PR) = true positive
true positive + false negative
(3.5)
Recall(RC) = true positive
true positive + false positive
(3.6)
F -score = 2× recall× precision
recall + precision
(3.7)
where false positive and true positive correspond to numbers of falsely and correctly
detected activities respectively, and false negative is the number of wrong classifications.
For binary classification (annotated and unknown activities), we used two more
performance metrics which were employed for evaluation, by drawing the Receiver
Operating Characteristic (ROC) curve and computing the Area Under the ROC Curve
(AUC) (Tronci et al., 2009) which is shown in gray color in Figure 3.3 and the Rate of
Detection (RD). The RD is defined as RD = 1 − EER, where EER stands for the
Equal Error Rate (EER)1 which is depicted in Figure 3.3.
1EER, or cross-over error rate, is the error rate at the point on the ROC curve where the true
positive rate equals the true negative rate (i.e., 1 - false positive rate).
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Figure 3.3: An example of a ROC curve. The gray area refers to its AUC curve. The
EER point refers to the intersection point of true negative and positive rate curves.
Sourced and reproduced from Tronci et al. (2009, p. 164).
In this research, the methods are learned in an online mode to recognise human
activities in a smart home environment. The aforementioned metrics are used to
evaluate models with their overall average score in an online fashion. Practically, the
models are learning over time (online learning). Thus, the confusion matrix changes
over time as well. Moreover, the models are run for several times to get the average
scores of metrics. Therefore, the best practice is to get normalised average percentage
of confusion matrix (in Chapter 5) and preserve overall average scores of metrics for
evaluation purposes.
3.4 Dataset
For performance evaluation, we have conducted experiments on five datasets throughout
this thesis. These datasets are Van Kasteren2, ARAS, Tulum2009, Tulum2009/2010,




tated. This is because in a real-world environment, it is impractical to presume that
users/residents will only accomplish a set of predefined activities over a long-term period.
Thus, we annotated the uninformed sequential activated sensors with the ‘unknown’
label which are called unknown/abnormal activities. Thus, Unknown labels identify
the activities that have not been informed or predefined by users/residents. We used
these datasets for several reasons. Firstly, they have been widely used for evaluation in
smart home environments. Secondly, it is very convenient to utilise these data with
annotations and compare them with state-of-the-art methods.
In these datasets, independence of sensors is used for feature extraction in most
activity recognition (AR) systems. AR discretize sensor data into time slice of static
or dynamic length, and each time slice is only labeled with one activity (Yala et al.,
2015). Moreover, the activities which are complex behaviours include a sequence of
actions and/or overlapping and interleaving actions (Chen et al., 2012; Yala et al., 2015).
However, to deal with these types of data, techniques are required that can work with
streaming/online data (Yala et al., 2015). The details of the datasets are elaborated on
in the following sections.
3.4.1 Van Kasteren
The Van Kasteren dataset was collected in the house of a 26-year-old man (Van Kasteren
et al., 2008). The resident lived in an apartment with three rooms which contained
14 installed sensors. For this dataset, the rooms utilised digital sensors. The sensors′
locations contained doors, refrigerator cupboards, and a toilet flush sensor which are
shown in Figure 3.4. Sensors remained unattended in the apartment to collect data for
28 days which brought about 2,120 sensor events and 245 activity occurrences.
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Figure 3.4: Floorplan of the Van-Kasteren house. Sourced and reproduced from
Van Kasteren et al. (2008, p. 3).
The red rectangular boxes in Figure 3.4 indicate the sensor nodes which were
installed in the house.
The activities of this house were described by residents using a Bluetooth headset.
In this dataset, the 7 following activities occurred: ‘Toileting’ (47%), ‘Sleeping’ (10%),
‘Leaving house’ (14%), ‘Preparing dinner’ (4%), ‘Showering’ (9%), ‘Preparing breakfast’
(8%), and ‘Preparing beverage’ (8%) which are summarised in Table 3.1.
38
Table 3.1: Time percentage and number of instances for activities in the Van Kasteren
dataset.
Activities Number of activities Percentage of classes Time (%)
Idle - - 11.5
Toileting 114 47% 1.0
Sleeping 24 10% 29.0
Leaving house 34 14% 56.4
Preparing dinner 10 4% 0.9
Showering 23 9% 0.7
Preparing breakfast 20 8% 0.3
Preparing beverage 20 8% 0.2
As shown in Table 3.1, ‘Idle’ is an action that was not annotated by the resident.
Moreover, the percentage of elapsed time and the number of instances for each activity
are presented in Table 3.1. As is evident among the activities, there was a greater
frequency of ‘Toileting’ than the others, while ‘Preparing dinner’ had the lowest frequency.
With regard to time, ‘Sleeping’ and ‘Leaving house’ activities had a longer duration
compared with other activities.
3.4.2 ARAS
The ARAS dataset (Alemdar et al., 2013) housed two residents with a variety of used
sensors. Due to privacy issues, they used binary sensors which are ON and OFF.
The type of binary sensors used in the datasets were contact sensors, pressure mats,
force sensitive resistors (FSR), sonar distance sensors, photocells, temperature sensors,
proximity sensors, and infrared (IR) receivers. There were two houses, namely, house A




Figure 3.5: Houses’ Layout: (a) House A, (b) House B. Sourced and reproduced from
Alemdar et al. (2013, p. 233).
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In House A, they used 20 sensors with 7 different types of sensors. For House B,
they used 20 sensors with 6 different types of sensors. The details of the properties
used in Houses A and B are summarised in Table 3.2.
Table 3.2: Properties of Houses in the ARAS dataset.
House A House B
Number of ambient sensors 20 with 7 various types 20 with 6 various types
Number of Personal Area Networks (PANs) 2 1
House’s size 50m2 90m2
Information
One living, one bedroom,
one room, one bathroom,
one kitchen
Two bedrooms. one kitchen,
one living room,
one bathroom
Resident Two residents both aged 25 Couple aged 34
Number of activities 27 27
Duration 30 days 30 days
When residents were collecting data, they behaved naturally, rather than following
the specific instructions for 30 days. The total number of activities in houses A and
B were 2071 and 1021 respectively. The total number of activated sensors for both
houses was 26 million. To avoid missing sensor events, they sampled at 10 Hz (except
for infrared sensors which were sampled at 100 Hz). In this thesis, we used ARAS
data from house A with two residents that statistic information of their activities is
summarised in Table 3.3.
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Table 3.3: Statistics of House A for 30 days in ARAS dataset.
Activity Label Number of activities Percentage of classes
Other 238 11%
Going Out 683 33%
Preparing Breakfast 10 0.50%
Having Breakfast 21 1%
Sleeping 559 27%
Watching TV 207 10%
Studying 52 3%
Toileting 41 2%
Using Internet 145 7%
Laundry 22 1%
Brushing Teeth 10 0.50%
Talking on the Phone 62 3%
Changing Clothes 21 1%
Table 3.3 shows the percentage of activities of two residents in house A. The activities
are ‘Other’ (11%), ‘Going Out’ (33%), ‘Preparing Breakfast’ (0.50%), ‘Having Breakfast’
(1%), ‘Sleeping’ (27%), ‘Watching TV’ (10%), ‘Studying’ (3%), ‘Toileting’ (2%), ‘Using
Internet’ (7%), ‘Laundry’ (1%), ‘Brushing Teeth’ (0.50%), ‘Talking on the Phone’ (3%),
and ‘Changing Clothes’ (1%). These are the main activities which were labeled by
Alemdar et al. (2013). The resident 1 and resident 2 shared the house together but
with different life styles. Resident 1 stayed at home most of the time and Resident 2
had a day job and was outside the house most of the time. The individual statistics of
two residents detailed in Alemdar et al. (2013).
3.4.3 Tulum2009
This dataset represented sensor events collected from the Washington State University
(WSU) smart-apartment testbed from April to July of 2009 (Cook and Schmitter-
Edgecombe, 2009). Two married residents lived in the apartment, and they carried
out their normal day-to-day activities. Ten activities were annotated by denoting the
beginning and end-of-activity occurrence which is presented in Table 3.4.
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Table 3.4: Statistics of Tulum2009 dataset
Activities Number of activities Percentage of classes
Cook Breakfast 80 5%
Cook Lunch 71 5%
Enter Home 73 5%
Group Meeting 11 1%
Leave Home 75 5%
R1 Eat Breakfast 66 4%
R1 Snack 491 32%
R2 Eat Breakfast 47 3%
Wash Dishes 71 5%
Watch TV 528 35%
The layout of the WSU Tulum Smart Apartment for housing two Resident Testbeds
in 2009 is depicted in Figure 3.6.
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Figure 3.6: Layout of WSU Tulum Smart Apartment in 2009. Sourced and reproduced
from Cook and Schmitter-Edgecombe (2009).
In Figure 3.6, the resident is performing a “hand washing” activity (left). This
activity activates the water flow sensor values (right), as well as the motion sensor
ON/OFF events. Sensors which were used in the apartment (bottom) are temperature
(T), monitor motion (M), item use (I), burner (B), phone (P), and water (W). The
sensors consist of 18 motion sensors (M001 through M018) and two temperature sensors
(T001 and T002). The sensor layout of the Tulum apartment is shown in Figure 3.6.
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3.4.4 Tulum2009/2010
This dataset represents sensor events collected in the WSU Tulum smart-apartment
testbed during the 2009-2010 academic year (Cook, 2012). Two married residents lived
in the apartment, and they carried out their normal day by day activities and the
statistics of the data are shown in Table 3.5.
Table 3.5: Statistics of Tulum2009/2010 dataset
Activities Number of activities Percentage of classes
Meal Preparation 1791 14.17%
Eating 625 4.95%
Enter Home 114 0.9%
Work Table 1191 9.42%
Leave Home 117 0.93%
Personal Hygiene 1312 10.38%
R1 Sleeping in Bed 137 1.08%
Bathing 556 4.4%
Wash Dishes 197 1.56%
Watch TV 2174 17.2%
Bed Toilet Transition 153 1.21%
R2 Sleeping in Bed 131 1.04%
Work Bedroom 2 1925 15.23%
Work LivingRm 1016 8.04%
Work Bedroom 1 1174 9.29%
Yoga 24 0.2%
Sixteen activities are annotated by denoting the beginning and end of the activity
occurrence. The sensors consist of 31 motion sensors (M001 through M031) and five
temperature sensors (T001 through T005). The sensor layout of the Tulum apartment
is shown in Figure 3.7.
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Figure 3.7: Layout of WSU Tulum Smart Apartment in 2009/2010. Sourced and
reproduced from Cook (2012).
3.4.5 Aruba
This dataset includes sensor data gathered at the home of an adult volunteer (Cook,
2012). She was a woman, and her children and grandchildren regularly visited her. The
activities shown in Table 3.6 are annotated within the dataset.
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Table 3.6: Statistics of Aruba dataset
Activities Number of activities Percentage of classes
Sleeping 401 11.27%
Bed to Toilet 157 4.41%
Meal Preparation 1606 45.14%
Housekeeping 33 0.93%
Eating 257 7.22%
Wash Dishes 65 1.83%
Leave Home 431 12.11%
Enter Home 431 12.11%
Work 171 4.81%
Resperate 6 0.17%
The events of sensors are generated from door closure sensors (their IDs start with
“D”), motion sensors (their IDs start with “M”), and temperature sensors (their IDs
start with “T”). Figure 3.8 shows the sensors’ layout in the home.
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Figure 3.8: Layout of WSU CASAS smart home project. Sourced and reproduced from
Cook (2012).
3.5 Summary
In this chapter, we outlined an overall methodology, the evaluation metrics, and the
smart home testbed datasets. We used five datasets with various performance metrics




Event Classification using Adaptive
Cluster-Based Ensemble Learning
of Streaming Sensor Data
4.1 Introduction
An activity can be regarded as a sequence of activated sensors performed by a resident
to achieve a certain goal (Jurek et al., 2014; Rashidi, 2014). The sensor data arrive
continuously at high speed and sometimes with various sampling rates (Rashid et al.,
2013) which poses challenges for these stream data to be stored and processed in batch
mode. Moreover, they need to be processed in an online, responsive manner so that a
prompt system or human actions are enabled. There is a need to develop algorithms
to manage and process the data streams with these time and space constraints, and
many resort to the approach of employing sliding windows. Generally, there are two
schemes to design a window-based model in data stream mining: time-based windows
and count-based windows.
In the time-based window approach, several studies have been done in human
activity recognition (Hunh et al., 2007; Van Kasteren et al., 2008; Okeyo et al., 2014).
Although this approach is relatively simple and has a low computational complexity
during the training phase, it is often difficult to select an ideal window length for the
time interval. For example, if the time interval is too small, the window may not be
able to cover the relevant activities and allow sensible decision-making; on the other
hand, if the time interval is too extensive, multiple activities may be embedded into it,
also causing a difficulty for correct classification. In addition, this problem manifests
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itself when dealing with sensors that do not have a constant sampling rate (Krishnan
et al., 2014).
The count-based approach divides the sensor data sequence into windows, each
containing an equal number of sensor events, but the window size can vary during
the operation (Krishnan et al., 2014). Although this approach offers computational
advantages over the explicit segmentation process and does not require future sensor
events for classifying past sensor events, it also has inherent shortcomings. For instance,
it is hard to cope with time lags among sensors. If a resident leaves the home and
comes back after an hour, the current sensor has a time lag with the preceding sensor
event of an hour. On the other hand, a sensor-based approach should wait for a
future activated sensor to fulfill the windowing and classify the past sensor data, which
turns it into a non-streaming approach (Krishnan et al., 2014). In addition, with the
increasing use of sensor technologies in smart homes, there seems to be a growing need
for decision-making in these systems to be promptly adaptive to newly arriving sensor
data (Shahi et al., 2015).
To address these issues, we propose a new approach to process sensor events and
conduct event classification using an adaptive ensemble-based method, termed “Adaptive
Cluster-Based Ensemble learning of streaming sensor data” (ACBEstreaming), which
trains the classifier ensemble in a stream fashion. The ACBEstreaming model is adaptive
and it solves the time lag problem among activated sensors, and considers previous
sensor data that might be meaningful in a current window. For this purpose, we modify
the cluster-based ensemble learning algorithm (Jurek et al., 2014) that is applicable to
online learning to recognise different activities.
The remainder of this chapter is organised as follows. Section 4.2 introduces the
proposed approach (ACBEstreaming) in detail. Section 4.3 presents some results and
discusses of the proposed approach in comparison with other methods. Lastly, we
summarise the chapter in Section 4.4, outlining some future work.
4.2 ACBEstreaming: Our Approach
It has been demonstrated that a trained classifier ensemble can often outperform a
single classifier (Jurek et al., 2014; Melville and Mooney, 2005; Zhou, 2012). In this
study, we focus on the Cluster-Based Classifier Ensemble (CBCE) method which was
proposed by Jurek et al. (2014), a technique that combines clustering and a kNN-based
ensemble to reach higher classification accuracy over a number of benchmark datasets.
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It is, however, not readily usable for unbounded, streaming sensor data.
This work adapts the CBCE approach for streaming data use, and introduces two
major modifications, namely, an adaptive windowing model and an online clustering
process that can deal with an unbounded sensor streams, and create the adaptive cluster-
based ensemble model through online learning. Figure 4.1 shows our ACBEstreaming
approach. The details of the proposed method are elaborated on in the following
sections.
4.2.1 Adaptive Windowing Model
As indicated earlier, sliding window models have been widely used in existing research
of data stream mining. However, there is no universal solution to tackle a data stream
in any application domain, and it is often necessary to employ specific criteria for
various data streams (Rashidi, 2014). This chapter proposes an adaptive windowing
method for streaming sensor data using three elements: window length adaptation
(shrinking and/or expanding the window), a time decay function, and a scheme for
accommodating past sensor information. The details of these elements are elaborated
on in the following text.
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Figure 4.1: The ACBEstreaming framework.
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Algorithm 3: Adaptive Windowing Method
Input: Receiving sensor data St
Output: A matrix of Window of Sensor vectors (W ) with activity labels (yi)
1 Set the initial Window Size, initWS ← MinSW+MaxSW2 ;
/* extension size */
2 Set ext←MaxSW−initWS ;
/* A control variable to extend window size once */
3 Set extTag ← true;
/* an empty set */
4 Set Past Sensor Information (PSI)← ∅;
/* Assume active is true */
5 while active do
6 Streaming Sensor from dataset (St);
7 if PSI 6= ∅ then
/* PSI is processed along with streamed sensor data, St */
8 Consider PSI with streamed sensor (St);
9 (PSI)← ∅;
10 end
11 Check distance time of sensors using time decay function (S(ti, tj));
/* St is added to SW. SW stands for Sub-Window */
12 SW ← SW ∪ {St};
13 if size(SW ) ≤ initWS then
14 if activity is recognised then
15 if size(SW ) < initWS then
16 Shrink the SW size;
17 end
18 SW ←< St, yt >;
19 W ←W ∪ {SW};
20 end
21 else if (extTag==true) then
/* Expand the initial window size */
22 initWS ← initWS +ext;
23 extTag ← false;
24 else
25 Set PSI←SW;
26 initWS ← MinSW+MaxSW2 ;
27 end
28 end
29 Return W ;
Algorithm 3 lists the pseudocode of our adaptive windowing method. Firstly, we
initialise the window size (initWS) to the average of the minimum and the maximum
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duration of activities, denoted as MinSW and MaxSW respectively, with SW standing
for the activity as a sub-window. The extension size (ext) for window expansion is
calculated by deducting MaxSW from initWS, and the Past Sensor Information (PSI)
pool is assigned to an empty set. From then on, the sensor data are streamed from the
dataset and are processed along with PSI if it is not empty.
These streamed sensor data are also evaluated by a time decay function for checking
the distance time of sensors to assign to the correct sensor window (SW). After reading
the sensor data (SW ← SW ∪{St}), if the length of SW is less than or equal to initWS
and the activity is recognised, SW is added to the window data matrix (W ). Otherwise,
if Size(SW ) is exhausted, initWS will be expanded by ext, but this is expanded once
only, and is controlled by the extTag boolean variable.
Finally, if an activity is not recognised during reading the sensors and Size(SW) is
exhausted after the expansion, the sensor data will be added to the PSI pool, which
stores potentially useful information for the next window. The details of the three
mechanisms of our adaptive windowing method are outlined as follows:
Window-size Adaptation (shrinking and expanding): The shrinking and ex-
panding of the window size from streaming sensor events are based on a sensor-based
window scheme, rather than the time-based window which was developed by Okeyo
et al. (2014). Due to occurrences of time lags in activities in a smart home, employing
sensor-based windowing is more reasonable than using a fixed time interval or a fixed
count.
Time Decay Function: In a sensor network, there is a possibility that two sensors
that are triggered between a long interval, but irrelevant to each other, are included in
the same window. Thus, a time decay function is used to reduce this effect and allow
relevant sensor events to be included in a window. The time decay function is given as:
S(ti, tj) = S0 exp(−β(ti − tj)) (4.1)
where:
- S(ti, tj) is the sensor values at time ti as decayed from tj,
- S0 is an initial amount at time ti = tj,
- β is a decay rate,
- and t is the number of sensor periods.
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If β > 1, it is only the sensor events that are temporally rather close to the last event
that contribute to the feature vector. With 0 < β < 1, the feature vector is under
the influence of a temporally wider range of sensor events. When β = 0, the temporal
distance has no influence on the feature vector, making it a simple aggregation of
different sensor events.
Past Sensor Information: In stream data mining, most methods usually take into
account the sensor events of the current window, which contain no information about the
past sensor events. We argue that past sensor information is sometimes an important
factor that may affect the activity in the current window. For instance, ‘Enter Home’
is an activity that may occur after a ‘Leave Home’ activity. This motivates us to add
the past sensor information to the current window in order to enhance the sensor event
to capture and allow for better activity classification.
4.2.2 Feature Vector Formation
Feature vectors are created using a fixed dimensionality to represent readings from
different sensors. In our experiment using 14 sensors, each sensor reading vector
Si =< s1, s2, . . . , s14 > is tagged with a label yi as the activity class. A collection of Si
and the corresponding yi tags are fed into the ACBEstreaming algorithm to learn the
activity cluster-based ensemble.
4.2.3 Online Clustering
The standard k -means clustering was used as in some previous work (Jurek et al., 2014).
This is unfortunately not suitable for streaming sensor data which need to be handled
in an online manner. Here, we present a modified online k -means clustering algorithm
to cluster streaming sensor data, as described in Algorithm 4.
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Algorithm 4: Online k -means Clustering of Streaming Sensors
Input: Receives the streaming of sensor in W which W ← W ∪ SW
Output: Cluster centres {Ci}, i = 1, · · · , k, with their relevant membership
counts ni
1 Make initial guesses for the means C1, . . . ,CK // K : is the number of clusters;
2 Set the counts n1, . . . , nK to zero;
3 while not interrupted do
/* W stands for the Window and SW stands for the Sub-Window
*/
4 Acquire the next window W , by W = W ∪ SW ;
5 if Ci is closest to SW then




7 Update membership counts ni = ni +m;
8 end
9 end
In the streaming setting, sensor data arrive in windows, with potentially many
sensor data vectors per window. The simplest extension of the standard k -means
algorithm begins with initialising the cluster centres. They are usually random locations
because any arriving data have not been seen yet. For each new window of data
vectors, the same step operations are performed. The centre that is closest to the
current sub-window will be updated. The centres thus keep the formed clusters on
track and adapt to the changes over time as introduced by the new sensor data arriving.
We briefly outline the online k-means centre updating rule as follows, annexed by a proof.
Lemma: Let Ci be the winning cluster centre to be updated, ni be its membership
counts thus far; let C be the new cluster centre from the current window W , and m the
number of points added to the cluster in the current window. Then, the new cluster





Proof: Since Ci is the average of ni feature vectors (which are denoted as {xs},
s = 1, · · · , ni) that belong to the i-th cluster, we have
ni∑
s=1
xs = niCi. (4.3)
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For the new batch stream data, there are m vectors, from xni+1 to xni+m, added to
cluster i with a temporary mean C, hence
m∑
s=1
xni+s = mC. (4.4)
Combining the previous two sums, we obtain the new cluster centre as the mean of all



















After the centre updating, the number of vectors counted to cluster i is updated as
ni ← ni +m.
4.2.4 Creating the Base Classifier
Hereafter, we present the classification scheme of the ACBEstreaming method, which is
largely based on that of Jurek et al. (2014). With the ACBEstreaming method, one
base classifier is a collection of clusters built on the training sensor dataset with different
subsets of features. When a new instance arrives, it is assigned to its closest cluster
centre from each collection. Later on, a final prediction is calculated, based on the class
labels of the instances that belong to the selected clusters.
As in Jurek et al. (2014), it is assumed that each cluster supports one or more classes.
A cluster provides a degree of support to class c if it contains at least one instance that
belongs to this class. The level of support allocated for class c is dependent on the
number of instances from class c and the total size of the cluster. In the next step, a
support matrix Ak is constructed. This matrix stores the level of support for each class
by each of the clusters in the collection. Each row in the matrix represents a cluster,
















- Ak is a support matrix which stores the level of support for each class by each of the
clusters, k,
- Ni refers to the total number of instances in cluster i,
- Nij represents the number of instances from class j that belong to cluster i,
- and M is a number of classes in the classification problem.
For a detailed discussion regarding Eq. (4.6) one can refer to Jurek et al. (2014). From
the clustering process, it should not be expected that the majority of the instances
belong to the same class. Rather, it is assumed that one cluster can consist of several
classes. Based on this assumption, an average number of instances from each class
within cluster i is given by Ni/M. This step guarantees that the level of support
provided for a class from one cluster is dependent on all instances within this cluster,
with not only the instances from the class being considered.
Subsequently, the value of level of the support ranges between [−1, 1]. If the
maximum level of support is equal to 1, it means all instances within the cluster belong
to the same class. If there are no instances in the cluster for some classes, the level of
support will be equal to −1.
4.2.5 Classifier Outputs
In the classification process, when a new instance has arrived, the cluster with the closest
centre based on the Euclidean distance is selected. The level of support is computed
for each class, based on the value of the selected row and the distance between the
new instances and the cluster centres. We sum up the support generated by the new















- D(x,Ck) is the Euclidean distance between the cluster centre Ck and the new instance
x.
Eventually, x will be classified into the class that attains the maximum support as the
final decision.
4.3 Results and Discussion
We now present the experimental results on sensor stream mining, using the proposed
ACBEstreaming algorithm. As the baseline method (Jurek et al., 2014) can only model
sensor data in an offline mode and is applicable in a static environment, we also compare
our proposed approach with other existing online methods. In ACBEstreaming, we
set the number of clusters, k, to 3 (k = 3) which has been chosen empirically. The
ensemble size set to 30 which is the same as the benchmark (Jurek et al., 2014).
For performance evaluation, we have conducted experiments on a real-life Van
Kasteren dataset (Van Kasteren et al., 2008) and the details are elaborated on in
Section 3.4.1. Similar to the baseline (Jurek et al., 2014), ACBEstreaming is evaluated
using the K-fold cross validation method.
The accuracy (which is also called observed accuracy) of the total window of streams
is calculated in Eq. (3.4), Chapter 3, Section 3.3. In this equation, the number of folds,
K, is set to 10. For each stream, w, the classifiers are evaluated and their accuracy
is computed. The total average accuracy will be divided by K folds and finally, it is
divided again by W , the number of the received windows W . In ACBEstreaming, the
sensor data with class labels are streamed in by windows (the default Size(W ) is 10).
In addition to Accuracy, another performance metric, the Cohen Kappa (Cohen,
1960), is also evaluated and compared with the Näıve Bayes (NB) and K-Nearest
Neighbor (KNN) methods, implemented in the Massive Online Analysis (MOA) package
(Bifet et al., 2010). The Kappa statistic is a metric that compares an observed accuracy
with an expected accuracy. The Kappa value is used not only to evaluate a single
classifier, but also to evaluate classifiers among themselves. In addition, it takes into
account random chance (agreement with a random classifier), which generally means it
is less misleading than simply using accuracy. The Kappa statistic is computed using
Eq. (3.1) and (3.2) in Chapter 3, Section 3.3.
Table 4.1 shows the accuracy and Kappa evaluation of ACBEstreaming compared
with CBCE, Näıve Bayes and K-Nearest Neighbour.
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Table 4.1: Results obtained for ACBEstreaming compared with the state-of-the-art
methods.





The effectiveness of ACBEstreaming is shown in Table 4.1 in terms of accuracy
and Kappa values. To analyse the accuracy and Kappa, experiments were conducted
with the CBCE and ACBEstreaming approaches from sensor data in an offline and
an online fashion respectively. Although it is shown from Table 4.1 that the CBCE
method somehow outperforms the proposed method in terms of accuracy and Kappa,
the latter has the best performance among online methods. It should be noted that
CBCE needs to be used with all training data available at one scan, which is only
possible in an offline mode, while the ensemble in ACBEstreaming is incrementally
learnt and adaptively updated from streaming sensor data.
In addition, Table 4.1 also illustrates the comparison of the ACBEstreaming approach
with two other single classifiers, Näıve Bayes (moa.classifiers.bayes.
Naı̈veBayes) and K-Nearest Neighbour (moa.classifiers.lazy.KNN - k 3) with
‘class.moa.tasks.EvaluateModel’ (Evaluate a model on a stream) in MOA. We
initialised the ‘numPasses’ variable in ‘LearnModel’ to 10 (i.e. window size W is 10).
These settings were chosen empirically to obtain the presented results.
Table 4.1 shows that our proposed method outperforms the other two methods.
Generally, in contrast to single learning approaches that try to build one learner from
training data, ensemble methods train multiple learners to solve the same problem.
Therefore, the generalisation capability of an ensemble is often much stronger than a
single base learner. Indeed, ensemble methods are appealing, mainly because they are
able to boost weak learners (that may be just slightly better than random guessers) to
strong learners capable of making very accurate predictions (Zhou, 2012).
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4.4 Summary
The key contribution of this chapter is to provide a new approach for mining and
recognising activities over streaming sensor data, called ACBEstreaming, which em-
ploys adaptive windowing and trains the classifier ensemble through online learning of
sensor data streams. The proposed method modifies earlier work on ensemble-based
classification and applies it to online learning in the context of activity recognition.
The ACBEstreaming approach is incrementally learnt and constructed by sensor data
streams, therefore it is promising for finding applications in real-time scenarios. As
demonstrated by the experimental results using a real-world smart home dataset, the
new method produces a comparable or better performance while operating in the online
streaming mode.
In this chapter, our objective is only to propose an optimal window size in a stream
learning because many of the classification and modelling errors come from the selection
of the window size.
Our next research question is directed at how to handle multi-class imbalance where
minority classes will be dominated by majority classes. This research question needs to
be studied in detail in order to propose a novel approach to solve the issue of imbalanced
multi-class data in an online mode. Thus, Chapter 5 provides the motivation for
this study, comprehensive related works, details of the proposed method, results, and
discussion of the work.
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Chapter 5
A Streaming Ensemble Classifier
with Multi-Class Imbalance
Learning for Activity Recognition
5.1 Introduction
In many real-world applications such as the diagnosis of rare diseases, fraud detection,
and human activity recognition in smart homes, the data are usually distributed in an
imbalanced way i.e. some classes have far more examples than other classes. In addition,
in data stream learning, data can have a skewed class distribution (Rifkin et al., 2004).
Therefore, it is often meaningless to report a high accuracy when there are imbalanced
classes because a minority class will be dominated by one or more majority classes.
Learning from such data sets that contain imbalanced classes usually produces biased
classifiers that have a higher predictive accuracy over the majority class(es), but poorer
predictive accuracy over the minority classes that are often of more interest (Zhou,
2012). In such circumstances, although the accuracy seems high, the solution is useless
since no minority class (e.g. fraud) will be detected.
On the other hand, the term ‘imbalanced data’ does not necessarily mean that the
learning task or classifiers suffer from class-imbalance. If the majority class is considered
more important than the minority class, there is no issue for the majority class to
dominate the learning process. Otherwise, class-imbalance learning is needed (He and
Garcia, 2009).
In stationary environments, learning methods from imbalanced data have been
widely studied (He and Garcia, 2009; Sobhani et al., 2015). In these environments, a
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combination of under- and oversampling methods have shown promising results (Galar
et al., 2012). In under-sampling with bagging (B laszczyński et al., 2013) an algorithm
was introduced to reduce information loss. However, the main weaknesses of the bagging
methods is that they choose instances randomly, i.e. without considering the distribution
of the data within each class, while it has been shown that one of the key factors in the
success of an ensemble method is the instance selection strategy (Cesa-Bianchi et al.,
2012). To overcome this drawback, a cluster-based under-sampling approach called
ClusFirstClass was proposed for binary classification problems (Sobhani et al., 2015).
However, only few works have been proposed for class imbalanced data in stream
learning. For imbalanced data streams, existing stream learning methods may not
work well. It is most often the case that new training instances that arrive are of the
majority class. Thus, an incremental update would cause the model to be gradually
biased toward the majority class. In other words, the model would become more and
more accurate for the majority class, but worse for the minority class because there is
exactly one new training instance each time and no previous ones kept for an update.
Therefore, it is impossible to directly apply sampling methods in order to balance the
training data (Nguyen et al., 2011).
To address this problem, a Multiple Windows method was proposed (Spyromitros-
Xioufis, 2011), which maintains two sliding fixed-size windows per label, one for the
minority class and another one for the majority class, both of which are used to keep the
most recent training instances. This is accomplished in a space-efficient way through
instance-sharing between windows and in a time-efficient instantiation of this method,
using k-Nearest-Neighbors (kNN) as the base classifier for each label. The sizes of the
windows are manually selected to create a more balanced training set. Class imbalance is
further addressed using a new batch-incremental thresholding technique that accurately
translates the probabilistic estimates for each label to the partition.
In Nguyen et al. (2011), it is argued that for stream learning using window-based
learning approaches, one drawback is that the model update is delayed until a full data
chunk is received. In some situations, it may be desirable to update the model as soon
as a new training instance arrives. The authors proposed a method for stream learning
from imbalanced data streams which uses a Näıve Bayesian classifier as the base learner.
To deal with the problem of class imbalance, when a new training instance from the
minority class has arrived, it is always involved in learning, but one instance from the
majority class is only used with a small probability. In effect, this method corresponds
to an under-sampling technique on imbalanced data streams. The authors showed the
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effectiveness of the stream learning method on ten UCI data sets of various domains
(Nguyen et al., 2011). Similarly, a multi-class classification scheme was developed
by Rifkin et al. (2004), which is called One-Vs-All (OVA). This schema is built on
real-valued binary classifiers to train various binary classifiers. Each one is trained to
distinguish the instances in a single class from the instances in all remaining classes.
The classifiers are run to classify new instances, and the largest output is considered as
the final class. In other words, in OVA, one class holds the majority class and another
class holds the rest of the classes which is called the minority class. The authors argued
that the OVA schema is computationally simple. However, it is not independent in the
errors of binary classifiers (Mirza and Lin, 2013; Rifkin et al., 2004).
For online learning, Wang et al. (2013) proposed Oversampling-based On-line
Bagging (OOB) and Undersampling-based On-line Bagging (UOB) ensemble methods to
handle imbalanced data. They divided the data into two classes: minority and majority
classes. For re-sampling, they used the Poisson distribution with the parameter ε = 1.
Therefore, in on-line bagging, whenever a training instance is read, it is generated K
times for each ensemble where K is drawn from the Poisson distribution. In on-line
processing, if the new instance belongs to one of the minority classes, OOB tunes the
parameter ε of the Poisson distribution to indirectly increase the number of instances K
for training. In other words, if the new instance belongs to one of the majority classes,
UOB changes the value of ε so that the training instances from majority classes are
under-sampled accordingly through gradually smaller K. The algorithms of OOB and
UOB are elaborated in Wang et al. (2013).
Such prior work has value for its application to activity recognition in smart homes
due to the fact there are many activities to classify, each of which may be similar to
each other due to the method in which the sensor data are sampled (Krishnan et al.,
2014). Each activity be of differing lengths, and possibly subject to the class imbalance
issues previously described. Furthermore, recognition of these activities needs to occur
in real-time as the activities themselves are represented as an online data stream.
For smart home sensor data specifically, our objective is to propose a new multi-class
stream imbalance ensemble method using a Näıve Bayesian classifier as the base learner.
The proposed method deals with an imbalanced data stream using a median prior
probability procedure to balance the classes which is robust to outliers. Compared with
the state-of-the-art methods, we gain more useful information and our proposed model
does not depend much on the sample size which may affect the learning of the classifier.
Moreover, our proposed method is easy to implement and has a simple conceptual
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justification. The details of our proposed approach are elaborated on in the following
sections.
5.2 Stream Näıve Bayesian Classifier
The Van Kasteren (Van Kasteren et al., 2008) and ARAS (Alemdar et al., 2013) smart
home datasets, described in Section 5.3, both have binary distributions in which the
sensor events are vectors of binary values. These events can be appropriately modelled
using a Bernoulli distribution. This distribution is the probability distribution of a
random variable which takes the value one with a success probability of p and the value
zero with failure probability of q = 1− p (Johnson et al., 2005).
To be more precise, the Bernoulli random variable x, is one with binary outcomes
chosen from {0, 1} and its probability distribution function is:
f(x) = px(1− p)1−x (5.1)
where:
- p is a probability that 0 < p < 1,
- and x is the input random variable which x ∈ {0, 1}.
The Bernoulli model is a binary independence model which generates an indicator for
each sensor event, either 1 indicating ‘ON ’ of the sensor event or 0 indicating ‘OFF ’
in the activities of daily lives.
Based on such binary distributions, we elected to use a Näıve Bayesian classifier
as the base learner in our multi-class stream imbalance ensemble method because this
learning algorithm is very simple, efficient, effective, and therefore suitable for learning
from high-speed and massive data streams (Nguyen et al., 2011).
5.2.1 The Näıve Bayesian Classifier
A Näıve Bayesian classifier is an effective and simple learning algorithm for classifying







- c1, c2, . . . , cl is a set of classes,
- P (ci) and P (x|ci) are the prior and conditional probability respectively,
- and P (ci|x) is the posterior probability.
The numerator is rewritten as follows:
gi(x) = P (x|ci)P (ci) (5.3)
= P (x1 = v1s, . . . , xd = vd|ci)P (ci) (5.4)
where:
- vjs is the s-th attribute value of xj that s = 1, . . . , d where where s is the sensor
index and d is the number of dimensions.





P (xj = vjs|ci)P (ci) (5.5)





- nijs is the number of training instances in class ci, having xj = vjs,
- ni is the number of training instances in class ci,
- and n is the total number of training instances.
Therefore, the Maximum Likelihood Posteriori (MLP) of the Näıve Bayesian classifica-





- l is the number of classes.
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5.2.2 Laplace Correction
Although we used a Bernoulli distribution to model the binary smart home datasets,
the amount of training data might not be sufficient and the value vj of binary attribute
xj may not be observed in class ci. Therefore P (xj = vj|ci) = 0 leads P (ci|x) to zero,
no matter how large other probability values are (Nguyen et al., 2011). Hence, it is
necessary to employ the Laplace correction to the estimate of P (xj = vjs|ci), by adding
epsilon (ε) which is a small offset, ε > 0, to the frequency nij:





- mj is the number of values vjs of attribute xj which is 2, as in our case the sensor
value is either 1 or 0,
- and ε is a small offset.
In our study, we set ε to 1, the same as in Nguyen et al. (2011).
5.2.3 Stream Learning from Multi-Class Imbalanced Data
Streams
The Näıve Bayesian classifier described in Section 5.2.1 can be easily extended to a
stream version. When a training instance x is arrived at from class ci, an existing Näıve
Bayes model is updated. The number of training instances, ni in class ci, and the total
number of training instances, n, are increased by one. If x has xj = vjs and, xj is a
discrete attribute, the frequency nijs of value vjs is increased by one. The next issue to
deal with is the multi-class imbalance in stream data. Here, we propose a new approach
to handle the multi-class imbalance data in activity recognition, as shown in Algorithm
5.
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Algorithm 5: Multi-Class Stream Imbalance Ensemble Method
Input: Sensor stream; the number of base learners, φk, k = 1, . . . , K;
Prior probability of classes {pi}, i = 1, . . . , l;
Training
Build initial model
Initial training set Tr = Get balance instance xi, i = 1, . . . , l;
for k ← 1 to K do
/* The model is trained and modeled from the balanced initial
training set, Tr */
φk = TrainModel(Tr)
Update the model
Sort the class prior probability, p, in ascending order (list[l]);
Find the median of p: pmedian = med(pi), i = 1, . . . , l;
Initialise class history h[i] = 1/l, i = 1, . . . , l;
while active do
cindex ← Index of class label of a received training instance x;









for k ← 1 to K do
if Random() ≤ T then
/* update a base learner (φk) in the ensemble classifier
in Section 5.2. Details for streaming are elaborated
on at the begining of Section 5.2.3 for a training
instance, x. */
Update the base learner φk, according to Eq. (5.7) for a training
instance, x;
Testing




In the initial mode, the K base learners are built from initial balanced training instances
of each class (i.e. get balance instance xi). There is a balanced initial training set, Tr,
from which K base learners are built.
Generally, in stream learning, every new training instance is involved to update
an existing model. Thus, if the underlying data distribution is imbalanced, the model
will gradually be biased toward the majority class. In other words, the model will
become more accurate for the majority classes but worse for the minority classes.
Therefore, Algorithm 5 manages the new training instances differently among each class.
Specifically, after getting information from a dataset, such as the number of classes and
the number of instances for each class, we calculate the median of the instance counts
and use it as the threshold, T , for balancing different classes.
Firstly, the prior probabilities of classed (pi, i = 1, . . . , l) are computed and stored
in ascending order. Later on, we get the median of values in a sorted list of length l,
list[l]. If l, the number of classes, is odd, then we have the median = list[ l+1
2
]. If l is





The rest of the algorithm uses a per-class history array, h[], to monitor the occurrence
of classes to control the imbalance learning. After getting the median prior probability
pmed and initialising the history array, a new training instance, x, is read from the
training stream data, as well as getting an index of its class label, c, which is cindex.
Then, the occurring history array of classes h[] gets updated and normalised, and the
threshold T is calculated for each update which occurs only probabilistically. As can
be seen from Algorithm 5, each class which has a lower history than pmed, has a high
chance to be accepted and used to update the ensemble model. Otherwise, the class is
only used to update the model if it exceeds the threshold, T .
To elaborate on updating the procedure in Algorithm 5, the base learner φk (k =
1, . . . , K) in the ensemble classifier for each training instance, x, is updated only if the
conditional (if (Random() ≤ T )) is satisfied. In a base learner, Eq. (5.7) is updated
for each training instance, x, in a stream fashion. The update of the stream learning
classifier was detailed earlier in Section 5.2.3.
Indeed, the procedure of updating the model is a random under-sampling (Random().
It returns a random number in [0, 1]) of the classes, particularly for those with a higher
number of instances than the threshold, T . At the beginning of reading the training
instances, the classes have higher chances of satisfying the condition (Random() ≤ T )
and updating the ensemble models afterwards. However, gradually, the chances will be
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fewer for the classes that are bigger than the median of the class prior probability in
size.
In our study, to have the desired accuracy, we empirically chose the ensemble size
to be ten classifiers. Therefore, in the main loop (second for loop in Algorithm 5) each
learner (φk) is updated only if the probability score of the Random() function, which
randomly generates a probability score between zero and one, is less than or equal to
the threshold, T .
Finally, for an output class label, we used weighted voting (Zhou, 2012). When the
individual classifiers have unequal performance, intuitively, it is reasonable to give more
weighting to the stronger classifiers in voting. For each classifier k, an error rate errk
on the test data is calculated. The weight for each classifier k is computed as follows:
ωk = log(1/errk) (5.8)




{ωk|φk(x) == c} (5.9)
where:
- K is a number of base learners,
- errk is an error rate for a classifier at index k,
- and ωk is the weight assigned to the classifier φk.
The main contribution of the algorithm that differs from other algorithms deals with
imbalanced multiple-classes, using the median prior probability procedure in a stream
fashion. In Algorithm 5, for the balancing ensemble classifier, very big or very small
pre-class history data do not affect the classification. While the threshold is small,
the ensemble classifier is modeled with only a few samples, so we might lose useful
information. On the other hand, when the ensemble classifier is modeled with a large
threshold, and too much over-sampling. Therefore, we suggest the median is a proper
indicator for a typical value, even if the dataset might have a value that deviates
extremely from other values, otherwise known as an outlier.
5.3 Experimental Setup
In this section, we evaluate our proposed method for classifying imbalanced data streams
using the Van Kasteren (Van Kasteren et al., 2008) and ARAS (Alemdar et al., 2013)
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datasets of activities in daily lives. We implemented and ran the algorithms in the C#
.NET programming language, using Windows 7 Professional (64-bit operating system)
with an Intel Quad Core i5 CPU @ 3.40GHz and 8GB of memory.
5.3.1 Datasets
In this work, we use the Van Kasteren dataset (Van Kasteren et al., 2008) which is
detailed in Section 3.4.1. Table 5.1 shows the description of the dataset and imbalance
ratio.
Table 5.1: Description of the Van Kasteren Dataset and Imbalance Ratio








As shown in Table 5.1, the dataset was annotated with seven different activities,
namely: ‘Leave house’, ‘Showering’, ‘Toileting’, ‘Sleeping’, ‘Preparing dinner’, ‘Preparing
breakfast’ and ‘Preparing a beverage’. More details about the dataset can be found in
Van Kasteren et al. (2008). Table 5.1 clearly illustrates the frequencies of the activities
which occurred in the smart home. The most minority and majority classes are ‘Dinner’
and ‘Toileting’ respectively. The imbalance ratio is computed, based on the classes to
the most minority class (for instance ‘Dinner’). As can be seen in Table 5.1 ‘Toileting’
has the biggest imbalance ratio compared to other classes.
To further validate our approach, we used the ARAS dataset that consists of data
generated by two residents in a smart home testbed which is shown in Table 5.2.
As shown in Table 5.2, ‘Going Out’ and ‘Preparing Breakfast’/‘Brushing’ Teeth
activities are the majority and minority activities respectively that were performed by
two residents in house A. The details of dataset are elaborated on in Chapter 3, Section
3.4.2.
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Table 5.2: Description of the ARAS Dataset (House A - 30 days) and Imbalance Ratio
Activity Label No. Instances Imbalance Ratio
Other 238 1:23.8
Going Out 683 1:68.3
Preparing Breakfast 10 1:1
Having Breakfast 21 1:21.1
Sleeping 559 1:55.9
Watching TV 207 1:20.7
Studying 52 1:5.2
Toileting 41 1:4.1
Using Internet 145 1:14.5
Laundry 22 1:2.2
Brushing Teeth 10 1:1
Talking on the Phone 62 1:6.2
Changing Clothes 21 1:2.1
5.3.2 Evaluation Metrics
In this chapter, we analysed the methods statistically and experimentally in an online
stream. In a statistical analysis, we evaluated the significant difference of methods,
using one-way Analysis of variance (ANOVA) test.
For an imbalanced dataset, because the minority classes will be dominated by
majority classes, the accuracy is not an overall sufficient metric to evaluate the classifier
performance (He and Garcia, 2009; Sobhani et al., 2015). However, precision, recall
and F -score are performed as proper metrics for the imbalanced data. These three
measures are computed for each class, and the results are presented as an average of all
classes.
5.4 Results and Analyses
We evaluated and compared five different approaches in a stream fashion which are as
follows:
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5.4.1 Performance comparison of classifiers in streaming mode
For the streaming scenario, we modified the Näıve Bayesian (NB) classifier to be
modeled for stream learning which we called StreamingNB. The NB classifier is easy to
implement and handles the data stream well. In addition, we enhanced StreamingNB to
be modeled with multi-class imbalanced sensor data in a stream fashion (streamingMEn)
(refer to Algorithm 5).
Moreover, we compared our proposed method, Streaming Multi-Class imbalance
ensemble Näıve Bayesian classifier (streamingMEn), with the state-of-the-art approaches
OVA (Rifkin et al., 2004), OOB, and UOB (Wang et al., 2013), likewise in a stream
fashion. In these methods, we used a Näıve Bayesian classifier as the base learner.
For comparison, we justified our proposed method statistically and experimentally.
Statistically, we used the ANOVA test to analyse the mean significance and variation
among the methods.
Statistical Analysis
In this analysis, after verifying the assumption for normality, in-dependency and
homogeneity, we used the one-way ANOVA test to determine whether there are any
significant differences in the mean and variation among the methods or not. In the
one-way ANOVA, we set α to 0.05. In the one-way ANOVA test, the null Hypothesis
(Ho), states there is no significant difference between the means of the methods (if
p-value > α). Therefore, in the alternative Hypothesis (Ha), there are at least two
methods that have significantly different means (if the p-value < α). Therefore, we
tested Ho to see whether it would be rejected or not. Table 5.3 shows the one-way
ANOVA t-test results of the F -score mean over 10 runs for each method. As shown
Table 5.3: One-way ANOVA test of F -score for streamingNB, OVA, OOB, UOB and
streamingMEn classifiers
Dataset F p-value F-crit
Van Kasteren 13.66 1.48443E-07 2.56
ARAS 92.57 1.76647E-22 2.55
in Table 5.3, the Ho should be rejected because the p-value is less than α. Moreover,
another metric that can be considered to accept or reject Ho is the F statistic that
should be less than Fcrit. However, based on the results, it appears we should reject Ho.
73
It suggests the means of the methods are significantly different. Therefore, we needed to
have one more test which is post hoc t-test to confirm this. The post hoc t-tests are run
to assure where the differences are between methods. So we used a two-Sample t-test,
assuming unequal variances, to test for the significance of a difference between two
methods. In our study, we have five methods to compare their mean significance in a
stream fashion which are streamingNB, streamingOVA, streamingOOB, streamingUOB
and streamingMEn. In addition, for comparison, we ran a t-test between our proposed
method against each of the other methods. Table 5.4 shows the comparison between
the post hoc t-tests of the methods.
Table 5.4: Post hoc t-tests for methods with: Two-Sample Assuming Unequal Variances
Methods Mean ± Standard deviation
Van Kasteren
streamingNB 0.81018 ± 0.0390
streamingOVA 0.85841 ± 0.0332
streamingOOB 0.84924 ± 0.0430
streamingUOB 0.77089 ± 0.0715
streamingMEn 0.90609 ± 0.0211
ARAS
streamingNB 0.54015 ± 0.003
streamingOVA 0.54702 ± 0.0016
streamingOOB 0.54292 ± 0.00636
streamingUOB 0.54699 ± 0.00636
streamingMEn 0.57456 ± 0.00634
In this research, for the post hoc t-test, we used the Bonferroni correction (Bonferroni,
1936). The Bonferroni correction is a conservative and the simplest approach that sets
the α value for the entire set of M comparisons equal to α, by taking the α value for
each comparison ( α
M
). The equation form of the Bonferroni correction is depicted in
Eq. (5.10) and Eq. (5.11).
if P (τi passes | H0) ≤
α
M
, for 1 ≤ i ≤M (5.10)
then
P (some τi passes | H0) ≤ α. (5.11)
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where:
- Ho is a null hypothesis,
- Hi is a hypotheses for method at index i,
- M is a set of comparisons in ANOVA,
- τi is a test given for hypotheses Hi,
- and α is a significance level.
Clearly, test τi is given for hypotheses Hi where 1 ≤ i ≤ M . Regarding the null
hypothesis assumption (H0) that all hypotheses (Hi) are false, and if the individual
test’s critical values are ≤ α
M
, then the experiment-wide critical value is ≤ α.
Therefore, as shown in Table 5.4, the point of significance (which is computed by
dividing α over the number of comparisons M) among the approaches is 0.05
5
= 0.01. In
Table 5.4 for the Van Kasteren and ARAS datasets, our proposed method is significantly
(95%) different from streamingNB, streamingOVA, streamingOOB and streamingUOB
(p(T ≤ t) two-tail is less than 0.01).
In addition, compared with the state-of-the-art approaches, streamingMEn has a
comparable small variance (variance is the square of standard deviation) which is shown
in Table 5.4. With regard to the variance, it is evident that our proposed method,
streamingMEn, is more stable and accurate (the performance data are closer to the
mean) than the other approaches.
Experimental Analysis
Experimentally, we compared our proposed method with the state-of-the-art approaches.
Figures 5.1 and 5.2 show the performance of streamingNB, streamingOVA, streamin-
gOOB, streamingUOB and streamingMEn approaches on the Van Kasteren and ARAS
datasets. As shown in these figures, overall, our proposed method outperformed the
state-of-the-art approaches. The methods were performed with 10 runs, and with each



















streamingNB streamingOVA streamingMEn streamingOOB streamingUOB
(c)
Figure 5.1: Proposed method (streamingMEn) compared with the state-of-the-art
approaches on the Van Kasteren dataset in a stream mode: (a) Precision, (b) Recall,















streamingNB streamingOVA streamingMEn streamingOOB streamingUOB
(c)
Figure 5.2: Proposed method (streamingMEn) compared with the state-of-the-art
approaches on the ARAS dataset in a stream mode: (a) Precision, (b) Recall, and (c)
F -score.
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Table 5.5 presents these average Precision, Recall, and F -score of streamingNB,
streamingOVA, streamingOOB, streamingUOB and our proposed method, streamingMEn
in a stream fashion. The confusion matrix of the baseline method, streamingNB, and
proposed method, streamingMEn, are presented in this thesis for both Van Kasteren
and ARAS datasets. Table 5.6 and Table 5.8 show the confusion matrix of streamingNB,
Table 5.7 and Table 5.9 illustrate the confusion matrix of streamingMEn for Van
Kasteren and ARAS datasets respectively on test data sets.
The confusion matrices of the ARAS dataset in Table 5.8 and 5.9 suggest that class
imbalance hasn’t been solved very well, given that the most prevalent class is predicted
for other classes. For instance, the class ‘Laundry’ is mostly predicted for the other
classes, particularly ‘Going Out’ class. Another reason is the nature of the ARAS
dataset. For instance, the ‘Laundry’ activity has some activated sensors in common
with the ‘Going Out’ activity. This is because resident 2 has a day job and spends
much of his time outside home. This means he might need to do many home activities
or chores on-the-go, such as doing his ‘Laundry’ at a laundromat on the way to work
instead of at home. However, it is hard for the model to classify the classes accurately.
Although our proposed method (streamingMEn) shows lower performance for ARAS
dataset compared with Van Kasteren dataset, streamingMEn outperformed the baseline
approaches, as illustrated in Table 5.5.
As shown in Table 5.5, our proposed method, streamingMEn, demonstrates better
performance than the state-of-the-art methods. streamingMEn is able to better handle
multi-class labels in stream learning. Besides, by considering the median prior probability
procedure, the proposed method retains more useful information and does not depend
much on the sample size which affects the learning of the classifier. Conversely, our
proposed approach solved the imbalanced multi-classes to have a better prediction in a
stream mode.
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Table 5.5: Average results obtained for streamingNB classifier, streamingOVA, streamin-
gOOB, and streamingUOB compared with the streamingMEn, using the NB classifier
in a stream fashion
Methods Precision Recall F -score
Van Kasteren
streamingNB 0.82026 0.80105 0.81018
streamingOVA 0.84388 0.87444 0.85841
streamingOOB 0.84274 0.85685 0.84924
streamingUOB 0.68837 0.88798 0.77089
streamingMEn 0.88543 0.9286 0.906
ARAS
streamingNB 0.71466 0.43424 0.54015
streamingOVA 0.72820 0.43806 0.54702
streamingOOB 0.71635 0.43722 0.54292
streamingUOB 0.72217 0.44036 0.54699











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































In this chapter, we proposed a new approach for multi-class imbalance learning in
activities of daily lives in a stream fashion. The proposed method is applicable to
streaming multi-class imbalance learning within the field of activity recognition in a
stream mode that has not been previously applied.
The main contribution of our proposed algorithm that sets itself apart from the
other algorithms deals with imbalanced multi-class, using the median prior probability
procedure in stream learning. It does not depend much on sample size which affects
classification, and is potentially more robust to outliers. Moreover, it is simple to
implement and has a simple conceptual justification. The results showed that the
proposed approach has a better performance in comparison with the state-of-the-art
approaches for multi-class imbalance sensor data in stream learning. Thus far, we have
resolved the issue of segmenting in batch mode which is discussed in Chapter 4, and
the imbalance issue that is elaborated on in Chapter 5.
However, there is still a need to address the issue of segmenting activated sensor
events for activity recognition (due to the unsupervised nature of activities in a smart
home) in a real-time setting. Therefore, Chapter 6 details and elaborates on the




and Recognition of Activities
6.1 Introduction
Sensor data segmentation for activity recognition attracts more attention at a time when
greater importance is being attached to controlling safety (e.g. health) and security
in a smart home environment. However, there are a number of challenges, namely,
the streaming nature of the sensor data and the real-time sensor data processing
requirements. As a result, most existing windowing approaches (Peterek et al., 2014;
Preece et al., 2009; Yala et al., 2015) that were applied in the training part or in batch
mode require the sensor data to have annotated labels. In the testing phase, most
researchers used a fixed time or sensor-based window for segmentation (Bao et al., 2004;
Hunh et al., 2007; Munguia Tapia, 2003; Van Kasteren et al., 2008). An important
challenge with a fixed window size is identifying the optimal window size a priori and
as a result, many of the classification and modeling errors come from the selection
of this window length (Gu et al., 2009). Various heuristics approaches, such as the
mean length of the activities and sampling frequency of the sensors, were employed
to determine this (Krishnan et al., 2014). For example, the Sensor Window Mutual
Information (SWMI) approach was proposed by Krishnan et al. (2014). SWMI is
computed offline, using the training sensor sequence which then uses a fixed window size
for calculating feature vectors. They also developed a method called Dynamic Window
(DW) which is a probabilistic method to derive the window size automatically, using a
data-driven approach. However, this method still uses a fixed number of window sizes
which corresponds to the mean window size of an activity. Because of their assumption
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that there are no significant changes to the routine of a resident in the smart home, the
window sizes for sensory data are computed using this probability in both the training
and testing parts (Krishnan et al., 2014).
Similarly, in Okeyo et al. (2014), a dynamic segmentation model was proposed where
the window was shrunk and expanded, based on using temporal activity information,
sensor data, and the current state of activity recognition. However, the model was
developed in the context of knowledge-driven activity recognition based on ontologies
(Okeyo et al., 2014) and as such, this research on activity recognition did not accurately
consider the segmentation of streaming unlabeled sensory data beyond the training phase.
Although some researchers, such as Abdallah et al. (2015), did consider adaptation and
evolution of sensory data beyond the training phase, they still used a fixed window to
segment the sensor data. Dealing with an online stream, this model is learnt continuously
and incrementally, and the stream data is split into equal sized chunks only of unlabeled
data (Abdallah et al., 2015).
Although the above approaches have achieved comparable recognition results, there
is no solid solution to the problem of segmenting unlabelled streamed data. Furthermore,
delivering appropriately robust activity recognition systems that could be deployed
with confidence in an online environment remains an outstanding challenge.
In this chapter, we propose a novel real-time recognition framework to both seg-
ment and recognise activities, using an adaptive windowing approach. Our proposed
framework consists of two phases. In the offline phase, Activity Features (AFs) are
built from annotated sensory data and a Näıve Bayesian classifier is subsequently learnt.
The statistical information about the activities is maintained in the AFs.
In the online phase, a dynamic multi-feature windowing method using AFs is
introduced to segment the unlabeled sensory data in a real-time setting. As a result,
the recognition performance has been improved by the proposed framework. This
framework is easy to implement, attains comparable or better results in comparison
with the-state-of-the-art approaches, and recognises overlapped activities in a real-time
manner. The details of our proposed framework are described in the following section.
6.2 Real-time Recognition Framework
In this section, we introduce our novel real-time recognition framework for activities,
along with its phases and components in a smart home environment that is depicted
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Figure 6.1: Framework of activity modeling and recognition.
two phases: offline modeling and online recognition. Preprocessing and modeling
components are conducted in the offline phase. In this phase, we applied an adaptive
windowing approach to read the sensor data based on annotated labels. An adaptive
windowing method for streaming sensor data uses three elements: window length
adaptation (shrinking and/or expanding the window), a time decay function, and a
scheme for accommodating past sensor information.
In this windowing method, sensor data at time t, St, is read into a Sensor Window
SW ← SW ∪ St. If the length of SW is less than or equal to an initial size (detailed in
line 1 of Algorithm 3 in Chapter 4) and the activity is recognised then SW is added
to the window data matrix, W . Otherwise, if Size(SW ) is exhausted, the initial size
will be expanded by a predefined extension value (ext detailed in line 2 of Algorithm 3
in Chapter 4), but this is expanded only once. Finally, if an activity is not recognised
during reading the sensors, and Size(SW ) is exhausted after the expansion, the sensor
data will be added to the Past Sensor Information (PSI) pool, which stores potentially
useful information for the next window. More details of this method are elaborated
on in Chapter 4. Moreover, the NB classifier and AFs are built in this phase from the
annotated sensory data.
In this chapter, however, our main focus and key challenge are to address the online
recognition phase. A dynamic multi-feature windowing approach using AFs in this
phase is introduced to segment the unlabeled sensory data in a real-time setting. The
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details of this method are elaborated on in Section 6.2.2.
6.2.1 Activity Features
Most scholars used a fixed time or sensor-based window for segmentation of sensor
data in a real-time environment (Krishnan et al., 2014). Moreover, they have not yet
carefully considered online recognition of overlapping activities with multiple-residents.
However, to address these aforementioned issues, we propose a new approach which
is called a dynamic multi-feature windowing method using AFs. The AFs approach
maintains the statistical information about the activities in a smart home testbed. The
information in AFs is extracted in the offline phase which has the features of each
activity in an entire stream of training data. These features of activities are defined
as temporal feature vectors. The properties of AFs assist the sensors stream to be
recognised in an online fashion.
In this study, we use four features for an activity, including Interval time (Int),
Mutual Information (MI ), Frequency of triggered Sensors of an activity (FreSen), and
Last two Sensors (L2S ). The motivation for extracting the activity features is to carry
out an activity in the recognition task. The details of AFs are elaborated on in the
following sections.
Sensor Dependency using Mutual Information
“Mutual Information” (MI ) (Krishnan et al., 2014) measures how much one sensor
depends on another in the sequence. The MI or dependence between two sensors is
then defined as the chance that these two sensors occur consecutively in the entire
sensor stream. More formally, if Si and Sj are two sensors, then the MI(i, j) between






δMI(Sk, Si)δMI(Sk+1, Sj) (6.1)
δMI(Sk, Si) =
1 if Sk = Si0 if Sk 6= Si (6.2)
where:
- Si and Sj are two sensors at index i and j,
- MI(i, j) is a mutual information between sensor i and sensor j,
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- and N is the number of activated sensors in an activity.
In Eq. (6.1), Sj is a subsequent of Si, and the summation term takes value 1; Otherwise,
it takes the value of 0.
Frequency of Activated Sensors for an Activity
FreSen cares about the occurrences of activated sensors for an activity, rather than the
sequence of sensors. The motivation is because in MI, the sequence of the sensors is
considered within an entire stream, while sometimes an activity behaves with a different
order of sensor events. In addition, some sensors do not necessary happen in order,
however are still part of an activity. Here are the examples of occurred activated sensors
for the same activity:
1) A1 : S1 → S2 → S3 → S1 → S2 → S4
2) A1 : S1 → S3 → S2 → S1 → S4 → S2
The first path is statistically less used than the second path, but both paths lead to
the same activity. We can clearly see that there is a dependency between sensors S1
and S2, whichever path is used. If we adopt the previous way for computing the MI
between sensors S1 and S2, we will lose some dependency information between them.
Furthermore, there are activities that are often performed in parallel, and sensor events
of an activity can be descriptive for the other, and MI cannot take this situation into
account.
In such circumstances, the FreSen method was proposed in Yala et al. (2015) to
compute the probability between two sensors Si and Sj by calculating their frequency
of occurrence in the space of N sensor events for an activity along the entire training







where the occurrence function is give as:
δFr(Sk, Sj) =
1 if {Sk, Sj} ∈ Ei0 otherwise (6.4)
where:
- Ai is an activity at index i,
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- N is the number of activated sensors in the window,
- and Ei stands for sensor events in activity, Ai.
FreSen, as an activity feature vector in an entire stream, is a list of activated sensors for
each activity. As an additional argument to FreSen, there are some activated sensors
that have a low probability (rare events) or are random noises. However, we improved
FreSen to consider the sensors for an activity and those having a high probability of
occurring. This candidate selection is first set with maximum probabilities such that









(0.3 + 0.2 + 0.2 + 0.15 + 0.1)=0.95
(0.04 + 0.01)=0.05








(0.3 + 0.2 + 0.15) <= 0.95
(0.01 + 0.04 + 0.0001) > 0.05
Testing / Online mode
Figure 6.2: A segment/window of activated sensors with probabilities sorted in descend-
ing order (Training part)
Figure 6.2 illustrates an example of choosing activated sensors of activity A1, with
their probabilities which were sorted in a descending order. As shown in the figure,
S1, S3, S7, S6, and S4 are the sensors with high probabilities for the activity and their
summation is equal to 0.95, while S5, and S2 are the sensors that activated rarely and
have low probabilities. However, they are considered as an error or as sensors of less
importance for the activity which ended up in the list of 5%. In the testing part, when
the sensors are activated for an activity, meantime we might receive some sensors that
are called rare sensors (e.g. S2, S5 for activity A1) or the sensors have never activated
before (S0, small epsilon is assigned to this kind of sensor). However, if we did not
receive the related sensors (S1, S3, S7, S6, and S4) for activity A1 in a time where the
condition is not satisfied (a summation of these rare sensors becomes more than the
threshold, 0.05), then the segment will be discarded; otherwise, it will be accepted. The
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which for each Sij in an activity (Ai),
Sij = {∀Sj ∈ Ai|j = 1, . . . , N, i = 1, . . . ,m}, where the sensors with the highest proba-
bilities are considered as the first set of candidates for selection. Let Pij be a probability
of Sj in Ai (all sensors in Pi are sorted in descending order). Thus, the list of activated
sensors with high probability for activity Ai are {S1, S2, · · · , Sh}.
In other words, the activation of sensors in a reading of them for an activity Ai,
should not exceed the error threshold, T , which is set at 0.05. On the other hand, there
are some sensors which might not have been involved or be part of the list (Eq. 6.3).
Therefore, we receive the computed weight, based on their probabilities which are





As intimated earlier, the weight, ωij , of a sensor is computed, based on the probability
of sensor j that involved activity i. However, some sensors might not have been involved
for an activity. Therefore, the probability of a sensor would be zero, which means ωij
would lead to an infinity without adding some type of offset. To avoid infinity, we
applied a Laplace correction to the estimate of ωij. Epsilon (ε) which is a small offset
value, ε > 0, is added to the probability of the sensor as shown in Eq. (6.6).
After computing the weights of involved sensors in an activity, we normalise the
weights to be defined between zero and T , that are depicted in the equation below:
err =
T × (ωij − P imin)
P imax − P imin
(6.7)
where:
- P imin and P
i
max are the minimum and maximum probabilities of sensors for activity i.
Last Two Sensor methods
There is other information about the sensor that can aid in recognising an activity
which is called last sensor. For an activity, several sensor events might be triggered and
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sometimes the last sensor event of an activity is more descriptive than the previous
sensors (Krishnan et al., 2014).
In a smart home testbed, numerous activities have taken place, and many sensors
are triggered as the last sensor for the same activity. In other words, an activity does
not carry only one sensor as a last sensor. Moreover, by an increment in the number of
activities or sensors, the chance of overlap, synchronisation or swapping in triggering
sensors grows. However, to overcome this drawback, the last two sensors alternation is
proposed. In our research, we consider the last two sensors as a “last sensor”. This is
because we believe that sometimes the last two sensors of an activity are much more
descriptive when they occasionally activate before or after each other.
The idea of L2S feature is expressed clearly in the following figure:





Considered as a 
last sensor
1) A1:





Considered as a 
last sensor
2) A1:
Figure 6.3: An example of considering the L2S condition as a feature for AFs.
As shown in Figure 6.3, a resident might take a path in different ways for the same
activity A1. For path 1, the last and second last sensors are S4 and S2 respectively,
while for path 2, the last and second last sensors are S2 and S4 respectively. It means
that the activation of these last two sensors of the same activity is switched for the
resident.
Therefore, in constructing AFs, one of the conditions for feature extraction and
segmentation is considering the last two sensors Si−1 → Si (e.g. S2 → S4). Si and Si−1
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are assumed to be the last and second last sensors respectively. During segmentation
when Si is checked as the last sensor, Si−1 is taken as an extra feature for subsequent
online segmentation to be checked, whether it was activated as its previous sensor
or not. If it was not, then we also consider their swapped order (path 2 in Figure
6.3), Si → Si−1 (e.g. S4 → S2), to see if it is still the last two events in an activity
segmentation or not. If so, segmentation is accepted for the L2S condition; otherwise it
will be discarded. The mathematical representation of L2S is depicted as follows:
L2S(Sk, Si) =
1 if f + g > 00 otherwise (6.8)
f(Sk, Si) = δ(Sk, Si)δ(Sk−1, Si−1) (6.9)
g(Sk, Si) = δ(Sk, Si−1)δ(Sk−1, Si) (6.10)
where:
- Si is assumed to be the last sensor,
- and Sk is a sensor which is read from the data stream.
Thus, Eq. (6.9) checks whether Sk is the last sensor or not. If so, it also checks its
previous sensor (Sk−1) that should be the second to last sensor (Sk−1 = Si−1). As
previously stated, the last two sensors sometimes appear before or after the other.
Thus, Eq. (6.10) checks Si as a last sensor that might appear as the second to last
sensor (Sk−1 = Si). Besides, its previous sensor (Si−1) might behave as the last sensor
(Sk = Si−1) which is still valid for Si to be considered as the last sensor. Eq. (6.8) then
returns 0 or 1 for checking the last two sensors. If L2S = 0, this means the sensors Sk
and Si are not the last two sensors. On the other hand, if L2S = 1, this means the
sensors Sk and Si are the last two sensors.
Activity Time Interval
As mentioned earlier, one of the features for segmentation is the time interval of an
activity in an online stream1. Int is an effective feature to segment activities with
1We assume that actvities’ time intervals have an independent and identical distribution (i.i.d.).
Based on central limit theorem, the mean of time interval of an activity follows normal distribution.
Note that, there is no activity that continues forever (i.e. they have limited variance).
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distinct durations. In a time interval, the sum of the squares, SST, and the sum, ST),








(Tij − Ts) (6.12)
where:
- Tij is a time stamp of an activated sensor Sj for an activity Ai,
- N is a number of activated sensors for activity Ai which varies for each activity,
- and Ts is a start time.
We note that the time stamp data allows us to calculate the mean and standard
deviation2 of the time interval of activities in any given AFs.
The windowing of reading sensors for an activity based on AFs should satisfy the
mean interval and should not exceed µ± 2σ, where µ is the mean and σ is the standard
deviation.
6.2.2 Dynamic Multi-feature Windowing Approach
Each AF alone is capable of contributing to classifying sensor data. However, to
achieve more accurate segmentation, as well as recognition, we proposed a multi-feature
windowing approach which is derived from AFs online to dynamically segment unlabeled
streamed data. The multi-feature approaches are illustrated in Table 6.1.
Table 6.1: Notation of dynamic multi-feature windowing approaches for segmentation.
Notation Description
MI Int Combining AFs of MI and Int.
MI FreSen Int Combining AFs of MI, FreSen, and Int.
MI L2S Int Combining AFs of MI, L2S, and Int.
FreSen L2S Int Combining AFs of FreSen, L2S, and Int.




Algorithm 6: Multi-feature windowing approach
1 Input: MI ← Prior probability P i(Sj−1, Sj) of sequence sensors for activity Ai;
2 FreSen← Sorted the prior probabilities (P iS) of sensors for activity Ai where
i = 1, . . . ,m in descending order (list[P iS]);
3 L2Si ← list{Sj−1, Sj}i where j = 1, . . . , N ;
4 Int← [µ, σ] for each activity, Ai;
/* Initial window of activities with first activated sensor. */
5 Wi ← S1;
6 Output: feature matrix;
7 Define: Multi-feature functions {fk, k = 1, . . . , K};
8 while active do
/* Read arriving stream data. */
9 Get a sensor, Sj;
10 for i← 1 to m do
/* Sensor Sj is added to the window Wi. */
11 Wi ← Wi ∪ Sj;
12 AllStatus← true;
13 foreach k in K do
14 status← check validity of feature function, f ik for each sensor, Sj;
15 AllStatus← AllStatus & status
16 end
/* AllStatus = true means the f ik met its conditions as
described for each feature in Section 6.2.1. */
17 if AllStatus == true then
/* Segment the window and extract features. */
18 features← extract feature vector from window Wi;
19 end
/* If features 6= ∅, they are added to feature matrix. The
content of Wi is removed and windowing is restarted. */
20 Wi ← Refresh Wi;
21 end
22 end
For the windowing purposes, we considered using multi-features of AFs to segment
sensor data precisely, which is described in Table 6.1. The Int feature is an essential
and meaningful feature of AFs that holds a time-stamp for an activity. The L2S feature
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is a flag that maintains extra information to assist other features to segment unlabeled
sensor data. Our modified FreSen holds important information about sensor activities,
and provides a threshold for segmentation. For instance, the FreSen L2S Int approach
is used to segment the streaming sensory data by meeting the conditions of the frequency
of sensory data (FreSen) with a high probability, the last two sensors (L2S), and the
interval (Int) in a segment. Algorithm 6 details the multi-feature method using AFs.
Multi-feature windowing approaches combine more features to segment the sensor
data in an online fashion. Indeed, multi-feature methods are appealing, mainly because
they are able to improve on a single feature which can provide more accurate recognition.
On the other hand, in a smart home testbed, different activities trigger a similar
set of sensors which causes overlapping activities. Nevertheless, our proposed dynamic
multi-feature method is able to distinguish these overlapping activities. A clear example







a) Ground truth of activities
b) Segmentation of activities







Figure 6.4: An example of segmenting overlapped activities using a dynamic multi-
feature method using AFs.
method reads unlabeled sensor data and segments them, based on the generated AFs.
These sensors are added to all available activities windows until meeting the condition
criteria of features which is validated in line 14 of Algorithm 6. A feature function
always exists where k > 0, and each feature has its own conditions for segmentation
which are detailed in Section 6.2.1. Thus, all features in the multi-feature windowing
approach must verify their conditions and each return a true value to segment and
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retrieve features.
If a window does not satisfy all the conditions of the features for an activity, the
window is discarded and a new activity window is created for reading activated sensor
events. Figure 6.4, which is a graphical representation of Algorithm 6, shows how
activities, particularly overlapping activities, are segmented.
In Figure 6.4, sensors S1, S2 and S3 are added to segment 1 of both Activity 1 and
Activity 2. However, Activity 2 did not satisfy the conditions and has been discarded.
Immediately after, a new window of Activity 2 is created to read incoming activated
sensors S2 and S4. The same procedure is performed for Segment 2 of Activity 2 which
overlaps with Segment 2 of Activity 1.
In this chapter, we use a Näıve Bayesian classifier for modeling streaming sensory
data for real-time application. Because the learning algorithm is very simple, efficient,
and effective, it is therefore suitable for learning from high-speed and massive data
streams (Nguyen et al., 2011). The details of the Näıve Bayesian classifier with Laplace
correction in stream learning are elaborated on in Chapter 5, Section 5.2.
6.3 Experimental Results
To evaluate our proposed approach, we used real-world datasets from the Washington
State University (WSU) CASAS smart home project. We chose three datasets: Tulum
2009 (Cook and Schmitter-Edgecombe, 2009), Tulum 2009/2010 and Aruba (Cook,
2012).
6.3.1 Evaluation Metrics
In order to evaluate the performance of our proposed methods in a real-time setting,
we split the data into training (80% of the data) and testing (20% of the data) parts
(Weiss and Kulikowski, 1991) where the training data used in offline phase to build the
learning model and AFs. The remaining unlabeled stream data are applied for testing
the methods, and labels are revealed only for evaluation purposes.
For the measurement, we used Accuracy and F -score metrics as detailed in Chapter
3, Section 3.3.
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6.3.2 Results and Analyses
In this section, we have carried out experiments on three data sets (as illustrated
in Section 6.3) using the baseline and proposed multi-feature windowing approaches.
These approaches and their notations are summarised for clarity in Table 6.1. The
performance of the state-of-the-art and multi-feature windowing methods for reading

















































































































































































































































As shown in this table, we evaluated the performance of baseline methods, namely
MI and FreSen. Krishnan et al. (2014) argued that MI outperforms the fixed-time
and sensor-based windows. On the other hand, Wan et al. (2015) proved the FreSen
method gives better presentation and precise results compared to MI. However, these
methods did not consider the unsupervised nature of data in a real-time environment,
and they used a fixed window size for segmenting the unlabeled sensor data. Also,
they did not resolve the imbalance issue of the data in an online fashion. When the
numerous activities occur in an online mode until the condition is satisfied (as referred
to Algorithm 6), the activities might be biased towards some labels which might be
faced with imbalance label problems. Thus, the model might predict wrong labels.
However, not only did we resolve the imbalance issue in an online mode (details
elaborated in Chapter 5), but also our multi-feature windowing methods using AFs could
even segment this data with overlapping activities. Table 6.2 also demonstrates that
MI FreSen Int features allow the NB classifier to achieve 100% accuracy on the Aruba
dataset, whereas the combination MI Int features obtained much better performance on
Tulum2009 and Tulum2010 datasets. On the other hand, the accuracy of using only MI
or FreSen features on the Tulum2009 dataset is very low. As intimated earlier, this is
because of the level of imbalance among classes within these different datasets. Therefore,
the accuracy is not a proper metric to evaluate the classier performance. Overall, our
proposed approaches against the MI and FreSen methods attained comparable or
better results with regard to accuracy and F -score metrics which are shown in Table
6.2.
It is worth mentioning that the performance of fixed-time and sensor-based windows
is poor for reading sensor events when the length of the window is static (Krishnan
et al., 2014), while our proposed multi-feature windowing approach has the advantage
of giving more confidence, as well as providing more information for the segmentation.
Therefore, we suggest that performance in adopting multi-features is better over the
use of a single feature. The experiments showed that the performance of our proposed
methods is comparable or better than the baseline methods (MI and FreSen) in a
real-time setting.
6.4 Running-time Analysis
The approaches are implemented using the C# .NET programming language and run
on a computer using Windows 7 Professional (64-bit operating system) with an Intel
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Quad Core i5 CPU @ 3.40GHz and 8GB of memory.
Table 6.3: Average running-time of approaches on Tulum2009, Tulum2010 and Aruba
datasets in a real-time setting (milliseconds/segment).
Datasets/Methods MI FreSen MI Int MI FreSen Int MI L2S Int FreSen L2S Int
Tulum2009 1.77 15.73 0.6251 1.34 1.22 2.64
Tulum2010 3.22 6.45 3.2 7.24 10.75 26.93
Aruba 1.75 15.54 1.83 20.17 4.23 151.41
Table 6.3 shows the average running-time of the methods in milliseconds (ms) per seg-
ment. As shown in Table 6.3, the running-time of some methods (e.g. FreSen L2S Int) is
higher. The main reason is that some activities (e.g. in Tulum2009/2010 dataset, ‘Sleep-
ing in Bed’ and ‘Watch TV’ activities) have a longer duration. Therefore, segmenting
such activities also takes longer.
6.5 Summary
Segmenting unlabeled streaming sensor data from smart home testbeds is a challenging
task, especially when there is a need to recognise overlapping events due to multiple
residents inhabiting the house. In this chapter, we presented a novel recognition
framework to address this problem, by using AFs to dynamically segment this data, in
combination with a NB classifier to recognise such activities, even when the activities
overlap. Experimental results demonstrated that our approach achieved comparable or
better results compared with several state-of-the-art windowing approaches.
Despite solving the aforementioned problems, we still need an approach to accurately
model the sensor-based human activity recognition which is collected from sequential
sensor events in an online fashion. Moreover, a more challenging problem is to discover
and learn unknown activities that have not been observed or predefined by users in
smart home applications. Thus, the proposed approach which is detailed in the following




Random Field for Recognising
Activity-driven Behaviour
7.1 Introduction
In today’s world, the integration of technologies in pervasive computing and machine
learning has brought a lot of interest to the development of smart environments. This
technology can provide valuable functions for health monitoring, e.g. depression and
stress detection (Canzian and Musolesi, 2015), clinical assessment of cognitive health
(Dawadi et al., 2016), and activity-driven behaviour (Consolvo et al., 2009). The
necessity for such development is emphasised by the cost of formal health care, an
ageing population, and individuals’ preference for independent living. Therefore, in
such pervasive computing applications, activity recognition plays an essential role to
detect users’ and residents’ behaviour, particularly from sequential data collected from
the range of sensors which are embedded in such an environment. A critical part of this
research is to design a model for an online setting to detect and accurately recognise
the execution of activities of daily living.
The difficulty of segmenting and labeling sequences of observations arises in various
research areas, bioinformatics, speech recognition, and particularly activity recognition
in smart homes. We discuss here only related works on human activity detection and
recognition using discriminative and generative models. Generative approaches have
been effectively applied for activity recognition such as Naive Bayes (NB) classifier
(Tapia et al., 2004) and Hidden Markov Models (HMMs) (Rashidi et al., 2011; Kapoor
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and Picard, 2001; Ye et al., 2015). Discriminative models have been extensively used
in object and human activity recognition, namely Support Vector Machines (SVM)
(Fleury et al., 2010b), Decision Trees (DT) (Bao et al., 2004), and Conditional Random
Fields (CRFs) (Kumar et al., 2003; Van Kasteren et al., 2008). Similarly, a CRFs
model was applied to classify human motion activity and demonstrated their model
was more accurate than Maximum-Entropy Markov Models (MEMMs) (Sminchisescu
et al., 2006). Hoare and Parker (2010) developed a system to use CRFs to determine
the human’s intended goal. The CRFs were run, using an online method that uses
the whole observation up to the current time to classify the label. However, they used
different features to improve the time and accuracy for the correct classification. To
recognise the object, Quattoni et al. (2007) developed a hidden-state model (i.e. HCRF)
which is a combination of CRFs to use complex features of the observations and HMMs
to learn latent structure. They proved that multi-class HCRF outperformed HMMs
for the arm gesture recognition. There is another work that used a Hidden-state CRF
model on object recognition for modeling speech (Gunawardana et al., 2005).
Nowadays, one of the more popular techniques to model sequential sensor data
is Hidden Conditional Random Fields (HCRFs) (Lafferty et al., 2001) which suggest
several advantages over HMMs, such as incorporating dependencies between variables
that can be a good approximation to more highly connected models (Quattoni et al.,
2007). Moreover, HCRF allows richer sets of overlapping features, has the advantage of
dependencies of sequential activities, and ignores the negative effect of imbalanced data
during its training part (McCallum et al., 2003; Torres et al., 2016).
In this chapter, we propose an Online Hidden-state Conditional Random Fields
(OHCRFs) approach to model the sequential sensor-based human activities in a real-
time setting. This approach uses the adaptive Resilient Gradient Algorithm (RGA)
(Riedmiller and Braun, 1993) to optimise the parameters in online learning. Furthermore,
we deploy a log-likelihood of the proposed method to recognise activities between
annotated (i.e. normal) and unknown (i.e. abnormal) activities. Unknown activities are
the activities that have not been observed or predefined. This is because in a real-world
environment, it is impractical to presume that users/residents will only accomplish a
set of predefined activities over a long-term period. As intimated in Section 3.4, we
annotated the uninformed activated sensors with the ‘unknown’ label.
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7.2 Conditional Random Fields(CRFs)
CRFs are a probabilistic model which was introduced by Lafferty et al. (2001). CRFs is
a conditional distribution p(y|x) are x is an observation and y is a class label. Due to
this conditional model, there is no need to explicitly represent the dependency among
input variables (x). As discussed in Lafferty et al. (2001), the label variables (y),
according to the undirected graphical model, are conditioned on the input variables.
The key point in CRFs models is the choice of feature functions (Sutton et al., 2012)
and a learning algorithm to model the data distribution well. There are several ways to
construct CRFs and define their feature vectors. In this case, a CRFs model is created
directly, using a Markov discrete function. This framework provides some functions
which are specialised to a specific set of problems, namely sequential sensor-based
activity recognition which is solvable by a discrete HMM classifier. Therefore, this CRF
is created using a set of discrete features.
In a Markov model, the feature functions are defined, based on transition and emis-






This is equivalent to the following form:










It is worth mentioning that the two parts of Eq. (7.2) have almost similar form.
There are two matrices to specify the model which are depicted as follows.
n
A
a11 a12 · · · a1n−1 a1n
a21 a22 · · · a2n−1 a2n
...
an−11 an−12 · · · an−1n−1 an−1n





b11 · · · b1m
b21 · · · b2m
...
bn−11 · · · bn−1m
bn1 · · · bnm

m
Thus, by linearising these matrices into a single parameter vector, only one struc-
ture will be maintained which can be accessed by indicator functions (fedge and fnode).
104
fedge(yt, yt−1, x; i, j) = 1{yt=i}1{yt−1=j} and fnode(yt, yt−1, x; i, o) = 1{yt=i}1{xt=o} are re-
ferred to as transition and emission matrices respectively. The notation 1y=i denotes an
indicator function of y which takes the value 1 when y = i and 0 otherwise. Later on, a


































λ : a11 a12 · · · a31 a32 · · · ann b11 b12 · · · b21 · · · bnm
k = n× n+ n×m
where λ is a parameter vector of transition and emission matrices. To simplify the
feature function, the transitions (fedge) and emissions (fnode) functions are converted to
an indicator feature function to represent all parameters as a vector (as shown below).
By considering weight parameters (λ), the joint probability




























As Eq. (7.3) shows, it is still the form of a Markov model. However, because the
parameter values are not limited to the form probabilities, it is required to marginalize


























7.2.1 Hidden Conditional Random Fields (HCRFs)
By introducing another layer of hidden states (also called “latent variables”), CRFs
were extended to hidden CRFs (Wang et al., 2006). Hidden CRFs are designed to
assign a single label to every sequence. This is different from MEMMs and linear-chain
CRFs, which assigned a label to every observation in a sequence, and different from
HMMs too. Therefore, the CRFs model is devised for classification. To do so, the first
initial step is to integrate hidden/latent variables into the CRFs formulation. This
is can be done by adding the potential functions (Ψ), as well as having the partition
function (Z) to accommodate a new input, the class label s.






Ψc(xc, yc, sc; θp) (7.6)
where




λpk.fpk(xc, yc, sc; θp)
}
(7.7)
To perform a sequence classification, the set of sequence states, y, are hidden. Thus, it
is assumed these variables are hidden or latent. Therefore, the model is called Hidden













Ψc(xc, yc, sc; θp) (7.8)
Here, the joint probability over y by summing over all possible variations of y, is
marginalised.
7.2.2 Objective function and parameters estimation
Training the HCRF is the process of finding the optimum values for HCRF parameters
(λ). These parameters demonstrate the relations between observations (x) and class
labels (y). In this chapter, smart home training data consists of n class labels, T =
{(Xl, Yl), (X2, Y2), . . . , (Xn, Yn)}. The maximum likelihood parameters estimation for
the model representing the conditional probability




exp(λf(t, yt−1, yt, X)) (7.9)
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(fi(t, yt−1, yt, X))−
∑
Y
P (Y |X)fi(t, yt−1, yt, X) (7.11)
7.3 Adaptive Resilient Gradient Algorithm
The kernel of the Resilient Gradient Descent Algorithm (RGA) was proposed by
Riedmiller and Braun (1993). Algorithm 7 shows is a pseudo-code and how it adapts
the weighted parameters in the learning process of OHCRF in a stream mode. Compared
with Stochastic Gradient Descent (SGD), the convergence of RGA is better and the
adaptation of updated-weights is obvious by gradient behaviour (Riedmiller and Braun,
1993). Moreover, the parameters for RGA are free from specifying exact values for
these parameters, as opposed to SGD which requires values for the learning rate to
be empirically established. Overall, compared with SGD, RGA makes two significant
modifications. First, it uses only the sign of the gradient to determine a weight delta,
rather than using the magnitude of the gradient. Second, RGA preserves separate
weight deltas for each weight and adapts these deltas during training instances, rather
than using a single learning rate for all weights.
As depicted in Algorithm 7, firstly, all update-values (∆i) are initialised with
∆0 = 0.1 which specifies the size of the first weight-step. The choice of ∆0 = 0.1 is not
critical at all because as referred to by Riedmiller and Braun (1993), with smaller or
larger values of ∆0, a better score convergence is reached. To prevent underflow, as
well as overflow problems of floating-point variables, the domain of updated-values is
controlled to a lower and upper limit (∆min = 1e
−6 and ∆max = 50.0). η
+ = 1.2 and
η− = 0.5 are increase and decrease factors respectively. The adaptive updated-value (∆)
changes over the learning process, based on the local sign of an objective function as
defined in Eq. (7.11). Whenever the previous and the current partial derivatives of the
weight, λi, have different signs, it specifies that the last update was too large and the
algorithm has missed the local minimum. However, the update-value (∆i) is reduced by
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the factor η−. If the previous and the current partial derivatives have the same signs,
the ∆i is to some extent increased by η+ in order to speed up convergence in shallow
regions. After adapting ∆i for each λi, λi is reduced by its updated-value (−∆i(t)), if
∂`(t)
∂λi
> 0 (i.e. increasing error). If ∂`(t)
∂λi
< 0, λi is added (+∆i(t)). As intimated earlier,
when the partial derivative changes sign, the previously used delta is reduced and the
weight-update is reverted to the previous value. However, because of the backtracking
weight-step, the partial derivative is supposed to change its sign once again in the
following step. Thus, to prevent a double penalty of the update-value, there should be
no adaptation of the update-value in the successive step. In this algorithm it can be




This research is conducted with two types of activities, namely annotated (i.e. normal)
and unknown (i.e. abnormal) activities. The annotated activity is an activity that is
predefined/informed by user(s), while unknown activity is a failed activity or resident(s)
did not intend to inform their activity.
7.4.1 Setup
In this research, we have carried out experiments on three real-world datasets: Tulum2009,
Tulum2009/2010 and Aruba from the Washington State University (WSU) CASAS
smart home project which are detailed in Chapter 3, Section 3.4. Tulum and Aruba
housed two married residents and a volunteer female resident respectively, who performed
their normal daily activities. These three datasets consist of motion and temperature
sensors.
For the evaluation purposes of multi-class classification, Accuracy (Acc) and F -score
(F ) metrics were selected to compare our proposed method (OHCRF-RGA) performance
with the state-of-the-art approaches. For Accuracy (Acc): Let NAi be the total number
of sensor windows associated with a predefined activity Ai, and the number of correctly
classified windows for this predefined activity be TPAi . The activity classification





, where m is the total number of predefined
activities. For the F -score (F ): Let PR and RC represent the precision and recall for
activity Ai, then the F -score for this activity is computed as: 2× PR×RCPR+RC . The F -score
is included as an appropriate metric; particularly for having imbalanced data. The
details of metrics are elaborated on in Chapter 3, Section 3.3.
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For binary classification (annotated vs. unknown activities), we used two more
performance metrics which were employed for evaluation: Area Under the ROC Curve
(AUC) and Rate of Detection (RD). The RD is defined as RD = 1 − EER, where
EER stands for the Equal Error Rate. The details of the metrics are elaborated on in
Chapter 3, Section 3.3.
7.4.2 Multi-class Classification: Annotated Activities
In this study, we performed the methods with a different sample size rate. Figure 7.1
shows how the F -score changes with varying sample size, by depicting the relationship
between the sample size rate and the model performance, with respect to the F -score.
The horizontal axis shows the sample size of the training set which can vary from
50% to 95% of the total number of training instances. The F -score of the model,
which is represented in the vertical axis, is produced by an induction algorithm while
given a size of sample. As shown in Figure 7.1(a), the F -score curve of our proposed
approach (OHCRF) gradually increases, while the HMM had a sudden change between
the sample rate of 0.6 to 0.65. For Tulum2010 (Figure 7.1(b)), OHCRF was drastically
increased from the point 0.85. As depicted in Figure 7.1(c) for the Aruba dataset,
OHCRF was well-behaved over various sample rates. In other words, the slope of
the F -score is almost monotonically non-increasing with different sample size rates.
Table 7.1 illustrates the performance of these methods with regard to Accuracy (Acc),
Precision (PR), Recall (RC) and F -score (F ) for these three datasets. As shown
in Table 7.1, we evaluated the performance of a set of base methods, namely HMM,
SVM and OHCRF-SGD. Moreover, we used SGD to optimise the weight parameters
of HCRF in an online setting. However, as presented in Table 7.1, for Tulum2009
and Tulum2010, our proposed method OHCRF-RGA outperformed the state-of-the
art methods. As compared with OHCRF-SGD, the RGA algorithm plays an essential
role in OHCRF-RGA to optimize the parameters of OHCRF. However, for the Aruba
dataset, OHCRF-RGA achieved favourable results, compared with the state-of-the-art
methods.
7.4.3 Binary Classification: Annotated vs Unknown Activi-
ties
Activated sensor events with no corresponding activity are referred to as unknown
activity. However, in this chapter, we experimented with the methods in binary classes:
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Annotated vs unknown activities. In this chapter, we identified a new research question
in activity recognition to discover, as well as to learn, unknown activities that have
not been predefined or observed. In a practical environment for a long-term period, it
is infeasible to presume that users/residents will only accomplish a set of predefined
activities. Users might perform the same activities in a different manner or behave with
a new type of activity. However, failing to discover or update the activity model to
incorporate new patterns or activities will outdate the model and result in unsatisfactory
service delivery. To address this problem statement, we explored HCRF to provide the
log-likelihood of segmented sensor events to distinguish the annotated and unknown
activities. Therefore, this solution allows the approach to discover and learn unknown
activities over time. We performed the methods over three datasets which are depicted
in Figure 7.2. We compared our approach with the state-of-the-art approaches on
Tulum2009, Tulum2010 and Aruba datasets on both the ROC curves in Figure 7.2(a-c)
and the RD metric in Table 7.2. As can be seen in Table 7.2, OHCRF-RGA achieved
the better RD on all three datasets, and the best AUC and RD on the Aruba dataset
which is 100%.
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Algorithm 7: Adaptive Resilient Gradient Algorithm
Input: Increase and decrease parameters: η+ = 1.2, η− = 0.5;
To avoid overflow and underflow the upper limit and lower limit of update-value
are ∆max = 50.0 and ∆min = 1e
−6;
Training
Set ∆0 = 0.1;
while epoch < maxEpochs do
foreach j ∈ [1 . . . n] do
// Compute partial derivative and update all weights for each training
instance.
foreach t ∈ [1 . . . T ] do
Compute partial derivative of objective function for each training






∆i(t) = min(∆i(t− 1)η+,∆max);









∆i(t) = max(∆i(t− 1)η−,∆min);










































































































































































































































































































































































































































Figure 7.2: Comparison of ROC curves: (a) Tulum2009, (b) Tulum2010, (c) Aruba.
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Table 7.2: Performance comparison on Tulum2009, Tulum2010 and Aruba datasets.
Tulum2009 (%) Tulum2010 (%) Aruba (%)
Methods AUC RD AUC RD AUC RD
HMM 87.38 78.22 84.32 75.24 96.69 88.89
SVM 76.56 75.25 81.83 73.33 98.02 92.86
OHCRF-SGD 81.02 76.24 86.03 80.00 85.52 82.67
OHCRF-RGA 96.13 90.24 95.55 88.57 100 100
Table 7.3 shows the performance of approaches on three datasets while considering
annotated and unknown activities. As shown in Table 7.3, our proposed method,








































































































































































































































































In this chapter, we presented a new approach to address the problem of online activity
recognition with and without unknown activities. Using OHCRF with RGA to detect all
types of activities was proposed. We improved the performance of the proposed method
with regard to F -score, AUC and RD metrics through the optimisation algorithm
(RGA). This algorithm converged to a better score than SGD and did not depend on
the learning rate. Our method, OHCRF-RGA, is robust for biased data during training,
uses dependencies between variables that can be a good approximation to more highly
connected models, and permits a rich set of overlapping activities. Experimental results
on datasets acquired from multiple residents in smart home test-beds exhibit the better
performance of our approach compared with the state-of-the-art methods.
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Chapter 8
Conclusion and Future Work
8.1 Conclusion
In recent years, activity recognition has played an essential role in health-care, security,
and monitoring, etc. Therefore, there is a lot of interest in human activity recognition
in a smart home environment, and many related studies have been done on this research
topic. However, the overall related studies are incomplete regarding several fundamental
questions, and this thesis intended to answer a few of these questions:
1. How can we develop an efficient method to manage and process a sequence of
activated sensors data in stream mode within time and space constrains in order
to recognise human activities when the sensor data arrive continuously at high
speed and sometimes with varying sampling rates?
2. With imbalanced multi-class distributions that cause misleading classification
outcomes, how can we find a simple, but efficient stream learning approach to
balance the sensor data without losing useful information with both multi-class
imbalance and stream learning issues?
3. How can an effective learning algorithm be developed so that the learnt model
can evolve on-the-fly from the unsupervised nature of data streams in a real-time
application?
4. How can we develop an effective algorithm to learn patterns online from collections
of sequential sensor events, as well as to discover the unknown activities that have
not been observed or predefined by residents?
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We have collectively answered these research questions either in a specific chapter,
or in related chapters which are as follows:
1. Proposing a new event classification method called Adaptive Cluster-
Based Ensemble Learning of Streaming sensor data (ACBEstreaming)
in Chapter 4.
To meet the challenges of attaining real-time activity recognition from online
streaming sensor data, we propose the ACBEstreaming approach which contains
desirable features such as adaptive windowing, detecting relevant sensor events
using a time decay function, preserving past sensor information in its current
window, and forming online clusters of streaming sensor data. The proposed
approach improves the representation of streaming sensor-events, and learns and
recognises activities in an online fashion. Experiments conducted using a real-
world smart home dataset for activity recognition have achieved better results
than the current approaches with regard to observed accuracy (Eq. 3.4) and
Kappa (Eq. 3.1) measurement.
2. Proposing a new multi-class stream imbalance ensemble method using
the median prior probability procedure where the base learner is a
Näıve Bayesian classifier in Chapter 5.
An argument in the learning from the imbalanced multi-class distributions that
cause misleading classification outcomes is the imbalanced ratio in a sensor data
stream which is vigorously changing. Due to the presence of an inadequate
representation of sensor data stream and class distribution skews, learning from
such data warrants a new algorithm to transform balanced data into a model in a
stream fashion. Thus, a multi-class stream imbalance ensemble method, using
the median prior probability procedure is proposed to model the sensor data that
incorporates the challenges of both multi-class imbalance and stream learning.
In our proposed method, where the base learner is a Näıve Bayesian classifier,
each training instance from any of the classes involved in learning is based on the
thresholding on the median prior probability to aid in balancing the classes. Our
proposed method diverges from state-of-the-art approaches because it is robust to
outliers, retains more useful information, and does not depend much on sample
size which affects classification. Also, it has a simple conceptual justification
and is easy to implement. We have illustrated the effectiveness of the proposed
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method on two smart home testbed datasets. Our proposed method compares
favourably with state-of-the-art approaches.
3. Proposing a novel multi-feature windowing approach to segment un-
supervised sensor stream data in a real-time application in Chapter
6.
Segmenting sensor events for activity recognition has many key challenges due
to its unsupervised nature, the real-time requirements necessary for online event
detection, and the possibility of having to recognise overlapping activities. A
further challenge is to achieve robustness of classification due to the sub-optimal
choice of window size. To this end, we present a novel real-time recognition
framework to address these problems. The proposed framework is divided into
two phases: off-line modeling and online recognition. In the offline phase, a
representation called Activity Features (AFs) is built from statistical information
about the activities from annotated sensory data, and a Näıve Bayesian (NB)
classifier is modeled accordingly. In the online phase, a dynamic multi-feature
windowing approach using AFs and the learnt NB classifier is introduced to
segment unlabeled sensor data, as well as to predict the related activity. How
this online segmentation occurs, even in the presence of overlapping activities,
diverges from many other studies. Experimental results demonstrate that our
framework can outperform the state-of-the-art windowing-based approaches for
activity recognition involving datasets acquired from multiple residents in smart
home testbeds.
4. Proposing a novel approach which is called OHCRF-RGA to recognise
abnormal/unknown human activity behaviours in Chapter 7.
More challenging problems in smart home applications are accurately recognising
sensor-based human activity, which is based on learning patterns online, from
collections of sequential sensor events, and discovering, as well as learning unknown
activities that have not been observed or predefined. This is because in a real-
world environment, it is impractical to presume that users/residents will only
accomplish a set of predefined activities over a long-term period. To address
the issues of classifying sequential data where there are multiple sensor-based
activities which might be overlapping, we propose an online Hidden Conditional
Random Field (OHCRF) using a Resilient Gradient Algorithm (RGA) to recognise
human activity behaviours. The discriminative nature of our OHCRF models
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the sequential observations of an online stream, resolving the level of biased data.
The proposed adaptive RGA approach is used to update OHCRF’s parameters for
online learning. Compared with Stochastic Gradient Decent (SGD), the proposed
adaptive RGA converges to a better score, and has an efficient and transparent
adaptation process. Experimentally, we have demonstrated that our proposed
approach can outperform the state-of-the-art methods for sequential sensor-based
activity recognition, involving datasets acquired from residents in smart home
testbeds.
8.2 Limitations and future work
The research scope of human activity recognition analysis in smart home environments
is extensive and multifaceted. In this thesis, we aimed to highlight several promising
directions for future research that may develop from this thesis.
From the related works in sensor-based human data in smart homes, although the
ACBEstreaming approach is incrementally learnt and built by sensor data streams,
there is a need to develop a stronger cluster ensemble-based model that operates in an
autonomous manner for clustering binary sensor data and in particular, can choose the
number of clusters adaptively in an online fashion. However, due to time constraints,
future work may be carried out by considering the Silhouette value to validate the
choice of the number of clusters, as well as to look at classification outcomes in a stream
mode.
Another limitation in sensor-based human activity recognition research is evaluating
the performance of the proposed method for enhancing activity recognition by consider-
ing evidential fusion. In a smart home environment, sensors may not always provide
reliable information due to either operational tolerance levels, faults or corrupted data.
Therefore, we need to address the fusion process of contextual information derived from
uncertain sensor data to attain precise activity recognition.
In smart home research domains, environments are dynamic, and residents change
their preferences, behaviour, and locations over time. To take these potentials, concept
drift has to be considered in non-stationary environments as an another future work.
There are a few concepts, including outliers, novelty, and data from the same distribution
which need to be well considered and distinguished. In concept drift detection, outliers
deviate from other distributions and over time, their frequency becomes low. This can
be controlled by a fading function or weighted cluster that will expire if it exceeds a
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certain threshold. Novelties behave differently from outliers and over time, they show
new behaviours. In other words, they will have a new distribution compared with
previous distributions. In such circumstances, the model should be able to update
itself or adapt to a new distribution (i.e. a new environment). More details about the
concept drift framework, such as the type of drifting and when to update the model,
are elaborated on in Gama et al. (2014).
To find the abnormal human behaviours in a smart home, we proposed online
hidden conditional random fields with resilient gradient descent (OHCRF-RGA) to
optimise parameters. However, the runtime of training is very consuming and it takes a
long time to be modeled. On average, for our dataset it is about 30-40 minutes. One
quick solution is dividing data into mini-batches and running each batch on distributed
systems. The parameters in RGA are updated by averaging the collected results from
mini-batches. But, the updates in RGA wouldn’t be good enough when there would
be too much randomness in stochastic gradient descent, then the size of steps would
jump around very much. However, the alternative solution to the optimisation of model
parameters might be using evolutionary algorithms to achieve better accuracy. For
instance, genetic algorithms are potentially helpful in solving optimisation problems
based on an objective function and enhance convergence rate by tuning parameters.
Moreover, this thesis focuses only on the use case called “pattern of action” (refer
to Section 2.6) to find unknown/abnormal activities. There are more use cases to
define abnormal behaviours such as ‘Temporal’, ‘Spatial’, ‘Environment changes’, and
‘Context switching’ (more details can be found in Section 2.6). However, this model
might need to be extended to non-stationary environments to be able to be learned
and to be updated when the concept drift occurs.
Using deep learning methods such as long-short-term memory (LSTM) in smart
home domains it can be another future work of extracting features from sensor data to
have a better human activity recognition in an online fashion. However, there are some
limitations when we modify the learning scheme of LSTM to be applicable in online
learning. In online learning, updating the model might be time consuming and have
high computation complexity. In LSTM, with the batch size of one, the network weights
are updated for each training instance. Although, it learns quickly for each training
instance compared with full batch data, the parameters and validation loss might lead
to instability (Liu et al., 2018; Kim and Cho, 2018). However, a good area for future




Abdallah, Z. S., Gaber, M. M., Srinivasan, B. and Krishnaswamy, S. (2015). Adaptive
mobile activity recognition system with evolving data streams, Neurocomputing
150: 304–317.
Al-Fuqaha, A., Guizani, M., Mohammadi, M., Aledhari, M. and Ayyash, M. (2015).
Internet of things: A survey on enabling technologies, protocols, and applications,
IEEE Communications Surveys & Tutorials 17(4): 2347–2376.
Alemdar, H., Ertan, H., Incel, O. D. and Ersoy, C. (2013). ARAS Human Activity
Datasets in Multiple Homes with Multiple Residents, 7th International Conference on
Pervasive Computing Technologies for Healthcare and Workshops, IEEE, pp. 232–235.
Arifoglu, D. and Bouchachia, A. (2017). Activity Recognition and Abnormal Behaviour
Detection with Recurrent Neural Networks, Procedia Computer Science 110: 86–93.
Augustyniak, P. (2014). Intelligent Sensing and Learning for Assisted Living Appli-
cations, Human-Computer Systems Interaction: Backgrounds and Applications 3,
Springer, pp. 155–166.
Bao, L., Intille and S, S. (2004). Activity recognition from user-annotated acceleration
data, Pervasive computing, Springer, pp. 1–17.
Berger, A. L., Pietra, V. J. D. and Pietra, S. A. D. (1996). A maximum entropy
approach to natural language processing, Computational linguistics 22(1): 39–71.
Bifet, A. and Gavalda, R. (2007). Learning from time-changing data with adaptive
windowing, Proceedings of the 2007 SIAM international conference on data mining,
Vol. 7, SIAM, pp. 443–448.
Bifet, A., Holmes, G., Kirkby, R. and Pfahringer, B. (2010). Moa: Massive online
analysis, Journal of Machine Learning Research 11(May): 1601–1604.
123
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