Abstract. This paper develops a significant extension of E. Lutwak's dual Brunn-Minkowski theory, originally applicable only to star-shaped sets, to the class of bounded Borel sets. The focus is on expressions and inequalities involving chord-power integrals, random simplex integrals, and dual affine quermassintegrals. New inequalities obtained include those of isoperimetric and Brunn-Minkowski type. A new generalization of the well-known Busemann intersection inequality is also proved. Particular attention is given to precise equality conditions, which require results stating that a bounded Borel set, almost all of whose sections of a fixed dimension are essentially convex, is itself essentially convex.
Introduction
The classical Brunn-Minkowski theory solves many problems in geometry concerning metric quantities such as volume, surface area, and mean width. The usual framework is the class of convex bodies in R n . The theory employs quantities called mixed volumes, of which volume, surface area, and mean width are examples. In fact, these are special mixed volumes called intrinsic volumes. Any intrinsic volume of a convex body can be represented as an average of volumes of its projections onto subspaces. See Schneider's excellent book [33, p. 295 ] for this fact, called the Kubota integral recursion, and much other information about the BrunnMinkowski theory.
In 1975, Lutwak [21] initiated the dual Brunn-Minkowski theory, in which the intersections of star bodies with subspaces replace the projections of convex bodies onto subspaces in the classical theory. Lutwak discovered that integrals over S n−1 of products of radial functions (see Section 2 for definitions and notation) behave like mixed volumes, and called them dual mixed volumes. Special cases of dual mixed volumes analogous to the intrinsic volumes are called dual volumes. A formula called the dual Kubota integral recursion (see [22] and [6, Theorem A.7 .2]) allows dual volumes to be represented as averages of volumes of intersections with subspaces.
A major success of the dual Brunn-Minkowski theory is the solution of the Busemann-Petty problem: If the central hyperplane sections of an o-symmetric (symmetric with respect to the origin) convex body in R n are always smaller in volume than those of another such body, is its volume also smaller? The problem was stated in 1956, and solved in [4] , [5] , [39] , and [40] (see [8] for a unified solution, and also [6, Chapter 8] and [18, Chapter 5] ) only after the crucial notion of the intersection body of a star body was introduced by Lutwak [25] . (The answer is positive if n ≤ 4 and negative otherwise.) Intersection bodies are dual to projection bodies, which are o-symmetric zonoids.
In 1990, the author introduced the term geometric tomography for the area of mathematics concerning the retrieval of information about a geometric object from data concerning its sections by subspaces or projections onto subspaces. Both the Brunn-Minkowski theory and its dual are useful in geometric tomography, and [6] explains the nature of the duality between the two (insofar as it is understood).
The star bodies considered by Lutwak, bodies star-shaped at the origin and with a continuous radial function (and hence containing the origin), are unnaturally restrictive; for example, even convex bodies not containing the origin are excluded. A dual Brunn-Minkowski theory for bounded Borel sets, essentially the largest class of sets for which measurability and convergence issues are reasonably straightforward, is not only desirable from a purely mathematical standpoint, but also allows applications that would otherwise be impossible. Such a theory was initiated by Gardner, Vedel Jensen, and Volčič [9] , who define some basic concepts such as dual volumes and intersection bodies for bounded Borel sets, and give details of applications to stereology. The present paper can be regarded as a sequel to [9] in which the focus is on fundamental notions such as chord-power integrals, random simplex integrals, and dual affine quermassintegrals, and inequalities involving them.
To explain some of the main results, we begin by recalling that if 0 ≤ i ≤ n, the (n − i)th affine quermassintegral of a convex body K in R n is defined by
where V i denotes i-dimensional Lebesgue measure, K|S is the orthogonal projection of K onto S, integration is with respect to Haar measure in the Grassmannian G(n, i) of i-dimensional subspaces of R n , and Φ 0 (K) = V n (K) and Φ n (K) = κ n . Grinberg [12] proved that these quantities are invariant under volume-preserving affine transformations. Lutwak [24] asked whether if 0 ≤ i ≤ j ≤ n, it is true that
This insightful question has not received the attention it deserves, for the only nontrivial cases for which it is known to have a positive answer, namely (i, j) = (0, 1) and (i, j) = (0, n − 1), are exactly the famous Petty projection inequality and Blaschke-Santaló inequality for osymmetric convex bodies, respectively (see [6, Theorems 9 .2.9 and 9.2.11] and the arguments in [6, Theorems 9.3.1 and 9.3.2]). In each case equality holds precisely when K is an ellipsoid. The Petty projection inequality is far stronger than the isoperimetric inequality for convex bodies (see [6, Section 9.3 
]).
If 0 ≤ i ≤ n, the (n − i)th dual affine quermassintegral of a bounded Borel set C in R n is defined by Φ n−i (C) = κ n κ i G(n,i)
, where Φ 0 (C) = V n (C) and Φ n (C) = κ n . Again, Grinberg [12] proved that these quantities are invariant under volume-preserving linear transformations. (Grinberg states his result for convex bodies, but the proof applies also to bounded Borel sets.) The question in the dual Brunn-Minkowski theory corresponding to Lutwak's above is whether if 0
This question was stated as Problem 9.6 in the first edition of [6] ; the reversal of the inequality sign in the passage from (1) to (2) is a standard feature of the duality at play. The only nontrivial cases for which this is known to have a positive answer are i = 0 and 1 ≤ j ≤ n (see [6, Theorem 9.4.4] ). The special case when (i, j) = (0, 1) and C is a convex body containing the origin in its interior is the celebrated Busemann intersection inequality (see [6, Corollary 9.4.5] ) giving an upper bound for the volume of the intersection body in terms of the volume of C in which equality holds precisely for o-symmetric ellipsoids.
In this paper we examine (2) . A major tool is an inequality due to Pfiefer [30] , who extended inequalities involving random simplex integrals found earlier by Blaschke and Groemer from convex bodies to compact sets. In Corollary 7.5 we retrieve [6, Theorem 9.4.4] , and hence the Busemann intersection inequality, for bounded Borel sets. The inequality itself follows easily from Pfiefer's result, but we also prove precise equality conditions. (The result was stated in [9, Proposition 4.12], but insufficient attention was given there to the case of equality.) These appear to require Corollary 6.5, which, together with its affine version, Corollary 6.8, may be of independent interest. These results say that a bounded Borel set, almost all of whose sections of a fixed dimension are essentially ellipsoids, is itself essentially an ellipsoid. They are deduced from Theorems 6.4 and 6.7, which state that a bounded Borel set, almost all of whose sections of a fixed dimension are essentially convex, is itself essentially convex, whose proofs appear to require measure-theoretic arguments involving Lebesgue's density lemma.
In Theorem 7.4 we prove a new generalization of the Busemann intersection inequality involving natural quantities corresponding to the dual affine quermassintegrals with the exponents n and 1/n replaced by p and 1/p for p > 0, again with precise equality conditions. A special case is an inequality (Corollary 7.6) involving dual volumes of the chordal symmetral and intersection body. But it turns out, surprisingly, that the inequality (2) is not always true, even for o-symmetric convex bodies, as we demonstrate in Theorem 7.7.
Lutwak [23] proved that for convex bodies K and L in R n , the Brunn-Minkowski-type inequality
holds. In Theorem 8.2 we prove the dual inequality
for star-shaped Borel sets K and L containing the origin. (We show by an example that this inequality does not hold for general Borel sets.) The possibility that inequality (3) may hold was raised in [7, p. 398 ]. The paper is organized as follows. In Section 3, chord-power integrals are defined and some basic relations between these and concepts such as mean dual volumes and radial pth mean bodies are established. Section 4 introduces random simplex integrals and Pfiefer's inequality. Formulas of the Kubota type for chord-power and random simplex integrals, some needed for the sequel, are obtained in Section 5. Section 6 contains results concerning bounded Borel sets, almost all of whose sections are essentially convex or essentially ellipsoids, and some related characterizations in terms of sections. Generalizations of the Busemann intersection inequality discussed above and a related inequality of Schneider [34, Satz 6.3.5] in which sections by subspaces are replaced with sections by planes, as well as other new inequalities of isoperimetric type, are the subject of Section 7. The final Section 8 contains the BrunnMinkowski inequality for dual affine quermassintegrals.
I am grateful to Eva Vedel Jensen, Markus Kiderlen, Dan Mauldin, and Gaoyong Zhang for very helpful discussions.
Definitions and notation
As usual, S n−1 denotes the unit sphere, B the unit ball, and o the origin in Euclidean nspace R n . By a direction, we mean a unit vector, that is, an element of S n−1 . If u is a direction, we denote by u ⊥ the (n − 1)-dimensional subspace orthogonal to u and by l u the line through the origin parallel to u. If x ∈ R n and r ≥ 0, B(x, r) denotes the closed n-dimensional ball with center x and radius r.
The characteristic function of a set A is denoted by 1 A . We write V k for k-dimensional Lebesgue measure in R n , where 0 ≤ k ≤ n, and where we identify V k with k-dimensional Hausdorff measure (V 0 is the counting measure). We let κ n = V n (B) and note that V n−1 (S n−1 ) = ω n = nκ n . The notation dz will mean dV k (z) for the appropriate k when this is clear. The notations dS and dE will denote integration on the sets G(n, k) of k-dimensional subspaces and E(n, k) of k-dimensional planes in R n , respectively, with respect to their canonical invariant measures usually referred to as Haar measure. See, for example, [34, Sätze 1.3.3 and 1.3.4]. We denote the Haar measures in G(n, k) and E(n, k) by ν n,k and µ n,k , respectively; ν n,k is a probability measure and µ n,k is normalized so that µ n,k ({E ∈ E(n, k) : E ∩ B = ∅}) = κ n−k .
We shall say that E equals F , modulo a set of V k -measure zero, if the symmetric difference E F has V k -measure zero.
The unqualified term measure zero will always mean V n -measure zero. A set is called o-symmetric if it is centrally symmetric, with center at the origin.
A set L is star-shaped at o if L ∩ l u is either empty or a (possibly degenerate) closed line segment for each
This definition is a slight modification of [6, (0.28) ]; as defined here, the domain of ρ L is always S n−1 . A body is a compact set equal to the closure of its interior. By a star body in R n we mean a body L star-shaped at o such that ρ L , restricted to its support, is continuous. This definition, introduced in [10] (see also [6, Section 0.7] ), allows bodies not containing o, unlike previous definitions; in particular, every convex body is a star body in this sense. (Other definitions, for example that of Klain [16] , [17] are not relevant for our purposes, since we only require bounded sets.) We denote the class of star bodies in R n by L n , and the subclass of star bodies containing o by L Then the radial sum K +L of K, L ∈ B n so can be defined either by K +L = {x +y : x ∈ K, y ∈ L}, or by (5) ρ
The ith dual volume V i (C) of C ∈ B n was originally defined by Lutwak [21] when C is a star body in R n containing the origin in its interior, by
Note that under this restriction on C, (6) is valid for all i ∈ R. When i > 0, definition (6) extends to C ∈ B n so . Various generalizations have been offered. For our purposes, it is useful to define the dual volume V i,k (C) for any C ∈ B n that is a subset of some S ∈ G(n, k), where 1 ≤ k ≤ n, but only for i > 0, by
where integration is with respect to V k . We then let V i (C) = V i,n (C), for any C ∈ B n and i > 0. When C is a star body containing the origin in its interior, (7) with k = n agrees with (6) via a change to polar coordinates.
We need yet another expression for V i (C). Let C ∈ B n and let i > 0. The point X-ray of C of order i at o is defined for u ∈ S n−1 by
n be a subset of S ∈ G(n, k), and let i > 0. By [9, Theorem 4.1], we have
Note that (7) with i = k implies V i,i (C) = V i (C) for C ∈ B n and C ⊂ S ∈ G(n, i), and in particular V n (C) = V n (C) for C ∈ B n . Note also that (10)
n . The chordal symmetral ∆C and intersection body IC of C defined for u ∈ S n−1
respectively. These definitions are taken from [9, p. 406] (note that the chordal symmetral in [9] is denoted by ∇ 1 C and its definition agrees with (11) when (10) is taken into account).
The following result was stated without proof in [9] , but it is not obvious. Indeed, the Steiner symmetral of a Borel set need not be a Borel set (see [20, Remark 7.1.6] ).
Lemma 2.1. If C ∈ B n , then ∆C and IC are o-symmetric sets in B n so .
Proof. Let C ∈ B n . It is clear from the definitions (11) and (12) that ∆C and IC are osymmetric and star-shaped at o.
Let D be the class of sets in B n whose chordal symmetrals have Borel radial functions. Then each closed ball is in D. If D n ∈ D, n ∈ N is an increasing sequence of sets and D = ∪ n D n , then by (11) ,
for each u ∈ S n−1 . By [15, Theorem 11.12] , the pointwise limit of Borel functions is a Borel function, so D ∈ D. Similarly, the intersection of a decreasing sequence of sets in D is in D. Moreover, it also follows from (11) that the union of a disjoint countable family of sets in D is in D. These properties and a result of Zelený [38] imply that D = B n and hence that ρ e ∆C is a Borel function on S n−1 . Of course, ∆C = {(u, ρ) ∈ S n−1 × R : 0 ≤ ρ ≤ ρ e ∆C (u)}. It follows from [15, Lemma 11.9 ] that ∆C is a Borel set.
The proof that IC is a Borel set is similar.
The ith dual quermassintegral W i (C) of C ∈ B n is defined by
whenever the right-hand side makes sense. Let C ∈ B n . The function
is well known; see, for example, [33, p. 411 ].
Chord-power integrals and related quantities
Let C ∈ B n and let i > −n. The quantity
where integration is with respect to V n , is called a chord-power integral. Background information about chord-power integrals is given in [35, Section 7] and the references cited there. By (15) with z = y − x and (7) with k = n and i replaced by n + i, we have for i > −n,
where we define, for C ∈ B n and i > 0,
Here V i (C) is the ith mean dual volume, introduced by Lutwak [22] when C is a convex body in R n (in which case integration in (17) can be taken over the interior of C).
We also have the following formula, noted independently by Cabo and Baddeley [1, Proposition 3]:
where g C is the covariogram of C and where we used (14) . Define, for i > 0,
an analog of the point X-ray of C of order i at o (compare (8)). Then, converting (18) to polar coordinates with z = tu, and using (19), we obtain for i > −n,
Equations (16) and (20) then imply that for i > 0,
an analog of (9) with k = n. For p > 0, define the radial pth mean body R p C of C to be the o-symmetric set in B n so such that
for all u ∈ S n−1 . Radial pth mean bodies of convex bodies were introduced and defined differently in [11] . When C is a convex body, [11, Lemma 3.1(ii)] shows that the definition (22) agrees with the one in [11] . Now from (6), (22) , and (21), we have for i > 0,
In other words, ith mean dual volumes are ith dual volumes of radial ith mean bodies.
To summarize the expressions involving the chord-power integral, we have, by (16) , (20) , and (23), and for i > −n,
Random simplices
By (7) with k = n, and (15) and (16) with i replaced by i − n, for C ∈ B n and i > 0 we have
Thus these quantities are essentially averages of powers of lengths of line segments, the first over line segments with one endpoint at o and the other in C, and the second over line segments with both endpoints in C.
More generally, one can consider averages of powers of volumes of simplices with vertices contained in a given set. For any C ∈ B n , p ∈ R with p > −n, and 1 ≤ q ≤ n, let
where [x 0 , x 1 , . . . , x q ] denotes the q-dimensional simplex with vertices at x 0 , . . . , x q . Then (24) and (25) are the special cases of (26) and (27) , respectively, when p = i − n and q = 1. Note also that by (15) , for i > −n,
We mention as an aside that it is known that
, where ΓC is the centroid body of C (see [6, Theorem 9.1.5]). The quantities g p,q (C) and h p,q (C) have played an important role in convex geometry, particularly in connection with affine isoperimetric inequalities; see, for example, [6, Chapter 9] and [26] .
When p > 0, both g p,q (C) and h p,q (C) decrease under Steiner symmetrization of the Borel set C. This was proved by Pfiefer (see [30, (2.4) ] for h p,q and [29, p. 70] for g p,q ), who utilized a generalization of Anderson's theorem on integrals of symmetric unimodal functions (see [7, Theorem 11.1] ). This is a major ingredient in the proof of the following result, first established for convex bodies by Blaschke and Groemer. It is proved in detail and slightly greater generality for h p,q in [30, Theorem 2] and it is remarked in [29, p. 70 ] that the same techniques yield the result for g p,q .
and if −n < p ≤ 0, these inequalities are reversed. If p = 0, then equality holds in the inequality for g p,q when q < n if and only if C is an o-symmetric n-dimensional ball modulo a set of measure zero, and when q = n if and only if C is an o-symmetric n-dimensional ellipsoid modulo a set of measure zero. The equality conditions for the inequality for h p,q are the same but with "o-symmetric" omitted.
Pfiefer states his results for compact sets rather than bounded Borel sets. Only a comment on the equality conditions seems necessary. Here Pfiefer uses the fact that the Steiner symmetral of a compact set is compact in order to establish measurability; see [29, pp. 46-53] for the details. However, it follows easily (or see [3, pp. 67-69] ) that the Steiner symmetral of a measurable set is measurable, so the required measurability also holds for bounded Borel sets.
and if −n < p ≤ 0, these inequalities are reversed. If p = 0, then equality holds in (29) when q < n if and only if C is an o-symmetric n-dimensional ball modulo a set of measure zero, and when q = n if and only if C is an o-symmetric n-dimensional ellipsoid modulo a set of measure zero. The equality conditions for (30) are the same but with "o-symmetric" omitted.
Proof. Let C ∈ B n . If t > 0, then by (26) ,
If t = κ 1/n n V n (C) −1/n , then V n (tC) = κ n and we can apply Proposition 4.1 with tC instead of C to obtain (29) together with its equality conditions. The proof for (30) is similar.
Recursion formulas of the Kubota type
The following lemma is [36, Proposition 4.5] with (p, r) = (k, 0). (The measure in G(n, k) in [36, Proposition 4.5] is equal to the one we use multiplied by the constant
[36, Proposition 4.5] gives the constant
, which reduces to that in the statement of the lemma.) We note that the special case q = k of the lemma is called the 
where
where c is given by (31) .
and use (26).
The following corollary is known as the dual Kubota integral recursion (see [9, Theorem 4 .3] with k 1 = k and k 2 = n).
n and i > 0, we have
Proof. Let p = i − n and q = 1 in Corollary 5.2 and use (24) .
The next result is a central ingredient of the proof of the generalized Busemann intersection inequality; see, for example, [6, Corollary 9.4.2].
Corollary 5.4. For C ∈ B n and 1 ≤ i ≤ n, we have
where c is given by (31) with k = q = i.
Proof. Let k = q = i and p = 0 in Corollary 5.2.
In order to obtain an analog of Corollary 5.2 for h p,q (C), we need the following lemma, given in [2, (6.2.35), p. 132]. It is a generalization of the affine Blaschke-Petkantschin formula in [34, Satz 6.1.5], which corresponds to the special case k = q, and appears to be essentially due to Miles (compare [27, p. 596, (16)]). The proof was communicated to us by Eva Vedel Jensen.
where c is given by (31).
Proof. Fix x 0 ∈ R n . By Lemma 5.1,
say. Let x 0 = y 0 + z 0 , where y 0 ∈ S and z 0 ∈ S ⊥ . By Fubini's theorem, we obtain
The result now follows by inserting f 0 (x 0 , S) and replacing x i by x i − x 0 for i = 1, . . . , q.
Corollary 5.6. For C ∈ B n , 1 ≤ q ≤ k ≤ n, and p > −n, we have
in Lemma 5.5 and use (27) .
The following corollary is a recursion formula for chord-power integrals that was proved independently by Cabo and Baddeley [1, Proposition 2].
Corollary 5.7. For C ∈ B n , i > −n, and 1 ≤ k ≤ n, we have
Proof. Put p = i and q = 1 in Corollary 5.6 and use (28) .
In [34, p. 177] , one can find the following formula for convex bodies K in R n :
However, this formula does not extend to arbitrary bounded Borel sets; in this setting, we have instead
the special case of Corollary 5.7 when k = 1. The case i = 0 of the previous equality is also worthy of special mention; together with (15) with i = 0, it gives
The latter formula finds an application in affine local stereology (see [36, p. 224] ), since an unbiased estimator of volume can be based on it. The counterpart of Corollary 5.4 is the following result.
Corollary 5.8. For C ∈ B n and 1 ≤ i ≤ n, we have
Proof. Let k = q = i and p = 0 in Corollary 5.6.
Some characterizations in terms of sections
Convexity is a low-dimensional property, in the sense that if D is an arbitrary subset of R n , 1 < i < n, and D ∩ S is convex for each S ∈ G(n, i) (or if 1 ≤ i < n and D ∩ E is convex for each E ∈ E(n, i)), then clearly D must be convex. In this section we prove that this also holds for "essential convexity," that is, convexity modulo sets of measure zero, and draw some conclusions for sets whose sections are essentially ellipsoids that will find application in Section 7. As in Lemma 2.1, establishing measurability for the purposes of Fubini's theorem takes a little work.
The essential infimum and essential supremum of a bounded measurable set A in R are defined by ess inf A = inf{a : V 1 (A ∩ (−∞, a]) > 0} and ess sup A = sup{a :
respectively.
Lemma 6.1. Let C ∈ B n and for each x ∈ R n−1 , let C x = {y ∈ R : (x, y) ∈ C}. If f (x) = ess inf C x and g(x) = ess sup C x , then f and g are extended real-valued Borel functions on R n−1 .
Proof. Let D be the class of sets in B n for which the statement of the lemma is true. Clearly each ball in R n belongs to D. Let C n , n ∈ N be an increasing sequence of sets in D whose limit C is bounded and hence belongs to B n . Then it is easy to see that for x ∈ R n−1 ,
Thus f is the pointwise limit of Borel functions and hence, by [15, Theorem 11.12 ], a Borel function. Similarly, g is a Borel function, so C ∈ D. Similarly the limit of a decreasing sequence of sets in D is again in D.
Suppose that C ∈ B n is a countable disjoint union of sets C n ∈ D. Then
Thus f is the infimum of a sequence of Borel functions and hence, by [15, Theorem 11.12] again, a Borel function. Similarly, g is a Borel function, so C ∈ D. Thus D contains all the balls and is closed under increasing and decreasing limits and countable disjoint unions. A result of Zelený [38] implies that D = B n , proving the lemma.
Lemma 6.2. Let C ∈ B n and suppose that for almost all x ∈ R n−1 , C x = {y ∈ R : (x, y) ∈ C} is a closed line segment L x , modulo a set of V 1 -measure zero. If F = ∪{L x : x ∈ R n−1 }, then F ∈ B n , modulo a set of measure zero.
Proof. There is a Borel set N ⊂ R n−1 such that V n−1 (N ) = 0 and for all x ∈ R n−1 \ N , C x is a closed line segment L x , modulo a set of V 1 -measure zero. Let G = ∪{L x : x ∈ R n−1 \ N }. Then by Fubini's theorem, F = G, modulo a set of measure zero. If f and g are defined as in the statement of Lemma 6.1, then
By Lemma 6.1, both f and g are Borel functions and it follows from [15, Lemma 11.9] that G is a Borel set.
In similar fashion we can prove the following "radial" version of Lemma 6.2.
Lemma 6.3. Let C ∈ B n and suppose that for almost all u ∈ S n−1 ,
n , modulo a set of measure zero.
Theorem 6.4. Let C ∈ B n , let 1 < i < n, and suppose that for almost all S ∈ G(n, i), C ∩ S is an i-dimensional convex body, modulo a set of V i -measure zero. Then C is a convex body, modulo a set of measure zero.
Proof. Assume that the lemma holds for i = n − 1, and let 1 < i < n. The hypotheses of the lemma imply that for T ∈ G(n, i + 1) \ N 0 , where ν n,i+1 (N 0 ) = 0, C ∩ S is an i-dimensional convex body, modulo a set of V i -measure zero, for ν i+1,i -almost all S ⊂ T . (We identify the set of i-dimensional subspaces S ⊂ T with G(i + 1, i).) Let T ∈ G(n, i + 1) \ N 0 . Identifying T with R i+1 and using the lemma with n = i + 1, we conclude that C ∩ T is an (i + 1)-dimensional convex body, modulo a set of V i+1 -measure zero. Thus the hypotheses of the lemma are satisfied when i is replaced by i + 1. By induction, they are satisfied when i is replaced by n − 1, and our assumption then yields the result. Therefore it suffices to consider the case i = n − 1.
Suppose, then, that for almost all u ∈ S n−1 , C ∩ u ⊥ is an (n − 1)-dimensional convex body, modulo a set of V n−1 -measure zero. Let D be the set of density points of C, that is, the set of x such that It therefore suffices to prove that D is convex. We may suppose that V n (C) > 0. Let x j ∈ D \ {o}, j = 1, 2, be distinct points in C and let 0 < t < 1; we aim to prove that z = (1 − t)x 1 + tx 2 ∈ D. Let 0 < ε < 1/2 and let r > 0 be such that V n (C ∩ B(x j , r)) > (1 − ε)r n κ n , j = 1, 2. Let 0 < δ < r. The set of u ∈ S n−1 such that u ⊥ meets B(x j , δ), j = 1, 2, and so B(z, δ) also, is of positive V n−1 -measure. Therefore the hypotheses of the lemma guarantee that we can choose x j ∈ B(x j , δ), j = 1, 2, and an (n − 2)-dimensional plane E with x j ∈ E, j = 1, 2 such that for all v ∈ (S n−1 ∩ (lin E) ⊥ ) \ N 1 , where V 1 (N 1 ) = 0, C ∩ v ⊥ is an (n − 1)-dimensional convex body, K v say, modulo a set of V n−1 -dimensional measure zero. (Here lin E ∈ G(n, n−1) denotes the linear hull of E.) Since B(x j , r − δ) ⊂ B(x j , r), j = 1, 2, we may choose δ > 0 small enough to ensure that in addition V n (C ∩ B(x j , r − δ)) > (1 − ε)r n κ n , j = 1, 2.
For V n−1 -almost all u ∈ S n−1 , we have C ∩ l u = F ∩ l u , modulo a set of V 1 -measure zero. Since F ∩ l u is a (possibly degenerate) line segment, F is measurable by Lemma 6.3. By an application of Fubini's theorem in a suitable polar coordinate system, C = F , up to a set, N 2 say, of measure zero.
Let
Consequently, V n (C ∩ B(z, r)) > (1 − 2ε)r n κ n and from this it follows that z ∈ D, as required.
Corollary 6.5. Let C ∈ B n , let 1 < i < n, and suppose that for almost all S ∈ G(n, i), C ∩ S is an o-symmetric i-dimensional ellipsoid, modulo a set of V i -measure zero. Then C is an o-symmetric n-dimensional ellipsoid, modulo a set of measure zero.
Proof. By Theorem 6.4, C is a convex body K, modulo a set of measure zero. By the BlaschkePetkantschin formula, Lemma 5.1, with q = 1, k = i, and f = 1 C K , V i ((C K) ∩ S) = 0 for almost all S ∈ G(n, i). Consequently, the hypotheses of the corollary hold when C is replaced by K. By continuity, K ∩ S is an o-symmetric i-dimensional ellipsoid for all S ∈ G(n, i). The result now follows by [6, Theorem 7.1.5].
Theorem 6.4 and Corollary 6.5 do not hold when i = 1. In this case the following lemma applies.
Lemma 6.6. Let C ∈ B n and suppose that for almost all u ∈ S n−1 , C ∩ l u is an o-symmetric line segment, modulo a set of V 1 -measure zero. Then C is an o-symmetric set star-shaped at o, modulo a set of measure zero.
Proof. There is a Borel set N ⊂ S n−1 of V n−1 -measure zero such that for all u ∈ S n−1 \ N , C ∩ l u is an o-symmetric line segment, modulo a set of V 1 -measure zero. It follows from (11) that for all u ∈ S n−1 \ N , C ∩ l u = ∆C ∩ l u , modulo a set of V 1 -measure zero. Since ∆C is a Borel set by Lemma 2.1, a straightforward application of Fubini's theorem in spherical polar coordinates implies that C = ∆C, modulo a set of measure zero. By Lemma 2.1 again, the result follows.
The next result is an affine version of Theorem 6.4. Theorem 6.7. Let C ∈ B n , let 1 ≤ i < n, and suppose that for almost all E ∈ E(n, i), C ∩ E is an i-dimensional convex body, modulo a set of V i -measure zero. Then C is a convex body, modulo a set of measure zero.
Proof. As in the proof of Theorem 6.4, we conclude that it suffices to consider the case i = n−1. Suppose, then, that for almost all E ∈ E(n, n − 1), C ∩ E is an (n − 1)-dimensional convex body, modulo a set of V n−1 -measure zero. It suffices to prove that the set D of density points of C is convex.
We may suppose that V n (C) > 0. Let x j ∈ D \ {o}, j = 1, 2, be distinct points in C and let 0 < t < 1; we aim to prove that z = (1 − t)x 1 + tx 2 ∈ D. Let 0 < ε < 1/2 and let r > 0 be such that V n (C ∩ B(x j , r)) > (1 − ε)r n κ n , j = 1, 2. Let 0 < δ < r. The set of E ∈ E(n, n − 1) such that E meets B(x j , δ), j = 1, 2, and so B(z, r) also, is of positive µ n,n−1 -measure. Therefore the hypotheses of the lemma guarantee that we can choose x j ∈ B(x j , δ), j = 1, 2, and an (n − 1)-dimensional plane E with x j ∈ E, j = 1, 2, such that for all t ∈ R \ N 1 , where V 1 (N 1 ) = 0, C ∩ (E + tu) is an (n − 1)-dimensional convex body, K t say, modulo a set of V n−1 -dimensional measure zero, where u ∈ S n−1 is orthogonal to E. Since B(x j , r − δ) ⊂ B(x j , r), j = 1, 2, we may choose δ > 0 small enough to ensure that in addition V n (C ∩ B(x j , r − δ)) > (1 − ε)r n κ n , j = 1, 2. Let
is either empty or a (possibly degenerate) line segment, F is measurable by Lemma 6.2. By Fubini's theorem, C = F , up to a set, N 2 say, of measure zero.
We now closely follow the last paragraph of the proof of Theorem 6.4 to conclude that z ∈ D, as required.
Corollary 6.8. Let C ∈ B n , let 1 < i < n, and suppose that for almost all E ∈ E(n, i), C ∩ E is an i-dimensional ellipsoid, modulo a set of V i -measure zero. Then C is an n-dimensional ellipsoid, modulo a set of measure zero.
Proof. By Theorem 6.7, C is a convex body K, modulo a set of measure zero. By Lemma 5.5, with q = 0, k = i, and f = 1 C K , V i ((C K)∩E) = 0 for almost all E ∈ E(n, i). Consequently, the hypotheses of the corollary hold when C is replaced by K. By continuity, K ∩ E is an i-dimensional ellipsoid for all E ∈ E(n, i). The result now follows from the False Center Theorem (see [6, Theorem 7 
.1.10]).
The final result in this section will also be useful later.
Lemma 6.9. Let C ∈ B n be an o-symmetric set star-shaped at o, modulo a set of measure zero, and let 1 ≤ i ≤ n − 1. If V i (C ∩ S) is constant for almost all S ∈ G(n, i), then C is an o-symmetric n-dimensional ball, modulo a set of measure zero.
Proof. Let V i (C ∩ S) = c, say, for almost all S ∈ G(n, i), and let D be an o-symmetric n-dimensional ball such that V i (D ∩ S) = c for all S ∈ G(n, i). Then
In view of (9) By (8) and the fact that C is an o-symmetric set star-shaped at o, modulo a set of measure zero, we have X i,o (C)(u) = ρ C (u) i /(2i) for almost all u ∈ S n−1 . It follows that ρ C (u) is constant for almost all u ∈ S n−1 , proving the result.
Inequalities of the dual isoperimetric and Busemann intersection type
Let F i (K) be functions defined on convex bodies K in R n , for i ∈ {0, . . . , n}. Suppose that the inequality (32)
holds, where 0 ≤ i ≤ j ≤ k ≤ n. If F n (K) = κ n , we can put k = n and rearrange to obtain
we can now put i = 0 in the previous inequality and replace j by i, to obtain (34)
where 0 ≤ i ≤ n, an upper bound for the volume of K. Some classical examples of the above inequality types are as follows. It is known that when F i (K) is the ith quermassintegral W i (K), inequality (32) (and hence (33) and (34)) is true (see [33, p. 334] ); in this case, (34) is the classical extended isoperimetric inequality [6, (B.21) ]. For the harmonic quermassintegralsŴ i (K), (33) (and hence (34)) is true (proved by Lutwak [24] ; see also [6, Note 9.6]), but it is unknown whether (32) Now let F i (C) be functions defined on a subclass of B n , for i in a possibly unbounded interval in R. Suppose that the inequality
holds, where i ≤ j ≤ k. If F n (C) = κ n , we can put k = n and rearrange to obtain
where i ≤ j ≤ n. If in addition F 0 (C) = V n (C), we can now put i = 0 in the previous inequality and replace j by i, to obtain (37)
where 0 ≤ i ≤ n, a lower bound for V n (C). When F i (C) is the ith dual quermassintegral W i (C) and C is a star body in R n containing the origin in its interior, Lutwak [21] proved that (35) holds. In this case, W i (C) is defined by (13) and (6); note that these equations imply that W 0 (C) = V n (C) and W n (C) = κ n , so that (36) and (37) also hold. From the definitions and remarks in Section 2, we know that for C ∈ B n so and i < n, W i (C) is still defined by (13) and (6) . Using this fact, it is routine to check that (35) holds when F i (C) = W i (C) and C ∈ B n so under the additional restriction that k < n.
However, even if k < n, (35) is false when F i (C) = W i (C) and C ∈ B n . To see this, let C be the annulus in R 2 centered at the origin and bounded by circles of radius a and b, 0 < a < b, and let i = −1, j = 0, and k = 1. Using (13) and (7) changed to polar coordinates, we obtain W i (C) = π(b 2−i − a 2−i ) and then it is easy to check that (35) is false. Despite this, the following theorem shows that (36) is true for ith dual quermassintegrals when j < n.
Theorem 7.1. Let C ∈ B n and let i ≤ j < n. Then
with equality when i < j if and only if C is an o-symmetric n-dimensional ball, modulo a set of measure zero.
Proof. By replacing i and j by n − j and n − i, respectively, we see that the inequality in the statement of the theorem is equivalent to
for 0 < i ≤ j, where by (9) with k = n, we have
for i > 0. By (8) and [9, Lemma 4.8] with E = C ∩ l u and l u identified with R, when 0 < i ≤ j we have
By (38) , (39) , and Jensen's inequality for integrals (see, for example, [6, (B.8)]), we have
as required. If i < j, the equality condition in [9, Lemma 4.8] shows that equality holds in the first inequality above if and only if for almost all u ∈ S n−1 we have C ∩ l u = [−a(u), a(u)] for some a(u) ≥ 0, modulo a set of V 1 -measure zero. Then the equality condition for Jensen's inequality for integrals shows that a(u) is a constant for almost all u ∈ S n−1 . Therefore C is an o-symmetric n-dimensional ball, modulo a set of measure zero.
The following general form of the extended dual isoperimetric inequality was proved in [9, Corollary 4.14] only for i ∈ {1, . . . , n − 1}. Corollary 7.2. Let C ∈ B n and let 0 < i ≤ n. Then
with equality when i < n if and only if C is an o-symmetric n-dimensional ball, modulo a set of measure zero.
Proof. In Theorem 7.1, take i = 0 and then replace j by n − i, noting that V i (B) = κ n for all i.
For C ∈ B n , let W i (C) be the ith mean dual quermassintegral defined by
whenever the right-hand side makes sense, where V i (C) is the ith mean dual volume defined by (17) . If C is a convex body in R n and the integration in (17) is over the interior of C, then (35) holds for F i (C) = W i (C). As Lutwak [22] noted, this follows easily from (35) for ith dual quermassintegrals under the same assumptions on C, on integrating and using Hölder's inequality. In similar fashion we can obtain the following result.
n and let i ≤ j < n. Then
with equality when i < j if and only if C is a set of measure zero.
Proof. By Theorem 7.1 and Hölder's inequality, we have
Rearranging, we obtain the inequality in the statement of the corollary. From the equality condition in Theorem 7.1, we see that if i < j, equality holds in the inequality in the statement of the corollary if and only if C −x is an o-symmetric n-dimensional ball, modulo a set of measure zero, for almost all x ∈ C. Clearly this implies that C itself is a set of measure zero.
It is easy to prove, using Hölder's inequality, that (35) holds for C ∈ B n when F i (C) = g i,q (C) and when F i (C) = h i,q (C) for fixed q. By (28) , it follows that the chord-power integrals s i (C) satisfy (35) , as noted (for convex bodies) by Santaló [31, (4.16) , p. 48]. For these functions, it is of course not true that F n (C) = κ n . Nevertheless, via (16) and (40), Corollary 7.3 provides a version of (36) for chord-power integrals.
Quermassintegrals and affine quermassintegrals were mentioned above. Dual counterparts to these notions are special cases of the following general definition (there seems to be no useful dual notion of harmonic quermassintegral). For C ∈ B n , i ∈ {1, . . . , n}, and p > 0, define
and define Φ n,p (C) = κ n . Note that Φ 0,p (C) = V n (C). Then, by the dual Kubota integral recursion, Corollary 5.3, with k = i, and (13), for 1 ≤ i ≤ n we have Φ n−i,1 (C) = W n−i (C), the (n − i)th dual quermassintegral. Also, by definition (see [6, Definition 9.4 .3]) Φ n−i,n (C) = Φ n−i (C), the (n − i)th dual affine quermassintegral. Incidentally, both the affine and dual affine quermassintegrals deserve their name in that they are invariant under volume-preserving linear transformations. (Grinberg [12] considers only convex bodies, but his proof for dual affine quermassintegrals applies also to bounded Borel sets.)
It is known that (37) holds for C ∈ B n when F i (C) = Φ i (C). This is the general Busemann intersection inequality (see Corollary 7.5 below). The question of whether (36) also holds for C ∈ B n when F i (C) = Φ i (C) was posed as Problem 9.6 in the first edition of [6] . We now study this question.
, and hence (36) is true when F i (C) = Φ i,p (C) and 0 < p ≤ n − i. If i < j, then equality holds when p = j = n and i > 1 if and only if C is an o-symmetric n-dimensional ellipsoid, modulo a set of measure zero, when p = j = n and i = 1 if and only if C is an o-symmetric set starshaped at o, modulo a set of measure zero, and otherwise if and only if C is an o-symmetric n-dimensional ball, modulo a set of measure zero.
Proof. Let C ∈ B n , let 1 ≤ i ≤ j ≤ n, and let S ∈ G(n, j). Denote the set of i-dimensional subspaces of S by G(j, i) [S] . We identify G(j, i)[S] with G(j, i) and use (29) (with n = q = i, and p = j − i ≥ 0) and Corollary 5.4 (with n = j) to obtain
where the constants c 0 and c 1 depend only on i and j. When C = B, the left-hand side of the previous inequality is κ 
If equality holds in (43), then it also holds in (29) for almost all T ∈ G(j, i) [S] , and from the equality condition in (29) we conclude that C ∩ T is an o-symmetric i-dimensional ellipsoid, modulo a set of V i -measure zero, for almost all T ∈ G(j, i) [S] . By Lemma 6.6 and Corollary 6.5 with n = j, if i = 1 or i > 1, then C ∩ S is an o-dimensional set star-shaped at o, or an osymmetric j-dimensional ellipsoid, respectively, modulo a set of V j -measure zero.
Noting that 1 ≤ j/i and p ≤ j, we apply Jensen's inequality for integrals twice and (43) to obtain
as required.
Note that when (42) is just a reformulation of (36) . Suppose that i < j and that equality holds in (42). Then equality also holds throughout (44) and hence in (43) for almost all S ∈ G(n, j). Therefore, for almost all S ∈ G(n, j), if i = 1 or i > 1, then C ∩ S is an o-dimensional set star-shaped at o, or an o-symmetric j-dimensional ellipsoid, respectively, modulo a set of V j -measure zero.
If j = n, the first inequality in (44) is trivially an equality, and if p = j, the second is also. Lemma 6.6 and Corollary 6.5 with i = j now yield the equality conditions in the statement of the theorem when p = j = n.
If p = j < n, then since j/i > 1 and equality holds in the first inequality in (44), the equality condition for Jensen's inequality for integrals implies that there is a constant, c say, such that (45)
for almost all S ∈ G(n, j). We already know that for almost all S ∈ G(n, j), equality holds in (43), and this and (45) yield that V j (C ∩ S) is constant for almost all S ∈ G(n, j). By Lemma 6.9, we conclude that C is an o-symmetric n-dimensional ball, modulo a set of measure zero. Finally, if p < j, since equality holds in the second inequality in (44), we have that V i (C ∩T ) is constant for almost all T ∈ G(n, i). By Lemma 6.9 again, C is an o-symmetric n-dimensional ball, modulo a set of measure zero.
If we take p = 1 in Theorem 7.4, we obtain Theorem 7.1, but only for i ∈ {1, . . . , n}. Another consequence is the following result (see, for example, [6, Theorem 9.4.4 and Remark 9.4.6]). This is well known for convex bodies (see, for example, [34, Satz 6.3.3] ), and stated for bounded Borel sets in [9, Proposition 4.12] , where, however, the equality conditions are neither accurately stated nor properly proved.
with equality when i > 1 if and only if C is an o-symmetric n-dimensional ellipsoid, modulo a set of measure zero and when i = 1 if and only if C is an o-symmetric set star-shaped at o, modulo a set of measure zero.
Proof. Take p = j = n in Theorem 7.4. Note, however, that the result already follows from (43) and its equality conditions.
When i = n − 1, the previous inequality is known as the Busemann intersection inequality; via the definition (12) of the intersection body IC of C, it can be written in the form Corollary 7.6. If C ∈ B n , then
with equality if and only if C is an o-symmetric n-dimensional ball, modulo a set of measure zero.
Proof. Take i = 1 and p = j = n − 1 in Theorem 7.4. Substituting these values into (42), we can rewrite this inequality in the form 1 nκ n S n−1
The result now follows from the definitions (11) and (12) of ∆C and IC and the formula (6) .
Note that the proof of Theorem 7.4 can be simplified considerably in the special case i = 1 and p = j = n − 1 used in the previous result, since (29) is then not needed.
Theorem 7.7. Inequality (42) with p = n, and hence inequality (36) with F i (C) = Φ i (C), is not true in general when 1 = i < j ≤ n − 1.
Proof. Let C be any o-symmetric convex body that is not an ellipsoid, and let
Then (42) with p = n is equivalent to H(i, n) ≤ H(j, n). The generalized Busemann intersection inequality, Corollary 7.5, is equivalent to H(i, n) ≤ H(n, n), and its equality conditions imply that for our choice of C we have H(1, n) = H(n, n) and H(j, n) < H(n, n) for 2 ≤ j ≤ n − 1. Therefore H(j, n) < H(n, n) = H(1, n), so H(1, n) ≤ H(j, n) is false for this C and 2 ≤ j ≤ n.
By making direct computations for non-ellipsoidal o-symmetric convex bodies, it should be possible to learn more about those 1 = i < j ≤ n − 1 for which the previous theorem applies. However, this seems quite tedious, even for simple examples such as o-symmetric spherical cylinders.
The following theorem generalizes [34, Satz 6.3.5] , where it is stated for convex bodies, a special case of a result of Schneider [32, Theorem 1] . (Our methods would allow a similar extension of Schneider's result in its full generality to bounded Borel sets.)
with equality when i > 1 if and only if C is an n-dimensional ellipsoid, modulo a set of measure zero, and when i = 1 if and only if C is a convex body, modulo a set of measure zero.
Proof. Let C ∈ B n , let 1 ≤ i ≤ n, and let E ∈ E(n, i). We use (30) (with n = q = i, and p = n − i ≥ 0) and Corollary 5.8 to obtain
where the constants c 0 and c 1 depend only on i and n. When C = B, the left-hand side of the previous inequality can be computed as in [34, Satz 6.3 .1], the right-hand side is κ i+1 n , and the required inequality is obtained.
If equality holds, then it also holds in (30) for almost all E ∈ E(n, i), and from the equality condition in (30) we conclude that C ∩ E is an i-dimensional ellipsoid, modulo a set of V imeasure zero, for almost all E ∈ G(n, i). Corollary 6.8 and Theorem 6.7 with i = 1 now yield the result.
Note that the equality condition for i = 1 in the previous theorem gives an interesting characterization of essential convexity among bounded Borel sets.
Inequalities of the Brunn-Minkowski type
The classical Brunn-Minkowski inequality states that for convex bodies K and L in R n , we have
with equality if and only if K and L are homothetic. For a comprehensive survey on this inequality and its many extensions and applications, see [7] . Some extensions are worth mentioning explicitly here. Recall that W i (K) and Φ i (K) are the ith quermassintegral and ith affine quermassintegral of K, respectively. For convex bodies K and L in R n and 0 ≤ i ≤ n−1, we have V n (K +L) 1/n ≤ V n (K) 1/n + V n (L) 1/n , with equality if and only if K is a dilatate of L, modulo a set of measure zero. This is an easy consequence of the definition (5) of the radial sum K +L and Minkowski's inequality for integrals (see, for example, [14, Section 6.13]). The same proof yields the following more general statement for the ith dual quermassintegral W i (K) of K defined by (13) . If K, L ∈ B n so and i ∈ R, i ≤ n − 1, then (50)
while if n − 1 ≤ i < n, the reverse inequality holds. Moreover, if i = n − 1, then equality holds if and only if K is a dilatate of L, modulo a set of measure zero. The special case i = 0 of (50) is the dual Brunn-Minkowski inequality (49). The inequalities (49) and (50) form satisfactory analogs of (46) and (47), respectively. We now establish the corresponding analog of (48) for the ith dual affine quermassintegrals Φ i ; recall that Φ n−i is defined by (41) with p = n.
We need some definitions. A class C n ⊂ B n is called admissible if it is closed under radial sums, dilatations, and intersections with subspaces. Call a function f defined on an admissible class C n radially convex if for all C, D ∈ C n and 0 ≤ t ≤ 1 we have f (1 − t)C +tD ≤ (1 − t)f (C) + tf (D).
as required. Proof. The case i = 0 of the theorem is the dual Brunn-Minkowski inequality (49). Assume, therefore, that 1 ≤ i ≤ n − 1 and let 0 ≤ t ≤ 1. Clearly the class B n so is admissible. Suppose that S ∈ G(n, i) and C, D ∈ B n so are contained in S. In S, the function V 1/i i is homogeneous. Using this homogeneity, we see that the dual Brunn-Minkowski inequality (49) in S (identified with R i ) implies that
with equality if and only if C is a dilatate of D, modulo a set of V i -measure zero. Therefore if we define f = V
1/i
i , then f is homogeneous and radially convex when restricted to S. Applying Lemma 8.1 with p = ni, we get that the function (κ i /κ n ) Φ i n−i is radially convex. The required inequality now follows on replacing i by n − i.
Suppose that equality holds in (52). Then equality also holds in (51) when f = V 1/i i and p = ni. It follows that equality holds in (49), when n = i and K and L are replaced by K ∩ S and L ∩ S, respectively, for almost all S ∈ G(n, i). Therefore K ∩ S is a dilatate of L ∩ S, modulo a set of V i -measure zero, for almost all S ∈ G(n, i). Since V n−1 is the unique Borel-regular, rotation-invariant measure in S n−1 such that S n−1 has measure nκ n , for any bounded Borel function f on S n−1 we have
We have equality, therefore, if we substitute f = ρ K on the left-hand side and f = c S ρ L on the right-hand side, where c S is a constant possibly depending on S. But then the same equation must hold even if ρ K (u) = c S ρ L (u) for all u ∈ S n−1 ∩S, and this implies that c S is independent of S. Therefore K is a dilatate of L, modulo a set of measure zero. (As is well known, one can take X to be the Cantor ternary set and Y = {1 − x : x ∈ X}; see, for example, [19] .) Define C = {(r, θ) : r ∈ X, 0 ≤ θ < 2π} and D = {(r, θ) : r ∈ Y, 0 ≤ θ < 2π}. Then C and D are compact subsets of R 2 such that V 2 (C) = V 2 (D) = 0 and C +D is a disk of radius 2. This shows that the dual Brunn-Minkowski inequality (49), the case i = 0 of Theorem 8.2, does not hold for compact sets.
