Let σn = 1 + n · log 2 3 . For the Collatz 3x + 1 function exists for each n ∈ N a set of different residue classes (mod 2 σn ) of starting numbers s with finite stopping time σ(s) = σn. Let zn be the number of these residue classes for each n ≥ 0 as listed in the OEIS as A100982. It is conjectured that for each n ≥ 4 the value of zn is given by the formula
A Collatz sequence can only assume two possible forms. Either it falls into a cycle or it grows to infinity. The unproved conjecture to this problem is that each Collatz sequence enters the cycle (1, 2).
2 Stopping time
The stopping time σ(s)
Collatz's conjecture is equivalent to the conjecture that for each s ∈ N, s > 1, there exists k ∈ N such that T k (s) < s. The least k ∈ N such that T k (s) < s is called the stopping time of s, which we will denote by σ(s). It is not hard to verify that Let σ n = 1 + n · log 2 3 then generally applies for all n ∈ N, n ≥ 0, that σ(s) = σ n if s ≡ x 1 , x 2 , x 3 , . . . , x z (mod 2 σn ).
Let z n be the number of residue classes (mod 2 σn ) for each n ≥ 0. Then we have z 0 = 1, z 1 = 1, z 2 = 1, z 3 = 2, z 4 = 3, z 5 = 7, z 6 = 12, z 7 = 30, . . .
Theorem 1:
Let σ n = 1 + n · log 2 3 then for each n ∈ N, n ≥ 0, there exists a set of z n residue classes (mod 2 σn ) of starting numbers s with finite stopping time σ(s) = σ n . For each n > 6 there is z n > 2 · z n−1 . (End of theorem)
Everett [1] proves that almost all k ∈ N have finite stopping time, and Terras [3] gives a probability distribution function for stopping times.
The possible stopping times σ(s) are listed in the OEIS as A020914. The associated residue classes (mod 2 σn ) are listed in the OEIS as A177789. The number of residue classes z n for n ≥ 1 are listed in the OEIS as A100982.
Appendix 5.4 shows a list of the first residue classes (mod 2 σn ) up to σ(s) = 15.
A stopping time term formula for odd s
Theorem 2: Let C a (s) = T k (s) | k = 0, . . . , a with a ≥ 1 be a finite subsequence of C(s), and let σ n = 1 + n · log 2 3 . Then for each n ∈ N an odd starting number s has the stopping time σ(s) = σ n , if the appropriate subsequence C σn−1 (s) consists of n odd terms, and α i = k, if and only if T k (s) in C σn−1 (s) is odd. Then, there is
(End of theorem)
Example: For n = 4 there is σ 4 = 1 + 4 · log 2 3 = 7. For s = 59 we get by equation ( Explanation: The subsequence C 6 (59) = (59, 89, 134, 67, 101, 152, 76) consists of four (n = 4) odd terms 59, 89, 67, 101. The powers of two α i yield as follows: T 0 = 59 is odd, so α 1 = 0. T 1 = 89 is odd, so α 2 = 1. T 2 = 134 is even. T 3 = 67 is odd, so α 3 = 3. T 4 = 101 is odd, so α 4 = 4. T 5 = 152 is even. T 6 = 76 is even.
Note: There is σ(s) = 7 not only for s = 59, but for every s ≡ 59 (mod 2 7 ).
3 Diophantine equations 3.1 Subsequences and their binary simplification and σ n = 1 + n · log 2 3 for each n ∈ N, n ≥ 4. According to the conditions of theorem 2, if an odd starting number s has the stopping time σ(s) = σ n , then the first m + n terms in C(s) represents sufficiently the stopping time of s, because all further terms are even before the term T σn (s) < s is reached. (End of theorem)
To simplify the distribution of the even and odd terms in C(s) let "0" represents an even term and "1" represents an odd term.
Example: For n = 4 there is m = 2(4−2) 3 = 1 and σ 4 = 1 + 4 · log 2 3 = 7. Then for the subsequences C σn (s) there is C 7 (7) = (7, 11, 17, 26, 13, 20, 10, 5) simplified by (1, 1, 1, 0, 1, 0, 0, 1), 
Binary tuples
Let m = 2(n−2) 3 for each n ∈ N, n ≥ 4.
Let A(n) be a binary (m + n − 2)-tuple for each n ∈ N, n ≥ 4, defined by
with a 1 , · · · , a m := 0 and a m+1 , · · · , a m+n−2 := 1.
Let A j (n) be the set of A(n) and all permutations in lexicographic ordering of A(n) for each n ∈ N, n ≥ 4, whereby j is the number of all these tuples for each n, calculated by
Let B(n) be a binary (m + n)-tuple for each n ∈ N, n ≥ 4, defined by
Let B j (n) be the set of j tuples B(n) for each n ∈ N, n ≥ 4, where b 3 , · · · , b m+n is equal to exactly one tuple of A j (n).
Example: For n = 7 there is m = 3 and j = 56. Therefore we get the 8-tuple A(7) = (0, 0, 0, 1, 1, 1, 1, 1). There are further 55 permutations in lexicographic ordering of A(7). Because of this A 56 (7) contains 56 different 8-tuples, and B 56 (7) contains 56 different 10-tuples B(7). Appendix 5.2 shows these example in detail.
The Diophantine equations and their solutions
According to theorem 2, the behaviour of a Collatz sequence is clearly related to the way in which the powers of 2 are distributed among the powers of 3 in the term 3 n−i 2 αi of equation (1) .
According to theorem 3, for each n ∈ N, n ≥ 4, only for the j binary tuples of B j (n) the conditions of theorem 2 and equation (1) are complied.
Theorem 4: Let σ n = 1 + n · log 2 3 . By interpreting the binary tuples of B j (n) as such a binary simplification for the even and odd terms in C m+n−1 (s), there exists for each n ∈ N, n ≥ 4, according to theorem 2, for each binary tuple of B j (n) a Diophantine equation
which has exactly one integer solution (x, y) for 0 < x < 2 σn , so that y = T σn (x) < x in C(x). Of these 10 solutions, there are z 5 = 7 solutions for which x has the stopping time σ(x) = σ 5 = 8, and 10 − 7 = 3 solutions for which x has stopping time 4 ≤ σ(x) < 8. How to read : "Sum" is equal to the value of j and means the sum of the values of σ(x) for each n. For n = 5 there are 1+2+7=10 integer solutions (x, y). 
Analysis of the solutions
When analysing the entries of the last table, we can find that for each σ(x) the number of solutions for all n ≥ 4 are integer multiples of z n . Now we can conjecture that for each n ≥ 4 the value of z n is equal to the difference of j and the sum of n − 2 terms, where each term is given by the product of a special binomial coefficient and a number z n for n = 2, . . . , n − 1. Let
where δ ∈ Z assumes different values within the sum at intervals of 5 or 6 terms.
The example for n = 13 on page 9 and the algorithm on page 10 will make this clear. Example: This example shows the working of equation (3) for n = 13.
An iterative stopping time algorithm
The results of the analysis of the solutions and equation (3) enables us to devise an iterative algorithm which generates with only twelve initial numbers z 1 , . . . , z 12 each further number z n and also the number of all integer solutions (x, y) for 0 < x < 2 σn from the Diophantine equation (2) with same stopping time σ(x) as seen in the tables on page 7 and 8.
The next PARI/GP program 4 shows this algorithm, which outputs a list of the numbers z n for 12 < n ≤ limit, as listed in the OEIS as simple list of A100982.
The correctness of this algorithm for the values of z n has been proved with a counting-algorithm by Roosendaal/Noe [4] for each n ≤ 10000. The number z 10000 has 4527 digits. Maybe the algorithm must slightly be modified for higher values of n. But the basic structure as seen in equation (3) The upper limits of the for loops in the lines 19, 31 and 34 are dependent on the value of n or limit and must be large enough. The bigger the values of these upper limits, the longer the runtime of the algorithm. For example, for the small fixed upper limits 2, 24 and 2 the algorithm computes up to n = 1024 much faster.
The PARI/GP programs 5 and 6 in Appendix 5.1 show this algorithm with different outputs as seen in the tables on page 7 and 8.
For another algorithm which generates the values of z n by a different way see Winkler [7] and Winkler [10] . But this older algorithm from 2011 is not yet immature.
Conclusion and some answers 4.1 A general stopping time theorem
We see that the fact, if an odd starting number s has finite stopping time is only dependent on how the first m even and n odd terms are distributed in C m+n−1 (s) and C σn−1 (s). Now we are able to formulate a general stopping time theorem without the use of equation (1) .
and σ n = 1 + n · log 2 3 . For all n ∈ N, n ≥ 4, an odd starting number s has stopping time 4 ≤ σ(s) ≤ σ n , if the binary simplification of the even and odd terms in the subsequence C m+n−1 (s) is equal to a binary tuple of B j (n) and if the subsequence C σn−1 (s) consists of n odd terms. (End of theorem)
Why the Collatz conjecture is a Diophantine equation problem?
According to theorem 1, the Collatz conjecture is true, if the set of the residue classes (mod 2 σn ) of starting numbers for all n ≥ 0 is equal to N. According to theorem 4 and 5, all possible residue classes for the stopping times are given by the Diophantine equations as their integer solutions. Therefore the Collatz conjecture is true, if there exists for each necessary residue class an appropriate Diophantine equation.
4.3
What are the consequences, if there exists another cycle than (1, 2) or a sequence with infinite growth?
Then, according to theorem 6, there exist an odd starting number s without stopping time. This starting number s has the property that for each n ∈ N, n ≥ 4, there is no accordance of the binary simplification of the even and odd terms in the subsequence C m+n−1 (s) and a binary tuple of B j (n), or the subsequence C σn−1 (s) consists not of n odd terms.
4.4
Why has a small starting number like s = 27 a so comparatively large stopping time σ(27) = 59?
Because out of the finite sets of Diophantine equations for each n ≥ 4 not until n = 37 a Diophantine equation has the solution x = 27 or the residue class 27 (mod 2 59 ). Another answer: Not until n = 37 the binary simplification of the even and odd terms in the subsequence C m+n−1 (27) is equal to a binary tuple of B j (n) while the subsequence C σn−1 (27) consists of n odd terms.
Future work on the Collatz graph
My future work is about the self-reference of the Collatz graph. I have devised two different directed graphs 1 , which illustrate that there exists a self-reference of odd subsequences C a (s), clarified by the same background colour between both graphs and arrows in the first graph.
This means on the one hand that odd subsequences C a (s) with a small number of steps to reach 1 are connected with subsequences C a (2s ± 1) or C a (4s ± 3) with a big number of steps to reach 1. And on the other hand shows the first graph why and where to find numbers in the second graph. For example shows the green arrow in the first graph why C 1 (27) = (27, 41) must hit the subsequence C 4 (31) = (31, 47, 71, 107, 161). In the second graph the subsequence C 6 (27) = (27, 41, 31, 47, 71, 107, 161) is located in column 9. This is only a very brief and insufficient exposition of the theory of self-reference. For details of the construction of the second graph and its correctness see Winkler [6] . Click here for a picture of the second graph which contains all odd numbers up to 341, and here for the complete structure up to column 6. σn from the Diophantine equation (2) for n = 7. for ( k = t *9 -r2 , t *9+8 -r1 , for ( k = t *9 -r2 , t *9+8 -r1 , 
Permutations in lexicographic ordering for n = 7
For n = 7 there is A(7) = (0, 0, 0, 1, 1, 1, 1, 1), 0 ,0 ,1 ,1 ,1 ,1 ,1) , (1 ,0 ,1 ,0 ,1 ,1 ,0 ,1) ,  (0 ,0 ,1 ,0 ,1 ,1 ,1 ,1) ,  (1 ,0 ,1 ,0 ,1 ,1 ,1 ,0) ,  (0 ,0 ,1 ,1 ,0 ,1 ,1 ,1) ,  (1 ,0 ,1 ,1 ,0 ,0 ,1 ,1) ,  (0 ,0 ,1 ,1 ,1 ,0 ,1 ,1) , (1 ,0 ,1 ,1 ,0 ,1 ,0 ,1) , (0 ,0 ,1 ,1 ,1 ,1 ,0 ,1) , (1 ,0 ,1 ,1 ,0 ,1 ,1 ,0) , (0 ,0 ,1 ,1 ,1 ,1 ,1 ,0 and so forth.
