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Abstract
This paper considers generalized 2SAT problems, MAX GEN2SAT and MIN GEN2SAT.
Instances of these problems are dened on a collection of \clauses", which we refer to as
genclauses. A genclause is any boolean function on two variables, and each genclause has a
non-negative weight associated with it in the problems that are considered. The objective of
MAX GEN2SAT (MIN GEN2SAT) is to select a truth assignment that maximizes (mini-
mizes) the total weight of satised genclauses. Goemans and Williamson (J. ACM 42(6) (1995)
1115{1145) used semidenite programming and were able to provide substantial improvements
in approximation factor guarantee for several important problems: MAX 2SAT, MAX CUT,
MAX DICUT. In this paper we show how their approximation technique can be used to yield
an approximation algorithm for MAX GEN2SAT, for which MAX 2SAT, MAX CUT, MAX
DICUT are special cases. For MIN GEN2SAT, employing a recent technique of Hochbaum
(Manuscript, UC Berkeley, June 1997) leads to easy recognition of which instances are poly-
nomial or 2-approximable. The polynomial instances of MIN GEN2SAT have corresponding
instances of MAX GEN2SAT which are thus identied as solvable in polynomial time. Among
the applications of the approximation algorithms described it is shown that the forest harvest-
ing problem has a 0:87856-approximation algorithm. ? 2000 Elsevier Science B.V. All rights
reserved.
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Table 1
List of boolean functions on 2 variables (i.e. genclauses)
Type Label Symbolic Adopted name(s) Conjunctive normal form Disjunctive normal form
representation
0 1 1 True I ab _ ab _ a b _ a b
2 0 False (a _ b)( a _ b)(a _ b)( a _ b) ;
1-A 3 b Negation, inversion (a _ b)( a _ b) a b _ a b
4 a Negation, inversion ( a _ b)( a _ b) ab _ a b
5 a  b Equivalence ( a _ b)(a _ b) ab _ a b
6 a b Exclusive-or (a _ b)( a _ b) ab _ a b
7 a Identity, assertion (a _ b)(a _ b) ab _ a b
8 b Identity, assertion (a _ b)( a _ b) ab _ ab
1-B 9 a j b Nand ( a _ b) ab _ a b _ a b
10 a b If, implied by (a _ b) ab _ a b _ a b
11 a! b Only if, implies ( a _ b) ab _ ab _ a b
12 a _ b Or, disjunction (a _ b) ab _ ab _ a b
2 13 a # b Nor ( a _ b)(a _ b)( a _ b) a b
14 a>b Inhibition, but-not (a _ b)(a _ b)( a _ b) a b
15 a<b Inhibition, but-not (a _ b)( a _ b)( a _ b) ab
16 ab And, conjunction (a _ b)( a _ b)(a _ b) ab
1. Introduction
An instance of 2SAT consists of a series of clauses such that each clause is a
disjunction of up to two literals and each clause has assigned to it a non-negative
weight. The optimization problem is to provide a truth assignment to the variables
such that the weight of clauses satised is maximized or minimized. This problem is
known to be NP-hard (see [3] for a formal denition of this problem and complexity
results of related problems).
We consider new problems, MAX GEN2SAT and MIN GEN2SAT, which gener-
alize MAX 2SAT and MIN 2SAT, respectively, by allowing each \clause" (which
we refer to as a genclause) to be any boolean function on two variables. As there
are 2(2
k ) possible boolean functions on k variables, 2 there are 16 possible functions
for each genclause in MAX GEN2SAT. These 16 genclauses, based on the variables
a and b, are listed in Table 1. Many references are available for an introduction to
boolean logic (see, for example, [12,9,11]).
In Section 2, we provide an approximation algorithm for MAX GEN2SAT by gen-
eralizing the results of Goemans and Williamson [5], thereby yielding approximation
algorithms for several combinatorial optimization problems that can be cast as in-
stances of MAX GEN2SAT. In Section 3, by exploiting recent results of Hochbaum
2 To see this, note that there are 2k possible truth assignments for the k variables. Any particular function
is dened by associating with each of these 2k assignments the value true or false. As there are 2(2
k )
possibilities for this association, there are that many dierent boolean functions.
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[9], we characterize the instances (genclause combinations) of MIN GEN2SAT that
are polynomial or 2-approximable. The latter is based on casting the problem as inte-
ger programming formulation of a particular class amenable to 2-approximation. The
identied polynomial instances of MIN GEN2SAT imply corresponding polynomial
instances of MAX GEN2SAT as well as a combination of clauses with clause weights
that are positive or negative.
Our results imply good approximations for a number of applications including the
forest harvesting problem, the generalized vertex cover, the minimum weight edge
deletion problem to obtain a clique and several other problems. In Section 3.3 we
provide details on solving these problems.
2. Approximation algorithm for MAX GEN2SAT
Several well-known optimization problems can be cast as special cases of MAX
GEN2SAT.
MAX 2SAT: Each genclause is restricted to be equivalent to a clause allowed in
an instance of MAX 2SAT, namely a disjunction of up to two literals. This restriction
corresponds to instances of MAX GEN2SAT with only the following genclauses: gen-
clause 1 from Type 0 (when there is no literal in the MAX 2SAT clause); genclauses
3, 4, 7, 8 from Type 1-A (when there is one literal in the MAX 2SAT clause); all
genclauses from Type 1-B (when there are two literals in the MAX 2SAT clause); no
genclauses from Type 2.
MAX CUT: By corresponding a variable with each node, assign a genclause for
each edge such that the genclause is satised if and only if the endpoints of the edge
are on dierent sides of the cut. An edge fi; jg would have the genclause (xi  xj)
(which has the form of genclause 6) in the MAX 2GENSAT formulation, where xi
and xj are boolean variables indicating what side of the cut i and j fall on, respectively;
the weight of the genclause is equal to the weight of the corresponding edge.
MAX DICUT: This problem is a directed version of MAX CUT in which the
objective is to maximize the weight of edges directed from one side of the cut to the
other. To formulate an instance of MAX DICUT as an instance of MAX GEN2SAT,
an arc (i; j) would have a corresponding genclause (xi ^ xj) (which is equivalent in
form to either of genclauses 14 or 15); the weight of the genclause is equal to the
weight of the corresponding arc.
The reader is referred to [3] for formal denitions of the above problems. We will
show later in this section that a forest harvesting problem [6] can also be cast as
a special case MAX GEN2SAT. This yields a new and best known approximation
algorithm for this problem.
Consider the quadratic program (Q):
max A+
X
i; j
Bijfij(yi; yj) +
X
i; j; k
Cijkgijk(yi; yj; yk)
(Q) s:t: y‘ 2 f−1; 1g 8‘ 2 f1; : : : ; ng:
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The coecients A; Bij, and Cijk are restricted to be non-negative constants. Each term
fij is of the form 1  yiyj = f1 + yiyj; 1 − yiyjg. Each term gijk is of the form
(1  yiyj)(1  yiyk), which consists of four possibilities (using the fact that y 2
f−1; 1g ) y2 = 1):
f1 + yiyj + yjyk + yiyk ; 1− yiyj − yjyk + yiyk ; 1− yiyj + yjyk − yiyk ;
1 + yiyj − yjyk − yiykg:
We will show in this section that instances of MAX GEN2SAT can be formulated as
quadratic programs of the form (Q), but we rst summarize the approximation results
presented in [5] with respect to (Q).
2.1. Approximation results of Goemans and Williamson
Goemans and Williamson established that:
(1) If the objective function of (Q) only consists of a positive linear combination
of the middle \fij" terms (i.e. only the Bij are non-zero), then (Q) can be
approximated in polynomial time within a factor of ( − ), for any > 0,
where
= min
066
2


1− cos  > 0:87856:
Throughout this note,  will refer to the value dened above.
(2) If the objective function of (Q) only consists of a positive linear combination
of the nal \gijk" terms (i.e. only the Cijk are non-zero), then (Q) can be
approximated in polynomial time within a factor of ( − ), for any > 0,
where
 = min
066arccos(−1=3)
2

2− 3
1 + 3 cos 
> 0:79607:
Throughout this note,  will refer to the value dened above.
The running time for the above approximations is polynomial in the input size and
log(1=).
It follows from the development given in [5] that having a mixture of \fij" terms
and \gijk" terms will result in an approximation algorithm with an approximation factor
guarantee of ( − ). (Note that the presence of a positive constant A in the objec-
tive function only helps the approximation factor in that if you can approximate an
objective function f(x) within a given factor for a maximization problem, then the
same algorithm provides the same approximation guarantee for the objective function
A+ f(x).)
Theorem 2.1. An instance of (Q) can be approximated in polynomial time within a
factor of ( − ) of the optimal; for any > 0. Furthermore; if there are no \gijk"
terms then the approximation guarantee is (− ).
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Proof (Sketch. See Goemans and Williamson [5] to ll in the details). Consider the
following relaxation of (Q) using a semidenite program. By considering each term
yl as a unit vector in one dimension, the relaxation consists of allowing yl to be a
unit vector in dimension m6n. Thus, we replace yl 2 f−1; 1g with Cl 2 Sn, where
Sn denotes the set of n-dimensional unit length vectors; and, we interpret the product
yiyj in the objective function of (Q) as a dot product, Ci  Cj . The resulting relaxation
becomes
max A+
X
i; j
Bijf^ij(Ci ; Cj) +
X
i; j; k
Cijk g^ijk(Ci ; Cj ; Ck)
s:t: Cl 2 Sn 8l 2 f1; : : : ; ng;
where f^ ij(Ci ; Cj) is equivalent to fij(yi; yj) and g^ijk(Ci ; Cj ; Ck) is equivalent to
gijk(yi; yj; yk), but with terms of the form yiyj replaced by Ci  Cj . It can be shown
that this relaxation is a semidenite program. A semidenite program can be solved
(within any desired accuracy) in polynomial time.
Now, given an optimal solution to the semidenite program, we need to construct
a solution to (Q). Consider the following randomized procedure. Select a random
vector r. If Ci is above the hyperplane through the origin dened by r as normal
vector (i.e. r  Ci > 0) then set yi = 1; otherwise, set yi =−1.
Using the analysis given in [5], it can be shown that the expected value of this
solution is at least
A+ (− )
X
i; j
Bijf^ij(Ci ; Cj) + ( − )
X
i; j; k
Cijk g^ijk(Ci ; Cj ; Ck);
for any > 0. That is, the expected value of the objective of (Q) provided by the
randomized procedure is at least (−) times the optimal objective for the semidenite
programming relaxation and, hence, at least (− ) times the optimal solution to (Q).
Similarly, in the absence of \gijk" terms the approximation factor is (− ).
Finally, we note that this algorithm can be derandomized to guarantee the same
approximation quality without losing the polynomial running time, as proved in [10].
We will return to the above result in Theorem 2.2, once we have shown that an
instance of MAX GEN2SAT can be formulated as an integer quadratic program of
the form (Q).
2.2. Approximation result for MAX GEN2SAT
We model MAX GEN2SAT as an integer quadratic program of the form (Q) by
following the formulation ofMAX 2SAT as a quadratic program given in [5]. Introduce
a variable ya 2 f−1; 1g in the quadratic program for each boolean variable a in the
MAX GEN2SAT instance. Introduce an additional variable y0 that is used to determine
which of f−1; 1g corresponds to true in the MAX GEN2SAT instance: a is true if
ya = y0, and false otherwise. Now, given a boolean expression F , the value of F is
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Table 2
Correspondences between genclause in MAX GEN2SAT and objective function in (Q)
Type Label List of genclauses, in conjunctive Function in quadratic program Approximation
normal form factor
0 1 I 1 1
2 (a _ b)( a _ b)(a _ b)( a _ b) 0 1
1-A 3 (a _ b)( a _ b) 12 − 12yby0 − 
4 ( a _ b)( a _ b) 12 − 12yay0 − 
5 ( a _ b)(a _ b) 12 + 12yayb − 
6 (a _ b)( a _ b) 12 − 12yayb − 
7 (a _ b)(a _ b) 12 + 12yay0 − 
8 (a _ b)( a _ b) 12 + 12yby0 − 
1-B 9 ( a _ b) 34 − 14yby0 − 14yay0 − 14yayb − 
10 (a _ b) 34 − 14yby0 + 14yay0 + 14yayb − 
11 ( a _ b) 34 + 14yby0 − 14yay0 + 14yayb − 
12 (a _ b) 34 + 14yby0 + 14yay0 − 14yayb − 
2 13 ( a _ b)(a _ b)( a _ b) 14 − 14yby0 − 14yay0 + 14yayb  − 
14 (a _ b)(a _ b)( a _ b) 14 − 14yby0 + 14yay0 − 14yayb  − 
15 (a _ b)( a _ b)( a _ b) 14 + 14yby0 − 14yay0 − 14yayb  − 
16 (a _ b)( a _ b)(a _ b) 14 + 14yby0 + 14yay0 + 14yayb  − 
denoted as v(F) and is dened to be 1 when the expression F is true and 0 when it
is false. Thus, v(a) = (1 + yay0)=2 and v( a) = (1− yay0)=2.
We can derive an expression for v(F) for any disjunction F of two literals. Consider
F = a _ b, for instance,
v(a _ b) = 1− v( a ^ b) = 1− v( a)v( b)
= 1− 1− yay0
2
1− yby0
2
=
1 + yay0
4
+
1 + yby0
4
+
1− yayb
4
:
Expressions for the other three disjunctions of two literals (on the variables a and b)
can be calculated in a similar fashion.
Observe that v(F ^ G) = v(F)v(G); in other words, the value of a conjunction of
terms is equal to the product of the values of the individual terms. Therefore, we
can derive v(F) for any genclause F by expressing the genclause in its conjunctive
normal form (that is, as a conjunction of terms such that each term consists of a
disjunction of two literals). Table 2 lists a correspondence, when formulating MAX
GEN2SAT as a quadratic program, between each genclause on the variables a and
b (third column) and the related contribution to the objective function in (Q) (fourth
column).
Observe that the quadratic program formulation of MAX GEN2SAT is of the form
(Q), with terms of Type 0 being non-negative constants, terms of Type 1 (1-A and
1-B) being positive linear combinations of functions of the \fij" form, and terms
of Type 2 being positive linear combinations of functions of the \gijk" form. Thus,
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based on the results discussed in Section 2.1, we can establish the following theorem
regarding approximating MAX GEN2SAT.
Theorem 2.2. An instance of MAX GEN2SAT can be approximated within a factor
of ri in polynomial time if all genclauses in the given instance are of Type i or less
(i 2 f0; 1; 2g); where r0 =1; r1 = (− ) for any > 0; and r2 = (− ) for any > 0.
Proof. Using the quadratic programming formulation of MAX GEN2SAT, the result
follows by applying Theorem 2.1.
Theorem 2.2 implies that, based on our formulations from the previous section,
MAX 2SAT can be approximated within a factor ( − ), MAX CUT can be ap-
proximated within a factor ( − ), and MAX DICUT can be approximated within
a factor ( − ). These results are consistent with those given by Goemans and
Williamson, which is expected as Theorem 2.2 is based on their approach. We be-
lieve that MAX GEN2SAT, with Theorem 2.2, provides a convenient framework for
analyzing a variety of problems; indeed, we provide next an approximation algorithm
for a forest harvesting problem discussed in [6] by casting it as a special case of
MAX GEN2SAT.
2.3. Application to forest harvesting
Hof and Joyce [8] considered a forest harvesting problem in which there are two
non-timber concerns: that of maintaining old growth forest, and that of providing a
benet to animals via areas where there is a mix of old growth forest and harvested
land. There is a benet Hv associated with harvesting cell v; however, there is also a
benet Uv associated with not harvesting cell v. In addition, there is a benet Bfi; jg
associated with harvesting exactly one of cells i or j, for cells i and j sharing a
common border. The problem is at least as hard as MAX CUT and thus NP-hard. The
corresponding graph optimization problem is dened below.
Problem name. (Forest harvesting: edge eects).
INSTANCE: Given a graph G = (V; E), two weights Hv and Uv associated with each
vertex v 2 V , and a benet Be associated with each edge e 2 E.
OPTIMIZATION PROBLEM: Select a subset of the vertices S V that maximizes overall
benet; that is, the objective is to maximize the quantity
X
v2S
Hv +
X
v 62S
Uv +
X
e2(S; S)
Be:
An integer programming formulation of this problem was presented in [8];
Hochbaum and Pathria [6] provided a polynomial time solution for instances in which
the underlying graph is bipartite. We now show that this forest harvesting problem
can be directly modeled as an instance of MAX GEN2SAT, and are thereby able
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to provide an approximation algorithm for all instances (including \non-bipartite" cell
structures) of the problem.
For a given instance of the forest harvesting problem, construct an instance of MAX
GEN2SAT as follows:
 Correspond a variable xi with each cell i that indicates whether or not the cell is
harvested.
 For each cell i create a genclause equivalent to the expression xi (form of either
genclause 7 or 8) of weight Hi. Also for each cell i create a genclause equivalent
to the expression xi (form of either genclause 3 or 4) of weight Ui.
 For each edge e = fi; jg create a genclause equivalent to the expression (xi  xj)
(form of genclause 6) with weight Be.
Now, each harvesting decision has a 1 : 1 correspondence with an assignment of vari-
ables satisfying genclauses of equivalent weight in the MAX GEN2SAT expression.
Because all genclauses in the MAX GEN2SAT instance are of Type 1, it follows
from Theorem 2.2 that we can nd a solution within ( − ) of the optimal. Thus,
while it was shown in [6] that the forest harvesting problem could be solved optimally
when the underlying graph was bipartite, we have now established an approximation
algorithm for general instances of the problem.
Theorem 2.3. The forest harvesting problem can be approximated within a factor of
(− ) in polynomial time.
Another version of the problem has dierent benet associated with harvesting cell
i but not j; Bij, than harvesting cell j but not i; Bji. This can be considered to be
a directed=assymetric version of the problem with \arc eects" substituting edge ef-
fects. In the objective function of this asymmetric forest harvesting problem, the termP
e2(S; S) Be is substituted by
P
(i; j)2(S; S) Bij. Here the clauses 14 and 15 substitute
clause 6. This leads to an approximation within a factor of ( − ) in polynomial
time.
Theorem 2.4. The asymmetric forest harvesting problem can be approximated within
a factor of ( − ) in polynomial time.
3. Approximability of MIN GEN2SAT
Any instance of MIN GEN2SAT or MAX GEN2SAT can be formulated as a bi-
nary programming problem. All such formulations involve constraints with up to two
variables representing the variables in the clause, and one additional variable represent-
ing the boolean function of whether the clause is true or false. Such problems fall in
the general class of problems called IP2 studied by Hochbaum in [7]. IP2 are integer
programming problems with up to three variables per constraint such that one of the
three variables is permitted to appear in one constraint only.
D.S. Hochbaum, A. Pathria /Discrete Applied Mathematics 107 (2000) 41{59 49
An IP2 is an integer programming problem of the form
Min
nX
j=1
wjxj +
X
eizi
s:t: aixji + bixki>ci + dizi; for i = 1; : : : ; m;
(IP2) ‘j6xj6 uj; j = 1; : : : ; n;
06zi; integer; i = 1; : : : ; m;
xj integer; j = 1; : : : ; n:
Each constraint contains up to two x-variables and one z-variable which is the vari-
able that appears in that constraint alone. While each z-variable is permitted to appear
in one constraint only, the x-variables can appear in multiple constraints.
We are interested here in the special case of IP2 where the variables are binary.
Several results of Hochbaum [7] for IP2 problems are applicable here. To describe the
results we need to introduce the notion of monotone inequalities. These are inequalities
where D =maxjdij= 1 and the coecients ai; bi in constraint i are of opposite signs.
An inequality ax − by6c + dz is monotone if a; b>0 and jdj61.
The main results in [7] of relevance here are:
(1) A binary IP2 with monotone constraints is solvable in integers in polynomial time.
That running time is equal to the complexity of solving a minimum cut problem
on a graph with 2n nodes and 2m arcs where n is the number of truth variables
and m is the number of clauses.
(2) An IP2 over nonmonotone constraints (with jdij61) can be transformed to an
equivalent IP2 over monotone constraints. The transformation involves a loss of
at most a factor of 2 in integrality. That means that integer solutions to the trans-
formed monotone problem map to solutions that are integer multiple of 1=2 for the
corresponding nonmonotone problem. We refer to this transformation process as
monotonizing. Several examples of applying the monotonizing process are given
in Section 3.3. Consequently, we obtain for any IP2 a solution that is an integer
multiple of half and with objective value that is only better (lower) than the in-
teger optimum { a superoptimal solution. Such solution is obtained regardless of
whether the objective functions coecients are positive or negative (or a mix).
Thus polynomial instances of MIN GEN2SAT have corresponding polynomial
instances of MAX GEN2SAT.
(3) Polynomial time approximation algorithms are generated for problems on non-
monotone constraints by rounding the half integral solutions. If it is possible
to nd a rounding of this superoptimal solution to an integer feasible solution
{ which we call a feasible rounding { then that integer feasible solution is
2-approximate.
It is important to note that although the results on the monotone and superoptimal
solutions are independent of the objective function, these results are related to the
integer programming formulation. A formulation is usually dependent on whether the
objective coecients are positive or negative. For example, consider MIN GEN2SAT
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with the clause xi _ xj and the clause variable zij which is 1 if the clause is true:
xi6zij; xj6zij:
Note that although the variable zij appears twice, these constraints are monotone in
two variables as they can be written as
zij − xi>0; zij − xj>0:
If zij has positive coecient in the objective function then zij satisfying these con-
straints is also equal to maxfxi; xjg as required. If however the objective function is
maximization, or if the coecient of zij is negative, then in any optimal solution zij=1
which is clearly not equal to the truth value of the clause when xi = xj = 0. Thus the
properties of the formulation do not translate automatically to the properties of certain
MIN GEN2SAT or MAX GEN2SAT unless the formulation is correct for the specic
genclauses involved.
While MAX GEN2SAT problems have good approximation bounds, as demonstrated
in the previous section, not every MIN GEN2SAT does. In fact, for the problem on
the genclauses a  b the best known approximation is O(log n). This, however, is the
only pure genclause MIN GEN2SAT that is not 2-approximable. On the other hand
we demonstrate several types of genclauses for which the MIN GEN2SAT problem
is polynomially solvable. This implies a corresponding polynomial time algorithm for
MAX GEN2SAT problems with the complementary genclauses. The following table
provides the list of clauses and their complements:
Genclause Complementary genclause
a _ b a # b
a  b a b
ab a j b
a! b a>b
a a
3.1. Characterizing approximability of MIN GEN2SAT for pure genclauses
We rst analyze MIN GEN2SAT instances with all genclauses of the same type {
the \pure" form. We aim to characterize instances that are polynomial; instances that
are monotone and thus polynomial; and instances that are 2-approximable. For each
type of genclause we identify the type of consistent rounding of the x-variables, up or
down, that would lead to a feasible solution. The variables z are always rounded up if
they assume the fractional value 1=2. To check for feasible rounding of the x-variables
we will be concerned that the rounding has the property that if zij = 0 prior to the
rounding then it remains feasible after the rounding of the variables xi and xj.
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Each genclause is dened on up to two binary variables xi and xj that assume the
values 1 and 0 for the respective literal (a and b) being true or false, respectively. The
binary variable zij assumes the value 1 if and only if the genclause is satised.
Recall that for each type of genclause the variables appear only in positive form, and
each genclause with negated variables has another genclause without negated variables
corresponding to it.
The formulations of the genclauses are applicable only for a minimization objective
with non-negative coecients, where the coecients are the weights corresponding to
each satised genclause. For the maximization problem, or equivalently the minimiza-
tion problem with negative objective weights, the formulation for the complementary
genclause applies.
In every case that the formulation is monotone we demonstrate the respective for-
mulation for MAX GEN2SAT on the complementary genclause. This implies a mix
of terms for which MAX GEN2SAT is a polynomially solvable problem.
a _ b: Among the possible formulations we choose the one with two variables per
inequality.
(a _ b); xi6zij; xj6zij:
This formulation is monotone in two variables and thus implies the polynomiality of
the boolean expression on clauses of the type a _ b. In this particular case note that
setting all variables to 0 is a trivial optimal solution. If the variables are fractional
(half integral) due to the presence of other nonmonotone inequalities, then rounding
all x variables either up or down is permissible in that it leads to a feasible solution.
Since these constraints are monotone, it implies immediately that the formulation of
the maximization problem on the genclause a # b is monotone as well. Let yi be the
negation of the variable xi, yi = 1− xi. The constraints for the maximization problem
of the form max
P
fi; jg eijzij are
yi>zij; yj>zij:
Note that for a maximization problem the constraints must impose an upper bound on
the variables zij, else it is trivially set to 1.
a  b: Here we substitute the variable zij by the sum z(1)ij + z(2)ij as any feasible
integer solution satisfying the constraints will have at least one of z(1)ij and z
(2)
ij equal
to zero
(a  b); 1− (xi + xj)6z(1)ij ; xi + xj − 16z(2)ij :
Neither rounding up nor rounding down is feasible. Indeed the genclause a  b is the
only genclause for which no constant factor approximation is known. The best known
approximation is a factor of O(log n) by Garg et al. [4].
ab: Setting all variables to zero results in an optimal solution. So this pure genclause
problem is polynomial. The formulation however is not monotone:
(ab); xi + xj61 + zij
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In a mix with other genclauses rounding the half integral x-variables down leads to
2-approximation.
For the corresponding complementary clause ajb the formulation ofMAX GEN2SAT
has constraints of the type, zij6yi + yj which are also nonmonotone.
a  b: Here we replace in the objective function the term eijzij by the term eijz(1)ij
+ eijz
(2)
ij .
(a b); xi − xj6z(1)ij ; xj − xi6z(2)ij :
This formulation is monotone, thus the MIN GEN2SAT on such genclauses is poly-
nomial. Note that z(1)ij and z
(2)
ij are never 1 together. If mixed with other constraints
that are nonmonotone, the variables in the a  b constraints can be feasibly rounded
all down or all up. In the table summarizing the results we call this type of rounding
either all.
In this case it does not follow that the corresponding MAX GEN2SAT problem
on a  b genclauses is monotone as well. In that formulation both variables z(1)ij and
z(2)ij must assume equal values. In the given formulation the variable zij appears in two
constraints thus violating monotonicity:
zij61− (xi − xj); zij61− (xj − xi):
ajb: Setting all variables to 1 is a trivial optimal solution. The formulation is in two
variables and nonmonotone,
(ajb); 1− xi6zij; 1− xj6zij:
A half integral solution leads to a 2-approximation with either up or down rounding
of the x variables. Not all variables must be rounded in a consistent manner. We call
this type of rounding either.
The complement genclause ab is monotone for MAX GEN2SAT in the unnegated
variables xi (rather than in the variables yi):
zij6xi; zij6xj:
a # b: a # b (nor) is only satised for a= b= 0. Setting all x-variables to 1 would
lead to an optimal solution of value 0 to this MIN GEN2SAT problem. The integer
programming formulation is not monotone:
(a # b); 1− (xi + xj)6zij:
With a mix of other genclauses this formulation leads to a 2-approximation with round-
ing up.
a>b: In this problem setting all variables to 0 or to 1 gives an obvious zero-valued
optimal solution. The formulation here is monotone so this pure MIN GEN2SAT
is polynomial even with negative coecients in the objective and mixed with other
monotone genclauses.
(a>b); xi − xj6zij:
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Here rounding either all variables up or all variables down provides a feasible solution,
either all.
Consider the complementary clause maximization problem on genclause, a ! b.
Here the constraint is, zij61 − (yj − yi) which is monotone as well. This clause is
also monotone for MAX GEN2SAT in the variables xi, zij61− (xi − xj).
a ! b: The trivial solution of all variables set to 0 is optimal. Here we choose
a formulation that has opposite sign coecients to the variables xi and xj, but the
coecient of zij is 2:
(a! b); 1− (xi − xj)62zij:
The only case in which zij can be 0 (clause not satised) is when xi = 1 and xj = 0.
Substituting 2zij by another integer variable qij that takes values in f0; 1; 2g yields
a monotone formulation solvable in integers in polynomial time. The corresponding
solution for zij takes values in f0; 12 ; 1g.
In a mix with other genclauses the x-variables might be half integral. Since the only
case when zij is 0 is when xi = 1 and xj = 0, either rounding is feasible leading to a
2-approximation. There is no trivial setting of the variables that leads to an optimal
solution to the MIN GEN2SAT problem.
The complementary MAX GEN2SAT problem is dened on the genclause a>b.
The constraints used are, 2zij61+(yj−yi) or 2zij61+(xi−xj), which is not monotone
due to the coecient of zij.
As for the single-variable clauses, a, a, these are not formulated in terms of con-
straints as they only appear in the objective function. To represent the weight contribu-
tion to the objective function we have a term of the type wixi where wi is the weight
assigned to clause i being true. This weight can be negative if the clause is a. Both
types of pure clause MIN GEN2SAT are trivially solvable in polynomial time.
In our results for mixed genclauses the negative coecients are not permitted in valid
approximation results. If the weight of a negation clause a is positive, we then represent
the clause as zi>1 − xi where zi appears in that constraint only and in the objective
function with coecient wizi. This constraint is however nonmonotone. It is allowed to
round the variable xi either up or down while rounding zi in the opposite way. Since
zi appears only in that constraint this does not cause any inconsistent rounding.
We summarize our ndings in Table 3. The table includes the information on whether
a genclause has monotone formulation.
3.2. Characterizing approximability for mixed genclauses
We now characterize the type of genclauses and genclause combinations in a
MIN GEN2SAT expression that lead to a problem that is either polynomial or
2-approximable in polynomial time. We also note the combination of genclauses for
which MAX GEN2SAT is polynomial. In the following summary of results we refer
to rounding of the x-variables. The z-variables are always rounded up.
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Table 3
List of genclauses and their status
Symbolic representation Trivial pure clause solution Monotone Rounding of x
a j b Yes No Either
a! b No No Either
a _ b Yes Yes Either
a b Yes Yes=no Either all
a>b Yes Yes Either all
a # b Yes No Up
ab Yes No Down
a  b No No Neither
(1) Any mix of monotone constraints retains the polynomial time solvability of the
problem without regard to the objective function coecients. Thus, any combina-
tion of genclauses involving a subset of the types: fa; a; a b; a>b; a<b; a_ bg
is monotone and polynomial time solvable.
For MAX GEN2SAT formulated in the variable y (negation), any mix of the
genclauses fa; a; a # b; a ! b; a  bg is solvable in polynomial time. Any MAX
GEN2SAT problem formulated in the variables x on any mix of genclauses in
fa; a; ab; a ! b; a  bg is solvable in polynomial time. This holds regardless of
the sign of the objective function coecients.
(2) In any combination of genclauses involving a subset of the types: fabg and
fa; a; a b; a>b; a<b; a! b; b! a; a_ b; a j bg, the x-variables in the half inte-
gral solution can always be rounded down while maintaining feasibility and permit-
ting the z-variables to be rounded up. Such genclause mix is thus 2-approximable.
(3) In any combination of genclauses involving a subset of the types: fa # bg and
fa; a; a  b; a>b; a<b; a ! b; b ! a; a _ b; a j bg, the half integral solution can
always be rounded up while maintaining feasibility. Such genclause mix is thus
2-approximable.
(4) In any combination of genclauses involving a subset of the types: fa; a; a ! b;
a  b; a j bg and fa  b; a>b; a<b; a _ bg, the x-variables can be rounded up
or down to a 2-approximate solution. The variables in fa b, a>b, a<bg must
all be rounded consistently. (Namely, it is not permitted to round a subset of the
variables that appear in one of these clauses up while another subset is rounded
down.)
Fig. 1 illustrates the classication of subsets of genclauses according to the rounding
rule for a feasible solution.
This classication leaves out the minimum satisability of 2CNF  as the only \pure
clause" formulation that is neither polynomial nor 2-approximable.
Theorem 3.1. Any MIN GEN2SAT expression that does not include a  b and both
a # b and ab is 2-approximable.
A corollary of the analysis in [7] is that all MIN GEN2SAT problems are at least
as hard to approximate as vertex cover. Thus these problems are MAX SNP-hard, and
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Fig. 1. Classication of genclauses for rounding rule and monotonicity.
if any of them has an optimization factor better than 2 then so does the vertex cover
problem.
3.3. Applications
We discuss here several applications of the approximation results to MIN GEN2SAT
problems with an expanded description of the monotonizing algorithm.
The applications selected are of three dierent types: One demonstrating a
2-approximation of an NP-hard problem; the second is a monotone polynomial time
solvable instance of MIN GEN2SAT; the third application is an NP-hard problem
given as an instance of MIN GEN2SAT with some of the clauses restricted to be
satised.
3.3.1. The generalized vertex cover problem
Given a graph G= (V; E) with weights wi associated with the vertices. Let n= jV j,
m= jEj. The vertex cover problem is to nd a subset of vertices S V so that every
edge in E has an endpoint in S and so that among all such covers S minimizes the
total sum of vertex weights. Unlike the vertex cover problem, the generalized vertex
cover problem permits to not cover some edges with vertices, but there is a charge,
cij, for the uncovered edges:
(Gen-VC)
OPT = min
X
j2V
wjxj +
X
(i; j)2E
cijzij
s: t: xi + xj>1− zij; (i; j) 2 E;
xi; zij; binary for all i; j:
The constraints represent genclauses of the type a # b. The presence of the terms xj in
the objective function is equivalent to the identity term a if wj > 0 and a if wj < 0.
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The rst step in solving the problem is to monotonize the constraints and generate a
relaxation of the problem. Each variable xj is replaced by two variables x+j and x
−
j .
Each variable zij is replaced by two variables, z0ij and z
00
ij :
Z1=2= min 12
2
4X
j2V
wjx+j −
X
j2V
wjx−j +
X
(i; j)2E
cijz0ij +
X
(i; j)2E
cijz00ij
3
5
s: t: x+i − xj −>1− z0ij ; (i; j) 2 E;
−x−i + xj +>1− z00ij ; (i; j) 2 E;
x+i ; z
0
ij ; z
0
ij ; binary for all i; j; x
−
i 2 f−1; 0g:
This monotonized integer program is solvable via minimum cut algorithm on a graph
with 2jV j nodes and 2jEj arcs constructed as described in [9]. Thus we derive an
optimal integer solution to this problem in time O(mn log(n2=m)). The value of the
optimal solution to the monotonized problem, Z1=2, is only lower than the optimal
value of Gen-VC, OPT. To see this we construct the solution,
xi =
x+i − x−i
2
; zij =
z0ij + z
00
ij
2
:
This solution is half integral, with each component in f0; 12 ; 1g, and feasible for
Gen-VC: Adding up the two constraints yields,
x+i − x−i
2
+
x+j − x−j
2
>1− z
0
ij + z
00
ij
2
:
Thus Z1=26OPT. Here we can round the x-variables up and the variables zij either
down or up. The rounding results in a solution with objective value at most 2Z1=2 and
thus at most twice the value of the optimum 2OPT. This is therefore a 2-approximate
solution.
3.3.2. Minimum cost forest harvesting
Let the cells of the forest correspond to the set of vertices of the graph, V , and
two vertices are adjacent if and only if the corresponding two cells are adjacent. This
variant is similar in its statement to the forest harvesting problem except that there
is a charge if of two adjacent cells one is harvested and one is not. (In the classical
statement of the forest harvesting there is benet associated with opposite status of
adjacent cells.) Let the cost of having two adjacent cells, one harvested and one not,
be cij. Let wi be the cost=benet of harvesting cell i. These benets can be positive
or negative. Dene the cells to be nodes in a graph with the edges indicating the
adjacency relationship. The problem’s formulation is a monotone integer program:
(Min Forest Harvesting)
min
X
j2V
wjxj +
X
(i; j)2E
cijz
(1)
ij +
X
(i; j)2E
cijz
(2)
ij ;
s: t: xi − xj6z(1)ij ; (i; j) 2 E;
xi − xj6z(2)ij ; (i; j) 2 E;
xi; z
(1)
ij ; z
(2)
ij ; binary for all i; j:
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The formulation is valid since at most one of the variables z(1)ij ; z
(2)
ij can be equal to 1
in an optimal solution. The genclauses associated with this problem are a b, a, a.
We can also allow a directed version of the problem with dierent penalty for if
cell i is harvested and j is not, c(1)ij , than in the case that cell j is harvested and i is
not, c(2)ij . In that case the genclause a b is replaced by the two genclauses a>b and
a<b.
Since the formulation is monotone, the problem is solved optimally as a mini-
mum cut problem on a graph with n nodes and 2m arcs for a total running time
of O(mn log n2=m). (For details on the structure of this graph the reader is referred to
[7].)
3.3.3. The clique problem
Consider an NP-hard problem equivalent to the maximum clique problem. The aim
is to remove a minimum weight (or number) collection of edges from a graph so the
remaining connected subgraph is a clique. This problem is equivalent to maximizing
the number of edges in a subgraph that forms a clique, which is equivalent in turn to
the maximum clique problem. Let the graph be G = (V; E), and let the variable xi be
1 if node i is not in the clique, and 0 if it is in the clique. zij = 1 if edge (i; j) is
deleted.
(Clique)
min
X
(i; j)2E
cijzij
s: t: zij − xi>0; (i; j) 2 E;
zij − xj>0; (i; j) 2 E;
xi + xj>1; (i; j) 62 E;
xi; zij; binary for all i; j:
The rst set of pairs of constraints corresponds to clauses a _ b. The second set of
constraints also corresponds to a _ b, but this set of genclauses must be satised.
Although the rst set of constraints is monotone, the second is not. The monotonized
relaxation of Clique is
Z1=2= min 12
2
4 X
(i; j)2E
cijz+ij −
X
(i; j)2E
cijz−ij
3
5
s: t: z+ij − x+i >0; (i; j) 2 E;
−z−ij + x−i >0;
z+ij − x+j >0; (i; j) 2 E;
−z−ij + x−j >0;
x+i − x−j >1; (i; j) 62 E;
−x−i + x+j >1;
x+i ; z
+
ij 2 f0; 1g; x−i ; z−ij 2 f−1; 0g for all i; j:
This monotone problem is polynomially solvable. The solution is found from a mini-
mum cut on a graph with O(m) nodes (one for each variable), and O(( n2 )) arcs (one for
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each constraint). The running time for solving the monotone problem is O(mn2 log n).
We then recover a feasible half integral solution to Clique:
xi =
x+i − x−i
2
; zij =
z+ij − z−ij
2
:
The variables x must be rounded up in order to satisfy the second set of constraints.
The variables zij must be rounded up also to satisfy the rst set of constraints. With
this rounding we achieve a feasible integer solution to Clique which is within a factor
of 2 of the optimum.
4. Additional remarks
We mention several ways in which this work can be continued:
(1) Feige and Goemans [2] have recently developed improved approximation algo-
rithms for MAX 2SAT, MAX CUT and MAX DICUT. These algorithms are
guaranteed to deliver solutions within a factor of 0:931 of the optimum for MAX
2SAT, within a factor of 0:878 for MAX CUT, and within a factor of 0:859
for MAX DICUT. Moreover, they allude (in the Discussion section) to similar
improvements for MAX GEN2SAT.
(2) Feige and Goemans indicate that their results can be applied to additional instances
of MAX2SAT. While their approach does not yield any improvements in the 0:878
approximation guarantee for the standard version of the forest harvesting problem,
we can improve the 0:796 approximation guarantee for the directed=assymetric
version of the problem to 0:859.
(3) Goemans and Williamson showed in [5] how their results could be extended to
provide an approximation guarantee for MAX SAT of 0.758, an improvement over
the previous best known approximation guarantee of 3=4. It would be attractive to
extend our results, possibly using similar ideas for the maximization problem, to
an extension of MAX GEN2SAT and MIN GEN2SAT in which \clauses" can
contain boolean functions on up to k variables (we have considered the case k=2
in this paper).
Finally, we note that while MAX 2SAT is NP-hard, the problem of determining if there
exists a truth assignment such that all clauses are satised can be solved in linear time
[1]. By considering each genclause in its conjunctive normal form, it is clear that
the same algorithm can be applied to determine in linear time if there exists a truth
assignment such that all genclauses in a GEN2SAT instance are satised. Similarly,
by taking the complement (negation) of each genclause, one can determine in linear
time if there exists a truth assignment such that no genclauses in a GEN2SAT instance
are satised.
This framework can easily address problems of maximum or minimum unsatisa-
bility: Such problems are reducible to satisability problems on other type of clauses:
Each clause is replaced by its complement clause and the resulting problem is solved
as MIN GEN2SAT or MAX GEN2SAT, respectively.
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