Abstract. An application of the point vortex method to the singular Biot-Savart integrals used in water wave calculations is presented. The error for this approximation is shown to be a series in odd powers of h. A method for calculating the coefficients in the series is presented.
Introduction.
In a study of vortex methods for free-surface flow problems (in two dimensions), Baker, Meiron, and Orszag [7] applied iterative boundary integral methods which offered advantages both in computational storage and in arithmetic operations when compared with conventional methods which require matrix inversion. Specifically, the authors used boundary integrals to define the interfacial velocity and velocity potential.
In the case of three-dimensional potential flows, the integral which defines the velocity is a singular Biot-Savart integral of the following form for a vortex sheet:
where κ=n × [u 1 − u 2 ] is the vortex sheet strength,n is the unit normal to the interface, u 1 − u 2 is the jump in interfacial velocity at the vortex sheet (u 1 is the velocity above the interface), and
One approach to numerically evaluating this singular integral is the point vortex method. The point vortex method as we and others have applied it is the trapezoidal rule for integration, excluding the singular contribution. Goodman, Hou, and Lowengrub [1] showed that for the Euler equations in two dimensions, the point vortex approximation to the Biot-Savart integral converges and the error is a series in powers of h 2 , where h is the local mesh size. Lowengrub, Shelley, and Merriman [2] explicitly computed the coefficients of the error series for the point vortex approximation to the two dimensional Biot-Savart integral for a rectangular grid. In their study, the authors applied the Poisson summation formula generalized to singular functions to determine the coefficients of the series. Hou and Lowengrub [3] also showed convergence of the point vortex method for the Biot-Savart law in the case of the three-dimensional Euler equations. In the case of a vortex sheet in two dimensions, Shelley [9] showed that removing the first-order error term from the point vortex method gives a spectrally accurate method. Hou, Lowengrub, and Krasny [6] proved convergence of the point vortex method using the desingularization technique that Shelley [9] presented.
With these studies in mind, we present an examination of the point vortex method as applied to the case of three-dimensional water waves. This type of nonlinear system is characteristic of interfacial potential flows, and we use it here as an example of our approach. We limit ourselves to the case of waves that are smooth and periodic in x and y and where the wave height is a single-valued function of x and y. This latter restriction is not, however, crucial. In this study, we discuss the numerical computation of the singular Biot-Savart integrals, including some practical aspects of implementing their computation. We analyze the error associated with the approximation and discuss the form of the error expansion. Specifically, we show that the error expansion can be represented as a series in odd powers of a discretization parameter h. Finally, we demonstrate how to calculate the coefficients of the error expansion and we provide several examples.
The singular Biot-Savart integrals.
We consider an interface separating two incompressible, inviscid fluids as in Figure 2 .1. We define η(x, y, t) to be the interfacial height. We label the region above the interface as region 1 and that below as region 2. The velocity field u 1 (u 2 ) is the velocity above (below) the interface. We introduce the following definitions of u + and u − :
The flow in each region is irrotational, so we can introduce the velocity potentials φ 1 and φ 2 given by u 1 = ∇φ 1 and u 2 = ∇φ 2 . Since the flows are incompressible, the velocity potentials satisfy Laplace's equation:
The kinematic condition that the interface moves with the fluid is given by
In order to evolve η forward in time, we must be able to compute u − , and hence φ − . For this we make use of the Bernoulli equation which expresses the continuity of normal stresses: , (2.5) For fluid particles on the interface, we have some flexibility in choosing the particle velocity, and we constrain the surface particles to move only in the vertical direction. If we define the vertical particle velocity to be w, then the modified Bernoulli equation is Equations (2.4) and (2.7) define the time evolution of η and φ − respectively. In order to use these evolution equations, we need a method for computing the velocities. The method we develop here relies on singular Biot-Savart integrals.
The interface can be considered as a distribution of dipoles of strength densitŷ n(φ − − φ + )/4π (see, for example, Saffman [10] ). The potential at a point off the interface is defined as
wheren is the normal to the surface, µ = φ − − φ + , and
Depending on the direction from which we approach the interface, the potential assumes the value φ − or φ + . On the interface, the integral is defined by a principal value integral, which we denote by φ. The value φ is the mean of the two limits:
Using this relation and the definition of µ, we obtain a Fredholm integral equation of the second kind:
where the integral is a principal value integral. This equation can be solved by iteration on µ. The fluid velocity off the interface can also be defined using a boundary integral (see Saffman [10] ):
where the vortex sheet strength κ is defined by
We define u + and u − as the limit of u as z approaches η from above and below, respectively. The fluid velocity on the interface u(x, y) is defined by a principal value integral whose value is given by
If we know µ, we can calculate the vortex sheet strength κ . To do this, we define r = xî + y + η(x, y)k to represent a point on the interface. We note that
and take the derivative of φ − with respect to x. Doing this (and making use of the chain rule) gives
We can similarly derive the following:
Similar relations involving φ + and u + can also be derived. Using these relations together with the requirement that the normal velocity at the interface be continuous, we can derive the following relation: 
If we know u = (u, v, w), we can compute u − as follows:
Thus, if we initially know η(x, y) and φ − (x, y), we can step the evolution equations (2.4) and (2.7) forward in time as follows:
Step η and φ − forward in time (2.4), (2.7). Having established this algorithm, it is easily seen that the most computationally intensive (and difficult) step is step 3, the computation of u from the Biot-Savart law. (The computation of φ is also time consuming, but the integral is less singular.) In the following sections, we outline and analyze a method for computing u.
3. The point vortex method. We are interested in the computation of the singular Biot-Savart integrals which define the velocity and the velocity potential. We limit ourselves to the former and note that the analysis of the integral defining the potential is similar. We assume that η, γ x , and γ y are periodic in x and y with period 2π. We can express the velocity integral as follows:
In order to simplify the notation, consider the evaluation of the velocity at the origin. That is, we set (x, y) = (0, 0) and drop the primes. Our conclusions are valid for general (x, y). We also limit discussion to the evaluation of the z-component of u(x, y) = (u, v, w). The cases involving the other components are completely analogous. Applying the simplifications mentioned above gives
We can take advantage of the periodicity of η, γ x , and γ y to redefine w(0, 0) in such a way that the domain of integration is finite. We then have
In order to evaluate this lattice sum, we have applied the Ewald summation technique as outlined by Baker, Meiron, and Orszag [8] , which converts the derivatives of the periodic Green's function into sums of error functions.
The point vortex method is an application of the two-dimensional trapezoidal rule, excluding the singular contribution. If we define the integrand to be f (x, y) and denote the approximation of w by w A (0, 0), then the method is defined as follows:
where h = 2π/n.
We are interested in the error
Based on the studies mentioned in the introduction, we suspect that E should be a series in powers of h. If this is the case, then we can use Richardson extrapolation to obtain a higher-order method for computing w. In practice, we apply Richardson extrapolation by noting that it is equivalent to assigning weights to each grid point. This gives a modified definition of w A :
Here w ij is the weight associated with Richardson extrapolation. As an example, let I A [h] be the numerical approximation to I. If we know that
then we can use Richardson extrapolation by noting that
We see that the first order term has been removed, leaving a second-order approximation for I. To determine the weights w ij , we define the function g(i, j) to be g(i, j) = 1 if i and j are both even, 0 otherwise. (3.10) Using this definition, we write
From this we see that the definition of w ij for a second-order method would be In our numerical experiments with (3.6), the application of Richardson extrapolation led us to believe that E can be expressed as a series in odd powers of h. In Figure 3 .1, we show a calculation of the error associated with the point-vortex method and the first two applications of Richardson extrapolation. In Figure 3 .2 we show the slopes (in absolute value) of the respective error curves in Figure 3 .1. In this example, we have taken
The figures show (as expected) that the point vortex method is a first-order method. The successive application of Richardson extrapolation yields third-and fifth-order methods, respectively. This suggests that the error is a series in odd powers of h. The analysis of the method in the next section confirms this claim.
Analysis of the point vortex method.
In order to justify the general use of Richardson extrapolation, we must demonstrate that the error associated with the point vortex method has the appropriate form. Our analysis of the method relies on two different approaches. The first approach, which demonstrates that the error is a series in odd powers of h, is based on work by Goodman, Hou, and Lowengrub [1] . The second method is an application of the two-dimensional Euler-Maclaurin summation formula which demonstrates how to construct the coefficients in this series. Because of the comparative simplicity of the method of Goodman, Hou, and Lowengrub [1] , we discuss their ideas first.
The form of the error.
We consider the point vortex approximation to the integral
We assume that γ x and γ y are smooth, periodic, and bounded in x and y. The error E associated with this approximation is defined by
where we use the notation (
Following the treatment of Goodman, Hou, and Lowengrub [1] , we split E into a near-field part, σ, and a far-field part, τ . To do this, we define a cutoff function f 1 (s). We take f 1 to be a function which is smooth for all s and which satisfies the following:
and f 1 (s) varies smoothly from 0 to 1 for 1 ≤ |s| ≤ 2. We also define f 2 (s) = 1 − f 1 (s). We take 0 < q < 1 and define
where x = (x, y) and
To analyze σ, we express K(x, y)p(x, y) in a series expansion in x and y. Since p(x, y) has no singularities, we have the following expansion for p:
for any N , where we use the notation
We expand the denominator of K(x, y) as follows: (4.9)
for any N . In this equation, we have
From the above results we have that
where C n (x, y) is homogeneous of degree n − 2 in x. In addition, C n is even in x for odd n and odd in x for even n. Since f 1 (|x|) is even in x, we have
where η = (η 1 , η 2 ). We define a n as follows:
We now analyze the discrete sum in σ (4.5). Again using the fact that f 1 (x) is even in x and C n (x, y) is odd in x for odd n, we have
for n even, where we define k = (i, j). For n odd, we make use of the homogeneity of C n to rewrite the sum as follows:
Goodman, Hou, and Lowengrub [1] show that S n (h) can be expressed in the following form:
where D n is constant and b n depends on the cutoff function f 1 . Combining this result with the result for the integral terms (4.16) gives
where we take
The theory of numerical quadrature tells us that τ = o(h N ) for any N since the integrand has no singularities and decays at infinity. This gives
Since E must be independent of q, we conclude that d i = 0 for any i. This leaves
The fact that we have a series in odd powers of h rather than in even powers of h (as in Goodman, Hou, and Lowengrub [1] ) is due to the form of K.
Computation of the coefficients.
The computation of the coefficients is based on studies of the Euler-Maclaurin summation formula. Our approach follows closely that of Sidi and Israeli [5] and Navot [4] , who studied one-dimensional singular integrals. We first sketch the approach and then cite some examples.
Recall that we are studying integrals of the form
where K(x, y) is defined by (4.2) and
As before, we assume that γ x (x, y) and γ y (x, y) are smooth and periodic in x and y, with period 2π in each variable. We take I A to be the point-vortex approximation to I:
where we have defined
The error E is defined by E = I A − I.
The derivation of the coefficients follows the method outlined by Navot [4] , which extended the (one-dimensional) Euler-Maclaurin summation formula to include functions with branch singularities. Navot's basic approach is to apply the Euler-Maclaurin formula to a region where the integrand is nonsingular and treat the singular region separately. We here outline the approach and leave the details to the appendix. We begin by defining the following:
We rewrite I as follows:
We define I A T as follows:
We have defined I A S in such a way that I A T is the trapezoidal rule approximation to I T . We then use the Euler-Maclaurin formula to analyze E T :
We analyze E S = I A S − I S by expanding p(x, y) in a series about (0, 0). Combining the results for E T and E S yields a series in odd powers of h. We remark that we have subdivided the domain of integration in such a way that the Euler-Maclaurin formula is applied only on a domain where the integrand and its derivatives are nonsingular.
The Euler-Maclaurin formula is usually applied to integrals where the domain of integration is independent of h. Our application of the Euler-Maclaurin formula is different in that we apply the formula to an integral where the domain of integration depends on h. We note that while the domain upon which the formula is applied is arbitrarily close to the singular point, the use of the formula is valid since the integrand and its derivatives are nonsingular on the domain. We also note that this approach can be used to study the error in approximating each of the singular integrals that we compute using the point vortex method.
Examples.
In order to simplify the notation, we make the following definitions:
The function P m (x) is given by
where B m (x) is the Bernoulli polynomial of order m on [0, 1] extended periodically. B i is the ith Bernoulli number.
Because the notation and formulas are lengthy and somewhat cumbersome, we present the complete formula only for the simplest case involving a flat interface. We assume the following:
Given these assumptions, the formula for the error expansion is
where
and
We note here that given any m, we can calculate D 2k−1 for all k up to and including k = m − 1. For example, to calculate D 1 , we need m ≥ 2. We also observe that (4.41) suggests that there are multiple representations for the coefficients D 2k−1 . The different representations depend on the value of m chosen. Because m is an arbitrary parameter, the value of the coefficients should be independent of m. We have done some numerical experiments which verify this fact.
We demonstrate the method by calculating D 1 and D 3 for a simple problem. We take γ x (x, y) = −2 sin(x), γ y ≡ 0, and η ≡ 0. Recalling (4.2) and (4.3), we have
Expanding sin(x), we calculate C 1 and C 3 as follows: 
We have computed In the case of an interface that is not flat, the formula is similar but considerably more lengthy; we therefore omit the formula but sketch the approach. We can limit consideration to the case where p(x, y) = xg(x, y) since the more general case is analogous. We expand K(x, y)p(x, y) as outlined in section 4.1. Our analysis shows that the first term that contributes to the error expansion is C 1 , which contains all of the terms which contribute to the first-order coefficient. We have
For a specific example, we take
From C 1 , we compute D 1 to be approximately −.21733. This gives good agreement with the value we computed using the point vortex method. 
Conclusion.
In the preceding analysis, we have been considering only one component of velocity. The extension of this method to the other components of velocity is straightforward. We note that this method also predicts that the pointvortex approximation to the potential φ should be a series in odd powers of h, which we have verified numerically. The direct application of the two-dimensional point vortex method is impractical from a numerical standpoint because the operation count in calculating the velocity field is O(n 4 ), where n is the number of points in one dimension. One method which we have used for decreasing the order of operations is the fast multipole method (see Greengard [13] ). In this case the operation count reduces to O(n 2 ). We will discuss the fast multipole implementation and results in a future paper.
As a test of the method, we have computed the motion of a two-dimensional Stokes wave but using a three-dimensional vortex sheet. We used a third-order point vortex method to compute the velocities and used fourth-order Adams-Bashforth to perform the time evolution. The Stokes wave in our example had an amplitude of approximately .2356, which is about 53% of the maximum amplitude for Stokes waves. We chose n = 32 and propagated the wave for approximately one quarter of a wavelength. The computed solution agrees well with the analytical solution. Specifically, the numerical solution preserves the wave profile.
We have also computed the motion of a three-dimensional wave where the initial profile is a Gaussian. The form of the Gaussian is Before deriving the formula, we make the following definitions:
Next, we apply the trapezoidal rule in the x direction for the first sum term, and explicitly integrate the other terms:
In the second and third terms of this equation, the sum over j represents a trapezoidal rule integration, so we can apply the 1-d formula in each of these terms to give onedimensional
Regrouping the terms gives
A.1. Calculation of the error. In order to apply (A.6), we rewrite I as a sum of singular and nonsingular integrals, I = I s + I r . We can then also write the error as E = E s + E r , where E s is the error associated with the approximation to I s and E r is the error associated with I r . We can write I as
If we define Ω by
then we have
We denote the trapezoidal rule approximation to I ri by I Ai and the trapezoidal rule approximation to I s by I As . We define the respective errors as E ri = I Ai − I ri and E s = I As − I s . Finally, we define
A.2. Calculation of E r . We can use the two-dimensional Euler-Maclaurin formula to derive the following result for E r1 :
We can derive a similar result for each of the other three regular integrals. We then add all of the terms together to get (A.13)
f (π, y) dy 
We define ∂Ω to be the boundary of Ω as shown in Figure A. 1. The last three terms in the previous expression are integrals over Ω. We denote these terms by E Ω . The rest of the terms in the expression are evaluated in terms of ∂Ω. We denote these terms by −E ∂Ω (we use the negative sign for convenience). Thus we have
where (A.15)
f (π, y) dy
We note that E ∂Ω is a finite series in even powers of h. We comment later on E Ω .
A.3. Calculation of E s .
We now consider the error that comes from applying the trapezoidal rule to the singular integral I s . Because of the singularity, we must use the point vortex-method. We can write
We want to express E s in a form which allows the direct use of the Euler-Maclaurin formula. To do this, we break I s and I As into several integrals and sums and arrange them as follows:
The factorw i is defined bỹ
where i max and i min are the respective upper and lower limits of the summation index i. For example, i max = −1 and i min = −n/2 in the equation defining E 1 . Using the two-dimensional Euler-Maclaurin formula, we can evaluate E 1 through E 4 . After some manipulation, we arrive at the following result: (A.25)
We define the inner boundary of Λ to be ∂Λ and note that the outer boundary of Λ is ∂Ω, the inner boundary of Ω, as shown in Figure A. 2. We define E ∂Λ and E Λ by (A.27) 
Using the definitions of E ∂Λ , E Λ , and E ∂Ω (recall (A.15)), we see that we can write
We can now write a simpler expression for E s :
A.4. Formula for E. Putting together our definitions of E r and E s , we can now write an expression for E:
We show that E L is a series in odd powers of h. It is significant that E ∂Ω does not appear in E, as this means that there are no even powers of h in E. We show later that
To simplify the computation of E L , we use the notation E L (f ) to mean that we plug f into the expression for E L and we observe that E L is linear. That is, if a and b are constants and f and g are functions of x and y, then 
Recall that the integrand of I is defined by
To demonstrate our reasoning, we assume that p(x, y) = p(x) = xg(x) and that η(x, y) = 0. We comment later on the general case. Using these simplifications, we
Using Taylor's theorem, we can write
If we define
Since C k is odd when k is even, we plug C k into the expression for E L and get
Using this, and the fact that E L is linear, we can write
Using the definition of E L we have
Here we have taken advantage of the symmetry of C 2k−1 (x, y) with respect to x and y to reduce the domain of integration to the first quadrant. Now, let x = hx and y = hy , substitute, and then drop the primes. The result is (A.42)
We have written this as a series in odd powers of h. However, the coefficients are not independent of h because some of the double integrals have n/2(= π/h) in the limits of integration. We rewrite E LC as follows:
where E LE is defined by
Because the range of integration of the double integrals is infinite, we must discuss the issue of convergence. We examine
where L ≥ 2m + 1 and Q ≥ 0. This is equivalent to examining
for values of 0 < P ≤ 2m. If we perform the differentiation and convert to polar coordinates, all of the terms involve r P −L−3 . Because of the restrictions on P and L, P − L − 3 < −3. Because the radial factor has an r-dependence which goes as r −4 , all of the infinite integrals converge.
If we change back to the original variables (that is, let x = x /h, y = y /h, substitute, then drop the primes), then we have
We know that the periodic Bernoulli functions are bounded. We define A as follows:
We now have a bound on E LE :
We have already shown that these integrals converge. Therefore, the coefficient of h 2m+1 in E LE is bounded as h approaches 0. We conclude from this that E LE = O(h 2m ). We now express E LC in the general form
where D 2k−1 is defined by (4.41). The analysis of E LR is similar and is left until later in the appendix. We show there that
Using (A.32), (A.49), and (A.50), we can express E as follows:
A.5. The general case. We now briefly discuss the more general case of (A.34), where η(x, y) = 0 and p is a function of both x and y. In this case we have
We want to calculate and analyze E as in the previous section. First, we note that the analysis of E Ω does not change in this case. To analyze E L we rewrite f (x, y) as in section 4.1. That is, we write
where C n is homogeneous of order n − 2 in (x, y). We are interested in calculating
For n even, C n is odd in (x, y) so we have
The analysis of the nonzero terms in (A.54) is similar to the analysis of the previous section in terms of the basic method, but the details are significantly more complicated. We omit the full proof and state the result
where we compute D k using a formula similar to (4.45). The primary difference is that the symmetry of the problem leading to (4.45) allows a simpler formula than in this more general case.
A.6. Analysis of E Ω . We have
We consider the first term of E Ω :
We first define a new region Ω :
The region Ω is the portion of Ω which lies outside a circle of radius 2π. (This will lead to a more pleasant geometry.) Because the region Ω − Ω is finite, we have
This follows because the integrand has no singularities on the domain of integration, and because P 2m+1 (x/h) is bounded.
We now have to consider the integral over Ω . We look first at a special case:
where we have taken g to be a function of x alone, and η = 0. We have the following:
where it can be seen by examination that R(x, y) consists of a collection of terms that vary as r −p , where p ≥ 3 and r 2 = x 2 + y 2 . We know that |P 2m+1 (x/h)| ≤ C where C is a constant, so
The integral can be seen to converge, given the way the integrand depends on the radial factor r. Thus, the coefficient of h 2m+1 is bounded as h approaches 0. However, it is possible that the coefficient vanishes as h approaches 0. Specifically, the coefficient may be o(1) or smaller in magnitude. Thus, we conclude that this term is o(h 2m ). We note that this analysis serves only to place a bound on the magnitude of the term rather than to explicitly state the magnitude. (This does not affect the form of the expansion since m is arbitrary. To explicitly determine the magnitude of the next term in the expansion, we must choose a larger value of m in the Euler-Maclaurin formula.) We next define q(x) = g 2m+1 (x). We write q(x) as the sum of its odd and even constituents: q(x) = q e (x) + q o (x), where q e is even in x and q o is odd in x. Since P 2m+1 (x/h) is odd in x, we can write
(the integrand is odd in x).
For m > 1, the function P 2m+1 (x/h)q e (x) is continuous for all x, odd in x, and satisfies the condition P 2m+1 (0) = P 2m+1 (1) = 0. Thus, we express P 2m+1 (x/h)q e (x) as a Fourier (sine) series which converges absolutely and uniformly:
Because the series converges uniformly, we may integrate each term separately:
Next, we change to polar coordinates. If we define
It can be shown that the integrand of the latter integral is bounded by a constant which is determined by the maximum value of Si(x) (which occurs at x = π):
for all i. We know from the theory of Fourier series that [11, 12] . Hence, the series C max
converges. From this we conclude that
Now we treat the more general problem. That is, we want to show that
We rewrite f (x, y) in the following way:
We can rewrite f 2 (x, y) in the following form:
If we rationalize the numerator, we have
Expanding the numerator gives
We now observe that in terms of the radial variable r, A varies as r 2 and B is bounded. Thus, in polar coordinates, f 2 varies as r −4 . Using this, we can write x, y) .) The analysis proceeds essentially as before from here. The integral involving
g(x, y). We can express q(x, y) as a sum of terms
where, for example, q eo is even in x and odd in y. We can then use symmetry to write
xq(x, y) (x 2 + y 2 ) 3/2 dxdy = Ω P 2m+1 (x/h) xq ee (x, y) (x 2 + y 2 ) 3/2 dxdy. (A.90) Next, we express P 2m+1 (x/h)q ee (x, y) as a double Fourier series:
A ij sin(ix) cos(jy) (A.91) The condition that the Fourier series representations used are uniformly convergent relies on the premise that g and the derivatives of g are smooth.
We have considered one of the terms in E Ω . The analysis of the other terms is analogous. We conclude that We can express E LR as follows: where, again, we have applied the mean value theorem of integrals. Next, we want to consider those terms in E LR which involve a single integral. For example, we can consider the first term in E LR :
R(h, y)dy.
If we make the change of variables x = hx , y = hy , then (dropping the primes) we get Since γ ≤ m, we can take the differential operator inside the integral (using (A.97)), perform the differentiation, and then apply the mean value theorem to verify that this integral is O(h 2m+1 ). Again, we have relied on the fact that g(x, y) is bounded in all its derivatives. It is completely analogous to show that the terms
R(h, h)
are O(h 2m+1 ). We have only to consider the terms involving the double integrals. To show the general approach, we consider the following term from E LR :
We know that Applying the differential operator and using the mean value theorem gives a series of terms, which, when converted to polar coordinates, is of order r −2 . Thus, we can bound the integral as follows: where C is some constant determined by the derivatives of g and the periodic Bernoulli functions.
We have now considered all of the terms of E LR and conclude that
