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In optical metrology, grating-like structures are used as tools to evaluate the performance of lithographic
techniques. In particular, several shape parameters characterize those structures. One of them, termed
side-wall angle, suffers from a considerable high error estimation. Using mathematical optimization,
we investigated whether a properly shaped beam could increase the ability to detect tiny changes of this
angle in the case of a cliff-like structure. This paper describes the theoretical formulation used to calculate
the optimized beam and compares its performance with the case of a plane wave. The results indicate
that the sensitivity increases by several folds by using the optimized solution. Still, such an optimization
process needs to be extended to the more general vectorial case. © 2018 Optical Society of America
OCIS codes:
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1. INTRODUCTION
Nowadays, the performance increase of electronic devices is
mainly achieved by two highly related means: a bigger density
of electrical components (such as transistors) and a miniaturiza-
tion of those. It is therefore important, in order to obtain the
desired characteristics and performances, to implement a reliable
and (possibly) fast process control. This is achieved by printing
special targets on the wafer, such as gratings, which are mea-
sured in order to adjust dose, exposure time, overlay/alignment
and other relevant process parameters of the photo-lithographic
machine [2, 3]. Currently, one of the important tasks of this
methodology is to quantify the value of the so called side-wall
angle (SWA) with high precision (for example tenth or hun-
dredth of a degree). In the past years, several different tech-
niques have been proposed to obtain a direct measurement of
this quantity, examples can be Atomic Force Microscopy (AFM)
and Scanning Electron Microscopy (SEM); nevertheless, techno-
logical innovation soon demanded more accurate and reliable
metrology tools. For this reason, researchers developed nu-
merous variations of the aforementioned techniques, such as
a tilt-scanning method for AFM [4], Critical Dimension AFM
[5] and Critical Dimension SEM [6]. These measuring tool all
have the great feature of being able to perform non-destructive
measurement, nevertheless they all have different drawbacks
(for instance the Rayleigh diffraction limit for the AFM) affecting
their performances. To overcome these problems, El Gawhary
et al. [7–9] developed a completely new approach, Coherent
Fourier Scatterometry, which they use to reconstruct the profile
of a grating; nonetheless, even in this case, the uncertainty asso-
ciated to the side-wall angle is still much higher than the error
affecting other shape parameters (e.g. height and middle critical
dimension).
Phase and amplitude control of light open many new appli-
cations in the field of optics. In adaptive optics, for example,
modulated light can remove aberrations introduced by very dif-
ferent optical systems such as the human eye or the atmosphere
[10, 11]. In biology, a properly shaped beam can be used to ef-
ficiently trap different types of particles [12–14]. Another area
where beam shaping plays a key role is digital holography; in
this field, an example of the importance of light modulation
can be holographic data storage [15]. Another innovative ap-
plication of beam shaping is the focusing of light onto strongly
scattering materials [18, 19]. The scientific progress in the field
of light modulation has been so fast that we can already consider
changing the amplitude, phase as well as the polarization of a
beam. The great diffusion of modulating devices, such as Spatial
Light Modulators (SLM), have made possible to individually
tune each of the just named properties of light. Particularly,
several authors claim to be able to create all the possible state of
polarizations within one single SLM, alongside with changes in
the amplitude and phase [20, 21].
In this paper, we optimize the illumination to increase the
sensitivity (here intended as ability to sense changes of a specific
parameter) in the detection of the side-wall angle (SWA) of a cliff-
like structure. We assume that a cylindrical lens is used, which
gives a focused spot that is independent of the y-component; the
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structure we intend to study constitutes a phase object, meaning
that absorption is not considered in our model and only the
phase of the beam is affected by the interaction with the sample.
The paper is organized as follows: in Section 2 we present the
optimization problem used to calculated the optimum field for a
given side-wall angle; in Section 3 this problem is expressed
in terms of a Lagrange multiplier rule, which turns into an
eigenvalue problem; in Section 4 we derive a closed formula for
the kernelK, from which we will calculate the eigenvalues of the
system; Section 5 deals with the description of the computational
techniques we used to calculate the optimum field; in Section 6
we present the main results obtained from the optimization
algorithm and we compare them with the case of a plane wave
illumination; Section 7 summarizes the main findings.
2. THE OPTIMIZATION PROBLEM
In this section, we present the theoretical derivation of the op-
timized pupil field that is, for a given power, most sensitive
to a change in the side-wall angle in the scalar regime. The
structure we consider has a cliff like shape and it is character-
ized by a side-wall angle (SWA) α and height h. We center it
in a (x, y) reference system, such that the slope extends in the
range −a/2 < x < +a/2, with a being the distance from the
y-axis (see Fig. 1). The surface can therefore mathematically be
expressed by the function gα(x):
gα(x) :=

0, if x 6 − a2
x tan(α) + h2 , if − a2 < x < a2
h, if x > a2
(1)
h
h/2
+a/2-a/2 x
z
α
Fig. 1. The height h and side-wall angle α are the parameters
that we will vary. The quantity a is automatically derived from
the other two variables with Eq. (2).
Throughout the mathematical derivation, we will use α and
h as variables to describe the cliff, since the horizontal length a
can be directly obtained from the formula:
a =
h
tan(α)
0 < α <
pi
2
. (2)
Moreover, we will treat the sample described by the function
gα(x) as a pure phase object, meaning that we don’t consider
absorption in the calculations that will follow. In view of this
hypothesis, the reflection function of the structure becomes:
rα(x) =

exp (2ikh), if x 6 − a2
exp
[
2ik
(
h
2 − x tan(α)
)]
, if − a2 < x < a2
1, if x > a2
(3)
where k is the wave number k = 2pi/λ.
LetUi(x) be a cylindrical focused field incident on the sample
described by the reflection function rα(x). We assume that the
reflected field Urα(x) is given by:
Urα(x) = U
i(x) rα(x). (4)
Suppose that the focused fieldUi(x) is generated by a cylindrical
microscope objective of a given numerical aperture (NA). If we
think of an experimental configuration in which the reflected
light is collected by the same objective and then analyzed with a
CCD camera, the intensity captured by this detector is simply
the absolute square of the Fourier transform F of the reflected
field Urα(x):
Ioutα (ξ) = |F (Urα)(ξ)|2 = |F (Ui rα)(ξ)|2 |ξ| ≤
NA
λ
, (5)
where the newly introduced coordinate ξ refers to the CCD
plane. Recalling the properties of the Fourier transform, we can
write:
F (Ui rα)(ξ) = F (Ui)(ξ) ∗ F (rα)(ξ) = Ai(ξ) ∗ F (rα)(ξ), (6)
where the convolution operation is expressed by the symbol ∗
and, in the last step of Eq. (6), we have introduced the variable
Ai(ξ) for a more concise notation. Throughout the mathemat-
ical derivation, Ai(ξ) represents the complex amplitude of the
expansion into plane waves of the incident field. These complex
amplitudes are the variables of the optimization problem.
In order to find the input field Ai(ξ) which provides the high-
est sensitivity to the side-wall angle, we maximize the change,
averaged over the microscope objective pupil, of the output
intensity Ioutα (ξ). Hence we seek Ai(ξ) such that:
G(Ai) =
∫ + NAλ
− NAλ
d
dα
Ioutα (ξ) dξ
=
∫ + NAλ
− NAλ
d
dα
|Ai ∗ F (rα)|2(ξ) dξ
= 2<
∫ + NAλ
− NAλ
(
Ai ∗ dF (rα)
dα
)(
Ai ∗ F (rα)
)∗
dξ, (7)
is either strongest positive or strongest negative for the given
power:
P(Ai) =
∫ + NAλ
− NAλ
Ai(ξ) Ai
∗
(ξ) dξ = 1. (8)
The superscript ∗ indicates the complex conjugate and we used
Eq. (6) between the first and second step in the right-hand side
of Eq. (7).
3. THE LAGRANGE MULTIPLIER RULE
A useful tool to find a solution to this problem is provided by
the Lagrange multiplier rule for inequality constraints [22] (also
known as Kuhn-Tucker’s theorem); according to this rule there
exists a Lagrange multiplier Λ such that, if Ai is the optimum
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field, the following equation needs to be satisfied for all complex
Bi:
δG(Ai)(Bi)−Λ δP(Ai)(Bi) = 0 (9)
where δG(Ai)(Bi) and δP(Ai)(Bi) represent the Fréchet deriva-
tive of the functionals G(Ai) and P(Ai) in the direction of Bi. If
Λ > 0, then the solution is such that G(Ai) is strongest positive,
whereas if Λ < 0, G(Ai) is strongest negative. We have:
δG(Ai)(Bi) = 2<
∫ + NAλ
− NAλ
[
Ai
∗ ∗ F (rα) Bi ∗ dF (rα)dα +
+ Ai
∗ ∗ dF (rα)
dα
Bi ∗ F (rα)
]
dξ
= 2<
{∫ + NAλ
− NAλ
[
Ai
∗ ∗ F (rα)
]
(ξ)×
×
∫ + NAλ
− NAλ
dF (rα)
dα
(ξ − ξ ′)Bi(ξ ′)dξ ′ dξ+
+
∫ + NAλ
− NAλ
[
Ai
∗ ∗ dF (rα)
dα
]
(ξ)×
×
∫ + NAλ
− NAλ
F (rα)(ξ − ξ ′)Bi(ξ ′) dξ ′ dξ
}
= 2<
∫ + NAλ
− NAλ
∫ + NAλ
− NAλ
K(ξ, ξ ′) Ai(ξ ′) dξ ′Bi(ξ) dξ.
(10)
Where the Kernel K(ξ, ξ ′) is symmetric and can be expressed as:
K(ξ, ξ ′) = H(ξ, ξ ′) +H(ξ ′, ξ) (11)
with:
H(ξ, ξ ′) =
∫ + NAλ
− NAλ
dF (rα)
dα
(ξ ′′ − ξ)F (rα)(ξ ′′ − ξ ′)dξ ′′ (12)
Since K(ξ, ξ ′) = K(ξ ′, ξ) and K is real valued (see Eqs. (15)
and (18) in Section 4), the integral operator is self-adjoint and
therefore there exists an orthogonal basis of L2(R) of eigenfunc-
tions and all eigenvalues are real.
The Fréchet derivative of the power P(Ai) in the direction of Bi
is given by:
δP(Ai)(Bi) = 2<
∫ + NAλ
− NAλ
Ai
∗ ∗ Bi dξ. (13)
Hence Eqs. (9), (10) and (13) imply:∫ + NAλ
− NAλ
∫ + NAλ
− NAλ
[
K(ξ, ξ ′) Ai(ξ ′)−ΛAi(ξ)
]
dξ dξ ′ (14)
4. COMPUTATION OF THE KERNEL K
The Fourier transform of the reflection function rα of Eq. (3), is
given by the distribution:
F (rα)(ξ) =− PV
sin
(
kh+ pih ξtan α
)
piξ
+ δ(ξ) cos(kh)+
+
sin
(
kh+ pih ξtan α
)
k tan α+ piξ
(15)
where δ(ξ) is the Dirac’s delta function and PV indicates the gen-
eralized function (distribution) given by the Cauchy Principal
Value (see Eq. (B1) for the more complete treatment), i.e. for any
smooth test function φ(ξ) we have:
PV
∫ sin (kh+ pih ξtan α)
piξ
φ(ξ)dξ =
1
pi
lim
e→0+
∫
<\[−e,+e]
ψ(ξ)
ξ
dξ
(16)
=
1
pi
∫ +∞
0
ψ(ξ)− ψ(−ξ)
ξ
dξ
(17)
where, in the second step, we included the sine function in the
expression of ψ(ξ). Similarly, the derivative with respect to α of
the just calculated Fourier transform, is given by:
dF (rα)
dα
(ξ) =
kh cos
(
kh+ pih ξtan α
)
k sin2 α+ piξ2 sin(2α)
+
−
k sin
(
kh+ pih ξtan α
)
k2 sin2 α+ pi2ξ2 cos2 α+ kpiξ sin(2α)
(18)
note that F (rα) and dF (rα)/dα are both real valued functions. It
is possible to calculate a closed formula for the functionH(ξ, ξ ′)
given in Eq. (12) by using the explicit expressions for F (rα) and
dF (rα)/dα in Eqs. (15) and (18), respectively. Furthermore, we
need to pay particular attention to the integration containing the
Cauchy Principal Value. In fact, we write the term H(ξ, ξ ′) in
Eq. (12) as:
H(ξ, ξ ′) =− 1
pi
−
∫ + NAλ
− NAλ
{
1
ξ ′′ − ξ ′ sin
[
kh+ pih
(ξ ′′ − ξ ′)
tan α
]
×
× dF (rα)
dα
(ξ ′′ − ξ)
}
dξ ′′ + cos(kh) dF (rα)
dα
(ξ ′ − ξ)+
+
∫ + NAλ
− NAλ
dF (rα)
dα
(ξ ′′ − ξ)
sin
[
kh+ pih (ξ
′′−ξ ′)
tan α
]
k tan α+ pi(ξ ′′ − ξ ′) dξ
′′.
(19)
The first integral in the right-hand side of Eq. (19) requires careful
examination. To calculate it, we define a new function w(ξ ′′)
containing part of the integrand:
w(ξ ′′) = sin
[
kh+ pih
(ξ ′′ − ξ ′)
tan α
]
dF (rα)
dα
(ξ ′′ − ξ) (20)
The Cauchy Principal Value integral can now be written as:
IPV(ξ ′) = − 1pi−
∫ + NAλ
− NAλ
w(ξ ′′)
ξ ′′ − ξ ′ dξ
′′
= − 1
pi
lim
e→0
[(∫ ξ ′−e
− NAλ
+
∫ + NAλ
ξ ′+e
)
w(ξ ′′)− w(ξ ′)
ξ ′′ − ξ ′ dξ
′′+
+ w(ξ ′)
(∫ ξ ′−e
− NAλ
+
∫ + NAλ
ξ ′+e
)
1
ξ ′′ − ξ ′ dξ
′′
]
. (21)
Since w(ξ ′′) is differentiable, the first integral in the right-hand
side of Eq. (21) is not singular; the second integral is singular,
but it’s simpler to calculate than the integral we started with,
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and can be estimated with a limit process:
IPV(ξ ′) = − 1pi
[∫ + NAλ
− NAλ
w(ξ ′′)− w(ξ ′)
ξ ′′ − ξ ′ dξ
′′+
+ w(ξ ′) lim
e→0
(∫ ξ ′−e
− NAλ
+
∫ + NAλ
ξ ′+e
)
1
ξ ′′ − ξ ′ dξ
′′
]
= − 1
pi
[∫ + NAλ
− NAλ
w(ξ ′′)− w(ξ ′)
ξ ′′ − ξ ′ dξ
′′+
+ w(ξ ′) ln
∣∣∣∣∣ NAλ − ξ ′NA
λ + ξ
′
∣∣∣∣∣
]
. (22)
Finally, the expression ofH(ξ, ξ ′):
H(ξ, ξ ′) =− 1
pi
∫ + NAλ
− NAλ
w(ξ ′′)− w(ξ ′)
ξ ′′ − ξ ′ dξ
′′+
− 1
pi
ln
∣∣∣∣∣ NAλ − ξ ′NA
λ + ξ
′
∣∣∣∣∣ sin (kh) dF (rα)dα (ξ ′ − ξ)+
+ cos(kh)
dF (rα)
dα
(ξ ′ − ξ)+
+
∫ + NAλ
− NAλ
dF (rα)
dα
(ξ ′′ − ξ)
sin
[
kh+ pih (ξ
′′−ξ ′)
tan α
]
k tan α+ pi(ξ ′′ − ξ ′) dξ
′′,
(23)
where w(ξ ′′) is given by (20). Note that for ξ ′′ = ξ ′:
w(ξ ′′)
∣∣∣∣
ξ ′′=ξ ′
= sin (kh)
dF (rα)
dα
(ξ ′ − ξ), (24)
At this point, if we substitute Eqs. (10) and (13) into Eq. (9) and
carry on the algebraic calculations, we will be left with the final
expression of the Lagrange multiplier problem we need to solve
in order to find the optimized input field:
∫ + NAλ
− NAλ
K(ξ, ξ ′) Ai(ξ ′) dξ ′ = ΛAi(ξ) dξ ′ (25)
this integral equation if often termed in mathematical literature
as second order Fredholm equation. The solution of the op-
timization problem is the properly normalized eigenfunction
corresponding to the strongest positive, or strongest negative,
eigenvalue Λ.
5. DISCRETIZATION
To be able to solve Eq. (25) we need to use numerical computa-
tion, since this equation cannot, in general, be calculated analyti-
cally. We used Gauss integration with the formalism described
in [23]. Gauss integration is well suited for integrals with inte-
gration domain in the range [−1,+1], we therefore normalized
the end points of the integration interval in the left-hand side of
Eq. (25); setting ξ ′ = NAλ ξ
′′ we get:
∫ 1
−1
K
(
ξ,
NA
λ
ξ ′′
)
Ai
(
NA
λ
ξ ′′
)
dξ ′′ = Λ′Ai(ξ) (26)
where Λ′ = Λ λ/NA. Since the integration interval of Eq. (26)
runs now from −1 to 1, we can apply the Gaussian quadrature
rule. The first step is to discretize the variable ξ ′′ into N points
−1 = ξ ′′1 < ξ ′′2 < . . . < ξ ′′N = +1 with Gaussian weight wi
corresponding to ξ ′′i , and obtain:
N
∑
n=1
wn K(ξ, βξ ′′n ) Ai(βξ ′′n ) = Λ′ Ai(ξ) (27)
To proceed, we discretize the variable ξ into N points as well,
therefore:
N
∑
n=1
wn K(ξm, βξ ′′n ) Ai(βξ ′′n ) = Λ′ Ai(ξm) m = 1, 2, . . . , N
(28)
The system (28) represents a set of N equations (coming from the
discretization of the variable ξ) and each of these equations con-
tains a sum over N terms; it is therefore more intuitive to write
this system in matrix representation by setting K = K(ξm, βξ ′′n ),
w = diag(w1, . . . ,wN) and Ai = [Ai(ξ1), Ai(ξ2), . . . , Ai(ξN)]T .
Hence we need to solve the matrix eigenvalue problem given by
the following equation:
KwAi = Λ′ Ai (29)
which, when solved, yields N eigenvaluesΛ′m and the associated
eigenfunctions Aim (m = 1, 2, . . . , N).
6. RESULTS
In this section, we will plot the behavior of the optimized field
Ai(ξ) for some values of the slope angle α, the height h and the
numerical aperture NA of the system. Furthermore, we will
confront the sensitivity of the optimized field with that of a
plane wave. In this way we can compare the performance of
a properly shaped beam with the most used and general type
of illumination. For the optimum input field, the sensitivity is
simply given by the strongest positive (or strongest negative)
eigenvalue Λ, whereas for a plane wave illumination we need
to calculate the sensitivity G(Ai) from Eq. (7), by substituting
for Ai(ξ) the expression of a plane wave. We have:
G(AiPW) =
1
2
δG(AiPW)(A
i
PW)
= |Ai0|2<
∫ + NAλ
− NAλ
∫ + NAλ
− NAλ
K(ξ, ξ ′) dξ dξ ′ (30)
where Ai0 represents the amplitude of the plane wave. Hence,
it is possible to calculate the sensitivity of the plane wave case
by simply integrating the kernel K(ξ, ξ ′). The amplitude Ai0 of
the plane wave has to be normalized to 1 using Eq. (8), which
gives |Ai0|2 = λ/(2 NA). All the plots we will present have been
obtained by considering the input illumination in the visible part
of the spectrum (λ = 633nm).
Figure 2 shows the profiles of the optimized input field
as a function of the coordinate ξ (normalized to 1), for α =
22◦, 44◦, 66◦, 88◦, h = λ/3, NA = 0.3. As we already pointed
out in Section 3, the kernel K(ξ, ξ ′) of the eigenvalue equation
we need to solve, is real valued and symmetric, therefore the
eigenfunctions are real valued and the phase of the optimized
beam is thus 0 or pi. The profile of the eigenvector Ai(ξ) dif-
fers strongly from a plane wave illumination, with most of the
energy concentrated into the high order components. In Fig-
ure 3 the optimum solution is plotted for α = 85◦, h = λ/5 and
NA = 0.001, 0.01, 0.1, 0.5. In this case, changing the numerical
aperture of the system does not influence much the profile of
the solution.
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In Figure 4, the sensitivity G(Ai) for both the optimum field
and the plane wave case is plotted against the variation of the
slope angle 13◦ ≤ α ≤ 89◦, for NA = 0.4 and h = λ/3. Using
the calculated solution gives a higher sensitivity over the whole
range of investigated angles which increases for steep angles.
It is important to point out that it is critical to find both
the strongest positive and most negative eigenvalues of the
system; in fact, we are interested in finding the input field which
gives the steepest change in the reflected intensity. Hence its
value could also diminish, thus the eigenvector associated to the
strongest minimum could also be an acceptable solution of our
system. This hypothesis is confirmed by Figure 5. Without any
loss of generality, we chose to plot the values of the minimum
and maximum eigenvalues for NA = 0.3 and h = λ/5, in this
case we observe that the best solution is actually given by the
strongest minimum eigenvalue. Therefore it is important to
calculate and find both solutions.
Figure 6 shows the calculated value of the ratio of the func-
tional G(Ai) for the beam which provides the highest sensitivity
and the value of G for a plane wave illumination. For small
values of the numerical aperture of the system, i.e. NA→ 0, we
expect that the ratio converges to 1. In this approximation, the
eigenvalue of the optimum solution is given by Eq. (A3) in the
Appendix, and the sensitivity for the plane wave case can be
computed by taking the limit NA→ 0 in Eq. (30). We have:
G(AiPW) = |Ai0|2<
∫ + NAλ
− NAλ
∫ + NAλ
− NAλ
K(ξ, ξ ′) dξ dξ ′
=
λ
2NA
4
(
NA
λ
)2
K(0, 0)
= 4
NA
λ
hk cos(hk)− sin(hk)
k sin2 α
cos(kh) (31)
that is exactly the same expression reported in Eq. (A7).
7. CONCLUSION
In this paper we determined the illumination which is most sen-
sitive to the change of the side-wall angle of a cliff-like structure.
We expressed this problem mathematically by seeking the maxi-
mum (or minimum) of a given functional under the constraint
in which the power carried by the beam is fixed. As a result,
we have solved a constraint optimization problem that can be
formulated in terms of a Lagrange multiplier rule. The opti-
mum field was shown to be the eigenfunction associated with
the strongest positive (or strongest negative) eigenvalue. The
solution to this problem cannot be found analytically, therefore
we used Gauss numerical integration to solve it. Nevertheless,
for the limit case NA → 0 is possible to find a closed formula
for the optimum field, which can also be used to test our nu-
merical routines. The improvement in the sensitivity detection
is substantially higher compared to what we can achieve when
we use plane wave illumination. These results emphasize how
important it is to shape an optical beam according to the require-
ments imposed by experimental measurements or theoretical
simulation; even in the presence of a rather simple model, where
we are not dealing with periodic structures and we restrict our-
selves to the scalar approximation, finding the optimized field
Ai(ξ) has proven to be a crucial element for the improvement in
the detection of the side-wall angle.
Normalized ξ
-1 -0.5 0 0.5 1
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Field (a.u.)
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-0.5
0
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1
1.5
2
2.5
Pupil Field for NA=0.3 and h=λ/3
22°
44°
66°
88°
Fig. 2. The optimum field changes when the slope angle
changes, in this case the numerical aperture and the height
of the cliff are do not vary.
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Pupil Field for α=85° and h=λ/5
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Fig. 3. Changing the value of the numerical aperture of the
system influences the behavior of the optimum field.
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Slope angle α (degrees)
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G(Aiopt)
G(Ai
planewave
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1.19
1.195
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1.205
1.21
Ratio of sensitivity vs. slope angle for NA=0.3 and h=λ/6
Fig. 4. An optimized field (compare to a plane wave illumina-
tion) is much more sensitive to the side-wall angle of a cliff-
like structure, given a fixed numerical aperture of the input
pupil.
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Eigenvalues comparison for NA=0.3 and h=λ/5
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Fig. 5. It is important to compute both the maximum eigen-
value and the minimum one, because the latter can also repre-
sent the best solution to the problem.
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Fig. 6. The ratio of the sensitivities approaches 1 when NA
becomes small, as predicted from the theory.
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Fig. 7. When we consider the case NA → 0, there is a perfect
agreement between simulation and theory.
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APPENDIX A: SOLVING THE EIGENVALUE EQUATION
FOR THE CASE NA→ 0
We previously stated that Eq. (25) cannot be solved analytically
and hence we used Gauss numerical integration to calculate
the optimized pupil field Ai(ξ). However, if we consider the
limit NA → 0, it is possible to reach a closed formula for the
eigenvalue Λ and its eigenfunction Ai(ξ); in this appendix we
will elucidate the mathematical derivation that leads to such a
result. This result can also be used as a test of the numerical
method for the general case.
First of all, the reader should notice that Eq (23) is exact,
meaning we did not calculated the results considering the limit
NA→ 0, yet. If we do so, we see that the first integrand in the
right hand-side of Eq. (23) is o(|ξ ′′ − ξ ′|) ≤ max |ξ ′|, |ξ ′′|. Since
|ξ ′|, |ξ ′′| < NA/λ the integrand is o (NA/λ) and hence the in-
tegral is o(NA2/λ2), while the last term is o(NA/λ). Therefore
the dominant terms ofH(ξ, ξ ′) are:
H(ξ, ξ ′) ≈ cos(kh) dF (rα)
dα
(ξ ′ − ξ)+
− 1
pi
ln
∣∣∣∣∣ NAλ − ξ ′NA
λ + ξ
′
∣∣∣∣∣ sin (kh) dF (rα)dα (ξ ′ − ξ). (A1)
Subsequently, we need to substitute Eq. (A1) into Eq. (11) and
solve Eq. (25) by considering, once again, the limit for NA→ 0;
by retaining only the terms which substantially contribute to the
final result, we are left with the following equation:
2
NA
λ
{
cos(kh)
[
dF (rα)
dα
(ξ) +
dF (rα)
dα
(−ξ)
]
+
− 1
pi
ln
∣∣∣∣∣ NAλ − ξNA
λ + ξ
∣∣∣∣∣ sin (kh) dF (rα)dα (ξ)
}
Ai(0) = ΛAi(ξ) (A2)
We can find the eigenvalue Λ by considering the case ξ = 0:
Λ = 4 cos(kh)
dF (rα)
dα
(0)
NA
λ
= 4
NA
λ
hk cos2(hk)− cos(kh) sin(hk)
k sin2 α
(A3)
where we have substituted for:
dF (rα)
dα
(0) =
hk cos(hk)− sin(hk)
k sin2 α
. (A4)
Using the expression for the eigenvalue Λ, we can calculate the
analytic expression for the eigenfunction Ai(ξ):
Ai(ξ) =
Ai(0)
2
[
dF (rα)
dα
(ξ) +
dF (rα)
dα
(−ξ)+
− 1
pi
ln
∣∣∣∣∣ NAλ − ξNA
λ + ξ
∣∣∣∣∣ tan (kh) dF (rα)dα (ξ)
]
1
dF (rα)
dα (0)
(A5)
Finally, Ai(0) follows from:
∫ + NAλ
− NAλ
|Ai(ξ)|2 dξ = 1, (A6)
The optimum sensitivity that can be achieved for a given α can
be written as:
Λ =
δG(Ai)(Ai)
δP(Ai)(Ai)
=
G(Ai)
P(Ai)
= G(Ai) = max/minG(Ai) (A7)
Hence:
max/minG(Ai) = Λ = 4
NA
λ
hk cos2(hk)− cos(kh) sin(hk)
k sin2 α
(A8)
we therefore notice that the sensitivity G(Ai) decreases mono-
tonically as the slope angle α increases but it increases with
NA.
APPENDIX B: THE PRINCIPAL VALUE INTEGRAL
In this section we will perform the full demonstration regarding
the integral containing the generalized function given by the
Principal Value, used to be obtain an analytic expression of
H(ξ, ξ ′) in Eq. (23). Let φ be a small test function. Then:
PV
∫ + NAλ
− NAλ
sin
(
kh+ pih ξtan α
)
pi(ξ − ξ ′) φ(ξ)dξ
=
1
pi
lim
e→0
[∫ ξ ′−e
− NAλ
sin
(
kh+ pih ξtan α
)
ξ − ξ ′ φ(ξ) dξ+
+
∫ + NAλ
ξ ′+e
sin
(
kh+ pih ξtan α
)
ξ − ξ ′ φ(ξ) dξ
]
(B1)
Since sin (kh+ pihξ/ tan α) is a smooth function, ψ(ξ) =
sin (kh+ pihξ/ tan α) φ(ξ) is also smooth and hence we can
write:
PV
∫ + NAλ
− NAλ
sin
(
kh+ pih ξtan α
)
pi(ξ − ξ ′) φ(ξ)dξ =
=
1
pi
lim
e→0
[∫ ξ ′−e
− NAλ
ψ(ξ)
ξ − ξ ′ dξ +
∫ + NAλ
ξ ′+e
ψ(ξ)
ξ − ξ ′ dξ
]
=
1
pi
lim
e→0
[(∫ ξ ′−e
− NAλ
+
∫ + NAλ
ξ ′+e
)
ψ(ξ)− ψ(ξ ′)
ξ − ξ ′ dξ+
+ ψ(ξ ′)
(∫ ξ ′−e
− NAλ
+
∫ + NAλ
ξ ′+e
)
1
ξ − ξ ′ dξ
]
=
1
pi
[∫ + NAλ
− NAλ
ψ(ξ)− ψ(ξ ′)
ξ − ξ ′ dξ+
+ ψ(ξ ′) lim
e→0
(∫ ξ ′−e
− NAλ
+
∫ + NAλ
ξ ′+e
)
1
ξ − ξ ′ dξ
]
=
1
pi
∫ + NAλ
− NAλ
ψ(ξ)− ψ(ξ ′)
ξ − ξ ′ dξ +
ψ(ξ ′)
pi
ln
∣∣∣∣∣ NAλ − ξ ′NA
λ + ξ
′
∣∣∣∣∣ . (B2)
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