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Abstract
Interfacial phenomena are ubiquitous in a number of natural and technological processes, and
concern areas where chemistry, physics, and engineering intersect. Unlike the bulk material, the
interface is non-centrosymmetric. The interfacial phenomena such as surface/interfacial tension,
wetting, spreading, mutual diusion and etc. are governed by interactions between molecules
at the interface of their phases, acting usually over a few molecular distances. These length
scales are being probed with experimental techniques, such as atomic force microscopy and
surface forces measurement, or theoretical tools, such as molecular simulations, to obtain new
insights into interface phenomena. Molecular simulations are powerful techniques by which we
can obtain thermodynamic properties of the system of given composition at desired temperature
and pressure, and it also enables us to observe microscopic phenomena by direct visualization.
In this dissertation, Molecular Dynamics (MD, one of molecular simulations) simulations
have been performed to investigate the oil{water interfacial equilibrium, related to the primary
oil production and the enhanced oil recovery (EOR) techniques in the oil industries. The results
are followings:
(1) The interfacial equilibrium of a light-oil{water interface system was investigated by using
MD method. In advance, the accuracies of each hydrocarbon model were checked by compar-
ing to the experimental values on the thermodynamic properties, such as the bulk density and
IFTs at an ambient condition. The light-oil model was modeled as a mixture of eight kinds of
hydrocarbons, including n-alkanes, cycloalkanes and aromatics. The results showed the inhomo-
geneity of the molecular distributions, such as strong accumulation of aromatic molecules at the
light-oil{water interface, which were caused by the specic interaction between aromatic and
water, called as weak hydrogen bonding. This phenomenon aects a large area of the oil{water
interface properties.
(2) The interfacial equilibrium of a decane{water{vapor three phase system was investigated
by using MD method. The inhomogeneity of the molecular distribution, especially at the vicinity
of three phase contact line, and the interfacial tensions of each interface were obtained. In
addition, the convenient equation to calculate the line tension of three phases system from local
pressure distribution was derived and applied to the decane{water{vapor three phase system.
With this method, the line tension of the decane{water{vapor three phase system was calculated
successfully. And the size dependence of the contact angle inside of the droplet was estimated
from nano to macro scales by using the three calculated interfacial tensions and the line tension
with the general form of Neumann triangle relationship.
(3) The interfacial equilibrium of a multicomponent-oil{water{vapor three phase system
was investigated by using MD method. The multicomponent-oil was modeled as a mixture
of heptane, decane and toluene. The line tension, the interfacial tensions and the molecular
distributions in the multicomponent-oil{water{vapor three phase system were obtained and
discussed. The eects by impurity of the droplet, such as lower interfacial tension and higher line
tension, molecular coverage on water surface by toluene molecules, were shown. The line tension
value has changed from negative to positive value by adding heptane and toluene molecules into
decane droplet. This causes opposite trend in size dependence of the contact angle of droplet.
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1.1 Enhanced Oil Recovery
Currently, the biggest issue in our society is how to meet the increasing global energy demand.
It is having become dicult to nd new big oil elds, the oil price has risen. Some new energy
resources have been suggested and investigated as an alternative energy to replace existing ones.
However they are still in the research phase. Under this circumstance, one of the promising
solutions to the problem is to increase the oil production from existing oil elds, which is called
Enhanced Oil Recovery (EOR) techniques (Lake, 1989; Thomas, 2008). The EOR techniques are
increasingly important for the energy security, as the reserves are limited. There are many EOR
techniques, including gas injection and chemical injection, among others (Lake, 1989; Pedersen
and Christensen, 2006; Thomas, 2008). These techniques try to change physical or chemical
properties of uids in the petroleum reservoirs. The target of EOR varies considerably for the
dierent types of hydrocarbons (Thomas, 2008). Fig.1.1 shows the uid saturations and the
target of EOR for typical light and heavy oil reservoirs and tar sands. For light oil reservoirs,
EOR is usually applicable after secondary recovery operations, and the EOR target is  45%
OOIP (original oil in place). Heavy oils and tar sands respond poorly to primary and secondary
recovery methods, and the bulk of the production from such reservoirs come from EOR methods.
1.1.1 Interfacial phenomena in petroleum engineering
The interfaces between immiscible liquids are ubiquitous and play an important role in many
natural and technological processes (Assael et al., 1996; Batzle and Wang, 1992; Benjamin,
1997; Bonn et al., 2009; Chandler, 2007; Chiquet et al., 2007; Di Leo and Maranon, 2004; Hore
1
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Figure 1.1: EOR target for dierent hydrocarbons (Thomas, 2008).
et al., 2008; Jungwirth et al., 2006). Unlike the bulk materials, the interface system is a non-
centrosymmetric environment about which we know very little.
Mobilization of residual oil is inuenced by two major factors: Capillary Number (Nc) and
Mobility Ratio (M) (Thomas, 2008). Capillary Number is dened as Nc = v=, where v is the
Darcy velocity (m/s),  is the displacing uid viscosity (Pas) and  is the interfacial tension
(N/m). The most eective and practical way of increasing the Capillary Number is by reducing
. Mobility ratio is dened as M = ing=ed, where ing is the mobility of the displacing uid
(e.g. water), and ed is the mobility of the displaced uid (oil). ( = k=, where k is the
eective permeability (m2), and  is the viscosity (Pas) of the uid concerned). Mobility ratio
inuences the microscopic and macroscopic displacement eciencies.
So the one of the main approaches to the EOR techniques is to decrease the interfacial
tension or the viscosity of the crude oil through molecular additives that are adsorbed at the
oil{water interface or migrate into the crude oil through the interface (Lake, 1989; Thomas,
2008; Zhang et al., 2010). It is important, therefore, for the phenomena pertaining to the crude
oil and underground uid (usually aqueous) interface to be understood.
1.1.2 Environmental concerns
Besides of the high energy demands in the petroleum technology elds, human security engineer-
ing has been growing in importance since the BP oil spill disaster. On April 20, 2010, the BP oil
spill occurred in the Gulf of Mexico. The spilled oil spread immediately on the ocean surface in
the Gulf of Mexico, and led to secondary disasters to humans and nature lives. The oil-water-
vapor three phase interaction is key factor to this phenomena. Therefore, deep understandings
2
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of these properties can prevent the secondary disasters eciently.
1.1.3 Previous researches
In the past, much experimental work has been carried out to understand the properties of water
next to hydrophobic surfaces (Du et al., 1994; Scatena et al., 2001), including the orientation
of water and its hydrogen bonding. However, there has been little exploration of the structural
properties of oil next to the interface. Experimental measurements for liquid{liquid interfaces
are still challenging (De Serio et al., 2006; Du et al., 1994; Lambert et al., 2009; Mitrinovic
et al., 2000; Nomoto and Onishi, 2007; Scatena et al., 2001) because of the relatively small sizes
typically only a few molecular diameters widesand the buried nature of the interface.
Although computational approaches such as Molecular Dynamics (MD) and Monte Carlo
(MC) simulations can provide insights into the structural properties of oil{water interfacial sys-
tems, most studies have been limited to the stable interfacial structure of a pure hydrocarbon{
water system (Bresme et al., 2008; Chau and Hardwick, 1998; Kereszturi and Jedlovszky, 2005;
Linse, 1987; Nicolas and de Souza, 2004; Patel and Brooks, 2006; van Buuren et al., 1993) or that
with surfactant (Ikeda et al., 1992; Jang et al., 2004). However, crude oil is a highly complex ma-
terial that consists mainly of hydrocarbons but can hardly be described as a single hydrocarbon
phase (Pedersen and Christensen, 2006; Riazi and AlSahhaf, 1996). In particular, it is widely
accepted that the percentage contents of paranic (alkane), naphthenic (cycloalkane), and aro-
matic components in reservoir uids (often referred to as the PNA distribution) are essential
properties when describing crude oil (Pedersen and Christensen, 2006). Recent experimental
studies have reported that trace impurities can signicantly modify the interfacial tension, by
up to 10-20 mN/m, over a period of a few hours (Mitrinovic et al., 2000). Theoretical investi-
gations have also shown that even mixtures containing only n-alkanes exhibit exotic phenomena
compared with a single-component system (Xia and Landman, 1993).
1.2 Overview of this research
The purposes of this dissertation are to investigate the interfacial equilibrium of various liquids,
such as hydrocarbons, light oil, water and their vapor, in nano scale and evaluate macroscopic
properties by using MD methods.
In Chapter 2, the methodology of MD methods are described.
3
1.2 Overview of this research
In Chapter 3, the oil{water interface system is investigated by using MD methods. First, the
accuracies of hydrocarbon models are veried by comparing their thermodynamic properties to
the experimental values at ambient conditions. Then, the light-oil model is modeled as a mixture
of their hydrocarbons in order to investigate the interfacial equilibrium of the light-oil{water
interface system. The results are discussed on the inhomogeneity of the molecular distributions
and the specic interaction between aromatic and water, called as weak hydrogen bonding.
In Chapter 4, the decane{water{vapor three phase system is investigated by using MD
methods. At rst, a convenient way to calculate the line tension of a three liquid phase system
is derived as a function of the local pressure distributions. With this method, the line tension
of our decane{water{vapor three phase system is calculated from our MD simulation results.
Then MD simulation is carried out with an apparent 2 dimensional system. And also, the
inhomogeneity of the molecular distribution and the interfacial tensions of each interface are
discussed.
In Chapter 5, the three phase system is investigated similar to Chapter 4, but the mixture
of heptane, decane and toluene for an oil phase is used instead of just decane. The technical
methodologies are almost same with those used in Chapter 4. The line tension, the interfacial
tensions and the molecular distributions of the oil, water and vapor three phase system are
obtained and discussed. Then the results are compared to those of pure decane case (Chapter
4). The eects caused by impurity of the droplet, such as lower interfacial tension and higher
line tension, thin lm of toluene molecules on water surface, are discussed.
Finally, the conclusion of this dissertation is described in Chapter 6.
4
Chapter 2
Methodology of Molecular Dynamics
2.1 Introduction
Computational Chemistry is a name to indicate the use of computational techniques in chem-
istry, ranging from quantum mechanics of molecules to dynamics of large complex molecular
aggregates. Molecular simulation is main approach in computational chemistry, and can be de-
ned as a kind of particle simulation where the individual position of every atom in the system
is explicitly accounted for (Frenkel and Smit, 2002; Kadau et al., 2004). Once proper potential
function and parameters for atoms composing molecules are given, it allows us to obtain ther-
modynamic properties of the system consisting of molecules at given pressure and temperature
conditions. Macroscopic properties are always ensemble averages over a representative statisti-
cal ensemble of molecular systems. Molecular Dynamics (MD) simulation is one of the many
techniques that belong to the realm of computational chemistry and molecular modeling.
In this dissertation, MD simulations are employed to investigate the interfacial equilibrium
of various liquids including oil, water and their vapor phases. Fundamental algorithm of MD
methods are described in rst several sections in this chapter. And then, thermodynamic en-
sembles used in this dissertation are described. The details of algorithms and further techniques
of MD methods can be found in Allen and Tildesley (1989); Frenkel and Smit (2002); Hess et al.
(2008); Van Der Spoel et al. (2005).
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2.2 Newton's equations of motion






where mi and ri are the mass and position vector of atom i, and Fi is the force acted on atom




Eq.(2.2) for all atoms in the system are solved simultaneously in small time steps, t. The system
is followed for some time, taking care that the temperature and pressure remain at the required
values, and the coordinates are written to an output le at regular intervals. The coordinates
as a function of time represent a trajectory of the system. By averaging over an equilibrium
trajectory, many macroscopic properties can be extracted from the output le. Thermodynamic





X (t) dt (2.3)
2.3 Update conguration
In this dissertation, MD simulations use the algorithm so-called leap-frog to integrate the equa-
tion of motion (Eq.(2.1)). The leap-frog algorithm uses positions r at time t and velocities v at
time t  t2 , and it updates positions and velocities using the force F (t) (Eq.(2.2)) determined





























Substituting Eq.(2.4) and Eq.(2.5) into Eq.(2.6) gives:







The equations of motion (Eq.(2.1)) are modied for temperature coupling and pressure coupling,
both of which are discussed in following sections.
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2.4 Interaction function and force eld
The potential function, Upot, in Eq.(2.2) can be subdivided into non-bonded and bonded inter-
actions:
Upot = Unon bond + Ubond (2.8)
where Unon bond is the non-bonded interaction energy, which arises from the interaction between
distinct atoms, and Ubond is the bonded interaction energy, which comes from the interaction
between the atoms connected by bond, angle and dihedral in the same molecule.
2.4.1 Non-bonded interactions
The non-bonded interaction energy, Unon bonded, in Eq.(2.8) can be subdivided into Lennard-
Jones or Buckingham, and Coulomb or modied Coulomb potentials. These non-bonded inter-
actions are computed on the basis of a neighbor list (a list of non-bonded atoms within a certain
radius), in which exclusions are already removed. In this dissertation, the Lennard-Jones and
Coulomb potentials are introduced:
Unon bond = ULJ + Uc (2.9)
where ULJ and Uc are the Lennard-Jones and Coulomb potentials, respectively.
Lennard-Jones interaction
Lennard-Jones potential ULJ between atom types i and j are given by:











where ij and ij are Lennard-Jones potential parameters, and rij is the distance between atom
i and j. Usually, the Lennard-Jones potential parameters between same atom types, ii and ii
are given by empirical or semi-empirical ways and reported as a force eld, such as CHARMM
(Davis et al., 2008; Klauda et al., 2005; MacKerell Jr et al., 1998), CLAYFF (Cygan et al., 2004)
and so on. All Lennard-Jones potential parameters between same atom types, which are used in
this dissertation, are listed in Table.A.1. For example, ULJ and the force by LJ potential, FLJ
(negative derivative of ULJ , see Eq.(2.2)) between CTL3 and CTL3 are illustrated in Fig.2.1.
Note that CTL3 is a name for specifying the atom type (see Table.A.1).
7
2.4 Interaction function and force eld


























































Figure 2.1: Example of ULJ and FLJ between CTL3 and CTL3 atom types.
The Lennard-Jones potential parameters between dierent atom types, ij and ij , can be








Fig.2.2 shows the comparison of three kinds of ULJ and FLJ between CTL3 and HAL3.






































































Figure 2.2: Comparison of ULJ and FLJ between CTL3-CTL3, CTL3-HAL3 and HAL3-HAL3.
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Coulomb interaction
The Coulomb interaction Uc between two charged atoms is given by:




where f = 140 , qi and qj are the charge on atom i and j, respectively, r is relative dielectric
constant, which is given in advance. Fig.2.3 shows the example of the Coulomb interaction,
which is between CTL3 and CTL3.


































































Coulomb interaction potential energy
Coulomb interaction force
Figure 2.3: Example of Uc and Fc between CTL3 and CTL3 atom types.
2.4.2 Bonded interactions
Bonded interactions are based on a xed list of atoms. They are not exclusively pair interactions,
but include 3- and 4-body interactions as well. There are bond stretching (2-body), bond angle
(3-body), and dihedral angle (4-body) interactions.
Ubond = Ub + Ua + Ud (2.14)
where Ub, Ua and Ud are the interaction energies from the bond stretching, bond angle and
dihedral angle, respectively.
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Bond stretching (2-body)





kbij (rij   bij)2 (2.15)
where rij is the distance between atom i and j. The parameters in Eq.(2.15), k
b
ij and bij , used
in this dissertation are listed in Table.A.2.
Harmonic angle potential (3-body)
The bond angle vibration between a triplet of atoms i, j and k is also represented by a harmonic









where ijk is the angle between two vectors, rji and rjk. The parameters in Eq.(2.16), k

ijk and
0ijk, used in this dissertation are listed in Table.A.2.
Urey-Bradley potential (3-body)
The Urey-Bradley angle vibration between a triple of atoms i, j and k is represented by a
harmonic potential on the angle ijk and a harmonic correction term on the distance between
the atoms i and k. It is used mainly in the CHARMM force eld. The Urey-Bradley potential






















ik, used in this dissertation are listed in
Table.A.3.
Proper dihedrals (4-body)
Proper dihedral angles are dened according to the IUPAC/IUB convention, where  is the
angle between the ijk and the jkl planes, with zero corresponding to the cis-conguration (i
and l on the same side).
Ud (ijkl) = k (1 + cos (n  s)) (2.18)
The parameters in Eq.(2.18), k, n and s, used in this dissertation are listed in Table.A.4.
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2.5 Periodic boundary conditions
The classical way to minimize edge eects in a nite system is to apply periodic boundary
conditions (PDC). The atoms of the system to be simulated are put into a space-lling box,
which is surrounded by translated copies of itself. Thus, there are no boundaries of the system;
the artifact caused by unwanted boundaries in an isolated cluster is now replaced by the artifact
of PBC. MD uses PBC, combined with the minimum image convention: only one - the nearest -
image of each particle is considered for short-range non-bonded interaction terms. For long-range
electrostatic interactions, this is not always accurate enough, and MD therefore also incorporates
lattice sum methods like Ewald Sum, PME (Essmann et al., 1995).
2.6 Compute forces
Potential energy
When forces are computed, the potential energy of each interaction term is computed as well.
The total potential energy is summed for various contributions, such as Lennard-Jones, Coulomb,
and bonded interaction terms (Eq.(2.8)).
Kinetic energy and temperature









From this the absolute temperature T can be computed using:
1
2
NdfkT = Ekin (2.20)
where k is Boltzmann's constant and Ndf is the number of degrees of freedom which can com-
puted from:
Ndf = 3N  Nc  Ncom (2.21)
where Nc is the number of constraints imposed on the system. When performing MD, additional
degrees of freedom Ncom = 3 must be removed, because the three center of mass velocities are
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constants of the motion, which are usually set to zero. The kinetic energy can also be written















where V is the volume of the computational box. The scalar pressure P , which can be used for
pressure coupling in the case of isotropic systems, is computed as:
P = trace (p) =3 (2.24)








In this dissertation, in order to control the temperature at desired value, both Berendsen
(Berendsen et al., 1984) and Nose-Hoover scheme (Nose, 1984) are used.
Berendsen temperature coupling
The Berendsen algorithm mimics weak coupling with rst-order kinetics to an external heat








This means that a temperature deviation decays exponentially with a time constant  . The
Berendsen thermostat causes the uctuations of the kinetic energy, which moans that one does
not generate a proper canonical ensemble. This dose not matter when simulating larger systems,
where most properties are not aected signicantly, except for the distribution of the kinetic
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energy itself. The heat ow into or out of the system is realized by scaling the velocities of each











   1)# 12 (2.27)





where CV is the total heat capacity of the system, k is the Boltzmann constant, and Ndf is the
total number of degrees of freedom.
Nose-Hoover temperature coupling
The Berendsen thermostat is useful to relax a system to the target temperature. However, once
the system has reached equilibrium, it is more important to built correct canonical ensemble.
Nose-Hoover thermostat makes it possible to simulate proper canonical ensemble, by introducing
a thermal reservoir and a friction term to the system Hamiltonian in the equations of motion.









where the equations of motion for the heat bath parameter  are expressed with target temper-






(T   T0) (2.30)





In practice, Berendsen thermostat should be used in the system far away from equilibrium, and
after the equilibrium, Nose-Hoover coupling gives more accurate thermodynamic ensemble.
2.6.2 Pressure coupling
Same as the temperature coupling, pressure coupling can be implemented by Berendsen (Berend-




The Berendsen pressure coupling rescales the coordinates and box vectors every step with a








The scaling matrix  is given by:
ij = ij   t
3p
ij (P0ij   Pij (t)) (2.33)
where  is the isothermal compressibility of the system.
Parrinello-Rahman pressure coupling
It might be a theoretical problem that neither the Berendsen pressure coupling nor the tem-
perature coupling gives exact ensemble. Similar to the Nose-Hoover thermostat, the Parrinello-
Rahman pressure coupling is used to run simulations at constant pressure after the system
reaches equilibrium. With the Parrinello-Rahman barostat, the box vectors given by the matrix
b obey the matrix equation of motion:
d2b
dt2
= VW 1b0 1 (P   Pref ) (2.34)
where V is the volume of the box, and W is a matrix parameter by which we can determines
the strength of the coupling. The matrices P and Pref are the current and target pressures,









where  is the approximate isothermal compressibility, p is the pressure time constant and L
is the largest box matrix element.
2.7 Thermodynamic ensembles
It is known that the pressure is xed for a gas sample when the volume and the temperature
of the system are maintained, obeying the equation of state in which pressure is a function of
volume and temperature. This means that average gas volume over a long enough period of time
14
2.7 Thermodynamic ensembles
follows an equation of state, but instantaneous volume does not. In the microscopic systems
dealt with in molecular simulations, instantaneous volume of the system always uctuates with
small time period. Therefore it is necessary to collect multiple snapshots of the microscopic
systems for a long enough time to get meaningful average of the thermodynamic properties. In
statistical thermodynamics, the collection of snapshots which makes it possible to derive average
properties is referred to as statistical ensemble (Feller et al., 1995; Hoover, 1985; Kataoka, 1987;
Nose, 1984; Nose and Klein, 1983; Parrinello and Rahman, 1982; Poling et al., 2001; Prausnitz
et al., 1998; Zhang et al., 1995).
2.7.1 Canonical ensemble
When computing the thermodynamic properties of a system at xed volume and temperature,
a statistical ensemble called the canonical ensemble (NVT ensemble) is used. The number of
molecules N and the volume V kept for all system states belonging to the ensemble, but they
dier in total energy E which is uctuating variable in this ensemble. This xed temperature
does not mean that every system state is at temperature T , but that the energies of the system
states have a specic distribution. Each state j of the canonical ensemble occurs with a proba-





where k is the Boltzmann constant and Ej is the total energy











QNV T in this expression is partition function, which is imply the summation of the Boltzmann








exp ( E (ri; pi)) (2.38)









exp ( E (ri; pi)) dridpi (2.39)
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where h is the Plank constant and the factor h3N is the volume of an individual quantum
state. Assuming that we have a nite collection of system states belonging to the statistical
ensemble, where each state occurs in proportion to the Boltzmann factor, average properties can
be obtained by simply averaging over the n states belonging to the ensemble. Such averages,






Other statistical ensembles can be dened in the same way as the canonical ensemble, de-
pending on which intensive variable are xed and which associated extensive variable uctuates.
2.7.2 NPT ensemble
When simulating a system at imposed pressure and temperature, the isothermal-isobaric ensem-
ble, also called NPT ensemble, where volume and energy are uctuating variables, is used. The
probability of occurance of the system states belonging to the ensemble is proportional to:
exp ( Ej   PVj) (2.41)
2.7.3 NPnAT ensemble
NPnAT ensemble is one type of NPT ensemble. It is useful to simulate the system with interfaces
(Allen and Tildesley, 1989; Feller et al., 1995; Israelachvili, 2011; Zhang et al., 1995). Fig.2.4 is
a schematic of an interfacial system with two immiscible liquids. The dierence between NPT
and NPnAT ensembles is just on how to control the pressure. In NPT ensemble, the pressure
is controlled isotropically. That is, all box lengths are updated as keeping them at same ratio
during MD simulation. On the other hand, in NPnAT ensemble, the pressure on only one
direction is controlled, and the box length on this direction are changed. The area which is
tangential to the controlled pressure are xed during MD simulation. This is convenient when
the interfaces are set on the plane of the xed area. In this case, the bulk pressure in each phase
can be controlled to the target value.
2.8 Energy Minimization
When a initial system is prepared, that has the conguration where forces between molecules are










Figure 2.4: Schematic of a liquid{liquid system as simulated by NPnAT ensemble, modied from
Zhang et al. (1995). The interfacial areas are xed. The pressure normal to the interfaces is kept at
a target value by varying height of the system.
17
2.8 Energy Minimization
In this dissertation, the steepest descent method is used for an energy minimization process. In
this method, rst, the forces and potential energy are calculated. New positions are calculated
by:
rn+1 = rn +
Fn
max (jFnj)hn (2.42)
where hn is the maximum displacement and Fn is the force, derived from the negative gradient
of the potential U . max (jFnj) means the largest of the absolute values of the force components.
The new positions are accepted or rejected according to following algorithm:
If Un+1 < Un, the new positions are accepted and hn+1 = 1:2hn.
If Un+1  Un, the new positions are rejected and hn+1 = 0:2hn.
The algorithm stops when the maximum of the absolute values of the force component is







As mentioned in Chapter 1, experimental measurements for liquid{liquid interface are still chal-
lenging (De Serio et al., 2006; Du et al., 1994; Lambert et al., 2009; Mitrinovic et al., 2000;
Nomoto and Onishi, 2007; Scatena et al., 2001) because of the relatively small sizestypically
only a few molecular diameters widesand the buried nature of the interface. In the past, much
experimental work has been carried out to understand the properties of water next to hydropho-
bic surfaces (Du et al., 1994; Scatena et al., 2001), including the orientation of water and its
hydrogen bonding. However, there has been little exploration of the structural properties of oil
next to the interface. Although computational approaches such as Molecular Dynamics (MD)
and Monte Carlo simulations can provide insights into the structural properties of oil{water
interfacial systems, most studies have been limited to the stable interfacial structure of a pure
hydrocarbon-water system (Biscay et al., 2009; Bresme et al., 2008; Kereszturi and Jedlovszky,
2005; Linse, 1987; Nicolas and de Souza, 2004; Patel and Brooks, 2006; van Buuren et al., 1993)
or that with surfactant (Jang et al., 2004). However, crude oil is a highly complex material (Lake,
1989; Pedersen and Christensen, 2006) that consists mainly of hydrocarbons but can hardly be
described as a single hydrocarbon phase. In particular, it is widely accepted that the percentage
contents of paranic (alkane), naphthenic (cycloalkane), and aromatic components in reservoir
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uids (often referred to as the PNA distribution) are essential properties when describing crude
oil (Pedersen and Christensen, 2006). Recent experimental studies have reported that trace
impurities can signicantly modify the interfacial tension, by up to 10-20 mN/m, over a period
of a few hours (Mitrinovic et al., 2000). Theoretical investigations have also shown that even
mixtures containing only n-alkanes exhibit exotic phenomena compared with a single-component
system (Xia and Landman, 1993).
Here, we present a more realistic light-oil model. The purpose of this work was to study the
molecular organization and the interfacial properties of a complex oil{water interface system
and to compare these results with those of pure hydrocarbon{water interface systems. Three
types of system were used for the interfacial simulations: a light-oil model{water interface
system, pure hydrocarbon{water interface systems, and a hep-tol (1:1 mixture of heptane and
toluene, by volume){water interface system. In previous studies, a small number of hydrocarbons
were typically employed to investigate the oil{water interfaces, which resulted in low statistical
accuracy regarding the structural properties (e.g., insucient resolution on the density prole),
thereby obscuring the structural features (Kereszturi and Jedlovszky, 2005; Linse, 1987; van
Buuren et al., 1993). To overcome this diculty, large-scale MD simulations were engaged in
this work. A typical interface system contained approximately 1000 hydrocarbon molecules and
7,000-8,000 H2O molecules, giving a total of about 50,000 atoms.
3.2 Computational Methods
The light-oil model we used in this study was modeled as a mixture of eight hydrocarbons: hex-
ane, heptane, octane, nonane, cyclohexane, cycloheptane, benzene, and toluene. The chemical
formulas and structures are shown in Table.3.1. All alkanes are modeled as linear ones, called
normal-alkanes, usually described as with a prex of n-. The number of each molecule in unit
cell and the mole fraction of each molecule in initial oil phase are shown in Table.3.2. The com-
position has high relevance to light crude oil in Japanese oil elds and is typical for modeling
gasoline. MD simulations were performed using the GROMACS package (Hess et al., 2008).
The water molecules were modeled by SPC/E (single point charge/extended) (Alejandre et al.,
1995; Berendsen et al., 1987), as it can reproduce the surface tension of water and orthobaric
densities as well as other structural properties of liquid water (Alejandre et al., 1995). A revised
version of the CHARMM27 force eld (Davis et al., 2008; Klauda et al., 2005; MacKerell Jr
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et al., 1998) was used to model the hydrocarbons, except for benzene, where dierent charges
were used (see below for an explanation).












Fig.3.1 shows the schematic ow how to make the oil{water interface system. First, the light-
oil box was calculated from isobaric-isothermal ensemble (NPT) simulation. Then the water box
was calculated from the isobaric-isothermal-isointerface area ensemble (NPnAT) simulation (See
Chapter 2). Finally, the interface system was made by combining each other and performed in
the NPnAT simulation. Same procedures were used for calculating the pure hydrocarbon{water
interface systems.
In all calculations after equilibration process, the temperature was controlled by the Nose-
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Table 3.2: Compositions in the light-oil model{water interface system
Phase Component No. in the simulation box Mole fraction









Hoover thermostat (Nose, 1984), and the pressure was controlled by the Parrinello-Rahman
method (Parrinello and Rahman, 1982). The particle mesh Ewald summation (Essmann et al.,
1995) was used for the electrostatic interactions, and a cuto of 1.4 nm was used for the van der
Waals interactions. A 1.0 fs time step was used and the coordinates output every 1.0 ps.
3.3 Results and Discussion
3.3.1 Densities and interfacial tensions for pure hydrocarbon case.
The accuracy of each hydrocarbon model were conrmed by comparing their thermodynamic
properties with experimental ones. The equilibrium densities of the pure hydrocarbons from
NPT simulation 298 K and 0.1 MPa are shown in Table.3.2. The densities of n-alkanes and
aromtaics were in excellent agreement with experimental values (Lemmon et al., 2005). The
densities of cycloalkane were slightly lower than experimental values, but the dierences are only
less than 3%. More importantly, the hierarchy of the densities of the n-alkanes, cycloalkanes,
and aromatics was well-reproduced.
Then the interface equilibrium of the pure hydrocarbon and water were investigated by
using MD methods from NPnAT ensemble. Fig.3.2 shows the density proles at the vicinity
of their interfaces for all system. The density proles of both hydrocarbon and water in all
systems change gradually from their own phase to the another phase, and make clear interfaces.
The interactions between the hydrocarbons and water molecules reproduce their immiscibility
22

























(c) Oil-water system by NPnAT ensemble.
Figure 3.1: Schematic ow how to make oil{water interface system.
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Table 3.3: Densities of pure hydrocarbons and interfacial tensions of the hydrocarbon{water inter-
face systems at 298 K and 0.1 MPa
System Density (kg/m3) Interfacial tension with SPC/E water (mN/m)
MD Experimenta MD Experiment
n-hexane 654.27 654.92 50.73 50.5b, 51.4c, 49.7d
n-heptane 679.64 679.72 51.96 51.9c, 50.2d
n-octane 699.12 698.39 52.72 50.7b, 52.5c, 50.2d
n-nonane 715.70 714.21 52.77 50.9b, 52.4c
cyclohexane 754.02 774.03 49.53 49.6b, 50.0d
cycloheptane 791.37 811.00 53.48
benzene 874.74 873.83 34.42 34.4b, 35.8e, 33.7f , 34.7d
toluene 867.45 862.38 37.69 36.0e, 36.4f , 36.1d
a Lemmon et al. (2005). b Rehfeld (1967). c Goebel and Lunkenheimer (1997).
d Donahue and Bartell (1952). e Yeung et al. (1998). f Moran et al. (1999).
correctly. All bulk densities of water phase (left side in each panel of Fig.3.2) were around 1,000
kg/m3 and in good agreement with the experimental value. And also, the bulk densities of
hydrocarbon phase (right side in each panel of Fig.3.2) were almost same with those obtained
from pure NPT calculations (Table.3.3).
The interfacial tension can be calculated from the MD results (Chapela et al., 1977; Harris,
1992; Kirkwood and Bu, 1949; Lopez-Lemus et al., 2008; Senapati and Berkowitz, 2001). The
instantaneous interfacial tension,  (t), is dened as:
 (t) =
Z
[pnn (n; t)  ptt (n; t)] dn (3.1)
where n is the axis normal to the interface, and hence pnn and ptt are normal and tangential
component, respectively, of the pressure tensor p (Eq.(2.23)). The integral in Eq.(3.1) should
be carried out from the bulk position of one phase to that of another phase. The interfacial
tension, , can be calculated by averaging  (t) over the simulation time:
 = h (t)i (3.2)
In our case, since the z axis is perpendicular to the interfaces, Eq.(3.1) becomes
 (t) =
Z 














































































Figure 3.2: Density proles of hydrocarbon{water interface systems (black; total, red; hydrocar-
bon, blue; water). Shown only at the vicinity of each interface. Left side of each panel corresponds
to water phase and right side corresponds to each hydrocarbon phase.
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pii (z; t) dz (3.4)
where Lz is the box length in the z direction. So, Eq.(3.3) can be rewritten as:
 (t) = Lz

























Fig.3.3 shows the rolling averages of the instantaneous interfacial tensions for the pure hydrocarbon{
water interface system from the beginning to arbitrarily time. As shown in Fig.3.3, all interfacial
tensions show good convergence. The interfacial tensions averaged over 3ns of simulation are
presented in Table.3.3, and are also in good agreement with experimental data (Donahue and
Bartell, 1952; Goebel and Lunkenheimer, 1997; Moran et al., 1999; Rehfeld, 1967; Yeung et al.,
1998). The interfacial tensions of n-alkanes and cycloalkanes with the SPC/E water are around
50 mN/m, whereas those of aromatics with SPC/E water are around 35 mN/m, 15 mN/m lower
than those of n-alkanes and cycloalkanes. Therefore, each hydrocarbon model reasonably served
as a component in the light{oil model.
3.3.2 Light-oil model and water interface: self-accumulation of the aromatics.
The interface between the light-oil model and water were investigated. As mentions above, the
light-oil model was modeled as a mixture of above eight kinds of hydrocarbons. A typical snap-
shot of the light-oil model is shown in Fig.3.4. Since all hydrocarbons are miscible each other,
the light-oil model becomes one phase. And as shown, all hydrocarbons distribute homogeneity
in the light-oil phase.
Then the light-oil model was combined with water slab, which was prepared independently.
A typical snapshot of a unit cell for the MD simulation of the interface system under 298 K and
26
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Figure 3.3: Rolling averages of instantaneous interfacial tensions for pure hydrocarbon{SPC/E
water interface systems.
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(a) Snapshot of the light-oil model.
(b) Color Specication for Fig.3.4(a).
Figure 3.4: Snapshots for the light-oil model.
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0.1 MPa is shown in Fig.3.5. Note that Fig.3.5 uses dierent colors for specifying molecule from
in Fig.3.4. The density proles across the light-oil model{water interface system after NPnAT
equilibration at 298 K and 0.1 MPa, and at 400 K and 30 MPa are illustrated in Fig.3.6. The
accumulations of aromatics (benzene and toluene) at the interface of water and the light-oil
model were observed at all the thermal conditions we studied. The interface system can be
divided into three regions: the water region, the interface region (that is, the aromatics-rich
region), and the bulk oil region. Fig.3.7 shows the relative density proles of each component at
the vicinity of the light-oil and water interface. At 298 K and 0.1 MPa, the maximum densities
of aromatics (both benzene and toluene) in the interface region are 3.5-4.0 times higher than
their densities in the bulk oil region. This value approaches 1.8 at a typical reservoir condition
of 400 K and 30 MPa.
Figure 3.5: Snapshot of the light-oil model{water interface system at 298 K and 0.1 MPa after 5.0
ns of NPnAT simulation (red, n-alkanes; orange, cycloalkanes; green, aromatics; blue, water).
The calculated interfacial tension of the light-oil{water interface system at 298 K and 0.1
MPa is 47.49 mN/m or 5 mN/m lower than that of a typical n-alkane{water interface system. It
is noteworthy that such an aromatic concentration is not observed at pure hydrocarbon{water
interfaces, including benzene{water and toluene{water (Fig.3.2). In summary, the aromatics
(though not amphiphilic) are surface-active at the oil{water interface but are inactive at the pure
aromatics{water interface. We hypothesize that the accumulation is driven by the inherent inter-
facial tension dierence between aromatics{water and the other potential hydrocarbons{water
29



























































(b) 400 K and 30 MPa.
Figure 3.6: Partial density proles along the z-axis averaged over 3.0{5.0 ns.
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(a) 298 K and 0.1 MPa.
(b) 400 K and 30 MPa.
Figure 3.7: Relative partial density proles of each component near the interface.
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interface combinations. When aromatic molecules accumulate at the interface, the conguration
entropy, S, decreases, similar to the case for the adsorption of surfactants and alkanols (Takiue
et al., 1998), and the Gibbs free energy increases within the interface system. On the other
hand, the interfacial tensions of the aromatics are 10-15 mN/m lower than those of n-alkanes
and cycloalkanes (Table.3.3) so the accumulation of aromatics causes a decrease in interfacial
tension, , therefore decreasing the potential energy of the total system. Consequently, the
Gibbs free energy reaches a minimum value with the accumulation of aromatics at equilibrium
(Guggenheim, 1945).
3.3.3 Hep-Tol-Water interface: interfacial tension dierence is the driving
force of the accumulation.
To corroborate our hypothesis, a hep-tol{water system was prepared in an ad hoc manner.
The composition of the hep-tol{water interface system is shown in Table.3.4. The numbers of
heptane and toluene molecules in the hep-tol phase were set as their mixture became a 1:1
ratio by volume. Fig.3.8 shows the density proles for the hep-tol{water system after NPnAT
equilibration. As anticipated, the accumulation of toluene at the hep-tol{water interfaces was
observed. Similar to the light-oil{water interface system, the density proles can be divided into
three regions: the water region, the interface region (i.e., the toluene-rich region), and the bulk
hep-tol region. The density of the bulk hep-tol region (4 nm < z < 8 nm) was 760 kg/m3, which
is slightly lower than that of the pure hep-tol system (773.19 kg/m3). This occurs simply because
the amount of toluene in the bulk hep-tol region is reduced due to the accumulation of toluene
at the interface so that the hep-tol region is no longer a 1:1 mixture, by volume, of heptane
and toluene. The maximum concentration of toluene at the interface region is nearly 1.6 times
larger than that in the bulk hep-tol region. Note that the amount of accumulation of toluene
may dier when the ratio of the interface area over the bulk hep-tol volume is varied. From the
density proles, the surface excess of toluene was estimated to be 3.68 ( 0.11  10 6 mol/m2 by
taking the average for 3.0-5.0 ns, which is in fairly good accordance with the one calculated by
Gibbs adsorption equation 2.93  10 6 mol/m2. The calculated interfacial tensions for the hep-
tol{water system is 42.27 mN/m, lower than the algebraically averaged value (44.82 mN/m) for
the heptane{water (51.96 mN/m) and the toluene{water (37.69 mN/m) systems. The lowered
interfacial tension should thus result from the accumulation of toluene at the hep-tol{water
interface. Interestingly, the measured value is reported to be around 40 mN/m (Goebel and
Lunkenheimer, 1997; Yeung et al., 1998), which is somewhat lower than our calculated value.
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This disparity is not a failure of the force eld we used but rather may be direct proof that the
interfacial tension of the hep-tol{water interface is a function of the ratio between the volume
and the interface area of the heptane{toluene phase. Recall that the ratio between the volume
and interface area in our MD calculation (6.4 nm) is extremely small compared with that of the
experiment (167,000 nm, Yeung et al. (1998)). To conrm this, we performed two additional
simulations, one at a lower volume-area ratio of 3.3 nm and the other at a higher ratio of 9.5
nm. The interfacial tensions were increased to 43.64 or reduced to 42.08 mN/m, respectively. In
other words, the interfacial tension of this system is not an intrinsic property of the interface but
shows clear evidence of surfactant-like behavior (of toluene) (Yeung et al., 1998). In summary,
the results of the hep-tol{water interface system support our hypothesis that the accumulation
is due to the mixing eects of the aromatics and the other hydrocarbons, namely, the interfacial
tension dierence is the driving force of accumulation of aromatics.
Table 3.4: Composition of the Hep-Tol{water interface system.




3.3.4 Weak hydrogen bonding between aromatics and water.
In the following, we show that the reason the aromatics{water interface has a lower interfacial
tension is that there is attractive weak hydrogen bonding between aromatic molecules and water
molecules (Allesch et al., 2008; Graziano and Lee, 2001; Raschke and Levitt, 2005; Schravendijk
and van der Vegt, 2005; Suzuki et al., 1992). For this analyses, the radial distribution functions
(RDF, or pair correlation function) were used. The RDF gAB (r) between particles of type A
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Figure 3.8: Partial density proles for hep-tol{water interface system along the z-axis averaged
over 3.0{5.0 ns.
where hB (r)i is the particle density of atom B at a distance r around atom A, and hBi is the
particle density of atom B averaged over all spheres around atom A. Eq.(3.8) can be separated
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where haxialB (r)i and hequatorialB (r)i are the particle density of atom B at a distance r around
atom A in axial and equatorial region, respectively,  is the angle between a base axis and vector
AB, and  is the dividing angle between axial and equatorial region.
Fig.3.9 shows normal (total), axial and equatorial RDFs between the center of hexane, cy-
clohexane, benzene, and the hydrogen or oxygen atoms in water molecules in each hydrocarbon{
water interface system. In sharp contrast to the hexane{water and the cyclohexane{water in-
terface systems (which have only one peak at around r = 0.5 nm, b, c, e and f in Fig.3.9), the
total RDF, gtotal, in the benzene{water interface system has two peaks (h and i in Fig.3.9). To
explain why these two peaks appear, the total RDFs in the cyclohexane{water and benzene{
water interface system were divided into two regions: the axial and equatorial regions, gaxial(r)
and gequatorial(r) (as shown in d and g in Fig.3.9), respectively. The RDFs are dened by
gtotal = gaxial(r)(1  cos) + gequatorial(r) cos, where  is the dividing angle between the axial
and equatorial regions. In the present case,  was set to 20 . The rst peaks of each gtotal
in the benzene-water interface system are mainly contributed by gaxial(r) (h and i in Fig.3.9).
In particular, the gbenzene H and gbenzene O show maximum values at z = 0.23 and 0.33 nm,
respectively. The dierence is exactly 0.1 nm, a value close to the OH bond length in the water
molecule. We therefore, conrm the picture of weak hydrogen bonding, i.e., the nearest water
molecule in the axial region tends to point its proton toward the benzene ring.
To investigate and compare the details of this local structure, one additional MD calculation
of the solution system (one benzene molecule and 2,176 water molecules) was performed at 298
K and 0.1 MPa. For further discussion, the angle dependent RDF was dened as follows.
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Fig.3.10 shows the angle dependent RDFs for this articial solution and the benzene{water
interface system. In both systems, gbenzene H and gbenzene O show maximum values at z =
0.21 and 0.31 nm, respectively, at an angle of less than 20 . The nearest water molecule to
benzene locates well in the normal direction to the benzene ring, and its hydrogen is oriented
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Figure 3.9: Total (red), axial (green), and equatorial (blue) radial distribution functions between
the center of hexane (b and c), cyclohexane (e and f), benzene (h and i), and hydrogen (middle
panels) or oxygen (right panels) in water molecules in each hydrocarbon{water interfacial system.
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toward the center of benzene. This situation provides a strong basis for the dividing angle
(20 ) used for Fig.3.9. In other words, the benzene molecules near the interface display“weak
hydrogen bonding”between the aromatic rings and the proton of the water molecules in the
interface system. Although we have shown here only the analysis of the pure benzene-water
interface, a similar nding holds for the toluene-water interface. The attractive nature of this
weak hydrogen bonding is the reason aromatics have a lower interfacial tension with water than
the other hydrocarbons.
3.3.5 Charge dependence of benzene model: A further evidence of weak
hydrogen bonding.
To further conrm the presence of weak hydrogen bonding, the charge dependence in a benzene
molecule was investigated. Although the default charge value for hydrogen atoms in a benzene
molecule in the CHARMM27 force eld is 0.115, values of 0.120, 0.125, and 0.130 were also
investigated (the values for carbon atoms were the negative of each hydrogen charge value,
Fig.3.11) at 298 K and 0.1 MPa.
Fig.3.12 show the interfacial tensions and the bulk densities at dierent charge set. The
interfacial tensions showed lower values when the model had a higher charge set. Interestingly,
the model with a proper charge of -0.130, which provides the experimental interfacial tension,
reproduced the density of the pure benzene phase. Therefore, a charge set of 0.130 was used for
the benzene model in the light-oil model as well as the pure benzene-water interface, as shown
in all gures in this research. Aromatic molecules interact with each other through so-called -
stacking in which the  systems form two parallel rings overlapping in a face-to-face orientation
(Baker and Grant, 2007; Bonnaud et al., 2007; Chelli et al., 2000; Fioroni and Vogt, 2004; Raiteri
et al., 2005). They also interact in an edge-to-face orientation where the slight positive charges
of substitutes on the ring atoms of one molecule are attracted to the slight negative charge of the
aromatic system on another molecule. The conguration with a higher edge-to-face orientation
is typically higher (as manifested by high-pressure polymorphs of benzene (Raiteri et al., 2005))
and can explain the observed behavior that the bulk densities show higher values with higher
absolute value of electric charges. Although Lorentz-Berthelot rules were used throughout our
study, we also tested dierent Lennard-Jones potential parameters, as van Buuren et al. had
done for the decane{water interface (van Buuren et al., 1993). It is concluded that the interfacial
tension is mainly dominated by a Coulomb interaction via weak hydrogen bonding, which diers
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(a) gbenzene H in solution system (b) gbenzene O in solution system
(c) gbenzene H in interface system (d) gbenzene O in interface system
Figure 3.10: Angle dependent RDFs from the center of benzene and the hydrogen or oxygen atoms
in water molecules. The base direction was set normal to the benzene ring plane
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from previous ndings based on the analysis of the hydration Gibbs free energy (Graziano and
Lee, 2001).
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Figure 3.12: Charge dependences of densities of benzene and interfacial tensions of benzene{water.
3.4 Conclusions
Finally, it is remarkable that the accumulation of aromatics is fundamentally dierent from
the layering of alkanols at the oil{water interface and those observed in case of surfactants
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(Jang et al., 2004; Takiue et al., 1998), which are well-known amphiphilic behaviors. Such
accumulation (or the weak hydrogen bonding) might be detected by vibrational sum frequency
spectroscopy (Du et al., 1994; Scatena et al., 2001), novel near-eld or fourth-order coherent
Raman spectroscopy (De Serio et al., 2006; Nomoto and Onishi, 2007), or spatially resolved NMR
spectroscopy (Lambert et al., 2009). In particular, the NMR signals of protons in the plane of
an aromatic ring are shifted substantially from those on nonaromatic hydrocarbons. This is an
important method to detect the accumulation of aromatics at the oil{water interface. Although
the amount of the aromatics accumulation decreases under high-temperature and high-pressure
conditions, the phenomenon would generally occur under reservoir conditions. These aromatics-
rich layer formations may be a critical factor in determining the interfacial behaviors in EOR
technology. It might be straightforward to generalize our ndings to the notion that interfacial
tension dierence is a driving force for the probable accumulation of materials at other mixture







Since wetting and spreading phenomena are ubiquitous in natural and technological processes,
and concern areas where chemistry, physics, and engineering intersect, a lot of experimental,
theoretical and computational researches have been done. (Bertrand et al., 2009; Blake, 2006;
Bonn et al., 2009; Bonn and Ross, 2001; Cruz-Chu et al., 2006; De Coninck and Blake, 2008;
De Ruijter et al., 1999; Degennes, 1985; Diaz et al., 2010; Dickson et al., 2006; Dussan, 1979;
Harkins and Feldman, 1922; Hong et al., 2009; Huh and Scriven, 1971; Qian et al., 2004, 2006;
Rusanov, 2005; Seveno et al., 2009; Shaw and Shaw, 1980). Wettability of oil{water{rock is a
key factor in the ow of uids through the pore spaces in a reservoir, and hence, plays a primary
role in oil recovery (Amott, 1959; Cheng et al., 1990; Dixit et al., 2000; Donaldson and Alam,
2008; Hirasaki, 1992; Jadhunandan and Morrow, 1995; Lake, 1989; Morrow, 1990). Moreover,
laboratory studies have shown that the wetting behavior of oil on water in the presence of gas,
also strongly impacts oil recovery by gas injection (Kalaydjian et al., 1993; Kantzas et al., 1988;
Maeda and Okatsu, 2008; Vizika et al., 1998). According to Maeda and Okatsu (2008), the
recovery of residual oil by gas ooding was highly inuenced by the spreading coecient of
the system. The system with highly positive spreading coecient gives high recovery ratio of
residual oil, because the residual oil can ow as a thin lm on water surface (Fig.4.1). On the
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other hand, the eciency of the gas ooding decreases signicantly in the system with negative
spreading coecient. Ellipsometric studies of the wetting behavior and its transition have been
reported for alkanes on water and on aqueous solutions (Bertrand et al., 2001, 2000; Dussaud
and VignesAdler, 1997; Pfohl and Riegler, 1999; Rafa et al., 2004; Ragil et al., 1996; Ross et al.,
2001; Shahidzadeh et al., 1998). The state of spreading of a liquid on another liquid can be
estimated from the Neumann triangle of forces for the three tensions to obtain the spreading
coecient, S (Harkins and Feldman, 1922; Shaw and Shaw, 1980). In the case of spreading of
oil on water, the three tensions are the surface tensions (SFTs) of water and oil against a gas
phase and the interfacial tension (IFT) of oil against water. The spreading coecients, S, for
oil-on-water can be calculated from (Harkins and Feldman, 1922; Shaw and Shaw, 1980):
S = wv   (ov + wo) (4.1)
where  is the surface or interfacial tensions between phases  and , the subscript w, o
and v correspond water, oil and vapor, respectively. Since the spreading coecient describes
the force balance at a three phase contact line, if the spreading coecient is positive, oil will
spread on water. On the other hand, oil with a negative spreading coecient cannot spread and
forms a liquid lens (Fig.4.2). Change from non-spreading to spreading occurs at the boundary
according to whether the coecient is positive or negative (Bertrand et al., 2001; Bonn et al.,
2009; Bonn and Ross, 2001). Wetting phenomena are governed by interfacial interactions as well
as the interactions at the contact line of the three phases, acting usually over a few molecular
distances.
In this chapter, the pure decane{water{vapor three phase system was investigated by using
MD methods. Decane is a material which has a negative spreading coecient with water and
vapor, so it should form a lens-shape on water surface. The inhomogeneity of molecular distribu-
tions at the vicinity of three phase contact line was discussed. Moreover, the line tension value
was obtained from local pressure tensor distribution by a convenient way, which was proposed
here, and discussed. Note that the system was expanded to more complex one and the eects
due to the impurity of oil droplet were discussed in Chapter 5.
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Figure 4.1: Thin oil lm ow between gas and water with high spreading coecient.(Maeda and








4.2.1 Coexistence of three uid phases
The system which has a negative spreading coecient includes a lens-shape droplet (Fig.4.2).
The Neumann triangle relation is employed here to determine the shape of the three-phase con-
tact zone. From a thermodynamic point of view, the Neumann triangle relation in a mechanical
equilibrium condition for a three phase contact line which is formed by three intersecting inter-
faces of a multi-surface thermodynamic system. For a three phase system including line tension
in 3-dimension, a general form of Neumann triangle relation is given by:
 +  +  +  = 0 (4.2)
where  is the line tension,  is the curvature vector of the three phase contact line, ij indicates
the interfacial tension vector between i and j phases. The value of ij is the interfacial tension
between i and j two bulk phases and the direction of ij is along the tangent of the interface.
Since the three phase contact line is assumed as a straight line in our research (discussed in
following section),  should be equal to zero. Therefore, Eq.(4.2) can be simplied as:
 +  +  = 0 (4.3)
This is a classical expression of Neumann triangle. From Eq.(4.3), the interfacial tension vectors
form a closed triangle. Fig.4.3 illustrates such a triangle of interfacial tensions which results
in mechanical equilibrium at the three phase contact line, where ,  and  indicate the
angles formed between two adjacent interfacial tension vectors, respectively. This expression
can be deduced straightforwardly by minimizing the Helmholtz free energy under the condition
of constant volume. For small drops the line tension term becomes important and it cannot
be neglected. Thus, for instance, it plays an important role in foam lms and it is essential
for classical theory of heterogeneous nucleation. However, nothing is known about line tension
except for some estimations of the order of its magnitude.
4.2.2 Equations of line tension
Thermodynamically speaking, dl is the reversible work necessary to extend isothermally the








Figure 4.3: Neumann triangle.









where Aij are the respective interfacial areas and N is the number of uid molecules.
In 2-dimensional system, there are some theoretical approaches to calculate the line tension
(Amirfazli and Neumann, 2004; Indekeu, 1994; Kerins and Boiteux, 1983; Rusanov, 2005; Solo-
mentsev and White, 1999; Tarazona and Navascues, 1981; Widom and Widom, 1991). Widom
and Widom (1991) has used the density of excess free energy, 	, associated with the inho-
mogeneities in the system; i.e., with the three two-phase interfaces and with the three phase
contact line. Near the planar interfaces and far from the three phase contact line, 	 varies only
perpendicularly to the interfaces and vanishes rapidly with increasing distance from them. If
z is a coordinate perpendicular to the  interface, innitely far from the three phase contact





And similarly for the other interfacial tensions,  and . Near the three phase contact line,
the free energy density 	 varies in the two directions perpendicular to that line. Integrating 	
through the interior, B, of a circle of radius r centered at the three phase contact line, we obtain
the line tension  as the nest-to-leading term in the asymptotic expansion (R!1):Z
B
	db = r ( +  + ) +  +O (1=r) (4.6)
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where db is an element of area in the plane. Then Kerins and Boiteux (1983) have supposed
that 	 is of the form:





mijri  rj (4.7)
where the i are the density or composition variables in the system, the function F (1; 2; : : : )
vanishes when the i have their bulk phase values and is positive for all other values of the
i, the mij are constant parameters, and r is the two dimensional gradient operator in any














(	  2F ) db (4.9)
Widom and Widom (1991) have proposed a model free-energy functional for F in Eq.(4.9) by
modeling i near the three phase contact line. They have modeled i with a simple function.
Therefore there is no reason that the actual density distribution i satisfy such a simple function
near the three phase contact line.
Tarazona and Navascues (1981) have derived two types of expression of the line tension from
















( +  + ) (4.11)
where B is an innite large region, which includes the three phase contact line, r is the radius of
B, pB is the bulk pressure and pij is an element of the pressure tensor p. Here the axes are set
as the straight three phase contact line locates on y direction. Tarazona and Navascues (1981)
have derived Eq.(4.10) and Eq.(4.11) for the analyses of their solid{liquid{liquid three phase
system, but they also can be applied to a liquid{liquid{liquid three phase system. Eq.(4.10)
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and Eq.(4.11) are equivalent, because in this region B, the following equation is satised under
hydrostatic conditions:ZZ
B
(pB   pxx) dxdz +
ZZ
B
(pB   pzz) dxdz = r ( +  + ) (4.12)
The proof of Eq.(4.12) is given in the following section. Moreover, using Eq.(4.12), we can get




[pxx + pzz   pyy   pB] dxdz (4.13)
Eq.(4.13) is convenient expression since Eq.(4.13) do not need to consider the shapes of three
interfaces as Kerins and Boiteux (1983) have mentioned for Eq.(4.9), which was also derived
with similar procedures for Eq.(4.13).
4.2.3 Relationship between local pressures and interfacial tensions
In this section, at rst, the Neumann triangle relation (Eq.(4.3)) is derived from the hydrostatic
equilibrium condition. And then, by using similar ways when the Neumann triangle condition
is derived, the relationship between the local pressure tensor and the interfacial tensions at the
three phase contact zone (Eq.(4.12)) is derived. Similar ways have been used by Tarazona and
Navascues (1981) for their solid{liquid{liquid three phase system. Here their techniques are
modied for our liquid{liquid{liquid three phase system.
Neumann triangle from hydrostatic equilibrium






































































By Stokes' theorem, these integrals over the region B can be converted to line integrals along








[pxzdz   pzzdx] (4.20)
Here we calculate these integrals in the circle region B (Fig.4.4). In polar coordinates,
x = r cos  (4.21)
z = r sin  (4.22)
dx =  r sin d (4.23)
dz = r cos d (4.24)








[pxz cos  + pzz sin ] d (4.26)




cos  sin 
  sin  cos 

(4.27)








[px0x0 sin  + px0z0 cos ] d (4.29)
p and p0 are the pressure tensors referred to xz and x0z0 systems, respectively, and A is the
matrix corresponding to a rotation about the y axis through angle . Because of the symmetry
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Figure 4.4: Diagram showing the circle region over which the integral Eq.(4.19) and Eq.(4.20) are
carried out.
and the uid character of our system, it is clear that p0xz  0 and p0zx  0 far from the three








px0x0 sin d (4.31)











[pB   px0x0 cos ] d
= e;x + e;x + e;x
(4.32)











[pB   px0x0 sin ] d
= e;z + e;z + e;z
(4.33)
where eij;k is an element of unit vector tangent to the interface between phase i and j on k
axis. Eq.(4.32) and Eq.(4.33) indicate the Neumann triangle relation (Eq.(4.3)) as the balance
of forces at the three phase contact line.
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Relationship between local pressures 1.








Figure 4.5: Diagram showing the circle region over which the integral Eq.(4.34) is carried out.
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Relationship between local pressures 2.








With Eq.(4.27) in polar coordinates, Eq.(4.41) becomes





































































































px0x0 (r;    1) sin (   1) d (   1)
d1





































Relationship between local pressures and interfacial tensions
























(pB   pxx) dxdz +
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(pB   pxx) dxdz +
ZZ
B
(pB   pzz) dxdz   2pBr2
(4.49)











= r ( +  + )  2pBr2 (4.50)
From Eq.(4.49) and Eq.(4.50), one nds Eq.(4.12),ZZ
B
(pB   pxx) dxdz +
ZZ
B
(pB   pzz) dxdz = r ( +  + ) (4.51)
4.3 Computational Methods
4.3.1 Materials
The droplet used in this study consisted of decane (C10H22) with 1000 molecules. Decane phase
has a negative spreading coecient in decane{water{vapor three phase system in experiments,
so it forms a lens-shape droplet on water surface. The chemical formulas and structures of
decane and water are shown in Table.4.1. The water molecules were modeled by the SPC/E
model (Alejandre et al., 1995; Berendsen et al., 1987). A revised version of the CHARMM 27
force eld (Davis et al., 2008; Klauda et al., 2005; MacKerell Jr et al., 1998) was used to model
the decane molecules. All parameters for these models are listed in Appendix A.







4.3.2 Preparation of 2D decane{water{vapor three phase system
The decane{water{vapor three phase system was made as an apparent 2 dimensional (2D) system
(e.g. left top in Fig.4.7). The advantages of such a system comparing to fully 3 dimensional
(3D) one (e.g. right top in Fig.4.7) are follows:
1. Computational time can be saved since the small length in the depth direction can be
taken.
2. Equations of line tension in a previous section can be used directly, since they have been
derived for 2D system.
3. Eect caused by droplet size to contact angle can be ignored, since the curvature radius
is innity on the straight three phase contact line.
Weijs et al. (2011) have performed MD simulations of 2D and 3D droplet systems (Fig.4.7) and
investigated the contact angles at dierent size of droplets (Fig.4.8). As mentioned above, the
contact angles in 2D system does not show a size dependence, whereas those in 3D system show
it. And note that, more importantly, they have obtained the negative line tension by tting the
contact angles as a function of droplet size.
Figure 4.7: Snapshots and isodensity contours from molecular dynamics simulations of a 2D and
a 3D (Weijs et al., 2011).
54
4.3 Computational Methods
Figure 4.8: cos vs R 1 for cylindrical (open symbols) and spherical (lled symbols) drops
for cosY =  0:60 (Weijs et al., 2011). The dashed lines are linear ts through the data points,
and the solid lines are the solutions obtained using density functional theory (DFT). The top two
lines represent the 3D data, whereas the bottom two lines represent the 2D data. The diamond at
1=R = 0 indicates Young's law, calculated independently by determining the surface tensions of the
three interfaces.
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Fig.4.9 shows how we prepared our oil{water{vapor three phase system. First, the droplet
model was calculated from NVT simulation to form a cylindrical shape (Fig.4.9(a)). Then the
thin water layer was calculated from NPnAT simulation (Fig.4.9(b)). The cylindrical droplet
was put next to the thin water layer to give continuity in the y direction (Fig.4.9(c)), and
hence, a 2D prole in the x and z plane. Finally, the oil{water{vapor three phase system was
equilibrated with NVT ensemble.
4.3.3 Details of Molecular Dynamics
The MD simulation was performed using the GROMACS package (Hess et al., 2008; Van
Der Spoel et al., 2005). In all NVT and NPnAT calculations, the temperature was controlled
by the Nose-Hoover thermostat (Nose, 1984) to 298 K. In NPnAT calculations, the pressure was
controlled by the Parrinello-Rahman method (Parrinello and Rahman, 1982) to 0.1 MPa. The
particle mesh Ewald summation (Essmann et al., 1995) was used for the electrostatic interac-
tions, and a cuto of 1.4 nm was used for calculation of the van der Waals interactions. A 1.0
fs time step was used and output coordinates were obtained every 1.0 ps. Calculations run for
10.0 ns, and showed suciently close approach to equilibrium states. Snapshots of molecular
distributions were prepared by Visual Molecular Dynamics (VMD) software (Humphrey et al.,
1996). After that, the local pressure distributions were calculated using an adapted version of
GROMACS that allows the computation of local pressure distributions (Ollila et al., 2009), by
re-calculating the output trajectories with 0.1 grid size.
4.4 Results and Discussion
4.4.1 Shape of decane droplet on water
Snapshots of a unit cell for MD calculations at the beginning and after 5.0 ns of simulation are
shown in Fig.4.10 as 2D and 3D images. And the series of 2D images during MD equilibration
are shown in Fig.4.11. The unit cell has 20 nm  6.88916 nm  18 nm in x, y and z direction,
respectively. At the beginning, the minimum distance between the decane droplet and water
surfaces was set to less than 0.5 nm (Fig.4.10(a)). Once the simulation started, the decane
droplet approached the water surface and contact at around 10 ps (Fig.4.11). Note that there
are not any external forces, such as gravity, in our all MD calculations. So these approaching
and contacting phenomena were caused by attractive interactions, such as van der Waals forces,
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(c) Oil{water{vapor three phase system by
NVT ensemble.
Figure 4.9: Schematic ow how to make and simulate an oil{water{vapor three phase system.
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between their molecules. Then the decane droplet started to spread on the water surface. Fi-
nally, the decane formed a lens-shape droplet on water surface at around 1.0 ns of simulation
time. After that, the decane droplet kept its shape apart from the eect of thermal uctua-
tions (Fig.4.11). During MD simulation, the decane{water{vapor three phase system has been
continuous in y direction. Very small amount of decane and water molecule evaporated from
their each bulk phase (t =1, 10ns in Fig.4.11). The decane molecules were observed below the
water layer (t =2, 6, 10ns in Fig.4.11). This was that the evaporated decane molecules came
through periodic boundary condition in z direction and adsorbed onto the water surface during
MD simulation.
The density distributions were calculated from the trajectories over 2.0{10.0ns and are shown
in the left panels in Fig.4.12. It seems that the edges of the density distributions are unclear,
especially in case of decane droplet. As shown in Fig.4.11, the decane droplet has oated on
the water surface during MD simulation, similar to a real situation. To conrm how the decane
droplet oat on water surface, the locations of center of mass (COM) of the decane droplet
for each 0.2 ns length from 2.0 ns to 10.0 ns were calculated and are shown in Fig.4.14. From
Fig.4.14, the decane droplet has moved randomly, especially in x-direction, from x  8.8 nm
to  10.6 nm. This is the reason why these density distributions (left panels in Fig.4.12) got
unclear. In order to avoid that eect, the density distributions were obtained by following way:
1. The temporally-segmented density distributions of each component were calculated on 0.1
nm  0.1 nm grid size over the trajectory of 0.2 ns length. In this stage, totally 40 density
distributions were obtained.
2. Each temporally-segmented density distribution was shifted as the x-position of COM of
the decane droplet located at the center of the unit cell (x =10 nm).
3. The shifted temporally-segmented density distributions were averaged over 2.0{10.0ns.
The schematic ow of these procedures are shown in Fig.4.13.
The right panels in Fig.4.12 show those which are based on these shifting procedures. Obvi-
ously, the edges of each density distributions in Fig.4.12(b), Fig.4.12(d) and Fig.4.12(f) becomes
clearer than original ones (Fig.4.12(a), Fig.4.12(c) and Fig.4.12(e), respectively). Moreover,
these density distributions are very symmetrical around x = 10nm. So the density distributions
were averaged both sides of the symmetrical line. Fig.4.15, Fig.4.16 and Fig.4.17 show the half
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(d) 3D view at 5 ns
Figure 4.10: Snapshots of decane{water{vapor three phase system (gray, decane; blue, water).
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(a) 0 ps (b) 10 ps (c) 20 ps
(d) 50 ps (e) 100 ps (f) 200 ps
(g) 500 ps (h) 1 ns (i) 2 ns
(j) 4 ns (k) 6 ns (l) 10 ns
Figure 4.11: Series of snapshots of decane{water{vapor three phase system (gray, decane; blue,
water). The size of each panel corresponds to Fig.4.10(a).
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(f) Water with shifting.
Figure 4.12: Density distributions without (left panels) and with (right panels) shifting techniques
for decane{water{vapor three phase system.
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t (ns) 0 2.0 2.2 2.4 2.6 2.8 10.09.8
approaching & spreading floating with lens-shape
averaging over 0.2ns and shifting
averaging
Figure 4.13: Schematic ow for averaging the density and the local pressure distributions.








Figure 4.14: Positions of center of mass of decane droplet during 2.0{10.0ns of MD simulation.
Each center of mass was calculated from the set of 0.2ns trajectories. Each arrow shows the migration
of the center of mass from one time-segment to the next.
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upper GDSs of droplet
lower GDSs of droplet
edge GDSs of droplet
upper GDSs of water





































upper GDSs of droplet
lower GDSs of droplet
edge GDSs of droplet
Fitted circle for upper GDSs of droplet
Fitted circle for GDSs of Oil−Water interface
Figure 4.16: Density distribution of decane droplet for decane{water{vapor three phase system
with the Gibbs dividing surfaces and the tted curves.
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upper GDSs of water
lower GDSs of water
Fitted line for upper GDSs of water (0<x<2)
Fitted circle for GDSs of Oil−Water interface
Figure 4.17: Density distribution of water layer for decane{water{vapor three phase system with
the Gibbs dividing surfaces and the tted curves.
density distributions of the decane{water{vapor three phase system. In the following sections,
these density distributions were used for further discussions.
The decane droplet clearly shows a lens-shape, which has two dierent circular surfaces
(Fig.4.16). The water layer also shows two surfaces at upper and lower sides (Fig.4.17). The
lower side of the water layer is parallel to xy plane, which corresponds to the water{vapor
interface. The upper side of the water layer can be separated into two dierent interfaces: at
surface at the left of the three phase contact line, and circular surface at the right of the three
phase contact line. The former surface corresponds to the water{vapor interface, same with
the lower surface of the water layer. And the latter surface corresponds to the decane{water
interface. It seems that the three phase contact line is located at around x =3nm and z =5.2nm
(Fig.4.15).
4.4.2 Gibbs dividing surfaces of decane droplet on water
In order to investigate the detail shape of the decane{water{vapor three phase system, the Gibbs
dividing surface (GDS) was used. To calculate the locations of GDS, at rst, the density proles
of decane decane (z) and water water (z) along z axis were obtained from Fig.4.16 and Fig.4.17,
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respectively. Fig.4.18 shows examples of decane (z) and water (z) at some positions of x. We
can see two water{vapor interfaces in the density proles at x =0, 2 nm. And also we can see
three interfaces (water{vapor, oil{water and oil{vapor) in the density proles at x =6, 8 and
10 nm clearly. On the other hand, at x =4nm, the bulk density of decane did not appear on
the decane (z) since it is close to the three phase contact line. Then decane (z) except for those
at the vicinity of the three phase contact line and water (z) were tted by following equation













where 1 and 2 are bulk densities at phase 1 and 2, respectively, zGDS is position of GDS, and









The least square methods were used in the tting procedures. Fig.4.18 also include the tted
lines (Eq.(4.52)). The upper side of each decane surface was tted using the density proles
over z > 5:5nm, and the lower side was tted using those over z < 5:5nm. In addition, the
density proles of the decane droplet were tted only at x > 4nm as mentioned above. At the
vicinity of the three phase contact line, the density proles along x direction were used to t
with Eq.(4.52) (but z changes to x). The GDSs of decane droplet are also shown in Fig.4.16
with its density distribution. For each density prole of water layer, the upper side was tted
using the density proles of water over z > 3nm, and the lower side was tted using those over
z < 3nm. The GDSs of water layer are also shown in Fig.4.17 with its density distribution.
Then these GDSs were used to obtain the shape of three interfaces and the location of
the three phase contact line in decane{water{vapor three phase system. As mentioned above,
in case of the system with a negative spreading coecient, a liquid droplet on another liquid
should form a lens-shape from a macroscopic viewpoint. That is, each two surface of the decane
droplet can be tted with a sphere (a circle in our 2D case). In microscopic viewpoint, the two
surfaces can change from the tted spheres only near its three phase contact line. This may
appear within a few molecular lengths from the three phase contact line since this is caused
by molecular interactions near that location. The size of this region is discussed in following
sections. Therefore the locations of all GDSs far from the three phase contact line of both
surfaces of the decane droplet can be tted by circle shapes as:
r2 = (x  x0)2 + (zGDS (x)  z0)2 (4.54)
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Figure 4.18: Density proles for decane{water{vapor three phase system along z-axis at x=0, 2,
4, 6, 8 and 10nm (from top to bottom). Solid lines show tted curves for the density proles of water
and decane.
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where r is a radius of tted circle, x0 and z0 are center positions of the circle and zGDS is
the positions of GDS. Since our density distributions (Fig.4.15, Fig.4.16 and Fig.4.17) were
symmetrical around x =10nm, x0 can be set to 10nm. The least square methods were used in
the tting procedures. The tted circle of upper side of droplet (decane{vapor interface) was
obtained from the GDSs at x > 5nm, and are also shown in Fig.4.16 with its tted parameters.
As shown, this circle is tted very well with the GDSs. For the interface between the decane
droplet and the water layer, there are two series of GDSs dened by each density prole. As
shown in Fig.4.16 and Fig.4.17, these GDSs are almost parallel to each other and the average
distance between these GDSs is quite small around 0.05nm. Therefore we dened that the
GDSs of the decane{water interface locate at the middle point of two series of GDSs. The
tted circle of GDSs of the decane{water interface was shown in Fig.4.16 and Fig.4.17 with its
tted parameters. And nally, the location of the upper water surface was obtained from the
z-positions of the GDSs of upper side of the water layer at x < 2nm as a horizontal line. The
line is also shown in Fig.4.17 with its z position. It seems that all tted lines can reproduce the
shape of the decane{water{vapor three phase system well except for the region near the three
phase contact line, and intersect at one point.
The geometry near the three phase contact line is shown in Fig.4.19. Fig.4.19 includes
the locations of the GDSs with their interfacial thickness parameters w, the tted lines, the
location of the intersection of the tted lines, the direction of each interface at that location
and the contact angles. The intersection of the two circles was calculated to x = 3:27nm and
z = 5:34nm. The z-position of the intersection is quit close to the position of water surface
(z =5.32nm, Fig.4.17), the dierence is only 0.02nm. Therefore we can dene the location of
this intersection as that of the three phase contact line for the decane{water{vapor three phase
system. The slopes of the tangent of two circles at the three phase contact line were calculated
to 61:49  and  17:87  (Fig.4.19). The directions of each interface at the three phase contact
line are described in Fig.4.19 as the arrows. As mentioned above, these contact angles are
independent from size of the system, since our system is 2D.
4.4.3 Local pressure distributions
The pressure tensor distribution, p (x; z), called as local pressure distributions, were calculated
every 1 ps using the output trajectories and averaged over every 0.2 ns length of 10.0 ns MD
simulation. Then these local pressure distributions were averaged over 2.0{10.0 ns by using same
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upper GDSs of droplet
lower GDSs of droplet
edge GDSs of droplet
upper GDSs of water
Fitted circle for upper GDSs of droplet
Fitted circle for GDSs of Oil-Water interface
Fitted line for upper GDSs of water (0<x<2)
Figure 4.19: Geometry at vicinity of three phase contact line for decane{water{vapor three phase
system. Length of the line at each GDS shows the interface thickness w in Eq.(4.52). The intersection
of two tted circles is shown. The dierence of z values between the intersection and the horizontal
tted line for the water{vapor interface is only 0.02nm. The arrows show the directions of the
tangent of tted lines at the intersection. Contact angles were obtained from these directions and
the horizontal tted line for the water{vapor interface.
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techniques in the calculation of density distributions. The distribution of each element in the
local pressure tensor for our decane{water{vapor three phase system are shown in Fig.4.20.
pxx and pyy have big negative values along to three interfaces, whereas very small magnitude
at bulk phases. And they show similar values at the lower and upper water{vapor interfaces.
This is because both interfaces are parallel to xy-plane. It means that both pxx and pyy work
toward to the direction tangent to these interfaces. Furthermore, same results were obtained at
the decane{water and decane{vapor interfaces near the symmetrical axis of the decane droplet
(x = 10nm). This is also because it can be seen that these interfaces are almost parallel to
xy-plane at this location (Fig.4.20(a) and Fig.4.20(c)). On the other hand, pzz shows small
magnitude compared to pxx and pyy at these three interfaces far from the three phase contact
line. pzz has positive values at the water side of the decane{water and water{vapor interfaces ,
while negative value at the other side. And the shear stresses, pxy, pyz and pzx, are almost zero
far from the three phase contact line (Fig.4.20(b), Fig.4.20(d) and Fig.4.20(f), respectively).
The reason for almost zero values of pxy and pyz is that the three phase system is 2D with the
continuity in y direction. So with same reason, even near the three phase contact line, pxy and
pyz show almost zero values. And the reason for almost zero values of pzx far from the three
phase contact line is that the interfaces are almost parallel to xy-plane at these regions.
However, at the vicinity of the three phase contact line, the local pressure distributions show
dierent behaviors, because two of three interfaces are no longer parallel to xy-plane (Fig.4.19)
and the molecular interactions among the three phases cannot be ignored. pyy have still large
magnitude similar to the interfaces far from the three phase contact line (Fig.4.20(c)). This
is because even near three phase contact line, all interface are parallel to y direction. On the
other hand, pxx decrease its magnitude, especially on the decane{vapor interface (Fig.4.20(a)).
In contrast, pzz increase its magnitude at the decane{vapor interface (Fig.4.20(e)). For shear
component, pxy and pyz are still almost zero (Fig.4.20(b) and Fig.4.20(d), respectively), because
all interfaces are always parallel to y direction. On the other hand, pzx shows minus values on
the decane{vapor interface, and plus values on the decane{water interface.
In order to investigate the eect of the slopes of the interfaces, the local pressure distributions
(Fig.4.20) were rotated based on the polar coordinate around the three phase contact line, using
Eq.(4.27). Fig.4.21 show the local pressure distributions on the polar coordinate, pnn, ptt and
pnt. The subscripts n and t indicate the direction normal and tangential, respectively, to the
interfaces as shown in Fig.4.21(a). Note that all interfaces near the three phase contact line were
assumed to be along with the outward direction from that location. As shown in Fig.4.21, all
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(f) pzx = pxz.
Figure 4.20: Local pressure distributions for decane{water{vapor three phase system.
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rotated local pressure distributions show inhomogeneity only at around r < 1nm. On the other
hand, at outside of this region, they do not show such inhomogeneity. That shows a consistency
of our assumption that all interfaces are along with outward direction. As shown in Fig.4.22, in
microscopic view point, the interfaces and the three phase contact line are not just planes and
line (lines and point, in case of 2D view). So they should have some thicknesses and region with
molecular scale. Thus, this region, which shows these inhomogeneity in Fig.4.21(b), Fig.4.21(c)
and Fig.4.21(d), indicates the three phase contact region. The line tension may be caused by
the excess free energy in this region and calculated by integrating that over this region.
4.4.4 Interfacial tensions from local pressure distributions
In this section, the interfacial tensions for each interface are calculated from the local pressure
distributions, p(x; z). Interfacial tension, ij , between phase i and j can be calculated from local
pressure distributions by following equation (Kirkwood and Bu (1949) and see also Eq.(3.1)):
ij =
Z
[pB   ptt] dn
=
Z
[pnn   ptt] dn (4.55)
where pB is the pressure at the bulk phase, pnn and ptt are the pressures normal and tangential
to the interface, respectively. pB can be express as:
pB = Trace (p) at bulk phase: (4.56)
As mentioned above, we can assume that all interface are parallel to xy-plane far from the three





p = pzz   pxx + pyy
2
(4.58)
The integral in Eq.(4.57) are performed from the bulk of phase i to phase j.
Fig.4.23 shows the local pressure proles and the pressure dierence (Eq.(4.58)) averaged
over 0  x  2nm. As discussed above, pxx and pyy show similar and big negative values on each
interface. pzz shows negative and positive values on the vapor and water side, respectively, near
the water{vapor interfaces. At the bulk regions, although pxx, pyy and pzz uctuate, they have
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(d) pnt = ptn.
Figure 4.21: Rotated local pressure distributions for decane{water{vapor three phase system at
vicinity of three phase contact line. The center position was shifted to the three phase contact line
obtained from the density distribution (Fig.4.19).
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Figure 4.22: The shaded triangle represents the three phase conuence zone created as the result
of truncation of the three interfaces (Amirfazli and Neumann, 2004). According to them, the size of
three phase conuence zone is a few molecular diameters.
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similar and almost constant values. And the shear components, pxy, pyz and pzx, are almost
zero over all range of z in Fig.4.23. The p shows local maximums at around the positions of
GDSs in two interfaces. The interfacial tensions of upper water surface was calculated by using
the pressure proles in Fig.4.23 with Eq.(4.57) to 59.87 mN/m (Table.4.2). The standard error
in Table.4.2 was calculated from 40 interfacial tension values, that each value was obtained from
0.2ns length of the local pressure distributions data (Fig.4.13).


































Figure 4.23: Local pressure proles (top) and pressure dierence prole (bottom) for decane{
water{vapor three phase system along with z-axis averaged over 0  x  2nm. Two regions in the
pressure dierence prole correspond to two water{vapor interfaces. The integrated value of each
region gives the interfacial tension .
Fig.4.24 shows the local pressure proles and the pressure dierence (Eq.(4.58)) averaged
over 8  x  10nm. Similar to Fig.4.23, the pxx and pyy show similar values. And the shear
components, pxy, pyz and pzx are almost zero over all range of z. The p shows local maximums
at around the position of two interfaces. The interfacial tension between decane and water was
calculated over the range of 3  z  6nm to 50.61 mN/m. And the interfacial tension of upper
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Table 4.2: Interfacial tensions from local pressure distributions
Phase 1 Phase2 x (nm) z (nm) IFTy (mN/m)
Water Vapor 0{10 0{2 58.75  0.42
Water Vapor 0{2 4{7 59.87  1.13
Decane Water 8{10 3{6 50.61  2.82
Decane Vapor 8{10 8{12 19.45  2.32
y (Average)(Standard error)
surface of decane was calculated over the range of 8  z  12nm to 19.45 mN/m.
In addition to these interfaces, the interfacial tension of lower surface of water (the water{
vapor interface) was also calculated over the range of 0  x  10nm and 0  z  2nm to 58.75
mN/m. This value is in good agreement with that of upper water surface (59.87 mN/m).
In order to conrm the accuracies of these interfacial tensions calculated from our decane{
water{vapor three phase system, these values were compared with those which were calculated
from MD simulations of their three two-phase interface systems. The results are shown in Ta-
ble.4.3. From Table.4.2 and Table.4.3, it can be said that the interfacial tensions were calculated
reasonably at far from three phase contact line in the decane{water{vapor three phase system.
Table 4.3: Interfacial tensions from MD simulations of interface systems.




These calculated interfacial tensions of decane{water and decane{vapor interfaces are 
5mN/m lower, and those of water{vapor interfaces are also  12mN/m lower than their exper-
imental values (Goebel and Lunkenheimer, 1997). This is because the interfacial tensions by
Eq.(4.55) are often underestimated in MD methods due to excluding of long-range interactions
far from the cut-o distance. The correction value to their interfacial tensions by the long-
range interaction may be a few mN/m ( 5mN/m in case of water{vapor interface according to
Alejandre et al. (1995)).
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Figure 4.24: Local pressure proles (top) and pressure dierence prole (bottom) for decane{
water{vapor three phase system along with z-axis averaged over 8  x  10nm. Three regions in the
pressure dierence prole correspond to three interfaces, water{vapor, decane{water and decane{
vapor, from left to right. The integrated value of each region gives the interfacial tension .
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From the interfacial tensions of the three interfaces, the Neumann triangle relationship
(Eq.(4.3)) can be determined. Eq.(4.3) can be rewritten by:
0 = ov sin 
0
1   ow sin 02 (4.59)
and
wv = ov cos 
0
1 + ow cos 
0
2 (4.60)
where 01 and 
0
2 are macroscopic contact angles, which can be determined by three interfacial








2wv   2ov   2ow
2ovow
(4.61)
The calculated values of cos(01 + 
0
2) from the interfacial tensions (Table.4.2) by Eq.(4.61) is
0:33  0:17. Here 0:17 indicate the standard error of cos(01 + 02), calculated with law of
propagation of errors. So the 01 + 
0
2 is 70:87
. The 01 + 02 from the interfacial tensions is
similar to that from density distributions (79:36  = 61:49  + 17:87 , Fig.4.19). This value is
within the range of the error ( 01 + 
0
2 = 81:05
 in case of cos(01 + 02) = 0:33  0:17).
4.4.5 Line tension from local pressure distributions
In this section, the line tension is calculated from the local pressure distributions (Fig.4.20). As
mentioned above, we have three types of expression of the line tension as a function of local
pressure distributions (Eq.(4.10), Eq.(4.11) and Eq.(4.13)). Among these equations, Eq.(4.13)
is the most useful when we calculate the line tension from local pressure distributions. This
is because the other two equations ( Eq.(4.10), Eq.(4.11) ) need the assumption that all three
interfaces are planar even far from the three phase contact line. As shown in the density
distributions (e.g. Fig.4.19 ), the decane surface and decane{water interface show circular shapes
relatively near the three phase contact line. On the other hand, Eq.(4.13) can give the line tension
 only from the local pressure distributions and the bulk pressure value. To calculate the line




[pxx + pzz   pyy   pB] dxdz (4.62)
where the B (r) is circular region with a radium of r, which is centered at the three phase contact
line (Fig.4.19). Fig.4.25 shows the distribution of the integrand in Eq.(4.62) at the vicinity of
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the three phase contact line. Fig.4.26 shows  (r) with increasing the distance r from the three
phase contact line. The bulk pressure pB was obtained from the average value of pxx, pyy and

































Figure 4.25: The distributions of the integrand of Eq.(4.62), pxx + pzz   pyy   pB. The center
position was shifted to the three phase contact line obtained from the density distribution (Fig.4.19).







[pxx + pzz   pyy   pB] dxdz (4.63)
From Fig.4.26, we found that (r) converged at around r > 1:4nm. So the line tension  of
the decane{water{vapor three phase system was obtained to  8:2 10 12N. This  is intrinsic
value for this system. There is no eect coming from any diculty in experiments, such as
contamination, impurities of materials, adsorptions of unwelcome molecules and so on (Amirfazli
and Neumann, 2004; Checco et al., 2003, 2006; Kerins and Boiteux, 1983; Lee et al., 1985;
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Figure 4.26: Distance dependent line tension  (r) for decane{water{vapor three phase system
against the distance r from the three phase contact line. The circle region B(r) with the radius r
was used for the integration. Dashed line shows the average value of  (r) obtained from the last 5
values.
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Tarazona and Navascues, 1981; Widom and Widom, 1991). Previous researches with theoretical
approaches have reported that the line tension  can be either positive or negative values and
its magnitude is 10 12{10 11N (Drelich, 1996). Our value of  8:2  10 12N is within this
range. Therefore, it can be said that our techniques by MD have determined the line tension
successfully.
4.4.6 Size dependence of contact angle
Once the line tension is obtained, the size dependence of the contact angle can be estimated by
a general form of Neumann triangle (Eq.(4.2)). In our case, Eq.(4.2) can be rewritten as:
0 = ov sin 1   ow sin 2 (4.64)
and




where R is radius of the contact line of a lens-shape droplet. At the innity of R, Eq.(4.64)
and Eq.(4.65) produce classical expression of Neumann triangle (Eq.(4.59) and Eq.(4.60), re-
spectively). From Eq.(4.65) and Eq.(4.60), one nds,
ov cos 1 + ow cos 2 = ov cos 
o






Here Eq.(4.66) is dened as G (R). Fig.4.27 show the G (R) as a function of 1=R. From Eq.(4.64)
and Eq.(4.66) (=G), one nds,
cos (1 + 2) =
G2   2ov   2ow
2ovow
(4.67)
Fig.4.28 show the value of 1+2 as a function of the radiusR. From Fig.4.28, the size dependence
of the contact angle in our decane{water{vapor three phase system can be estimated. The eect
caused by the line tension is big when the size of the droplet is small. However the dierence of
the contact angles between at R = 10nm and macroscopic scale is only less than 3 , while a lot
of experimental researches have reported signicant big dierence (That means big magnitude
of the line tension). So although these experimental researches have been done carefully, they
might not to be able to remove the eects by contamination, impurities of materials, adsorptions
of unwelcome molecules and so on.
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Figure 4.27: G against the inverse of the radius of the contact line 1=R.
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The interfacial equilibrium of three liquid phases of decane, water and their vapor has been
investigated by MD methods as an apparent 2D system. The decane droplet approached to
water surface due to their van der Waals attractive interactions, and then oated on water
surface during MD simulation, similar to an actual liquid droplet on the other liquid surface.
That is one of reasons why experimental observation of a liquid droplet on the other liquid
surface is dicult. The Gibbs dividing surfaces at each interface were determined by the density
proles. The three interfaces were dened as the tted curve of the Gibbs dividing surfaces. The
interface of decane droplet far from the three phase contact line could be tted with circle very
well as macroscopic aspect shows. The three interfaces intersected at almost one position, so the
three phase contact line was dened as the intersection of these three interfaces. The interfacial
tension of each interface was calculated from the local pressure distributions at far from three
phase contact line successfully, and in good agreement with the one which was obtained by
other MD calculation done independently. The convenient expression of the equation of the line
tension was derived as a function of the local pressure distributions and applied. The distance
dependent line tension converged at around 1.4 nm far from the three phase contact line as
shown theoretically, and the line tension of our decane{water{vapor three phase system has
been obtained to  8:2 10 12N successfully. This is intrinsic value for this three phase system,
so that the eects caused by any other phenomena, such as impurity of the droplet, to the line







In Chapter 3, the interfacial equilibrium of light-oil model and water interface has been in-
vestigated by Molecular Dynamics (MD) methods. The results have shown that the aromatic
components in a hydrocarbon mixture, such as crude oil, strongly accumulate at the oil{water
interface due to their weak hydrogen bonding with water molecules, and determine the interfa-
cial properties, such as interfacial tension. And also, in Chapter 4, the interfacial equilibrium
of three liquid phases of decane, water and their vapor has been investigated by MD methods.
We have investigated the local structure of decane droplet on water at the three phase contact
line and calculated the interfacial tensions and the intrinsic line tension from the local density
distributions, successfully.
In this chapter, the three liquid phase system are extended. The ternary mixture of heptane,
decane and toluene has been used as the liquid droplet instead of only decane in Chapter 4.
84
5.2 Details of Molecular Dynamics
5.2 Details of Molecular Dynamics
5.2.1 Materials
The droplet model used in this study was a ternary mixture (called as multicomponent-oil in
followings) of toluene, heptane, and decane, with 250, 250, and 500 molecules, respectively. The
water molecules were modeled by the SPC/E model (Alejandre et al., 1995; Berendsen et al.,
1987). Table.5.1 shows the chemical formulas and structures in the multicomponent-oil{water{
vapor three phase system. A revised version of the CHARMM 27 force eld (Davis et al., 2008;
Klauda et al., 2005; MacKerell Jr et al., 1998) was used to model the heptane, decane and
toluene molecules. All parameters are listed in Appendix A







5.2.2 Preparation of multicomponent-oil{water{vapor three phase system
First, the droplet model was calculated from NVT simulation to form a cylindrical shape
(Fig.4.9(a)). Then the thin water layer was calculated from NPnAT (Fig.4.9(b)). Then the
cylindrical droplet was put next to the thin water layer to give continuity in the y-direction
(Fig.4.9(c)), and hence, a 2-dimensional prole in the x and z plane. Finally, the multicomponent-
oil{water{vapor three phase system was equilibrated by NVT simulation.
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5.2.3 Details of Molecular Dynamics
The MD simulation was performed using the GROMACS package (Hess et al., 2008; Van
Der Spoel et al., 2005). In all NVT and NPnAT calculations, the temperature was controlled
by the Nose-Hoover thermostat (Nose, 1984) to 298 K. In NPnAT calculations, the pressure was
controlled by the Parrinello-Rahman method (Parrinello and Rahman, 1982) to 0.1 MPa. The
particle mesh Ewald summation (Essmann et al., 1995) was used for the electrostatic interac-
tions, and a cuto of 1.4 nm was used for calculation of the van der Waals interactions. A 1.0 fs
time step was used and output coordinates were obtained every 1.0 ps. Calculations run for 10.0
ns showed suciently close approach to equilibrium states. Snapshots of molecular distributions
were prepared by Visual Molecular Dynamics (VMD) software Humphrey et al. (1996). After
that, the local pressure distributions were calculated using an adapted version of GROMACS
that allows the computation of local pressures (Ollila et al., 2009), by re-calculating the output
trajectories with 0.1 grid size.
5.3 Results and Discussion
5.3.1 Molecular distribution inside oil droplet
Fig.5.1 shows snapshots of unit cell for MD simulation of the multicomponent-oil{water{vapor
three phase system at the beginning and after 5.0 ns of the simulation. The size of unit cell
is same with that in Chapter 4, 20 nm  6.88916 nm  18 nm  in x, y and z direction,
respectively. Similar to the case in Chapter 4, once the simulation started, the oil droplet
approached the water surface with contact at around 10 ps due to their van der Waals attractive
interactions. Then, the oil droplet started to spread on the water surface. Finally, the oil droplet
formed a lens-shape at around 1.0 ns of simulation time. After that, the oil droplet kept its
shape apart from the eect of thermal uctuations. Snapshots of toluene, heptane, and decane
molecules at the beginning and after 10.0 ns of simulation are shown in Fig.5.3, respectively. At
the beginning of the simulation, all hydrocarbons distributed homogeneously in the cylindrical
oil droplet. However after equilibrated, toluene molecules accumulated at the oil{water interface
(Fig.5.4(c)) as expected from the results in Chapter 3. And it can be seen that small amount
of their molecules evaporated from their bulk phase. Some of the evaporated hydrocarbon
molecules went through the periodic boundary condition and adsorbed on the lower side of
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the water surface. These phenomenon are more clearer in the multicomponent-oil{water{vapor
three phase system than in the decaene{water{vapor three phase system (Fig.4.11).
The density distribution of each component was calculated from each trajectory, by using
same procedures described in Chapter 4. Fig.5.5 shows the locations of the center of mass of
the multicomponent-oil droplet from 2.0 ns to 10.0 ns. It can be seen the random oating of
the oil droplet on water surface. The density distributions of system and each component after
removing the eect by this oating are shown in Fig.5.6. As shown in Chapter 3, the strong
accumulation of toluene molecules at the oil{water interface was clearly observed (Fig.5.6(e)).
On the other hand, the decane concentrations were higher far from both the oil{water interface
than near the interfaces (Fig.5.6(d)). In other words, this shows the desorption of decane
molecules at the interface. To investigate the details of these phenomena, density proles were
calculated along the z axis, and a few examples are shown in Fig.5.7. The density proles
near the symmetrical line (x = 10nm), three regions can be identied along the z axis of the
droplet: the water region, the bulk multicomponent-oil region and the vapor region. As shown
in Fig.5.4(c) and Fig.5.6(e), toluene molecules accumulates strongly at the oil{water interface.
The maximum density of toluene at the oil{water interface is about 3 times of its density in
the bulk region. This is similar value which was observed in Chapter 3. From Fig.5.7, the
accumulation of toluene at the oil{water interface was accompanied by weak accumulation of
heptane molecules. At the oil{vapor interface, all density proles change gradually (Fig.5.7)
but the density proles show the weak accumulation of heptane at the oil{vapor interface. As
mentioned in Chapter 3, this phenomena can be explained using the surface tension dierence
between the hydrocarbon{water interfaces.
At the three phase contact line, toluene and heptane molecules showed preferential accu-
mulation relative to decane molecules (Fig.5.6(c), Fig.5.6(d) and Fig.5.6(e)). And also, they
showed the thin lm on water surface, connecting the three phase contact region, especially in
case of toluene. The lm thickness of about 0.5 nm from the density distribution of toluene
is comparable to its molecular size. During the MD simulation, toluene molecules in the oil
spread as a thin lm over the water surface followed by spreading of the bulk oil (Fig.5.2). In
general, components of an oil mixture which move preferentially to the three phase contact line
will spread on the water surface ahead of the bulk oil.
The Gibbs dividing surface (GDS) were obtained with same techniques described in Chapter
4. Then the GDSs were tted with circular shapes (Eq.(4.54)). The calculated GDSs and tted
circles are shown in Fig.5.6 with their density distribution and tted parameters. All tted lines
87






































































(d) 3D view at 5 ns
Figure 5.1: Snapshots of multicomponent-oil-on-water system (red, heptane; gray, decane; yellow,
toluene; blue, water).
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(a) 0 ps (b) 10 ps (c) 20 ps
(d) 50 ps (e) 100 ps (f) 200 ps
(g) 500 ps (h) 1 ns (i) 2 ns
(j) 4 ns (k) 6 ns (l) 10 ns
Figure 5.2: Series of snapshots of multicomponent-oil-on-water system (red, heptane; gray, decane;
yellow, toluene; blue, water). The size of each panel corresponds to Fig.5.1(a).
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(a) heptane (b) decane
(c) toluene (d) water
Figure 5.3: Snapshots of each component for multicomponent-oil{water{vapor three phase system
at the beginning of calculation. The size of each panel corresponds to Fig.5.1(a).
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(a) heptane (b) decane
(c) toluene (d) water
Figure 5.4: Snapshots of each component for multicomponent-oil{water{vapor three phase system
at t = 10ns. The size of each panel corresponds to Fig.5.1(a).
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Figure 5.5: Positions of center of mass of multicomponent-oil droplet during 2.0{10.0ns of MD
simulation. Each center of mass was calculated from the set of 0.2ns trajectories. Each arrow shows
the migration of the center of mass from one time-segment to the next.
produce the shape of the three phase system very well. The geometry near the three phase
contact line is shown in Fig.5.8. Fig.5.8 includes the locations of the GDSs with their interfacial
thickness parameters w, the tted lines, the location of the intersection of the tted lines, the
direction of each interface at that location and the contact angles. The intersection of the two
circles was calculated to x = 3:24 nm and z = 5:20 nm. The slopes of the tangent of two circles
at the three phase contact line was calculated to 49:82  and  16:87  (Fig.5.8). These value
are lower than those in Chapter 4. That means the multicomponent-oil forms a thin-lens-shape
on water surface, compared to in case of pure decane. Moreover, the GDSs at the vicinity of
the three phase contact line show dierent behavior among the multicomponent and the pure
decane cases. In case of the pure decane, the GDSs always located inside of the tted circles.
This is reasonable because the GDSs calculated from the density proles correspond roughly
to the positions of 50% of the bulk density, and the three phase contact region is the region
of the coexistence of three phases (oil, water and vapors). On the other hand, in case of the
multicomponent-oil, the GDSs located outside (vapor-side) of the tted circle. And from Fig.4.19
and Fig.5.8, at the region of the three phase contact line, the interfacial thickness parameters
for the multicomponent-oil{water{vapor three phase system is wider than that for the decane{
water{vapor three phase system. These phenomenon are the eect caused by the impurity of the
oil droplet. They might come from the change in the intensity of the accumulation of heptane
and toluene molecules at the oil{water and oil{vapor interface between near and far from the
three phase contact line.
92



































upper GDSs of droplet
lower GDSs of droplet
edge GDSs of droplet





































upper GDSs of droplet
lower GDSs of droplet
edge GDSs of droplet
Fitted circle for upper GDSs of droplet


































































































































upper GDSs of water
lower GDSs of water
Fitted line for upper GDSs of water (0<x<2)
Fitted circle for GDSs of Oil−Water interface
(f) water
Figure 5.6: Density distributions for multicomponent-oil{water{vapor three phase system. The
density distribution of droplet was calculated as the summation of the densities of heptane, decane
and toluene. The locations of Gibbs dividing surfaces and the tted curves are also shown.
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Figure 5.7: Density proles for multicomponent-oil{water{vapor three phase system along z-axis
at x=0, 2, 4, 6, 8 and 10nm (from top to bottom). The density prole of droplet was calculated as
the summation of the densities of heptane, decane and toluene. Solid lines show tted curves for the
density proles of water and droplet.
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upper GDSs of droplet
lower GDSs of droplet
edge GDSs of droplet
upper GDSs of water
Fitted circle for upper GDSs of droplet
Fitted circle for GDSs of Oil-Water interface
Fitted line for upper GDSs of water (0<x<2)
Figure 5.8: Geometry at vicinity of three phase contact line for multicomponent-oil{water{vapor
three phase system. Length of the line at each GDS shows the interface thickness w in Eq.(4.52).
The intersection of two tted circles is shown. The dierence between z value of the intersection and
the horizontal tted line for the water{vapor interface is only less than 0.04nm. The arrows show
the directions of the tangent of tted lines at the intersection. Contact angles were obtained from
these directions and the horizontal tted line for the water{vapor interface.
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5.3.2 Interfacial tension and line tension
In this section, the interfacial tensions and the line tension are calculated from the local pressure
distributions. The methods are same with those described in Chapter 4. The local pressure
distribution of each component in the pressure tensor, p in the multicomponent-oil{water{vapor
three phase system are shown in Fig.5.9. All local pressures showed similar distributions with
Chapter 4. pxx and pyy showed similar values at the lower and upper water{vapor interfaces
since both interfaces are parallel to xy-plane. Furthermore, same results were obtained at the
oil{water and oil{vapor interfaces near the symmetrical axis of the oil droplet (x = 10nm). On
the other hand, pzz showed small magnitude compared to pxx and pyy. This is because it can be
seen that these interfaces are almost parallel to xy-plain at this location (Fig.5.6). And hence,
the shear stresses, pxy, pyz pzx, are almost zero far from the three phase contact line (Fig.5.9(b),
Fig.5.9(d) and Fig.5.9(f), respectively). And also, the local pressures at the vicinity of the three
phase contact line show similar distributions with Chapter 4 pyy have still large magnitude
similar to the interfaces far from the three phase contact line since all interface are parallel to
y direction even near three phase contact line. On the other hand, pxx decrease its magnitude
slightly, especially on the oil{vapor interface. In contrast, pzz increase its magnitude at the
oil{vapor interface. For shear component, pxy and pyz are almost zero because all interfaces
are always parallel to y direction. On the other hand, pzx shows minus values on the oil{vapor
interface, and plus values on the oil{water interface. This phenomena can be analyzed with
same techniques with Chapter 4, and it results the size of the three phase contact region.
Then the interfacial tensions were calculated at each three interfaces from the local pressure
proles. The results are shown in Table.5.2. Fig.5.10 shows the local pressure proles and the
pressure dierence (Eq.(4.58)) across the water{vapor interface. The interfacial tension of upper
water surface was calculated by using this pressure proles to 59.99 mN/m. And Fig.5.11 shows
the local pressure proles and the pressure dierence (Eq.(4.58)) across the oil{water and oil{
vapor interfaces. The interfacial tensions of the oil{water and oil{vapor interface was calculated
to 46.18 and 19.31 mN/m, respectively. As discussed in Chapter 3, the strong accumulation of
aromatics make the interfacial tension decrease. So this eect can be seen the interfacial tension
of the multicomponent-oil{water interface (46.18 mN/m) compared with one of the decane{
water interface (50.61 mN/m, Chapter 4). Then the Neumann triangle relationship (Eq.(4.3))
for the multicomponent-oil{water{vapor three phase system was discussed. From Eq.(4.61), the
cos(01 + 
0
2) was calculated to 0:61  0:20. So the 01 + 02 was calculated to 52:18 . Although
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(f) pzx = pxz
Figure 5.9: Local pressure distributions of multicomponent-oil{water{vapor three phase system.
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this value is slightly lower than that from density distributions (66:69  = 49:82  + 16:87 ,
Fig.5.8),this is almost maximum of the range of the error due to the errors in the interfacial
tensions ( 01 + 
0
2 = 65:70
 in case of cos(01 + 02) = 0:61  0:20).


































Figure 5.10: Local pressure proles (top) and pressure dierence prole (bottom) for
multicomponent-oil{water{vapor three phase system along with z-axis averaged over 0  x  2nm.
Two regions in the pressure dierence prole correspond to two water{vapor interfaces. The inte-
grated value of each region gives the interfacial tension .
The line tension was calculated from the local pressure distributions, using same techniques
with Chapter 4. Similar to Chapter 4, the distance-depended line tension (r) was used to
evaluate the line tension  (Eq.(4.62)). Fig.5.12 shows (r) with increasing the distance r
from the three phase contact line (that is the intersection of GDSs). The (r) converges to
9:110 12N at around r > 1:5nm. This value is also within the range of theoretical evaluations
(10 12{10 11N Drelich (1996)). Surprisingly, the line tension of our multicomponent-oil{water{
vapor three phase system is positive value, while that of our decane{water{vapor three phase
system is negative. This causes an opposite behavior in a size dependence of contact angle
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Figure 5.11: Local pressure proles (top) and pressure dierence prole (bottom) for
multicomponent-oil{water{vapor three phase system along with z-axis averaged over 8  x  10nm.
Three regions in the pressure dierence prole correspond to three interfaces, water{vapor, oil{water
and oil{vapor, from left to right. The integrated value of each region gives the interfacial tension .
Table 5.2: Interfacial tension from local pressure distributions.
Phase 1 Phase 2 x (nm) z (nm) IFTy (mN/m)
Water Vapor 0{10 0{2 58.06  0.33
Water Vapor 0{2 4{7 59.99  0.94
Oil Water 8{10 3{6 46.18  2.94
Oil Vapor 8{10 6{10 19.31  2.83
y (Average)(Standard error)
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inside of the droplet. The size dependence of the contact angle was investigated by using same
techniques with Chapter 4, Fig.5.13 shows the contact angle in the droplet phase as a function
of droplet size. As mentioned above, Fig.5.13 shows opposite trend to Fig.4.28.


















Figure 5.12: Distance-depended line tension  (r) for multicomponent-oil{water{vapor three phase
system against the distance r from the three phase contact line. The circle region B(r) with the
radius r was used for the integration. Dashed line shows the average value of  (r) obtained from
the last 5 values.
According to the theoretical approach done by Das and Binder (2011), the line tension value
can be described as a function of the contact angle of the droplet (Fig.5.14). When the contact
angle decreases, the line tension increases and changes from negative to positive values at one
contact angle value. Although their research has been done for the droplet-on-solid system, it
can be seen same trends even in our liquid{liquid{liquid three phase systems. In case of the
decane{water{vapor three phase system, the contact angle of the droplet was 70:87  from their
local pressure distributions (or 79:36  from their density distributions), and the line tension
was  8:2  10 12N. On the other hand, in case of the multicomponent-oil (ternary mixture of
100
5.3 Results and Discussion



















Figure 5.13: Contact angle inside of droplet 1 + 2, versus the radius of the contact line R.
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heptane, decane and toluene){water{vapor three phase system, that was 52:18  from their local
pressure distributions (or 66:69  from their density distributions), and the line tension was
9:1 10 12N. In other words, the line tension may be described as a function of the impurity of
the droplet. In our case, the zero line tension is expected at the lower concentrations of heptane
and toluene than those in our multicomponent-oil.
Figure 5.14: Line tension (circles), as extracted from the excess free energy of wall-attached
droplets, plotted versus the contact angle  (Das and Binder, 2011). The cross shows the result
obtained from a nite size extrapolation of the free energy of at interfaces conned by walls.
5.4 Conclusions
The interfacial equilibrium of multicomponent-oil{water{vapor three phase system has been
investigated by using MD methods. The multicomponent-oil was modeled as the ternary mixture
of heptane, decane and toluene molecules. The MD simulations showed weak accumulation of
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lighter alkane at the oil{vapor interface and strong accumulation of aromatics at the oil{water
interface, as expected from the results in Chapter 3. From the discussions at the three phase
contact line, aromatic components in oil is predicted to spread preferentially over the water
surface ahead of the bulk oil. The line tension value of the multicomponent-oil{water{vapor
three phase system has been obtained successfully to 9:1  10 12N by using same techniques
with in Chapter 4. The line tension of the multicomponent-oil{water{vapor three phase system
was positive, while that of the decane{water{vapor three phase system was negative (Chapter
4). This means the line tension of the decane{water{vapor system have increased and changed
from negative to positive values by adding heptane and toluene molecules into decane droplet.
The zero line tension is expected at some concentration of the multicomponent-oil. This is
the eect caused by impurity of the liquid droplet on water surface. The three phase systems




The purpose of this dissertation was to investigate the interfacial equilibrium of various liquids,
such as hydrocarbons, light-oil, water and their vapor in nano-scale by using Molecular Dynamics
(MD) methods. This dissertation has shown following results:
In Chapter 3, the oil and water interface was investigated by using MD methods. The
accuracies of hydrocarbon models were veried by comparing their calculated thermodynamic
properties, such as the bulk density and interfacial tensions, to the experimental values at am-
bient conditions. Then, our light-oil model was modeled as the mixture of the eight kinds of
hydrocarbons. After combining the light-oil model and water box, the interfacial equilibrium of
the oil{water interface was investigated by using MD methods. The results showed the inhomo-
geneity of the molecular distributions, such as strong accumulation of aromatic molecules which
were caused by the specic interaction between aromatic and water, called as weak hydrogen
bonding.
In Chapter 4, the interfacial equilibrium of the decane{water{vapor three phase system
was investigate by using MD methods. The MD simulation was carried out with an apparent
2 dimensional system, which has many advantages compared to 3 dimensional system. The
inhomogeneity of the molecular distribution, especially at the vicinity of three phase contact
line, and the interfacial tensions of each interface were obtained and discussed. In addition,
in this chapter, the convenient way to calculate the line tension of a three phase system from
the local pressure distributions was derived and applied to the decane{water-vapor three phase
system. With this method, the line tension of the system was calculated successfully. This is
intrinsic value for this three phase system, so that the eects caused by any other phenomena,
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such as impurity of the droplet, to the line tension can be considered by taking it as a reference
state.
In Chapter 5, the interfacial equilibrium of three phase system was investigated like in
Chapter 4, but used the ternary mixture of heptane, decane and toluene molecules to model the
multicomponent-oil droplet, instead of just decane. Same technical methodologies with Chapter
4 were used to obtain thermodynamic properties. The interfacial tensions and the molecular
distributions of the multicomponent-oil{water{vapor three phase system were obtained and dis-
cussed for the investigations of the local structure. The line tension of the multicomponent-oil{
water{vapor three phase system was also calculated successfully by using the equation derived
in Chapter 4. Surprisingly, this value has opposite sign of that of pure decane{water{vapor
three phase system (Chapter 4). We suggest that the eects were caused by impurity of droplet,
such as lower interfacial tension and higher line tension, thin lm of toluene molecules on water
surface.
Remarks
The MD methods, which were shown in this dissertation in order to investigate the two phase
and three phase interface systems, can extend to the system including the other uid, such as
nitrogen, carbon dioxide, methane, ethane and so on, related to oil industry. Moreover, the
thermodynamic conditions can also be changed easily. Therefore, it is anticipated that these
methods are applied for other various systems at high temperature and high pressure condition,




Here all parameters used in this dissertation are listed. They are mainly based on the revised
version of CHARMM27 force eld (Davis et al., 2008; Klauda et al., 2005; MacKerell Jr et al.,
1998). The SPC/E model is used for water molecules (Alejandre et al., 1995; Berendsen et al.,
1987). Table.A.1 shows the denition of atom type, mass, charge, and Lennard-Jones parame-
ters.
The equation of each potential is written again in followings. Table.A.2 shows the parameters




kbij (rij   bij)2 (A.1)

























Table.A.4 shows the parameters in dihedral interactions, which is given by:
Ud (ijkl) = k (1 + cos (n  s)) (A.4)
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Table A.1: Denition of atom name and non-bonding parameters.
Atom type Mass Charge ii ii Element specication
(a.m.u.) (e) (nm) (kJ/mol)
For n-Alkanes and Cycloalkanes
CTL3 12.0110 -0.2700 0.3635 0.3264 Carbon atom in -CH3
CTL2 12.0110 -0.1800 0.3581 0.2343 Carbon atom in -CH2-
HAL3 1.0080 0.0900 0.2388 0.1004 Hydrogen atom in -CH3
HAL2 1.0080 0.0900 0.2388 0.1172 Hydrogen atom in -CH2-
For Benzene and Toluene
CA 12.0110 -0.1150 0.3550 0.2929 Carbon atom in -CH-
HP 1.0080 0.1150 0.2420 0.1255 Hydrogen atom in -CH-
CT3 12.0110 -0.0650 0.3671 0.3347 Carbon atom in -CH3
HA 1.0080 0.0600 0.2352 0.0921 Hydrogen atom in -CH3
For Water
OW 15.9994 -0.8476 0.3166 0.6502 Oxygen atom in SPC/E water
HW 1.0080 0.4238 0.0000 0.0000 Hydrogen atom in SPC/E water
Table A.2: Parameters for bonding interaction.




CTL2 HAL2 0.1111 258571.2
CTL3 HAL3 0.1111 269449.6
CTL2 CTL2 0.1530 186188.0
CTL2 CTL3 0.1528 186188.0
CA CA 0.1375 255224.0
CT3 CA 0.1490 192464.0
HA CT3 0.1111 269449.6
HP CA 0.1080 284512.0
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Table A.3: Parameters for angle interaction.







(deg) (kJ/mol) (nm) (kJ/mol)
HAL2 CTL2 HAL2 109.00 297.0640 0.1802 4518.720
HAL3 CTL3 HAL3 108.40 297.0640 0.1802 4518.720
HAL2 CTL2 CTL2 110.10 221.7520 0.2179 18853.104
HAL2 CTL2 CTL3 110.10 289.5328 0.2179 18853.104
HAL3 CTL3 CTL3 110.10 313.8000 0.2179 18853.104
CTL2 CTL2 CTL2 113.60 488.2728 0.2561 9338.688
CTL2 CTL2 CTL3 115.00 485.3440 0.2561 6694.400
CA CA CA 120.00 334.7200 0.2416 29288.000
CT3 CA CA 122.30 383.2544 0.0000 0.000
HA CT3 CA 107.50 412.5424 0.0000 0.000
HA CT3 HA 108.40 297.0640 0.1802 4518.720
HP CA CA 120.00 251.0400 0.2153 18409.600
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Table A.4: Parameters for dihedral interaction.
Atom i Atom j Atom k Atom l s k n
(deg) (kJ/mol)
CTL3 CTL2 CTL2 CTL3 0.00 0.15989 2
CTL3 CTL2 CTL2 CTL3 180.00 0.13310 6
CTL2 CTL2 CTL2 CTL3 0.00 0.63016 2
CTL2 CTL2 CTL2 CTL3 180.00 0.34051 3
CTL2 CTL2 CTL2 CTL3 0.00 0.45318 4
CTL2 CTL2 CTL2 CTL3 0.00 0.85373 5
CTL2 CTL2 CTL2 CTL2 0.00 0.27005 2
CTL2 CTL2 CTL2 CTL2 180.00 0.62697 3
CTL2 CTL2 CTL2 CTL2 0.00 0.39599 4
CTL2 CTL2 CTL2 CTL2 0.00 0.47106 5
Xy CTL2 CTL2 Xy 0.00 0.79496 3
Xy CTL2 CTL3 Xy 0.00 0.66944 3
CA CA CA CA 180.00 12.97040 2
CT3 CA CA CA 180.00 12.97040 2
HP CA CA CA 180.00 17.57280 2
HP CA CA CT3 180.00 17.57280 2
HP CA CA HP 180.00 10.04160 2
Xy CT3 CA Xy 0.00 0.00000 6
y atom type which is not specied in other dihedral combinations.
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