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Abstract—Random Access Channel (RACH) has been identi-
fied as one of the major bottlenecks for accommodating massive
number of Machine-to-Machine (M2M) devices in LTE networks,
especially in the case of bursty arrivals of connection requests.
As a consequence, the burst resolution problem has sparked a
large number of works analyzing and optimizing the expected
performance of RACH. In this paper, we go beyond the study
of performance in expectation by investigating the probabilistic
performance limits of RACH with access class barring. We
model RACH as a queuing system, and apply stochastic network
calculus to derive probabilistic performance bounds for burst
resolution time, i.e., the time it takes to connect a burst of
M2M devices to the base station. We illustrate the accuracy
of the proposed methodology and its potential applications in
performance assessment and system dimensioning.
I. INTRODUCTION
One of the main goals for the evolution from current
wireless systems to 5G is to support massive Machine-to-
Machine (M2M) communications. This could enable a number
of promising applications, such as large scale sensor and
actuator networks, smart grid monitoring, and many more [1].
Main challenges for enabling massive M2M are: improving
scalability, enhancing energy efficiency and decreasing the
cost of user equipment (UE). In this work, we focus on a
notorious scalability issue of nowadays LTE networks, namely,
on the connection establishment procedure. For many M2M
scenarios, connection establishment dominates the end-to-end
delays, hence, creating a bottleneck in the Random Access
CHannel (RACH) even before the actual data transmission
begins [2]. The issue becomes especially critical in the case
of the simultaneous activation of a large group of UEs, e.g.,
sensors re-connecting after a power outage [3]. This simulta-
neous triggering is referred to as a burst arrival, and it creates
a RACH overload persisting over a long time.
Burst arrivals has been a known problem for random
access protocols since the early works in the field [4]. Unlike
independent uncorrelated arrivals, bursts could significantly
degrade the performance of random access protocols. Apart
from LTE for M2M, bursty behaviors were studied in the
context of sensor and RFID networks [5]. Many algorithms
to “smoothen” the negative effect of the bursts have been
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developed [2], for instance, by means of back-off or barring,
e.g., pseudo-Bayesian broadcast [6], or tree resolution algo-
rithms [5]. For LTE, standardized mechanism to deal with burst
arrivals is Access Class Barring (ACB) [3]: re-shaping the burst
by broadcasting a RACH access probability for all UEs.
In the state-of-the-art, the performance of ACB and its
derivatives [7], [8] has been extensively studied in the ex-
pectation, i.e., with respect to the average burst resolution
time and resulting RACH efficiency [8]–[12]. In [9] and the
follow-up work [10], the authors devised an analytical frame-
work to assess the expected performance of the standardized
ACB and Extended Access Class Barring (EAB) procedures,
respectively. Jian et al. [12] have proposed another iterative
approach to the ACB analysis, and Koseoglu [11] derived the
lower bound on the average random access delay.
However, for many applications on the border between
massive M2M and ultra reliable M2M [13], e.g., in-cabin
communication in an aircraft or large-scale industrial automa-
tion [14], assessing the average performance is insufficient.
For instance, if all the sensors in a factory need to re-connect
after an emergency shutdown within a certain time limit [14].
In that case, reliability guarantees for the RACH performance
are necessary. As a first step towards designing the reliable
random access procedures for such scenarios, our work aims
to answer the question of what the performance limits of the
existing standardized solutions are.
In this paper, we analytically study the probabilistic per-
formance bounds of standardized LTE RACH with ACB. We
investigate the burst resolution time, i.e., the time it takes to
connect a burst of M2M devices to the base station. Modeling
RACH as a queuing system, we approach the analysis by
the means of stochastic network calculus [15], which allows,
in contrast to conventional queuing theory, to characterize
the behavior of the system in probability and not only in
expectation [16]. We analyze what burst resolution delay can
be guaranteed for a given burst size with a certain reliability
requirement. We validate the approach using simulations, and
illustrate possible applications of the proposed methodology.
The remainder of the paper is structured as follows. We
introduce the problem and relevant concepts in II. The main
result of the paper, probabilistic reliability analysis of the
random access procedure is presented in III, and numerically
verified in IV. We conclude the paper with V.
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II. SYSTEM MODEL AND PRELIMINARIES
A. System Model
We consider a scenario with a total of N UEs and one
base station (BS). At time t < 0, all UEs are inactive and
disconnected from the BS. An event is occurring at time
t = 0, triggering all the UEs, and causing them to initiate a
connection establishment (random access) procedure towards
the BS. Activation of individual UEs is occurring according
to initial arrival process A(t) strictly during the time interval
t ∈ [0, TA − 1], with TA referred to as the activation time [3].
Upon activation, every UE attempts to connect to the BS.
The connection follows a four step random access procedure,
depicted in Fig. 1: (1) A preamble, chosen uniformly random
from a set |M|= M , is sent to the BS in Physical Random
Access Channel (PRACH). (2) The BS sends a preamble reply
for every successfully decoded preamble, containing uplink
grants for RRC connection requests. (3) UE proceeds with
sending its connection request, containing UE identity infor-
mation, on the respective uplink resource. (4) Every correctly
decoded connection request is acknowledged by the BS with a
connection reply. If the UEs choose the same preamble in step
1, their connection requests at step 3 are allocated the same
uplink resource, which leads to collisions.
Prior to every PRACH attempt i, UEs receive the PRACH
location (sub-frame and frequency offset), and contention pa-
rameters (number of available preambles M , access probability
pi) from a BS broadcast. Every UE independently uses access
probability as a part of the ACB procedure to decide whether
to compete in a given PRACH opportunity i (with probability
pi), or postpone to the next one (with probability 1 − pi).
The access probability could be either static throughout the
burst resolution, or dynamically adapted for every PRACH
opportunity [7].
We assume that all four steps occur within one PRACH
slot, which we define as periodicity of the PRACH in the LTE
resource grid. The periodicity is determined by the PRACH
configuration index, typically ranging from 1 per sub-frame
(1 ms) to 1 per frame (10 ms). Random access procedure is
modeled as an M -channel slotted ALOHA protocol, where a
channel corresponds to a PRACH preamble [9]. We further
adopt the collision channel model without capture, i.e., every
preamble m at time slot i can have one of three states: idle
(no UE is choosing the preamble), singleton (exactly 1 UE),
and collision (≥ 2 UEs), with a corresponding service si,m:
si,m =
{
1 if chosen by 1 UE,
0 otherwise.
(1)
Basically, a preamble is serving a UE request with a full
channel capacity if no collision occurs, and does not provide
any service otherwise. Every activated, but not yet served UE
is denoted as backlogged.
B. Problem Statement
Finally, we define the target quality of service (QoS)
requirement1 of the system as a tuple (bε, t, ε). Here, bε is
1Typically, QoS is defined per single user/application, and refers to the
delay or datarate requirement. In contrast to that, we are analyzing the burst
resolution (multiple users), and borrow the term QoS requirement to refer to
the backlog and resolution time.
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Fig. 1: Four steps LTE Random Access procedure with ACB.
the maximum tolerated number of unconnected UEs (target
backlog) by the time t, which is referred to as the required
burst resolution time. The burst is denoted as resolved if the
number of unconnected UEs is less than or equal than target,
B(t) ≤ bε. The corresponding unreliability ε is the probability
that a burst is not resolved by the time t. The case with bε = 0
corresponds to the full burst resolution, and bε > 0 to the
partial burst resolution [5].
The problem we are targeting with the analysis is quanti-
fying how well can the ACB-based random access procedure
support a given QoS requirement, i.e., for a given target bε,
we would like to compute a bound on the probability ε that a
given burst is not resolved within t PRACH slots.
C. Analysis Preliminaries
Consider the system at an arbitrary time slot i ≥ 0
with B(i) backlogged UEs. The evolution of the backlog is
described by the following recursion:
B(i+ 1) = max{0, B(i) + ai − si}, (2)
where ai denotes newly activated UEs, and si =
∑M
m=1 si,m
denotes the total amount of served UEs.
The probability that si = k UEs are served during the slot i,
i.e., have successfully connected to the BS, depends on current
backlog B(i) and access probability pi, limiting the number of
admitted for contention UEs b′i. Let us first consider that the
number of admitted UEs is b′i = x. In that case, the probability
that k out of x UEs successfully transmit is [7], [9]:
P [si = k|b′i = x] =
(
x
k
)(
M
k
)
k!
Mx
× (3)
×
jmax∑
j=1
(−1)j
(
M − k
j
)(
x− k
j
)
j! (M − k − j)x−k−j ,
where jmax = min(M−k, x−k). The number of admitted
UEs b′i is binomially distributed with B(i) trials and per trial
success probability pi:
P [b′i = x|B(i) = n] =
(
n
x
)
(1− pi)xpn−xi . (4)
Combining these two equations, we obtain the probability
Pk,n = P[si = k|B(i) = n] that k out of n backlogged UEs
are successful as:
Pk,n =
n∑
x=0
P [b′i = x|B(i) = n]P [si = k|b′i = x] . (5)
Eqn. (5) already allows a straightforward recursive compu-
tation of the burst resolution time. If we consider a state of the
system at time i as a tuple (B(i), ai), where B(i), ai ∈ [0, N ],
then the distribution of the random variable B(i) representing
backlog at time i can be computed iteratively starting with t =
0, using the recursion (2). However, this iterative computation
requires computing transition matrix from (N +1)× (N +1)
to another (N + 1) × (N + 1) dimension state space ev-
ery time step, and, hence, the complexity is proportional to
(N + 1)2 × (N + 1)2 × t. Such computation is only feasible
for low total number of UEs N . For large bursts, a different
approach is necessary. This motivates the network calculus
based analysis, which we present in Sec. III.
D. Dynamic Access Barring
For large burst arrivals, keeping access probability static
is very inefficient. If the probability is too small, burst reso-
lution lasts long due to the medium under-utilization as the
backlog decreases. If the access probability is too large, the
burst resolution might take even longer due to high preamble
collision rates. To optimize the burst resolution times, several
works have proposed a dynamic adaptation of the access prob-
ability [7], [8], based on the pseudo-Bayesian broadcast [6].
Consider expected number of successful UEs in a single slot,
as a function of b′i,M [9]:
E [si] = E
[ ∑
m∈M
si,m
]
= E[b′i]
(
1− 1
M
)E[b′i]−1
. (6)
It is possible to show that the expectation E [si] in (6) is
maximized if the expected number of devices admitted to
contend in a given slot E[b′i] = piB(i) is equal to the number
of preambles M . Hence, the dynamic access barring policy is
devised as:
p?i , arg max
p∈(0,1]
E
[ ∑
m∈M
si,m
]
= min
{
1,
M
B(i)
}
. (7)
We denote p?i defined by (7) as optimal barring policy.
Remark. In general, the number of UEs contending in a
given PRACH slot B(i) is unknown. However, there exist a
number of backlog estimation techniques, producing accurate
results [5], [7], [8], [17], [18]. We study the impact of
estimation numerically in Sec. IV.
III. PROBABILISTIC BURST RESOLUTION TIME ANALYSIS
In this section, we present the burst resolution time anal-
ysis. To introduce the reader to stochastic network calculus,
we first provide a brief overview in III-A. Then, we define the
queuing model of LTE RACH in III-B, and use it to analyse
static (in III-C) and dynamic (in III-D, III-E) ACB policies.
A. Transient Analysis using Network Calculus
Assuming a fluid-flow, discrete-time queuing system, and
given a time interval [s, t), 0 ≤ s ≤ t, we define the
non-decreasing (in t) bivariate processes A(s, t), D(s, t) and
S(s, t) as the cumulative arrival to, departure from and service
offered by the system. We further assume that A,D and S
are stationary non-negative random processes with A(t, t) =
D(t, t) = S(t, t) = 0 for all t ≥ 0. The cumulative arrival and
service processes are given in terms of ai and si as follows
A(s, t) =
t−1∑
i=s
ai and S(s, t) =
t−1∑
i=s
si , (8)
for all 0 ≤ s ≤ t. We denote by B(t) the backlog (the amount
of buffered data) at time t.
Based on this server model, the total backlog can be studied
analytically. For a given queuing system with cumulative
arrival A(0, t) and departure D(0, t) and for t ≥ 0, the backlog
at time t, B(t) is defined as the amount of traffic remaining
in the system by time t. Therefore,
B(t) , A(0, t)−D(0, t) . (9)
While deterministic network calculus [19] can provide worst-
case upper bounds on the backlog and the delay if traffic
envelopes (an upper bound on the arrival process) as well
as a service curve (a lower bound on the service process)
are considered, probabilistic performance bounds provide more
useful and realistic description of the system performance than
deterministic analysis for corresponding systems. Stochastic
network calculus has been previously applied to protocol
analysis in the context of 802.11 DCF and slotted ALOHA
networks [16], [20].
In the probabilistic setting (where the arrival process A and
the service process S are stationary random processes), the
backlog defined in (9) is reformulated in a stochastic sense:
P[B(t) > bε] ≤ ε, (10)
where bε denotes the target probabilistic backlog associated
with violation probability ε. This performance bound can be
obtained by the distributions of the processes, i.e., in terms of
moment generating functions (MGFs) of the arrival and service
processes [21]. In general, the MGF-based bounds are obtained
by applying Chernoff’s bound, that is, given a random variable
X , we have
P[X ≥ x] ≤ e−θxE [eθX] = e−θxMX(θ),
whenever the expectation exists, where E [Y ] and MY (θ)
denote the expectation and the MGF (or the Laplace transform)
of Y , respectively, and θ is an arbitrary non-negative free
parameter. Given the stochastic process X(s, t), t ≥ s, we
define the MGF of X for any θ ≥ 0 as [15]
MX(θ, s, t) , E
[
eθX(s,t)
]
.
In a similar way, we define MX(θ, s, t) , MX(−θ, s, t) =
E
[
e−θX(s,t)
]
.
A number of properties of MGF-based network calculus
are summarized in [15]. In this work, we consider a queuing
system with an initial backlog for which we are interested
in the transient behavior of the backlog itself. In general,
the probabilistic backlog bound bε(t) for a given violation
probability ε at time t can be expressed by [15], [22]
bε(t) = inf
θ>0
{
1
θ
(logM(θ, t, t)− log ε)
}
, (11)
where M(θ, u, v) is given as
M(θ, u, v) ,
min(u,v)∑
k=0
MA(θ, k, v) ·MS(θ, k, u). (12)
The consideration of the initial backlog in the system can
be finally represented by the choice of an appropriate arrival
function, as we discuss in the next section.
B. Queuing Model of Random Access Procedure
Random Access Procedure could be viewed as a queuing
system, where the incoming UEs are considered as arrivals
into the queue, and UEs, successfully completing the proce-
dure, as departures from the queue. The serving process of
such a system is a stochastic process, dependent on the current
backlog size, on the advertised access probability pi, and on
the number of available preambles M , as in Eqn. (5).
1) Arrival Process: 3GPP offers three burst arrival mod-
els [3]: delta (simultaneous, “spike”) arrivals with total acti-
vation time TA = 0, uniform distribution of arrivals within
[0, TA − 1], or beta distribution B(α, β) within [0, TA − 1].
In this works, we consider only the worst-case scenario with
simultaneous activation of all UEs. In that case, the distribution
of the activation time ta of individual UEs and the resulting
cumulative arrival process are expressed as:
P[ta = 0] = 1 and A(τ, t) =
{
N τ = 0,
0 τ > 0.
(13)
2) Serving Process: Every preamble m ∈ M can be
considered a server, with the service as defined in (1). Hence,
cumulative serving process can be expressed as:
S(τ, t) ,
t−1∑
i=τ
∑
m∈M
si,m, (14)
with si ,
∑
m∈M
si,m ∼ fi(k), (15)
where the probability mass function (PMF) of the service
process at the time step i as fi(·):
fi(k) =
N∑
j=0
Pk,j P[B(i− 1) = j]
=
N∑
j=0
Pk,j
N∑
l=0
Pl−j,l P[B(i− 2) = l]
=
N∑
j=0
Pk,j
N∑
l=0
Pl−j,l
N∑
m=0
Pm−l,m P[B(i− 3) = m]
=
N∑
j=0
Pk,j . . .
N∑
y=0
Py−x,y P[B(0) = y]
=
N∑
j=0
Pk,j . . .
N∑
y=0
Py−x,y︸ ︷︷ ︸
i sums
PN−y,N (16)
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Fig. 2: Static access barring: backlog bε vs. violation probability ε.
Parameters: M = 30, N = 100, p = 0.5.
Similarly, we derive the distribution of the cumulative
service S(0, i), fSi as
fSi(k) = P[S(0, i) = k] = (17)
=
k∑
j=max(0,k−M)
Pk−j,N−j P[S(0, i− 1) = j] =
=
k∑
j=max(0,k−M)
Pk−j,N−j ×
×
j∑
n=max(0,j−M)
Pj−n,N−n P[S(0, i− 2) = n]
=
k∑
j=max(0,k−M)
Pk−j,N−j · · ·
y∑
x=max(0,y−M)
Py−x,N−x︸ ︷︷ ︸
i
Px,N .
C. Static Access Barring
Static access barring implies that the access probability pi
does not change over the burst resolution time. While it is
inefficient in practice, static barring policy could serve as a
baseline for the performance evaluation.
Given the QoS requirement tuple (bε, t, ε), we are in-
terested in the probability that the burst of size N is still
unresolved by the time t, and what is the backlog remaining
at time t. So, we are looking for the bound on the backlog at
the time t. First, we derive the MGF of the arrival and service
process:
MA(θ, 0, t) = E
[
eθA(0,t)
]
= eθN . (18)
MS(θ, 0, t) = E
[
e−θS(0,t)
]
=
Mt∑
k=0
e−θk P[S(0, t) = k]
=
Mt∑
k=0
e−θkfSt(k). (19)
Now, considering the time horizon t ∈ [0, t) as a single
slot, and substituting Eqns. (18) and (19) in (11), we can
numerically compute the bound bε(t) for a given violation
probability ε and resolution time t:
bε(t) = inf
θ
{
1
θ
(
log(eθN
Mt∑
k=0
e−θkfSt(k))− log ε
)}
.
(20)
Alternatively, we can compute the probability ε of violating
a backlog bound bε at a given time t:
ε = inf
θ
{
e−b
εθ
t∑
τ=0
MA(θ, τ, t)MS(θ, τ, t)
}
. (21)
We plot a simple numerical example for the static ACB with
p = 0.5 in Fig. 2. In the general case of arbitrary static
barring factor, computation of performance bounds via MGF
calculus requires computing the cumulative service process
fSt(k) via Eqn. (17). Hence, computing the cumulative service
according to Eqn. (17) and then bounding the backlog distri-
bution through network calculus has the same complexity as
computing the actual backlog distribution as in II-C. For large
N , this becomes computationally infeasible, which motivates
finding approximations for the service process.
D. Dynamic Access Barring
From a practical point of view, dynamic access barring
presents a more interesting subject for the analysis, as it
maximizes the expected efficiency of the procedure. Optimal
dynamic barring policy as defined by Eqn. (7), is adjusting the
access probability in order to maximize the expected number of
successful outcomes. In other words, as the expected number
of accepted UEs is a function of both access probability and
the backlog, with E [b′i] = piB(i), dynamic access barring
attempts to keep E[b′i] independent of the backlog.
This leads to an interesting observation about the expected
service. The burst resolution time has now two distinct regions:
first, where B(i) ≥ M , for which is holds pi = MB(i) and
second, where B(i) < M and pi = 1. In any practically
relevant case, the first region is dominating the total burst res-
olution time, since N M . Also, for partial burst resolution
time, where the target allowed number of non-activated UEs
bε ≥M , only the first region is of interest. Here, we first derive
the bound εp(bε, t) , ε(bε, t),∀bε ≥ M for the partial burst
resolution case, and then generalize it to full burst resolution
bound εf(0, t) , ε(0, t) in the next subsection.
Given the optimal barring policy, number of devices admit-
ted to attempt the random access in a given slot b′i becomes a
binomial random variable:
P[b′i = x|B(i)] =
(
B(i)
x
)
p?i
x(1− p?i )B(i)−x (22)
with E [b′i] = p?iB(i) =M .
The number of admitted devices, and, hence, the service, is
still dependent on the backlog, however, we can approximate
the binomial distribution (22) by the Poisson with the same
mean. By applying this approximation, the resulting number
of admitted devices becomes independent on the backlog:
P[b′i = x|B(i)] ≈ P[b′i = x] =
Mxe−M
x!
. (23)
In general, the approximation of (n, p) binomial distribution
with a Poisson distribution with mean λ = np leads to an
underestimation of the probability of getting a value close
to the mean, and overestimating the probability of being far
from the mean value. For our case, it means that we are
actually underestimating the resulting service, hence, we are
more conservative. For small n and p→ 1, the approximation
might become even too conservative. More importantly, using
Eqn. (23), and the fact that the approximated service process is
independent of the current backlog state B(i), we can express
MS(θ, τ, t) via the MGF of the service in a single slot MS(θ):
MS(θ, τ, t) =MS(θ)t−τ =(
M∑
k=0
N∑
x=0
Mxe−M
x!
P [si = k|b′i = x] e−θk
)t−τ
. (24)
Continuing, we simplify Eqn. (21) by using (24), and obtain
the violation probability bound for partial burst resolution as:
εp(bε, t) =
inf
θ
{
e−b
εθ
(
eθNMS(θ)t +MS(θ)
1−MS(θ)t−1
1−MS(θ)
)}
. (25)
Eqns. (24) and (25) allow us to compute the violation prob-
ability for a partial burst resolution with bε ≥ M . However,
approximation (23) becomes very conservative as bε → M ,
hence, to provide tighter bounds we need to restrict the use
of the approximation to bε > M , and compute the remaining
part of the burst resolution iteratively, which we show in the
following section.
E. Full Burst Resolution
First, to control the conservativeness of the bound, we
introduce a parameter c > 1, such that we refine the split of
the total burst resolution time into two regions: (1) B(i) ≥ cM
and (2) cM > B(i) ≥ 0. Consider the following two random
variables: t1 and t2, time for the backlog to be reduced from N
to cM (region 1), and from cM to 0 (region 2), respectively.
We are interested in the probability that the sum of these partial
resolution times, t1 + t2, is larger than the time of interest t.
P[t1 + t2 ≥ t] =
t∑
x=0
P[t2 = x]P[t1 ≥ t− x]
≤
t∑
x=0
P[t2 = x]εp(cM, t− x).
By definition, P[t1 + t2 ≥ t] ≤ εf(0, t). Hence,
εf(0, t) =
t∑
x=0
P[t2 = x]εp(cM, t− x), (26)
Computing the violation probability for region 1 and t2 is
possible using the previously introduced Eqn. (25). Computing
the resolution time for the region 2 can be done either using
the methods for static ACB as in III-C, or directly using Pk,n
as in Eqn. (5) via the recursion described in Sec. II-C. Since
cM  N , the computational complexity is very low and
proportional to cM × t. Parameter c > 1 is used to trade
off conservativeness and computational complexity.
IV. NUMERICAL RESULTS
In this section, we provide the numerical performance
evaluation, and compare the analytical results with the Monte-
Carlo simulation based on the Omnet++ [23] framework. We
show the results for a simultaneous activation process, where
all N nodes are activated at the same time i = 0.
We first demonstrate a possible use case of the proposed
model for system dimensioning. For a fixed target QoS re-
quirement, (bε, t, ε), we analytically determine the bound on
the maximum number of UEs which could be supported for the
requirement. The use case is illustrated in Fig. 3, for the full
burst resolution requirement bε and different resolution times
t = {100, 200, 300}. We observe that the analytical approach
provides tight lower bound for the simulations’ results.
To further validate the analytical bounds, Fig. 4 depicts
the violation probability for the burst resolution time t for the
case of partial burst resolution with the bound bε = 3M for
varying M . We observe that the model provides a conserva-
tive bound on violation probability for both cases, and the
conservativeness increases with t and decreases with M . For
the larger number of preambles M = 20, we observe that the
slope of the CCDF is steeper than for M = 10, indicating
lower variance of the burst resolution times.
Next, Fig. 5 illustrates the violation probability dependency
on the resolution time for a full resolution scenario. The
analytical results merge two computational models using the
Eqn. (26), at different “splitting points” points cM , with
corresponding c ∈ {3.0, 4.5}. As expected, increasing c
makes the overall model less conservative since the Poisson
approximation of the binomial process in (23) becomes less
conservative, at the expense of slightly longer computation.
A. Impact of the Backlog Estimation
In some controlled scenarios, where the total number of
devices N and the activation pattern are known to the BS,
deducing the current backlog state B(i) at any time slot i is
possible. However, as we mentioned earlier, in many practical
scenarios, backlog remains unknown to the BS, and, instead,
techniques for estimating it have to be used [5], [7], [8],
[17], [18]. To evaluate the impact of estimation, we relax
here the assumption about the backlog state knowledge, and
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simulate same scenarios with the pseudo-bayesian estimation2
as proposed by Jin et al. [8]. In short, this estimation relies
on the maximum-likelihood guess about the backlog B(i)
based on the observation of the number of idle and collided
preambles in a given slot. The guess is adjusted with every
new contention round.
The simulation results are also plotted in Fig. 5. Comparing
to the full state information case, estimation decreases the
violation probability by up to almost two orders of magnitude
(case M = 20), and up to more than three orders of magnitude
for the case M = 10. The impact of estimation is higher in the
second case, because the estimation relies on the observation
of the number of idle preambles. When the total number of
preambles is low, the estimation becomes inaccurate. Further-
more, we observe that the analytical results do not provide a
bound for the case with the estimation, although they correctly
capture the slope and are close to the simulation results for
M = 20. To provide an accurate performance bound for this
case, future work should characterize the estimation error, and
respectively include it as an offset in the definition of the
serving process.
2As there is no comparison of the estimation techniques in the current state-
of-the-art, we are using here the technique which has performed best in our
simulated scenarios.
V. DISCUSSION AND CONCLUSIONS
In this paper, we have proposed a methodology for an-
alyzing the reliability of the LTE random access procedure
with Access Class Barring (ACB). We have considered a burst
arrival scenario, where N UEs are simultaneously trying to
connect to the BS. For a given maximum allowed number
of unconnected UEs bε (target backlog), and resolution time
t, we have computed the maximum violation probability ε.
For dynamic access barring, we have shown that the partial
burst resolution time with target backlog bε > M , where M is
the number of available preambles, can be computed by using
solely the stochastic network calculus tools. For computing full
burst resolution time, we have combined iterative computation
and stochastic network calculus to achieve accurate results.
The presented analysis could be useful for assessing the
RA procedure performance, and integrating random access
protocols into the end-to-end system reliability framework. It
can also be used in standalone scenarios for system dimen-
sioning, e.g., to decide the maximum number of UEs which
could be supported for a given resolution time and reliability
requirement.
Finally, as we show in Sec. IV, imperfect backlog esti-
mation has significant negative impact on the performance.
This motivates further work in incorporating estimation tech-
niques into the random access reliability analysis, as well as
developing estimation techniques which can provide reliabil-
ity guarantees. Additionally, future work in assessing worst-
case performance of non-barring based techniques, e.g., tree
algorithms [2], [5], [14], and extensions of our framework for
assessing other burst arrival patterns (Beta or uniform [3]) are
necessary.
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