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a b s t r a c t
Let G be a 3-connected simple cubic graph on n ≥ 8 vertices. It is proved in this paper that
G admits a cycle cover of size at most ⌈n/6⌉ if and only if G is not one of the five specified
graphs.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Graphs here are simple, undirected, and finite. Notation and terminology not defined here are from [3]. For V1, V2 ⊆ V (G)
and V1∩V2 = ∅, denote by e(V1, V2) the number of edgeswith one endpoint in V1 and the other endpoint in V2. Let Pn denote
a path of length n, where n ≥ 3. A k-cycle is a cycle of length k; a 3-cycle is also called a triangle.
A cycle cover of a graph G is a collection C of cycles of G such that every edge of G lies in at least one member of C .
Bondy [2] conjectured that if G is a 2-connected simple graph on n ≥ 3 vertices, then the edges of G can be covered by at
most (2n− 3)/3 cycles. Fan [4] proved the Bondy’s conjecture. Barnette [1] proved that if G is a 3-connected simple planar
graph on n vertices, then the edges of G can be covered by at most (n + 1)/2 cycles. A graph is cubic if every vertex has
degree 3. Lai and Li [5] proved that every 2-connected simple cubic graph on n ≥ 6 vertices admits a cycle cover of size at
most ⌈n/4⌉. Define F = {G1,G2,G3,G4,G5}, where G1, . . . ,G5 are shown in Fig. 1. In this paper, the following theorem is
proved.
Theorem 1.1. For n ≥ 8, a 3-connected simple cubic graph G with n vertices has a cycle cover of size at most ⌈ n6⌉ if and only if
G ∉ F .
Theorem 1.1 is sharp in the sense that there are 3-connected simple cubic graphs on n vertices having no cycle cover
of size less than the upper bound ⌈n/6⌉. As examples, let n = 2m and let Cm × K2 denote the Cartesian product of an m-
cycle and K2. When m ∈ {4, 6}, it can be verified that Cm × K2 has no cycle cover with fewer than ⌈ n6⌉ cycles, and so the
upper bound ⌈ n6⌉ cannot be decreased. However, we do not know any infinite families of graphs for which the bound of
Theorem 1.1 cannot be improved.
2. Lemmas
The following theorem is due to Lovász and Robertson [Exercise 9.3.12, [3]].
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Fig. 1. Five graphs having no cycle coverC with |C | ≤ ⌈n/6⌉.
Theorem 2.1. If S is a set of three pairwise-nonadjacent edges in a simple 3-connected graph G, then there is a cycle in G
containing all three edges of S unless S is an edge cut of G.
Let G be a simple cubic graph. It is well known that G is k-edge-connected if and only if G is k-connected, where k ≥ 1;
and that if G is a simple 3-connected cubic graph with at least eight vertices, then G does not contain two distinct triangles
having a common edge.
Lemma 2.2 ([5]). Let T be a triangle in a 3-connected simple cubic graph G with at least six vertices. If G′ is the graph obtained
from G by contracting T into a single vertex x, then the sizes of cycle covers in G and G′ are the same.
Proof. Given a cycle cover of G′, extend each cycle that covers the contracted vertex into a cycle covering the vertices of T .
For the converse, the three edges leaving T in G force two cycles to enter T in any cycle cover of G. They can be required to
cover the edges of T , so T itself is not needed as a cycle in the cover, and the cycles in the cover contract to a cover of G′. 
LetG be a simple cubic graph. A nontrivial edge cut is an edge cut that does not isolate a vertex. A graph is cyclically k-edge-
connected if no edge cut of size less than k leaves a cycle on each side of the cut. A set of k edges whose deletion leaves more
than one component containing a cycle is called a cyclic-k-edge cut, and it is called a trivial cyclic-k-edge cut if at least one of
the two resulting components is a single k-cycle. If a simple cubic G has a cyclic-k-edge cut and k ≥ 3, by the definition, the
girth of G is at least k. The removal of an edge uv in a cubic graph means that uv is deleted and one remaining edge incident
to each of u and v is contracted. Denote by (G− e)∗ the resulting graph, where e = uv. Note that when G is a simple cubic
graph without a triangle, (G − e)∗ is also a simple cubic graph with |V ((G − e)∗)| = |V (G)| − 2. The following lemma is
straightforward.
Lemma 2.3. Let G be a triangle-free simple cubic graph and k ≥ 4. If S is a cyclic-k-edge cut of G and e ∈ S, then S − e is a
cyclic-(k− 1)-edge cut of (G− e)∗. Moreover, (G− e)∗ is also a simple cubic graph.
Lemma 2.4. If G ∈ F , then G does not have a cycle cover C with |C | ≤ ⌈ n6⌉.
Proof. Note that G1 and G2 can be obtained from G4 and G5 by contracting a 3-cycle, respectively. By Lemma 2.2, it suffices
to prove that any graph G ∈ {G1,G2,G3} does not have a cycle cover {C1, C2} of size 2. Since G is cubic, each vertex must lie
in each cycle in a cycle cover of size 2; hence both cycles are Hamiltonian. The Petersen graph G2 has no Hamiltonian cycle.
For G1, each edge joining the inner and outer 5-cycles must appear in C1 or C2, which each cover an even number of such
edges. Hence one of them covers four such edges, but every cycle covering four of these edges omits a vertex.
188 F. Yang, X. Li / Discrete Mathematics 311 (2011) 186–196
Fig. 2. Graphs with a cycle cover having two members each containing a given 2-path.
The graph G3 consists of a 12-cycle with six pairwise crossing chords. Again the cover must consist of two spanning
cycles, and at least one of them must use at least three of the chords. Note that one cycle using exact three chords is not
a spanning cycle. Thus, C1 and C2 each cannot use three chords in order to complete a cycle cover together. However, in
any such cycle the segments of the outer cycle between endpoints of the used chords must alternate between covered and
uncovered. Also, both opposite segments cannot be covered without completing a shorter cycle, so the number of chords
used is odd. In particular, some chord is not used, and one of its endpoints is therefore missed. 
An edge e is incident to a vertex x if x is an endpoint of e. The following lemmas are technical ones used in the proof of
Theorem 1.1.
Lemma 2.5. Let G ∈ F , and let e be an edge of G. If e is not incident to any vertex of a triangle, then there is a cycle cover C
with C = {C1, C2, C3} of G such that C1 ∪ C2 = E(G)− e.
Proof. It suffices to show that G− e has a cycle cover of size 2. We use the same notation for the labelling of the vertices of
Gi, where 1 ≤ i ≤ 5 in Fig. 1.
For G2, by symmetry, there is only one type of edge. We may assume, without loss of generality, that e = u1u2. There is
a cycle covering all vertices except u2 such that u2u7, u2u3, u6u8, u4u9, and u5u10 in G1− e are uncovered. It is easy to verify
that there is a cycle covering these 5 edges.
For G1, by symmetry, there are two types of edges: let E1 denote all 10 edges of the outer cycle and the inner cycle
and E2 all 5 edges between the inner cycle and the outer cycle. Without loss of generality, we prove only the cases when
e = u4u5 ∈ E1 and when e = u4v4 ∈ E2. When e = u4u5, there is an Hamilton cycle covering all vertices of G1 − e such
that u3v3, v4v5, u2v2, and u1v1 in G1− e are uncovered. It is easy to see that G1− e has a cycle covering these 4 edges; when
e = u4v4, there is a cycle covering all vertices of G1 − e except v4 such that v3v4, v4v5, u2u3, u5u1, and v1v2 in G1 − e are
uncovered. Obviously, these 5 edges can be covered by the other cycle of G1 − e.
For G3, by symmetry, there are two types of edges: let E1 denote all edges of the outer cycle and E2 all the chords.Without
loss of generality, we prove only the cases when e = u1u2 ∈ E1, and when e = u1u7 ∈ E2. When e = u1u2, there is a cycle
covering all edges of the outer cycle except u7u8 in G− e and two chords u1u7 and u2u8 such that u3u9, u4u10, u5u11, u6u12,
and u7u8 are uncovered. It is easy to see that there is the other cycle covering all these 5 uncovered edges. When e = u1u7,
let C1 denote the outer cycle, which makes all chords except u1u7 uncovered and let C2 denote the cycle covered all chords
except u1u7. Obviously, {C1, C2} is a desired cycle cover.
For G4 and G5, the proof for the edges not incident to the triangles follows from Lemma 2.2. 
Lemma 2.6. For G ∈ F , if v ∈ V (G) and N(v) = {x1, x2, x3}, then there is a cycle cover {C1, C2, C3} of G such that C1 contains
path x1vx2, C2 contains path x1vx3, and C3 contains path x2vx3.
Proof. Fix G ∈ F and v ∈ V (G). Pick an edge e ∈ E(G) such that e ≠ vxi for each i ∈ {1, 2, 3} and e is not incident to
any vertex of a triangle. By Lemma 2.5, there is a cycle cover C ′ of G − e with C ′ = {C1, C2}. We assume, without loss of
generality, that x1v, vx2 ∈ E(C1) and x1v, vx3 ∈ E(C2). Let G′ be the graph obtained from G by deleting an edge vx1 and
inserting a new vertex u in e. It follows that G′ is 2-connected. By Menger’s Theorem, G′ contains a cycle C ′ containing u and
v. The desired cycle C3 is obtained from C ′ by replacing the 2-path containing uwith the edge e. 
The following lemma is straightforward.
Lemma 2.7. Suppose that G is a graph shown in Fig. 2. For every vertex v ∈ V (G), if N(v) = {x1, x2, x3}, then for any given 2-
paths P1 = xivxj and P2 = xivxk where {i, j, k} = {1, 2, 3}, G has a cycle cover C = {C1, C2} such that C1 contains P1 and C2
contains P2.
Suppose that G is a 3-connected simple cubic graph and S is a cyclic-3-edge cut of G with S = {x1y1, x2y2, x3y3} such
that {x1, x2, x3} lies in one component H1 of G− S and {y1, y2, y3} lies in the other component H2. Let H∗1 denote the graph
obtained from G by contracting H2 to a new vertex u. Let H∗2 denote the graph obtained from G by contracting H1 to a new
vertex v. Suppose that C is a cycle containing xiuxj in H∗1 and D is a cycle containing yivyj in H
∗
2 , where {i, j} ⊂ {1, 2, 3}. We
construct a cycle C ′ of G by letting C ′ = (C − u)∪ (D− v)∪ {xiyi, xjyj}. We call such a pair (C,D) a compatible pair of cycles.
The following lemma is straightforward.
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Fig. 3. Cubic graphs on 8 vertices with girth 4.
Lemma 2.8. Let G with S, Hi, H∗i , u, and v be as specified above. If E1 = {ux1, ux2, ux3} and E2 = {vy1, vy2, vy3}, then each of
the following holds.
(1) Suppose that H∗1 contains two cycles C1 and C2, both of which pass through u, and H
∗
2 contains two cycles D1 and D2, both of
which pass through v. If E(C1) ∩ E1 ≠ E(C2) ∩ E1 and E(D1) ∩ E2 ≠ E(D2) ∩ E2, then (Ci,Dj) is a compatible pair of cycles
for some i, j ∈ {1, 2};
(2) If H∗1 contains a cycle C1 containing xiuxj and a cycle C2 containing xiuxk and if H
∗
2 contains a cycle D1 containing yivyj and
a cycle D2 containing yivyk, where {i, j, k} = {1, 2, 3}, then (C1,D1) and (C2,D2) are two compatible pairs of cycles;
(3) Suppose that H∗1 contains three cycles C1, C2 and C3, each of which passes through u, and H
∗
2 contains two cycles D1 and D2,
each of which passes through v. If E(Ci) ∩ E1 ≠ E(Cj) ∩ E1, 1 ≤ i < j ≤ 3, and E(D1) ∩ E2 ≠ E(D2) ∩ E2, then (Ci,D1) and
(Cj,D2) are two compatible pairs of cycles, for some i ≠ j and i, j ∈ {1, 2, 3};
(4) Suppose that H∗1 contains three cycles C1, C2 and C3, each of which passes through u, and H
∗
2 contains three cycles D1, D2 and
D3, each of which passes through v. If E(Ci) ∩ E1 ≠ E(Cj) ∩ E1, 1 ≤ i < j ≤ 3, and E(Di) ∩ E2 ≠ E(Dj) ∩ E2, 1 ≤ i < j ≤ 3,
then (Ci,D1), (Cj,D2) and (Ck,D3) are three compatible pairs of cycles for {i, j, k} = {1, 2, 3}.
Lemma 2.9. Let G be a simple 3-connected triangle-free cubic graph and e ∈ E(G) with e = uv. Let N(u) = {v, x1, x2} and
N(v) = {u, y1, y2}. Denote by G∗ the graph obtained from G by deleting u and v and by adding two edges x1x2 and y1y2. If G∗
has a cycle cover C , then G− e has a cycle cover C ′ with |C | = |C ′ |.
Proof. Let C be a cycle cover of G∗. For cycles in C containing x1x2, we replace x1x2 by the path x1ux2; for the cycles in C
containing y1y2, we replace y1y2 by the path y1vy2 and all other cycles are unchanged. G − e has a required cycle cover C ′
with |C | = |C ′ |. 
3. Cases when n is small
Let G be a 3-connected simple cubic graph. Throughout this paper, suppose that S consisting of edges x1y1, . . . , xkyk is a
cyclic-k-edge cut of G such that {x1, . . . , xk} lie in one component H1 of G − S and {y1, . . . , yk} lie in the other component
H2 and |V (H1)| ≤ |V (H2)|. Note that both H1 and H2 are 2-connected.
Lemma 3.1. Let G be a 3-connected simple cubic graph with 8 or 10 vertices. The graph G fails to have a cycle cover of size 2 if
and only if G ∈ {G1,G2}.
Proof. Let S be a cyclic-k-edge cut ofG.We first suppose thatGhas 8 vertices, andhence k ∈ {3, 4}. If k = 3, then |V (H1)| = 3
and |V (H2)| = 5. It follows that H2 is a 5-cycle with a chord or is isomorphic to K2,3. In these cases, G has a cycle cover of
size 2. If k = 4, then |V (H1)| = |V (H2)|. It follows that G is one of the two graphs in Fig. 3. It is easy to verify that each of
these has a cycle cover of size 2.
Let n = 10. Applying the above result (n = 8) and Lemma 2.2, wemay assume that G is triangle-free. It is easy to see that
3 ≤ k ≤ 5. Suppose first that k = 3. Since |V (H1)| ≤ |V (H2)|, either |V (H1)| = 3 and |V (H2)| = 7 or |V (H1)| = |V (H2)|. In
the former case, H1 is a triangle, contrary to assumption. In the latter case, each of H1 and H2 is isomorphic to K2,3. For each
i ∈ {1, 2}, we contract Hi into one new vertex. The resulting graph is K3,3, which has a cycle cover of size 2 by Lemma 2.7.
By Lemma 2.8, G has a cycle cover of size 2.
Next, suppose that k = 4. This implies that |V (H1)| = 4 and |V (H2)| = 6.Moreover,H1 is a 4-cycle andH2 is 2-connected.
It follows that G is one of the graphs in Fig. 4. Note that each of the graphs (a), (b), (c) and (d) in Fig. 4 has a cycle cover of
size 2, as desired. When G is the graph (e) in Fig. 4, G is G1.
Finally, assume that k = 5. It follows that each of H1 and H2 is a 5-cycle. Since we have discussed the case when k = 4,
we may assume that G has no 4-cycle. This implies that each cycle of G is a 5-cycle. It follows that G is the Petersen graph;
that is, G is G2. 
Lemma 3.2. A3-connected simple cubic graphGwith12 vertices fails to have a cycle cover of size2 if and only if G ∈ {G3,G4,G5}.
Proof. Let S be a cyclic-k-edge cut of G. It follows that 3 ≤ k ≤ 6. Let k = 3. If |V (H1)| = 3, then H1 is a triangle. We
contract this triangle, and the resulting graph G′ is a 3-connected cubic graph with |V (G′)| = 10. By Lemma 3.1, either G′
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Fig. 4. Cubic graphs on 10 vertices with a cyclic-4-edge cut.
Fig. 5. The graph H2 .
has a cycle cover of size 2 or G′ is isomorphic to G1 or G2. If G′ has a cycle cover of size 2, then by Lemma 2.2 G has a required
cycle cover. If G′ ∈ {G1,G2}, then G ∈ {G4,G5}, and we are done. Thus, we may assume that G is triangle-free. It follows
that |V (H1)| = 5 and |V (H2)| = 7. Let u and v be two new vertices not in V (G), and define H∗1 = H1 ∪ {ux1, ux2, ux3},
H∗2 = H2 ∪ {vy1, vy2, vy3}. Thus, |V (H∗1 )| = 6 and |V (H∗2 )| = 8. By Lemma 3.1, H∗2 has a cycle cover C1 = {D1,D2} such
that D1 contains yivyj, and D2 contains yjvyk where {i, j, k} = {1, 2, 3}. For such i, j, k, by Lemma 2.7, H1 has a cycle cover
C2 = {C1, C2} such that C1 contains xivxj, and C2 contains xjvxk. (C1,D1) and (C2,D2) are two compatible cycles, and form a
required cycle cover of G.
Suppose that k = 4. This implies that H1 is a 4-cycle, |V (H2)| = 8, G has no triangle, and S is a trivial cyclic-4-edge cut.
In this case, let V (H2) = Y ∪ Z , where Y = {y1, y2, y3, y4}, Z = {a, b, c, d}, dH2(v) = 2 for each v ∈ Y , and dH2(v) = 3 for
each v ∈ Z . Since G[Z] has no triangle, e(Z, Y ) ≥ 4 and e(Z, Y ) is even. If e(Z, Y ) = 4, then G[Z] contains four edges, G[Z]
is a 4-cycle, and G[Y ] has two edges. When such two edges are incident, the graph H2 is the graph Γ1 in Fig. 5. When these
two edges are independent, the graph H2 is one of the graphs Γi, i ∈ {2, 3, 4} in Fig. 5.
If e(Z, Y ) = 6, then G[Z] contains three edges and G[Y ] contains one edge. Since G contains no triangle, either G[Z] = P3
or G[Z] = K1,3. Now H2 is one of the graphs Γ5,Γ6,Γ7,Γ8 in Fig. 5.
If e(Z, Y ) = 8, then G[Z] contains two edges and G[Y ] contains no edge. When such two edges are independent, H2 is
one of the graphs Γ9 and Γ10 in Fig. 5. When such two edges are adjacent, H2 is the graph Γ11 in Fig. 7.
If H2 is the graph Γ1 in Fig. 5, then G has a cyclic-3-edge cut, contradicting that k = 4. Thus we assume that H2 is one of
10 graphs Γ2, Γ3, . . . ,Γ11 in Fig. 5. For each Γi, where 2 ≤ i ≤ 11, G is one of 27 graphs up to isomorphism, and it can be
verify that each such graph has a cycle cover of size 2 or is G3 (see Appendix for the detail).
When k = 6, each of H1 and H2 is a 6-cycle. It is easy to verify that G has either a 4-cycle or a 5-cycle, a contradiction.
Hence k = 5, and so G has no l-cycle, where l < k. As k = 5, |V (H1)| = 5 and |V (H2)| = 7. It follows that H1 is a 5-cycle
and H2 is a 6-cycle with a 2-path connecting two nonadjacent vertices u and v of this 6-cycle. If u and v are not two opposite
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vertices of this 6-cycle, then G contains a 4-cycle, a contradiction. Otherwise, it is easy to verify that G has a required cycle
cover of size 2. 
4. Proof of Theorem 1.1
In order to prove Theorem 1.1, we first establish some lemmas. From Lemmas 3.1 and 3.2, it is sufficient for us to show
that when n ≥ 14, G has a cycle cover C with |C | ≤ ⌈n/6⌉. By Lemma 2.2, wemay assume that G is triangle-fee. Throughout
this section, we assume that G is a 3-connected simple cubic graph.
The following lemmas assume the same hypothesis of Theorem 1.1 with an additional assumption that
G does not have a cycle cover C such that |C | ≤ ⌈n/6⌉ (1)
and that
|V (G)| is minimized. (2)
Lemma 4.1. G has no cyclic-3-edge cut.
Proof. Suppose, to the contrary, that S with edges x1y1, x2y2, x3y3 is a cyclic-3-edge cut of G. Let H1 and H2 be the two
components of G − S with xi ∈ V (H1) and yi ∈ V (H2) for each i ∈ {1, 2, 3}. By Lemma 2.2, |V (H1)|, |V (H2)| ≥ 5. Let u and
v be two new vertices not in V (G), and define H∗1 = H1 ∪ {ux1, ux2, ux3}, H∗2 = H2 ∪ {vy1, vy2, vy3}. Clearly, H∗i is a simple
3-edge-connected cubic graph with n∗i = |V (H∗i )| = |V (Hi)| + 1 for i ∈ {1, 2}. Since G has no triangle, n = n∗1 + n∗2 − 2, and
n∗i ≥ 6 for i ∈ {1, 2}. Since n ≥ 14, n∗2 ≥ 8. We shall distinguish the following four cases.
Case 1. n∗i ≥ 8 and H∗i ∉ F for each i ∈ {1, 2}.
Obviously, n∗i < n for each i ∈ {1, 2}. By the induction hypothesis, H∗i has a cycle cover Ci such that |Ci| ≤ ⌈n∗i /6⌉ for
each i ∈ {1, 2}. Let C 11 , C 21 and C 31 denote the sets of cycles of C1 containing the paths x1ux2, x1ux3 and x2ux3, respectively.




2 denote the sets of cycles of C2 containing the paths y1vy2, y1vy3, y2vy3, respectively. Since Ci is a cycle






i are nonempty for each i ∈ {1, 2}. We may assume, without loss of generality,
that C 11 , C
1
2 are nonempty. Let C1 ∈ C 11 and D1 ∈ C 12. By Lemma 2.8, let C ′ = (C1,D1). C ′ is a compatible cycle of G. Now
C = (C1 − C1) ∪ (C2 − D1) ∪ {C ′} is a cycle cover of G with |C | = |C1| + |C2| − 1 ≤ ⌈n∗1/6⌉ + ⌈n∗2/6⌉ − 1. Since
n∗1 + n∗2 = n+ 2 and since n, n∗1 and n∗2 are even, |C | ≤ ⌈(n∗1 + n∗2 + 4)/6− 1⌉ = ⌈n/6⌉, contrary to (1).
Case 2. H∗i ∈ F for each i ∈ {1, 2}.
If H∗i ∈ {G1,G2} for each i ∈ {1, 2}, then n = 18; if H∗i ∈ {G3,G4,G5} for each i ∈ {1, 2}, then n = 22; if H∗1 ∈ {G1,G2}
and H∗2 ∈ {G3,G4,G5}, then n = 20. By Lemma 2.6, H∗1 has a cycle cover C1 = {C1, C2, C3} of H∗1 in which C1 contains x1ux2,
C2 contains x1ux3 and C3 contains x2ux3; H∗2 has a cycle cover C2 with C2 = {D1,D2,D3} such that D1 contains y1vy2, D2
contains y1vy3 and D3 contains y2vy3. By Lemma 2.8, G has a cycle cover C with |C | = 3+ 3− 3 = 3 = ⌈18/6⌉ ≤ ⌈n/6⌉,
where 18 ≤ n ≤ 22, contrary to (1).
Case 3. n∗1 = 6, n∗2 ≥ 8.
We first assume thatH∗2 ∉ F . Since |V (H∗2 )| < n, by the induction hypothesis,H∗2 has a cycle coverC2 with |C2| ≤ ⌈n∗2/6⌉.




2 denote the sets of cycles of C2 containing the paths y1vy2, y1vy3, y2vy3, respectively. Since C2 is a cycle











Let D1 ∈ C 12 and D2 ∈ C 22. On the other hand, by Lemma 2.7, H∗1 has a cycle cover {C1, C2} such that C1 contains the path
x1ux2 and C2 contains the path x1ux3. By Lemma 2.8, G has a cycle cover C such that |C | = 2+ |C2| − 2 ≤ ⌈n∗2/6⌉ ≤ ⌈n/6⌉,
contrary to (1).
We now assume that H∗2 ∈ F . In this case, n = 14 or 16. By Lemma 2.6, H∗2 has a cycle cover {D1,D2,D3} such
that D1 contains path y1vy2, D2 contains path y1vy3, D3 contains path y2vy3. By Lemma 2.7, H∗1 has a cycle cover C ′′
of size 2 such that C1 ∈ C ′′ contains x1ux2 and C2 ∈ C ′′ contains x1ux3. By Lemma 2.8, G has a cycle cover C such that
|C | = 2+ 3− 2 = 3 ≤ ⌈n/6⌉, contrary to (1).
Case 4. H∗1 ∈ F , n∗2 ≥ 8 and H∗2 ∉ F .
In this case, n = n∗2 + 8 or n∗2 + 10. Since |V (H∗2 )| < n, by the assumption of (2), H∗2 has a cycle cover C2 such that
|C2| ≤ ⌈n∗2/6⌉. Let C 12 , C 22 and C 32 denote the sets of cycles of C2 containing the paths y1vy2, y1vy3, y2vy3, respectively, and
let C 12 and C
2
2 are nonempty. By Lemma 2.6, H
∗
1 has a cycle cover {C1, C2, C3} such that C1 contains path x1ux2, C2 contains
path x1ux3, C3 contains path x2ux3. Lemma 2.8 shows that G has a cycle cover C such that |C | = 3 + |C2| − 2=|C2| + 1 ≤
⌈(n∗2 + 6)/6⌉ ≤ ⌈n/6⌉, contrary to (1). 
Lemma 4.2. G has no trivial cyclic-4-edge cut S.
Proof. Suppose otherwise that S with edges e1, . . . , e4 is such a cyclic-4-edge cut of G. LetH1 andH2 be the two components
of G − S such that ei = xiyi, xi ∈ V (H1), yi ∈ V (H2) for i ∈ {1, 2, 3, 4}. Thus, H1 is a 4-cycle and |V (H2)| ≥ 10. Let
N(x1) = {u1, u2, y1}, N(y1) = {v1, v2, x1}. Since H2 is 2-connected, H2 − {v1, v2, y1} contains edges.
Suppose that v1, v2 are not in a 4-cycle. Since n ≥ 14, we can pick an edge e = xy of H2 − {v1, v2, y1} such that {v1, v2},
{a1, a2}, {b1, b2}, and {u1, u2} are four pairwise disjoint subsets of V (G), where N(x) = {a1, a2, y} and N(y) = {b1, b2, x}
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and such that (G − {e1, e})∗ is a simple cubic graph with a cyclic-3-edge cut S ′ with S ′ = {e2, e3, e4} since Lemma 2.2 tells
us that u1u2, v1v2, a1a2, b1b2 ∉ E(G). Since H1 = C4, (G − {e1, e})∗ has a triangle. Contracting this triangle we get a simple
cubic graph G′ with |V (G′)| = n− 6 ≥ 8.
We first assume that G′ ∉ F . Applying the induction hypothesis to G′, G′ has a cycle cover C ′ with |C ′ | ≤ ⌈(n − 6)/6⌉.
By Lemma 2.2, (G − {e1, e})∗ has a cycle cover C ∗ with |C ∗ | = |C ′ | ≤ ⌈(n − 6)/6⌉. By Lemma 2.9, G − {e1, e} has a cycle
cover C ∗∗ with |C ∗∗| = |C ′ |. Since G is 3-connected, by Theorem 2.1, G has a cycle C containing edges e1 and e. By adding C
to C ∗∗, we get a cycle cover C of Gwith |C | = |C ∗ | + 1 ≤ ⌈(n− 6)/6⌉ + 1 = ⌈n/6⌉, contrary to (1).
Next, assume thatG′ ∈ F .Wepick an edge e′ ∈ E(G′)which is not incident to any vertex of a triangle. By Lemma2.5, there
is a cycle cover C ′ of G′− e′ with C ′ = {C1, C2}. By Lemma 2.2, (G−{e1, e})∗− e′ has a cycle cover C ∗ with |C ∗ | = |C ′ | = 2.
By Lemma 2.9, G − {e1, e, e′} has a cycle cover C ∗∗ with |C ∗∗| = |C ′ |. There is a cycle C containing edges e1, e and e′ by
Theorem 2.1 if e is needed and containing e1 and e′ by Menger’s Theorem otherwise. By adding C to C ∗∗, we get a required
cycle cover C of G such that |C | = 2+ 1 = 3 = ⌈n/6⌉ for each n ∈ {16, 18}, contrary to (1).
It remains for us to discuss the case when v1 and v2 are in a 4-cycle. In this case, (G − e1)∗ contains two triangles.
Contracting these two triangles, the resulting graph G′′ is a 3-edge-connected simple cubic graph with |V (G′′)| = n− 6. As
the proof above, we can get a cycle cover C ′ of Gwith |C ′ | ≤ ⌈n/6⌉, contrary to (1). 
Lemma 4.3. G has no cyclic-4-edge cut.
Proof. By contradiction, let Swith edges e1, . . . , e4 be a cyclic-4-edge cut such thatH1 andH2 are the connected components
of G − S with |V (H1)|minimized, where ei = xiyi xi ∈ V (H1), yi ∈ V (H2) for each i ∈ {1, 2, 3, 4}. Let N(x1) = {u1, u2, y1}
and N(y1) = {v1, v2, x1}. By Lemma 2.2, u1u2, v1v2 ∉ E(G). By Lemma 4.2, we assume that |V (Hi)| ≥ 6 for each i ∈ {1, 2}.
Since n ≥ 14, |V (H1)| ≥ 6 and |V (H2)| ≥ 8.
By Lemma 2.3, (G− e1)∗ has a cyclic-3-edge cut S ′ consisting of e2, e3, e4. Let H ′1 and H ′2 be the connected components of
(G − e1)∗ − S ′ such that x2, x3, x4 ∈ V (H ′1), y2, y3, y4 ∈ V (H ′2). It follows that |V (H ′1)| ≥ 5 and |V (H ′2)| ≥ 7. For (G − e1)∗,




1 = H ′1 ∪ {x2w, x3w, x4w}, H∗2 = H ′2 ∪ {zy2, zy3, zy4}. We conclude
that |V (H∗1 )| ≥ 6 and |V (H∗2 )| ≥ 8.
Case 1. n∗i ≥ 8 and H∗i ∉ F for each i ∈ {1, 2}.
We first suppose that n∗1 ≥ 10. Note that both H∗1 and H∗2 are 3-connected. We claim that H∗1 is 4-cyclically-edge-




12 be the two components of H
∗
1 − T . It follows that T ∪ {e1} is
a 4-cyclic-edge cut and H∗11 is a component of G− (T ∪ {e1}), and |V (H∗11)| < |V (H∗1 )|, contrary to the choice of H1. Thus, H∗1
contains an edge e′1 such that (H
∗
1 − e′1)∗ is a 3-cyclically-edge-connected simple cubic graph not isomorphic to any graph
in F .
If H∗2 is 4-cyclically-edge-connected, choose an edge e
′
2 ∈ E(H∗2 ) such that e′2 is not incident to z and (H∗2 − e2)∗ is a
3-cyclically-edge-connected simple graph not isomorphic to any graph inF . Nowwe assume thatH∗2 is a 3-cyclically-edge-
connected simple graph. We choose a 3-cyclic-edge cut T ′ such that H∗21 and H
∗
22 are two components of H
∗
2 − T ′. Since G
is 4-cyclically-edge-connected, G/(G − V (H∗21)) is 4-cyclically-edge-connected. As above, we can choose an edge e′2 of H∗21
such that (H∗2 − e′2)∗ is a 3-cyclically-edge-connected graph not isomorphic to any graph in F .
Let H∗∗i = (H∗i − e′i)∗ and n∗∗i = |V (H∗∗i )|. By the induction hypothesis, H∗∗i has a cycle cover Ci with |Ci| ≤ ⌈n∗∗i /6⌉. As
in the proof of Lemma 4.1, (G − e1 − e′1 − e′2)∗ has a cycle cover C ′ with |C ′ | ≤ ⌈n∗∗1 /6⌉ + ⌈n∗∗2 /6⌉ − 1. By Lemma 2.9,
G− e1− e′1− e′2 has a cycle cover C ′′ with |C ′′ | = |C ′ |. By Theorem 2.1, there is a cycle C containing e1, e′1 and e′2. By adding
a new cycle C to C ′′, C ′′ ∪ {C} is a desired cycle cover of G such that |C | = |C ′′ | + 1 ≤ ⌈n∗∗1 /6⌉ + ⌈n∗∗2 /6⌉ − 1 + 1. Since
n− 4 = n∗∗1 + n∗∗2 and since n, n∗∗1 and n∗∗2 are even, |C | ≤ ⌈(n∗∗1 + n∗∗2 + 4)/6⌉ = ⌈n/6⌉, contrary to (1).
It remains that n∗1 = 8. By Lemma 2.2, each cycle cover of H∗2 contains two cycles pass through z and these two cycles
can be extended to cover all edges of H∗1 except at most one edge e′ of H
∗





a cycle cover C of size at most ⌈n∗2/6⌉ = ⌈(n − 8)/6⌉. Clearly, G has a cycle containing e1 and e′. Therefore, G has a cycle
cover of size ⌈(n− 8)/6⌉ + 1 ≤ ⌈n/6⌉, contrary to (1).
Case 2. H∗i ∈ F for each i ∈ {1, 2}.
In this case, n ∈ {20, 22, 24}. By Lemmas 2.6 and 2.8, (G− e1)∗ has a cycle cover C ′ of size 3. By Lemma 2.9, G− e1 has a
cycle cover C ′′ with |C ′′ | = |C ′ | = 3. Since G is 3-connected, there exists a cycle C containing e1. By adding C to C ′′, G has
a cycle cover C such that |C | = 3+ 1 = 4 = ⌈n/6⌉, contrary to (1).
Case 3. n∗1 = 6, n∗2 ≥ 8.
Suppose that H∗2 ∉ F . By the induction hypothesis, H∗2 has a cycle cover C ∗ such that |C ∗ | ≤ ⌈n∗2/6⌉. By Lemmas 2.7
and 2.8, (G − e1)∗ has a cycle cover C ′ with |C ′ | = |C ∗ |. By Lemma 2.9, G − e1 has a cycle cover C ′′ with |C ′′ | = |C ′ |.
Clearly, G has a cycle C containing e1. By adding C to C ′′, G has a cycle cover C such that |C | = |C ′′ | + 1 ≤ ⌈n∗2/6⌉ + 1 =⌈(n∗2 + 6)/6⌉ = ⌈n/6⌉, contrary to (1).
Thus, assume that H∗2 ∈ F . In this case, n ∈ {16, 18}. If H∗2 ∈ {G3,G4,G5}, pick an edge e ∈ E(H∗2 ) such that e is not
incident to any vertex of a triangle nor e ∉ {zy2, zy3, zy4}; if H∗2 ∈ {G1,G2}, pick an edge e ∈ E(H∗2 ) − {zy2, zy3, zy4}, then
by Lemma 2.5 in each case H∗2 − e has a cycle cover {C1, C2}. By Lemmas 2.7 and 2.8, (G − e1)∗ − e has a cycle cover C ′
with |C ′ | = 2 + 2 − 2 = 2. By Lemma 2.9, G − e1 − e has a cycle cover C ′′ with |C ′′ | = |C ′ |. Since G is a 3-connected
graph, Theorem 2.1 says that there is a cycle C containing both e1 and e. By adding C to C ′′, G has a cycle cover C with
|C | = 2+ 1 = 3 = ⌈n/6⌉, contrary to (1).
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Case 4. H∗1 ∈ F , n∗2 ≥ 8 and H∗2 ∉ F .
Suppose that H∗1 ∈ {G1,G2}. In this case, |V ((G− e1)∗)| = n∗2 + 8 and n = n∗2 + 10. Since |V (H∗2 )| < n, by the induction
hypothesis, H∗2 has a cycle cover C2 such that |C2| ≤ ⌈n∗2/6⌉. Let C 12 , C 22 and C 32 denote the sets of cycles of C2 containing the






2 are nonempty.We assume,
without loss of generality, that C 12 , C
2
2 are nonempty. Let D1 ∈ C 12 and D2 ∈ C 22. For an edge e ∈ E(H∗1 )−{wx2, wx3, wx4}, by
Lemma 2.5, H∗1 − e has a cycle cover {C1, C2}. Pick such an edge e such that C1 contains the path x2wx3, and C2 contains the
path x2wx4. By Lemma 2.8, (G−e1)∗−e has a cycle cover C ′ with |C ′ | ≤ 2+⌈n∗2/6⌉−2 = ⌈n∗2/6⌉. By Lemma 2.9, G−{e1, e}
has a cycle cover C ′′ with |C ′′ | = |C ′ |. Since G is a 3-connected graph, Theorem 2.1 tells us that there is a cycle C containing
e1 and e. By adding C to C ′′, G has a cycle cover C such that |C | = |C ′′ |+1 ≤ ⌈n∗2/6⌉+1 = ⌈(n∗2+6)/6⌉ ≤ ⌈n/6⌉, contrary
to (1).
Suppose then that H∗1 ∈ {G3,G4,G5}. Now |V ((G − e1)∗)| = n∗2 + 10 and n = n∗2 + 12. By Lemma 2.6, H∗1 has a
cycle cover C1 with |C1| = 3. By the induction hypothesis, H∗2 has a cycle cover C ′ with |C ′ | ≤ ⌈n∗2/6⌉. By Lemma 2.8,
(G − e1)∗ has a cycle cover C ′′ with |C ′′ | ≤ 3 + ⌈n∗2/6⌉ − 2 = ⌈n∗2/6⌉ + 1. By Lemma 2.9, G − e1 has a cycle cover
C ′′′ with |C ′′′ | = |C ′′ |. Since G is 3-connected, G has a cycle containing e1. Therefore, G has a cycle cover C such that
|C | = |C ′′′ | + 1 ≤ ⌈n∗2/6⌉ + 1+ 1 = ⌈(n∗2 + 12)/6⌉ = ⌈n/6⌉, contrary to (1). 
Lemma 4.4. G has no trivial cyclic-5-edge cut.
Proof. Suppose otherwise that G contains a trivial cyclic-5-edge cut S with edges e1, e2, . . . , e5. Let H1 and H2 be the
two components of G − S such that ei = xiyi, xi ∈ V (H1), yi ∈ V (H2) for each i ∈ {1, 2, . . . , 5}. Since n ≥ 14 and
|V (H1)| ≤ |V (H2)|, H1 is a 5-cycle and |V (H2)| ≥ 9.
Clearly, there exist two non-incident edges ei, ej ∈ S with N(xi) = {u1, u2, yi}, N(yi) = {v1, v2, xi}, N(xj) = {a1, a2, yj},
N(yj) = {b1, b2, xj} such that {u1, u2}, {v1, v2}, {a1, a2} and {b1, b2} are pairwise different. By Lemma 2.2, u1u2, v1v2, a1a2,
b1b2 ∉ E(G). By Lemma 2.3, (G − {ei, ej})∗ has a cyclic-3-edge cut S ′ such that S ′ = S − {ei, ej} and |S ′| = 3. Moreover,
(G−{ei, ej})∗ is a simple cubic graph. SinceH1 is a 5-cycle, the subgraph of (G−{ei, ej})∗ induced by V (H1)−{xi, xj} contains
a triangle. Contracting this triangle, let G′ be the resulting graph. Since n ≥ 14, |V (G′)| ≥ 8.
We first assume that G′ ∉ F . By the induction hypothesis, G′ has a cycle cover C ′ with |C ′ | ≤ ⌈(n−6)/6⌉. By Lemma 2.2,
(G− {ei, ej})∗ has a cycle cover C ∗ with |C ∗ | = |C ′ | ≤ ⌈(n− 6)/6⌉. By Lemma 2.9, G− {ei, ej} has a cycle cover C ∗∗ with
|C ∗∗| = |C ′ |. Since G is 3-connected, Theorem 2.1 shows that there is a cycle C containing edges ei, ej. By adding C to C ∗∗,
we get a required cycle cover C of G such that |C | = |C ∗∗ | + 1 ≤ ⌈(n− 6)/6⌉ + 1 = ⌈n/6⌉, contrary to (1).
Assume next that G′ ∈ F . Pick an edge e′ ∈ E(G′) such that e′ is not incident to any vertex of a triangle. By Lemma 2.5,
G′− e′ has a cycle cover C ′ = {C1, C2}. By Lemma 2.2, (G−{ei, ej})∗− e′ has a cycle cover C ∗ such that |C ∗ | = |C ′ | = 2. By
Lemma 2.9, G− {ei, ej, e′} has a cycle cover C ∗∗ with |C ∗∗| = |C ∗ |. Since G is 3-connected, by Theorem 2.1, there is a cycle
C containing edges ei, ej and e′. By adding C to C ∗∗, we get a cycle cover C of G such that |C | = 2+ 1 = 3 = ⌈n/6⌉ for each
n ∈ {16, 18}, contrary to (1). 
Lemma 4.5. G has no cyclic-5-edge cut.
Proof. By Lemma 4.4, |V (Hi)| ≥ 7 for each i ∈ {1, 2}. It follows that there exist two nonadjacent edges ei, ej ∈ S such
that (G − {ei, ej})∗ is simple. Without loss of generality, let e1 and e2 satisfy the condition. Let N(x1) = {u1, u2, y1},
N(y1) = {v1, v2, x1}, N(x2) = {a1, a2, y2}, N(y2) = {b1, b2, x2}. By Lemma 2.2, u1u2, v1v2, a1a2, b1b2 ∉ E(G). This means
that (G−{e1, e2})∗ has a cyclic-edge cut S ′ with edges e3, e4, e5. LetH ′1 andH ′2 be the two components of (G−{e1, e2})∗−S ′.
It follows that |V (H ′i )| ≥ 5 for each i ∈ {1, 2}. By Lemma 2.3, (G − {e1, e2})∗ is a simple 3-connected cubic graph.
For (G − {e1, e2})∗, add a new vertex w to H ′1 and a new vertex z to H ′2. Define H∗1 = H ′1 ∪ {x3w, x4w, x5w} and
H∗2 = H ′2 ∪ {zy3, zy4, zy5}. Obviously, |V (H ′i )| ≥ 5 implies |V (H∗i )| = n∗i ≥ 6 for each i ∈ {1, 2}.
Case 1. n∗i ≥ 8 and H∗i ∉ F for each i ∈ {1, 2}.
We first assume thatn∗2 ≥ 10.Note that bothH∗1 andH∗2 are 3-connected. Since |V (H∗2 )| ≥ 10, as in theproof of Lemma4.3,
H∗2 contains an edge e′ such that e′ is not incident to any edge of wy3, wy4 and wy5, and such that (H
∗
2 − e′)∗ is a simple 3-
connected cubic graphwhich is not isomorphic to any graph inF . LetH∗∗2 = (H∗2−e′)∗ and n∗∗2 = |V (H∗∗2 )|. By the induction
hypothesis, H∗1 has a cycle cover C1 such that |C1| ≤ ⌈n∗1/6⌉, and H∗∗2 has a cycle cover C2 such that |C2| ≤ ⌈n∗∗2 /6⌉. As in the
proof of Lemma 4.1, (G−{e1, e2, e′})∗ has a cycle cover C ′ with |C ′ | ≤ ⌈(n∗1+n∗∗2 +4)/6⌉−1. By Lemma 2.9, G−{e1, e2, e′}
has a cycle cover C ∗ with |C ∗| = |C ′ |. Since G is 3-connected, by Theorem 2.1, there is a cycle C containing e1, e2 and e′. By
adding C to C ∗, we get a cycle cover C ofG such that |C | = |C ′ |+1 ≤ ⌈(n∗1+n∗∗2 −2)/6⌉+1 = ⌈(n−4−2)/6⌉+1 ≤ ⌈n/6⌉,
contrary to (1).
It remains to show that n∗2 = 8. In this case, by Lemma 3.1, H∗2 has a cycle cover of size 2. Consequently, both of two
cycles pass through z. We can extend these cycles to cover all edges of H∗1 except one edge e′. By Theorem 2.1, G has a cycle
containing e1, e2 and e′. This means that G has a cycle cover of size 3 which equals to ⌈n/6⌉, contrary to (1).
Case 2. n∗i = 6 for each i ∈ {1, 2}.
By Lemmas 2.7 and 2.8, (G − {e1, e2})∗ has a cycle cover C ′ of size 2. By Lemma 2.9, G − {e1, e2} has a cycle cover
C ∗ of size 2. By Theorem 2.1, G has a cycle C containing e1 and e2. By adding C to C ∗, we get a cycle cover C of G with
|C | = |C ∗| + 1 = 2+ 1 = 3 = ⌈n/6⌉, where n = 14, contrary to (1).
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Fig. 6. A cubic graph on 18 vertices with k = 6.
Case 3. H∗i ∈ F for each i ∈ {1, 2}.
By Lemmas 2.6 and 2.8, (G − {e1, e2})∗ has a cycle cover C ′ of size 3. By Lemma 2.9, G − {e1, e2} has a cycle cover
C ∗ of size 3. By Theorem 2.1, G has a cycle C containing e1 and e2. By adding C to C ∗, we get a cycle cover C of G with
|C | = |C ∗ | + 1 = 3+ 1 = 4 = ⌈n/6⌉, where n ∈ {22, 24, 26}, contrary to (1).
Case 4. n∗1 = 6, n∗2 ≥ 8.
Suppose that H∗2 ∈ {G3,G4,G5}. By Lemmas 2.6 and 2.8, (G − {e1, e2})∗ has a cycle cover C ′ of size 3. By Lemma 2.9,
G− {e1, e2} has a cycle cover C ∗ of size 3. By Theorem 2.1, G has a cycle C containing e1 and e2. By adding C to C ∗, we get a
cycle cover C of Gwith |C | = |C ∗ | + 1 = 3+ 1 = 4 = ⌈n/6⌉, where n = 20, contrary to (1).
Suppose that H∗2 ∈ {G1,G2}. By Lemma 2.5, for any given e ∈ E(H∗2 ), H∗2 − e has a cycle cover C2 of size 2. By Lemma 2.8,
(G− {e1, e2})∗ − e has a cycle cover C ′ such that |C ′ | = 2+ 2− 2 = 2. By Lemma 2.9, G− {e1, e2, e} has a cycle cover C ∗
with |C ∗| = |C ′ |. Since G is 3-connected, by Theorem 2.1, there is a cycle C containing edges e1, e2, e. By adding C to C ∗, we
get a cycle cover C of G such that |C | = |C ∗ | + 1 = 2+ 1 = 3 = ⌈n/6⌉, where n = 18, contrary to (1).
Thus, we assume that H∗2 ∉ F . By the induction hypothesis, H∗2 has a cycle cover C ∗ with |C ∗| ≤ ⌈n∗2/6⌉. By Lemma 2.7,
H∗1 has a cycle coverC ∗∗ of size 2. By Lemma2.8, (G−{e1, e2})∗ has a cycle coverC ′ such that |C ′ | ≤ 2+⌈n∗2/6⌉−2 = ⌈n∗2/6⌉.
By Lemma 2.9, G − {e1, e2} has a cycle cover C ′′ with |C ′′ | = |C ′ |. Since G is 3-connected, by Theorem 2.1, there is a cycle
C containing edges e1, e2. By adding C to C ′′, we get a cycle cover C of G such that |C | = |C ′ | + 1 ≤ ⌈n∗2/6⌉ + 1 =⌈(n∗2 + 6)/6⌉ ≤ ⌈n/6⌉, where n = n∗2 + 8, contrary to (1).
Case 5. H∗1 ∈ F , n∗2 ≥ 8 and H∗2 ∉ F .
By the induction hypothesis, H∗2 has a cycle cover C ∗ with |C ∗ | ≤ ⌈n∗2/6⌉. By Lemma 2.6, H∗1 has a cycle cover C ∗∗ of
size 3. By Lemma 2.8, (G − {e1, e2})∗ has a cycle cover C ′ such that |C ′ | ≤ 3 + ⌈n∗2/6⌉ − 2 = ⌈n∗2/6⌉ + 1. By Lemma 2.9,
G − {e1, e2} has a cycle cover C ′′ with |C ′′ | = |C ′ |. Since G is 3-connected, by Theorem 2.1, there is a cycle C containing
edges e1, e2. By adding C to C ′′, G has a cycle cover C with |C | = |C ′′ | + 1 ≤ ⌈n∗2/6⌉ + 1 + 1 = ⌈(n∗2 + 12)/6⌉ ≤ ⌈n/6⌉,
where n = n∗2 + 12 or n∗2 + 14, contrary to (1). 
Proof of Theorem 1.1. By Lemma 2.4, it is sufficient to show that G ∉ F have a cycle cover C with |C | ≤ ⌈n/6⌉. By
Lemmas 4.1, 4.3 and 4.5, we may assume that G has a cyclic-k-edge cut S with edges e1, e2, . . . , ek, k ≥ 6. By Lemmas 3.1
and 3.2, n ≥ 14. Let ei = xiyi for each i ∈ {1, 2, 3, . . . , k}. Let H1 and H2 be the two components of G− S, where xi ∈ V (H1),
yi ∈ V (H2) for each i ∈ {1, 2, . . . , k} such that |V (H1)| is minimized. Let N(x1) = {u1, u2, y1}, N(y1) = {v1, v2, x1},
N(x2) = {a1, a2, y2}, N(y2) = {b1, b2, x2}, N(x3) = {w1, w2, y3}, N(y3) = {z1, z2, x3}. Let G∗ = (G − {e1, e2, e3})∗. We
conclude that G∗ has a cyclic-(k− 3)-edge cut S ′ with |S ′| ≥ 3, and |V (G∗)| = n− 6 ≥ 8.
If |V (G∗)| = 8, by the induction hypothesis, G∗ has a cycle cover of size 2. By Theorem 2.1, G has a cycle C containing
e1, e2, e3. By adding C to C , G has a required cycle cover, a contradiction.
Suppose that |V (G∗)| = 10. It follows that n = 16. Since H1 and H2 are 2-connected and since the girth of G is k, k ≥ 6.
If k = 6, then |V (H1)| = 6 and |V (H2)| = 10. It follows that G∗ contains a triangle and hence G∗ ∉ {G1,G2}. Thus, G∗ has a
cycle cover of size 2. By Theorem 2.1, G has a cycle C containing e1, e2, e3. By adding C to C , G has a required cycle cover, a
contradiction. It is not difficult to verify that there is no 3-connected cubic graph on 16 vertices with girth k ≥ 7.
Suppose that |V (G∗)| = 12. It follows that n = 18. Since H1 and H2 are 2-connected and since the girth of G is k, k ≥ 6.
If k = 6, then |V (H1)| = 6 and |V (H2)| = 12. It means that G∗ has a triangle. Consequently, G∗ ∈ {G4,G5} or G∗ has
a cycle cover of size 2. In the latter case, by Lemma 2.9 and Theorem 2.1, G has a cycle cover of size 3, contrary to (1).
In the former case, since the girth of G is 6, G∗ ≠ G4. Consequently, G∗ = G5. In this case, H1 is a 6-cycle. Suppose that
V (G∗) = {v1, v2, v3, v4, v6, v7, v8, v9, v10, y4, y5, y6} in Fig. 6. Since the girth of G is at least 6, x1 is on the edge v7v9, x2 is
on the edge v6v8, x3 is on the edge v8v10 or v7v10, y1 is on the edge y4y5, y2 is on the edge y5y6 and y3 is on the edge y4y6. In
either case, it is easy to verify that G has a cycle cover of size 3, contrary to (1). It is no hard to see that there is no 3-connected
cubic graph on 18 vertices with girth k ≥ 7.
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Fig. 7. 27 graphs in the proof of Lemma 3.2.
Wenow assume that n ≥ 20. By the induction hypothesis, (G−{e1, e2, e3})∗ has a cycle cover C ′with |C ′ | ≤ ⌈(n−6)/6⌉.
By Lemma 2.9, G − {e1, e2, e3} has a cycle cover C ∗ with |C ∗| = |C ′ |. Since G is 3-connected, by Theorem 2.1, there is a
cycle C containing edges e1, e2 and e3. By adding a such cycle to C ∗, we get a cycle cover C of G with |C | = |C ∗ | + 1 ≤
⌈(n− 6)/6⌉ + 1 = ⌈n/6⌉. 
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Appendix
The purpose of this appendix is to provide 27 graphs, up to isomorphism, which are discussed in the proof of Lemma 3.2
in Fig. 7. It is easy to verify that the graph A2 is isomorphic to G3, each one except A2 has a cycle cover of size 2.
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