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We study rainbow (fold) and cusp catastrophes that form in Fock space following a quench in
a Bose Josephson junction. In the Gross-Pitaevskii mean-field theory the rainbows are singular
caustics, but in the second-quantized theory a Poisson resummation of the wave function shows
that they are described by well behaved Airy functions. The structural stability of these Fock space
caustics against variations in the initial conditions and Hamiltonian evolution is guaranteed by
catastrophe theory. We also show that the long-time dynamics are ergodic. Our results are relevant
to the question posed by Berry [M.V. Berry, Nonlinearity 21, T19 (2008)]: are there circumstances
when it is necessary to second-quantize wave theory in order to avoid singularities?
In the geometrical theory of light, rainbows are caus-
tics formed by the focusing of the Sun’s rays by rain-
drops. Caustics are the envelopes of families of rays and
the light intensity diverges upon them: they are catas-
trophes where the ray theory fails. In order to tame
the divergences it is necessary to go to the next level
of sophistication, namely the wave theory of light. For
rainbows this problem was solved by Airy in 1838 [1].
In this Letter we investigate caustics that form in
Fock space during quantum many-body (QMB) dynam-
ics. The analog of ray and wave theory are mean-field
(MF) and QMB theory, respectively. Caustics in Fock
space are places where a classical field must be second
quantized in order to remove divergences. Just as wave
theory introduces the notion of phase, QMB theory in-
troduces second quantization, i.e. discreteness of parti-
cle number, and this smooths the singularity. There are
many situations where MF theory is quantitatively inac-
curate, but at its caustics it fails qualitatively, predicting
infinities, and second quantization is forced upon us.
Related ideas have previously been presented in the
context of phase singularities in light waves [2, 3]. By
contrast, the Fock space caustics discussed here are am-
plitude singularities. Caustics also occur in atom optics,
e.g. during the diffraction of atoms by a standing wave
of light [4] as observed in the experiment [5], and during
the expansion of a Bose-Einstein condensate (BEC) [6].
However, these latter studies concerned caustics in real
or momentum space where matter wave interference from
first quantization smooths the caustic singularity.
Cold atoms are useful for studying quantum dynam-
ics because of their tunability and long coherence times
[7]. A key experimental workhorse for such studies is the
degenerate Bose gas in an optical lattice [8–14]. The sys-
tem we consider here is a Bose Josephson junction (BJJ)
made of two lattice sites. Two pioneering BJJ experi-
ments [15, 16] have observed coherent macroscopic phe-
nomena, including the ac and dc Josephson effects and
self-trapping [17, 18]. The effect of changing the height of
the tunneling barrier upon Josephson dynamics has also
been measured [19]. These experimental advances have
stimulated the development of sophisticated theoretical
methods [20, 21].
Here we calculate the dynamics of a BJJ following
a sudden quench (increase) in the tunneling amplitude.
This situation is related to the classic problem of the con-
nection of two separate BECs [21–23]. The quench results
in a periodic collapse and revival of the atom number dis-
tribution between the two sites [10, 17, 24]. We identify
each revival with the birth of a pair of rainbows in Fock
space: the rainbows proliferate with time, giving rise to
a characteristic shape for the long-time number distribu-
tion (see Fig. 3). In the macroscopic regime of large atom
number, the rainbows dominate the QMB wave function
and are singular in the MF theory. The proper mathe-
matical description of rainbows is via catastrophe theory
[25, 26]: it prescribes the shape of the wave function at
a rainbow and also guarantees that rainbows are struc-
turally stable i.e. stable to perturbations in the initial
conditions or in the Hamiltonian governing the time evo-
lution. Below we use catastrophe theory to understand
singularities in the many-body wave function.
In the tight-binding regime the BJJ obeys the Bose-
Hubbard (BH) Hamiltonian [27–29]
Hˆ = (Ec/2) nˆ
2 − J(aˆ†l aˆr + aˆ†raˆl) (1)
where nˆ = (aˆ†l aˆ
†
l − aˆ†raˆr)/2 is half the number differ-
ence between the left- and right-hand sites. The oper-
ators obey bosonic commutation relations [aˆi, aˆ
†
j ] = δij ,
where {i, j} = {l, r}. The charging energy Ec derives
from interatomic interactions and J is the hopping en-
ergy. In the MF description, which is provided by the
Gross-Pitaevskii theory, the Hamiltonian becomes [18]
H = (Ec/2) n
2 − EJ
√
1− 4n2/N2 cosφ (2)
where φ = φr − φl is the phase difference between the
sites. In MF theory n and φ take on continuous val-
ues (like the amplitude and phase of the electric field in
Maxwell’s theory of light). If they are promoted to op-
erators obeying [φˆ, nˆ] = i then Eq. (2) is equivalent to
Eq. (1) if we put EJ = NJ . In fact, Eq. (2) is more
general than the BH model and can also describe the
Thomas-Fermi regime [28–30].
The ratio λ = 2EJ/Ec defines three regimes [29]: Fock
λ  1, Josephson 1  λ  N2, and Rabi λ  N2. In
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2the Josephson and Fock regimes (λ  N2), and when
n N (at low energies), √1− 4n2/N2 ≈ 1 and Eq. (2)
becomes the rigid pendulum Hamiltonian. This is the
situation we shall assume. The phase space of a pendu-
lum is divided into two regions by a separatrix: inside
the pendulum oscillates back and forth, and outside the
pendulum makes complete rotations.
In the pendulum analogy the first term in the Hamil-
tonian is kinetic energy, and therefore Ec ∝ h¯2. Thus,
λ ∝ h¯−2 [4, 31]. Small values of λ correspond to the quan-
tum regime where there are few energy states below the
separatrix, and large values to the semiclassical regime
where there are many. In the BH model λ ∝ N (there
are other possibilities beyond the BH model [32, 33]),
and so 1/
√
N plays the role of Planck’s constant. We
are interested in how singularities develop as N becomes
large, i.e. the semiclassical regime [24, 34–36].
Prior to the quench we assume that the tunneling bar-
rier is high, and the initial state can be approximated
by the Fock state n = 0. However, we can again invoke
structural stability to assert that our results will remain
qualitatively correct even if the initial state contains a
small distribution of Fock states. At t = 0 the tunneling
barrier is suddenly lowered so that the BJJ goes from the
Fock to Josephson regime.
Consider the MF dynamics. Each MF solution has a
perfectly defined phase, but the initial QMB state corre-
sponds to a superposition of all possible phases, and is
highly non-classical. To mimic this we form the sum of a
large number of MF “rays”, a sample of which are shown
in the lower part of Fig. 1, with initial phases φ0 uni-
formly distributed over [0, 2pi). The rays obey Hamilton’s
(Josephson’s) equations h¯φ˙ = ∂nH and h¯n˙ = −∂φH.
The solution for the number difference is [37]
n(t) =
√
2λ sin[ 12φ0]cn{ωplt+ K(sin2[ 12φ0])| sin2[ 12φ0]}
(3)
where ωpl =
√
EcEJ/h¯ is the plasma frequency which
gives the period of low-lying excitations, and cn{u|v}
and K(v) are a Jacobi elliptic function and a complete
elliptic integral of the first kind, respectively [38]. The
characteristic ray pattern in Fig. 1 was first calculated
in the context of the diffraction of light by ultrasound
[39–41]: the cosine potential is not a perfect lens due to
its anharmonicity, and rather than focal points gives rise
to extended caustics (envelopes of ray families) that pro-
liferate with time. Each new caustic is born as a cusp
point (three rays focused to the same point) at the times
tm = mpi/ωpl, where m = 0, 1, 2, . . ., and then spreads
into a pair of rainbows (fold caustics due to the focusing
of two rays) that gradually move out to n = ±√2λ.
By virtue of Fermat’s principle, classical (MF) dy-
namics can be regarded as a gradient map. The sin-
gularities (caustics) of gradient maps are classified by
catastrophe theory in terms of their co-dimension κ =
dimension of space− dimension of caustic. According to
catastrophe theory, the only structurally stable caus-
tics in the two dimensions formed by combining one-
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FIG. 1. Quantum vs mean-field dynamics following the
quench. Time is in units of the inverse plasma frequency,
and n is the Fock space coordinate. Above: QMB probability
distribution (for λ = 200). Below: MF rays, where each ray
has a different initial phase difference φ0, lying in the range
−pi . . . pi in steps of pi/45. The two straight red lines indicate
the two time slices given in Fig. 2.
dimensional Fock space with time are cusp points (κ = 2)
and fold lines (κ = 1). Catastrophe theory therefore
predicts that cusp and fold (rainbow) catastrophes are
generic in the time dependent BJJ wave function, and
these are exactly what we find in Fig. 1.
Turning to quantum dynamics, the QMB state takes
the form |Ψ(t)〉 = ∑n Cn(t)|n〉. The probabilities|Cn(t)|2 for the number difference Fock states |n〉 are
plotted in the upper part of Fig. 1 and also in Fig. 2,
which displays two time slices. Fig. 2 shows that in the
QMB theory the singular MF caustics are replaced by
well behaved Airy functions. In order to calculate |Ψ(t)〉
we write it as a sum over energy eigenstates |Ψ(t)〉 =∑
j αj |Ej〉 exp[−iEjt/h¯]. If we express the energy eigen-
states as sums over Fock states |Ej〉 =
∑
nAj,n|n〉,
then, by the sudden approximation, the coefficients in
the eigensum following the quench are αj = Aj,0 because
the initial state is |n = 0〉. In the semiclassical regime,
eigenstates above the separatrix can be dropped from
the sum because these states have only an exponentially
small amplitude at n = 0, meaning that αj ≈ 0.
The characteristic Airy function structure of the rain-
bows is not at all obvious from the eigensum repre-
sentation for |Ψ(t)〉. In order to bring it out explic-
itly we apply Poisson resummation [42]
∑∞
j=0 f(j) =∑∞
m=−∞
∫∞
0
f(j) exp[2piimj]dj, where f(j) refers to the
jth term in the energy eigensum. This transformation is
exact and converts the sum over eigenstates into a path
integral representation which sums over families of rays
[43]. Each family, labelled by the Maslov index m, has
geometric significance and corresponds to a rainbow pair
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FIG. 2. Rainbows in Fock space: number difference probabil-
ity distribution at the time t = 3pi/2ω−1pl (inset: t = pi/2ω
−1
pl ).
Due to the ±n symmetry of the solutions, only the +ve halves
are shown. Solid blue curve: semiclassical solution [Eqns (9)
and (10)] with λ = 5000; red dots: exact QMB solution given
by numerical diagonalization; dashed black curve: MF caus-
tics given by summing 6 million rays [Eq. (3)].
that dress the corresponding MF caustics. The number of
states N we need to include in the eigensum is the num-
ber below the separatrix, and in the semiclassical regime
N ≈ √2λ [4]. By contrast, only two terms are needed in
the Poisson sum for the time slice shown in Fig. 2 (and
only one term for the inset.)
We now sketch the Poisson resummation of the energy
eigensum. Firstly, we replace the Mathieu functions |Ej〉
by their WKB approximations [4]. We then apply the
Poisson summation formula to obtain Ψ = 〈n|Ψ〉 as
Ψ =
∞∑
m=−∞
∫ 1
−1
ei
√
λA + ei
√
λB + ei
√
λC + ei
√
λD
2piD(y, β)
dβ (4)
where the denominator D = (1−(y2−β)2)1/4(1−β2)1/4,
and we have introduced y = n/
√
λ and β = E/λ, which
are classical versions of the number difference and energy
eigenvalues. The energies below the separatrix lie in the
range −1 ≤ β ≤ 1. The four phases are given by
A = P1 − P2 + (4m− 1)P3 − βωplt√2 −
(m− 12 )pi√
λ
(5)
B = P1 − P2 + (4m+ 1)P3 − βωplt√2 − mpi√λ (6)
C = P2 − P1 + (4m− 1)P3 − βωplt√2 − mpi√λ (7)
D = P2 − P1 + (4m+ 1)P3 − βωplt√2 −
(m+ 12 )pi√
λ
(8)
where P1(y, β) = y arccos[y
2 − β], P2(y, β) =
2
√
1 + β E{arccos[y2 − β]/2 | 2/(1 + β)}, and P3(β) =
P2(0, β). In these expressions E{u|v} is the Jacobi el-
liptic integral of the second kind [38].
The integrals in Eq. (4) can be evaluated by the uni-
form approximation [42]. When there is only a single
stationary point β1, the phase ν, which represents either
A, B, C, or D, can be mapped onto a quadratic function
which gives a Gaussian integral and the result
Ψsingle =
1√
2pi
√
λ|ν′′(β1)|
exp[i(
√
λν(β1)± pi/4)]
D(y, β1)
(9)
where the ± sign is fixed by the sign of ν′′(β1), which
is the second derivative of the phase with respect to β
evaluated at the stationary point. The second derivative
of phase A is A′′ = +Q1 − Q2 + Q3 + (1 − 4m)Q4, and
in terms of this template the others are B′′ = +−+−+,
C′′ = −+−+−, D′′ = −+−−+. In these expressions
Q1 = F{g|h}/{4
√
2h}, Q2 = E{g|h}/{
√
2(1−β2)}, Q3 =
y(2β−y2)/{2(1−β2)√1− (y2 − β)2}, and Q4 = [K(h)−
2E{pi/2|h}/(1− β)]/{4√2h}, where F{u|v} is the Jacobi
elliptic integral of the first kind [38], and we have denoted
g = arcsin[
√
(1 + β − y2)/(1 + β)] and h = (1 + β)/2.
On the bright side of a rainbow there are two station-
ary points β1 and β2 giving rise to two-wave interference
fringes. They coalesce and annihilate on the fold line, be-
coming complex on the dark side where Ψrainbow decays
exponentially. Near a cusp there are three stationary
points which coalesce at the cusp point. For simplicity,
we shall concentrate on rainbows.
When there are two stationary points the phase can
be mapped onto a cubic polynomial (the simplest of the
generating functions prescribed by catastrophe theory
[26]) and the integral gives an Airy function Ai(C) =∫∞
−∞ exp[i(s
3/3 +Cs)]ds. Thus, the uniform approxima-
tion for Ψ due to a rainbow is
Ψrainbow =
ei
√
λν¯
√
2
{ (
1
D(y, β1)
√
ν′′(y, β1)
+
1
D(y, β2)
√−ν′′(y, β2)
)(
3∆ν
4λ
) 1
6
Ai
[
−
(
3
4
√
λ∆ν
) 2
3
]
− i
(
1
D(y, β1)
√
ν′′(y, β1)
− 1
D(y, β2)
√−ν′′(y, β2)
)
×
(
4
3λ2∆ν
) 1
6
Ai′
[
−
(
3
4
√
λ∆ν
) 2
3
]}
(10)
where ν¯ = [ν(β1) + ν(β2)]/2 and ∆ν = ν(β2) − ν(β1).
The appearance of the derivative term Ai′(C) = dAi/dC
in Eq. (10) is due to a series expansion of the ampli-
tude of Eq. (4) [42]. On the fold line (C = 0) the Airy
term dominates the derivative term, but the latter makes
a significant contribution away from the caustic. Note
that the ν′′ factors in the denominators precisely cancel
divergences that would otherwise occur due to the use of
WKB approximations for the Mathieu functions.
As seen in Fig. 2, for λ = 5, 000 the semiclassical
approximation is indistinguishable from the exact wave
function (obtained by numerical diagonalization) which
samples it at discrete values of n. The only real station-
ary points at time t = (pi/2)ω−1pl are in the m = 0 family:
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FIG. 3. Ergodicity at long times. Solid red curve: micro-
canonical result for the number difference probability distri-
bution [Eq. (11).] Blue dots: time average of the QMB distri-
bution over range ωplt = 21.2pi–22.2pi with λ = 5000. Dashed
black curve: QMB distribution at thermal equilibrium.
the Poisson sum reduces to one term, giving rise to the
single rainbow shown in the inset. At t = (3pi/2)ω−1pl
both the m = 0 and m = 1 families contribute: the
m = 0 rainbow has moved to the outside, with the
younger m = 1 rainbow inside it (the MF singularities
occur at nc/
√
2λ ≈ 0.52 and nc/
√
2λ ≈ 0.97.) The inner
rainbow is not a clean Airy function because of interfer-
ence between the m = 0 and m = 1 terms. However,
for large λ the Airy function near the caustic dominates:
from Eqns (9) and (10) we find that, relative to its back-
ground, |Ψ|2 evaluated on a fold grows as λ1/6, see Table
I. At cusps the relative height is λ1/4 [26]. Assuming
the BH model, this gives peaks in Fock space growing as
N1/6 for folds and N1/4 for cusps, and shows that the
macroscopic limit is non-analytic: in different regions of
Fock space Ψ has a different dependence on N .
n nc (bright) n = nc n nc (dark)
|Ψ|2 O(λ− 12 )× cos[O(λ 12 )] O(λ− 13 ) O(λ− 12 ) exp[−O(λ 12 )]
TABLE I. Dependence of the number difference probability
|Ψ(n)|2 on λ as n is varied about a fold caustic (rainbow).
A question of great interest is whether the dynamics of
isolated QMB systems can lead to thermodynamic equi-
librium [44, 45]. In Fig. 3 we compare the number differ-
ence probability distribution computed by averaging the
MF solutions over their energy contours in phase space,
i.e. the microcanonical ensemble (solid red curve), with
the result given by averaging the long-time QMB solu-
tion over one Josephson period (blue dots). The former
can be expressed as [37]:
P (n) =
∫ 1
n2
dm
2piK(m)
√
m(1−m)(m− n2)(1 + n2 −m) .
(11)
Their close match indicates that the QMB dynamics is
ergodic despite this being an integrable system. This is
because with only one degree of freedom the phase space
trajectories coincide with energy contours. For compari-
son, we have also included the distribution due to a ther-
mal density matrix with Boltzmann weighting (dashed
black curve) as might be expected from coupling to a
bath (we have assumed a temperature corresponding to
the same energy as the coherent state.) The ergodic and
thermal distributions are clearly different. The shape of
the microcanonical curve in Fig. 3 is inherited from the
catastrophes: the cusp at n = 0 is due to the cusps,
and the sharp edges are due to rainbows piling up at
n = ±√2λ.
The two-mode model [Eqns. (1) and (2)] has proved
successful in describing a range of BJJ experiments
[15, 16, 46–49]. Typical values of λ correspond to the
semiclassical regime, e.g. 4 × 104 [15] and 2 × 107 [16].
Temperatures as low as 20 nK have been achieved [47],
and so thermal excitation of quasiparticles into higher
modes, which can lead to damping [21, 22], can be neg-
ligible. Fock space rainbows (Airy functions) could be
seen by measuring n following a quench. The first rain-
bow pair is generated during the first half plasma period
pi/ωpl, and so the system need only propagate for short
times: in [15] pi/ωpl = 20 ms and in [16] pi/ωpl = 6 ms (in
[16] undamped ac Josephson oscillations were observed
over 150 ms.) The experiment should be re-run many
times for a single propagation time in order to map out
an Airy function probability distribution like in Fig. 2, or
for multiple propagation times to map out the probabil-
ity distribution in Fig. 1. However, single atom resolution
is not needed to see rainbows because their fringes span
many Fock states (the fringes shrink as λ−1/3 but the
number of Fock states excited by the quench grows as√
λ.) Finally, we observe that the microcanonical prob-
ability distribution (solid red curve in Fig. 3) is classical
and does not require coherence between MF states.
Conclusions Rainbows occur in Fock space when the
path integral representation of the many body wave
function has two coalescing stationary (classical) points.
They are places where the MF theory is singular. Sec-
ond quantization removes the singularities and replaces
them with Airy functions which are finite for any finite
N . Catastrophe theory predicts that such rainbows are
both generic and structurally stable: we find they prolif-
erate after a quench in a BJJ. The long-time dynamics
following the quench are ergodic and support the hypoth-
esis [45] that even integrable isolated systems can come
to microcanonical equilibrium.
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