Abstract. We study the behavior of the bordering algorithm (a form of block elimination) for solving nonsingular linear systems with coefficient matrices in the partitioned form (. g) when dim N(A)>= 1.
1. Introduction. We study here some specific procedures for solving linear systems of the special form can be shown to be valid for our applications when A is singular. (The bordering algorithm is but a special case of block Gaussian elimination.) Our analysis has been presented in [8] for the case u 1. However this is not generally available and it is somewhat surprising that the case u _-> 1, treated here, can be done so simply. Thus the present study includes the results of [8] but is independent of that reference. In 2 we formulate the bordering algorithm for solving (1.1) when A and are nonsingular. We also show how the Woodbury formula [4] can be used in this case but under more restrictive conditions. In 3 we examine the solution of (1.1) when A has nullity u and is nonsingular. We use here bases for the right and left null spaces of A. In 4 we show how these bases are obtained from an exact LU-decomposition (with pivoting) of A. Then in 5 we show how the bordering algorithm can be applicable to this singular case when a finite precision factorization is employed.
The LU-factorization of singular matrices must, in general employ full pivoting.
However, for a large class of "banded" linear systems arising from discretizations of boundary value problems for differential equations, we show that partial pivoting can 
Thus is uniquely defined by (2.2). Using these results in (1.1) we see that the solution is obtained.
After an LU-factorization of A we need only , + 1 backsolves to obtain V and w. Then we must solve the uth order system (2.2). The inhomogeneous term in this system and the formation of x in (2.3) requires the equivalent of 2u inner products of N-vectors. Thus for N >> u, our main case of interest, the bulk of the work is in the factorization of A. B is nonsingular <=> (3.2Co, c),
Ca is nonsingular<=> (3.2c2, c3).
The proofs of the indicated equivalences are exercises in basic linear algebra. 
The unique solution of (3.4a, b) is thus given in (3.5) and (3.7a, b (2.3) and is due to cancellation of leading digits. One way to circumvent these errors is to use the "singular A algorithm" given by (3.5) and (3.7) . This can be quite practical when A is sensed to be near singular since the bases of null vectors and q are easily determined as in (4.4a,b).
6. Path following applications. The computational linear algebra problems discussed above were in fact motivated by the path following applications we now describe. We shall also show that when these applications come from consistent, stable, discrete approximations to a broad class of differential equation problems then very efficient partial pivoting procedures can be used for the Gaussian elimination to determine the nullity and the LU-factorization of (4.1). Full pivoting need only be invoked in processing the final "block" in the special banded or block tridiagonal systems that arise.
We assume that some nonlinear operator equation has been discretized and that the resulting finite dimensional problem has the form (6.1) G(u, ) =0.
Here G' N+a_ N is an appropriately smooth function, u N and A E. We are concerned with computing families or "paths" of solutions, (u, A), of (6.1). One of Geometrically this occurs at points where the tangent to the path becomes vertical on a u versus A graph. At bifurcation points we also have (6.5a) but not (6.5b). In a number of other important cases the null space dimension is greater than one. These include multiple limit points [1] , Hopf bifurcation and period doubling bifurcations in the study of periodic solution branches [2] , fold following [3] , and critical boundary paths [9] . In all of these cases there are additional parameters in the problem formulation (for example: the period, T, of the periodic solution, etc.) or there are natural parameters that can be introduced. Indeed the idea of introducing additional parameters leads to our current study and the application of bordering.
At limit points the difficulties are easily eliminated, in principal, by simply using some arclength-like parameter to describe the path. Thus we imagine a family or arc of solutions of (6.1) given by (u(s), A(s)) for s c R. Let (io, o) be the tangent to the solution arc for s So. Then we consider the scalar constraint (6.6) N(u, A, s)io" (U-Uo) +o(A -Ao)-(S-So)=0. Now we seek to solve (6.1) and (6.6) simultaneously for Is-Sol not too large. We call this procedure pseudo-arclength continuation [7] , since if we let s -+ So, then (6.6) [8] . However in the higher dimensional periodic bifurcation and fold following cases [2] , [3] , [9] , where u 2, our current analysis is also applicable. The inflation procedures used to get systems of order N + 2 are along the same lines as the above but considerably more complicated so we do not sketch them here.
To show how partial pivoting can be justified for an important class of singular A G,, we consider the linear boundary value problem B (A)r(a) (6.8a In particular, (6.13b) 
A0(A)=(B-')) AI(h)=--(-B-X(--h-) }p }q
Now from [6, Thm. 2.9] we conclude that: if A is not an eigenvalue (i.e., root of (6.9b)) then for some ho > 0 and all h <-ho the matrices {h ( )} are nonsingular with (6.14)
It is further shown in [5, 5] , that when (6.14) holds a restricted form of pivoting yields LU-factorizations of the form: We note, by (6.13b ) that the coefficients defining Bb () do not enter into the elimination procedure until the final m x m block is to be factored as (6.17) s Ar (A) .t'Yr-(1'3--)
Furthermore since/3j contains zeros in the last q rows (as in all the Bt of (6.13a)), the last q rows on the right-hand side of (6.17) are just those of Bb (A). Now if A is an eigenvalue we could invoke (6.10) to ensure that the elimination does not fail until all but the last block has been processed. This is simply done by changing the data in Bb (h) so that the current value of is no longer an eigenvalue. Then the complete factorization is valid. But this uses data from B() only in the final block. Thus in the singular case (i.e., at an eigenvalue) we need not actually change any data--we merely use full pivoting in the final fact0rization of (6.17). A similar argument can be used to justify these techniques on discrete approximations for many other classes of functional equations including elliptic boundary value problems. The crucial requirement is some analogue of (6.10) which insures that changing the boundary conditions changes the eigenvalues.
