An Adaptive Neuro-Fuzzy Inference System, based on a jack-knife approach, is proposed for the post-calibration of weather radar rainfall estimation exploiting available raingauge observations. The methodology relies on the construction of a fuzzy inference system with three inputs (radar x coordinate, y coordinate and rainfall estimation at raingauge locations) and one output (raingauge observations). Subtractive clustering is used to generate the initial fuzzy inference system. Artificial neural network learning provides a fast way to automatically generate additional fuzzy rules and membership functions for the fuzzy inference system. Fuzzy logic enhances the generalisation of the artificial neural network system. In order to demonstrate the steps of the radar rainfall post-calibration using the Adaptive Neuro-Fuzzy Inference System, CAPPIs of one-hour rainfall accumulation and corresponding raingauge observations have been selected. Results show that the proposed approach looks for a response that is a compromise between radar rainfall estimations and raingauge observations and does not necessarily consider the raingauge observations as ground truth. The algorithm is very fast and can be implemented for real time post-calibration. This algorithm makes use of all available data-raingauge observations are usually scarce-for training and checking the neuro-fuzzy inference system. It also provides a degree of reliability of the post-calibration.
INTRODUCTION
Accurate measurements of rainfall over time and space are critical for many hydrological and meteorological projects. The most usual tools to monitor rainfall events are raingauges and weather radar, whose usefulness is limited in different ways. Networks of raingauges provide accurate point estimates of rainfall, when appropriately set, but their usual low density considerably restricts the spatial resolution of the gathered information. The quality of raingauge data is also susceptible to some error sources, especially biological and mechanical fouling, and human and environmental interference (Steiner et al. 1999 ).
Weather radar is much more efficient in providing the space-time evolution of a rainfall event, but the precision of their estimates is often plagued by many factors including ground clutter, bright band, anomalous propagation, beam blockage and attenuation (e.g. Zawadski 1984; Andrieu et al. 1997) . The effectiveness of weather radar operation is strongly linked to a rigorous calibration (Serafin & Wilson 2000) . The performance of radar rainfall estimation mainly depends on a proper choice of Z-R relationship (Anagnostou & Krajewski 1998) , which may vary from event to event or even within a single storm, where Z is the radar reflectivity factor (mm 6 m − 3 ) and R is the precipitation rate (mm h − 1 ). A recent experience of a proper choice of Z-R relationship returns to the work of Rongrui & Chandrasekar (1997) who have proposed a neural network based approach to determine a Z-R relationship.
Early on, Wilson (1970) has recognised the strengths and weaknesses of both observation systems and proposed to integrate them in order to enhance the space-time quality of the rainfall information. Since then, various methods have been proposed to achieve this. They can be classified into two main categories: deterministic and statistical. The deterministic approach involves the calibration of radar rainfall estimations against raingauge observations (Wilson 1970; Andrieu et al. 1997) . The statistical approach includes multivariate analysis (Eddy 1979) , Kalman filtering ) and cokriging (Krajewski 1987; Seo et al. 1990) .
Geostatistical approaches are known as the best methods for radar-raingauge data integration but they are usually inefficient in real time, especially when dealing with sampling rates of one hour or less, necessary for urban and small watershed applications. Such methods also rely on strong human expertise, which can lead to user-dependent results (Bollivier et al. 1997) . The technique based on Kalman filtering needs known error estimates, which are not usually available (Huffman et al. 1995) . Overall, these methods share a similar objective: to somehow perform a post-calibration of the radar estimation using raingauges as ground truth-recall that, on occasions, raingauges also depart from truth (Steiner et al. 1999) .
Several authors have reported the usefulness of fuzzy methods for spatial data analysis. Bardossy et al. (1990a, b) have used the fuzzy set theory for variogram modelling. A simple application for an environmental impact analysis has been described by Anile et al. (1995) , which shows the effectiveness of fuzzy arithmetic. Piotrowski et al. (1996) have introduced a fuzzy kriging interpolation for rationalisation of geological data. A kriging method based on a combination of Bayesian and fuzzy approaches has been presented by Bandemer & Gebhardt (2000) . In this paper, we study the merging of radar rainfall estimations and raingauge observations based on the combination of fuzzy logic and artificial neural networks. The point of this approach is to map the input space (radar) to the output space (raingauges) through an Adaptive Neuro-Fuzzy
Inference System in order to achieve a post-calibration of the weather radar rainfall estimation.
The remainder of the paper is organised as follows. A brief description of the selected rainfall event, along with instrumentation, is first presented. General concepts of fuzzy logic and the proposed adaptive neuro-fuzzy inference system are described next. Results of the postcalibration of the selected weather radar event, discussion and conclusion are finally presented in sequence. 
DATA SELECTION

FUZZY LOGIC
Fuzzy logic is based on the theory of fuzzy sets, which was first developed by Zadeh (1965) . Fuzzy set theory allows for using partial membership, which differs from the traditional binary membership of Boolean set theory.
Boolean set theory is two-valued in the sense that a 
ADAPTIVE NEURO-FUZZY INFERENCE SYSTEM
As system complexity increases, reliable fuzzy rules and membership functions used to describe the system behaviour are difficult to determine. Neuro-adaptive learning techniques provide a method to integrate information from a data set (learn), in order to compute the membership function parameters that best allow the associated fuzzy inference system to track the given input/ output data. This technique constructs a fuzzy inference system whose membership function parameters are 
where P, Q, R and S are all constants. Equation (1) provides the output of each rule, and the final output is the weighted average of each rule's output. Therefore, one can increase the complexity of the system by adding more rules to the system and approximate any non-linear mapping with desired accuracy based on the linear submodels. The parameters of this system are updated in an iterative way using hybrid learning. This hybrid procedure updates the antecedent and the consequent parameters by a backpropagation algorithm and least squares, respectively.
Over-fitting is one of the problems that may occur during the training of an adaptive neuro-fuzzy inference system. The usual approach to avoid over-fitting is to split the observations into two groups, where the first group is used for training and the second one is used separately to prevent deterioration of the generalisation quality of the model. However, when the overall database is small-for example, in this study, there are 15 raingauges to postcalibrate a 240 km × 240 km weather radar image-other ways to achieve the generalisation of the model must be sought. The following jack-knife approach has been selected to assure the generalisation performance of the adaptive neuro-fuzzy inference system. An observation is removed from the database. It is used as the checking data for the optimisation of a model based on the rest of the database, i.e. that the training process is stopped when the checking error (the checking observation minus the model realisation at this location) is minimised. This process is repeated until all observations have been removed once.
Together, all these models form the adaptive neuro-fuzzy inference system sought. Let Zo i be the output of the ith fuzzy inference system structure and the mean value of all outputs Zm is the result of the data fusion:
where N is the number of raingauges. A root mean square error can also be computed for each estimation:
This approach allows the use of all available data for training and for checking the fuzzy inference system. Furthermore, RMSE provides an indication of the reliability of the estimation (convergence of all models).
RESULTS
In order to present step by step results, we have selected Once a satisfying fuzzy inference system is obtained, it is further optimised using an artificial neural network procedure. Figure 4 shows the evolution of the training RMSE and of the checking error over 100 artificial neural network training epochs, where the first epoch values are those of the fuzzy inference system. In this case, the smallest checking error occurs at epoch 48, for which parameters will be retained-training RMSE of 0.58 mm and training checking error of 1.41. Figure 5 shows the post-calibration results based on this model. One can see that it is a significant improvement over the 5-rule fuzzy inference system used to create Figure 3 . The above 2-rule neuro-fuzzy inference system has a much better generalisation capability which is suitable for weather radar precipitation post-calibration.
The jack-knife procedure asks for the above modus operandi to be repeated employing alternatively one raingauge as the checking observation. The 15 training checking errors thus obtained are drawn in Figure 6 . Most of them are close to zero. The worst one (raingauge 2) is associated with a raingauge observation of 0 mm and a radar estimation of 3.6 mm (see Figure 2) . The post-calibrated CAPPI using the adaptive neurofuzzy inference system (Figure 7 ) is the combination (average) of the maps resulting from the 15 neuro-fuzzy inference systems (Equation (2) 
DISCUSSION
Post-calibration of weather radar precipitation estimations based on an adaptive neuro-fuzzy inference system offers important advantages when compared to the other interpolation schemes for radar-raingauge data integration.
• The algorithm does not necessarily force the radar image to fit the raingauge measurements. The algorithm finds a response, which is a compromise between the radar rainfall estimations and the raingauge observations. This means that the algorithm does not necessarily consider raingauge data as truth.
• The training and the interpolation results can be obtained within just a few seconds using an ordinary personal computer which is incomparably faster than most interpolation methods, cokriging in particular.
Therefore this algorithm would be very efficient for real-time post-calibration, especially when dealing with a sampling rate of one hour or less.
• Personalised rules for particular cases can be easily incorporated into such a system. For example, one may decide to force the post-calibrated CAPPI to zero whenever no precipitation is reported by the weather radar-although the capability of a weather radar to detect light rain diminishes with distance. 
