Abstract-Subspace clustering methods have been widely studied recently. When the inputs are two-dimensional (2-D) data, existing subspace clustering methods usually convert them into vectors, which severely damages inherent structures and relationships from original data. In this letter, we propose a novel subspace clustering method for 2-D data. It directly uses 2-D data as inputs such that the learning of representations benefits from inherent structures and relationships of the data. It simultaneously seeks image projection and representation coefficients such that they mutually enhance each other and lead to powerful data representations. An efficient algorithm is developed to solve the proposed objective function with provable decreasing and convergence property. Extensive experimental results verify the effectiveness of the new method.
I. INTRODUCTION
H IGH-DIMENSIONAL data are ubiquitous and it has been increasingly common to represent and handle such data in many real-world applications such as computer vision and image processing. Often times, such data can be represented in a low-dimensional subspace due to their latent low-dimensional structures [1] , [2] . Recovering such low-dimensional subspaces usually requires clustering data points into different groups such that each group can be fitted with a subspace, which is known as subspace clustering or subspace segmentation.
During the last decade, various subspace clustering algorithms have been developed, among which spectral clusteringbased methods [3] , [4] have been popular. Among them, low-rank representation (LRR) [4] , [5] and sparse subspace clus-tering (SSC) [3] have drawn considerable attention due to their efficiencies and elegant theories. Both LRR and SSC seek a linear representation of the data with respect to a dictionary of the data itself, where the representation coefficient matrix is required to be low-rank or sparse, respectively. Some recent works have theoretically analyzed parameter selection [6] and rowcoherence dependence [7] for LRR. Recently studies point out that the nuclear norm used in LRR is not accurate, and some nonconvex approximations of the rank can significantly improve the learning performance [1] , [8] . Some studies demonstrate the importance of feature selection and data projection for subspace clustering [9] , [10] . For example, [9] , [11] seek a LRR with respect to a subset of features, which alleviates the importance of rank approximations; Patel et al. [10] seeked a sparse representation of projected data in a latent low-dimensional space such that hidden structures of the data provide useful information.
When the input samples are two-dimensional (2-D) data, such as images, most of the existing methods apply vectorization as preprocessing. However, the approaches using vectorized data do not consider the inherent structure [12] and correlations in the original data and building a model based on original highdimensional features is not effective to filter the noise, occlusions or redundant information in the original feature space [13] . To overcome these limitations, we propose a novel subspace clustering method for 2-D data with enhanced capability of capturing inherent structures and relationships from original 2-D data. We should note the stark difference between our approach and tensor method such as [13] . In our approach, instead of using tensor structure, we seek projection directions that captures the most variational 2-D features from the data, such that the learning of representation only depends the most expressive and essential 2-D features.
We summarize the key contributions of this letter as follows. 1) Instead of being converted to vectors, 2-D data are directly used such that spatial information is preserved. 2) Covariance matrix is constructed using 2-D data, which effectively avoids the curse of dimensionality of vectorized data. 3) Projection directions are sought to simultaneously extract the most variational 2-D features and help construct the representation matrix, such that they mutually enhance each other and lead to powerful data representations. 4) Efficient optimization algorithm is developed, which theoretically guarantees the decreasing and convergence of the value sequence of the objective function.
II. 2-D PRINCIPAL COMPONENT ANALYSIS (2DPCA)
Given a 2-D sample X ∈ R a×b and a unitary vector p ∈ R b , the projected feature vector of X can be obtained by y = Xp 1070-9908 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information. [14] , [15] . The covariance matrix of projected feature vectors is
, where E is the expectation operator. Then p can be obtained by
where
Usually, a single optimal projection direction is not enough [14] and multiple directions P = [p 1 , p 2 , . . . , p r ] ∈ R b×r are needed. Mathematically, they can be found by:
where I r is an identity matrix of size r × r.
III. IMAGE PROJECTION RIDGE REGRESSION
Given a set of 2-D samples
and a projection vector p ∈ R b , we define an operation as follows:
which transforms each image to an a-dimensional vector and generates a data matrix with each column containing a projected feature vector of image X i . We assume that after this liner projection, the projected data points have the self-expressive property, i.e.,
where Z is the coefficient matrix with z i , z (j ) , and z ij being its ith column, jth row, and ijth element, respectively. Inspired by thresholding ridge regression (TRR) [16] , Z can be constructed by
where λ > 0 is a balancing parameter. Recent studies have shown that different norms can be used for Z, such as the 1 , nuclear, or Frobenius norms [3] , [2] , [17] . Incorporating the Frobenius norm on Z has two benefits: 1) As pointed out in [17] , it better measures data correlations exhibited in real world data; 2) It allows more efficient optimization. Here, in contrast to TRR, we do not require z ii = 0 because: 1) It ensures more efficient optimization; 2) λ > 0 already excludes potentially trivial solutions such as I n ; 3) X i is within the intrasubspace of X i . The above discussed procedure involves two steps, which, unfortunately, might be problematic for some problems as noted in [18] and [19] . Moreover, performing multitasks in a single model has been shown successful [9] - [11] , [20] , [21] . These successes as well as the consideration of avoiding potential problems of using a two-step approach inspire us to simultaneously learn a projection direction and a coefficient matrix in a single, seamlessly integrated framework, such that the learned projection direction helps not only retain the major information from the original 2-D images, but also facilitate the construction of the coefficient matrix.
To integrate (4) with a measure such as (1), we propose to solve the following model
t , and γ > 0 is a balancing parameter. Therefore, minimizing p T Gp essentially retains the dominant variance of the image covariance matrix and thus helps keep the most variational information from the original 2-D images.
Here, we should note that G t can estimated by
in practice, which is usually invertible in real world applications. In singular case, in the implementation, we define G = (G t + I n ) −1 , where > 0 is a small value. In the experiments, we observe that G t is always invertible and thus positive definite.
As mentioned above, a single projection direction may be not enough to keep major information. To tackle this problem, we define the following operator:
where each image is projected to an (a × r)-dimensional vector. Therefore, (5) is generalized to the following image projection ridge regression (IPRR) model:
We will discuss its optimization in the next section.
IV. OPTIMIZATION
The subproblem of optimizing P is
It is seen that (8) is equivalent to minimize
Then, it is easy to see that H 1 − 2H 2 + H 3 + γG is positive definite and seeking P is reduced to the eigen decomposition problem
where eig r (·) returns eigenvectors of a matrix associated with its smallest r eigenvalues. When P is fixed, optimizing Z gives
(11) Theorem 1: Denote the objective function in model (7) as F (P, Z). Then, under the updating rules of (10) and (11),
is nonincreasing and converges, where t represents the iteration number.
Proof: It is easy to verify that
, because at each iteration (10) and (11) return the optimal solution to the corresponding subproblems. Also, it is obvious F (P, Z) ≥ 0 by its definition. Therefore, {F (P t , Z t )} ∞ t=1 converges.
V. SUBSPACE CLUSTERING VIA IPRR
A postprocessing step is commonly used for many spectral clustering-based subspace clustering methods [1] , [4] . Based on the solution to (7), we construct an affinity matrix A as follows:
1) Define the weighted column space of Z asZ = U Σ 1/2 , where Z = U ΣV T is the skinny SVD of Z. 2) Normalize each row ofZ and obtainŪ .
3) Construct the affinity matrix
where φ ≥ 1 controls the sharpness of the affinity matrix between two data points. 1 Subsequently, we perform Normalized Cut [23] on A in a way similar to [24] .
VI. EXPERIMENTS
In this section, we present the experimental results, where we focus on two specific applications: Face clustering and hand written digit clustering. To demonstrate the effectiveness of the proposed method, we compare it with several state-of-the-art and some recently developed methods, including local subspace affinity (LSA) [25] , spectral curvature clustering (SCC) [26] , LRR [4] , SSC [3] , kernel SSC (KSSC) [27] , low-rank subspace clustering (LRSC) [28] , latent LRR (LatLRR) [29] , robust LatLRR (RLatLRR) [30] , block-diagonal LRR (BDLRR) [31] , block-diagonal SSC (BDSSC) [31] , structured SSC (S 3 C) [32] , and latent space SSC (LS3C) [10] . We adopt clustering accuracy or clustering error rate to measure the performance.
For fair comparison, we specify the number of clusters K for all methods. Without specification, the results for baseline methods are obtained from [32] , [3] , [27] , where parameters have been finely tuned; otherwise, we tune the parameters with the best performance obtained. For IPRR, the parameters are tuned with the best performance reported. For purpose of reproductivity, we provide code of IPRR online. 2 
A. Face Clustering
Face clustering is to find groups from a given set of face images, such that each group corresponds to an individual. We use the Extended Yale B (EYaleB) data [33] to evaluate IPRR on this task. Face images of 38 persons, each of whom has 64 frontal face images taken under varying lighting conditions, are contained in this data. These images are cropped to 192 × 168 pixels. To save the high cost in computation, as commonly done [3] , [8] , [34] , we down-sample these images to 48 × 42 pixels. To better investigate the performance of IPRR, we conduct experiments using different subsets with different K values. To reduce the potentially combinatorially large number of subsets, we divide these 38 objects into four groups that contain objects 1-10, 11-20, 21-30, 31-38, respectively. Then, all possible combinations of K ∈ {2, 3, 5, 8, 10} objects within each group are combined together as collections of subsets for different K values. We conduct experiments on all these subsets and report the results in Table I in mean and median clustering error rates within each collection. 1 Following [2] and for fair comparison, we set φ = 4 in this work. 2 https://www.researchgate.net/publication/316609151_IPRR_SPL Fig. 1 . Sensitivity of IPRR to parameters.
From Table I , it is observed that IPRR outperforms most of the baseline methods, and especially the improvement is significant with large K values. For example, the improvement of IPRR over LRR is around 20% with K = 10. S 3 C and TRR show more competitive performance than the other baseline methods, where the best results are obtained in some cases. However, the clustering error rate tends to grow faster than IPRR as K increases. In this test, IPRR shows the robustness in clustering performance with respect to the number of clusters. We set r = 3 for IPRR and fix λ = 5, γ = 100. For TRR, we project data to 10 K dimensions and fix regularization and thresholding parameters to be 100 and 9, respectively. For RLatLRR, we fix the parameter to 0.014 as suggested in the original paper.
B. Handwritten Digit Clustering
In this section, we test IPRR on Binary Alphadigits dataset 3 with the application to handwritten digits clustering. This dataset contains binary digits and capital letters of 0-9 and A-Z, with each of which regarded as a class. There are 39 images for each class with size of 20 × 16 pixels. In a similar experimental setting as in face clustering, the classes are divided into four groups containing 0-9, A-J, K-T, and U-Z, respectively. Similar to EYaleB data, five collections of subsets are obtained with K ∈ {2, 3, 5, 8, 10}. We conduct experiments within each collection and report the mean and median error rates in Table II. It is seen that IPRR has the best performance, where the clustering performance has been significantly improved. It is noted that S 3 C, which achieves some of the best results on EYaleB data, shows inferior performance to IPRR, and the improvement from IPRR ranges around 3-10% and 4-10% in mean and median accuracy, respectively. In this experiment, we fix r = 3, λ = 500, and γ = 5e4 for IPRR, respectively. For LS3C, we project data to 2K dimensions and fix 0.2 and 0.1 for two regularization parameters. For S 3 C, we project data to 2K dimensions and fix α = 0.25 and λ = 1000. For TRR, we project data to 8 K dimensions and fix regularization and thresholding parameters to be 1000 and 13, respectively.
C. Parameter Sensitivity
We use Alphadigit data to test how IPRR depends on the parameters where, without loss of generality, we use K = 2. We first show the effects of r on clustering performance in left side of Fig. 1 with λ and γ fixed as in Section VI-B. It is observed that IPRR achieves the best performance with only a few projection directions and competitive performance with a wide range of values for r. Meanwhile, the performance tends to degrade for large r values. This is because large r may involve noisy features in building representations. Then, we show how IPRR performs with different combinations of λ and γ in right side of Fig. 1 , where we fix r = 3. It is seen that IPRR is quite insensitive to λ and γ. Similar patterns are also seen for median performance. These observations suggest potential of IPRR in real world applications.
D. Convergence and Computation Time
To empirically testify the convergence stated in Theorem 1, in left side of Fig. 2 , we show the curve of IPRR on a subset of Alphadigit data. It is seen that IPRR converges within ten iterations, revealing fast convergence and efficiency of IPRR. Also, to further show the efficiency of IPRR, we compare it with several competitive methods on Alphadigit data and show the average computation time, which is reported in right side of Fig. 2 . Realizing the less effectiveness in clustering performance and for clearer representation, we omit some methods in this figure. It is seen that IPRR is competitive to TRR in speed, and is much faster than methods such as SSC, S 3 C, and LS3C. This observation verify the efficiency of IPRR and suggests its applicability in real world applications.
VII. CONCLUSION
In this letter, we propose a novel subspace clustering method for 2-D data, which directly use 2-D data as input such that the inherent structures and relationships of the original data are better captured. Orthogonal projection directions are sought, which helps retain major information of the data and construct representation coefficients of projected data points. The projection and representation are learned jointly, hence they enhance each other and lead to powerful data representations. Efficient optimization algorithm is developed with provably nonincreasing and convergent property. Extensive experimental results confirm the effectiveness of IPRR. As special a special case, IPRR can also be applied for vector data.
