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Abstract
Macroscopic observables in a quantum spin system are given by se-
quences of spatial means of local elements 1
2n+1
∑n
j=−n
γj(Ai), n ∈ N, i =
1, · · · ,m in a UHF algebra. One of their properties is that they commute
asymptotically, as n goes to infinity. It is not true that any given set of
asymptotically commuting matrices can be approximated by commuting
ones in the norm topology. In this paper, we show that for macroscopic
observables, this is true.
1 Introduction
The infinite quantum spin chain with one site algebra Md(C) is given by the
UHF C∗-algebra
AZ :=
⊗
Z
Md(C)
C∗
,
which is the C∗- inductive limit of the local algebras{
AΛ :=
⊗
Λ
Md(C)| Λ ⊂ Z, |Λ| <∞
}
.
Here, |Λ| denotes the number of points in Λ. We denote A[−n,n] by An. Let
γj , j ∈ Z be the j-lattice translation. We say that a state ω is translation
invariant if ω ◦ γj = ω for all j ∈ Z. We denote the set of all translation
invariant states by Sγ . For each finite subset Λ of Z, we set TrΛ to be the
non-normalized trace over ⊗ΛMd(C). Furthermore, we denote Tr[−n,n] by Trn.
Theorem 1.1 Let A1, · · · , Am be self-adjoint elements in Md(C), and define
Hi,n :=
1
2n+ 1
n∑
j=−n
γj(Ai) ∈ An,
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for each i = 1, · · · ,m, n ∈ N. Then there exist sequences of self-adjoint elements
Yi,n, i = 1, · · · ,m, n ∈ N such that
Yi,n ∈ An, lim
n→∞
‖Hi,n − Yi,n‖ = 0, ∀i = 1, · · · ,m,
and
[Yi,n, Yj,n] = 0, ∀i, j = 1, · · · ,m.
Following the standard procedure in statistical mechanics, we can extend this
theorem to general translation invariant interactions. (See Appendix D)
From the Theorem of Lin [L1], we already know that any pair of sequences
of matrices whose commutator vanishes asymptotically can be approximated by
commuting ones in general. Therefore, m = 2 case is already known. On the
other hand, for m ≥ 3, it is known that such a statement is not true in general
[D]. However, for macroscopic observables, because of their nice thermodynamic
structure, we can show that the Theorem is true.
This article is organized as follows: In section 2, we introduce the entropy func-
tion µ associated with A1, · · · , Am. This function gives an estimate for rank of
projections which are concentrating at value x = (x1, · · · , xm) with respect to
A1, · · · , Am (Lemma 2.3, Lemma 2.4). In section 3, we consider a C
∗-algebra∏
kMnk(C)/ ⊕k Mnk(C). For each s ∈ R, we define an ideal Is and investigate
its property. We construct a tower of ideals, using the information of µ and
Is. By virtue of this ideal tower, in section 4, we prove Theorem 1.1, using the
technique developed in [EGLP],[L1].
2 The entropy function µ(x)
In the rest of this paper we fix self-adjoint elements A1, · · · , Am ∈Md(C). For
a translation invariant state ω ∈ Sγ(A), the mean entropy
s(ω) := lim
n→∞
1
2n+ 1
S[−n,n](ω)
is known to exists (See[BR2]). Here, S[−n,n](ω) is the von Neumann entropy of
ω|An , the restriction of ω to An. The function Sγ(A) ∋ ω 7→ s(ω) ∈ R is affine
and upper semi-continuous, when Sγ(A) is equipped with the weak∗-topology.
Furthermore, it takes values in [0, log d].
Definition 2.1 The entropy function µ : Rm → [−∞,+∞) associated with
A1, · · · , Am is defined by
µ(x) :=


sup {s(ω) : ω ∈ Sγ(A), ω(Ai) = xi, 1 ≤ i ≤ m} ,
if {ω ∈ Sγ(A) : ω(Ai) = xi, 1 ≤ i ≤ m} 6= φ
−∞,
if {ω ∈ Sγ(A) : ω(Ai) = xi, 1 ≤ i ≤ m} = φ
. (1)
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By the definition, µ is concave, upper semi continuous and µ(x) ≤ logd for all
x ∈ Rm. We set the domain of µ by domµ := {x ∈ Rm : µ(x) > −∞}. As
the set {(ω(A1), · · · , ω(Am)) : ω ∈ Sγ(A)} is in
∏m
i=1[−‖Ai‖ , ‖Ai‖], domµ is
bounded.
We denote the level sets of µ by
Xs := {x ∈ R
m : µ(x) ≥ s}, s ∈ R. (2)
From the upper semi-continuity and the concavity of µ, Xs is compact and
convex. Note that if x ∈ domµ then µ(x) ∈ [0, log d]. From this, we have
domµ = X0. Therefore, domµ is compact.
The entropy function µ is the Legendre transform of the free energy function p:
Lemma 2.1 Let p : Rm → R be a function defined by
p(α) := logTr0e
∑m
i=1 αiAi , α ∈ Rm.
Then we have
p(α) = sup {(α, x) + µ(x) : x ∈ Rm} , ∀α ∈ Rm, (3)
and
µ(x) = − sup {(α, x) − p(α) : α ∈ Rm} . (4)
Here, (α, x) is the inner product of Rm : (α, x) :=
∑m
i=1 αixi.
Proof See Appendix. 
Later, we will need contour lines of µ which are ε-dense in domµ in the following
sense. For ε > 0 and a set A ⊂ Rm, we denote the ε-neighborhood of A by
Bε(A).
Lemma 2.2 For any ε > 0, there exists a finite sequence of real numbers s0 >
s1 > · · · > sn with sn < 0, such that
s0 = sup {µ(x) : x ∈ R
m} <∞,
Xsk ⊂ Bε(Xsk−1), k = 1, · · · , n,
domµ = X0 = Xsn .
Furthermore, Xs0 consists of one point
x0 := (
Tr0A1
d
, · · ·
Tr0Am
d
) ∈ Rm.
Proof Recall that µ takes values in [−∞, log d], and domµ is non-empty. There-
fore, s0 := sup {µ(x) : x ∈ R
m} = sup {µ(x) : x ∈ domµ = X0} is finite. As
domµ = X0 is compact and µ is upper semi-continuous, there exists x0 ∈ R
m
such that s0 := µ(x0).
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To see that Xs0 consists of one point x0, note from Lemma 2.1 that µ(x) = s0
is equivalent to −p(0) ≥ (α, x) − p(α) for all α ∈ Rm. As p is a differentiable
function, this implies xi =
∂
∂αi
p(0) = Tr0Aid . Therefore Xs0 consists of one point
x0 := (
Tr0A1
d , · · ·
Tr0Am
d ).
Fix ε > 0. We claim that there exists s1 < s0 such that Xs1 ⊂ Bε(Xs0).:
Assume the claim were false. Then for any increasing sequence of real num-
bers {sk}k, sk < s0, sk ↑ s0, the sets Xsk ∩ Bε(Xs0)
c are not empty. Choose
xk ∈ Xsk ∩ Bε(Xs0)
c for each k. By the compactness of domµ, {xk} has a
convergent subsequence {x′k}, x
′
k → x ∈ R
m. By the upper semi-continuity of
µ, we have x ∈ Xs0 . However, this means x
′
ks are in Bε(Xs0) eventually, which
is a contradiction. Accordingly, we obtain the claim.
Let C be a finite positive number such that max{diam(domµ), ε} < C. Our
second claim is that for any s < s0,
Xs′ ⊂ Bε(Xs), s−
ε(s0 − s)
C − ε
≤ ∀s′ < s (5)
holds. Let s′ be a real number such that s − ε(s0−s)C−ε ≤ s
′ < s < s0. From
the concavity of µ, we have (1 − t)x + tx0 ∈ X(1−t)s′+ts0 for any x ∈ Xs′ and
0 ≤ t ≤ 1. As
‖x− ((1− t)x+ tx0)‖ ≤ t ‖x− x0‖ < tC,
this implies
Xs′ ⊂ BtC(X(1−t)s′+ts0),
for any t ∈ [0, 1]. Note that s−s
′
s0−s′C ≤ ε, if s −
ε(s0−s)
C−ε ≤ s
′ < s. Therefore
setting t := s−s
′
s0−s′ ∈ [0, 1], we obtain Xs′ ⊂ B s−s′
s0−s
′
C
(Xs) ⊂ Bε(Xs).
Now we define sk := s0 −
(
C
C−ε
)k−1
· (s0 − s1), k ≥ 1. These sk satisfy
sk = sk−1 − εC−ε · (s0 − sk−1) ≤ sk < sk−1, k ≥ 2. Therefore, by the above
claim, we get Xsk ⊂ Bε(Xsk−1 ). As
C
C−ε > 1, there exists n ∈ N such that
sn < 0. For this n, we have domµ = X0 = Xsn .
One important property of the entropy function µ is that it gives an asymptotic
estimate for rank of projections. We first give the upper bound:
Lemma 2.3 Let C be a nonempty compact convex subset of Rm, {nk}
∞
k=1 a
subsequence of N, and {pk}
∞
k=1 a sequence of projections in A such that pk ∈
Ank , k ∈ N. Suppose that for any ε > 0, we have(
TrnkpkH1,nk
Trnkpk
, · · · ,
TrnkpkHm,nk
Trnkpk
)
∈ Cε,
eventually. Then we have
lim sup
k
1
2nk + 1
logTrnkpk ≤ sup{µ(x) : x ∈ C}. (6)
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Proof First we claim
lim sup
k
1
2nk + 1
logTrnkpk ≤ inf {sup {p(α)− (α, x) : x ∈ C} : α ∈ R
m} .
(7)
To prove this, we use an argument in [DMN1]. Fix α ∈ Rm. By the positivity
of the relative entropy, we have
0 ≤ S(
pk
Trnkpk
,
e(2nk+1)
∑m
i=1 αi·Hi,nk
Trnke
(2nk+1)
∑
m
i=1 αi·Hi,nk
).
From this, we obtain
1
2nk + 1
logTrnkpk ≤ p(α)−
m∑
i=1
αi
TrnkpkHi,nk
Trnkpk
.
By the assumption, for any ε > 0, we have
m∑
i=1
αi
TrnkpkHi,nk
Trnkpk
≥ inf{(α, x) : x ∈ Cε},
eventually. Therefore, we get
lim sup
k
1
2nk + 1
log Trnkpk ≤ p(α)− inf {(α, x) : x ∈ Cε} ,
for all ε > 0. Taking ε→ 0 limit, we obtain
lim sup
k
1
2nk + 1
logTrnkpk ≤ p(α)− inf {(α, x) : x ∈ C} = sup {p(α)− (α, x) : x ∈ C} ,
for all α ∈ Rm. From this we have
lim sup
k
1
2nk + 1
logTrnkpk ≤ inf {sup {p(α)− (α, x) : x ∈ C} : α ∈ R
m} .
(8)
The last term in (8) can be written as
inf {sup {p(α) − (α, x) : x ∈ C} : α ∈ Rm} = − sup {inf {(α, x) − p(α) : x ∈ C}α ∈ Rm} .
(9)
From Sion’s lemma [Sn], we have
sup {inf {(α, x) − p(α) : x ∈ C}α ∈ Rm} = inf {sup {(α, x)− p(α) : α ∈ Rm} x ∈ C} .
By the equality (4), the last term is equal to inf {−µ(x) : x ∈ C} = − sup{µ(x) :
x ∈ C}. Combining this and (8), we obtain (6). 
In order to prove the lower bound, we use the following Theorem from [BKSS]
:
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Theorem 2.1 ([BKSS]) Let ω be an ergodic state over A and define
βε,n(ω) := min {logTrnq : q ∈ Proj(An), ω(q) ≥ 1− ε} ,
for each 0 < ε < 1. Then we have
lim
n→∞
1
2n+ 1
βε,n(ω) = s(ω).
The lower bound is given as follows:
Lemma 2.4 Let U1, · · · , Um be open subsets of R, {nk} a subsequence of N,
and {pk}
∞
k=1 a sequence of projections with pk ∈ Ank , k ∈ N. Suppose that
lim
k→∞
‖(1− pk)f1(H1,nk) · · · fm(Hm,nk)‖ = lim
k→∞
‖f1(H1,nk) · · · fm(Hm,nk)(1 − pk)‖ = 0,
(10)
for all continuous functions f1, · · · , fm over R with suppfi ⊂ Ui, i = 1, · · · ,m.
Then we have
lim inf
k
1
2nk + 1
logTrnkpk ≥ sup
{
µ(x) : x ∈
m∏
i=1
Ui
}
.
Proof First we show limk→∞ ω(pk) = 1, for any ergodic state ω over A with
ω(Ai) ∈ Ui, i = 1, · · · ,m. Let f1, · · · , fm be continuous functions over R with
0 ≤ fi ≤ 1, fi(ω(Ai)) = 1, and suppfi ⊂ Ui. From von Neumann’s ergodic
Theorem [Sm], by the ergodicity of ω, we have
lim
n→∞
ω (f1(H1,n) · · · fm(Hm,n)) =
m∏
i=1
fi(ω(Ai)) = 1.
From this and the assumption (10), we have
1 = lim inf
k→∞
|ω (f1(H1,nk) · · · fm(Hm,nk))| ≤ lim inf
k→∞
|ω(pkf1(H1,nk) · · · fm(Hm,nk)pk)| ≤ lim inf
k→∞
ω(pk).
We thus obtain limk→∞ ω(pk) = 1.
Let ω be an ergodic state with ω(Ai) ∈ Ui, i = 1, · · · ,m. The above assertion
means for any 0 < ε < 1, ω(pk) ≥ 1 − ε for k large enough. We thus have
βε,nk(ω) ≤ logTrnkpk eventually. Applying Theorem 2.1, we have
s(ω) = lim inf
n→∞
1
2n+ 1
βε,n(ω) ≤ lim inf
k
1
2nk + 1
logTrnkpk. (11)
Now we claim that this inequality can be extended to general translation in-
variant states. To do so, we use a standard technique in statistical mechan-
ics.(See [Sm],[BR2]): Let ω be a translation invariant state with ω(Ai) ∈ Ui, i =
1, · · · ,m. Define a translation invariant state ω¯L, by
ω¯L :=
1
2L+ 1
∑
j∈[−L,L]
ω˜L ◦ γj , ω˜L :=
⊗
ω|AL ,
6
for each L ∈ N. It is well known that ω¯L is ergodic and ω¯L → ω in weak∗-
topology of Sγ(A). In particular, ω¯L(Ai) ∈ Ui, i = 1, · · · ,m eventually, as
L→∞. Furthermore, the mean entropy s(ω¯L) of ω¯L is equal to
1
2L+1S[−L,L](ω),
where S[−L,L](ω) is the von Neumann entropy of ω|AL .
Applying (11) for the ergodic state ω¯L, we get
1
2L+ 1
S[−L,L](ω) = s(ω¯L) ≤ lim inf
k
1
2nk + 1
logTrnkpk.
Taking L→∞ limit, we obtain
s(ω) ≤ lim inf
k
1
2nk + 1
logTrnkpk.
This implies the result. 
3 An ideal tower in
∏
kMnk(C)/⊕Mnk(C)
Let {nk}k be a subsequence of N. We fix this sequence in the rest of this section.
Define a C∗-algebra B by
B :=
∏
k
Mnk(C) =
{
(xk) : sup
k
‖xk‖ <∞, xk ∈Mnk , k ∈ N
}
,
and its closed ideal D by
D := ⊕kMnk(C) =
{
(xk) ∈ B : lim
k→∞
‖xk‖ = 0
}
.
For each i = 1, · · · ,m, (Hi,nk) is a self-adjoint element in B. We denote the
quotient map from B to A := B/D by pi. The C∗-algebra A has real rank zero.
It is well known that for any projection p in A, there exists a projection (pk) in
B such that pi((pk)) = p. Similarly, for any partial isometry v in A, there exists
a partial isometry (vk) in B such that pi((vk)) = v. (See Theorem 1.3 [L2].)
Take R > maxi=1,··· ,m ‖Ai‖ and define a compact subset X of Rm by X :=∏m
i=1[−R,R]. Note that Xs = {x ∈ X ; µ(x) ≥ s}. As the sequences Hi,n, i =
1, · · · ,m mutually commute asymptotically, i.e.,
lim
n→∞ ‖[Hi,n, Hj,n]‖ = 0, i, j = 1, · · · ,m,
we have
[pi((Hi,nk)), pi((Hj,nk ))] = 0, i, j = 1, · · · ,m.
Therefore, we can define a ∗-homomorphism ϕ : C(X)→ A by
ϕ(f) := f (pi((H1,nk )), · · · , pi((Hm,nk))) , f ∈ C(X).
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For each i = 1, · · · ,m, define hi ∈ C(X) by
hi(x) = xi, x = (x1, · · · , xm).
Clearly, ϕ(hi) = pi((Hi,nk )).
We define a closed subset S of X as follows : x ∈ S iff for any neighborhood U
of x, there exists f ∈ C(X) with suppf ⊂ U such that ϕ(f) 6= 0.
Lemma 3.1
domµ = S.
Proof To prove S ⊂ domµ, let x ∈ S. Fix ε > 0. We first prove that there exists
a translation invariant state ω¯ε such that (ω¯ε(A1), · · · , ω¯ε(Am)) ∈ B4ε
√
m(x).
By Lemma A.1, there exists a projection p in A such that
ϕˆ(1Bε(x)) ≤ p ≤ ϕˆ(1B2ε(x)),
where ϕˆ : C(X)∗∗ → A∗∗ is the extension of ϕ. Let (pk) be a projection in B
such that pi((pk)) = p.
From the definition of p, we have ‖ϕ(hi)p− xip‖ < 3ε. This implies
‖(Hi,nk − xi) pk‖ < 3ε, (12)
for k large enough. By the assumption x ∈ S, there exists f ∈ C(X) with
ϕ(f) 6= 0 and suppf ⊂ Bε(x). We may assume 0 ≤ f ≤ 1. As 0 ≤ f ≤ 1Bε(x) ,
we have 0 ≤ ϕ(f) ≤ ϕˆ(1Bε(x)) ≤ p. From this, there exists a positive element
(ak) inB such that 0 ≤ ak ≤ pk ∀k, and pi((ak)) = ϕ(f). As pi((ak)) = ϕ(f) 6= 0,
there exists a subsequence (akM )M of (ak) such that akM 6= 0, for allM . Let ωM
be a state over AnkM with a density matrix
akM
TrnkM
akM
, and define a translation
invariant state ω¯M by
ω¯M :=
1
2nkM + 1
∑
j∈[−nkM ,nkM ]
ω˜M ◦ γj , ω˜M :=
⊗
ωM .
Then we have
ω¯M (Ai) = ωM (Hi,nkM ),
for all i = 1, · · · ,m. On the other hand, from (12), we get
∣∣∣ωM (Hi,nkM )− xi
∣∣∣ =
∣∣∣∣∣∣
TrnkM
(
akM pkM
(
Hi,nkM − xi
))
TrnkM akM
∣∣∣∣∣∣ ≤
∥∥∥pkM (Hi,nkM − xi
)∥∥∥ < 4ε,
for M large enough. Hence, we obtain
|ω¯M (Ai)− xi| < 4ε,
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for M large enough. We define ω¯ε := ω¯M , for such large M , and the claim is
established.
Next, we consider the net of translation invariant states {ω¯ε}ε>0 taken as above.
As the space of translation invariant states Sγ(A) is wk∗-compact, the net
{ω¯ε}ε has a convergent subnet {ω¯ε′}ε′ , ω¯ε′ → ω ∈ Sγ(A), in wk∗-topology. As
(ω¯ε(A1), · · · , ω¯ε(Am)) ∈ Bδ(x) eventually for any δ > 0, we have
ω(Ai) = xi, i = 1, · · · ,m.
Hence we obtain a translation invariant state ω with ω(Ai) = xi, i = 1, · · · ,m.
This implies x ∈ domµ. We thus obtain S ⊂ domµ.
Next we prove domµ ⊂ S. Let x ∈ Sc. By the definition of S, there exists an
open neighborhood U of x such that ϕ(f) = 0 for all f ∈ C(X) with suppf ⊂ U .
We claim µ(x) = −∞. Assume µ(x) ∈ R. Then, there exists ω ∈ Sγ(A)
such that ω(Ai) = xi, i = 1, · · · ,m. Define ρ :=
⊗
ω|A0 . This state is an
ergodic state with ρ(Ai) = ω(Ai) = xi, i = 1, · · · ,m. Choose ε > 0 and fi ∈
C([−R,R]), i = 1, · · · ,m, so that B√mε(x) ⊂ U , and fi(xi) = 1, fi|Bε(xi)c =
0, 0 ≤ fi ≤ 1. Then f ∈ C(X) given by
f(y) := f1(y1) · · · fm(ym), y = (y1, · · · , ym) ∈
∏
[−R,R] = X
has its support in B√mε(x), hence in U . Therefore, by the assumption we have
0 = ϕ(f) = f1(pi((H1,nk))) · · · fm(pi((Hm,nk))) = pi ((f1(H1,nk) · · · fm(Hm,nk))) .
This means
lim
k→∞
f1(H1,nk) · · · fm(Hm,nk) = 0.
On the other hand, by the ergodicity of ρ, we get
0 = lim
k
ρ (f1(H1,nk) · · · fm(Hm,nk)) = f1(ρ(A1)) · · · fm(ρ(Am)) = f1(x1) · · · fm(xm) = 1,
which is a contradiction. Hence we obtain µ(x) = −∞. 
Given C∗-algebras A1, A2 and a ∗-homomorphism ρ : A1 → A2, we extend
ρ naturally to a ∗-homomorphism from MN(A1) to MN(A2) for each N ∈ N,
and denote it by the same symbol ρ.
Proposition 3.1 For each s ∈ Rm, define a set of projections Ss in A by
Ss :=
{
e ∈ ProjA : ∃(ek) ∈ Proj(B) s.t. e = pi((ek)), lim sup
1
2nk + 1
logTrnkek < s
}
and let Is be the closed ideal of A generated by Ss. Then the following statements
hold:
(i) For any p ∈ Proj(A), p is in the ideal Is iff
lim sup
k
1
2nk + 1
logTrnkpk < s,
for all (pk) ∈ ProjB such that p = pi((pk)).
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(ii) For all N ∈ N and p ∈ Proj(MN (Is)),
lim sup
k
1
2nk + 1
logTrnkpk < s,
for all (pk) ∈ ProjMN(B) such that p = pi(pk).
(iii) Let p be a projection in A, and suppose that there exists (pk) ∈ Proj(B)
such that p = pi((pk)) and
lim inf
k
1
2nk + 1
logTrnkpk ≥ s.
Then for any N ∈ N and q ∈ Proj(MN(Is)), we have
q . p.
(iv) For any x ∈ Xs and its open neighborhood U in X, there exists a continu-
ous function g ∈ C(X) with g|Uc = 0, 0 ≤ g ≤ 1, satisfying the following
property: for any p ∈ Proj(A) such that 0 ≤ ϕ(g) ≤ p and (pk) ∈ Proj(B)
with p = pi((pk)), we have
lim inf
1
2nk + 1
logTrnkpk ≥ s.
(v) If g ∈ C(X) satisfies g|Xs = 0, then ϕ(g) ∈ Is.
(vi) If s < 0, then Is = {0}.
Proof (i)The ”If” part is trivial. To prove the ”only if” part, we first note, as
shown in [L2], that e ∈ Ss iff lim sup
1
2nk+1
logTrnkek < s for any (ek) ∈ Proj(B)
such that e = pi((ek)). This follows from the fact that for any (ek), (fk) ∈
ProjB with pi((ek)) = pi((fk)), ek ∼ fk holds eventually as k → ∞. From
Proposition 1.13 of [L2], for any p ∈ Proj(Is), there exist finite number of
projections e1, · · · , el in Ss such that p . e1⊕· · ·⊕el inMl(Is). Let v ∈M1,l(Is)
be a partial isometry such that
vv∗ = p, v∗v ≤ e1 ⊕ · · · ⊕ el.
For this v, there exist (pk) ∈ Proj(B), (qk) ∈ Proj(Ml(B)), and (vk) ∈M1,l(B)
such that pk = vkv
∗
k, v
∗
kvk ≤ qk, pi(pk) = p, pi(qk) = e1 ⊕ · · · ⊕ el, and pi(vk) =
v. This can be proven by the same argument as Theorem 1.3 of [L2]. As
ei ∈ Ss, i = 1, · · · , l, there exists (e
i
k) ∈ Proj(B) such that pi((e
i
k)) = ei
with lim supk
1
2nk+1
logTrnke
i
k < s. For these (e
i
k), we have pi(e
1
k ⊕ · · · ⊕ e
l
k) =
e1 ⊕ · · · ⊕ el = pi(qk). Therefore, for k large enough, we have
Trnkpk = Trnkv
∗
kvk ≤ Trnkqk =
l∑
i=1
Trnk(e
i
k).
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From this, we obtain
lim sup
k
1
2nk + 1
logTrnkpk ≤ lim sup
k
1
2nk + 1
log
l∑
i=1
Trnke
i
k = max
1≤i≤l
lim sup
k
1
2nk + 1
logTrnke
i
k < s.
This means p ∈ Ss. From the assertion at the beginning of the proof, we obtain
the claim.
(ii)Using the fact thatMN(Is) is the closed ideal ofMN(A) generated by S
N
s :=
{(e1 ⊕ · · · ⊕ eN ) : ei ∈ Ss}, proof of (ii) is the same as that of (i).
(iii)Let p and q be as in (iii). From (ii), for any projection (qk) in MN (B) with
q = pi((qk)), we have
s0 := lim sup
k
1
2nk + 1
logTrnkqk < s.
With this and the assumption on p, we get
lim inf
k
1
2nk + 1
log
Trnkpk
Trnkqk
≥ lim inf
k
1
2nk + 1
logTrnkpk − lim sup
k
1
2nk + 1
logTrnkqk ≥ s− s0 > 0.
This means Trnkpk > Trnkqk, hence qk . pk for k large enough. Therefore, we
have q . p.
(iv) For x ∈ Xs ⊂ domµ and its open neighborhood U in X , there exist open
subsets Ui, i = 1, · · · ,m of [−R,R] with x ∈
∏m
i=1 Ui ⊂ U , and g ∈ C(X)
satisfying 0 ≤ g ≤ 1, g|∏m
i=1 Ui
= 1, g|Uc = 0. We prove that this g enjoys the
required property. For any fi ∈ C(R) with suppfi ⊂ Ui, we have (1−g)
∏m
i=1 fi◦
hi = 0 and thus (1−ϕ(g))
∏m
i=1 fi(pi((Hi,nk ))) = (1−ϕ(g))
∏m
i=1 ϕ(fi ◦hi) = 0.
Now, for any p ∈ Proj(A) with 0 ≤ ϕ(g) ≤ p, we get
(1− p)
m∏
i=1
fi(pi((Hi,nk ))) = 0,
from
0 ≤ (pi (f1(H1,nk) · · · fm(Hm,nk)))
∗
(1− p) (pi (f1(H1,nk) · · · fm(Hm,nk)))
≤ (pi (f1(H1,nk) · · · fm(Hm,nk)))
∗ (1− ϕ(g)) (pi (f1(H1,nk) · · · fm(Hm,nk))) = 0.
For any projection (pk) in B with pi((pk)) = p, this means
lim
k
‖(1− pk)f1(H1,nk) · · · fm(Hm,nk)‖ = 0.
Similarly, we have
lim
k
‖f1(H1,nk) · · · fm(Hm,nk)(1 − pk)‖ = 0.
Applying Lemma 2.4, we obtain
lim inf
1
2nk + 1
logTrnkpk ≥ sup{µ(y) : y ∈
m∏
i=1
Ui} ≥ µ(x) ≥ s.
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(v) Let x be an element in Xcs ∩ X , and ε > 0 a positive number such that
B√mε(x) ⊂ Xcs . Let g ∈ C(X) be a function 0 ≤ g ≤ 1 with suppg ⊂ Bε(x).
We prove ϕ(g) ∈ Is. It suffices to consider the case ϕ(g) 6= 0.
From Lemma A.1, there exists a projection r in A such that ϕ(g) ≤ ϕˆ(1suppg) ≤
r ≤ ϕˆ(1Bε(x)). For this r, we have∥∥pi(((Hi,nk − xi)rk))∥∥ = ∥∥ϕ(hi)r − xir∥∥ ≤ ε, (13)
where (rk) is a projection in B such that r = pi((rk)). As ϕ(g) 6= 0, we have
r 6= 0. Therefore, there exists a subsequence {rkM } of {rk} consisting of all the
nonzero projections in {rk}. For this subsequence, and for any δ > 0,(
TrnkM rkMH1,nkM
TrnkM rkM
, · · · ,
TrnkM rkMHm,nkM
TrnkM rkM
)
∈
(
B√mε(x)
)
δ
,
eventually from (13). Therefore from Lemma 2.3, we obtain
lim sup
k
1
2nk + 1
logTrnkrnk ≤ sup{µ(x) : x ∈ B
√
mε(x)}.
By the upper semi-continuity of µ, we have
sup{µ(x) : x ∈ B√mε(x)} < s.
This means r ∈ Is. As ϕ(g) ≤ r, we have ϕ(g) ∈ Is.
General cases follow from this, using partition of unity and approximation of g
with continuous functions with supports in Xcs .
(vi) Assume s < 0. If Is 6= {0}, then there exists a nonzero projection e ∈ Ss.
Let (ek) ∈ Proj(B) such that e = pi(ek) and
lim sup
k
1
2nk + 1
logTrnkek < s.
As e 6= 0, there exists a subsequence (e′k) of (ek) such that Trnk′ e
′
k ≥ 1. There-
fore, we have
s < 0 ≤ lim sup
k
1
2nk + 1
logTrnkek < s,
which is a contradiction. Therefore, Is = {0} 
Now we construct an ideal tower.
Proposition 3.2 Let η > 0 be a positive number. Then
(i) There exists a finite sequence of real numbers s0 > s1 > · · · > sn, such that
s0 = sup {µ(x) : x ∈ R
m} <∞, sn < 0,
Xsk ⊂ Bη(Xsk−1), k = 1, · · · , n,
domµ = X0 = Xsn .
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Furthermore, Xsk , k = 1, · · · , n are compact and convex, and Xs0 consists
of one point
x0 := (
Tr0A1
d
, · · ·
Tr0Am
d
) ∈ Rm.
(ii) For s0, · · · , sn in (i), there exist points λij ∈ X, i = 0, · · · , n − 1, j =
1. · · · , li with λij 6= λi′j′ for (i, j) 6= (i
′, j′), such that
λij ∈ Xsi\Xsi−1 , i = 0, 1, · · · , n− 1, j = 1, · · · , li,
where we set Xs−1 := φ. For each k = 0, · · · , n − 1, the set {λij : i =
0, · · · , k, j = 1, · · · , li} is 2η-dense in Xsk+1 . Furthermore, l0 = 1 and
Xs0 = {λ01}.
(iii) For {λij} in (ii) and any β > 0, there exist mutually orthogonal projections
{rij : i = 0, · · · , n−1, j = 1, · · · , li} in A with rij ∈ Isi−1 , i = 1, · · · , n−
1, 1− r01 ∈ Is0 , satisfying the following conditions: for any g ∈ C(X),
rijϕ(g)ri′j′ = 0, (i, j) 6= (i
′, j′),
‖ϕ(g)rij − g(λij)rij‖ ≤ sup {|g(ζ)− g(λij)| : |ζ − λij | < β , ζ ∈ X} ,
(14)
and for a projection r :=
∑
ij rij , we have∥∥∥∥∥∥ϕ(g)r −
∑
ij
g(λij)rij
∥∥∥∥∥∥ ≤ sup {|g(ζ)− g(λ)| : |ζ − λ| < β, ζ, λ ∈ X} .
(15)
Furthermore, for each i = 0, · · · , n− 1, j = 1, · · · , li, there exists a projec-
tion (rkij) in B with pi((r
k
ij)) = rij , such that
lim inf
1
2nk + 1
logTrnkr
k
ij ≥ si. (16)
Proof (i) is proven in Lemma 2.2. To prove (ii), choose for each k = 0, · · · , n−1,
a finite set of elements Ek := {ζ
(k)
j }j=1,··· ,mk in Xsk which is η-dense in the
compact set Xsk . As Xsk+1 ⊂ Bη(Xsk), Ek is 2η-dense in Xsk+1 , k = 0, · · · , n−
1. Define Λi :=
(
∪n−1k=0Ek
)
∩ (Xsi\Xsi−1), i = 0, · · · , n − 1. Then we have
Λi ⊂ Xsi\Xsi−1 and ∪
k
i=0Λi is 2η-dense in Xsk+1 . Labeling elements in Λi as
Λi = {λij}j=1,··· ,li , for each i = 0, · · · , n− 1, we obtain {λij} which satisfy the
conditions in (ii).
Now for an arbitrary β > 0, we construct projections {rij} in (iii). Fix δ > 0 so
that
δ <
1
4
min{|λij − λi′j′ | : (ij) 6= (i
′j′)}∧
1
4
min{ inf
λ∈Xsi−1
|λij − λ|) : i = 1, · · · , n−1}∧
1
4
η∧
1
4
β.
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For each i = 0, · · · , n−1, j = 1, · · · , li, by Lemma A.1, there exists a projection
rij in A such that
ϕˆ(1Bδ(λij)) ≤ rij ≤ ϕˆ(1B2δ(λij)). (17)
As B2δ(λij)∩B2δ(λi′j′) = φ for (ij) 6= (i
′j′), these inequalities imply that {rij}
are mutually orthogonal, and (14), (15) hold.
To see rij ∈ Isi−1 , i = 1, · · · , n − 1, let g ∈ C(X) be a function such that
0 ≤ g ≤ 1, g|B2δ(λij) = 1, g|B3δ(λij)c = 0. As δ is taken small enough so that
Xsi−1 ⊂ B3δ(λij)
c, we have g|Xsi−1 = 0. From Proposition 3.1 (v), this implies
ϕ(g) ∈ Isi−1 . By (17), we have
rij ≤ ϕˆ(1B2δ(λij)) ≤ ϕ(g).
Hence we obtain rij ∈ Isi−1 . To see 1 − r01 ∈ Is0 , define g ∈ C(X) to be a
function such that 0 ≤ g ≤ 1, g|B δ
2
(λ01)
= 1, g|Bδ(λ01)c = 0. Then we have
(1− g)|Xs0 = 0. Therefore, by (v) of Proposition 3.1, we obtain ϕ(1− g) ∈ Is0 .
This and the inequality ϕ(g) ≤ ϕˆ(1Bδ(λ01)) ≤ r01 implies 1− r01 ∈ Is0 .
To show (16), we apply (iv) of Proposition 3.1. to λij ∈ Xsi , Bδ(λij), and
obtain g ∈ C(X) such that g|Bδ(λij)c = 0, 0 ≤ g ≤ 1. As 0 ≤ ϕ(g) ≤
ϕˆ(1Bδ(λij)) ≤ rij , there exists a projection (r
k
ij) in B such that rij = pi((r
k
ij))
and lim inf 12nk+1 logTrnkr
k
ij ≥ si. 
4 Proof of Theorem 1.1
In this section, we prove Theorem 1.1.
Definition 4.1 Let X be a compact metric space. For a finite subset F of
C(X), we say that X satisfies the condition DF if for any ε > 0, there exist a
positive number δ := δD(ε,F , X) > 0 and a positive integer N := ND(ε,F , X)
satisfying the following: For any unital C∗-algebra B, unital ∗-homomorphism
ϕ : C(X)→ B and a projection p ∈ B satisfying
‖pϕ(f)− ϕ(f)p‖ < δ, ∀f ∈ F ,
there exist m, r ∈ N, ξj ∈ X, j = 1, · · · ,m, λl ∈ X, l = 1, · · · , r, two sets
of mutually orthogonal projections pj,∈ Proj(MN (pBp)) j = 1, · · · ,m and ql,∈
Proj(MN+1(pBp)) l = 1, · · · , r with
m∑
j=1
pj = 1MN (pBp),
r∑
l=1
ql = 1MN+1(pBp)
such that ∥∥∥∥∥∥pϕ(f)p⊕
m∑
j=1
f(ξj)pj −
r∑
l=1
f(λl)ql
∥∥∥∥∥∥ < ε,
for all f ∈ F .
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Theorem 4.1 ([EGLP]) Consider the compact metric space
In = [−1, 1]× [−1, 1]× · · · × [−1, 1],
and let F := {g1, · · · , gm} be a set of generators of C(I
n). Then In satisfies
condition DF .
Now, a nonempty compact convex subset in Rm is homeomorphic to I l for some
0 ≤ l ≤ m. Therefore, each Xsk 1 ≤ k ≤ n in Proposition 3.2 satisfies the
condition DF|Xsk for F = {1, h1, · · · , hm}.
The following Lemma can be proven following the idea of [GL]. We give a sketch
of its proof in Appendix.
Lemma 4.1 Let X be a compact metric space and X0, · · · , Xn a finite sequence
of its closed subsets such that
{x0} = X0 ⊂ X1 ⊂ · · · ⊂ Xn ⊂ X,
where x0 is an element in X. Let F be a finite subset of C(X), and assume
that each Xk, k = 1, · · · , n satisfies the condition DFk for Fk := {f |Xk f ∈
F} ⊂⊂ C(Xk). Furthermore, let A be a unital C
∗-algebra with real rank zero
and I0, · · · , In a finite sequence of its closed ideals with
{0} = In ⊂ · · · ⊂ I1 ⊂ I0 ⊂ A,
where Ik+1 is an ideal of Ik for k = 0, · · · , n − 1. Let pik : A → A/Ik and
pik,k+1 : A/Ik+1 → A/Ik be the quotient maps.
Suppose that there exists a unital ∗-homomorphism ϕ : C(X)→ A satisfying
pik ◦ ϕ(g) = 0, if g|Xk = 0, g ∈ C(X), (18)
for each k = 1, · · · , n. Then for any ε > 0, there exists a positive number
δ = δT (ε,F , {Xk}
n
k=0) > 0 satisfying the following: if p is a projection in A
with
pi0(p) = 1, ‖[ϕ(f), p]‖ < δ, ∀f ∈ F , (19)
then there exist a sequence of positive integers N0, · · · , Nn−1 ∈ N, ∗-homomorphisms
hk : C(X)→MNk(Ik) k = 0, · · · , n−1, andH : C(X)→MN0+···+Nn−1+1(A)
with finite dimensional range, such that
‖p¯ϕ(f)p¯⊕ h0(f)⊕ · · · ⊕ hn−1(f)−H(f)‖ < ε, ∀f ∈ F . (20)
Furthermore, hk and H are of the form
hk(f) =
Lk∑
j=1
f(ξkj)pkj ,
pkj ∈ Proj(MNk(Ik)) j = 1 · · ·Lk, mutually orthogonal,
ξkj ∈ Xk+1, Lk ∈ N, k = 0, · · · , n− 1,
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and
H(f) =
L∑
i=1
f(ζi)qi,
qi ∈ Proj(MN0+···+Nn−1+1(A)), i = 1, · · ·L, mutually orthogonal,
ζi ∈ X, L ∈ N,
with
p¯⊕
L0∑
j=1
p0j ⊕ · · · ⊕
Ln−1∑
j=1
pn−1,j =
L∑
i=1
qi. (21)
Here, we used the notation p¯ := 1− p.
Combining all the results so far obtained, we can show that ϕ can be approxi-
mated by a ∗-homomorphism with finite dimensional range:
Theorem 4.2 For any ε > 0, there exists a unital ∗-homomorphism G : C(X)→
A with finite dimensional range such that
‖ϕ(f)−G(f)‖ < ε, for all f ∈ F = {1, h1, · · · , hm}.
Proof We follow the argument in [GL]. Fix ε > 0. As X is compact, there exists
η > 0 such that |f(ζ)− f(λ)| < ε8 for all f ∈ F and ζ, λ ∈ X with |ζ − λ| < 2η.
For this η > 0, we can find a finite sequence s0 > s1 > · · · > sn of real numbers
and λij ∈ X satisfying the conditions in (i) and (ii) of Proposition 3.2. Put
Xk := Xsk , k = 0, · · · , n.
Each Xk = Xsk , 1 ≤ k ≤ n in Proposition 3.2 satisfies the condition DF|Xsk =
DF|Xk for F . For the unital C
∗-algebra A, we obtain an ideal tower {0} =
In ⊂ · · · ⊂ I1 ⊂ I0 ⊂ A where Ik := Isk , k = 0, · · · , n. Note that Ik+1 is an
ideal of Ik. By sn < 0, we have In = Isn = {0} from Proposition 3.1 (vi). Let
pik : A → A/Ik, pik,k+1 : A/Ik+1 → A/Ik, k = 0, · · · , n − 1 be the quotient
maps. By Proposition 3.1 (v), we have pik ◦ ϕ(g) = 0, for all g ∈ C(X) with
g|Xk = 0, for each k ≥ 1. Applying Lemma 4.1, we obtain a positive number
δT (
ε
3 ,F , {Xk}
n
k=0).
AsX is compact, there exists β > 0 such that |f(ζ)− f(λ)| < 13δT (
ε
3 ,F , {Xk}
n
k=0)∧
ε
50 , for all f ∈ F and ζ, λ ∈ X with |ζ − λ| < β.
For this β, applying Proposition 3.2, we can find mutually orthogonal projec-
tions rij ∈ Proj(A) satisfying conditions in (iii) of Proppsition 3.2. By the
choice of β, we have∥∥∥∥∥∥ϕ(f)r −
∑
ij
f(λij)rij
∥∥∥∥∥∥ ≤
1
3
δT (
ε
3
,F , {Xk}
n
k=0) ∧
ε
50
≤
1
3
δT (
ε
3
,F , {Xk}
n
k=0), ∀f ∈ F ,
(22)
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where we put r :=
∑
ij rij . From this inequality, we get
‖[ϕ(f), r]‖ <
2
3
δT (
ε
3
,F , {Xk}
n
k=0) ∧
2ε
50
< δT (
ε
3
,F , {Xk}
n
k=0), ∀f ∈ F . (23)
Furthermore, we have pi0(r) = 1. Applying Lemma 4.1, we obtain a sequence
of positive integers N0, · · · , Nn−1 ∈ N, ∗-homomorphisms hk : C(X) →
MNk(Ik), k = 0, · · · , n− 1, and H : C(X)→MN0+···+Nn−1+1(A) such that
‖r¯ϕ(f)r¯ ⊕ h0(f)⊕ · · · ⊕ hn−1(f)−H(f)‖ <
ε
3
, ∀f ∈ F , (24)
with r¯ = 1− r. Furthermore, hk and H are of the form
hk(f) =
Lk∑
l=1
f(ξkl)pkl,
pkl ∈ Proj(MNk(Ik)) l = 1 · · ·Lk, mutually orthogonal
ξkl ∈ Xk+1, Lk ∈ N, k = 0, · · · , n− 1
and
H(f) =
L∑
i=1
f(ζi)qi
qi ∈ Proj(MN0+···+Nn−1+1(A)), i = 1, · · ·L, mutually orthogonal
ζi ∈ X, L ∈ N,
where the projections satisfy
r¯ ⊕
L0∑
j=1
p0j ⊕ · · · ⊕
Ln−1∑
j=1
pn−1,j =
L∑
i=1
qi. (25)
Now recall that for each k = 0, · · · , n − 1, the set {λij}i=0,··· ,k,j=1,··· ,li is 2η-
dense in Xk+1. Therefore, for each ξkl ∈ Xk+1, we can find λi′j′ with 0 ≤ i
′ ≤ k
such that
|λi′j′ − ξkl| < 2η.
By the choice of η, this means
max{|f(λi′j′)− f(ξkl)| : f ∈ F} <
ε
8
.
Choose such λi′j′ for each ξkl and denote it by λˆ(ξkl). Let qˆ
k
ij ∈ Proj(MNk(A)),
k = 0, · · · , n− 1, i = 0, · · · , n− 1, j = 1, · · · , li be projections given by
qˆkij :=


∑
l : λˆ(ξkl)=λij
pkl, i ≤ k
0, i ≥ k + 1
.
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As each pkl is in MNk(Ik), qˆ
k
ij is in MNk(Ik) as well. Note that
∑
i=0,··· ,n−1,j=1,··· ,li
qˆkij =
k∑
i=0
li∑
j=1
qˆkij =
k∑
i=0
li∑
j=1
∑
l : λˆ(ξkl)=λij
pkl =
Lk∑
l=1
pkl.
For each k = 0, · · · , n−1, we define a ∗-homomorphism h′k : C(X)→MNk(Ik)
by
h′k(g) :=
k∑
i=0
li∑
j=1
g(λij)

 ∑
l : λˆ(ξkl)=λij
pkl

 = n−1∑
i=0
li∑
j=1
g(λij)qˆ
k
ij , g ∈ C(X).
From the choice of λˆ(ξkl), we have
‖hk(f)− h
′
k(f)‖ = max
{∣∣∣f(ξkl)− f(λˆ(ξkl))∣∣∣ : l = 1, · · · , Lk} < ε
8
, ∀f ∈ F .
(26)
Define mutually orthogonal projections Qij , i = 0, · · · , n − 1, j = 1, · · · li in
MN0+···+Nn−1(A) by
Qij := qˆ
0
ij ⊕ · · · ⊕ qˆ
i
ij ⊕ qˆ
i+1
ij ⊕ · · · qˆ
n−1
ij
= 0⊕ · · · ⊕ 0⊕ qˆiij ⊕ qˆ
i+1
ij ⊕ · · · qˆ
n−1
ij . (27)
As qˆkij is in MNk(Ik), Qij is in the ideal MN0+···+Nn−1(Ii). For this Qij have
n−1∑
i=0
li∑
j=1
g(λij)Qij = h
′
0(g)⊕ · · · ⊕ h
′
n−1(g), (28)
for all g ∈ C(X). Furthermore, we have
r¯ ⊕
∑
ij
Qij = r¯ ⊕
∑
l
p0l ⊕ · · · ⊕ · · ·
∑
l
pn−1,l =
∑
i
qi = H(1).
From (24), (26), and (28), we obtain∥∥∥∥∥∥r¯ϕ(f)r¯ ⊕
n−1∑
i=0
li∑
j=1
f(λij)Qij −H(f)
∥∥∥∥∥∥ <
2ε
3
, ∀f ∈ F . (29)
Now, recall that for each rij , there exists (r
k
ij) ∈ ProjB with rij = pi((r
k
ij)),
which satisfies
lim inf
k
1
2nk + 1
logTrnkr
k
ij ≥ si.
Then by (iii) of Proposition 3.1, for any N ∈ N and any q ∈ Proj(MN(Ii)), we
have
q . rij .
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In particular, we have
Qij . rij .
This means there exists a partial isometry vij ∈M1,N0+···+Nn−1(A) such that
r′ij := vijv
∗
ij ≤ rij , Qij = v
∗
ijvij . (30)
Let v be a partial isometry given by
v :=

r¯,∑
ij
vij

 ∈M1,N0+···+Nn−1+1(A),
and define G : C(X)→ A by
G(f) := vH(f)v∗ +
∑
ij
f(λij)(rij − r
′
ij).
It is easy to check that G is a unital ∗-homomorphism with finite dimensional
range.
By (22), (23) and (29), we obtain
‖ϕ(f)−G(f)‖ < ε. ∀f ∈ F . 
Proof of Theorem 1.1
The proof is by contradiction. Assume the assertion were false. Then there
exists ε > 0 and a subsequence {nk}k of N such that
inf
{
max
1≤i≤m
‖Hi,nk −Xi,nk‖ : [Xi,nk , Xj,nk ] = 0, Xi,nk ∈ (Ank)sa, i, j = 1, · · · ,m
}
≥ ε.
(31)
Applying Theorem 4.2 to this subsequence {nk}k and A =
∏
kMnk(C)/ ⊕
Mnk(C), we obtain a unital ∗-homomorphism G : C(X) → A, with finite di-
mensional range such that
‖ϕ(f)−G(f)‖ <
ε
2
, ∀f ∈ F = {1, h1, · · · , hm}.
We can represent G as
G(g) =
M∑
j=1
g(ζj)Qj , g ∈ C(X),
where ζj ∈ X , and mutually orthogonal projections Qj in A. From Lemma A.3,
there exist mutually orthogonal projections (Qkj ) in B such that Qj = pi((Q
k
j )),
and
∑
j Q
k
j = 1Ank . By ϕ(hi) = pi((Hi,nk )), we get∥∥∥∥∥∥pi

(Hi,nk −
M∑
j=1
hi(ζj)Q
k
j )


∥∥∥∥∥∥ = ‖ϕ(hi)−G(hi)‖ <
ε
2
, i = 1, · · · ,m.
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This means, for k large enough, we have
max
1≤i≤m
∥∥∥∥∥∥Hi,nk −
M∑
j=1
hi(ζj)Q
k
j
∥∥∥∥∥∥ <
ε
2
, i = 1, · · · ,m.
Define Xi,k by
Xi,k :=
M∑
j=1
hi(ζj)Q
k
j ∈ (Ank)sa.
Then we have sequences (X1,k)k, · · · , (Xm,k)k such that
[Xi,k, Xj,k] = 0, Xi,k ∈ (Ank)sa ,
and
max
1≤i≤m
‖Hi,nk −Xi,k‖ <
ε
2
,
eventually. This contradicts (31). 
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A C∗-algebra of real rank zero
In this section, we list the results on C∗-algebra of real rank zero that we use.
Lemma A.1 Let X be a compact metric space, A a unital C∗-algebra with real
rank zero, and ϕ : C(X) → A a unital ∗-homomorphism. Then for any closed
subset V of X and open subset U of X with V ⊂ U , there exists a projection r
in A such that
ϕˆ(1V ) ≤ r ≤ ϕˆ(1U ).
Here, ϕˆ is the homomorphism from C(X)∗∗ to A∗∗ given as the unique extension
of ϕ.
Proof See [B]. 
Lemma A.2 Let A be a unital C∗-algebra with real rank zero, and I a closed
ideal of A with quotient map pi : A → A/I. Let h be a positive element in A
with pi(h)2 = pi(h), and B a hereditary C∗-subalgebra of A generated by h. Then
there exists p ∈ Proj(B) such that pi(h) = pi(p).
Proof See [Z]. 
20
Lemma A.3 Let A be a unital C∗-algebra with real rank zero. Let I be a closed
ideal of A and pi : A→ A/I the quotient map. Then for any mutually orthog-
onal projections {pl}
N
l=1 in A/I, and a projection p in A with pl ≤ pi(p), l =
1, · · · , N , there exist mutually orthogonal projections p˜l ∈ A, l = 1, · · · , N such
that pi(p˜l) = pl and p˜l ≤ p. Furthermore, if pi(p) =
∑
l pl, p˜ls can be taken to
satisfy
∑
l p˜l = p.
Proof See [L1]. 
Lemma A.4 Let A be a unital C∗-algebra with real rank zero. Let I be a
closed ideal of A with quotient map pi : A → A/I. Let {pl}
N
l=1 be mutually
orthogonal projections in A, and put p :=
∑N
l=1 pl. Then for any δ > 0 and
x1, · · · , xm ∈ pAp with
‖pi(xi)‖ < δ, i = 1, · · · ,m, (32)
there exist e ∈ Proj(I) and el ∈ Proj(plIpl) such that
e =
N∑
l=1
el, ‖xje− exj‖ < 4δ, ‖(1− e)xj(1− e)‖ < 2δ, j = 1, · · · ,m.
Proof See [GL]. 
B Proof of Lemma 2.1
The proof follows the standard arguments in statistical mechanics, relating the
mean entropy and the free energy. (See[BR2]).
First we prove p(α) ≥ µ(x)+(α, x) for all x ∈ Rm and α ∈ Rm. This is trivial if
µ(x) = −∞. If µ(x) > −∞, then for any ε > 0, there exists a state ω ∈ Sγ(A)
satisfying
ω(Ai) = xi, 1 ≤ i ≤ m, s(ω) ≥ µ(x) − ε. (33)
Using the positivity of the relative entropy 0 ≤ S(ω|An ,
e(2n+1)
∑m
i=1 αiHi,n
Trne
(2n+1)
∑m
i=1
αiHi,n
),
we get
1
2n+ 1
S[−n,n](ω) +
m∑
i=1
αiω(Ai) ≤ p(α), ∀n ∈ N.
Taking n→∞ limit, we obtain
s(ω) +
m∑
i=1
αiω(Ai) ≤ p(α).
By (33), we get p(α) ≥ s(ω) +
∑m
i=1 αixi ≥ µ(x) + (α, x)− ε , x ∈ R
m, α ∈ Rm.
We thus obtain
p(α) ≥ sup{µ(x) + (α, x) : x ∈ Rm}.
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Next we prove p(α) ≤ sup {µ(x) + (α, x) : x ∈ Rm} for all α ∈ Rm. We define
a state ρ on Md(C) by
ρ :=
e
∑m
i=1 αiAi
Tre
∑
m
i=1 αiAi
.
From this, we can define a translation invariant state ρ˜ :=
⊗
Z
ρ. We can easily
see that for y := (ρ˜(A1), · · · ρ˜(Am)),
p(α) = s(ρ˜) +
m∑
i=1
αiρ˜(Ai) ≤ µ(y) + (α, y) ≤ sup {µ(x) + (α, x) : x ∈ R
m} .
Hence we obtain the first equality.
To prove the second assertion, we recall the following fact: For a function G :
Rm 7→ [−∞,∞], we define its Legendre transform G∗ : Rm → [−∞,∞] by
G∗(u) := sup{(α, u)−G(α) : α ∈ Rm}, u ∈ Rm.
Theorem B.1 [ET] Let F be a convex and lower semi-continuous function of
Rm into (−∞,∞]. Then we have
F = F ∗∗.
Applying this theorem to F := −µ, we obtain the claim. 
C Proof of Lemma 4.1
Proof It suffices to show the claim for the case that ‖f‖ ≤ 1, for all f ∈ F .
For a fixed ε > 0, we define a finite sequence of positive numbers δ0, · · · , δn in-
ductively by δn := ε and δk := min{
1
100δD(
δk+1
3 ,Fk+1, Xk+1),
1
100δk+1,
1
10}, k =
0, · · · , n− 1. We take δ < 12δ0. Let p be a projection satisfying (19) for this δ.
We consider the following proposition (Ak), k = 0, · · · , n− 1:
(Ak) : There exist positive integers N
k
j ∈ N, j = 0, · · · , k and
∗-homomorphisms with finite dimensional range hkj : C(X)→MNkj (Ij/Ik+1)
for j = 0, · · · , k, and Hk : C(X)→MNk0 +···+Nkk+1(A/Ik+1) satisfying∥∥pik+1(p¯ϕ(f)p¯)⊕ hk0(f)⊕ · · · ⊕ hkk(f)−Hk(f)∥∥ < δk+1, ∀f ∈ F . (34)
Furthermore, hkj and H
k are of the form
hkj (f) =
Lkj∑
i=1
f(ξkji)p
k
ji,
pkji ∈ Proj(MNkj (Ij/Ik+1)) i = 1, · · · , L
k
j , mutually orthogonal
ξkji ∈ Xj+1, j = 0, · · · , k,
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and
Hk(f) =
Lk∑
i=1
f(ζki )q
k
i
qki ∈ Proj(MNk0 +···+Nkk+1(A/Ik+1)), i = 1, · · ·L
k, mutually orthogonal
ζki ∈ X, L
k ∈ N,
with
pik+1(p¯)⊕
Lk0∑
i=1
pk0i ⊕ · · · ⊕
Lkk∑
i=1
pkki =
Lk∑
i=1
qki .
(An−1) corresponds to the claim of the Lemma.
We assume that (Ak) holds and prove that (Ak+1) holds, for k = 0, · · · , n −
2. Applying Lemma A.3, to {pkji}i=1,··· ,Lkj ⊂ MNkj (Ij/Ik+1) in (Ak), we can
find mutually orthogonal projections {p˜kji}i=1,··· ,Lkj in MNkj (Ij/Ik+2) such that
pik+1,k+2(p˜
k
ji) = p
k
ji. For {q
k
i }i=1,··· ,Lk ∈ Proj(MNk0+···+Nkk+1(A/Ik+1)) in (Ak)
and Pˆk+1 := pik+2(p¯)⊕
∑Lk0
i=1 p˜
k
0i⊕· · ·⊕
∑Lkk
i=1 p˜
k
ki ∈ Proj(MNk0 +···+Nkk+1(A/Ik+2)),
we have
Lk∑
i=1
qki = pik+1,k+2(Pˆk+1).
Therefore, again by Lemma A.3, there exist mutually orthogonal projections
q˜ki , i = 1, · · · , L
k in MNk0+···+Nkk+1(A/Ik+2) such that
pik+1,k+2(q˜
k
i ) = q
k
i ,
Lk∑
i=1
q˜ki = Pˆk+1, (35)
Now, by (34) in (Ak), we have∥∥∥∥∥∥pik+1,k+2

pik+2 (p¯ϕ(f)p¯)⊕
Lk0∑
i=1
f(ξk0i)p˜
k
1i ⊕ · · · ⊕
Lkk∑
i=1
f(ξkki)p˜
k
ki −
Lk∑
i=1
f(ζki )q˜
k
i


∥∥∥∥∥∥ < δk+1, ∀f ∈ F .
(36)
By Lemma A.4, there exist ei ∈ Proj(q˜
k
iMNk0 +···+Nkk+1(Ik+1/Ik+2)q˜
k
i ), i =
1, · · · , Lk and e :=
∑Lk
i=1 ei such that∥∥∥∥∥∥

pik+2 (p¯ϕ(f)p¯)⊕
Lk0∑
i=1
f(ξk0i)p˜
k
0i ⊕ · · · ⊕
Lkk∑
i=1
f(ξkki)p˜
k
ki −
Lk∑
i=1
f(ζki )q˜
k
i , e


∥∥∥∥∥∥ < 4δk+1,
(37)
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and∥∥∥∥∥∥(1− e)

pik+2 (p¯ϕ(f)p¯)⊕
Lk0∑
i=1
f(ξk0i)p˜
k
0i ⊕ · · · ⊕
Lkk∑
i=1
f(ξkki)p˜
k
ki −
Lk∑
i=1
f(ζki )q˜
k
i

 (1− e)
∥∥∥∥∥∥ < 2δk+1,
(38)
for all f ∈ F . As e commutes with q˜ki s, (37) means∥∥∥∥∥∥

pik+2 (p¯ϕ(f)p¯)⊕
Lk0∑
i=1
f(ξk0i)p˜
k
0i ⊕ · · · ⊕
Lkk∑
i=1
f(ξkki)p˜
k
ki, e


∥∥∥∥∥∥ < 4δk+1, (39)
for all f ∈ F . Using this, (19), and the fact
e ≤
Lk∑
i=1
q˜ki = Pˆk+1 = pik+2(p¯)⊕
Lk0∑
i=1
p˜k0i ⊕ · · · ⊕
Lkk∑
i=1
p˜kki ≤ pik+2(p¯)⊕ 1⊕ · · · ⊕ 1,
(40)
we have∥∥∥∥∥∥

pik+2 (ϕ(f))⊕
Lk0∑
i=1
f(ξk0i)p˜
k
0i ⊕ · · · ⊕
Lkk∑
i=1
f(ξkki)p˜
k
ki, e


∥∥∥∥∥∥ < 4δk+1 + 2δ, (41)
for all f ∈ F . Furthremore, as ei ≤ q˜
k
i , i = 1, · · · , L
k, (38) means∥∥∥∥∥∥(1− e)

pik+2 (p¯ϕ(f)p¯)⊕
Lk0∑
i=1
f(ξk0i)p˜
k
0i ⊕ · · · ⊕
Lkk∑
i=1
f(ξkki)p˜
k
ki

 (1− e)− L
k∑
i=1
f(ζki )
(
q˜ki − ei
)∥∥∥∥∥∥ < 2δk+1,
for all f ∈ F .
Let ϕ′k+2 : C(Xk+2) → MNk0 +···+Nkk+1(A/Ik+2) be a ∗-homomorphism defined
by
ϕ′k+2(g) := pik+2 ◦ ϕ(gˆ)⊕
Lk0∑
i=1
g(ξk0i)p˜
k
0i ⊕ · · · ⊕
Lkk∑
i=1
g(ξkki)p˜
k
ki,
where gˆ ∈ C(X) is an extension of g ∈ C(Xk+2). To see that this is well-defined,
let gˆ1, gˆ2 ∈ C(X) be two extensions of g. Then we have gˆ1 − gˆ2|Xk+2 = 0. By
the assumption (18), we have pik+2 ◦ ϕ(gˆ1 − gˆ2) = 0.
From (41), we have
∥∥[e, ϕ′k+2(f |Xk+2)]∥∥ < 4δk+1 + 2δ < 6δk+1 ≤ δD(13δk+2,Fk+2, Xk+2),
for all f ∈ F . Therefore, from the condition DFk+2 of Xk+2, we obtain a
positive integer Nk+1
′
= ND(13δk+2,Fk+2, Xk+2), points ξ
k+1
k+1,i ∈ Xk+2, i =
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1, · · · , Lk+1k+1, ζ
k+1
i
′
∈ Xk+2, i = 1, · · · , L
k′, and two sets of mutually orthogonal
projections
pk+1k+1,i ∈ Proj(MNk+1′(eMNk0 +···+Nkk+1(A/Ik+2)e)), i = 1, · · · , L
k+1
k+1
and
qk+1i
′
∈ Proj(MNk+1′+1(eMNk0 +···+Nkk+1(A/Ik+2)e)) i = 1, · · · , L
k.
They statisfy
Lk+1
k+1∑
i=1
pk+1k+1,i = e⊗ 1Nk+1′ ,
Lk
′∑
i=1
qk+1i
′
= e⊗ 1(Nk+1′+1), (42)
and∥∥∥∥∥∥∥eϕ
′
k+2(f |Xk+2)e⊕
Lk+1
k+1∑
i=1
f(ξk+1k+1,i)p
k+1
k+1,i −
Lk
′∑
i=1
f(ζk+1i
′
)qk+1i
′
∥∥∥∥∥∥∥ <
1
3
δk+2, (43)
for all f ∈ F . As e ∈ Proj(MNk0 +···+Nkk+1(Ik+1/Ik+2)), we have p
k+1
k+1,i ∈
Proj(MNk+1′(Nk0 +···+Nkk+1)(Ik+1/Ik+2)) and q
k+1
i
′
∈ Proj(M(Nk+1′+1)(Nk0 +···+Nkk+1)(A/Ik+2)).
Put Nk+1j := N
k
j , L
k+1
j := L
k
j , and ξ
k+1
ji := ξ
k
ji ∈ Xj+1, p
k+1
ji := p˜
k
ji ∈
Proj(MNk+1j
(Ij/Ik+2)) for j = 0, · · · , k, and N
k+1
k+1 := N
k+1′(Nk0 + · · ·+N
k
k +1).
We then define unital ∗-homomorphisms
hk+1j : C(X)→MNk+1j
(Ij/Ik+2)
hk+1j (f) :=
Lk+1j∑
i=1
f(ξk+1ji )p
k+1
ji ,
for j = 0, · · · , k + 1, and
Hk+1 : C(X)→MNk+10 +···+Nk+1k+1+1(A/Ik+2)
Hk+1(g) :=
Lk∑
i=1
g(ζki )(q˜
k
i − ei)⊕ 0MNk+1′(Nk
0
+···+Nk
k
+1)
(A/Ik+2) +
Lk
′∑
i=1
g(ζk+1i
′
)qk+1i
′
=:
Lk+1∑
i=1
g(ζk+1i )q
k+1
i .
From (38), (43), and (39), we obtain∥∥pik+2(p¯ϕ(f)p¯)⊕ hk+10 (f)⊕ · · · ⊕ hk+1k+1(f)−Hk+1(f)∥∥ < 2δk+1 + 13δk+2 + 8δk+1 < δk+2,
for all f ∈ F . Furthermore, by (35) and (42), we have
pik+2(p¯)⊕
Lk+10∑
i=1
pk+10i ⊕ · · · ⊕
Lk+1
k∑
i=1
pk+1k,i ⊕
Lk+1
k+1∑
i=1
pk+1k+1,i =
Lk+1∑
i=1
qk+1i .
Hence we obtain (Ak+1).
With the same argument, it can be easily checked that (A0) holds. 
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D General Interaction
The infinite ν-dimensional quantum spin system with one site algebraMd(C) is
given by the UHF C∗-algebra
AZν :=
⊗
Zν
Md(C)
C∗
,
which is the C∗- inductive limit of the local algebras{
AΛ :=
⊗
Λ
Md(C)| Λ ⊂ Z
ν , |Λ| <∞
}
.
Here, |Λ| denotes the number of points in Λ. For each n, we denote ν-dimensional
cube [−n, n]ν by Λn. Let γj , j ∈ Z
ν be the j-lattice translation.
An interaction is a map Φ from the finite subsets of Zν into AZν such that
Φ(X) ∈ AX and Φ(X) = Φ(X)
∗ for any X ⋐ Zν . An interaction Φ is said to
be translation-invariant if
Φ(X + j) = γj (Φ(X)) , ∀j ∈ Z
ν , ∀X ⋐ Zν .
A norm of an interaction Φ is defined by ‖Φ‖ ≡
∑
X∋0 |X |
−1
‖Φ(X)‖.
Corollary D.1 Let Φ1,Φ2, · · · ,Φm be a finite set of translation invariant in-
teractions ‖Φi‖ <∞, i = 1, · · · ,m, in the ν-dimensional quantum spin system
AZν . For each i = 1, · · · ,m and n ∈ N, let Hi,n be an element in An given by
Hi,n :=
1
(2n+ 1)ν
∑
I⊂[−n,n]ν
Φi(I) ∈ An.
Then there exist sequences of selfadjoint elements Yi,n ∈ An, i = 1, · · · ,m such
that
lim
n→∞ ‖Hi,n − Yi,n‖ = 0,
[Yi,n, Yj,n] = 0, ∀i, j = 1, · · · ,m.
Proof
Assume the assertion were false. Then there exists ε > 0 such that
lim sup
n→∞
(inf {max1≤i≤m {‖Hi,n −Xi,n‖} : Xi,n ∈ An, [Xi,n, Xj,n] = 0, ∀i, j = 1, · · · ,m, }) ≥ ε.
(44)
For this ε, by the condition ‖Φi‖ <∞, we may choose M ∈ N large enough so
that ∑
X∋0,diamX>
√
M
|X |
−1
‖Φi(X)‖+
∑
X∋0,X 6⊂ΛM
|X |
−1
‖Φi(X)‖ <
ε
2
. (45)
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For each n ∈ N, define
KMi,n :=
1∣∣∣Λ[ n
M
]
∣∣∣
∑
j∈Λ[ n
M
]
γMj (Hi,M ) ∈ An.
Then for this KMi,n ∈ An, by Theorem 1.1, there exist Y
M
in ∈ An, i = 1, · · · ,m
such that
lim
n→∞
∥∥YMin −KMin ∥∥ = 0, [YMin , YMjn ] = 0. (46)
By the standard argument in spin systems (see [OR] for example) we have
lim sup
n
∥∥KMin −Hin∥∥ ≤ ∑
X∋0,diamX>√M
|X |
−1
‖Φi(X)‖+
∑
X∋0,X 6⊂ΛM
|X |
−1
‖Φi(X)‖ <
ε
2
.
(47)
From this and (46), we have
lim sup
n→∞
∥∥YMin −Hin∥∥ < ε2 , i = 1, · · · ,m.
This is a contradiction.
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