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拘束を記述するため fundamental matrix と呼ばれる行列を利用する、もう 1 つ
は平面射影を記述するための homography と呼ばれる行列を行う。第三章ではモ
ーフィングと View Morphing の概念と理論および、その手法の持つ問題点を整理
















第 6 頁  





























第 7 頁  
射影幾何理論を用いている。1 つは，エピポーラ幾何を記述するためのfundamental 

























2.1 のような座標系を考える。このとき、実３次元空間中の点 ),,( ZYXP と画像の
上の座標における投影点 ),( vup の間には、以下の関係が成り立つ 
Z
Xfu =  Z
Yfv =                  )1.2(          
ただし、画像上の yx, 軸はカメラ座標の YX , 軸と平行で、Z 軸が画像の中心 
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を通り、原点から画像面までの距離（焦点距離）が f であるとする。 
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2.4 Fundamental Matrix(F行列) 
 
シーン内の任意の点がそれぞれ撮影された画像座標の同次座標を
Tvum )1,,( 000 = 、 Tvum )1,,( 111 =  とすると、理論上、 
010 =Fmm T                 (2.2) 
の関係が成立する。この行列 F はfundamental matrix (F 行列) と呼ばれ、2つカ
メラ間のエピポーラ幾何を記述する。 
ある2カメラ間で F 行列が求まると、図2.4 に示すように、両画像中の対応す
るエピポーラ線を任意に求めることができる。カメラ 0C 、 1C について、 0C から
1C 中にエピポーラ線を求める F 行列を aF 、 1C から 0C 中にエピポーラ線を求
める F 行列を bF とすると、 0C の画像中の任意の点を同次座標で記述した 0m と
F 行列 aF から、 
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01 mFl a=                  (2.3) 
のようにして、点 0m に対応するエピポーラ線 Tllll ),,( 1312111 = を 1C の画像中に
求めることができる。当然、直線 Tllll ),,( 0302010 = 上の任意の点 1m と bF から
も、 
10 mFl b=             (2.4) 
として 0C の画像中のエピポーラ線を求めることが可能であるため、対応する任意
のエピポーラ線 0l と 1l をそれぞれの画像中に求めることが可能である。 
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なお、理論上 aF と bF には 
FFF Tba ==             (2.5) 
の関係が成立するため、 aF と bF はカメラ 0C 、 1C それぞれの画像 a 、b 間の対
応点から同時に求まる。 
また、画像 a 中のカメラ b のエピポール be と、画像 b 中のカメラ a のエピポ
ール ae について、 
0=ba eF                  (2.6) 
0=ab eF                   (2.7) 
が成立するので、 be は aF の最小の固有値に対応する固有ベクトルとして求まる。
従って、 F 行列が求まると、エピポールの位置も求まったこととなる。 
F 行列は 33 × なので、9要素を持つが，F 行列には定数倍の不定性があり、
さらに F 行列の行列式についてdet F = 0 という条件が存在するため、理論上、
F 行列は7自由度しかない。F 行列の同定は画像中の既知の対応点から行われる。













第 13 頁  
を想定し、その平面上の任意の点がそれぞれのカメラで撮影された画像座標の同次
座標を
Tvum )1,,( 000 = ， Tvum )1,,( 111 = とすると、 33×  の行列H とスカラーs 
を用いて、 






ここで、行列 H は、アフィン変換行列 αH と扇形変形行列 B の積によって 
BHH α=            (2.9) 
と表せる。扇形変形行列 B とは図2.6 のような変形を表す行列であり、 
 















         (2.10) 
として表される、自由度2の行列である。また、アフィン変換行列 αH は回転と並
進を含む行列であり、6自由度を持つ。従って、行列 H の自由度は8である。具体












以降の議論では、これら基礎行列 F と Homography を視点画像の平行化と、
テクスチャマッピングに利用する。 
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べる。そして、Seitz らの提案した View Morphing 方法および、Xiao ら拡張の
3視点 View Morphing 方法の問題点について説明する。 
 
3.1  モーフィング 
  
































して View Morphing が提案されている。   
 
3.2  View Morphing の基本的な考え 
 






View Morphing 処理の手順について述べる。 
View Morphing 処理の手順は図 3.1 のように、以下の３つのステップでモー
フィングを行う[6]。 
1. 入力画像（図3.1）を光軸が平行でかつ焦点距離が同じになる仮想平面
へ投影し、平行化入力画像（図3.2） 10 , II を生成する。この処理はhomography に
よって実現される． 
２．平行化入力画像 10 , II の間でモーフィングを行い、平行化中間画像（図
3.3） sI を生成する。 
3.  平行化中間画像 sI を逆投影し、中間画像（図 3.1）を生成する。 
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この３ステップの処理で、２つの入力画像を光軸が平行となる仮想平面
上へ投影することで、平行化入力画像 10 , II 間で幾何学的関係を正確に反映さ
せることができる。 
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         図 3.3：X 軸と Z軸だけの平行化入力画像  
 
そこで、幾何学的関係を正確に反映していることを証明する。まず、図 3.3
の X 軸と Z軸だけに注目すると図 3.3 のようになる。２つの入力画像 10 , II の視点
を 10 ,CC とし比率ｓで内分する任意視点を sC とする。 











0 vupvupvup sss となる。光軸が平行でかつ焦点距離が同
じなので '1
'''
0 : pppp ss は )1(: ss − になる。そして、 '1''0 ,, ppp s から 10CC に垂線を引き、
その交点を各々 10 ,, qqq s とし、 10CC の距離を lとする。さらに、 0C を原点とし 1C




0 )( uuslqq ss −+=           )1.3(    
 
''
11 )1( ss uulsqq −+−=                  )2.3(          
















' )1( suusxs +−=                   )4.3(    
 









' )1( sppsps +−=                 )5.3(  
これにより、幾何学的に正確な中間画像を生成することが可能となる。また、
視点 sC は２つ視点 10 ,CC の線分を比率 sで補間したものなので、正確な視点位置
がわかっていなくてもその中間画像を比率の意味で正しく生成できることもわ
かる。 
   
3.3  View Morphing の問題点 
 
Seitz らの提案した View Morphing では、カメラの数が２つであるというこ
とに依存した処理を用いており、仮想な任意視点の位置は２視点カメラの中間の
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めに、本章では、２視点画像に基づく View Morphing に対する、視点自由度を拡
張する手法を述べる。 
 





View Morphing 手法を提案した。 
しかし、この手法では、仮想な任意視点の位置は２台カメラの視点結ぶ直線
上に限定されている。この問題解決するために木村らと Xiao らは、3 視点画像
を用いた View Morphing の拡張を提案している。しかし、仮想視点は 3 視点で
困れた三角形内部のみに設定可能である。そこで、本論文では、さらに高い自
由度を実現するために２視点の View Morphing において、カメラの設置方法を
工夫することによる任意視点位置の自由度の拡張を考える。 
 




置する（図 4.1）。視点 0C のカメラの座標系をワールド座標系とし、平行化視点 1C
のカメラの光軸の向きを 0C のカメラの光軸と平行におく、この時、視点 0C 、 1C の
座標は、それぞれ )0,0,0(0C 、 ),,(1 zyx lllC とする。 
 
 




























この時、空間中のある任意の視点 sC の座標を ),,( zyx CCC とすると射影幾何関
係により、ある点 Pの空間のワールド座標 ),,( ZYX と、各視点 iC の画像 iI 上の座




























i            )1.4(  
ただし、 iw は 0でない定数であり、 si ,1,0= とする。 
ここで、カメラの光軸がそれぞれの画像平面の原点で直交し、焦点距離が共
通の値 f であると仮定すると、入力視点 0C 、 1C と任意視点 sC のそれぞれに対す
る透視投影行列 0P 、 1P 、 sP は、 




































































































       )4.4(  
である。 

























































            )7.4(  
これらの式から、 ZYX ,, を消去すると、 ),( ss vu は flllvuvu zyx ,,,,,,, 1100 を用いて、
表すことができる。 













             )8.4(  
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11 ,    )9.4(  
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       )11.4(  
ここで、 0≠zl の時、式 )10.4( と式 )11.4( は、以下の形に変形できる。 
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fC ===== ,,,, γβα とすると、視点位置が決ま
ると、 flll zyx ,,, は定数であるから、 ba, は定数になる。このことから、式 )12.4( と
式 )13.4( は、任意視点画像上の対応点座標が３つ変数 γβα ,, と２つ定数 ba, より求
められることを表している。しかし、定数 ba, が分からない場合、任意視点画像上
の対応点座標が算出できない。 
        
4.3  特殊な視点設置の場合の拡張 
 
前節で、入力視点 1C の位置関係を表す定数 ba, を求めるためには、カメラはキ
ャリブレーションが必要となる。そこで、校正を行わないかわりに、入力視点カメ
ラの相対的な設置位置を工夫することを考える。具体的には、 1C が XY平面上、YZ
平面上、 ZX 平面上。あるいは X 軸上などに限定すると、式 )12.4( 、式 )12.4( を定
数 ba, を用いない方法で簡単化できる。以下、 XY 平面上、YZ平面上、 ZX 平面上
の場合について詳しく説明する。 
 

























図 4.2：平行化した入力視点 XY 平面上の場合 
例えば、平行化された視点およびその視点の画像平面位置は、図 4.2 のように
置く場合、入力視点 0C 、 1C それぞれ座標は )0,0,0( 、 )0,,( yx ll となる。このとき、任
意視点 ),,( zyxs CCCC 対応の画像 sI 上の対応点座標 ),( ss vu と、入力視点 0C 、 1C それ
ぞれ対応する画像 0I 、 1I 上の対応点座標 ),( 00 vu 、 ),( 11 vu の関係は式 )14.4( と式
)15.4( ようになる。 



































































     )14.4(   
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x === γβα ,, とすると、 001 ≠− uu と 001 ≠− vv 時、任意
視点の画像上の対応点座標は、入力画像上の対応点座標から、式 )14.4( と式 )15.4( の







が求められる。式 )15.4( も、任意視点位置変数 γβα ,, の
設定だけによって、任意視点画像上の対応点座標を算出できる。ただし、入力視点

























図 4.3：平行化した入力視点 XZ 平面上の場合 
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平行化した入力視点が図 4.3 のように XZ平面上の場合は、入力視点 0C 、 1C そ
れぞれ座標は )0,0,0( 、 ),0,( zx ll となる。このとき、任意視点 ),,( zyxs CCCC に対応す
る画像 sI 上の対応点座標 ),( ss vu と、入力視点 0C 、 1C それぞれ対応する画像 0I 、 1I





















































































   )16.4(  

















































































fC === γβα ,, とすると、 001 ≠− uu と 001 ≠− vv 時、任意
視点の画像上の対応点座標は、入力画像上の対応点座標から、式 )16.4( と式 )17.4( の









入力視点 0C 、 1C が X 軸上にある場合、 001 =− vv である。 
 
   

























図 4.4：平行化した入力視点 YZ 平面上の場合 
 
平行化した入力視点が図 4.4 のようにYZ平面上の場合は、入力視点 0C 、 1C そ
れぞれ座標は )0,0,0( 、 ),,0( zy ll となる。このとき、任意視点 ),,( zyxs CCCC 対応の画
像 sI 上の対応点座標 ),( ss vu と、入力視点 0C 、 1C それぞれ対応する画像 0I 、 1I 上の
対応点座標 ),( 00 vu 、 ),( 11 vu の関係は 
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fC === γβα ,, とすると、 001 ≠− uu と 001 ≠− vv 時、任意
視点の画像上の対応点座標は、入力画像上の対応点座標から、式 )18.4( と式 )19.4( の







が求められる。式 )19.4( も、任意視点位置変数 γβα ,, だけ、任意視点
画像上の対応点座標を算出できる。ただし、入力視点 0C 、 1C がY 軸上にある場合、
001 =− uu である。 
図 4.5 のような Seitz らの View Morphing と同じ視点位置関係の場合、入力視
点 0C 、 1C はそれぞれ座標は )0,0,0( 、 )0,0,( xl となる。このとき、任意視点 sC 対応の
画像 sI 上の対応点座標 ),( ss vu と、入力視点 0C 、 1C それぞれ対応する画像 0I 、 1I 上



































































       )20.4(   
のようになる。ただし、この場合、 01 vv = である。 



































































             )21.4(   
のように、 ),,( γβα は任意視点位置を１つ定めるパラメータと見なすことができ
る。α 、 β は xl を単位長とした任意視点位置の X 、Y 軸方向の変位量、γ は flx を
単位量とした Z 軸方向の変位量である。それぞれの任意視点位置と ),,( γβα は１対
１に対応するので、入力視点間距離 xl と焦点距離 f が分からなくても最終的な任意
視点画像を生成できる。 γβα ,, の正負はそれぞれ、入力２視点より左右、上下、前
後の視点位置と対応する。 0=γ のときは sC の位置は XY平面上であり、 0== γβ と
きは Seitz らの View Morphing と同じ状況設定となる。 
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めた場合の γβα ,, の許容範囲をシミュレーション実験により検討した。 
具体的には、カメラ 1C はカメラ 0C から xl 離れるとし、焦点距離は 400=f 画素で、
)0.3,0.0,5.0( xx ll にある点を撮影するとする。カメラ 1C が理想的な設置から平行移動
と回転によって微小なずれを含む場合に、生成した任意視点画像と理想な任意視点画
像を比べたときの対応点が何画素ずれるかによって、 γβα ,, の範囲への影響を調べる。 
入力視点が X 軸上にある場合、カメラ間距離 xl を単位長として考えるので、X 軸
方向の平行移動は対応点のずれに影響しない。さらに、カメラ設置の際にカメラの光
軸回りの回転、すなわち、Z 軸回りの回転は防ぎやすいと考えられる。そこでここで
は、Y 軸、Z 軸に沿う方向の平行移動 TYΔ , TZΔ と, X 軸,Y 軸回りの回転 RXΔ 、 RYΔ の
４つを考慮することとする。 
以下の議論では、理想的なカメラ設置での任意視点画像上の対応点座標と、ずれ
を含むカメラ設置位置での対応点座標との距離を誤差 e［画素］とし、 γβα ,, に対す
るeの分布を調べる。 




カメラ 1C がY 軸方向にのみ平行移動した場合、 γβα ,, の範囲には影響を与えない。
これは、 1u は変わらず、さらに、 01 vv = を仮定するため、 1C のカメラのずれの影響が
無視されるためである。 
次に、 1C がZ 軸方向にのみ平行移動する場合を考える。平衡移動 zT lZ 1.0+=Δ での
eの分布を図 4.6 に示す。上下の図は、それぞれ βα − 平面（ 0=γ ）と γα − 平面（ 0=β ）
でのeの分布の等高線表示である。 0=γ のとき、 4.0,4.0 << βα で 1<e であり、γ が
小さくなると、より広い βα , の範囲で誤差 eが１画素以内となる。図 4.6 の下図の右
側につけた目盛は 400=f [画素]のときの xl を単位長とした値である。 TZΔ が小さくな
る場合は、同程度の誤差を生じる γβα ,, の範囲はより広くなる。実際のカメラ設置で





まず、X 軸回りの回転のみの場合を考える。回転量が o10+=Δ RX （左螺の向きを
正）での eの分布を図 4.7 に示す。 0=γ のとき、 1,1 << βα で 1<e であり、γ が小さ
くなると、より広い βα , の範囲で誤差 eが１画素以内となる。 
次にY 軸回りの回転のみの場合を考える。回転量が o5.0+=Δ RY での eの分布を図
4.8 に示す。 0=γ のとき、 3.0,3.0 << βα で 1<e であり、γ が小さくなると、より広
い βα , の範囲で誤差 eが１画素以内となる。 
回転量が小さくなると、同程度の誤差を生じる γβα ,, の範囲はより広くなる。実
際のカメラ設置での回転量は o5.0 以下と考えられ、微小な X 軸回りの回転は γβα ,, の
範囲への影響は非常に弱い。しかし、Y 軸回りの回転は X 軸回りの回転に比べて、
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まず、平行移動が組み合わされる場合として、カメラ 1C がY 軸とZ 軸方向にのみ
平行移動した場合では、 eの分布は同じになる。これは、前者では、 Z 軸方向の平行
移動分だけ 1u が変化するが、式 )19.4( で 01 vv = と仮定するため、 1v の変化は結果に影響
せず、後者と同じになるからである。 
  次に、カメラ 1C が回転量
o10+=Δ RX 、 o5.0+=Δ RY の場合の eの分布を図 4.9 に示
す。 0=γ のとき、 2.0,2.0 << βα で 1<e であり、図 4.7 や図 4.8 と比べると、 X 軸
とY 軸の回転の組み合わせでは、 X 軸のみ、Y 軸のみ回転の場合より γβα ,, の範囲は
狭くなる。 
  さらに、回転と平行移動を組み合わせる場合を考察するY 軸のみ平行移動した場
合、 γβα ,, の範囲に全く影響はないが、図 4.10 に示すように、Y 軸方向の平行移動
xT lY 1.0+=Δ と X 軸方向に対する回転 o10+=Δ RX を組み合わせる場合、 0=γ のとき、
7.0,7.0 << βα で 1<e である。図 4.10 と図 4.7 と比べると、Y 軸の平行移動と X 軸
の回転と組み合わせるとき、 γβα ,, の範囲へ影響に与えることがわかった。 
  ただし、複数の視点ずれが組み合わされた場合に誤差が小さくなる場合も確認さ
れた。例えば、 xT lY 1.0+=Δ , xT lZ 1.0+=Δ , o10+=Δ RX , o5.0−=Δ RY などである、視点ずれによる投
影点の変移量を ),( 11 vu ΔΔ とし、式 )19.4( より、 1vΔ を無視して 1uΔ のみを考えると、こ
のシミュレーションの状況設定では、それぞれの視点ずれが個別に生じた場合の変移
量 1uΔ は、 TYΔ , TZΔ , RXΔ , RYΔ の順に、それぞれ、0.00,-2.30,-1.03,3.58 画素であ
る。これらの複数の視点ずれを組み合わせた場合の総合的な変移量の総和となり、そ
の値が 0 に近い場合は個々のずれの影響が相殺される。実際、上記位置ずれ設定では
1uΔ の総合は 0.25 画素であり、誤差分布（図 4.14）を見ると、個別のずれが生じた場
合（図 4.6,図 4.7,図 4.8）に比べて誤差が小さくなっていることがわかる。 
本提案の方法では、カメラ設置のずれとして、Y 軸方向の平行移動のときずれが
生じず、 Z 軸方向の平行移動と X 軸回りの回転では、 γβα ,, の範囲への影響は非常に
弱いことが検証できた。しかし、Y 軸回りの回転は、ほかのずれより γβα ,, の範囲へ
の影響が強いことがわかった。しかし実際のカメラ設置（平行化方法）でY 軸回りの
回転が o5.0 以下にできると考えられ、 γβα ,, に関しては十分広い範囲で、誤差の少な
い任意視点画像を生成できるといえる。 
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      図 4.11: 複数のずれの組合せで γβα ,, の範囲が広くなる例 























































5.2.1  対応点の指定 
            
              図 5.1：立方体 
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図 5.2：立方体の対応点の指定 
まず、任意視点画像 sI を２つ入力視点画像 10 , II における点の対応関係から生成
するために、入力視点画像 10 , II から対応をとりながら N 個の対応点を手動で指定す
る。そこで、２つのカメラで立方体を撮影し(図 5.1)、得られた２つの視点画像から
対応点を指定した例を図 5.2 に示す。 
  このとき、各々の視点画像に対応点が写っており、左のカメラは対応点５だけ写
っていない、右のカメラは対応点８だけが写っていない。 
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次に、入力視点画像 10 , II に対してパン・チルト・焦点距離 ),0,0( f へ透視投影
変換を行い、２つの視点の光軸を平行となる平行化視点画像を生成する（図 5.5）。
これは、幾何学関係を正確に反映させた任意視点画像の対応点の位置を求めるためで
ある。そして、平行化入力視点画像から実３次元空間中の点 ),,( ZYXP に対する対

























         図 5.5:平行化視点画像の生成 
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・ タイプ 0:  全ての視点で見える三角形パッチ 
・ タイプ 1:  視点 0だけで見える三角形パッチ 



















視点０ 視点１ 視点０ 視点１ 
視点０   １    １    －    － ０ 
  １    ０    ／    ／  １ 
視点１   １    １    正    負  ２ 
   負    正 
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5.2.4  平行化任意視点画像上の対応点座標の算出 
 
これまでの処理により、入力視点画像の光軸が平行となる平行化視点画像 10 , II
を生成し、 10 , II 上の全ての対応点座標が求まった。次に、位置比率を用いた平行化
任意視点画像 sI 上のすべての対応点座標を求める（図 5.8）。実３次元空間中の点
),,( ZYXP に対する平行化任意視点画像 sI 上の対応点 ),( sss vup は、平行化視点 
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本研究では、２次元アフィン変換を用いてテクスチャマッピングを行う。２
次元アフィン変換とは、拡大、縮小、位置移動、回転の幾何学変換のことである。
ある点 ),( yx が拡大、縮小、位置移動、回転の幾何学変換で ),( YX に位置を変える
とすると、つぎのような１次多項式、 
210 eyexeX ++=              )2.5(  
543 eyexeY ++=              )3.5(  













生成することができる。図 5.10 は、生成した任意視点画像の例である。 
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図 5.10：生成した任意視点の画像 
 
5.3  実験 




を図 5.11 のように配置した。カメラの焦点距離 画素400=f 、床からの高さ 50cm、カ
メラ間距離は 120cm とし、光軸と画像の軸がそれぞれ平行となるようにカメラを設置
している。約３ｍ前方の箱を撮影した画像を入力画像とした。入力画像を図 5.12 に
示す。入力画像サイズは 320×320 である。 
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０I  for camera ０C           1I  for camera 1C     
図 5.12：入力視点画像 
 
ここでは、背景と対象を分けて処理する。対象物には 16 個、背景には 15 個の対
応点を与えると、入力画像での対象物と背景の三角形パッチを図 5.13 に示す。 
   
For object on ０I         For object on 1I  
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表 5.2：合成した任意視点画像位置 
 
表 5.2 に示す γβα ,, の組、すなわち、任意視点 ),,( zyx CCC の設定に対する生成画
像の例を図 5.14 に示す。図 5.14 の )(),(),( cba は、ぞれぞれ γβα ,, の変化に対応す
る。図 5.14 の )(a において、対象物である箱の左側面の見え方に注目すると、 X 軸
に沿う視点の移動に伴う見え方の変化を正しく表していることが分かる。これは、
Seitz らの手法と視点変化と同じである。次に、図 5.14 の )(b において、視点のY 軸
方向の移動に伴う見え方の変化を正しく表していることが分かる。さらに、図 5.1４





Synthesis View （α,β,γ） （Cx,Cy,Cz） 
    [cm] 
aC  （-0.2, 0, 0） （-24,0,0） 
bC  （0.15, 0, 0） （18,0,0） 
cC  （0.5, 0, 0） （60,0,0） 
dC  （0.85, 0, 0） （102,0,0） 
eC  （1.2, 0, 0） （144,0,0） 
fC  （0.5, -0.4, 0） （60,-48,0） 
gC  （0.5, -0.2, 0） （60,-24,0） 
hC  （0.5, 0.2, 0） （60,24,0） 
iC  （0.5, 0.4, 0） （60,48,0） 
jC  （0.5,0, -0.0025） （60,0,-120） 
kC  （0.5, 0, -0.00125） （60,0,-60） 
lC  （0.5, 0, 0.00125） （60,0,60） 
mC  （0.5, 0,0.0025） （60,0 ,120） 
CA （0.75, 0, -0.00125） （90,0 ,-60） 
CB （0.5, -0.08330, 0.00125） （60,-10 ,60） 
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)(2.0 aC−=α       )(4.0 fC−=β      )(0025.0 jC−=γ  
   
)(15.0 bC=α       )(2.0 gC−=β      )(00125.0 kC−=γ  
   
)(5.0 cC=α       )(0.0 cC=β        )(0.0 cC=γ  
   
)(85.0 dC=α       )(2.0 hC=β       )(00125.0 lC=γ  
   
)(2.1 eC=α        )(4.0 iC=β        )(0025.0 mC=γ   
α)(a の変化 )0.0,0.0( == γβ  β)(b の変化 )0.0,5.0( == γα  γ)(c の変化 )0.0,5.0( == βα  
            図 5.14：合成した任意視点画像 









5.4  考察 
 
図 5.15 は、入力画像の撮影位置とは異なる位置で実際に撮影した画像と、その
撮影位置に対応する γβα ,, を用いて生成した画像を比較したものである。箱とその周
囲の状況について実撮影画像とほぼ同じ生成画像を得ることができ、本手法の有効性
を示している。  
    
)00125.0,0.0,75.0(: −AC      )60,0,90( cmcmcm −  
       
)00125.0,0833.0,5.0(: −BC      )60,10,60( cmcmcm −  
図 5.15：合成画像と実撮影画像の比較 
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第六章 まとめ  
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