Abstract. We study regularity properties of quasiminimizers of the p-Dirichlet integral on metric measure spaces. We adapt the Moser iteration technique to this setting and show that it can be applied without an underlying differential equation. However, we have been able to run the Moser iteration fully only for minimizers. We prove Caccioppoli inequalities and local boundedness properties for quasisub-and quasisuperminimizers. This is done in metric spaces equipped with a doubling measure and supporting a weak (1, p)-Poincaré inequality. The metric space is not required to be complete.
Introduction
Let Ω ⊂ R n be a bounded open set and 1 < p < ∞. A function u ∈ W not a local property. Hence, the theory for quasiminimizers usually differs from the theory for minimizers. Quasiminimizers were apparently first studied by Giaquinta and Giusti, see [14] and [15] . Quasiminimizers have been used as tools in studying regularity of minimizers of variational integrals. Namely, quasiminimizers have a rigidity that minimizers lack: the quasiminimizing condition applies to the whole class of variational integrals at the same time. For example, if a variational kernel f (x, ∇u) satisfies the inequalities α|h| p ≤ f (x, h) ≤ β|h| p for some 0 < α ≤ β < ∞, then the minimizers of f (x, ∇u) are quasiminimizers of the p-Dirichlet integral. Apart from this quasiminimizers have a fascinating theory in themselves. For more on quasiminimizers and their importance see the introduction in Kinnunen-Martio [29] . Giaquinta and Giusti [14] , [15] proved several fundamental properties for quasiminimizers, including the interior regularity result that a quasiminimizer can be modified on a set of measure zero so that it becomes Hölder continuous. These results were extended to metric spaces by Kinnunen-Shanmugalingam [31] .
In R n minimizers of the p-Dirichlet integral are known to be locally Hölder continuous. This can be seen using either of the celebrated methods by De Giorgi (see [11] ) and Moser (see [37] and [38] ). Moser's method gives Harnack's inequality first and then Hölder continuity follows from this in a standard way, whereas De Giorgi first proves Hölder continuity from which Harnack's inequality follows. At first sight it seems that Moser's technique is strongly based on the differential equation, whereas De Giorgi's method relies only on the minimization property. In [31] De Giorgi's method was adapted to the metric setting. They proved that quasiminimizers are locally Hölder continuous, satisfy the strong maximum principle and Harnack's inequality.
The main purpose of this paper is to adapt Moser's iteration technique to the metric setting, and in particular show that the differential equation is not needed in the background for the Moser iteration. On the other hand, we will study quasiminimizers and show that certain estimates, which are interesting as such, extend to quasiminimizers as well. We have not been able to run the Moser iteration for quasiminimizers completely. Namely, there is one delicate step missing in the proof of Harnack's inequality using Moser's method. This is the so-called jumping over zero in the exponents related to the weak Harnack inequality. This is usually settled using the John-Nirenberg lemma for functions of bounded mean oscillation. More precisely, one have to show that a logarithm of a nonnegative quasisuperminimizer is a function of bounded mean oscillation. To prove this, the logarithmic Caccioppoli inequality is needed, which has been obtained only for minimizers. However, for minimizers we prove Harnack's inequality using the Moser iteration.
We will impose slightly weaker requirements on the space than in KinnunenShanmugalingam [31] . They assume that the space is equipped with a doubling measure and supporting a weak (1, q)-Poincaré inequality for some q < p. We only assume that the space supports a weak (1, p)-Poincaré inequality (doubling is still assumed). It is noteworthy that by a result of Keith and Zhong [24] a complete metric space equipped with a doubling measure that supports a weak (1, p)-Poincaré inequality, admits a weak (1, q)-Poincaré inequality. However, our approach is independent of the deep theorem of Keith and Zhong. We also impose slightly weaker assumptions in the definition of quasiminimizer than in [31] , see Section 6. For examples of metric spaces equipped with a doubling measure supporting a Poincaré inequality, see, e.g., A. Björn [3] .
At the end of the paper we provide an example which shows that the dilation constant from the weak Poincaré inequality is essential in the condition on the balls in the weak Harnack inequality (Theorem 9.2) and Harnack's inequality (Theorem 9.3). This fact is overlooked in certain results and proofs of [31] . In addition, certain quantitative statements in Kinnunen-Martio [28] , [29] and A. Björn [3] need to be modified according to our example.
The paper is organized as follows. In Section 2 we impose requirements for the measure, whereas Section 3 focuses on the notation, definitions and concepts used throughout this paper. Section 4 explores the relationship between alternative definitions of Newtonian spaces with zero boundary values in the setting of noncomplete metric spaces. Section 5 introduces Sobolev-Poincaré inequalities crucial for us in what follows and in Section 6 we will prove the equivalence of different definitions for quasi(super)minimizers. The next two sections are devoted to Caccioppoli inequalities and weak Harnack inequalities. In particular, local boundedness results for quasisub-and quasisuperminimizers are proved. In Section 9 we prove Harnack's inequality for minimizers and as a corollary Liouville's theorem, unfortunately we have not been able to obtain these results for quasiminimizers. In Section 10 we give a counterexample motivating the results in Section 9. Finally, in Section 11 we give examples of noncomplete metric spaces with a doubling measure and supporting a (1, p)-Poincaré inequality, and some motivation for studying potential theory on noncomplete spaces.
Most of the results in Sections 8 and 9 were obtained in Marola [35] for minimizers on complete metric spaces. The preprint [35] should be considered as an early version of this paper and will not be published separately.
Doubling
We assume throughout the paper that 1 < p < ∞ and that X = (X, d, µ) is a metric space endowed with a metric d and a positive complete Borel measure µ such that 0 < µ(B) < ∞ for all balls B ⊂ X (we make the convention that balls are nonempty and open). Let us here also point out that at the end of Section 3 we further assume that X supports a weak (1, p)-Poincaré inequality and that µ is doubling, which is then assumed throughout the rest of the paper.
We emphasize that the σ-algebra on which µ is defined is obtained by the completion of the Borel σ-algebra. We further extend µ as an outer measure on X, so that for an arbitrary set A ⊂ X we have
It is more or less immediate that µ is a Borel regular measure, in the sense defined by Federer [12] , Section 2.2.3, i.e. for every E ⊂ X there is a Borel set B ⊃ E such that µ(E) = µ(B). If E ⊂ X is measurable, then there exist Borel sets A and B such that A ⊂ E ⊂ B and µ(B \ A) = 0. (Note that Rudin [39] has a more restrictive definition of Borel regularity which is not always fulfilled for our spaces.)
The measure µ is said to be doubling if there exists a constant C µ ≥ 1, called the doubling constant of µ, such that for all balls B = B(x 0 , r) :
where λB = B(x 0 , λr). By the doubling property, if B(y, R) is a ball in X, z ∈ B(y, R) and 0 < r ≤ R < ∞, then
for s = log 2 C µ and some constant C only depending on C µ . The exponent s serves as a counterpart of dimension related to the measure.
A metric space is doubling if there exists a constant C < ∞ such that every ball B(z, r) can be covered by at most C balls with radii 1 2 r. Alternatively and equivalently, for every ε > 0 there is a constant C(ε) such that every ball B(z, r) can be covered by at most C(ε) balls with radii εr. It is now easy to see that every bounded set in a doubling metric space is totally bounded. Moreover, a doubling metric space is proper (i.e., closed and bounded subsets are compact) if and only if it is complete.
A metric space equipped with a doubling measure is doubling, and conversely any complete doubling metric space can be equipped with a doubling measure. There are however noncomplete doubling metric spaces that do not carry doubling measures. See Heinonen [21] , pp. 82-83 and Chapter 13, for more on doubling metric spaces.
Newtonian spaces
In this paper a path in X is a rectifiable nonconstant continuous mapping from a compact interval. (For us only such paths will be interesting, in general a path is a continuous mapping from an interval.) A path can thus be parameterized by arc length ds.
whenever both f (γ(0)) and f (γ(l γ )) are finite, and γ g ds = ∞ otherwise. If g is a nonnegative measurable function on X and if (3.1) holds for p-almost every path, then g is a p-weak upper gradient of f . By saying that (3.1) holds for p-almost every path we mean that it fails only for a path family with zero p-modulus, see Definition 2.1 in Shanmugalingam [40] . It is implicitly assumed that γ g ds is defined (with a value in [0, ∞]) for p-almost every path.
If g ∈ L p (X) is a p-weak upper gradient of f , then one can find a sequence {g j } ∞ j=1 of upper gradients of f such that g j → g in L p (X), see Lemma 2.4 in Koskela-MacManus [34] .
If f has an upper gradient in L p (X), then it has a minimal p-weak upper gradient g f ∈ L p (X) in the sense that for every p-weak upper gradient g ∈ L p (X) of f , g f ≤ g µ-a.e., see Corollary 3.7 in Shanmugalingam [41] . The minimal p-weak upper gradient can be given by the formula
where the infimum is taken over all upper gradients g ∈ L p (X) of f , see Lemma 2.3 in J. Björn [8] .
Lemma 3.2. Let u and v be functions with upper gradients in L p (X). Then g u χ {u>v} +g v χ {v≥u} is a minimal p-weak upper gradient of max{u, v}, and g v χ {u>v} + g u χ {v≥u} is a minimal p-weak upper gradient of min{u, v}.
This lemma was proved in Björn-Björn [5] , Lemma 3.2, and a different proof was given in Marola [35] , Lemma 3.5.
Following Shanmugalingam [40] , we define a version of Sobolev spaces on the metric space X.
where the infimum is taken over all upper gradients of u. The Newtonian space on X is the quotient space
The space N 1,p (X) is a Banach space and a lattice, see Shanmugalingam [40] .
Definition 3.4. The capacity of a set E ⊂ X is the number
where the infimum is taken over all u ∈ N 1,p (X) such that u = 1 on E.
The capacity is countably subadditive. For this and other properties as well as equivalent definitions of the capacity we refer to Kilpeläinen-Kinnunen-Martio [25] and Kinnunen-Martio [26] , [27] .
We say that a property regarding points in X holds quasieverywhere (q.e.) if the set of points for which the property does not hold has capacity zero. The capacity is the correct gauge for distinguishing between two Newtonian functions. If u ∈ N 1,p (X), then u ∼ v if and only if u = v q.e. Moreover, Corollary 3.3 in Shanmugalingam [40] shows that if u, v ∈ N 1,p (X) and u = v µ-a.e., then u ∼ v.
Definition 3.5. We say that X supports a weak (1, p)-Poincaré inequality if there exist constants C > 0 and λ ≥ 1 such that for all balls B ⊂ X, all measurable functions f on X and for all upper gradients g of f ,
where f B := B f dµ := B f dµ/µ(B).
By the Hölder inequality it is easy to see that if X supports a weak (1, p)-Poincaré inequality, then it supports a weak (1, q)-Poincaré inequality for every q > p. In the above definition of Poincaré inequality we can equivalently assume that g is a p-weak upper gradient-see the comments above.
Let us throughout the rest of the paper assume that X supports a weak (1, p)-Poincaré inequality and that µ is doubling.
It then follows that Lipschitz functions are dense in N 1,p (X) see [40] . If X is complete, then the functions in N 1,p (X) are quasicontinuous, see Björn-Björn-Shanmugalingam [7] . This means that in the Euclidean setting, N 1,p (R n ) is the refined Sobolev space as defined on p. 96 of Heinonen-Kilpeläinen-Martio [22] .
We end this section by recalling that f + = max{f, 0} and f − = max{−f, 0}. Unless otherwise stated, the letter C denotes various positive constants whose exact values are unimportant and may vary with each usage.
Newtonian spaces with zero boundary values
To be able to compare the boundary values of Newtonian functions we need a Newtonian space with zero boundary values. We let for a measurable set E ⊂ X,
One can replace the assumption "f = 0 on X \ E" with "f = 0 q.e. on X \ E" without changing the obtained space N (Ω) goes under the name "spectral synthesis" in the literature. The history goes back to Beurling and Deny; Hedberg [19] showed the corresponding result for higher order Sobolev spaces on R n (modulo the Kellogg property which at that time was only known to hold for p > 2 − 1/n, but was later proved in general by Wolff); see Adams-Hedberg [1] , Section 9.13, for a historical account as well as an explanation of the name spectral synthesis. For spectral synthesis in very general function spaces on R n , including, e.g., Besov and LizorkinTriebel spaces, see Hedberg-Netrusov [20] .
In the noncomplete case we have been unable to prove spectral synthesis. Let us explain the difficulty: In the proof of Theorem 4.8 in Shanmugalingam [41] she first proves Lemma 4.10, and this later proof carries over verbatim to the noncomplete case. However, if u ∈ N 1,p 0 (Ω), we do not see how one can conclude that supp ϕ k˙ Ω, where ϕ k is given in the statement of Lemma 4.10. This fact is the main purpose of Lemma 4.10 and it is used in the subsequent proof of Theorem 4.8.
The following result is true.
Proposition 4.2. It is true that
To prove this proposition we need a lemma which will also be useful to us later.
(Ω) have bounded support and let ε > 0. Then there is a function ψ ∈ Lip b (X) and a set E such that E ⊂ {x : dist(x, Ω) < ε}, µ(E) < ε, ψ = u in X \ E and ψ − u N 1,p (X) < ε.
Note in particular that
Proof. Assume first that 0 ≤ u ≤ 1.
Let A be the set of non-Lebesgue points of u, which has measure 0, see, e.g., Heinonen [21] , Theorem 1.8. Since u = 0 outside of Ω we get immediately that A ⊂ Ω.
Let τ > 0. In the construction given in the proof of Theorem 2.12 in Shanmugalingam [41] , one find a set E τ such that
and a Cτ -Lipschitz function u τ on X \E τ . It is observed that u τ = u on X \(E τ ∪A).
In the proof in [41] one then extends u τ as a Cτ -Lipschitz function on X. There are several ways to do this, but we here prefer to choose this extension to be the minimal nonnegative Cτ -Lipschitz extension to X. It is thus given by (we abuse notation and call also the extension u τ )
It follows that u τ (x) = 0 when dist(x, Ω) ≥ 1/Cτ .
Choose now τ so large that µ(E τ ) < ε, 1/Cτ < ε, and u τ − u N 1,p (X) < ε. Letting ψ = u τ and
gives the desired conclusion in the case when 0 ≤ u ≤ 1, and hence also in the case when u is nonnegative and bounded.
Let next u be arbitrary. By Lemma 4.9 in [41] we can find k > 0 such that µ({x : |u(x)| > k}) < ε and u − u k N 1,p (X) < ε, where u k = max{min{u, k}, −k}. Applying this lemma to (u k )± we find functions ψ± ∈ Lip b (Ω) and sets 
Proof. By Lemma 2.14 in Shanmugalingam [41] we can find u ∈ N 
are clear. Let ϕ ∈ Lip 0 (Ω) and ε > 0. By approximating as in Lemma 2.14 in Shanmugalingam [41] we find a function ψ ∈ Lip 0 (Ω) with bounded support and such that ϕ − ψ N 1,p (X) < ε. Let
and Ω = {x : dist(x, supp ϕ) < ε}. By Lemma 4.4 we find a Lipschitz function ψ such that ψ − ϕ N 1,p (X) < ε and supp ψ ⊂ {x :
Sobolev-Poincaré inequalities
In this section we introduce certain Sobolev-Poincaré inequalities which will be crucial in what follows. A result of Haj lasz-Koskela [17] (see also Haj lasz-Koskela [18] ) shows that in a doubling measure space a weak (1, p)-Poincaré inequality implies a Sobolev-Poincaré inequality. More precisely, there exists a constant C > 0 only depending on p, C µ and the constants in the weak Poincaré inequality, such that
where κ = s/(s − p) if 1 < p < s and κ = 2 if p ≥ s, for all balls B(z, r) ⊂ X, for all integrable functions f on B(z, r) and for minimal p-weak upper gradients g f of f . We will also need an inequality for Newtonian functions with zero boundary values. If f ∈ N 1,p 0 (B(z, r)), then there exists a constant C > 0 only depending on p, C µ and the constants in the weak Poincaré inequality, such that
for every ball B(z, r) with r ≤ 1 3 diam X. For this result we refer to KinnunenShanmugalingam [31] , equation (2.6). In [31] it was assumed that the space supports a weak (1, q)-Poincaré inequality for some q with 1 < q < p. However, the assumption is not used in the proof of (5.2).
Quasi(super)minimizers
This section is devoted to quasiminimizers, and in particular to quasisuperminimizers. We prove the equivalence of different definitions for quasisuperminimizers.
Observe that since X is not assumed to be proper, it is not enough to require that for every x ∈ Ω there is an r > 0 such that f ∈ N 1,p (B(x, r)). The surrounding space X plays no role when defining the space N 1,p (Ω); just let X = Ω in Definition 3.3 and take (p-weak) upper gradients with respect to Ω. On the contrary, the space N A function is a Q-quasiminimizer in Ω if and only if it is both a Q-quasisubminimizer and a Q-quasisuperminimizer in Ω (this is most easily seen by writing ϕ = ϕ + − ϕ − and using (d) below).
When Q = 1, we drop "quasi" from the notation and say, e.g., that a minimizer is a 1-quasiminimizer.
(e) For all nonnegative ϕ ∈ N 1,p (Ω) with supp ϕ˙ Ω we have (Observe that when X is complete it is equivalent to just require that Ω 1 ⊂ Ω 2 ⊂ ... ⊂ Ω and Ω = ∞ j=1 Ω j , it then follows by compactness that if Ω Ω then there is Ω j ⊃ Ω .) (4) On R n it is known that a function u is a superminimizer in an open set Ω if and only if for every x ∈ Ω there is r > 0 such that u is a superminimizer in B(x, r); this is sometimes called the sheaf property. To prove the nontrivial implication one uses the p-Laplace equation together with partition of unity; the same can be done for Cheeger superminimizers in complete doubling metric spaces supporting a Poincaré inequality (see J. Björn [9] ).
For our superminimizers defined using upper gradients we do not have a corresponding differential equation (and cannot use a partition of unity argument). It is therefore unknown if the sheaf property holds for our superminimizers, even if we restrict ourselves to complete metric spaces. Quasisuperminimizers do not form sheaves even in R n (in fact not even on R).
When X is complete this is equivalent to our definition, see A. Björn [2] . (Moreover, this definition was used by Ziemer [43] in R n , but he was no doubt aware of the equivalence in this case.) In noncomplete metric spaces we have been unable to show that quasisuperminimizers are strong quasisuperminimizers. For the purposes of this paper our weaker assumption is enough, but it could happen that for some other results about quasisuperminimizers (e.g. in the theory of boundary regularity, see [8] ) the right condition is to require the functions involved to be strong quasisuperminimizers. For strong quasisuperminimizers the property described in (3) above does not hold, unless the definitions indeed are equivalent: Let u be a quasisuperminimizer in Ω which is not a strong quasisuperminimizer. Let further
where y ∈ X is some fixed point. Then u is a strong quasisuperminimizer in Ω j for every j. Hence, with the definitions of quasiminimizers used in J. Björn [8] and Kinnunen-Shanmugalingam [31] it is not clear whether the consequence in (3) holds. However, in complete spaces the definitions coincide by Proposition 3.1 in A. Björn [2] .
Proof. (a) ⇒ (c) (This is similar to the proof of Lemma 3.2 in Kinnunen-Martio [29] .) Let ε > 0. By the regularity of the measure we can find an open set Ω such that E ⊂ Ω ˙ Ω and
Letting ε → 0 completes the proof of this implication. 
Let A = {x : ψ(x) = 0}. Since g u = g u+ψ µ-a.e. outside of A and supp ψ˙ Ω we find that
Since A\Ω g p u+ϕ dµ → 0, as ε → 0, we obtain the required estimate. (a) ⇒ (b) Since g u = g u+ϕ µ-a.e. on ∂Ω , we get Letting Ω := {x : dist(x, supp ϕ) < δ} we have
Letting ε → 0 completes the proof of this implication.
The following lemma is a crucial fact about quasisuperminimizers.
Lemma 6.4. Let u j be a Q j -quasisuperminimizer, j = 1, 2. Then min{u 1 , u 2 } is a
This is proved in Kinnunen-Martio [29] , Lemmas 3.6, 3.7 and Corollary 3.8, in the complete case. Their proofs also hold in the noncomplete case.
Caccioppoli inequalities
In this section Caccioppoli inequalities are proved, and in particular the logarithmic Caccioppoli inequality is studied. We start with an estimate for quasisubminimizers. Proposition 7.1. Let u ≥ 0 be a Q-quasisubminimizer in Ω. Then for all nonnegative η ∈ Lip b (Ω),
where C only depends on p and Q.
This estimate was proved for unweighted R n by Tolksdorf [42] , Theorem 1.4, and for complete metric spaces in A. Björn [4] , Theorem 4.1. The proof given in [4] (which was an easy adaptation of Tolksdorf's proof) applies also to the noncomplete case.
Proposition 7.2. Let u ≥ 0 be a Q-quasisubminimizer in Ω and α ≥ 0. Then for all nonnegative η ∈ Lip b (Ω),
Proof. By Lemma 6.4, (u − t 1/α ) + is also a Q-quasisubminimizer. Using Proposition 7.1 we see that
The constant C is the same as in Proposition 7.1. A better estimate in the last step will give a better estimate of C, and in particular it is possible to show that C → 0, as α → ∞, if we allow C to depend also on α. Proposition 7.3. Let u > 0 be a Q-quasisuperminimizer in Ω and α > 0. Then for all nonnegative η ∈ Lip b (Ω),
In fact the constant C is the constant in Proposition 7.1.
Proof. Let first M > 0 be arbitrary and v = (M −u) + . Then v is a Q-quasisubminimizer, by Lemma 6.4, and
By Proposition 7.1 (with C being the constant from there), we get
We thus get
For superminimizers Proposition 7.3 can be improved. ,
This result was proved in Kinnunen-Martio [30] , Lemma 3.1, using a suitable test function and a convexity argument. Unfortunately, it does not seem possible to adapt their proof to quasisuperminimizers. In [30] the space was supposed to be complete, however, the proof can be easily modified in the noncomplete case. (Kinnunen-Martio had at their disposal regularity results saying that u is locally bounded away from 0; which may have been used implicitly in their proof. To clarify this point we note that using their argument we can obtain the corresponding inequality for u δ := u + δ for all δ > 0, and from this the inequality for u is easily obtained using Fatou's lemma.)
For subminimizers Proposition 7.2 can be improved.
Proposition 7.5. Suppose u ≥ 0 is a subminimizer in Ω and let α > 0. Then for all nonnegative η ∈ Lip b (Ω),
In Marola [35] , this was proved under four additional assumptions, that X is complete, that u is locally bounded, that ess inf Ω u > 0 and that 0 ≤ η ≤ 1. The latter two are easy to remove by a limiting argument and a scaling, respectively. Moreover, the proof in [35] can be easily modified in the noncomplete case.
As for local boundedness, we show in Corollary 8.3 that every quasisubminimizer is locally bounded above, so assuming that u is locally bounded is no extra assumption. Note that we will not use Proposition 7.5 to obtain Corollary 8.3 (nor any other result in this paper). Here we just wanted to quote Proposition 7.5, as it may be of independent interest.
The following lemma is the logarithmic Caccioppoli inequality for superminimizers and it will play a crucial role in the proof of Harnack's inequality using Moser's method. We have not been able to prove a similar estimate for quasisuperminimizers. Proposition 7.6 was originally proved in Kinnunen-Martio [30] . Proposition 7.6. Suppose that u > 0 is a superminimizer in Ω which is locally bounded away from 0. Let v = log u. Then v ∈ N 1,p loc (Ω) and g v = g u /u µ-a.e. in Ω. Furthermore, for every ball B(z, r) with B(z, 2r) ⊂ Ω we have
The assumption that u is locally bounded away from 0 can actually be omitted, since this follows from Theorem 9.2, for the proof of which we however need this lemma in its present form.
Since we work in a possibly noncomplete metric space, there are really two possibilities for what "locally" may mean; either that for every x ∈ Ω there is a ball B(x, r) ⊂ Ω, such that u is bounded in B(x, r), or for every open set G˙ Ω, u is bounded in G (or equivalently every set G˙ Ω). For us the latter definition will be preferable.
We say that u is locally bounded in an open set Ω, if it is bounded in every open set G˙ Ω; locally bounded above and below are defined similarly.
Note also that the definition of locally here is in accordance with the definition of locally in N 1,p loc given in Section 6. Proof. Let B(z, r) be a ball such that B(z, 2r) ⊂ Ω. As v is bounded below in
in Ω. We obtain the reverse inequality if we set u = exp v, hence , 2r) ) so that 0 ≤ η ≤ 1, η = 1 on B(z, r) and g η ≤ 2/r. If we choose α = p − 1 in Proposition 7.4 we have
where C = (p/(p − 1)) p . From this and the doubling property of µ we obtain
where C is as in the statement of the lemma.
It is noteworthy that the lemma can be proved without applying Proposition 7.4. Namely, we obtain the desired result by choosing ϕ in the definition of superminimizers as ϕ = η p u 1−p and using a convexity argument as in the proof of Lemma 3.1 in Kinnunen-Martio [30] .
Let us also note that in fact we have not used the Poincaré inequality to obtain any of the Caccioppoli inequalities in this section, with one exception. In order not to require that u is locally bounded in Proposition 7.5 we need to use Corollary 8.3. So if we add the assumption in Proposition 7.5 that u is locally bounded, then all the results in this section hold without assuming a Poincaré inequality.
Note also that our argument for obtaining Proposition 7.6 without the assumption that u is locally bounded away from 0 does require the Poincaré inequality.
Weak Harnack inequalities
In this section we prove weak Harnack inequalities for Q-quasisubminimizers (Theorem 8.2) and Q-quasisuperminimizers (Theorem 8.5).
We start with a technical lemma. 
where θ < 1, A and α are nonnegative constants. Then
for all a ≤ ρ < R ≤ b, where C only depends on α and θ.
We refer to Giaquinta [13] , Lemma 3.1, p. 161, for the proof. This lemma says that, under certain assumptions, we can get rid of the term θϕ(s).
The Moser iteration technique yields that nonnegative Q-quasisubminimizers
where C only depends on p, q, Q, C µ and the constants in the weak Poincaré inequality.
Corollary 8.3. Let u be a quasisubminimizer in Ω, then u is essentially locally bounded from above in Ω. Similarly any quasisuperminimizer in Ω is essentially locally bounded from below in Ω.
Recall that we defined what is meant by locally bounded right after stating Proposition 7.6.
Proof. By Lemma 6.4, u + is a nonnegative quasisubminimizer. Let G˙ Ω and let δ = 1 3 dist(G, X \ Ω). Using that X is a doubling space we can find a finite cover of G by balls B j = B(x j , δ), x j ∈ G. By Theorem 8.2, ess sup
Since the cover is finite we see that ess sup G u < ∞.
Proof of Theorem 8.2. First assume that r ≤ 1 6 diam X (which, of course, is immediate if X is unbounded).
Second we assume that q ≥ p.
where τ := p + t − 1. Then we have
Using the doubling property of µ we have (remember that
Hence, we obtain
This estimate holds for all τ ≥ p. We use it with τ = qκ l to obtain
By iterating we obtain the desired estimate ess sup
The theorem is proved for q ≥ p and r ≤ 1 6 diam X. By the doubling property of the measure and (2.1), it is easy to see that (8.4) can be reformulated in a bit different manner. Namely, if 0 ≤ ρ <r ≤ 2r, then ess sup If 0 < q < p we want to prove that ess sup
, when 0 ≤ ρ < 2r < ∞. Now suppose that 0 < q < p and let 0 ≤ ρ <r ≤ 2r. We choose q = p in (8.5), then ess sup
By Young's inequality ess sup
where the doubling property (2.1) was used to obtain the last inequality. We need to get rid of the first term on the right-hand side. By Lemma 8.1 (let ϕ(t) = ess sup B(z,t) u) we have ess sup
for all 0 ≤ ρ < 2r. If we set ρ = r, we obtain (8.3) for every 0 < q < p and the proof is complete for the case when r ≤ u.
Using the doubling property and the fact that B(z , 2r ) ⊂ B(z, 2r) ⊂ X = B(z , 12r ) we find that ess sup
, which makes the proof complete.
Remark 8.4. The quasi(sub)minimizing property (6.1) is not needed in the proof of Theorem 8.2. As our proof shows, it is enough to have a Caccioppoli inequality like in Proposition 7.2.
Next we present a certain reverse Hölder inequality for Q-quasisuperminimizers.
Theorem 8.5. Suppose that u is a nonnegative Q-quasisuperminimizer in Ω. Then for every ball B(z, r) with B(z, 2r) ⊂ Ω and any q > 0 we have ess inf 6) where C only depends on p, q, Q, C µ and the constants in the weak Poincaré inequality.
Using the doubling property of µ we have (notice that
This estimate holds for all τ > 0. We use it with τ = qκ l to obtain
By iterating as in the proof of Theorem 8.2, we obtain the desired estimate ess inf
The proof is complete for u > 0.
If u is a nonnegative Q-quasisuperminimizer in Ω, it is evident that also u + β is for all constants β > 0. Hence we may apply (8.6 ) to obtain ess inf
for all β > 0, where the constant C is independent of β. Letting β → 0+ completes the proof. 
Harnack's inequality for minimizers
We stress that the results in this section are valid only for (super)minimizers of the p-Dirichlet integral.
A locally integrable function u in Ω is said to belong to BMO(Ω) if the inequality
holds for all balls B ⊂ Ω. The smallest bound C for which (9.1) is satisfied is said to be the "BMO-norm" of u in this space, and is denoted by u BMO(Ω) . We will need the following result.
Theorem 9.1. Let u ∈ BMO(B(x, 2r)) and let q = 1/6C µ u BMO(B(x,2r)) , then
This theorem was proved in Buckley [10] , Theorem 2.2. The proof is related to the proof of the John-Nirenberg inequality, and in fact this theorem can be obtained as a rather straightforward corollary of the John-Nirenberg inequality.
For the formulation of the John-Nirenberg inequality and proofs of it valid in doubling metric spaces we refer to [10] and the appendix in Mateu-Mattila-NicolauOrobitg [36] . Now we are ready to provide the proof for the weak Harnack inequality. A sharp version of the following theorem is proved in Kinnunen-Martio [30] , under the additional assumption that the space is complete. Here λ is the dilation constant in the weak Poincaré inequality.
Proof. Let u > 0 be bounded away from 0. By Theorem 8.5 we have ess inf
To complete the proof, we have to show that
for some q > 0. Write v = log u. We want to show that v ∈ BMO(B(z, 4r)). Let B(x, r ) ⊂ B(z, 4r) and let r = min{8r, r }. It is easy to see that B(x, r ) = B(x, r ) (recall that in metric spaces balls may not have unique centre or radius). It is also easy to see that
By the weak (1, p)-Poincaré inequality and Proposition 7.6 we have
where C only depends on p, C µ and the constants in the weak Poincaré inequality. Thus v BMO(B(z,4r)) ≤ C . Let now q = 1/6C C µ . By Theorem 9.1,
from which the claim follows for u bounded away from 0. If u is an arbitrary nonnegative superminimizer, then clearly u β := u + β ≥ β is a superminimizer for all constants β > 0. Hence we may apply (9.2) to u β . Letting β → 0+ and using Fatou's lemma completes the proof.
From this we easily obtain Harnack's inequality. Here λ is the dilation constant in the weak Poincaré inequality.
Proof. Combine Theorems 8.2 and 9.2.
From Harnack's inequality it follows that minimizers are locally Hölder continuous (after modification on a set of measure zero) and satisfy the strong maximum principle, see, e.g., Giusti [16] . Furthermore, we obtain Liouville's theorem as a corollary of Harnack's inequality. By definition, a p-harmonic function is a continuous minimizer.
Proof. Let v = u − inf X u. For x ∈ X we thus get,
Thus v ≡ 0, and u is constant.
10. The need for λ in Theorems 9.2 and 9.3
It may seem that a better proof could eliminate the need for λ in Theorem 9.2 and consequently also in Theorem 9.3, in particular after noting that no λ is needed in Theorems 8.2 and 8.5. However, λ is really essential in Theorems 9.2 and 9.3.
, equipped with Euclidean distance and the restriction of Lebesgue measure, which is doubling. By, e.g., Theorem 4 in Keith [23] (which also holds for α = 0), X M supports a weak (1, 1)-Poincaré inequality.
Let us fix M ≥ 2 and let X = X M . Let next Ω = (−M, M ) 2 ∩ X (which is disconnected) and
Since g u ≡ 0 (in Ω) we see that u is p-harmonic in Ω (for all p). Let further B = B((0, 0), 2) (as a ball in X). Then Note that in this example X is complete. However, Ω was disconnected. We next make a modification of Ω to obtain a connected counterexample as well.
Let
, where 0 < ε < 1 and the balls are taken within X. Note that Ω ε is a connected subset of X. Let next f ε (x, y) = min{y + , 1} on ∂Ω ε and let u ε be the solution to the Dirichlet problem with boundary values f ε on ∂Ω ε for p = 2, i.e. the 2-harmonic function which takes the boundary values q.e. (see, e.g., Björn-Björn-Shanmugalingam [6] ).
The harmonic measure of ∂Ω \ ∂Ω ε with respect to Ω tends to 0. Hence u ε → u uniformly on B, which shows that the constant 20λ cannot be replaced by 1 2 M in Theorems 9.2 and 9.3, even if Ω is required to be connected.
We know that X 1 supports a weak Poincaré inequality with some dilation constant λ 1 . By applying the affine map (x, y) → (M x, y) it is easy to see that X M satisfies a weak Poincaré inequality with dilation constant M λ 1 . This shows that the constant 20λ in Theorems 9.2 and 9.3 has the right growth.
This example also shows that the dilation constant from the Poincaré inequality (called τ in [31] ) needs to be inserted in the condition on the balls B(z, R) in Corollary 7.3 in Kinnunen-Shanmugalingam [31] . The authors [32] have communicated that the first result in need of a slight modification in [31] is Theorem 5.2. Several of the results in the following sections need similar treatment.
The results and proofs of [31] have been referred to in several papers. It should be observed that all the qualitative results in [31] , as well as in the papers depending on it, are not affected by this inadvertence. However, there are certain quantitative statements in Kinnunen-Martio [28] , [29] and A. Björn [3] that need to be modified in a similar fashion.
Noncomplete spaces
In this section we provide examples of noncomplete metric spaces with a doubling measure and supporting a weak Poincaré inequality. We also give some motivation for why one should study potential theory on noncomplete spaces, but let us start with the examples.
Example 11.1. Let E ⊂ R n and let X = R n \E equipped with Euclidean distance and the restriction µ of Lebesgue measure. If C p (E) = 0 (as a subspace of R n ), then µ will be doubling and X will support a strong (1, p)-Poincaré inequality (with λ = 1 in Definition 3.5), which follows from the fact that the set of curves on R n going through E has zero p-modulus. Unless E = ∅, X is noncomplete and nonproper.
More interesting is to take E with C p (E) > 0, but then it depends on E whether X supports a Poincaré inequality or not. Observe that if p > n even singletons have positive capacity. If E is a closed set of zero Lebesgue measure then X satisfies a (1, p)-Poincaré inequality if and only if E is removable for W 1,p , see Theorem C in Koskela [33] . Below we give an example of a set E with positive Lebesgue measure such that X supports a Poincaré inequality.
Similarly one can remove sets from other metric spaces and sort of perforate the space.
Example 11.2. Let X = R 2 \ [0, 1] 2 equipped with Euclidean distance and the restriction of Lebesgue measure. By, e.g., Theorem 4 in Keith [23] (which also holds for α = 0), X supports a weak (1, 1)-Poincaré inequality. Note that a weak (1, 1)-Poincaré inequality implies a weak (1, p)-Poincaré inequality for every p > 1. Moreover, observe that C p (X \ X) > 0, where the closure is taken with respect to R 2 . One can of course also remove an additional set of capacity zero and still preserve the Poincaré inequality.
Assume that X is a noncomplete metric space with a doubling measure µ and supporting a weak (1, p)-Poincaré inequality. The space X can be completed to X and if we extend the measure toμ so thatμ(E) = µ(E ∩ X), then alsoμ is doubling. Furthermore, X supports a weak (1, p)-Poincaré inequality, since if g is an upper gradient of u on X, then g| X is an upper gradient of u| X on X. Let now Ω ⊂ X be open and assume, for simplicity, that there is an open set Ω ⊂ X such that Ω| X = Ω. Then ∂ b X Ω consists of two parts one being ∂ X Ω and the other lying completely in X \ X. When we consider the original boundary value problem on Ω, we have only prescribed boundary data on ∂ X Ω. Note however, that since, in general, not all upper gradients g of a function u are restrictions of upper gradients on X for extensions of u, the (quasi)minimization problem under consideration in Ω is not (in general) equivalent to the corresponding (quasi)minimization problem on X.
(Nonlinear) potential theory on metric spaces has so far mainly been studying under three assumptions: the space has been assumed to be complete with a doubling measure supporting a Poincaré inequality. All three assumptions have been used in the theory but perhaps none of them in a really fundamental way. It would be interesting to better understand which are the requirements necessary for a fruitful potential theory. The Poincaré inequality is used to gain control of the function from its upper gradients, some such control seems necessary, but the Poincaré inequality is hardly necessary. At least for many problems a local doubling condition and a local Poincaré inequality should suffice. The role of the completeness is less clear, perhaps it is not essential in the theory, at least not for parts of the theory as shown in Kinnunen-Shanmugalingam [31] , J. Björn [8] and the present paper. (These papers are as far as we know the only papers dealing with potential theory on noncomplete (nonlocally compact) spaces in the literature.)
A particular interest in the noncomplete case is when studying boundary regularity for the Dirichlet problem with continuous boundary values on bounded domains. In noncomplete spaces the three classes of continuous, bounded continuous and uniformly continuous boundary values do not coincide as they do in complete spaces. It should be of interest to see what role this distinction plays in the theory.
