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DYNAMICS OF THE SCHRÖDINGER-LANGEVIN EQUATION
QUENTIN CHAULEUR
Abstract. We consider the nonlinear Schrödinger-Langevin equation for both signs of the log-
arithmic nonlinearity. We explicitly compute the dynamics of Gaussian solutions for large times,
which is obtained through the study of a particular nonlinear differential equation of order 2.
We then give the asymptotic behavior of general energy weak solutions under some regularity
assumptions. Some numerical simulations are performed in order to corroborate the theoretical
results.
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1. Introduction
We consider the following nonlinear Schrödinger equation:
(1.1) i∂tψ +
1
2
∆ψ = λψ log(|ψ|2) + 1
2i
µψ log
(
ψ
ψ∗
)
,
with ψ(0, x) = ψ0(x), x ∈ Rd, t ∈ R, µ > 0 and λ ∈ R∗. This equation first appears in Nassar’s
paper [26] as a possible way to give a stochastic interpretation of quantum mechanics in the context
of Bohmian mechanics. It had a recent renewed interest in the physics community, in particular in
quantum mechanics in order to describe the continuous measurement of the position of a quantum
particle (see for example [27], [29] or [25]) and in cosmology and statistical mechanics (see [12], [13]
or [14]). Note that in its physical interpretation, λ = 2kBT/~ corresponds to a quantum friction
coefficient, so both positive and negative signs could be of interest (kB and ~ denotes respectively
the Boltzmann and the normalized Planck constant, and T is an effective temperature), unlike the
real friction coefficient µ which is taken positive (see [12]).
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2 QUENTIN CHAULEUR
The nonlinear potential 12i log (ψ/ψ
∗), which could be seen as the argument of the wave function
ψ, is not defined when ψ is equal to zero. In order to circumvent this difficulty, we will rather
consider the fluid formulation of equation (1.1). Plugging the Madelung transform ψ = √ρeiS/ε, or
in a more rigorous way the change of unknown functions ρ = |ψ|2 and J = Im(ψ∗∇ψ), we get the
following quantum hydrodynamical system
(1.2a)
(1.2b)

∂tρ+ divJ = 0
∂tJ + div
(
J ⊗ J
ρ
)
+ λ∇ρ+ µJ = 1
2
ρ∇
(
∆
√
ρ√
ρ
)
,
where
div
(
J ⊗ J
ρ
)
=
 d∑
j=1
∂
∂xj
(
JiJj
ρ
)
1≤i≤d
denoting J = (Ji)1≤i≤d. We note that the last nonlinear term of equation (1.2b), usually called the
Bohm potential, could also be expressed as
(1.3)
1
2
ρ∇
(
∆
√
ρ√
ρ
)
=
1
4
∆∇ρ− div(∇√ρ⊗∇√ρ)
under some regularity assumptions, and its study is at the heart of the Bohmian dynamics theory
(see [17], [19] and [28]).
Equations (1.2a)-(1.2b) stand as an isothermal fluid system with an additional dissipation term.
In [8], the study of the isothermal Euler-Korteweg in the case λ > 0 and µ = 0 reveals an asymptotic
vanishing Gaussian profile for every rescaled global weak solution with well-prepared initial data.
This property, rather unusual in the hydrodynamic setting, is a direct consequence of the link with
the defocusing logarithmic Schrödinger equation [9], namely
(1.4) i∂tψ +
1
2
∆ψ = λψ log(|ψ|2).
On the contrary, in the focusing case (which is way more studied in the mathematical literature,
see [11] or [3]), the existence and stability of periodic non-dispersive solutions, called solitons, is
proved and well-understood. The existence of shape-moving periodic solutions, called breathers, is
also known [18], but no stability results has yet been proved. Let us finally note that the potential
energy of this equation,
λ
∫
Rd
|ψ|2 log |ψ|2,
has no definite sign regardless of the sign of λ, so the focusing or defocusing behavior of its solutions
may not be clear at first glance.
The question of the existence of solutions to this kind of quantum system is already dealt with
in the case of barotropic pressure of the form P (ρ) = λργ in [2], where γ > 1. However, the proof
is based on the link with the power-like Schrödinger equation
(1.5) i∂tψ +
1
2
∆ψ = λψ|ψ|γ−1
and the use of Strichartz estimates which do not seem to be helpful for the logarithmic nonlinearity.
The global existence of weak solutions of equations (1.2a)-(1.2b) will be the aim of a forthcoming
paper. We will concentrate here on the study of the large-time behavior of solutions.
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This paper is organized as follows. In Section 2, we provide energy estimates, assumptions about
existence and regularity of solutions of equations (1.2a)-(1.2b), and we state the main results of this
paper. In Section 3, we explicitly compute the behavior of Gaussian solutions of (1.1) for both the
focusing (λ < 0) and the defocusing (λ > 0) case, which will be crucial to the study of the universal
dynamics of our solutions. In Section 4 we prove the theorems stated in Section 2. Section 5 is
devoted to the simulation of numerical trajectories of solutions of (1.1), in order to illustrate our
results and comfort our initial assumptions.
2. First properties and main results
Equation (1.2a) formally induces some mass conservation for all t ≥ 0:
(2.1) ‖ρ(t)‖L1(Rd) = ‖ρ0‖L1(Rd)
Note that system (1.2a)-(1.2b) can also be written in terms of unknown function u = J/ρ, which
is more convenient in order to express the following energy estimate, which holds for all t ≥ 0:
(2.2) E(t) + µ
∫ t
0
D(s)ds ≤ E0,
where
E(t) = E(ρ, u) = Ec(t) + Ep(t),(2.3)
Ec(t) =
1
2
∫
Rd
ρ|u|2dx,(2.4)
Ep(t) =
∫
Rd
(
1
2
|∇√ρ|2 + λρ log ρ
)
dx,(2.5)
D(s) = D(ρ, u) =
∫
Rd
ρ|u|2dx = 2Ec(s),(2.6)
and E0 := E(0). We note that equation (1.1) has a conserved L2-norm but a dissipated energy,
which is a typical feature in the context of fluid dynamics but a quite unusual one in the framework
of nonlinear Schrödinger equations. In particular, for the focusing case λ < 0, the dissipation
term in estimate (2.2) implies that Ec ∈ L1(R). In fact, this is a direct consequence of the mass
conservation (2.1) and the logarithmic Sobolev inequality
(2.7)
∫
ρ log ρ ≤ α
2
pi
‖∇√ρ‖2L2 + (log ‖ρ‖L1 − d (1 + logα)) ‖ρ‖L1
which holds for any α > 0 and for any function ρ ∈W 1,1(Rd)\ {0} (for a proof of this inequality we
refer to [23]). Note that Ec ∈ L1(R) still holds in the defocusing case λ > 0 under some regularity
assumptions (see Remark 2.9 below).
A first consequence of this important property is that the center of mass of every solution converges,
which could be seen through the formal integration by part of equation (1.2b) (using the alternative
formulation of the Bohm potential (1.3)),
d
dt
(∫
Rd
ρ(t, x)u(t, x)dx
)
=
∫
Rd
∂t(ρ(t, x)u(t, x))dx = −µ
∫
Rd
ρ(t, x)u(t, x)dx,
and of equation (1.2a),
d
dt
(∫
Rd
xρ(t, x)dx
)
=
∫
Rd
x∂tρ(t, x)dx = −
∫
Rd
ρ(t, x)u(t, x)dx = −e−µt
∫
Rd
ρ0(x)u0(x)dx,
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so finally
(2.8)
∫
Rd
xρ(t, x)dx →
t→+∞
∫
Rd
xρ0(x)dx− 1
µ
∫
Rd
ρ0(x)u0(x)dx.
As for the logarithmic Schrödinger equation, an important feature of (1.1) is that the evolution
of initial Gaussian data remains Gaussian (see [7] and [9]). In order to shorten the calculations,
we may consider centered Gaussian initial data (cf Remark 3.6 for the behavior of moving-center
Gaussian). The following asymptotic result for Gaussian functions will be a crucial guide for the
general case, and its proof will be the aim of Section 3.
Theorem 2.1. (Gaussian behavior).
Let λ ∈ R∗, and consider the initial data
ψ0(t, x) = b0 exp
−1
2
d∑
j=1
a0jx
2
j

with b0, a0j ∈ C, α0j = Re a0j > 0. Then the solution ψ to (1.1) is given by
ψ(t, x) = b0
d∏
j=1
1√
rj(t)
exp
(
iφj(t)− α0j
x2j
2r2j (t)
+ i
r˙j(t)
rj(t)
x2j
2
)
for some real-valued functions φj, rj depending only on time, such that, as t→∞,
• if λ < 0,
rj(t)→
√
α0j
−2λ and r˙j(t)→ 0,
so the Gaussian solution ψ tends to a universal Gaussian profile, namely
|ψ(t, x)| −→
t→+∞ Ce
λ|x|2 for all x ∈ Rd,
where C = C(λ, α0, b0, d) > 0 denotes a generic constant depending only on λ, ‖ψ0‖L2(Rd)
and the dimension d,
• and if λ > 0, for large t,
r(t) ∼ 2
√
λα0
µ
t and r˙(t) ∼
√
λα0
µt
,
so that
‖ψ(t)‖L∞ = Cˆt−d/4 and ‖∇ψ(t)‖L2 ∼ C˜ 1√
t
.
where Cˆ = Cˆ(α0, b0, µ, λ, d) and C˜ = C˜(α0, b0, µ, λ, d) > 0 denote two generic constants
depending only on λ, µ, the initial conditions and the dimension d.
We now give the notion of weak solution we will use throughout this paper. Following [2], we
express:
Definition 2.2. We say that (ρ, J) is an energy weak solution of system (1.2a)-(1.2b) in [0, T [×
Rd with initial data (ρ0, J0) ∈ L1(Rd) × L1(Rd), if there exists locally integrable functions √ρ, Λ
such that, by defining ρ := √ρ2 and J = √ρΛ, the following holds:
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(i) The global regularity:
√
ρ ∈ L∞([0, T [ ;H1(Rd)), Λ ∈ L2([0, T [ ;L2(Rd)),
with the compatibility condition
√
ρ ≥ 0 a.e. on (0,∞)× Rd, Λ = 0 a.e. on {ρ = 0} .
(ii) For any test function η ∈ C∞0 ([0, T [× Rd),∫ T
0
∫
Rd
(ρ∂tη + J · ∇η)dxdt+
∫
Rd
ρ0η(0)dx = 0,
and for any test function ζ ∈ C∞0 ([0, T [× Rd;Rd),∫ T
0
∫
Rd
(
J · ∂tζ + Λ⊗ Λ : ∇ζ + λρdiv(ζ)− µJ · ζ +∇√ρ⊗∇√ρ : ∇ζ − 1
4
ρ∆divζ
)
dxdt
+
∫
Rd
J0ζ(0)dx = 0.
(iii) (Generalized irrotationality condition) For almost every t ≥ 0,
∇∧ J = 2∇√ρ ∧ Λ
holds in the sense of distributions.
(iv) For almost every t ∈ [0, T ), equation (2.2) holds.
In the focusing case, under some regularity and tightness assumption, we will show that every
energy weak solution tends weakly in L1(Rd) to a universal Gaussian profile of same mass. We
denote
W (Rd) :=
{
ψ ∈ H1(Rd) ∣∣ |ψ|2 log |ψ|2 ∈ L1(Rd)} .
Assumption 2.3. (Regularity in the focusing case).
Let λ < 0 and (ρ0, J0) ∈ L1(Rd)× L1(Rd). We assume there exists an energy weak solution (ρ, J)
of system (1.2a)-(1.2b) with initial data (ρ0, J0) in the sense of Definition 2.2 with the additional
regularity: √
ρ ∈ L∞([0, T [ ;H2(Rd) ∩W (Rd)).
Remark 2.4. The condition (iv) in Definition 2.2 insures the energy (2.3) to be bounded by above,
however the term
∫
ρ log ρ has no definite sign, hence the condition√ρ ∈ L∞([0, T [ ;W (Rd)) ensures
that the energy is bounded from below. The regularity assumption on H2 will be used in the
following in order to perform the limit in equation (1.2b).
Assumption 2.5. (Tightness in the focusing case).
If λ < 0, we assume that every energy weak solution (ρ, J) of system (1.2a)-(1.2b) in the sense of
Definition 2.2 has a bounded moment of order 2, namely
sup
t≥0
∫
Rd
|x|2ρ(t, x)dx <∞.
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Theorem 2.6. (Focusing case).
If λ < 0, under Assumption 2.3 and Assumption 2.5, and assuming ρ0 6= 0, we have
ρ(t, .) ⇀
t→+∞ cλe
λ|x−x∞|2 weakly in L1(Rd),
where cλ := ‖ρ0‖L1(Rd)(−λ/pi)d/2 and x∞ is determined by
(2.9) x∞‖ρ0‖L1(Rd) = lim
t→∞
∫
Rd
xρ(t, x)dx =
∫
Rd
xρ0(x)dx− 1
µ
∫
Rd
ρ0(x)u0(x)dx
using (2.8).
Remark 2.7. Assumption 2.5 deserves a few remarks. First of all, this hypothesis seems to be true
for every energy weak solution, as it holds for every Gaussian solutions (see Remark 3.6), and seems
to be verified through numerical simulations.
Despite probably not being optimal, this hypothesis is crucial in order to show the convergence
of ρ to a universal Gaussian profile. In fact, energy estimate (2.2) prevents oscillations and finite-
time blow-up of the density ρ, however the boundedness of the center of mass
∫
xρ still allows
two symmetric Gaussian functions to symmetrically diverge with respect to the origin at infinity
(although numerics seems to invalidate this kind of scenario).
Let us explain why the method we use in order to bound
∫
xρ fails when it comes to estimate∫ |x|2ρ. As we would like to exploit the crucial property that Ec ∈ L1(R), we try to calculate
d
dt
(∫
Rd
|x|2ρ(t, x)dx
)
=
∫
Rd
xρ(t, x)u(t, x)dx := f(t).
Using equation (1.2b), we get
f ′ + µf = ‖∇√ρ‖2L2(Rd) + ‖
√
ρu‖2L2(Rd) + λd‖ρ0‖L1(Rd) = 2E(t)− 2λ
∫
Rd
ρ log ρ+ λd‖ρ0‖L1(Rd),
which implies that f is bounded using the logarithmic Sobolev inequality (2.7) and the energy
estimate (2.2). Unfortunately, this is insufficient to show that f is integrable.
For the focusing case (λ > 0), we are going to see that we have an analogous result of what holds
for the logarithmic Schrödinger equation. We denote
F(H1)(Rd) := {ψ ∈ L2(Rd) ∣∣ 〈x〉ψ(x) ∈ L2(Rd)} ,
where 〈x〉 = √1 + |x|2.
Assumption 2.8. (Regularity in the defocusing case).
Let λ > 0 and (ρ0, J0) ∈ L1(Rd)× L1(Rd). We assume there exists an energy weak solution (ρ, J)
of system (1.2a)-(1.2b) with initial data (ρ0, J0) in the sense of Definition 2.2 with the additional
regularity:
√
ρ ∈ L∞(R;H1 ∩ F(H1)(Rd)).
Remark 2.9. Note that the above condition ensures that the term
∫
ρ log ρ in the energy (2.3) is
bounded in the defocusing case (cf [9] or below in the proof of Lemma 4.2).
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Theorem 2.10. (Defocusing case).
If λ > 0, under Assumption 2.8, we denote by ρ˜ the scaled function defined by
ρ(t, x) =
1
τ(t)d/2
ρ˜
(
t,
x
τ(t)
)
,
where τ denotes the unique C∞([0,∞)) solution of the differential equation
τ¨ =
2λ
τ
− µτ˙ , τ(0) = 1, τ˙(0) = 0,
which satisfies, as t→ +∞,
τ(t) ∼ 2
√
λt
µ
.
Then
ρ˜(t, .) ⇀
t→+∞ c0e
−|x|2 weakly in L1(Rd),
where c0 := ‖ρ0‖L1(Rd)pi−d/2.
Remark 2.11. (Effect of scaling factors)
We conclude this section with a last property that equation (1.1) shares with the logarithmic
Schrödinger equation (1.4). Unlike the typical power-like nonlinear Schrödinger equation (1.5),
replacing ψ with κψ (κ > 0) in (1.1) has only little effect. In fact, if ψ is solution of (1.1) with
initial datum ψ(0, x) = ψ0, then the purely time-dependent gauge transform
κψ exp
(
i
λ
µ
log |κ|2 (1− e−µt))
is also a solution of (1.1) with initial datum ψ(0, x) = κψ0. In particular, the L2-norm of the initial
datum has no influence on the dynamics of the solution.
3. Gaussian solutions
3.1. Propagation of Gaussian data. The following calculations will be made in dimension d = 1
for reader’s convenience, but they can all be adapted in any dimension d (cf Remark 3.13 at the
end of this section).
We plug into (1.1) Gaussian functions of the form:
(3.1) ψ(t, x) = b(t) exp
(
−1
2
a(t)x2
)
,
so we have the equation
ib˙− 1
2
ia˙bx2 − 1
2
ab+
1
2
a2bx2 = λb log(|b|2)− λbRe(a)x2 − 1
2
iµb log
(
b
b∗
)
− 1
2
µb Im(a)x2.
Equating the constant in x and the factors of x2, we get the following non-linear differential
equations system:
ib˙− 1
2
ab = λb log(|b|2)− 1
2
iµb log
(
b
b∗
)
,(3.2)
ia˙− a2 = 2λRe(a) + µ Im(a).(3.3)
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We first look at equation (3.2) in order to express |b| as a function of a. Multiplying (3.2) by b∗,
we get
ib˙b∗ − 1
2
a|b|2 = λ|b|2 log(|b|2)− 1
2
iµ|b|2 log
(
b
b∗
)
.
As i log(b/b∗) ∈ R, by taking the imaginary part, we obtain
Im
(
ib˙b∗ − a |b|
2
2
)
= 0.
We recall that Re(b˙b∗) = 12
d
dt (|b|2), so we have the differential equation
d
dt
(|b|2) = |b|2 Im(a),
so
(3.4) |b(t)| = |b(0)| exp
(
1
2
ImA(t)
)
with A(t) =
∫ t
0
a(s)ds.
Remark 3.1. We can also express b as a function of a. We then look at b under the form
b(t) = r(t)eiφ(t),
where r(t) = |b(t)|. By plugging this expression into (3.2), we obtain the equation
ir˙ − φ˙r − 1
2
ar = λr log(r2) + µφr.
As r˙/r = 12 Im(a(t)), we have
φ˙+ µφ =
1
2
i Im(a)− 1
2
a− λ log(r2) = 1
2
i Im(a)− 1
2
a− λ log(|b0|2)− λ Im(A).
Thanks to the variation of constant formula, we get φ as the solution of this ordinary differential
equation:
φ(t) = φ0e
µt +
∫ t
0
eµ(t−s)
(
1
2
i Im(a(s))− 1
2
a(s)− λ log(|b0|2)− λ Im(A(s))
)
ds,
and so we get b as a function of a.
We now want to solve equation (3.3) with initial conditions a(0) = α0 + iβ0, with α0 > 0. As
suggested in [9], we denote
a = −i ω˙
ω
,
so we have
ia˙− a2 = ω¨ω − ω˙
2
ω2
+
(
ω˙
ω
)2
= 2λRe
(
−i ω˙
ω
)
+ µ Im
(
−i ω˙
ω
)
,
that gives the equation
ω¨ = 2λω Im
(
ω˙
ω
)
− µωRe
(
ω˙
ω
)
.
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Denoting ω = reiθ, we calculate
ω˙ = r˙eiθ + irθ˙eiθ,
ω¨ = r¨eiθ + 2ir˙θ˙eiθ − rθ˙2eiθ + irθ¨eiθ,
2λω Im
(
ω˙
ω
)
= 2λreiθ Im
(
˙reiθ + irθ˙eiθ
reiθ
)
= 2λrθ˙eiθ,
µωRe
(
ω˙
ω
)
= µreiθ Re
(
r˙eiθ +irθ˙eiθ
reiθ
)
= µr˙eiθ.
Then we get the equation
r¨ + 2irθ˙ − rθ˙2 + irθ¨ = 2λrθ˙ − µr˙.
By taking the real and imaginary part, we get the real system of equations:
r¨ − rθ˙2 = 2λrθ˙ − µr˙(3.5)
rθ¨ + 2r˙θ˙ = 0.(3.6)
We know that
θ˙(0) = α0 and
(
r˙
r
)
(0) = −β0.
We can fix r(0) = 1 so that r˙(0) = −β0. We note that (3.6) gives us the conservation of the
quantity
d
dt
(r2θ˙) = r(2r˙θ˙ + rθ¨) = 0,
so θ˙ = α0/r2. By plugging θ˙ into (3.5), we finally obtain the following equation on r:
r¨ =
α20
r3
+
2λα0
r
− µr˙,(3.7)
with r(0) = 1 and r˙(0) = −β0. By multiplying (3.7) by r˙ and integrating between 0 and t, we get:
(3.8) r˙(t)2 = r˙(0)2 + α20
(
1− 1
r(t)2
)
+ 4λα0 log(r(t))− 2µ
∫ t
0
r˙(s)2ds.
Recalling the expression of a, we get
(3.9) a(t) =
α0
r(t)2
− i r˙(t)
r(t)
,
in particular Re(a) ≥ 0. We note that we have an explicit expression of our Gaussian ψ as function
of r. As we are facing a non-linear equation of order 2, we will now look at the asymptotic behavior
of its solutions for both the defocusing and the focusing case. This will give the asymptotic dynamics
of our Gaussian solutions.
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3.2. Focusing case. We first look at the focusing case which corresponds to λ < 0 in (3.7). The
Cauchy theory ensures the existence of a C2-solution (denoted by r in the following) of (3.7) as long
as r 6= 0. We will show in this section that every Gaussian tends a multiple of the Gaussian limit
eλx
2
.
Lemma 3.2. There exist m, M > 0 such that for all t ≥ 0,
0 < m ≤ r(t) ≤M.
Proof. Using equation (3.8), as
r˙(t)2 +
α20
r(t)2
+ 2µ
∫ t
0
r˙(s)2ds ≥ 0,
we get that
r˙(0)2 + α20 + 4λα0 log(r(t)) ≥ 0.
Then
log(r(t)) ≤ r˙(0)
2 + α20
−4λα0
as λ < 0, so r(t) ≤M := exp(−(r˙(0)2 + α20)/4λα0). In order to get a lower bound, we remark that
equation (3.8) also gives
r˙(0)2 + α20 + 4λα0 log(r(t)) ≥ 2µ
∫ t
0
r˙(s)2ds.
Case 1: r˙(0) 6= 0.
Then for t0 > 0 fixed (that could be taken as small as we want), continuity of r˙ implies that there
exists ct0 > 0 such that 2µ
∫ t
0
r˙(s)2ds ≥ ct0 for all t ≥ t0. Using again equation (3.8), we have that
r˙(0)2 + α20 + 4λα0 log(r(t)) ≥
α20
r(t)2
,
so, for all t ≥ t0,
r(t) ≥ α
2
0√
r˙(0)2 + α20 + 4λα0 log(r(t))
≥ α0√
ct0
.
We can now choose t0 such that for all t ≤ t0, r(t) ≥ 1/2 (as we know that r is continuous and
r(0) = 1), and the result holds by taking m = min(1/2, α0/
√
ct0).
Case 2: r˙(0) = 0.
If for all t ≥ 0, r˙(t) = 0, then r = 1 and the result is obvious. If it exists T > 0 such that r˙(T ) 6= 0,
then a time shift t 7→ t− T in equation (3.7) brings us back to the Case 1. Note that this case will
be the one used as the generic case in the following sections.

Before going for the proof of Proposition 3.4, we recall a lemma from real analysis:
Lemma 3.3. Let f : R+ → R+ be a nonnegative uniformly continuous function, and assume that∫∞
0
f(x)dx <∞. Then f(x)→ 0 as x→ +∞.
Proposition 3.4. We denote by r the C2-solution on [0,+∞[ of equation (3.7) with λ < 0. Then,
as t→ +∞, we have
r(t)→
√
α0
−2λ and r˙(t)→ 0.
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Proof. Still using equation (3.8), as we can remark that
α20
r(t)2
+ 2µ
∫ t
0
r˙(s)2ds ≥ 0,
we get that
r˙(t)2 ≤ r˙(0)2 + α20 + 4λα0 log(r(t)),
and as we know that m ≤ r(t) ≤ M for all t ≥ 0, we also get that r˙ is bounded, as well as r¨
using equation (3.7). So r˙r¨ is also bounded on R+, hence r˙2 is Lipschitz continuous so uniformly
continuous. We assume by contradiction that r˙(t)→0 at +∞, so according to Lemma 3.3 we have∫ t
0
r˙(s)2ds −→
t→+∞ +∞.
By the integral expression (3.8) and as r is bounded and µ > 0 we get that r˙(t)2 → −∞ as t→∞,
which is obviously impossible. So we get that
r˙(t) = r˙(0) +
∫ t
0
r¨(s)ds −→
t→+∞ 0,
so
∫∞
0
r¨(s)ds has a finite limit (in particular, it is uniformly bounded). Multiplying equation (3.7)
by r¨, integrating over [0, t] and using the lower bound of r, we get that∫ t
0
r¨(s)2ds ≤
(
α20
m3
+
2λα0
m
)∫ t
0
r¨(s)ds− µ
2
(r˙(t)2 − r˙(0)2),
so
∫∞
0
r¨(s)2ds <∞. Differentiating equation (3.7), we have
...
r = −3α
2
0r˙
r4
− 2λα0r˙
r2
− µr¨,
so ...r is bounded on R+, and r¨2 is Lipschitz so uniformly continuous. Then by applying Lemma 3.3
we have r¨(t)2 → 0 as t→∞, so r¨ → 0.
We take (tn)n a sequence such that tn → +∞ as n→∞. As r is bounded, there is a subsequence
(not relabeled here for convenience) such that r(tn) → L. We already know that r˙(tn) → 0 and
r¨(tn)→ 0, so by passing in the limit in equation (3.7), we get that
α20
L3
+
2λα0
L
= 0,
and we deduce that L =
√−α0/2λ. As the sequence (r(tn))n has a unique point of accumulation,
by sequential characterisation of continuity we get that
r(t)→
√
α0
−2λ.

Hence
a(t) =
α0
r(t)2
− i r˙(t)
r(t)
−→
t→+∞ −2λ,
so for all x ∈ R we get that
|ψ(t, x)| −→
t→+∞ Ce
λx2 ,
where C = C(λ, α0, β0) > 0 is a constant depending only on the initial conditions and λ.
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Remark 3.5. As we have ‖ψ(t)‖L2(R) = ‖ψ0‖L2(R) for all t ∈ R+, we can make explicit the constant
C(λ, α0, β0) =
4
√−2λ/pi‖ψ0‖L2(R).
Remark 3.6. In order to check the tightness hypothesis in the Gaussian case, we can make the same
calculations for Gaussian functions with moving centers as performed in [8], using the hydrodynam-
ical equations of motion (1.2a)-(1.2b) this time, where ρ denotes the density and u the velocity of
our Gaussian functions. Taking different initial centers leads to considering
ρ(0, x) = b0e
−α0x2 , u(0, x) = β0x+ c0,
for all x ∈ R, with b0, α0 > 0 and β0, c0 ∈ R. We then look at solutions of the form
(3.10) ρ(t, x) = b(t)e−α(t)(x−x(t))
2
, u(t, x) = β(t)x+ c(t),
and plug this ansatz in equations (1.2a)-(1.2b), leading to the system of ordinary differential equa-
tions
(3.11) α˙+ 2αβ = 0, β˙ + β2 + µβ = 2λα+ α2,
(3.12) x˙ = βx+ c, c˙+ βc+ µc = −2λαx− α2x,
(3.13) b˙ = b(α˙x2 + 2αx(x˙− c)− β).
In order to solve this system, mimicking [22] and [8], we can check that the two equations of (3.11)
are satisfied if and only if α and β are of the form
α(t) =
α0
r(t)2
, β(t) =
r˙(t)
r(t)
,
where we recall that r is the solution of equation (3.7) with r(0) = 1 and r˙(0) = β0. Plugging these
expressions into (3.13), we also get that
b(t) =
b0
r(t)
.
We know that ρ is a Gaussian function centered in x, so we get that for all t ≥ 0,∫
R
(x− x(t))ρ(t, x)dx = 0,
hence x(t) =
∫
R xρ(t, x)dx/‖ρ0‖L1(R), and we get from (2.8) that x(t) has a finite limit as t→ +∞.
In particular, we note that the dissipation implies that the center of our Gaussian solutions is
bounded, contrary to the logarithmic case (µ = 0). This stands as an evidence that the Galilean
invariance principle is no longer verified due to the dissipation term (µ > 0). In order to get the
behavior of the second moment of ρ, we calculate:∫
R
x2ρ(t, x)dx =
∫
R
(x− x(t) + x(t))2ρ(t, x)dx
=
∫
R
(x− x(t))2ρ(t, x)dx+ 2x(t)
∫
R
(x− x(t))ρ(t, x)dx+
∫
R
x(t)2ρ(t, x)dx
=
b(t)
2α(t)
+ x(t)2
∫
R
ρ0(x)dx =
b0
2α0
r(t) + x(t)2‖ρ0‖L1(R).
As we know that r and x converges thanks to the previous computations, we get that
∫
R x
2ρ is
uniformly bounded in time, which corroborate Assumption 2.5.
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3.3. Defocusing case. We now look at the defocusing case by taking λ < 0 in (3.7). By calculating
an equivalent of r(t) as t→∞, we will see that every Gaussian vanishes to 0 in L∞-norm in t− 14 (we
recall that d = 1 for the present computations). We will also make explicit the decay of ‖∇ψ(t)‖L2
thanks to an equivalent of r˙.
Lemma 3.7. There exists a constant m > 0 such that ∀t ≥ 0, r(t) ≥ m.
Proof. Let t ≥ 0, and we rewrite the expression (3.8) under the form:
r˙(t)2 +
α20
r(t)2
+ 2µ
∫ t
0
r˙(s)2ds = r˙(0)2 + α20 + 4λα0 log(r(t)) ≥ 0,
so
log(r(t)) ≥ − r˙(0)
2 + α20
4λα0
.
Denoting m = exp
(
− r˙(0)2+α204λα0
)
, we immediately get that ∀t ≥ 0, r(t) ≥ m. 
Lemma 3.8. There exists T0 ≥ 0 such that for all t > T0, r˙(t) > 0.
Proof. We first show the existence of a time T0 such that r˙(T0) ≥ 0. If r˙(0) ≥ 0, the result is trivial.
Otherwise, r˙(0) < 0, and we denote
T0 = inf {t ≥ 0 | r˙(t) ≥ 0} ≤ +∞.
So ∀t ∈ [0, T0], we have
r¨(t) =
α20
r3(t)
+
2λα0
r(t)
− µr˙(t) ≥ α
2
0
r3(t)
+
2λα0
r(t)
.
As r˙ < 0 on [0, T0[, r is decreasing on this interval, so ∀t ∈ [0, T0[,
r¨(t) ≥ α
2
0
r3(0)
+
2λα0
r(0)
> 0.
By integration,
r˙(t) ≥ r˙(0) +
(
α20
r3(0)
+
2λα0
r(0)
)
t.
By linear growth, we deduce that T0 is finite, and that r˙(T0) = 0 by continuity. We remark that
we have the bound
T0 ≤ − r˙(0)
α20 + 2λα0
,
still in the case where r˙(0) < 0 (otherwise T0 = 0).
We are going to show now that ∀t > T0, r˙(t) > 0. We denote
T = inf {t ≥ T0 | r˙(t) ≤ 0} ≤ +∞.
If T = +∞, we immediately get the result. Otherwise, by a continuity argument, r˙(T ) = 0 and
r¨(T ) =
α20
r(T )3
+
2λα0
r(T )
> 0,
so for η small enough, r¨(T − η) > 0, and for ε > 0 small enough, ∀t ∈ ]T − η, T − η + ε[, we have
r¨(t) > 0, so r˙ is increasing on this interval, and in particular r˙(t) > 0. Spreading this argument, we
see that ∀t > T0, r˙(t) > 0. 
Lemma 3.9. r(t)→ +∞ as t→ +∞.
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Proof. According to the previous lemma, we know that t is non-decreasing from a time T0 on, so r
is either diverging to +∞, either converging. We assume by contradiction that there exists ` > 0
(as r ≥ m > 0) such that r(t)→ ` when t→ +∞.
We assume, still by contradiction, that r˙(t)→0 at +∞. As r˙2 is positive and uniformly continuous,
we have ∫ t
0
r˙(s)2ds→ +∞,
and as r converges by hypothesis, we get from (3.8) that r(t)2 → −∞ when t → +∞, which is
obviously impossible, so r˙(t)→ 0.
Then we deduce that
r¨(t)→ α
2
0
`3
+
2λα0
`
> 0,
so ∃T ≥ 0 such that ∀t ≥ T , r¨(t) > 0, ie r˙ is increasing on [T,+∞[. However we saw that r˙(t)→ 0,
so ∀t ≥ T , r˙(t) > 0, which is in contradiction with the previous lemma. We finally conclude that
r(t)→ +∞. 
Lemma 3.10. There exists T1 ≥ 0 such that for all t ≥ T1, r¨(t) ≤ 0.
Proof. Case 1: r¨(T0) ≤ 0.
Then we can take T1 = T0. We assume that there exists T ≥ T1 such that r¨(T ) = 0, then
...
r (T ) = −3α
2
0r˙(T )
r(T )4
− 2λα0r˙(T )
r(t)2
− µr¨(T ) = −
(
3α20
r(T )4
− 2λα0
r(T )2
)
r˙(T ),
but T1 ≥ T0 so r˙(T ) > 0, and so ...r (T ) < 0. We deduce that there exists ε > 0 small enough such
that ∀t ∈ ]T, T + ε[, r¨(t) < 0. We have just shown that the set {t ≥ T1 | r¨(t) ≤ 0} is open, and it is
clearly closed as r¨ is continuous, and non-empty because T0 belongs to it, so we see that ∀t ≥ T1,
r¨(t) ≤ 0 as [T1,+∞[ is a connected space.
Case 2: r¨(T0) > 0.
Rewriting this condition with equation (3.7), we have:
µr˙(T0) <
α20
r(T0)3
+
2λα0
r(T0)
.
As taking T0 = T0 + η with η small enough, we can assume that r˙(T0) > 0 and that ∀t ≥ T0,
r˙(t) > 0. First of all, we show that r˙ is bounded. We denote
tmin = inf
{
t ≥ T0
∣∣∣∣ µr˙(t) = α20r(T0)3 + 2λα0r(T0)
}
.
We assume (by contradiction) that tmin < ∞. We know that ∀t ≥ T0, r˙(t) > 0, so r is increasing
on [T0,+∞[. We deduce that
µr˙(tmin) =
α20
r(T0)3
+
2λα0
r(T0)
>
α20
r(tmin)3
+
2λα0
r(tmin)
,
so that r¨(tmin) < 0. However tmin is the smallest time t such that µr˙(t) = α20/r(T0)3 + 2λα0/r(T0),
then for all t < tmin, r˙(t) < r˙(tmin), and
r˙(tmin)− r˙(t)
tmin − t > 0,
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so we have r¨(tmin) ≥ 0 when t→ tmin, hence the contradiction. We can conclude that tmin = +∞,
so ∀t ≥ T0,
r˙(t) ≤ 1
µ
(
α20
r(T0)3
+
2λα0
r(T0)
)
,
which means that r˙ is bounded.
We now assume, still by contradiction, that ∀t ≥ T0, r¨(t) > 0, so r˙ is increasing, and since r˙ is
bounded, it converges to a real ` > 0 (because r˙(T0) > 0). As r(t)→ +∞, by (3.7), we have
r¨(t) −→
t→+∞ −µ` < 0,
leading to an absurdity. So there exists a time T1 ≥ T0 such that r¨(T1) ≤ 0. Then we conclude like
the Case 1.

Proposition 3.11. As t→ +∞, we have
r(t) ∼ 2
√
λα0
µ
t.
Proof. We know from the previous lemma that ∀t ≥ T1, r¨(t) ≤ 0, so
α20
r3(t)
+
2λα0
r(t)
≤ µr˙(t),
and α20/r3(t) ≥ 0, so µr˙(t) ≥ 2λα0r(t) . We denote by g the solution of the differential equation
(3.14) µg˙ =
2λα0
g
,
with g(0) = r(0), so that ∀t ≥ T1, r(t) ≥ g(t). Solving (3.14), we get the lower bound:
(3.15) r(t) ≥ g(t) =
√
4λα0
µ
t+ g(0)2 ≥ 2
√
λα0
µ
t.
We now need an upper bound for r. We rewrite the equation (3.7) under the form µr˙ =
α20/r
3 + 2λα0/r − r¨, then by integrating between the times T1 and t, we have
µr(t) = µr(T1)+
∫ t
T1
(
α20
r3(s)
+
2λα0
r(s)
)
ds− r˙(t)+ r˙(T1) ≤ µr(T1)+ r˙(T1)+
∫ t
T1
(
α20
r3(s)
+
2λα0
r(s)
)
ds,
because r˙(t) ≥ 0. Using the previous lower bound r in order to bound 1/r by above, we get
r(t) ≤ r(T1) + r˙(T1)
µ
+
∫ t
T1
1
8λ
√
α0µ
λs3
ds+
∫ t
T1
2
√
λα0
µs
ds.
Recalling that the function s 7→ − 3
2
√
s
is an anti-derivative of s 7→ 1√
s3
, and that the function
s 7→ 2√s is an anti-derivative of s 7→ 1/√s, we can write that
(3.16) r(t) ≤ CT1,λ,µ,α0 + 2
√
λα0
µ
t,
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so by using (3.15) and (3.16), we get that
r(t)
2
√
λα0
µ t
−→
t→+∞ 1,
hence the result. 
From expressions (3.1), (3.9) and (3.4), we can calculate the L∞ norm of our Gaussian solutions:
‖ψ(t)‖L∞ = |b(0)| exp
(
1
2
∫ t
0
Im(a(s))ds
)
=
|b(0)|√
r(t)
∼
√
2|b(0)|
(
µ
λα0t
) 1
4
.
In order to express the H1 norm of ψ, by the following computations,
‖∇ψ(t)‖2L2 =
1
2
√
pi
|b(t)|2√
Re(a(t))
|a(t)|2
Re(a(t))
=
1
2
√
pi
|b(0)|2
α0
√
α0
(
α20
r(t)2
+ r˙(t)2
)
,
we see that we also need to have an equivalent of r˙, which is the aim of the following proposition:
Proposition 3.12. As t→ +∞, we have
r˙(t) ∼
√
λα0
µt
.
Proof. We already know from the previous proposition that there exists a generic constant C > 0
such that
r(t) ≤ C + 2
√
λα0
µ
t,
and also that r¨(t) ≤ 0 for all t ≥ T1, so using equation (3.7) we get that
µr˙(t) ≥ α
2
0(
C + 2
√
λα0t
µ
)3 + 2λα0
C + 2
√
λα0t
µ
≥ λα0√
λα0t
µ
,
hence
r˙(t) ≥
√
λα0
µt
.
In order to get an upper bound, we recall that
r(t) ≥ 2
√
λα0t
µ
.
Then, still using equation (3.7), we get that
r¨ + µr˙ =
α20
r3
+
2λα0
r
≤
√
α0µ
8
√
λt
3 +
√
λα0µ
t
=: g(t).
We can rewrite the previous inequality as
d
dt
(
r˙(t)eµt
) ≤ g(t)eµt,
so we get
r˙(t) ≤ r˙(0)e−µt + e−µt
∫ t
0
g(s)eµsds.
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Finally, thanks to the asymptotic expansion∫ t
0
1√
s
eµsds =
1
µ
eµt
(
1√
t
+ o
(
1√
t
))
,
we get the estimate
r˙(t) ≤
√
λα0
µt
+ o
(
1√
t
)
which ends the proof. 
Thanks to the previous proposition, we finally get
‖∇ψ(t)‖L2 ∼ Cα0,µ,λ|b(0)|
1√
t
.
Remark 3.13. All the results above can easily be generalized to any dimension d. In fact, if we now
consider Gaussian functions of the form
(3.17) ψ(t, x) = b(t) exp
−1
2
d∑
j=1
aj(t)x
2
j
 ,
then plugging it into (1.1) gives the system
ib˙− 1
2
b
d∑
j=1
aj = λb log(|b|2)− 1
2
iµb log
(
b
b∗
)
,(3.18)
ia˙j − a2j = 2λRe(aj) + µ Im(aj), j = 1, ..., d(3.19)
which is the d-dimensional analogue of system (3.2)−(3.3). Using equation (3.18) we get the explicit
formulation of b with respect to (aj)1≤j≤d:
(3.20) |b(t)| = |b(0)| exp
1
2
d∑
j=1
ImAj(t)

where
Aj(t) :=
∫ t
0
aj(s)ds.
As the d equations (3.19) are decoupled as j varies, we are now back to the study of equation
(3.7) on each independent dimension component.
4. Long-time behavior
4.1. Focusing case. Before going for the proof of Theorem 2.6, a first look at the equation, as
suggested in [12], would be the study of time-independent solutions of equation (1.1) of the form
(4.1) ψ(t, x) = f(x)eiS(t).
It is already well known since 1976 [7] (see also [10]) that standing waves of the form f(x)eiωt are
the stationary solutions for the logarithmic Schrödinger equation, where ω ∈ R and f ∈ W (Rd)
stands as a solution of the semilinear elliptic equation
(4.2) − 1
2
∆f + ωf + λf log |f |2 = 0.
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In our case, dealing with the dissipation term log(ψ/ψ∗), standing waves are no longer relevant,
and stationary solutions are rather of the form (4.1) with
(4.3) Sω(t) =
ω
µ
+ e−µt
and f still a solution of (4.2) belonging to W (Rd). Moreover, it is already known (see [7]) in the
case λ < 0 that the Gausson
(4.4) φω(x) := e
ω
2λ+deλ|x|
2
solves equation (4.2) for any dimension d, and up to translations, it is the unique strictly positive
C2-solution for (4.2) such that f(x)→ 0 as |x| → ∞ (see [3]).
Ardila recently showed in [3] the orbital stability of the Gausson by minimizing some energy func-
tionals. As suggested by the study of the Gaussian case, we will show here that every smooth solu-
tion of our system (1.2a)-(1.2b) tends to the Gausson at large times, using both energy minimization
and dynamical system theory, as well as the additional regularity and tightness assumptions made
in Section 2.
Proof of Theorem 2.6. We recall that (ρ, u) is an energy weak solution of system (1.2a)-(1.2b),
and we also assume that √ρ ∈ L∞(R+, H2(Rd)). We remark that the dissipation term in (2.3)
being a multiple of the kinetic energy, we have the following differential equation:
(4.5) E˙c(t) + E˙p(t) = −2µEc(t) ≤ 0.
By LaSalle’s invariance principle [21], the ω-limit set of any solution of (2.2) is thus reduced to the
set
Ω =
{
(ρ, u)
∣∣∣ E˙c(ρ, u) + E˙p(ρ, u) = 0} = {(ρ, u) | Ec(ρ, u) = 0}
by the previous equation.
Denote (ρ, u) a solution to (1.2a)-(1.2b). Taking a sequence tn → +∞, we denote
ρn(t, x) = ρ(t+ tn, x) and un(t, x) = u(t+ tn, x)
for all t ∈ (0, 1) and x ∈ Rd. From (2.1) we get that (ρn)n is bounded in L1(Rd), and from (2.2)
we get that for all t ≥ 0,
sup
n
∫
Rd
ρn| log(ρn)| <∞.
In fact, writing ∫
Rd
ρn| log(ρn)| =
∫
ρn>1
ρn| log(ρn)| −
∫
ρn<1
ρn| log(ρn)|,
we get that∫
ρn>1
ρn| log(ρn)| ≤
∫
Rd
√
ρn
2+ε . ‖√ρn‖(2+ε)(1−α)L2(Rd) ‖∇
√
ρn‖(2+ε)αL2(Rd) . ‖∇
√
ρn‖
ε
2
L2(Rd)
by Gagliardo-Nirenberg inequality with α = 1/2− 1/(2 + ε) > 0, for small  > 0, so ∫ ρn| log(ρn)|
is uniformly bounded using the energy estimate (2.2). Then, by de la Vallée-Poussin theorem (see
[24]), (ρn)n is equi-integrable, and so it converges weakly (up to a subsequence) by Dunford-Pettis
theorem (see e.g.[16]):
ρn ⇀
n→+∞ ρ∞ weakly in L
1(Rd).
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Furthermore, using Assumption 2.5 we get that the sequence (ρn)n is tight in L1(Rd), so
(4.6) ‖ρ∞‖L1(Rd) = ‖ρ0‖L1(Rd).
From LaSalle’s invariance principle we get that Ec(ρn, un)→ 0, ie
‖√ρnun‖L2(Rd) −→
n→+∞ 0.
Multiplying equation (1.2a) by a test function ϕ ∈ D((0, 1)×Rd) and integrating over space and
time, we get by integrating by parts∫ 1
0
∫
Rd
(ρn∂tϕ+ ρnun · ∇ϕ) dxdt = 0.
By dominated convergence using equation (2.1) and from weak convergence of (ρn)n we get that∫ 1
0
∫
Rd
ρn∂tϕdxdt −→
n→+∞
∫ 1
0
∫
Rd
ρ∞∂tϕ.
Furthermore, writing ρnun =
√
ρn
√
ρnun, we get, still by dominated convergence using equation
(2.3), that∣∣∣∣∫ 1
0
∫
Rd
√
ρn
√
ρnun · ∇ϕdxdt
∣∣∣∣ ≤ Cϕ‖√ρ0‖L2(Rd) ∫ 1
0
‖√ρnun‖L2(Rd)dt −→
n→+∞ 0.
So we have that in the distribution sense,
(4.7) ∂tρ∞ = 0.
Now multiplying equation (1.2b) by a test function ϕ ∈ D((0, 1) × Rd) and integrating over space
and time, we get by integrating by parts:∫ 1
0
∫
Rd
(ρnun∂tϕ+ ρnun ⊗ un∇ϕ+ λρndivϕ− µρnunϕ) dxdt
=
∫ 1
0
∫
Rd
(
1
4
ρndiv∆ϕ−∇√ρn ⊗∇√ρn∇ϕ
)
dxdt.
Denoting ρnun ⊗ un = √ρnun ⊗√ρnun, by the same arguments as above, we get that∫ 1
0
∫
Rd
(ρnun∂tϕ+
√
ρnun ⊗√ρnun∇ϕ+ λρndivϕ− µρnunϕ) dxdt −→
n→+∞
∫ 1
0
∫
Rd
λρ∞divϕ.
From weak convergence of (ρn)n we get that∫ 1
0
∫
Rd
ρndiv∆ϕdxdt −→
n→+∞
∫ 1
0
∫
Rd
ρ∞div∆ϕdxdt,
so the only remaining term is∫ 1
0
∫
Rd
∇√ρn ⊗∇√ρn∇ϕdxdt −→
n→+∞
∫ 1
0
∫
Rd
∇√ρ∞ ⊗∇√ρ∞∇ϕdxdt.
In fact, we recall that from (2.3) we get that ∇√ρn is uniformly bounded in L2, and so
∇√ρn ⇀
n→+∞ ∇
√
ρ∞ weakly in L2(Rd).
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As f 7→ ∫ 1
0
∫
Rd f ⊗∇
√
ρ∞∇φ is a linear form on L2(Rd), we have∣∣∣∣∫ 1
0
∫
Rd
(∇√ρn −∇√ρ∞)⊗∇√ρ∞∇ϕdxdt
∣∣∣∣ −→n→+∞ 0.
Then, using (2.3) and the additional assumption that √ρn ∈ L∞(R+, H2(Rd)), we get that∣∣∣∣∫ 1
0
∫
Rd
(∇√ρn −∇√ρ∞)⊗∇√ρ∞∇ϕdxdt
∣∣∣∣
≤ ‖∇√ρ∞‖L2(Rd)
∫ 1
0
∫
Rd
|∇√ρn −∇√ρ∞|2 |∇ϕ|2dxdt −→
n→+∞ 0,
sinceH2(Rd) is compactly embedded intoH1loc(Rd), and recalling that |∇ϕ|2 has a compact support,
so finally ∣∣∣∣∫ 1
0
∫
Rd
∇√ρn ⊗∇√ρn∇ϕdxdt−
∫ 1
0
∫
Rd
∇√ρ∞ ⊗∇√ρ∞∇ϕdxdt
∣∣∣∣ −→n→+∞ 0,
so we have the result. Under Assumption 2.5, we now get that ρn converges weakly in L1 to ρ∞
which is solution of equation (4.7) and
(4.8) λ∇ρ∞ = 1
2
ρ∞∇
(
∆
√
ρ∞√
ρ∞
)
.
As mentioned in [20], assuming ρ∞ > 0, we can divide equation (4.8) by ρ∞. Then, integrating over
Rd and multiplying by f := √ρ∞, equation (4.8) is linked to the already mentioned second-order
nonlinear elliptic equation:
−1
2
∆f + ωf + λf log |f |2 = 0,
where ω denotes the integration constant. From [15] we know that every solution f of (4.2) such
that f ∈ L1loc(Rd) and ∆f ∈ L1loc(Rd) in the sense of distribution is either trivial or strictly positive.
In our case, ρ∞ > 0 so by standard elliptic regularity arguments, f is C2(Rd), and from [15] we
infer that, up to translations, f is equal to the Gausson (4.4). Hence for all (tn)n, the sequence
(ρn)n has the same limit, so we get that
(4.9) ρ(t, .) ⇀
t→+∞ ρ∞ weakly in L
1(Rd),
with ρ∞ = cλeλ|x|
2
up to translations. Furthermore, from the conservation of mass (4.6) we get that
cλ = ‖ρ0‖L1(Rd)(−λ/pi)d/2. We now denote by x∞ the (unique) center of the Gaussian function ρ∞,
and for all R > 0, we call ξR ∈ C(Rd) the following smooth function such that ξR = 1 on {|x| ≤ R}
and ξR = 0 on {|x| ≥ 2R}. In order to determine x∞, we use the weak convergence (4.9) to infer
that, ∀R > 0, ∫
Rd
xξR(x)ρ(t, x)dx −→
t→+∞
∫
Rd
xξR(x)ρ∞(x)dx.
As ρ∞ is a Gaussian function, we get that∫
Rd
xξR(x)dx = cλ
∫
Rd
xeλ|x−x∞|
2
dx −→
R→+∞
x∞‖ρ0‖L1(Rd).
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What’s more, as we know that
∫
Rd |x|2ρ(t, x)dx < ∞ for all t ≥ 0 by Assumption 2.5, we get by
dominated convergence theorem that∫
Rd
xρ(t, x)dx −→
t→+∞ x∞‖ρ0‖L1(Rd),
which concludes the proof.
4.2. Defocusing case. We are now going to prove Theorem 2.10. Following [9], we define φ
according to the formal solution ψ of (1.1):
(4.10) ψ(t, x) =
1
τ(t)d/2
φ
(
t,
x
τ(t)
) ‖ψ0‖L2(Rd)
‖γ‖L2(Rd)
exp
(
i
τ˙(t)
τ(t)
|x|2
2
)
,
where γ := e−|x|
2/2 denotes the usual centered Gaussian function and τ is now the unique solution
of the differential equation
τ¨ =
2λ
τ
− µτ˙ , τ(0) = 1, τ˙(0) = 0.
Mimicking the proof of Proposition 3.11 and Proposition 3.12 (with α0 = 1), we also get that
τ(t) ∼ 2
√
λ
µ
t and τ˙(t) ∼
√
λ
µt
.
In fact, the previous study of equation (3.7) in the defocusing case shows that the α20/r3 has no
influence in the long-time behavior of the solution r, so we can get rid of it in the forthcoming
calculations. Note that this last remark is no longer true in the focusing case, where the α20/r3 term
plays a crucial role in the asymptotic behavior of the solution.
Plugging (4.10) into (1.1), we get that φ satisfy the equation
i∂tφ+
1
2τ2
∆φ = λφ log
(∣∣∣∣φγ
∣∣∣∣2
)
+
1
2i
µφ log
(
φ
φ∗
)
− dλφ log τ + 2λφ log
(‖ψ0‖L2(Rd)
‖γ‖L2(Rd)
)
,
where the initial datum for φ is
(4.11) φ(0) = φ0 :=
‖γ‖L2(Rd)
‖ψ0‖L2(Rd)
ψ0.
Using the gauge transform consisting in replacing φ with φe−iθ(t), where θ is the unique solution of
the linear differential equation
θ˙ + µθ = −dλ log τ − 2λ log φ0,
we may assume that the last two terms are absent, and we look into the following scaled equation:
(4.12) i∂tφ+
1
2τ2
∆φ = λφ log
(∣∣∣∣φγ
∣∣∣∣2
)
+
1
2i
µφ log
(
φ
φ∗
)
.
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Of course all the above formal calculations rigorously stand in the fluid case, so the hydrody-
namical formulation of (4.12) is the following:
(4.13a)
(4.13b)

∂t%+
1
τ2
divJ = 0,
∂tJ + 1
τ2
div
(J ⊗ J
%
)
+ λ∇%+ 2λy%+ µJ = 1
2τ2
%∇
(
∆
√
%√
%
)
,
where y = x/τ . The couple (%,J ) induced by Assumption 2.8 and the above scaling will be called
energy weak solution of (4.13a)-(4.13b), according to Definition 2.2.
Let us now explain the heuristic behind the calculations of the forthcoming proof about the long
time behavior of our solutions. Letting τ(t)→∞, equation (4.13b) simplifies into
(4.14) ∂tJ + λ∇%+ 2λy%+ µJ = 0,
then differentiating equation (4.13a) in time,
(4.15) div∂tJ = −∂t(τ2∂t%),
and plugging it into (4.14), we get
−∂t(τ2∂t%)− µτ2∂t%+ λ∆%+ 2λdiv(y%) = 0.
As
∂t(τ
2∂t%) = τ
2∂2t %+ 2τ τ˙∂t%,
and recalling that τ ∼ 2√λt/µ and τ˙ ∼ 2√λ/(µt), we get that τ τ˙ → 2 and τ2  (τ2)2 as t→ +∞,
so we can neglect the ∂2t % term. Introducing another scaling in time s defined by
(4.16) ∂s =
µ
λ
τ2∂t,
and discarding the lower-order terms, we finally find that
∂s% = L%,
where L := λ∆+2λdiv(y.) denotes a Fokker-Planck operator, for which it is well known (under some
hypothesis that we will recall in the following) that in large times the solution converges strongly
to a Gaussian. Note that unlike the elliptic equation (4.2) of the focusing case, the Fokker-Planck
operator L is not invariant by translations, hence the limit will be unique (and not only unique up
to translations).
Remark 4.1. Note that the definition (4.16) of s can be rewritten
s =
µ
λ
∫
1
τ2
,
that gives s ∼ log(t)/4. This scaling is different from the one for the logarithmic Schrödinger
equation described in [9](which was of order s ∼ log log(t)/4). However, we will see that the same
proof stands in order to get the long-time dynamics of our solutions.
In order to perform the limit in a rigorous way, we will first look at the energy quantities of
our system (4.13a)-(4.13b). The scaled form of the energy inequality (2.2) referring to system
(4.13a)-(4.13b) is the following:
(4.17) E(t) + µ
∫ t
0
D(s)ds ≤ E0,
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where
E(t) = 1
2τ(t)2
Ekin(t) + λEent(t),(4.18)
Ekin(t) = 1
2
∫
Rd
(
%|u|2 + |∇√%|2) dy,(4.19)
Eent(t) =
∫
Rd
% log
( %
Γ
)
dx(4.20)
D(s) =
∫
Rd
%|u|2dx,(4.21)
E0 := E0 and Γ := e−|x|2 = γ2. Now we recall that from (4.11) and (4.13a), for all t ≥ 0,
‖%(t)‖L1(Rd) = ‖%0‖L1(Rd) = ‖Γ‖L1(Rd).
As %,Γ ≥ 0, we can apply the Csiszár-Kullback inequality (see e.g. [1]) that gives
Eent(t) ≥ 1
2‖Γ‖L1 ‖%(t)− Γ‖
2
L1 ≥ 0.
We now state the first lemma of this section, which will be useful in the following to get some
convergence estimates:
Lemma 4.2. There holds
(4.22) sup
t≥0
(∫
Rd
%(t, y)(1 + |y|2 + | log %(t, y)|)dy + 1
τ(t)2
Ekin(t)
)
<∞
and
(4.23)
∫ ∞
0
τ˙(t)
τ3(t)
Ekin(t)dt <∞.
Proof. Denoting E+ the positive part of the scaled energy E , we have
E+ = 1
2τ2
Ekin + λ
∫
%>1
% log %+ λ
∫
Rd
|y|2%,
so equation (4.17) gives
E+(t) + µ
∫ t
0
D(s)ds ≤ E0 + λ
∫
%<1
% log
(
1
%
)
.
The last term is controlled by ∫
%<1
% log
(
1
%
)
.
∫
Rd
%1−ε
for all ε > 0 arbitrary small. By an interpolation formula, we get that∫
Rd
%1−ε . ‖%‖1−ε
d+2
2
L1 ‖|y|2%‖
dε
2
L1
for all 0 < ε < 2/(d+ 2). This implies that for all t ≥ 0,
E+(t) + µ
∫ t
0
D(s)ds . 1 + E dε2+ (t),
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thus E+(t) ∈ L∞(R+), and equation (4.22) follows. Differentiating E , we get
E˙ = −2 τ˙
τ
Ekin,
and since E(t) ≥ 0, (4.23) follows from (4.22). 
Proposition 4.3. Let (%,J ) be a smooth solution of the scaled hydrodynamical system (4.13a)-
(4.13b). Then
%(t) ⇀
t→∞ Γ weakly in L
1(Rd).
Proof of Theorem 2.6. By the elimination of J described above, using equation (4.15), we get
−∂t(τ2∂t%)− µτ2∂t%+ λL% = 1
2τ2
%∇
(
∆
√
%√
%
)
− 1
τ2
div
(J ⊗ J
%
)
.
Using the change of variables (4.16) and introducing the notation
%˜(s(t), y) := %(t, y),
we calculate the quantities
∂t(τ
2∂t%) =
λ2
µ2
1
τ2
∂2s %˜ and µτ
2∂t% = λ∂s%˜,
hence we obtain the following equation:
(4.24) − λ
2
µ2
1
τ2
∂2s %˜− λ∂s%˜+ λL%˜ =
1
2τ2
%˜∇
(
∆
√
%˜√
%˜
)
− 1
τ2
div
(J ⊗ J
%˜
)
.
Now we remark that equation (4.22) induces
(4.25) sup
s≥0
∫
Rd
%˜(s, y)(1 + |y|2 + | log %˜(s, y)|)dy <∞,
(4.23) gives
(4.26)
∫ ∞
0
τ˙(s)Ekin(s)dt <∞,
and that
τ(s) ∼ 2
√
λ
µ
e2s and τ˙(s) ∼
√
λ
µ
e−2s,
so we can conclude like in [9]. Let a sequence sn →∞, take s ∈ [−1, 2], and denote
%˜n(s, y) := %˜(s+ sn, y).
From (4.25) along with the de la Vallée-Poussin and Dunford-Pettis theorems, we get the following
weak convergence (up to a subsequence, not relabeled for reader’s convenience), for all p ∈ [1,∞),
%˜n ⇀
t→∞ %˜∞ in L
p(−1, 2;L1(Rd)).
We also get the weak convergence of the initial datum, up to another subsequence:
%˜n(0) ⇀
t→∞ %˜0,∞ in L
1(Rd).
Thanks to (4.25), we also get that the family (%˜(sn, .))n is tight, so∫
Rd
%˜0,∞(y)dy =
∫
Rd
Γ(y)dy
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and ∫
Rd
%˜0,∞(y)(1 + |y|2 + | log %˜0,∞(y)|)dy <∞.
Then, denoting τn(s) = τ(s+ sn), equation (4.26) implies that
1
2τ2n
%˜n∇
(
∆
√
%˜n√
%˜n
)
− 1
τ2n
div
(Jn ⊗ Jn
%˜n
)
⇀
t→∞ 0 in L
1(−1, 2;W−2,1(Rd)).
In addition, in (4.24), all the other terms but two obviously go weakly to zero, which yields
(4.27) ∂s%˜∞ = L%˜∞
in D′((−1, 2) × Rd), with %˜∞(0, ; ) = %˜0,∞ ∈ L1(Rd). Thanks to the above bounds on %˜0,∞, it is
known (see [4]) that the solution %˜∞ to (4.27) is actually defined for all s ≥ 0 and satisfies
(4.28) ‖%˜∞ − Γ‖L1(Rd) −→
t→∞ 0.
Going back to system (4.13a)-(4.13b), we need to show that %˜∞ is independent of s. In the s
variable, system (4.13a) becomes
(4.29) ∂s%˜+
µ
λ
divJ˜ = 0,
and (4.26) implies that J˜ ∈ L2(−1, 2;L1(Rd)). With J˜n(s) := J˜ (s = sn), we have
divJ˜n −→
n→∞ 0 in L
2(−1, 2;W−1,1(Rd)),
so
∂s%˜∞ = 0.
Combining this last equality with equation (4.28), we infer that %˜∞ = Γ. The limit being unique,
no extraction of a subsequence is needed, and we conclude that
%˜(s) ⇀
s→∞ Γ weakly in L
1(Rd).
5. Numerical simulations
In this section we will plot some numerical trajectories of equation (1.1). As performed in [5] and
[6] in the logarithmic case µ = 0, in order to avoid numerical blow-up and round-off error due to the
first logarithmic component of equation (1.1), we are going to discretize the following regularized
equation, with a small parameter ε > 0:{
i∂tψ
ε + 12∆ψ
ε = λψε log(|ψε|2 + ε) + 12iµψε log
(
ψε
(ψε)∗
)
, x ∈ Ω, t > 0,
ψε(0, x) = ψ0(x),
where Ω = Rd or Ω ⊂ Rd is a bounded domain with homogeneous Dirichlet boundary condition
or periodic boundary condition posted on the boundary. We remark that mass conservation still
holds, in the sense that
∀t ≥ 0, ‖ψε(t, .)‖L2(Rd) = ‖ψ0‖L2(Rd),
and the new regularized energy is defined as follows:
∀t ≥ 0, Eε(t) =
∫
Ω
(|∇ψε(t, x)|2 + 2λε|ψε(t, x)|+ λ|ψε(t, x)|2 log(|ψε(t, x)|2 + ε)
−λε2 log(1 + |ψε(t, x)|/ε)2) dx.
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We will perform a semi-discretization in time with a Lie-Trotter splitting method. The operator
splitting methods for the time integration of (5) are based on the following splitting
∂tψ
ε = A(ψε) +B(ψε) + C(ψε),
where
A(ψε) =
1
2
i∆ψε, B(ψε) = −iψε log(|ψε|2 + ε), C(ψε) = −1
2
µψε log
(
ψε
(ψε)∗
)
,
and the solutions of the subproblems
i∂tu(t, x) = −1
2
∆u(t, x), u(0, x) = u0(x), x ∈ Ω, t > 0,
i∂tv(t, x) = λv(t, x) log(v(t, x) + ε), v(0, x) = v0(x), x ∈ Ω, t > 0,
i∂tw(t, x) =
µ
2i
w(t, x) log
(
w(t, x)
w∗(t, x)
)
, w(0, x) = w0(x), x ∈ Ω, t > 0.
The associated operators are explicitly given, for t ≥ 0, by
u(t, .) = ΦtA(u0) = e
it∆u0,
v(t, .) = ΦtB(v0) = v0e
−it log(|v0|2+ε),
w(t, .) = ΦtC(w0) = a0e
iθ0e
−µt
, w0 = a0e
iθ0 .
All the numerical simulations will be made in dimension d = 1 on the interval Ω = [a, b]. The
computation of ΦtA is made by a Fast Fourier Transformation. Let N be a positive even integer
and denote ∆x = (b− a)/N and the grid points xj = a+ k∆x for 0 ≤ k ≤ N − 1. Denote by ψN,j
the discretized solution vector over the grid (xk)0≤k≤N−1 at time t = tj = j∆t. Let FN and F−1N
denote the discrete Fourier transform and its inverse, respectively. With this notation, ΦtA(ψ
N,j)
can be obtained by
ΦtA(ψ
N,j) = F−1N
(
e−i∆t(µ
N )2FN (ψN,j)
)
,
where
µN =
2pi
b− a
[
0, 1, . . . ,
(
N
2
− 1
)
,−N
2
, . . . ,−1
]
,
and the multiplication of two vectors is taken as point-wise.
We perform our simulations with a space step ∆x = 0.2 on the interval Ω = [−100, 100]. We take
the saturation constant ε = 10−3, and the dissipation constant µ = 1, using a time step ∆t = 10−3
on the interval [0, Tmax] with Tmax = 1000. We perform two simulations with λ either equal to 0.1
or -0.1, with the initial function
ψ0(x) = | sinx|e−0.1(x−3)2 + | cosx|e−0.2(x+4)2 .
In the focusing case, we clearly observe the convergence to a Gaussian function of the same mass
(Figure 1). In the defocusing case, our solution vanishes with a Gaussian profile (Figure 2).
In order to corroborate the tightness hypothesis Assumption 2.5 made in Section 2 in the focusing
case λ < 0, we are also going to test the worst case scenario of two symmetric Gaussian function
diverging at both infinities. Here we take the initial function
ϕ0(x) = e
−(x−10)2+100ix + e−(x+10)
2−100ix,
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so our two Gaussian functions have huge initial velocities trying to make them go to infinity. This is
indeed the case for the linear Schrödinger equation (see Figure 3). We observe that the dissipation
(taking λ = −0.1 and µ = 10 in order to enhance the nonlinear effect) seems to prevent this behavior
from happening by quickly freezing their diverging dynamics (cf Figure 4). Here we do not go for
large times, as we take Tmax = 10 with ∆t = 10−4, in order to avoid edge effect from our moving
Gaussian functions in the free case. Other constants are taken as above.
References
[1] Cécile Ané, Sébastien Blachère, Djalil Chafai, Pierre Fougères, Ivan Gentil, Florent Malrieu, Cyril Roberto, and
Grégory Scheffer. Sur les inégalités de Sobolev logarithmiques. Société Mathématique de France, 2000.
[2] Paolo Antonelli and Pierangelo Marcati. On the finite energy weak solutions to a system in quantum fluid
dynamics. Comm. Math. Phys., 287(2):657–686, 2009.
[3] Alex H. Ardila. Orbital stability of Gausson solutions to logarithmic Schrödinger equations. Electron. J. Differ-
ential Equations, pages Paper No. 335, 9, 2016.
[4] Anton Arnold, Peter Markowich, and Andreas Unterreiter. On convex sobolev inequalities and the rate of
convergence to equilibrium for fokker-planck type equations. Communications in Partial Differential Equations,
26, 05 2000.
[5] Weizhu Bao, Rémi Carles, Chunmei Su, and Qinglin Tang. Error estimates of a regularized finite difference
method for the logarithmic Schrödinger equation. SIAM Journal on Numerical Analysis, 57(2):657–680, 2019.
[6] Weizhu Bao, Rémi Carles, Chunmei Su, and Qinglin Tang. Regularized numerical methods for the logarithmic
Schrodinger equation. Numerische Mathematik, 143(2):461–487, 2019. 23 pages, 8 colored figures.
[7] Iwo Bialynicki-Birula and Jerzy Mycielski. Nonlinear wave mechanics. Annals of Physics, 100(1):62 – 93, 1976.
[8] Rémi Carles, Kleber Carrapatoso, and Matthieu Hillairet. Rigidity results in generalized isothermal fluids.
Annales Henri Lebesgue, 1:47–85, 2018.
[9] Rémi Carles and Isabelle Gallagher. Universal dynamics for the defocusing logarithmic Schrödinger equation.
Duke Math. J., 167(9):1761–1801, 2018.
[10] Thierry Cazenave. Stable solutions of the logarithmic schrödinger equation. Nonlinear Analysis: Theory, Meth-
ods and Applications, 7(10):1127 – 1140, 1983.
[11] Thierry Cazenave. Semilinear Schrödinger equations, volume 10 of Courant Lecture Notes in Mathematics.
New York University, Courant Institute of Mathematical Sciences, New York; American Mathematical Society,
Providence, RI, 2003.
[12] Pierre-Henri Chavanis. Derivation of a generalized Schrödinger equation from the theory of scale relativity.
Eur.Phys.J.Plus, 132(6):286, 2017.
[13] Pierre-Henri Chavanis. Derivation of the core mass-halo mass relation of fermionic and bosonic dark matter
halos from an effective thermodynamical model. Physical Review D, 100(12), Dec 2019.
[14] Pierre-Henri Chavanis. Generalized Euler, Smoluchowski and Schrödinger equations admitting self-similar solu-
tions with a Tsallis invariant profile. Eur.Phys.J.Plus, 134(7):353, 2019.
[15] Pietro d’Avenia, Eugenio Montefusco, and Marco Squassina. On the logarithmic Schrödinger equation. Commun.
Contemp. Math., 16(2):1350032, 15, 2014.
[16] Nelson Dunford. Uniformity in linear spaces. Trans. Amer. Math. Soc., 44(2):305–356, 1938.
[17] D. Dürr and S. Teufel. Bohmian Mechanics: The Physics and Mathematics of Quantum Theory. Springer Berlin
Heidelberg, 2009.
[18] Guillaume Ferriere. The focusing logarithmic Schrödinger equation: analysis of breathers and nonlinear super-
position. working paper or preprint, October 2019.
[19] A. Figalli, C. Klein, P. Markowich, and C. Sparber. WKB analysis of Bohmian dynamics. Communications on
Pure and Applied Mathematics, 67(4):581–620, 4 2014.
[20] Ansgar Jüngel. Dissipative quantum fluid models. Riv. Math. Univ. Parma (N.S.), 3(2):217–290, 2012.
[21] J.P LaSalle. Stability theory for ordinary differential equations. Journal of Differential Equations, 4(1):57 – 65,
1968.
[22] Tianhong Li and Dehua Wang. Blowup phenomena of solutions to the Euler equations for compressible fluid
flow. Journal of Differential Equations, 221(1):91 – 101, 2006.
[23] Elliott H. Lieb and Michael Loss. Analysis, volume 14 of Graduate Studies in Mathematics. American Mathe-
matical Society, Providence, RI, second edition, 2001.
28 QUENTIN CHAULEUR
[24] Paul-A. Meyer. Probability and potentials. Blaisdell Publishing Co. Ginn and Co., Waltham, Mass.-Toronto,
Ont.-London, 1966.
[25] S. V. Mousavi and S. Miret-Artés. On non-linear Schrödinger equations for open quantum systems. The European
Physical Journal Plus, 134(9), Sep 2019.
[26] A B Nassar. Fluid formulation of a generalised Schrödinger-Langevin equation. Journal of Physics A: Mathe-
matical and General, 18(9):L509–L511, jun 1985.
[27] Antonio Nassar and Salvador Miret-Artés. Bohmian Mechanics, Open Quantum Systems and Continuous Mea-
surements. 01 2017.
[28] Robert E. Wyatt and Eric R. Bittner. Quantum mechanics with trajectories: Quantum trajectories and adaptive
grids, 2003.
[29] C. Zander, A. R. Plastino, and J. Díaz-Alonso. Wave packet dynamics for a non-linear Schrödinger equation
describing continuous position measurements. Ann. Physics, 362:36–56, 2015.
Univ Rennes, CNRS, IRMAR - UMR 6625, F-35000 Rennes, France
E-mail address: quentin.chauleur@ens-rennes.fr
DYNAMICS OF THE SCHRÖDINGER-LANGEVIN EQUATION 29
Figure 1. Solution of equation (1.1) with initial datum ψ0 in the focusing case
(λ = −0.1, µ = 1).
Figure 2. Solution of equation (1.1) with initial datum ψ0 in the defocusing case
(λ = 0.1, µ = 1).
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Figure 3. Solution of equation (1.1) with initial datum ϕ0 in the free case (λ = 0,
µ = 0).
Figure 4. Solution of equation (1.1) with initial datum ϕ0 in the focusing case
(λ = −0.1, µ = 10).
