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ABSTRACT
We present the umbrella sampling (US) technique and show that it can be used to sample
extremely low probability areas of the posterior distribution that may be required in statistical
analyses of data. In this approach sampling of the target likelihood is split into sampling of
multiple biased likelihoods confined within individual umbrella windows. We show that the
US algorithm is efficient and highly parallel and that it can be easily used with other exist-
ing MCMC samplers. The method allows the user to capitalize on their intuition and define
umbrella windows and increase sampling accuracy along specific directions in the parameter
space. Alternatively, one can define umbrella windows using an approach similar to paral-
lel tempering. We provide a public code that implements umbrella sampling as a standalone
python package. We present a number of tests illustrating the power of the US method in
sampling low probability areas of the posterior and show that this ability allows a consider-
ably more robust sampling of multi-modal distributions compared to the standard sampling
methods. We also present an application of the method in a real world example of deriving
cosmological constraints using the supernova type Ia data. We show that umbrella sampling
can sample the posterior accurately down to the≈ 15σ credible region in the Ωm−ΩΛ plane,
while for the same computational work the affine-invariant MCMC sampling implemented in
the emcee code samples the posterior reliably only to ≈ 3σ.
Key words: cosmology:theory – galaxies:halos – simulations:feedback
1 INTRODUCTION
Markov Chain Monte Carlo (MCMC), based on the
Metropolis-Hastings class of algorithms (Metropolis et al. 1953;
Hastings 1970), has enjoyed great success in a wide range of fields
from astrophysics and physics (see, e.g., Sharma 2017, for a re-
view) to biology, medicine, and statistics (e.g., Brooks et al. 2011).
The most common application of the MCMC approach is
sampling an n-dimensional probability distribution function (pdf),
pi(x), and to compute various related statistics, such as the average
of a function f(x) with respect to pi(x):
〈f〉pi :=
∫
f(x)pi(x) dx (1)
where x ∈ Rn. MCMC’s many successes not withstanding, the
computational cost of the pi(x) evaluation, slow convergence of
the MCMC estimate, and the high dimensionality of x often make
evaluation of 〈f〉pi a computationally challenging problem. This is
? E-mail: c.matthews@uchicago.edu
particularly true when the low-probability tails of the distribution
contribute significantly to the integral of eq. 1 and when pi(x) is
multi-modal, as is often the case in astrophysical applications in
multi-dimensional spaces (e.g., Farr et al. 2014). For example, in
sampling a Bayesian posterior in a statistical analysis, one may be
interested in robust determination of credible regions up to high-
levels (e.g., 99.99%) to evaluate the level of discrepancy with the-
oretical prediction or with another measurement.
One technique in widespread use in computational chemistry
is umbrella sampling (US) – a variant of the importance sam-
pling approach originally proposed by Torrie & Valleau (1977).
The method has proved crucial in many chemical problems where
traditional sampling methods are unable provide insight (see e.g.,
Boczko & Brooks 1995; Berneche & Roux 2001). In the US algo-
rithm, sampling of pi is split or stratified into several easier sam-
pling problems (see Figure 1). Specifically, a sequence of over-
lapping window functions, or umbrellas ψi(x), is introduced and
the algorithm samples the corresponding distributions, pii(x) ∝
ψi(x)pi(x). Selecting windows in low probability regions of the
c© 2016 RAS
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Figure 1. Umbrella sampling splits the difficult problem of sampling pi
(black curve) into smaller, simpler subproblems pii (colored curves, bottom)
by introducing biasing functions ψi (colored curves, top) so that pii ∝ piψi.
The pii distributions can be sampled independently, with pi recovered as a
weighted sum of samples.
posterior and thereby confining samples of pii to these regions, al-
lows one to get a much more efficient coverage of outlying areas
of the posterior and ensure discovery of widely separated peaks
in multi-modal distributions. In this sense, the umbrella sampling
approach is a part of a large class of MCMC methods that are
designed to sample the parameter space more uniformly, such as
parallel tempering (see, e.g., Earl & Deem 2005, and references
therein) and parallel MCMC (VanDerwerken & Schmidler 2013;
Basse et al. 2016).
The idea of umbrella sampling is simple enough, but its suc-
cessful application relies upon a robust way to combine the samples
in different umbrellas into a set of samples of pi(x) (see Dinner
et al. 2017, and references therein). In particular, an efficient iter-
ative method for computing the relative weights of the samples –
Eigenvalue Method for Umbrella Sampling (EMUS) – has been de-
veloped (Thiede et al. 2016; Dinner et al. 2017). This re-weighting
is cheap and does not require extra evaluations of pi. Moreover, it
does not interfere with the sampling of the individual pii(x) dis-
tributions. As a result, the sampling of the umbrella distributions
pii(x) is independent of the re-weighting procedure and can be done
with any MCMC sampling method that is deemed sufficiently ef-
fective for the task.
In this paper, we present the EMUS method and its public im-
plementation in a python package. The current version of the pack-
age uses a parallel implementation of the affine-invariant ensemble
sampling algorithm of Goodman & Weare (2010, hereafter GW10)
in the emcee code1 (Foreman-Mackey et al. 2013) to sample tar-
get distributions pii(x). However, the US framework is general and
1 http://dfm.io/emcee/current/
other samplers can be used instead of emcee. Given that sampling
in different umbrellas can be done in parallel, US combined with
emcee allows us to exploit parallelism on two levels: both while
sampling within individual windows and in sampling different win-
dows independently, with occasional replica exchange communica-
tions.
The GW10 and its implementation in emcee are themselves
quite efficient in sampling degenerate distributions and traversing
relatively high-probability valleys between peaks in multi-modal
distributions. Umbrella sampling is designed to make sampling of
low-probability areas much easier and thus its combination with a
sampler, such as emcee, not only allows for efficient sampling of
low-probability tails of distribution, but also efficient traversal of
the low-probability valleys between peaks in the distributions.
This is illustrated using a distribution with two peaks in Figure
1. In a standard scheme, samples would visit the low-probability
valley between the peaks extremely rarely and thus discovery of
the peaks or mixing of samples between them would be difficult.
Umbrella windows placed between the peaks, on the other hand,
restrict samples to these low probability valleys ensuring that many
samples are available for mixing through the low-probability re-
gion.
Clearly, the approach is most effective when we have some
knowledge about the low probability regions of the target distri-
bution, as umbrellas can be designed specifically to sample these
regions efficiently. Such information is often available either from
prior knowledge or exploratory MCMC runs.
We also show that umbrella sampling can be efficiently ap-
plied even in cases when no such prior information is available. In
this case umbrella windows can be chosen so that the pii are tem-
pered distributions, defined as in the parallel tempering method. US
provides a mechanism by which samples from the high temperature
distributions (in low probability regions) can be incorporated into
more accurate estimates of tail probabilities.
The layout of the paper is as follows. In Section 2 we describe
the umbrella sampling method and the EMUS algorithm that re-
weights samples to reconstruct the full target distribution (Section
2.1). Sections 2.3 and 2.4 detail two specific options for the win-
dows ψi for generic applications of umbrella sampling. Section 2.5
explains how we can use umbrella sampling for evidence calcula-
tion, while Section 2.6 describes how the algorithm is parallelized.
Section 3 presents two numerical examples demonstrating the util-
ity of the umbrella sampling approach. We finish with discussion
and conclusions in Section 4.
2 UMBRELLA SAMPLING METHOD
In the umbrella sampling method the target pdf pi(x) is con-
structed from sampling L individual distributions pii(x), sampled
independently where
pii(x) :=
1
zi
ψi(x)pi(x), (2)
with umbrella window functions ψi(x), often called the biasing
functions or “umbrellas”, and normalization constants zi are de-
fined by the condition
zi :=
∫
ψi(x)pi(x) dx
ensuring that pii is a properly normalized pdf (
∫
pii dx = 1), even
if the normalization of pi(x) is unknown.
The calculation of these normalization constants, zi, is a key
c© 2016 RAS, MNRAS 000, 1–10
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part of the algorithm. Before we discuss their practical calculation,
we will discuss possible strategies for windows ψi. The optimal
strategy is problem specific, but some general strategies will never-
theless give a robust improvement in most cases.
The simplest case is when we know a variable xk in the vec-
tor x along which it is important to sample the low probability re-
gions of pi(x). The windows can then be defined along the xk di-
rection: ψi(x) = ψi(xk). Similarly we can define a windowing
along two or more directions: ψi,j(x) = ψi(xk)ψj(xl). However,
such a splitting is akin to gridding and the curse of dimensionality
usually makes it impractical for more than three dimensions.
In practice, many posteriors are difficult to sample along direc-
tions that correspond to a function of one or more x components:
σ(xk, . . .). We shall refer to such a function as a collective variable
(CV). For example, if the posterior contains a degeneracy ridge,
the difficult-to-sample direction is often perpendicular to the ridge,
and the projection onto this direction may be a useful choice for
CV with ψi = ψi(σ).
In the case where no intuition exists for a choice of CV, it is
possible to construct an efficient method by considering pii(x) to
be tempered distributions (see Section 2.4), similar to those used
in the parallel tempering approach (e.g., Earl & Deem 2005, and
references therein).
In the following subsections we describe in detail the method
to estimate relative normalization constants, or weights zi, based
upon previous work by Vardi (1985); Meng & Wong (1996); Shirts
& Chodera (2008). We also give specific illustrations where the col-
lective variable and log pi stratification strategies are employed to
sample distributions. A more rigorous exposition of the approach,
including error analysis and proofs of its consistency, are presented
in Thiede et al. (2016) and Dinner et al. (2017).
2.1 Calculation of window weights
We seek to evaluate 〈f〉pi: the average of a function f(x) over
some pdf pi(x) defined in Equation 1. The goal of umbrella sam-
pling is to recast this equation as the weighted sum over the L
umbrella distributions. For a set of L umbrella windows, {ψi(x)},
which combined cover the entire region of space x relevant for eval-
uation of the target integral, we can construct MCMC samples from
the biased distributions pii(x) = ψi(x)pi(x), with normalizations
zi =
∫
ψi(x)pi(x) dx = 〈ψi〉pi. (3)
From this definition of zi, we can rewrite Equation 1 in a dif-
ferent form:
〈f〉pi =
∫
f(x)pi(x) dx
=
∫
f(x)
∑L
i=1 ψi(x)/zi∑L
j=1 ψj(x)/zj
pi(x) dx
=
L∑
i=1
∫
f(x)∑L
j=1 ψj(x)/zj
ψi(x)
zi
pi(x) dx
=
L∑
i=1
∫
f(x)∑L
j=1 ψj(x)/zj
pii(x) dx
=
L∑
i=1
〈
f(x)∑L
j=1 ψj(x)/zj
〉
pii
, (4)
Here 〈〉pi and 〈〉pii denote averages with respect to distributions pi
and pii, respectively. Thus the average of f over pi, can be com-
puted as the sum of averages of f(x)/[
∑L
j=1 ψj(x)/zj ] over the
windows pii.
The sum can be computed by sampling the pii distributions to
evaluate each of the terms. Though we do not need to know the
normalizations zi in order to sample, they will be needed in the end
to define relative weights of each umbrella sample. These can then
be used to reconstruct the target pdf pi(x).
The key part that is left is to define the weights zi for a given
set of windows ψi and target pdf pi(x). To do this, let us define a
matrix [Fij ] with elements defined as follows:
Fij =
〈
ψj/zi∑L
k=1 ψk/zk
〉
pii
. (5)
Thus, evaluation of Fij involves averaging of the normalized win-
dow functions over random MCMC samples of pii distributions. It
is clear that a particular entry Fij will be zero if there is no overlap
between samples of pii and support of the window ψj . We therefore
call F the overlap matrix.
The product of the vector z = [z1, z2, . . . , zL] and the j th
column of F will then be
L∑
i=1
zi Fij =
L∑
i=1
〈
ψj∑L
k=1 ψk/zk
〉
pii
= 〈ψj〉pi = zj , (6)
from Equation 4, and using the definition of zi in Equation 3.
Considering all columns of F in Equation 6 gives the left
eigenvalue problem
zF (z) = z, (7)
the solution of which is the required vector z of normalization
constants. Existence of the solution is guaranteed by the Perron-
Frobenius theorem, if matrix F is irreducible, i.e. it cannot be trans-
formed into block upper-triangular form by row and column per-
mutations – the requirement that is satisfied if umbrella windows
overlap (see Section 2 in Dinner et al. 2017, for proof).
The solution of Equation 7 can be obtained using a fixed point
iteration in z, and does not require extra sampling of the distribu-
tion. As we only need to solve for the z values once, this is an
inexpensive additional computation compared to the sampling of
the pii distributions. Note again that for F to be non-degenerate,
there should be a sufficient fraction of windows that do overlap.
Note also that we only need to obtain the zi values up to a
constant multiple, as if
ẑi = αzi
for some α > 0 independent of i, then
L∑
i=1
〈
f∑L
j=1 ψj/ẑj
〉
i
= α〈f〉,
and α can be evaluated by computing the above with f(x) ≡ 1.
Note that for L = 1 this is equivalent to the importance sampling
using a biasing function ψ1(x). Thus, importance sampling can be
viewed as a specific case of umbrella sampling.
2.2 Replica exchange
Replica exchange is a technique often used to enhance the rate
of exploration in umbrella sampling. In this method multiple copies
of the simulation are used, known as replicas or walkers, to sam-
ple distributions pii, with periodic exchanges of walkers between
c© 2016 RAS, MNRAS 000, 1–10
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windows to promote faster mixing. Every K steps, we choose a
random walker wi in window i and walker wj in window j, and
swap their positions with a probability that leaves the overall target
distribution intact.
Specifically, if the position of walker wi is xi, and similarly
walker wj is xj , then the probability of accepting the swap is
P (accept swap) = min
(
1,
pii(xj)pij(xi)
pii(xi)pij(xj)
)
= min
(
1,
ψi(xj)ψj(xi)
ψi(xi)ψj(xj)
)
by virtue of pii ∝ piψi. Accepting the swap is equivalent to reas-
signing which window the walkers belong to, and as we only need
to evaluate the bias functions this process amounts to book-keeping
and is of negligible computational cost.
Exchanging walkers is most likely to succeed where the over-
lap between the biasing distributions is greatest, so typically we
consider only swapping between adjacent windows with j = i+ 1.
In the worst case replica exchange should not harm the
progress of sampling the pii, whereas for many choices of bias-
ing function it becomes critically important. For example, in the
case of multi-modal distributions with peaks separated by very low-
probability areas, replica exchange can greatly increase the efficacy
of the sampling.
2.3 Collective variable stratification
When we know the direction in the parameter space in which
we want to stratify the target pdf, we can define that direction as
a collective variable. CV stratification allows one to make use of
prior intuition of the structure of the likelihood, or to focus sam-
pling in one area of interest. For example, if we know that the pos-
terior is expected to have peaks, collective variable can be defined
to be along the direction connecting the peaks. In the real-world
example we will discuss below in Section 3.2, we are interested in
estimating the probability that the universe is decelerating given su-
pernova type Ia observational data. Given that we know the region
in the parameter space corresponding to a decelerating universe,
we can define umbrella windows as to maximize the efficiency and
accuracy of sampling this region.
Without loss of generality, the CV direction can be define as a
function σ(x) ∈ [0, 1]. For L umbrella distributions, we define an
increasing sequence of centers ci ∈ [0, 1] where
0 6 c1 < c2 < . . . < cL 6 1.
The biasing functions are then designed to restrain points around
the associated center in CV-space. A common choice is to use
Gaussians as the bias functions:
ψi(x) = exp
{
−κ
2
i
2
[σ(x)− ci]2
}
.
The κi defines the strength of the restraint towards the target CV
value. If chosen too weakly, the sampling protocol will be ineffec-
tive, but if κi is chosen too strong there will be poor overlap be-
tween windows and thus a possibility of degenerate F matrix (see
§2.1).
A good balance in experiments is to choose the adjacent win-
dows to be two standard deviations away, so
κi = 2/max(ci − ci−1, ci+1 − ci),
where c−1 = 0 and cL+1 = 1.
An alternative is to use tent bias functions (sometimes called
chapeau functions) defined as
ψi(x) =
{
1− |σ(x)− ci|/li if |σ(x)− ci| 6 li
0 otherwise
(tent)
where the parameter li > 0 defines the width of the bias’ support,
with a reasonable choice being li = 2/κi. This gives a sawtooth-
like family of bias functions with a steeper log-bias than the har-
monic umbrella close to the edges. Tent biases have compact sup-
port which may be beneficial where the log likelihood is particu-
larly steep preventing effective stratification. However, one disad-
vantage is that the initialization is more difficult without knowing
σ−1(x) as sample points need to be started inside the support of
the tent.
Stratification along a collective variable coordinate can give
more accurate information about e.g. the height of a barrier by con-
centrating samples in particular regions in space. However, the hid-
den degrees of freedom (i.e. the space orthogonal to σ) can stymie
the progress of the sampling if the CV is chosen poorly. For ex-
ample, consider a planar ring-shaped likelihood distribution, with
small peaks and troughs around the ring. Stratifying in the x or
y direction would define a multimodal pii, making sampling more
difficult. A more sensible CV would be to use the angle atan(y/x),
which would break the ring into small arcs.
2.4 Temperature stratification
If an obvious collective variable choice is not readily available
we can define the biasing functions ψi similarly to the modified
posteriors in the parallel tempering approach (see Earl & Deem
2005, for a review). Namely, for a series of L temperatures Ti
1 6 T1 < T2 < . . . < TL
the sequence of biasing window functions is defined as
ψi(x) = exp[(1/Ti − 1) log pi(x)], (8)
ensuring that
pii(x) ∝ pi(x)ψi(x) = exp
[
1
Ti
log pi(x)
]
= pi(x)1/Ti , (9)
as expected in the parallel tempering approach. Higher tempera-
tures effectively flatten distribution pi(x) allowing for exploration
of wider ranges of parameters.
This can be further improved by incorporating replica ex-
change into umbrella sampling simulations (see Section 2.2 for
details). A balance must be struck between the range and num-
ber of temperatures that are used. Typically we follow the advice
from parallel tempering literature, and choose temperatures that are
spaced exponentially (Tk = exp(λk)) to give roughly equal ex-
change probabilities between windows.
Note that although the sampling procedure in this case is iden-
tical to the traditional parallel tempering simulation (with T1 = 1),
the re-weighting scheme described in §2.1 allows us to use sam-
ples from all L windows rather than just the T1 window, as in the
standard parallel tempering approach. Thus, the umbrella sampling
approach greatly enhances the efficiency of the parallel tempering
method. This is particularly critical for applications where evalua-
tions of the likelihood are expensive, as is often the case in cosmol-
ogy.
Note also, the US re-weighting scheme differs from the naı¨ve
importance sampling re-weighting, in which samples for different
c© 2016 RAS, MNRAS 000, 1–10
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temperatures are are combined with the weights pi/pi1/Ti . The lat-
ter is highly inaccurate, as demonstrated in Section 3.1 (see Figure
3).
2.5 Estimating evidence using US MCMC samples
In Bayesian model comparisons, one needs to evaluate the evi-
dence, or marginal likelihood – the integral of the posterior over the
entire parameter space. Although a number of approaches to esti-
mating the evidence have been explored (see Friel & Wyse 2012,
for a review), it is particularly convenient to use the MCMC sam-
ples themselves to estimate evidence. However, the MCMC sam-
ples in the standard MCMC sampling algorithms are biased to the
high-probability regions by construction. For “diffuse” prior dis-
tributions the contribution of low-probability areas to the evidence
integral can be large (e.g., Efstathiou 2008; Trotta 2017; Cousins
2017). US sampling of the low-probability areas can improve the
accuracy of the evidence estimates in such cases. For example, es-
timation of the evidence using samples from multiple biased distri-
bution have been considered by Geyer (1994).
The marginal likelihood can be estimated from the MCMC
samples within umbrella windows and their weights using the es-
timator of Gelfand & Dey (1994, see their eq. 23; see also §2.2 in
Robert & Wraith 2009). Namely, if q(x) is a normalized pdf with
dimensionality of the posterior, and p˜i(x) is an unnormalized pos-
terior with normalization constant (the evidence) Zpi =
∫
p˜i(x) dx,
so that normalized posterior is pi = p˜i/Zpi , we can write:∫
q(x) dx =
∫
q(x)
p˜i(x)
p˜i(x) dx = Zpi
∫
q(x)
p˜i(x)
pi(x) dx
= Zpi
〈 q
p˜i
〉
pi
, so Zpi =
〈 q
p˜i
〉−1
pi
. (10)
In the context of the umbrella sampling approach presented in this
paper (see Equation 4), the evidence Zpi can then be estimated as
Zpi =
〈 q
p˜i
〉−1
pi
=
 L∑
i=1
〈
q(x)/p˜i(x)∑L
j=1 ψj(x)/zj
〉
pii
−1 . (11)
For unimodal distributions, a good choice for q(x) is a multivariate
Gaussian distribution with the covariance matrix similar to that of
pi. In the case of multi-modal distributions one can adopt a Gaus-
sian mixture approximation to pi(x) as a suitable q(x). The accu-
racy of this evidence estimator was discussed in Robert & Wraith
(2009, see their section 2), who demonstrated that it is competitive
in accuracy with other estimators.
Alternatively, in the case of the temperature stratification (Sec-
tion 2.4), one can use umbrella sampling and the thermodynamic
integration method to estimate the evidence, as in the parallel tem-
pering approach (Gelman & Meng 1998; Neal 2000).
2.6 Parallelization
Given that the sampling in each umbrella window is indepen-
dent (up to periodic replica exchanges which require communica-
tion), we can exploit the independence to run in parallel on dis-
tributed systems. In principle, the sampling within an umbrella can
be achieved using any suitable sampler. Many modern sampling
methods, such the GW10 method implemented in the emcee code,
sample multiple chains (walkers) in parallel. Thus, with umbrella
sampling the parallelism both within umbrella windows and be-
tween them can be exploited.
-6 -3 0 3 6
-6
-3
0
3
6
-6 -3 0 3 6
0
-5
-10
-15
-20
-25
xx
y
ln
pi
(x
)
Figure 2. (Left) The marginal posterior density is plotted in x and y. Con-
tours are drawn for the logarithm of the density, with the first contour at−5
and spaced every 25 units. (Right) The marginal distribution is plotted in
the x direction.
In the umbrella sampling python package we use in this arti-
cle, parallel execution and communications are organized using a
message passing interface library, as implemented in the mpi4py
python package. The available C computing cores are split into L
MPI communicator groups corresponding to each umbrella win-
dow with bL/Cc cores in each group. The umbrella windows are
sampled simultaneously in parallel, with a parallel sampler within
each window making use of the bL/Cc cores within the window
MPI communicator.
The method itself is able to utilize all cores efficiently, with no
additional computational costs when sampling, compared to con-
ventional parallel samplers. The extra work involved in the um-
brella sampling method is at the end of the simulations and requires
no additional likelihood evaluations.
3 EXAMPLES OF UMBRELLA SAMPLING
We illustrate the umbrella sampling method presented above
using two example problems: 1) sampling of a difficult to sample,
multi-modal synthetic pdf – the Rosenbrock pdf with two distant
Gaussian peaks (Section 3.1) and 2) sampling of the real world
posterior distribution of the mean matter and vacuum energy den-
sity resulting from the existing constraints of the supernovae type Ia
measurements (Section 3.2). The umbrella sampling code used in
the first example can be found in the usample python package.2
The second test was run using usamplewithin the CosmoSIS cos-
mological analysis package (Zuntz et al. 2015).3
3.1 Sampling the “smiley” pdf
We compare results for a four dimensional toy problem, with
two variables of interest (denoted x and y) distributed in a smiley
face shape, and two nuisance variables (denoted u1 and u2) that are
distributed with independent Gaussian pdfs. The overall posterior
density is
pi(x, y, u1, u2) ∝ pismile(x, y)× exp(−u21/2− u22/2), (12)
2 Available at https://github.com/c-matthews/usample
3 The umbrella sampler will be included in the next CosmoSIS version
release.
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where pismile is
pismile(x, y) ∝ exp(−8(x− 2)2 − 8(y − 3)2)
+ exp(−8(x+ 2)2 − 8(y − 3)2) (13)
+ exp(−10(y + 3.5− x2/4)2 − x4/100)
The addition of the isolated distant Gaussian peaks (the eyes)
to the Rosenbrock density makes the distribution multi-modal, with
standard MCMC methods requiring a large number of samples to
fully converge. For example, Goodman & Weare (2010) show con-
vergence on the 2d Rosenbrock pdf alone requires of order 109
MCMC samples even with their affine-invariant algorithm that has
a relatively short autocorrelation length.
To test the efficiency of sampling for such a pdf, we will com-
pare the performance of different sampling methods when produc-
ing an accurate log-marginal curve in the x direction, plotted in
Figure 2. However, even though we have good prior knowledge
of the properties of pismile in this case, it is still difficult to choose
an optimal collective variable σ for this pdf along which the sam-
pling could be stratified effectively. For example, the choices of
σ(x, y) = x, σ(x, y) = y or any simple combination of x and
y does not remove multi-modality from the sampling in individual
windows.
A good choice for this problem is thus to use umbrella sam-
pling with stratification in the temperature, as discussed in Section
2.4. We show results for the four windows with the temperature
schedule of Ti ∈ [1, 10, 100, 1000] and replica exchange between
windows every 100 steps. With this choice the replica exchange
probabilities during the run were≈ 15%. We use the emcee pack-
age implementation of the Goodman & Weare (2010) algorithm
with 16 walkers to sample the pdf within each window. For perfor-
mance comparison purposes we have run the algorithm for a fixed
400,000 steps for each walker.
It is most natural to compare results of umbrella sampling in
this test to the sampling using the parallel tempering (PT) approach
with the same parameters. In PT only samples from T = 1 are
used in the average’s estimate, but replica exchange through the
higher temperatures does allow exploration of the parameter space
and discovery of isolated peaks in the pdf better than the simple
MCMC sampling. In this context US uses the same trajectory data
from a PT run, but offers a new way of combining the data from
all temperatures to give a more accurate estimate. It does not speed
up sampling of the pii tempered distributions, but offers a more
efficient post-processing of the data compared to PT.
We also compare to the case when samples from all parallel
temperature samples are used, but the results are combined using a
naı¨ve re-weighting of samples with weights pi(x)/pi1/Ti(x), where
x are samples from pi1/Ti(x), rather than the US weighting scheme
described in Section 2.1. This naı¨ve weighting is analogous to the
weighting often used in the importance sampling approach. Addi-
tionally, we compare against four independent runs of the emcee
sampler without the parallel tempering with the total number of
samples equal to the parallel tempering runs. All of the runs we
compare thus have the same number of likelihood evaluations and
hence comparable computational cost.
We compute the absolute difference in marginalized posterior
pi(x) at a given value of x, computed by binning the samples in the
interval [0, 6.5] into 150 equal-sized bins. For each scheme, we ob-
tain the final posterior over ten independent runs and we use these
runs to estimate the error of the average pi(x). The 2D histogram in
Figure 3 shows the log10 of the absolute error in the log-marginal
posterior pi(x) relative to the true value as a function of x and the
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Figure 3. The absolute error in the log-marginal distribution in the x direc-
tion (plotted only for x > 0), as a function of normalized wall-clock time
for four sampling methods: (clockwise from the top left panel) the emcee
package, parallel tempering, parallel tempering with the importance sam-
pling re-weighting of all samples, and umbrella sampling. The color indi-
cates the average absolute error from ten experiments, with white indicating
that no samples were found at that value.
normalized wall-clock time. For simplicity we plot the results for
positive x as the results are symmetric around x = 0.
The GW10 scheme implemented in the emcee package is un-
able to resolve the basin at x = 2 in the allotted time, and this gives
a large error that diminishes extremely slowly. This error is also ap-
parent in the other schemes, but disappears quickly due to replica
exchange with the higher temperature simulations.
The far tails of the distribution at x ∈ [5, 6.5] are poorly sam-
pled in the emcee and PT simulations. While in regular parallel
tempering we do not recover any samples in this tail, re-weighting
samples from all the temperatures does give some information in
this region. However, this process greatly increases the variance of
the result in the entire range of x and this variance does not decrease
with time.
The umbrella sampling result gives the most efficient and ac-
curate result for the entire range of x, even in the tail regions.
3.2 A real-world example: cosmological constraints using
type Ia supernovae
To illustrate the power of the umbrella sampling algorithm to
accurately sample the tails of the marginal posterior distribution,
we use cosmological constraints derived from type Ia supernovae
observations. Specifically, we sample the marginal posterior of the
mean dimensionless matter and vacuum energy densities, Ωm and
ΩΛ, using the SDSS-II/SNLS3 Joint Light-curve Analysis (JLA)
supernovae dataset (Betoule et al. 2014) and the associated JLA
v3 likelihood.
Type Ia supernovae are one of the key probes of the cosmolog-
ical parameters governing expansion of the universe (see, e.g., Frie-
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man et al. 2008; Freedman & Madore 2010; Goobar & Leibundgut
2011, for reviews) and played the main role in the discovery of
the accelerating expansion of the universe (Riess et al. 1998; Perl-
mutter et al. 1999). The current supernovae samples, such as the
JLA dataset, cover a wide range of redshifts and provide compli-
mentary constraints to those derived from the Cosmic Microwave
Background and the Baryonic Acoustic Oscillations measurements
(e.g., Eisenstein et al. 1999).
Recently, the significance of the evidence for acceleration
from supernovae observations alone was questioned (Nielsen et al.
2016). Given that estimate of such significance at the & 3 − 5σ
level requires reliable sampling of the posterior tails, this problem
is a good target for application of the US algorithm. In this section
we show that the US approach allows us to make these estimates ac-
curately and efficiently, even in the regions of the parameter space
that contain a tiny fraction of the total integrated probability.
We test two different parameterizations of windows in the
umbrella sampling approach: temperature stratification only and a
combination of the temperature stratification with a collective vari-
able. The latter is possible in this case, because we are interested in
estimating the probability that the universe is not accelerating, and
we can define the collective variable in the direction perpendicular
to the line separating accelerating and non-accelerating universes:
Ωm/2− ΩΛ = 0.
When using only temperature windows, we use the following
schedule of sixteen temperatures: Tj = 50(j−1)/15. We believe that
this is a robust and flexible choice when little about the overall like-
lihood surface is known a priori, as it will give thorough sampling
in all variables.
When using the collective variable we also use sixteen win-
dows, but each window uses one of four temperatures (with Ti ∈
{1, 3.7, 13.6, 50}) as well as one of four collective variable cen-
ters (with cj ∈ {0, 1/3, 2/3, 1}), divided so each window has a
unique pair (Ti, cj). The overall bias function for a window is then
the product of the bias functions in the collective variable and in the
temperature. We use a tent bias function with the collective variable
σ(x) = max{0,min[1, (x− p1) · (p2 − p1)/‖p2 − p1‖2]},
which gives a normalized distance of a point along a line connect-
ing two anchor points p1 and p2, when the point x is projected
along the line. The anchor points are chosen so that the line segment
they define is perpendicular to and intersecting the line separating
accelerating and decelerating universes, Ωm/2− ΩΛ = 0:
p1 = (0.55, 0.9, 0, . . .)
T , p2 = (0.85, 0.3, 0, . . .)
T .
This ensures that the level sets of σ(x) define strips parallel to the
line Ωm/2− ΩΛ = 0.
Using this collective variable σ(x) means that some samples
will be drawn from within the target region in the tail of the dis-
tribution. This improves efficiency and accuracy of the estimate of
the probability that we are interested in:
pdec =
∫
1dec(x)pi(x) dx, (14)
where x = {Ωm,ΩΛ}, pi(x) is the posterior marginalized over all
other parameters, and
1dec(x) =
{
1, if Ωm > 2 ΩΛ
0 otherwise.
. (15)
By contrast, using pure temperature windows places no such
constraint on the sample distribution. In this case samples in each
window will explore the entirety of the parameter space.
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Figure 4. The iso-density contours of the sampled marginal posterior distri-
bution using the JLA v3 likelihood in the (Ωm,Ωλ) plane, marginalized
over the 6-dimensional space in which sampling was done.The three panels
show results of sampling using the Goodman & Weare (2010) algorithm
implemented in the emcee code (top panel) and umbrella sampling with
different choices of the umbrella partition (middle and bottom panels). In
each case, the sampled was done using similar amount of CPU time. The
solid lines show the actual iso-significance contours of the posterior up to
fifteen sigma levels, while the dotted lines give the corresponding contours
for a Gaussian approximation of the posterior. A Gaussian filter was used to
smooth the plotted solid contours, but no filter was applied to the underlying
shaded surface.
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Figure 4 shows results of sampling the JLA v3 likelihood
in 6D parameter space using the Goodman & Weare (2010) al-
gorithm implemented in the emcee code (Foreman-Mackey et al.
2013, top panel) and umbrella sampling with different choices of
the umbrella partition (middle and bottom panels). Here we sample
the JLA v3 likelihood using the CosmoSIS package (Zuntz et al.
2015), to which we have added the US sampler. In each case, the
sampling was done using the same number of likelihood evalua-
tions, and thus similar amount of CPU time.
Calculations were carried out using two Intel E5-2670 16-core
nodes with MPI communications between and within nodes using
MPI pools, as described in Section 2.6. For the emcee package,
we used 192 walkers with 105 steps per walker. For the umbrella
sampling, we used 16 windows with 32 walkers per window and
3.75× 104 steps per walker. Thus, in both experiments 1.92× 107
samples were generated.
The runs using emcee used all 32 available cores in parallel.
The umbrella sampling runs used sixteen windows sampled in par-
allel, each with two cores that worked in parallel. This gave the um-
brella sampling results the same parallel efficiency as the emcee
sampler. An mpi pool object was used to naı¨vely distribute the tasks
evenly, without any load balancing.
Figure 4 shows the successive sigma level contours (solid
black lines). In the middle and bottom panels that show results of
US method, the contours are shown to 15σ. A Gaussian filter was
used to smooth the plotted contours, but no filter was applied to the
underlying shaded surface showing the posterior distribution.The
figure shows that with a given CPU time GW10 algorithm samples
the likelihood well only to ≈ 3σ contour, while the US sampler
samples it with a nearly uniform accuracy to ≈ 15σ level.
The results obtained using umbrella sampling with only tem-
perature show a higher variance than results using collective vari-
ables, as is evident from the spikier and less-defined contours at
the furthest sigma levels. This is simply because umbrella windows
with the collective variable stratified, ensure that a fixed number
of walkers sample the low probability areas of the posterior in the
Ωm−ΩΛ plane, while in the temperature windows walkers explore
the entirety of the parameter space without any restraints.
However, the contours do demonstrate good agreement even
in the tails. In particular, the first three contours show good agree-
ment between all of the methods. This means that even US sam-
pling with the more flexible temperature umbrellas is as accurate
as the affine-invariant MCMC for the ≈ 3σ credible region, but is
far more accurate in lower significance regions. Thus, the accuracy
gain in these low probability regions is obtained without significant
loss of accuracy in high probability region.
In Table 1 we compare estimates for pdec computed using
sampling and the estimate using the Gaussian approximation of the
posterior. We can see that the value of pdec estimated using the
emcee sampling is in good agreement with the estimates obtained
using the US method because we have allowed for sufficient length
of the chains to sample the≈ 3σ region. Nevertheless, the US sam-
pling using collective variable achieves a factor of four smaller er-
ror for the same amount of work. Given that Monte Carlo estimates
of such quantities carryO(N−1/2) error forN samples, this means
that emcee would need to be run with 16 times more samples to
achieve the same accuracy in this case.
The faint dotted lines in Figure 4 correspond to the contours as-
suming a Gaussian approximation of the posterior. More precisely,
we measured the covariance parameters using the emcee samples
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Figure 5. Marginalized posterior in the Ωm−ΩΛ plane using the same JLA
data set but now with the likelihood of Nielsen et al. (2016). Here we sam-
pled the posterior varying only three parameters M0, Ωm, and ΩΛ, while
keeping the other parameters of their likelihood fixed at the best values re-
ported in the first row of Table 1 in Nielsen et al. (2016). This approximates
the ”profile likelihood contours” used by these authors. Note that the con-
tours shown in this plot are the actual contours of the posterior enclosing a
given fraction of the total probability, not the contours of a Gaussian pdf.
The dashed line defined by ΩΛ = Ωm/2 is the boundary between acceler-
ating (above) and decelerating (below) universes. The dotted line is the line
of geometrically flat universes, Ωm + ΩΛ = 1.
taken within the second sigma contour. The sampled log likelihood
surface was fit to a quadratic form using the Matlab fit function, and
its corresponding sigma levels plotted. Although the initial agree-
ment up to the third contour is good, it is clear that the Gaussian
approximation fails to accurately describe the tails of the posterior.
The sampled surface obtained from umbrella sampling shows that
there exists a much “fatter” tail compared to the Gaussian.
As a consequence of this, any estimate of the probability of a
decelerating universe, pdec (eqs 14-15), using the Gaussian poste-
rior assumption, as done by Nielsen et al. (2016) for example, will
be inaccurate. Indeed, the Gaussian approximation estimate shown
in Table 1 underestimates the probability that we live in a decel-
erating universe by a factor of six. To be precise, Nielsen et al.
(2016) estimated pdec using the χ2 approximation (pcov in their
Equation 10), which effectively assumes that posterior is Gaussian,
and using the likelihood profile rather than marginalized posterior
distribution. This is not equivalent to integrating the probabilities
using marginalized Gaussian posterior in the Ωm − ΩΛ plane.
In Figure 5 we show the result of sampling the likelihood of
Nielsen et al. (2016)4 varying M0, Ωm, and ΩΛ, while keeping
the other parameters of their likelihood fixed at the best values re-
ported in the first row of their Table 1. This procedure approxi-
mates the likelihood profile analysis of Nielsen et al. (2016). Us-
ing this posterior we estimate the probability of deceleration of
pdec ≈ 1.03×10−4 corresponding to≈ 3.85σ significance, which
is close to, albeit somewhat higher than, the significance reported
by Nielsen et al. (2016).
4 We include the routine implementing likelihood similar to that of Nielsen
et al. (2016) that we use in this analysis with the public version of the US
code.
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Scheme pdec for Ωm > 0 pdec for Ωm > 0.2
Gaussian approximation 7.3× 10−7 1.6× 10−10
emcee 3.1× 10−6 ± 1.3× 10−7 not available
Umbrella sampling (temperature) 3.3× 10−6 ± 1.5× 10−7 5.4× 10−9 ± 1.7× 10−10
Umbrella sampling (CV) 3.2× 10−6 ± 3.0× 10−8 5.4× 10−9 ± 4.1× 10−11
Table 1. The estimated value of pdec is computed from the mean of five runs of each scheme, with the standard error of the estimate.
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(p d
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Figure 6. The mean (bold line) and standard deviation (shaded region) of
the estimate of ln(pdec) is plotted as a function of the number of likelihood
evaluations. Values are compared for the emcee package (blue) versus us-
ing Umbrella Sampling with either temperature (red) or a collective variable
(green).
We can see that, compared to the JLA likelihood results in
Figure 4, the contours are shifted up and to the right towards the
deceleration region and this region is now close to ≈ 3σ contour.
This difference is the reason values for the pdec probability in our
Table 1 are very small and do not show significant evidence for de-
celeration. The difference is due to our use of the JLA v3 likeli-
hood, while Nielsen et al. (2016) used a different likelihood that ac-
counted for intrinsic scatter of supernovae properties, which is done
only in post-processing and in approximate fashion in the JLA like-
lihood. On the other hand, Nielsen et al. (2016) did not account for
significant survey selection effects in their analysis that affect the
apparent properties of supernovae. These differences likely account
for the discrepancy in the estimates of the deceleration probability.
Regardless of these differences, other cosmological probes in-
dicate that Ωm > 0.2 with very high confidence (e.g., Planck Col-
laboration et al. 2016; Alam et al. 2017). The probability of decel-
eration with Ωm > 0.2 prior for the posterior derived from Nielsen
et al. (2016) likelihood (Fig. 5) is only pdec ≈ 1.9 × 10−6 or
≈ 4.75σ. For the JLA likelihood pdec is only ≈ 5.4× 10−9. Note
that we cannot make this estimate with the emcee run of the same
length because it has no samples in the region of decelerating uni-
verses bounded by Ωm > 0.2. The US runs, on the other hand, still
give a reasonably accurate estimate, as shown in Table 1.
The value of the pdec estimate as a function of the number of
likelihood evaluations (equivalently simulation time) is shown in
Figure 6. The solid lines indicate the mean of the five independent
runs, while the shaded regions indicate the standard deviation of the
runs themselves, showing the expected behavior of one trajectory.
It is clear that umbrella sampling using the collective variable pro-
vides a rapid and precise estimate for pdec. By contrast, the emcee
estimate has extremely large variance for a significant portion of
the run, with no samples recorded for the first tenth of the run over-
all. Using US with the temperature gives behavior in between these
two schemes, with an early accurate approximation. However, the
variance appears to decay more slowly in this case compared to the
CV-defined umbrella windows.
4 DISCUSSION AND CONCLUSIONS
In this paper we presented the umbrella sampling technique
and showed that it can be used to sample low probability areas of
the posterior distribution that may be required in statistical analy-
ses of data. In this technique the parameter space is partitioned into
umbrella windows by splitting the target likelihood into separate
likelihoods given by the original likelihood multiplied by appropri-
ately weighted window functions. Though US has been used suc-
cessfully in computational chemistry, it has not been used there to
compute general averages, tail probabilities of pi, or for parameter
estimation. The tempering umbrella sampling approach is, to our
knowledge, presented here for the first time.
We show that the US method is cheap and can be easily im-
plemented “on top” of existing MCMC samplers, such as emcee.
The method allows the user to capitalize on their own intuition by
using collective variables to define umbrella windows, or to make
use of a more general technique by stratifying in the temperature.
A publicly available standalone python package implementing the
scheme can be found at: https://github.com/c-matthews/usample.
Additionally we have added umbrella sampling to the CosmoSIS
package (Zuntz et al. 2015)5 and the US sampler will be included
in the next release of CosmoSIS, as one of the available samplers.
We presented a number of tests illustrating the power of the
US method in sampling low probability areas of the posterior. We
also showed that this ability allows a considerably more robust sam-
pling of multi-modal distributions compared to the emcee direct
sampling methods. For the toy model distribution given by the sum
of Rosenbrock and two multi-variate isolated Gaussian pdfs, the
umbrella sampling method presented in Section 2 was shown to be
more efficient compared to parallel tempering, as well as a naive
recombination of the data, despite using exactly the same set of
samples. This is because in parallel tempering only one subset of
samples with T = 1 is actually used for the final analyses. By con-
trast, the umbrella sampling approach allows the use of samples
from all of the temperatures.
In the supernova cosmological constraints example, umbrella
sampling was shown to provide significantly more information
about the posterior in the low probability areas compared to the di-
rect sampling by the emcee code. In particular, as shown in Figure
4, for the same amount of work emcee samples the posterior to the
≈ 3σ credible region, while the US method samples the same pos-
terior to the ≈ 15σ region. This ability to sample far into the tail
of the posterior distribution may find other applications, such as
evaluation of the marginal likelihood, also known as the Bayesian
evidence, which requires evaluation of the integral of the posterior
over the entire parameter space, as discussed in Section 2.5.
Finally, in the era of precision cosmology, as errors of cos-
mological parameter estimates shrink, the need to evaluate discrep-
ancies and significance of tensions at a ≈ 4 − 5σ level will be-
5 https://bitbucket.org/joezuntz/cosmosis/
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come commonplace. The umbrella sampling method presented in
this work will allow us to do such evaluations efficiently.
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