Machine learning-guided protein engineering is a new paradigm that enables the optimization of complex protein functions. Machine-learning methods use data to predict protein function without requiring a detailed model of the underlying physics or biological pathways. They accelerate protein engineering by learning from information contained in all measured variants and using it to select variants that are likely to be improved. In this review, we introduce the steps required to collect protein data, train machine-learning models, and use trained models to guide engineering. We make recommendations at each stage and look to future opportunities for machine learning to enable the discovery of new protein functions and uncover the relationship between protein sequence and function.
Introduction
Protein engineering seeks to design or discover proteins whose properties, useful for technological, scientific, or medical applications, have not been needed or optimized in nature. We can envision the mapping of protein sequence to a desired function or functions as a "fitness landscape" over the high-dimensional space of possible protein sequences (Romero & Arnold, 2009) . The fitness represents a protein's performance: expression level, catalytic activity, or other properties of interest to the protein engineer. The landscape determines the range of properties available to different sequences as well as the ease with which they can be optimized. In one limit, convex landscapes that climb smoothly to a global maximum are easy to search. In the other, rugged landscapes with many local maxima are much more difficult to traverse. Protein engineering seeks to identify sequences corresponding to high fitnesses on these landscapes.
Identifying optimal locations on a fitness landscape is extremely challenging. The space of possible protein sequences is too large to be searched exhaustively naturally, in the laboratory, or computationally (Mandecki, 1998) . The problem of finding optimal sequences is NP-hard, meaning that there is no known polynomial-time method for searching this space (Pierce & Winfree, 2002) . Functional proteins are also extremely scarce in this vast space of sequences. Moreover, as the threshold level of fitness increases, the number of sequences having that fitness decreases exponentially (Smith, 1970; Orr, 2006) . As a result, highly fit sequences are vanishingly rare and overwhelmed by nonfunctional and mediocre sequences.
Until recently, the two main approaches for finding high-fitness protein sequences have been directed evolution and rational design. Rational design uses physics-based models to guide the search for improved sequences. These models typically contain an atomic structural representation of a protein and energy-based scoring functions to quantify the target function (Dahiyat & Mayo, 1997; Siegel et al., 2010) . Rational design has been successful in identifying sequences that fold into desired static structures (Dou et al., 2018) . This is an important advance, and useful when a single stable structure dictates function (Dou et al., 2018) . However, because proteins are marginally stable, even small inaccuracies in energy-based scoring functions can lead to very poor performance (Dou et al., 2017) .
Many protein functions such as binding, catalysis, allostery, and signalling, are mediated through recessed cavities, mobility, or multiple low-energy states (Huang et al., 2016) . For example, computational enzyme design currently proceeds by designing an idealized active site for the desired reaction, matching the active site residues to stable backbones, and then using molecular dynamics (MD) simulations to winnow designs with flaws not apparent from static evaluations. MD simulations require enormous computational resources (100s of CPU hours for each variant) and are not appropriate for Figure 1 . Directed evolution with and without machine learning. (a) Directed evolution uses iterative cycles of diversity generation and screening to find improved variants. Information from unimproved variants is discarded. (b) Machine-learning methods use the data collected in each round of directed evolution to choose the mutations to test in the next round. Careful choice of mutations to test decreases the screening burden and improves outcomes. (c) Directed evolution is a series of local searches on the fitness landscape. (d) Machine learning-guided directed evolution often rationally chooses the initial points (green circles) to maximize the information learned from the fitness landscape, allowing future iterations to quickly converge to improved sequences (violet stars). testing many variants. This process generally yields sequences with modest activity that are finally improved with directed evolution (Garcia-Borràs et al., 2017) .
Inspired by natural evolution, directed evolution climbs a fitness landscape by accumulating beneficial mutations in an iterative protocol of mutation and selection, as illustrated in Figure 1a . The first step is sequence diversification using techniques such as random mutagenesis, site-saturation mutagenesis, or recombination to generate a library of modified sequences starting from the parent sequence(s). The second step is screening or selection to identify variants with improved properties for the next round of diversification. The steps are repeated until fitness goals are achieved. Directed evolution is limited by the fact that even the most high-throughput screening or selection methods only sample an insignificant fraction of the sequences that can be made using most diversification methods, and developing efficient screens is nontrivial. Moreover, directed evolution requires at least one minimally-functional parent and a locally-smooth fitness landscape for stepwise optimization (Romero & Arnold, 2009 ). Recombination methods may allow for bigger jumps in sequence space while retaining function (Drummond et al., 2005) , but sequences designed using recombination are by definition restricted to exploring combinations of previously-explored mutations. No matter the diversification technique, directed evolution is energy-, time-, and material-intensive, and multiple generations of evolution may be required to achieve meaningful performance improvements.
More recently, researchers have begun using statistical, or machine-learning, methods to approximate sequence-function relationships. Machine-learning methods learn functional relationships from data (Hastie & Tibshirani, 2008; Murphy, 2012) . Machine-learning models of protein function can be predictive even when the underlying mechanisms are not well-understood. As shown in Figure 1b , machine-learning models can guide directed evolution by learning from the information contained in all measured variants. This new paradigm for protein engineering enables engineering with fewer measurements and fewer generations of evolution. Here, we cover the basics of machine learning with a focus on applications to protein engineering and protein sequence-function datasets, discuss how machine learning can be integrated with directed evolution to accelerate protein engineering, and consider the developments that are required to enable wider applications.
A brief introduction to machine learning on proteins
In most computational methods, the user provides a hard-coded algorithm and inputs, and the computer executes the steps provided by the human expert. In contrast, machine-learning models infer patterns from data, which can then be used to make predictions on unobserved data. The user must collect the training data, represent it in a form amenable to machine learning, decide what type of machine-learning algorithm to use, and train and interpret the model.
Protein function databases
The broadest protein datasets are UniProt, which aims to catalog all known protein sequences (UniProt Consortium, 2017) , the Protein Data Bank (Rose et al., 2016) , which catalogs all known protein structures, and BRENDA, which catalogs natural enzymes and their functions (Placzek et al., 2016) . These databases do not specifically store sequence-function relationships.
Protein engineering experiments have generated a growing collection of well-characterized libraries. Databases that collect and organize specific categories of sequence-function data include ProTherm and ProNit for protein stability and protein-nucleic acid interactions, respectively (Kumar et al., 2006) , and SKEMPI (Moal & Fernández-Recio, 2012) , ABBind (Sirin et al., 2016) , and PROXIMATE (Jemimah et al., 2017) for protein-protein complexes. The Protein Mutant Database (Kawabata et al., 1999) , an early attempt to catalog the effects of mutations from protein engineering studies across different proteins and functions, has not been updated in over a decade. Currently, Protabank is an actively-maintained and updated database for general protein design and engineering data .
ProTherm is the oldest and most mature of these databases, but has not been updated since 2013. There have been many efforts to use the sequence-function information in ProTherm to train machine-learning models to predict the effects of mutations on stability (Tian et al., 2010; Li & Fang, 2012; Jia et al., 2015; Capriotti et al., 2005b; a; Cheng et al., 2006; Buske et al., 2009; Liu & Kang, 2012; Pires et al., 2013; Jokinen et al., 2018; Dehouck et al., 2009; Giollo et al., 2014) . However, Yang et al. found that ProTherm contains many errors and cautions against using entries as training sets without proper validation (Yang et al., 2018b) .
Datasets derived from protein engineering experiments tend to be small (10 2 -10 3 variants) and focused on high-performing variants derived from a small number of sequences. Furthermore, the variants sampled in a protein engineering study are limited by the bias and intent of the study . This may make it more difficult to generalize models trained on one dataset to other variants of even the same protein generated in different ways or with a different objective. In contrast, datasets of natural variants can be quite large, with examples from many families of proteins. However, the variant distribution in natural datasets is biased by evolution and the fact that not all organisms are equally likely to be studied and sequenced. This can lead to difficulty generalizing to the non-natural sequences often encountered in protein engineering.
Vector representations of proteins
For machine-learning models to learn about protein sequences, protein sequences must be represented as vectors or matrices of numbers. How each protein sequence is represented determines what can be learned (Domingos, 2012; Bengio et al., 2013) . Even the most powerful models produce poor results if an inappropriate representation is used. An ideal encoding would perform well across different proteins and functions, not require alignments, structures, or feature selection, and transfer the information contained in unlabeled sequences to specific prediction tasks. Unfortunately, such an encoding does not exist.
In general, a protein sequence is a string of length L where each residue is chosen from an alphabet of size A. The simplest way to encode such a string is to represent each of the A amino acids as a number. However, the assignment of each residue to a number enforces an ordering on the amino acids that has no physical or biological basis. Instead of representing each position as a single number, a one-hot encoding represents each of the L positions as A − 1 zeros and one 1, with the position of the 1 within the series denoting the identity of the amino acid at that position. Given structural information, the identity of pairs of amino acids within a certain distance in the structure can also be one-hot encoded (Romero et al., 2013b; Bedbrook et al., 2017) . Single mutations can also be encoded as a 20-dimensional vector where the original amino acid is denoted by -1, the new amino acid by 1, and all others by zero (Capriotti et al., 2004) . One-hot encodings are inherently sparse, memory-inefficient, and high-dimensional. In a one-hot encoding, there is no notion of similarity between sequence or structural elements: they are either identical, or not. Furthermore, one-hot encodings of the primary sequence require that all sequence variants of interest are aligned. This alignment must be updated as sequences are added to the model. Nevertheless, one-hot encodings offer good performance for little complexity and can be considered a good baseline encoding.
A protein can also be encoded by its physical properties by representing each individual amino acid with a collection of physical properties, such as its charge or hydrophobicity, and each protein with a combination of those properties. Properties such as predicted secondary structures can also be used to represent proteins. The challenge is that there are a large number of physical properties that could be used to describe each amino acid or protein. Furthermore, the molecular properties that dictate functional properties are unknown, highly constrained, and dependent on the specific function considered. Therefore, selecting informative properties is challenging because it is difficult to know a priori what properties will be predictive for a particular task. Most representations using physical properties also require alignments of the input sequences.
AAIndex (Kawashima et al., 2007) attempts to systematically collect descriptors of protein sequences. AAIndex comprises three sections: AAIndex1 contains 554 amino acid features, AAIndex2 contains 94 amino acid substitution matrices, and AAIndex3 contains 47 amino acid contact potential matrices. ProFET is another encoding system that considers physical properties of the bulk protein, the individual residues, and sub-sequences of residues (Ofer & Linial, 2015) . There have also been attempts to describe each amino acid using two reduced dimensions based on volume and hydrophobicity (Barley et al., 2018) and to combine physical properties with structural information (Qiu et al., 2007; Buske et al., 2009 ) by encoding each position in the sequence as a combination of the properties of amino acids in its geometric neighborhood.
While there are a vast number of known protein sequences, only a tiny fraction are labeled with measured properties relevant to any specific prediction task. The number of unlabeled sequences will continue to rise as more sequences are deposited into public databases. These unlabeled sequences contain information about the frequency and patterns of amino acids selected by evolution to compose proteins, information that may be helpful across prediction tasks. The simplest examples are BLOSUM (Henikoff & Henikoff, 1992) or AAIndex2-style substitution matrices based on relative amino-acid frequencies. However, more sophisticated continuous vector encodings of sequences can be learned from patterns in unlabeled sequences (Asgari & Mofrad, 2015; Mazzaferro, 2017; Ng, 2017; Kimothi et al., 2016; Yang et al., 2018a; Schwartz et al., 2018) . These representations are known as embedded representations. Conceptually, through sequence context, these representations learn a mapping from a space with one indicator (one-hot) dimension per k-mer or protein sequence to a continuous vector space with a much lower dimension such that similar sequences are close together in the continuous space. When modeling large (> 10 4 examples) datasets with neural networks, embeddings for individual amino acids or k-mers can be learned simultaneously with the model weights. Learned encodings are low-dimensional, do not require alignments, and may improve performance by transferring information in unlabeled sequences to specific prediction tasks. However, it is difficult to predict which learned encoding will perform well for any given task. Just as no model will be optimal across all machine learning tasks, there is no universally optimal vectorization method (Wolpert, 1996) . Because computational resources are finite, researchers must use a combination of domain expertise and heuristics to select a set of encodings to compare. For small datasets, one-hot encodings offer superior performance to general sets of protein properties (Yang et al., 2018a) , although careful feature selection informed by domain knowledge may yield more accurate predictions. If accuracy is insufficient, learned encodings may be able to improve performance. The encoding should ultimately be chosen empirically to maximize predictive performance.
Models for protein data
A wide range of machine-learning algorithms exist, and no single algorithm is optimal across all learning tasks (Wolpert, 1996) . Machine-learning methods can be broadly classified as supervised, unsupervised, or semi-supervised. In supervised learning, the training data consist of inputs and their associated output values (labels). Supervised methods learn a mapping from input space to output space that enables them to accurately predict outputs from new inputs. Supervised learning can be further divided into regression, which aims to predict real-valued outputs, and classification, which aims to predict class membership. In unsupervised learning, the training data consist only of input values. Unsupervised methods learn to find patterns, such as trends or clustering, in the inputs. In semi-supervised learning, the training data consist of inputs, of which a subset has associated output values. Semi-supervised methods leverage information in the unlabeled training inputs to improve their ability to predict outputs from inputs. Supervised learning is the most developed of these approaches, and is used in the majority of applications to protein engineering. We outline some common supervised machine-learning algorithms below.
The simplest machine-learning models apply a linear transformation of the input features, such as the amino acid at each position, the presence or absence of a mutation (Fox et al., 2007) , or blocks of sequence in a library of chimeric proteins made by recombination (Li et al., 2007) . Linear models are simple and the learned parameters are easily interpreted by the user. Linear models are commonly used as baseline predictors before more powerful models are tried.
Classification and regression trees (Breiman, 2017 ) use a decision tree to go from input features (represented as branches) to labels (represented as leaves). Decision tree models are often used in ensemble methods, such as random forests (Breiman, 2001) or boosted trees (Friedman, 2002) , which combine multiple models into a more accurate meta-predictor. For small biological datasets (< 10 4 training examples), including those often encountered in protein engineering experiments, random forests are a strong and computationally efficient baseline, and have been used to predict thermostability (Tian et al., 2010; Li & Fang, 2012; Jia et al., 2015) .
Kernel methods, such as support vector machines (Cortes & Vapnik, 1995) and kernel ridge regression (Nadaraya, 1964) , employ a kernel function, which calculates similarities between pairs of inputs, to implicitly project the input features into a high-dimensional feature space without explicitly calculating the coordinates in this new space. The choice of kernel profoundly affects the accuracy of these methods. While general-purpose kernels can be applied to protein inputs, there are also kernels designed for use on proteins, including spectrum and mismatch string kernels (Leslie et al., 2002; , which count the number of shared sub-sequences between two proteins, and weighted decomposition kernels (Jokinen et al., 2018 ) and other graph kernels, which account for three-dimensional protein structure. Support vector machines have been used to predict protein thermostability (Capriotti et al., 2005b; a; Cheng et al., 2006; Buske et al., 2009; Tian et al., 2010; Jia et al., 2015; Li & Fang, 2012; Liu & Kang, 2012) , enantioselectivity (Zaugg et al., 2017) , and membrane protein expression (Saladi et al., 2018) .
Gaussian process regression and classification combine kernel methods with Bayesian learning to produce probabilistic predictions (Rasmussen & Williams, 2006) . These models rigorously capture uncertainty, which, combined with methods from Bayesian optimization, can provide principled ways to guide experimental design in optimizing protein properties. The run-time for exact GP regression scales as the number of training examples cubed, making it unsuitable for large (> 10 3 ) datasets, but there are now fast and accurate approximations (Wilson & Nickisch, 2015) . Gaussian processes have been used to predict thermostability (Pires et al., 2013; Romero et al., 2013b; Jokinen et al., 2018) , enzyme substrates (Mellor et al., 2016) , fluorescence (Saito et al., 2018) , membrane localization (Bedbrook et al., 2017) , and channelrhodopsin photo-properties (Bedbrook et al., 2018) .
Deep learning models, also known as neural networks, stack multiple linear layers connected by non-linear activation functions, allowing them to extract high-level features from structured inputs. Neural networks are well-suited for tasks with large labeled datasets with examples from many protein families, such as protein-nucleic acid binding (Zhang et al., 2015; Alipanahi et al., 2015; Zeng et al., 2016) , protein-MHC binding (Hu & Liu, 2017) , binding site prediction , protein-ligand binding (Gomes et al., 2017; Mazzaferro, 2017) , solubility (Khurana et al., 2018) , thermostability (Dehouck et al., 2009; Giollo et al., 2014) , subcellular localization (Almagro Armenteros et al., 2017), secondary structure (Sønderby & Winther, 2014) , functional class (Szalkai & Grolmusz, 2018; Cao et al., 2017) , and even 3D structure (Hopf et al., 2012) . Deep learning networks are also particularly useful in metabolic pathway optimization (Oyetunde et al., 2018) and genome annotation (Yip et al., 2013; Jurtz et al., 2017; Yue & Wang, 2018) , which have been reviewed elsewhere.
k-nearest-neighbor (Shakhnarovich et al., 2006) methods make predictions on new data points by taking the majority (for classification) or mean (for regression) labels for the k nearest training points. The quality of the predictions can be affected by setting the neighborhood size k as well as the distance metric used to identify the nearest neighbors. Alternatively, predictions can be made as a linear combination of the training labels weighted by their closeness to the test point. Because calculating distances between protein sequences can be non-intuitive (have little meaning in the problem context) or computationally expensive, k-nearest-neighbor methods are not commonly applied to protein datasets.
Model training and evaluation
All model families have hyperparameters that determine the form of the model. Unlike model parameters, hyperparameters cannot be learned directly from the data. These may be set manually by the practitioner or determined using a procedure such as grid search, simulated annealing, random search, or Bayesian optimization. Hyperparameters may be discrete or continuous. For example, in support vector machines, the type of kernel is a hyperparameter, as are the number of layers and learning rate in a deep neural network. The vectorization method is also a hyperparameter. Even modest changes in the values of hyperparameters can improve or diminish accuracy considerably, and the selection of optimal values is often challenging, as each set of hyperparameters considered may require training a new version of the model.
The key test for a machine-learning model is the ability to accurately predict labels for inputs it has not been trained with. Therefore, when training models by learning their parameters and selecting model hyperparameters, it is necessary to estimate the model's performance on data not in the training set. Thus it is essential to initially remove a set of data, called the test set, to be set aside until the absolute end for model evaluation. Typically, the test set comprises approximately 20% of the data. In order to compare models and select hyperparameters during a study, the remaining data should be split into a training set and a validation set. The training set is used to learn model parameters, while the validation set is used to choose between models with different hyperparameters. If the training set is small, cross-validation may be used instead of a constant validation set. In n-fold cross-validation, the training set is partitioned into n complementary subsets. Each subset is then predicted using a model trained on the remaining subsets. Averaging accuracy across the withheld subsets provides an estimate of predictive accuracy over the entire training set.
Care must be taken when selecting the training/validation/test sets that the splits allow an accurate estimate of model performance under the conditions where it will be used. Datasets from mutagenesis studies tend to be small and focused. In this case, the best practice is to train on variants characterized in earlier rounds of mutagenesis and to evaluate model performance on later rounds in order to recapitulate the iterative engineering process. When dealing with large, diverse datasets containing examples from different protein families, the best practice is to ensure that all examples in the validation and test sets are some minimum distance away from all the training examples in order to test the model's ability to generalize to unrelated sequences. In the machine learning context, generalization refers to a model's ability to accurately predict a test set drawn from the same distribution as the training set after training, in contrast to its colloquial meaning of transferring knowledge from one distribution to another, such as from an experimental setting to a real application (Lipton & Steinhardt, 2018) .
Model interpretation
Once a machine-learning model has been built for a certain protein function, the model itself can be a source of knowledge about the underlying physical or biological processes. Model interpretation is the process of determining why or how a model makes its predictions, and allows practitioners to draw biological insights from the knowledge captured by the model. Furthermore, model interpretation can lead to greater user confidence in a model's predictions or a better understanding of when and how a model can fail.
Some machine-learning algorithms are inherently easier to interpret. For example, the learned weights in a linear model indicate which mutations or sequence blocks are beneficial or detrimental for a function of interest (Fox et al., 2007; Liao et al., 2007; Li et al., 2007) , and the splits in a decision tree naturally map to human-interpretable information about the features used to make predictions. However, interpretation is less straightforward for complex models with many parameters (such as neural networks) or non-parametric models (such as Gaussian processes). Unfortunately, this complexity is also what gives these models the capacity to make accurate predictions on complex systems. One way to interpret these complex models is to build local or global approximations. Local approximations, such as LIME (local interpretable model-agnostic explanations) (Ribeiro et al., 2016 ) build a simple, interpretable approximation to the original model in the neighborhood of a single example, as illustrated in Figure 2a . In contrast, a global approximation attempts to simplify the complex model over all examples; for example, a sparse global linear approximation to a Gaussian process regression model can be used to determine which contacting amino-acid pairs are important for channelrhodopsin membrane localization, as shown in Figure 2b (Bedbrook et al., 2017) . Alternatively, the layer activations and weights within a neural network can be directly examined for inputs of interest. Convolution weights indicate the relative importance of sequence motifs to the property predicted (a convolution layer scans across a sequence looking for the presence of a learned motif). Activations within attention layers indicate the sections of each input sequence that were most important to the prediction. Figure 2c and d visualize a convolution layer and attention activations, respectively, for predictions of protein subcellular that approximates the original model well in the vicinity of the instance is learned. Note that the explanation is not accurate globally, but is accurate locally around the instance. (b) Most important contacts for predicting channelrhodopsin localization to the plasma membrane. Contacts with the largest positive and negative weights in a Bayesian ridge regression approximation to a Gaussian process regression model are depicted on the channelrhodopsin crystal structure (Bedbrook et al., 2017) . Each set of two balls and a stick represents two contacting amino acids. The amino acids are colored according to the source parent. The bound retinal cofactor is shown in cyan. (c) Convolution weights. Visualization of one convolutional filter from a model trained to predict the intracellular location of proteins (Sønderby et al., 2015) . The size of each amino acid represents its importance at that position in the k-mer. (d) Attention activations. Importance weights assigned to different regions of proteins in a model trained to predict intracellular location (Sønderby et al., 2015) . localization (Almagro Armenteros et al., 2017) .
Machine learning as a guide to directed evolution
Directed evolution accumulates beneficial mutations in iterations of mutagenesis and selection or screening. There are an enormous number of ways to mutate any given protein: for a 300-amino acid protein there are 5700 possible single amino acid substitutions and 32,381,700 ways to make just two substitutions with the 20 canonical amino acids. Additionally, screening is expensive, time-consuming, and often limited in throughput. While directed evolution discards information about unimproved variants, machine-learning methods can use this information to expedite evolution and expand the properties that can be optimized by intelligently selecting new variants to screen. The only added costs are in computation and DNA sequencing, both of which are decreasing rapidly. Figure 1 compares directed evolution with and without machine learning as a guide, and Table 1 summarizes some studies that have used machine learning to guide directed evolution.
However, machine learning is not beneficial in all applications. In cases where the fitness landscape is smooth enough (i.e. essentially additive), machine learning may not significantly decrease screening burden or find better variants. In these cases, the added cost of sequencing DNA to form sequence-function relationships is unnecessary. Because one major benefit of machine learning is in reducing the quantity of sequences to test, machine learning will be especially useful in cases where the lack of a high-throughput screen limits or precludes directed evolution.
A machine learning-guided evolution strategy requires a method for generating diversity, a screen to evaluate diversity, a machine-learning model that learns the relationship between sequence and function, and a method to use the model to choose mutations for the next round of evolution. Examples of each are discussed here, with the exception of choosing a machine-learning model, which was outlined above.
Generating diversity
A straightforward method of generating diversity is to make random mutations throughout the length of the protein by error-prone polymerase chain reaction (PCR). In most directed evolution strategies, beneficial mutations are discovered by screening and accumulated until a satisfactory level of performance is reached. However, multiple mutations with error-prone PCR can occur, in which case mutations that are generally beneficial may be masked by co-occurrence with (more prevalent) detrimental mutations. Fortunately, even a simple linear model can be sufficient to recover accurate classifications of mutations as beneficial, deleterious, or neutral, allowing more beneficial mutations to be fixed more quickly than by directed evolution alone (Fox et al., 2003; Fox, 2005; Fox et al., 2007) .
Site-saturation mutagenesis randomizes selected locations within the sequence determined to be most responsible for function or most likely to tolerate mutation. These sites are identified through previous studies or by knowledge of the protein's structure and mechanism. If only one or two pre-identified sites are considered, then machine learning is not necessary, as the entire library can be screened to identify optimal variants. If limited sets of amino acids are tested at each position, more positions can be explored simultaneously (Reetz et al., 2006) . Recombination methods can make larger jumps in sequence space while preserving a large fraction of functional sequences by only considering diversity from within a set of related proteins (Zhao et al., 1998) . The sequence elements to be swapped may be chosen randomly or rationally. Structure-guided recombination uses a 3D structure to choose the boundaries of sequence blocks to swap in order to balance maximizing diversity, minimizing disruption to the structure, and having evenly-sized blocks (Endelman et al., 2004) .
Using machine learning to select new variants
An initial set of variants to screen can be selected at random from the library (Fox et al., 2007) , to maximize information about the mutations considered (Liao et al., 2007; Govindarajan et al., 2014; Musdal et al., 2017) , or to maximize information about the remainder of the library (Romero et al., 2013a; Bedbrook et al., 2017; . Further rounds of learning and selection can be done either by collecting mutations believed to be beneficial or by directly optimizing over sequences in the library. To label mutations as beneficial, linear models of the mutational effects can be learned and the parameters can be directly interpreted to classify mutations as beneficial, neutral, or deleterious. The most beneficial mutations can then be fixed, deleterious mutations can be eliminated from the pool of considered mutations, and new mutations can be added to the pool of considered mutations (Fox et al., 2007) . Alternatively, learning and selection can be performed directly over sequences in the library. Typically, this is done using a non-parametric model. Instead of choosing the form of a function and learning parameters that best fit the data, non-parametric models directly learn a function that explains the data well without assuming its form. This makes nonparametric models useful for problems such as predicting protein properties from protein sequence, where the form of the function is not obvious (and indeed may not be possible to write down and parameterize). Non-parametric models used in protein engineering include adaptive substituent reordering, or more commonly, Gaussian process models. Adaptive substituent reordering algorithms (ASRAs) account for epistasis by constructing a function-free model of the underlying fitness landscape. In ASRA, a protein of length L resides in an L-dimensional space and can be described by a vector of substituents x 1 , x 2 , ..., x L . Each substituent x i is an integer between 1 and 20 indicating the amino acid at that position. Given sequence-function measurements, properties of unmeasured sequences can be estimated by interpolation within this space. The ordering of the substituents, however, defines the smoothness of the space and therefore also the accuracy of the interpolations. In ASRA, an ordering at each site is learned that balances smoothness and training set accuracy (Liang et al., 2005; Feng et al., 2012) .
In addition to being non-parametric, Gaussian processes are also probabilistic: they provide an estimate of uncertainty. This allows a principled trade-off between exploiting the information learned from previous iterations and exploring the remainder of the library at each iteration. For example, the Gaussian Process Upper Confidence Bound (GP-UCB) algorithm balances exploration and exploitation by selecting variants that maximize the weighted sum of the predictive mean and standard deviation (Srinivas et al., 2009) , and is guaranteed to asymptotically minimize the cumulative regret (difference between sampled variants and best variant) over infinite iterations. Figure 3 demonstrates two iterations of the GP-UCB algorithm. Alternatively, the model and data can be fully exploited using the Gaussian Process Lower Confidence Bound algorithm, which selects variants that maximize the weighted difference between the predictive mean and standard deviation. These approaches have been combined with a structure-guided recombination library to optimize cytochrome P450 thermostability (Romero et al., 2013b) , channelrhodopsin localization to mammalian cell membranes (Bedbrook et al., 2017) , and channelrhodopsin light-activated conductance (Bedbrook et al., 2018) . Because there is no high-throughput screen for the channelrhodopsin properties, they would have been difficult or impossible to optimize with directed evolution alone. Alternately, the GP model can be used to select combinations of mutations in a multi-site site saturation library that has a high probability of containing improved variants (Saito et al., 2018) .
Conclusions and future directions
Supervised machine-learning methods have already demonstrated their utility in directed protein evolution. The biggest obstacle to future applications of machine learning to protein engineering is a lack of high-quality data. Protein mutation datasets are heavily influenced by experimental conditions such as buffer components, temperature, expression system, and baseline thresholds. While ProtaBank is spearheading the development of a centralized collection of these variants with their experimental conditions, there is currently no organized way to collect protein mutation data from various experiments to use as benchmarks in machine learning experiments. The collections that do exist are plagued by inconsistencies and errors (Yang et al., 2018b) , and significant resources must be dedicated to maintaining the quality of these databases. As demonstrated by Jokinen and coworkers, one way to circumvent limited labeled data is to augment with Table 1 . Comparison of selected studies using machine learning to guide directed evolution
Protein
Property n screened Model halohydrin dehydrogenase volumetric productivity 60,000 linear (Fox et al., 2003; Fox, 2005; Fox et al., 2007) GP (Bedbrook et al., 2017) green fluorescent protein fluorescence 296 GP (Saito et al., 2018 ) channelrhodopsin spectral properties 119 GP (Bedbrook et al., 2018) computationally-generated examples (Jokinen et al., 2018) . However, accurate physics-based predictors for properties more complicated than stability and binding do not yet exist. Collections of robust protein sequence-function data would allow researchers to benchmark machine-learning methods for protein functions against a variety of proteins and functions.
Deep mutational scanning (Fowler & Fields, 2014 ) combines a high-throughput screen with next-generation sequencing to generate large sequence-function datasets. In deep mutational scanning, variants are sorted by a selection criterion, such as fluorescence or binding affinity. The sequences are sorted into bins, and the frequency of each mutation is compared before and after selection to infer relative fitness values. There is thus no direct measurement of the property of interest for each variant, and if the gene is longer than the sequencing read length, deconvoluting the interactions of multiple distant mutations requires a DNA barcoding scheme. Nevertheless, deep mutational scanning provides large datasets that map a significant fraction of the single and some double mutants to a fitness measure. Alternatively, a deep mutational scanning dataset may map a complete multi-site site-saturation library. There are now deep mutational scanning datasets for a variety of proteins and properties, including green fluorescent protein (Sarkisyan et al., 2016) , amidase , β-lactamase (Klesmith et al., 2017) , β-glucosidase (Romero et al., 2015) , HIV envelope protein (Haddox et al., 2016) , influenza nucleoprotein (Ashenberg et al., 2017) , influenza hemagglutinin (Doud & Bloom, 2016) , PhoQ (Podgornaia & Laub, 2015) , GB1 (Wu et al., 2016) , the DNA-binding domain of a steroid hormone receptor (Starr et al., 2017) , and Gal4 transcription factor (Kitzman et al., 2015) . These datasets provide test beds for machine-learning methods that learn to predict the effects of small numbers of mutations or aim to improve on directed evolution for protein optimization (Riesselman et al., 2018) .
Large quantities of unlabeled sequence data may also enable machine-learning models to generate artificial protein diversity leading to novel protein functions. Only a tiny fraction of the amino acid landscape encodes a functional protein, and the complete landscape is littered with cliffs and holes, where small changes in sequence result in complete loss of function. Natural and designed proteins are samples from the distribution of functional proteins. Selectively sampling from the distribution of possible proteins would enable large jumps to previously unexplored sections of sequence space that may contain novel functions. Generative models of the distribution of functional proteins would enable these large jumps and provide an attractive alternative to de novo design methods (Baker, 2010) .
Unlike discriminative models that learn p(y|x) in order to predict labels y given inputs x, generative models learn to generate examples that are similar to those in the training set but are not found in the training set: they learn the generating distribution p(x) for the training data. Tantalizingly, generative models in other fields have been trained to generate new faces (Radford et al., 2015) , sketches (Ha & Eck, 2017) , and even music (Roberts et al., 2018) . Variational autoencoders additionally allow interpolation between examples or the ability to mix and match properties (Kingma & Welling, 2013) .
Instead of using neural network models to directly learn the mapping from protein sequence to function, Sinai et al. and Riesselman et al. trained variational autoencoders to learn the distribution of allowed mutations within functional protein families (Sinai et al., 2017; Riesselman et al., 2018 ). An autoencoder is a neural network that learns to encode an input as a vector (encoding) and then reconstruct the input from the vector (decoding) (Figure 4 . By learning an encoding with smaller dimensionality than the original input, the model extracts the most important information from the input. The encoding can then be used as an information-dense input to other learning algorithms. In a variational autoencoder (Kingma & Welling, 2013) , the learned encoding is further constrained to encourage the encodings to be densely embedded in the encoding space, allowing smooth interpolations in that space. Applied to aligned families of protein sequences, variational autoencoders can Autoencoder. An autoencoder consists of an encoder model and a decoder model. The encoder converts the input to a lowdimensional vector (code). The decoder reconstructs the input from this code. Typically, the encoder and decoder are both neural network models, and the entire autoencoder model is trained end-to-end. The learned code should contain sufficient information to reconstruct the inputs and can be used as input to other machine learning methods, or the autoencoder itself may be used as a generative model. learn complex epistatic relationships among mutations, allowing semi-supervised predictions of variant functionality based only on existing sequences without a need for individual measurements. Recently, recurrent neural networks and generative adverserial networks (Goodfellow et al., 2014) have been used to generate novel antimicrobial peptides Gupta & Zou, 2018) and protein structures (Anand & Huang, 2018) , and there has been an effort to develop a mathematical framework for using a generative model to sample sequences that have a specified novel property (Brookes & Listgarten, 2018) . These early examples show the potential of generative models to discover sequences with novel desired functions. This remains a promising and largely unexplored field.
Machine-learning methods have already expanded the proteins and properties that can be engineered by directed evolution.
As researchers continue to collect sequence-function data in engineering experiments and to catalog the natural diversity of proteins, machine learning will be an invaluable tool to extract knowledge from protein data. Advances in both computational and experimental techniques, including generative models and deep mutational scanning, will also allow for better understanding of fitness landscapes and protein diversity.
