ABSTRACT Many studies in recent years have focused on social image understanding due to the increasing number of shared images from social networks and online communities. However, previous work in social image understanding fails to learn an effective feature representation because of a large amount of missing and irrelevant tags, though matrix completion techniques are frequently utilized for this purpose. Autoencoder models have been validated to be effective in learning latent low-dimensional representations in unsupervised learning. In this paper, we propose a new social image understanding model based on deep autoencoders, which can learn the shared latent codes of social images and tags as supervision information in the deep autoencoders. First, social images are extracted with multi-modal features, which provide a comprehensive characterization to image semantic understanding. And, the social image understanding problems are transformed into the problem of minimizing an optimization objective. Second, multi-layered autoencoders with weak supervision integration are employed to learn an efficient low-dimensional representation from the multi-view feature sources that can make up the semantic gap between image features and tags through minimizing the problem formulation. Finally, we design a new balanced loss function based on binary cross entropy, in which we address highly sparse inputs for a better optimization performance. The extensive experiments on several real-world social image datasets confirm the effectiveness and robustness of the proposed model compared with the state-of-the-art methods.
I. INTRODUCTION
Social image understanding such as image tag refinement, image tag assignment and tag-based image retrieval has generated considerable recent research interest. The advent of social networks and online communities such as Flickr, Pinterests, Instagram, and Facebook has led to a dramatic increase in the number of social images associated with user-provided tags. For example, the reported in May 2018 that Facebook had 2.2 billion users and millions of images were shared daily [1] . A huge amount of social images associated with user-provided tags can benefit social image understanding algorithms. However, only a few user-shared images are well tagged by users and 48% of user-provided tags could not be matched [2] , The associate editor coordinating the review of this manuscript and approving it for publication was Naveed Akhtar.
which brings challenges to the tasks of social image understanding.
To address these challenges, matrix completion is utilized to determine the relationship between user-shared images and user-provided tags. Previous work [3] - [14] utilized the relation of images and tags to compute the relevance score by neighbor voting of the test image. In contrast to previous work, we represent the relationship between user-shared images and user-provided tags by an image-tag matrix, where images are represented by rows and tags by columns. The image-tag matrix is highly sparse and noise. The function of matrix completion is to recover or predict the missing or unknown entries of the image-tag matrix. The popular algorithms of matrix completion are based on a matrix factorization framework, in which the latent codes of social images and tags are usually obtained by directly factorizing the image-tag matrix and additional information is usually used as a regularization constraint. The straightforward way of the matrix factorization technique was to factorize a image-tag matrix into two low rank matrices, and then utilized the two low rank matrices to reconstruct the completed image-tag matrix [15] - [19] . In order to utilize rich additional information in matrix completion, there is a surge of research integrate image and tag feature into matrix factorization. RobustPCA [20] factorized the image-tag matrix by a low-rank decomposition with error sparsity, which add two extra penalties with respect to image affinities and tag affinities. Li and Tang [21] suggested a weakly-supervised deep matrix factorization framework (WDMF) which transformed the visual image and tag into a common space under the matrix factorization framework. Wu et al. [22] proposed a framework for image-tag matrix completion (TMC) which automatically completed the image-tag matrix with real numbers and three important regularization constraints on additional information are used to avoid trivial solutions. Feng et al. [23] performed image-tag matrix completion by a noisy tag matrix recovery algorithm, and provided a theoretical guarantee for the proposed approach. Chiang et al. [24] presented a novel matrix completion model that balances between features and feature noise, and provided a theoretical insight into the usefulness of general side information. In order to capture the non-linear associations from the training data, a non-linear matrix completion technique was reported in [25] . Although these methods reported excellent results [26] - [28] , they ignore non-linear and non-trivial image-tag relationships.
On the other hand, autoencoders [29] and its extensions [30] - [34] have shown its power in learning latent codes in many unsupervised learning tasks. Zhuang et al. [35] applied autoencoders to learn latent codes of users and items simultaneously for recommendation. Sedhain et al. [36] and Wu et al. [27] employed autoencoders in collaborative filtering for recommendation. Recently, Fan and Chow [37] proposed a novel matrix completion algorithm based autoencoders, in which the missing entries of the image-tag matrix was recovered by minimizing the reconstruction errors of the observed tags and objective refined tags through autoencoders. Motivated by the success of autoencoders, the paper studies how to apply autoencoders to matrix completion in social image understanding algorithm. Extensive experiments on three real-world datasets demonstrate the effectiveness of our proposed model. Specifically, the main advantage compared to previous models is shown as follows:
• First, social images are extracted with multi-modal features, which provides a comprehensive characterization to image semantic understanding. And, the social image understanding problems are transformed into the problem of minimizing an optimization objective.
• Second, multi-layered autoencoders with weak supervision integration are employed to learn an efficient low-dimensional representation from the multi-view feature sources that can make up the semantic gap between social image features and tags through minimizing the problem formulation.
• Third, we design a new balanced loss function based on binary cross entropy, in which we address highly sparse inputs for a better optimization performance.
• Finally, the proposed model is applied to multiple social image understanding tasks such as image tag refinement, tag assignment, and tag-based retrieval. The rest of the paper is organized as follows. First, we provide the problem definition and overview the related work on social image understanding in Section II. Then we describe the proposed framework and optimization algorithm in detail in Section III. Experimental results on the social image understanding and performance comparisons are presented in Section IV. We conclude with a summary of this work and discussion of future work in Section V.
II. PRELIMINARIES
In this section, we first formulate the social image understanding problem as optimization models, and then have a brief view on related works.
A. PROBLEM FORMALIZATION
Similar to some previous research [22] , [23] this paper also transforms the social image understanding problem into matrix optimization models. Let m and n indicate the number of user-shared images and unique user-provided tags, respectively. The observed image-tag association matrix is denoted by R ⊆ R m×n , which is a binary sparse matrix. 
Because of the images and labels provided by common users, the observed image-tag association matrix is imprecise and insufficient, and is not suitable for social image understanding algorithms. Let S(x, t) denotes the score matrix which indicates the probability of assigning a specific tag t to a given image x. Our goal is to complete and predict the score matrix S(x, t) based on the observed image-tag association matrix R of training dataset and the image feature matrix V of test dataset.
Having the score matrix completed, S(x, t) can easily be applied to each of the three tasks of social image understanding. Image tag refinement attempts remove imprecise tags and supplement incomplete tags from the observed image-tag matrix. For an image x, it can obtain the score list sl which stores n tags score from the score matrix S(x, t), and refined by the first k tags by sorting the score list sl in descending order. Image tag assignment aims to label an image with some proper tags. For an image x, it can obtain the proper tags by the same strategy as used for tag assignment. The goal of tag-based image retrieval is to search images from the training images by user specific tag. For user specific tag(s) t, we find the first k images by sorting the scores to tags t, corresponding to the S t column in the score matrix S(x, t).
B. OVERVIEW OF RELATED WORKS
In recent years, many social image understanding algorithms based on matrix completion have been produced and the achievements were considerable.
Nonnegative Matrix Factorization (NMF) [15] is an effective matrix completion method. It tries to decompose a matrix as the product of two factor matrices, and requires each factor matrix to be nonnegative. Given the sparse rating matrix R, the goal of NMF is to learn image latent factors V and tag latent factors T , and hence to predict the score matrix. Having the image latent factors V and the tag latent factors T learnt, we calculate the score matrix S as follows:
WDMF [21] is an improved matrix factorization framework by exploiting the weakly-supervised information which deals with tag refinement, tag assignment and image tag-based retrieval simultaneously. The WDMF framework proposed a deep matrix factorization to learn a latent space between images and tags by using multiple layers of linear transformations function. To discover the latent matrix V and the transformation matrices W m , the WDMF optimizes the following equation:
where TMC [22] was motivated by a few assumptions as follows. First, the score matrix S should be similar to the observed image-tag association matrix R. Second, the score matrix S should reflect the images features matrix V . Consideration based on the above two assumptions, we have the following optimization problem for calculating the score matrix S.
where • F denotes the Frobenius norm and λ is a positive weighted parameter.
C. AUTOENCODERS
An autoencoders [29] consists two components, an encoder and a decoder. Figure 1 gives the structure of the autoencoders. The encoder maps an input R i to a latent factor Z i through a function
, where W is the weight matrices and b is the bias vectors. The decoder maps the latent factor Z i back to a reconstructed version of R i by a activation function
where W is the weight matrices and b is the bias vectors. The outputs R i can be reformulated as:
The parameters of this autoencoders are optimized to minimize the mean square error of all the inputs from R: where
denotes the regularization items. Having the outputs R learnt, we calculate the score matrix S = R .
III. PROPOSED METHODOLOGY
In this section, we introduce a new Stacked AutoEncoder based weak supervision for Social Image Understanding (SAE-SIU). The model first employs autoencoders to learn lower-dimensional latent codes at the bottleneck layer, integrates additional weakly-supervised information such as the image features and tag features, and predicts the score matrix directly in the reconstruction layer. Second, the model learns the weight parameters through minimizing a novel balanced cross entropy loss of the image-tag matrix and the score matrix using stochastic gradient descent (SGD) [38] . Finally, it applies the weight parameters and the score matrix to image tag assignment, tag refinement, and tag-based retrieval.
The goal of the proposed model builds upon autoencoders for social image understanding is to predict score matrix by exploring image-tag matrix and integrating additional weakly-supervised information. Social image understanding tasks introduce two major difficulties for autoencoders. The first challenge is to integrate weakly-supervised additional information into the autoencoders model. The other challenge is to predict image-tag scores with highly sparse inputs. We address those two challenges on the following section.
A. WEAK SUPERVISION INTEGRATION
Autoencoders only relies on the partially observed tags of the images regarding a set of tags. However, it will fail to work when the image has no tags associated in the task of image tag assignment. Furthermore, the significant improvements of the model could be made by integrating more additional information. The proposed model integrates additional weakly-supervised information to autoencoders to increase the prediction accuracy and robustness.
Several works are studied for adding more information as inputs of autoencoders. RobustPCA [20] dealt with additional information get around by regularization and takes into account image features and tag features by adding two extra Laplacian regularization. Strub et al. [26] injected additional information into the hidden layers to enhance the internal representation. Wu et al. [27] appended additional information to the inputs supplants the absence of the inputs when no tag is available. Li and Tang [21] studied a deep matrix factorization model objective to incorporate additional information.
In our case, we simultaneously learn the latent codes of images and tags using the autoencoders to effectively explore the additional weakly-supervised information. The autoencoders with supervision information integration network is shown in Figure 2 . First, the latent codes of images is formulated as:
where Z i,v ⊆ R 1×k is the latent codes of image V i ⊆ R 1×d , k is the dimensionality of the latent codes, W v ⊆ R d×k is the weight matrices, b v ⊆ R 1×k is bias vectors, and f is the activation function. Similarly, we learn the latent codes of tags features as:
where Z i,t ⊆ R n×k is the latent codes of tag T i ⊆ R n×u , W t ⊆ R u×k is the weight matrices, b t ⊆ R n× is bias matrices, g is the activation function, and I ⊆ R n×u is the indicator matrix where each row I j = 1 if R i,j = 1, or else I j = 0, denotes the Hadamard product. As known, a deep structures autoencoders could be more effective than a shallow structures autoencoders in approximating nonlinear functions. Therefore, the latent codes of images are learned in layers. Based on Equation 5 , the latent codes of image features can be reformulated as:
v ) (7) where p is the layer number of the hierarchical structure which the latent image codes are learned. Based on Equation 6 , the latent codes of image features can be reformulated as:
where q is the layer number of the hierarchical structure which the latent tag codes are learned. The deep structure is shown in Figure 3 . As a consequence, we also require the learnt latent codes of images and tags from autoencoders to be able to integrate the inputs of standard autoencoders, which is formulated as,
The outputs R i through autoencoders is formulated as,
Algorithm 1 Stacked AutoEncoder Based Weak Supervision for Social Image Understanding(SAE-SIU)
Input: Given the partially observed image-tag matrix R ⊆ R m×n , the images features matrix V ⊆ R m×d , the tag features by matrix T ⊆ R n×u , the balanced factor α, the number of common latent codes k. Output: The training model SAE-SIU, the prediction score matrix R ⊆ R m×n . step 1: Randomly initialize the weight matrices and the bias vectors with Truncated Normal distribution. step 2: Feed the mini-batch size of image-tag relation from R with related images features and tags features to the network. step 3: Calculate the reconstruction error J with Equation 13. step 4: Minimize J with SGD. step 5: Loop step 2-4 until the training error converges. step 6: Return the model SAE-SIU, the prediction score matrix R .
Finally, the total optimization problem of our proposed framework is,
B. BALANCED LOSS FUNCTION
The goal of the proposed model is to predict the score R with inputs R. The prediction score R i,j represents how likely image i is relevant to tag j, while the input is 1, the prediction score is high, otherwise the prediction score is low. To endow the proposed model with such a probabilistic explanation, we constrain the output R i,j in the range of (0, 1) by using sigmoid as the activation function for the output layer. We address the prediction with score as a multi-classification problem. With the above settings, we apply a binary cross entropy loss to the model and then define the log function as:
The training images evaluate hundreds of tags per image but only few tags are tagged. The sparse observed tags cause a large class imbalance during outputs. To address the class imbalance problem, we present a weighting balanced factor α ∈ [0, 1] for output 1 and 1 − α for output 0. We name our novel loss as balanced cross entropy loss (briefly as bce), which is presented in Equation 13 :
The pseudo codes of the proposed algorithm are summarized in Algorithm 1. The network weights is initialized using the truncated normal distribution as described in [39] . The encoder takes in a mini-batch size of image-tag and responding image features and tag features as inputs. After Algorithm 1 is finished, the outputs R is recovered to the original image-tag matrix through minimize the balanced cross entropy loss. Having the outputs R learnt, we calculate the score matrix as follows: S = R .
IV. EXPERIMENTS
In this section, we evaluate the effectiveness of the proposed SAE-SIU model with three real-world datasets. For all datasets, we compare our proposed model against other stateof-the-art algorithms for social image understanding tasks, including image tag refinement, image tag assignment, and image tag-based retrieval. We show that the proposed model can further improve robustness and scalability by applying autoencoders to learn laten code of image-tag matrix and better use addition information.
A. DATASETS
In this work, we conduct extensive experiments on three widely used real-world datasets: MIRFlickr [40] , Flickr51 [41] , and NUS-WIDE [42] . To guarantee that the training concepts is meaningful, we perform a three-step automatic tags filtering procedure on the three training datasets. First, all the tags not defined in the pre-trained word embeddings database 1 from [43] are removed. Second, we remove the tags which occurrence below a threshold. Finally, in order to meet the needs of test experiments, the training concept must includes their respective ground-truth concepts. Different from [23] and [41] , we retain the images without any training concepts after the three-step filtering procedure. For all datasets, we adopt a pre-trained VGG16 network [44] on the full ImageNet dataset to extract image feature, resulting in a feature vector of 4,096 dimensions represent the visual content of per image. We utilize a pre-trained word embeddings database to generate a vector of 300 dimensions to represent each tag. The pre-trained word embeddings database are trained on 100 billion words of Google News using Word2Vec algorithm. After pre-trained process, we obtain a n × 300 matrix for each dataset, where n represents the number of tags.
The used datasets in the experiments are available here. 2 The details of used datasets are summarized in Table 1 and a short description of the three datasets are provided below.
1) MIRFlickr The MIRFlickr dataset consists of 25,000 Flickr social-community images associated with 67,389 unique tags collected by Huiskes et al. [40] .
It also provides 14 ground-truth concepts to evaluate the performance. We set the tag occurrence threshold to 50. As a result of this three-step filtering procedure, we obtain a training concepts vocabulary consisting of 272 tags, including the 14 ground-truth concepts. 2) Flickr51 [45] The Flickr51 dataset has 81,541 images with 66,900 user-provided tags, contributed by Microsoft Research Asia [45] . The dataset has 51 ground-truth concepts which are manually labeled to validate the performance. The tag occurrence threshold is set as 50. This results in a final vocabulary of 611 tags, with the 51 ground-truth concepts included. 3) NUS-WIDE [42] The NUS-WIDE dataset is a large-scale image dataset as a benchmark to evaluate social image understanding tasks. There are 259,233 images with 355,913 tags provided by users. It provides the ground-truth annotations of 81 concepts, which are used to evaluate the performance. We also perform filtering procedure with tag occurrence threshold is set to 350. Consequently, 893 unique tags including 81 ground-truth concepts are obtained.
B. EVALUATION METRIC
We leverage Average Recall@N (AR@N) to evaluate the performance on the tag refinement and tag assignment experiments, since the ground-truth concepts fail to cover all training concepts. The Recall@N for each test image refers to the percentage of the top N recovered tags that are correct by comparing the ground truth concepts, and then the Average Recall@N takes the average of recalls over all the test images as the final evaluation result. The Average Recall@N of all test images is defined as follows:
where m denotes the number of all test images, m R(i) denotes the number of correct tags from the top N recovered tags out of the ground-truth concepts of image i, and m GT (i) denotes the number of the ground-truth concepts of image i. In this paper, we empirically set N as {5, 10, 20}. Following [41] , we adopt the Mean Average Precision (MAP) as the evaluation metric on the tag-based image retrieval experiments. MAP computes the precision of retrieved images by comparing the ground-truth images for every test concept on a tag-based image search, and then takes the average of precisions over all the test concepts as the final evaluation result. The MAP is computed as:
where m denotes the number of all test images, m R(t,s) denotes the number of correct images from the first s recovered tags out of the ground-truth concepts t, m gt is the number of ground-truth concepts, which is 14, 51, and 81 for MIRFlickr, Flickr51 and NUS-WIDE, respectively.
C. BASELINES AND PARAMETER SETTINGS
We benchmark the proposed model with one baseline and four state-of-art models, which are listed as follows:
• Baseline: The original image-tag matrix are used as a baseline for evaluation.
• NMF [15] : Tags of images are refined by the nonnegative matrix factorization model.
• AE [37] : The scores matrix is predicted in the output layer of the stacked autoencoders. • TMC [22] : The missing and noisy tags in the image-tag matrix is corrected consistent with both the observed tags and the visual similarity.
• WDMF [21] : Tags of all images are predicted by using deep matrix factorization with the social images and tag similarity as constraints consideration.
• AE+bce [37] : The scores matrix is predicted by the stacked autoencoders with the balanced cross entropy loss function.
• SAE-SIU: The proposed matrix completion based on stacked autoencoder with additional image features and tag features integration. The parameters of each compared state-of-art models is set as follows. The NMF model is a standard implementation from the sklearn 3 package, and the parameters n_components is set to 80. For the DLMC model, the overfitting regularization terms are set to 0.1 and the dimensionality of the latent code z is set to 5 because z must be smaller than (1 − δ) * min(m, n), where δ is the missing rate of the image-tag matrix. For the other models such as TMC and WDMF, we adopt the same parameter configuration as described in their original papers. For the proposed SAE-SIU model, the balanced factor α is set to 0.1 and the number of common latent codes k is set as 64. We will discuss the parameter setting in more details in the later part of IV-G.
D. EXPERIMENTAL RESULTS FOR TAG REFINEMENT
In this study, we conduct a set of tag refinement experiments over three real-world datasets to evaluate the effectiveness of all compared models. We will further compare the performance in terms of Recall@N(N= [5, 10, 20] ). All the results of three data sets are listed in Tables 4. From the above results, we have the following interesting observations, 1) Generally, AE performs better than NMF and SIE-AE performs better than WDMF, which indicates that autoencoders extensions can find better latent codes in matrix completion applications.
2) The performance of AE+bce become better than AE, which may due to the consideration of the novel balanced cross entropy loss. 3) It also seems that SAE-SIU, WDMF, and TMC achieve larger improvement compared with AE+bce, AE, NMF, and Baseline when integrate additional information such as image features and tag features. 4) Specifically, by utilizing social images and tags as additional supervision, SIE-AE is significantly better than all other compared models, which shows the effectiveness of the proposed model.
E. EXPERIMENTAL RESULTS FOR TAG RETRIEVAL
With the learned score matrix, we can retrieve the relevant images from the ground-truth tags of each dataset. Now in this section, we conduct extensive experiments on the three real-world datasets to verify the effectiveness of the proposed method for image tag retrieval. The performance is measured in terms of MAP with the respective ground-truth tags. The corresponding results are reported in Table 3 .
From the compared results, we can also observe the same conclusions in the image tag refinement experiments. Values of MAP for TMC, WDMF, and SAE-SIU over each dataset are much bigger than other methods respectively, since TMC, WDMF, and SAE-SIU perform matrix completion not only taking the image-tag matrix into consideration, but also integrate other available information.
In addition, by directly learning the common latent codes of the visual features and the tag features, the proposed model is significantly effective to retrieve relevant images from the ground-truth tags, and outperform other compared models significantly, over MIRFlickr, Flickr51, and NUS-WIDE.
F. EXPERIMENTAL RESULTS FOR TAG ASSIGNMENT
In this section, we conduct 10-fold cross validation over three real-world datasets to validate the effectiveness of all compared models. We randomly split each dataset and responding visual features into two parts. One part consisting of 90% of data is used as training dataset, and the other part consisting of 10% of data is used as testing dataset. To run the tag assignment experiments, we first consider that all the tags of the image in the testing dataset is unobserved, and the responding image-tag matrix is set to 0. Then, we apply all the compared models to predict the score matrix by complete the image-tag matrix including both the training dataset and the test dataset. Finally, we assign the first k tags by sorting the predictive scores matrix for each test image. Note that for the Baseline models, we are unable to evaluate for image tag assignment. So, we remove it from the compared models. We repeat 10 independent trials for each datasets, and their average Recall@N values over 10 trials are reported in Tables 4. The parameter of N is the number of the first k tags by sorting the scores matrix, and we vary it from 5, 10 to 20. It is not surprising to observe that image tag assignment performance improves significantly with integrating additional weakly-supervised information and employing balanced cross entropy loss. For all the cases, SAE-SIU outperforms other compared models significantly.
G. PARAMETER SENSITIVITY
In this section, we examine the parameter sensitivity of the proposed models. There are two important parameters: the balanced factor α and the number of common latent codes k that need to be determined in the proposed model according to Algorithm 1. In order to understand how these two important parameters affect the proposed model performance, we conduct two sets of tag assignment experiments when tuning one parameter, the values of the other one are fixed. First, we simply fix k=64 and α is sampled from {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}. Second, we fix α = 0.1 and varying k in the set {8, 16, 32, 64, 128}.
We report the results on the MIRFlickr, Flickr51, and NUS-WIDE with the number of predictive tags set to 5. The tag assignment performance, measured in Recall@5 for the two sets of experiments is reported in Figure 4 . First, we observe that the performance they fall in certain range, and the performance deteriorates significantly when they are outside the range. Second, according to the performance with varying k, we observe that overall the performance is improved as we increase k, but the performance starts to decline when the k > 64. Based on the above observations, we empirically set k = 64 and α = 0.1 as the default values for all the experiments.
V. CONCLUSION
At present, deep learning is widely applied in many areas, it is intuitive to incorporate the deep learning methods to enhance the performance of social image understanding. In this study, we propose a new stacked autoencoder based weak supervision for social image understanding (SAE-SIU). The goal of SAE-SIU is to employ autoencoders to complete the partially observed image-tag matrix, and predict the scores matrix in the output. Besides, SAE-SIU integrates the visual features and the tag features into autoencoders as additional supervision through learning the common latent codes of them. Furthermore, SAE-SIU presents a novel balanced cross entropy loss to handle the unbalanced outputs problem well.
In addition, extensive experiments on three real-world social image datasets are conducted to demonstrate the effectiveness of the proposed model. A major problem with SAE-SIU is that it's hard to train like most of deep network, therefore, as future work, we intend to simple the network to further boost the social image understanding performance.
