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1. INTRODUCTION
Given a bounded domain V ; R n with smooth boundary › V, let us
consider the initial boundary value problem
› u
< <y Du s f u in V = 0, T , u s 0, u s u xŽ . Ž . Ž .› V ts0 0› t
1Ž .
1Ž .with f g C R standing for the nonlinearity in consideration.
Ž . Ž .If the initial value u g C V , which means that u x is continuous on0 0 0
V and u s 0 on › V, then it holds the unique existence of the classical0
2, 1Ž . Ž w .. Ž Ž ..solution local in time u s u x, t g C V = 0, T l C V = 0, T .
Ž .When only u g C V is assumed, we still have the unique existence of0
2, 1Ž . Ž Ž .. Ž Ž ..the solution local in time u s u x, t g C V = 0, T l C V = 0, T ,
and
lim u ?, t y u s 0Ž . p0
tx0
127
0022-247Xr00 $35.00
Copyright Q 2000 by Academic Press
All rights of reproduction in any form reserved.
KOHDA AND SUZUKI128
for any 1 F p - q‘. In any case, if we denote by T the maximal time forb
the existence of such a solution, then T - q‘ impliesb
lim u ?, t s q‘.Ž . ‘
t›Tb
And we call this case the blow-up of the solution. We refer to Ladyzen-
w x w x w xskaya, Solonnikov, and Ural'ceva 11 , Matano 12 , and Henry 8 for those
fundamental facts.
The blow-up phenomena have been studied extensively, when and how
they occur, and what happens after the blow-up time. The present paper is
devoted to the first problem and we give a new criterion for the blow-up of
the solution.
Ž . uAs a typical nonlinearity we think of f u s l e with a constant0
l ) 0. In this case if the stationary problem0
yD¤ s f ¤ in V , ¤ s 0 on › V 2Ž . Ž .
2Ž . Ž .has a classical solution ¤ g C V l C V then S, the totality of its0
solutions, possesses the minimal element ¤ . Namely, ¤ g S and ¤ G ¤ on
V for any ¤ g S.
w xIn the pioneering work 6 , Fujita proved the following. When a nonmin-
Ž .imal stationary solution ¤ of 2 exists then we have
Ž . 5 Ž . 51 If u F ¤ and u k ¤ , then T s q‘ and lim u ?, t y ¤ ‘0 0 b t “q‘
s 0.
Ž .2 If u G ¤ and u k ¤ , then either T - q‘ or0 0 b
T s q‘ and lim u ?, t s q‘. 3Ž . Ž .‘b
t“q‘
In the above arguments, the convexity of the nonlinearity f plays a crucial
role, for this does not admit a triple of classical stationary solutions,
u, ¤ , w g S with u F ¤ F w and u k ¤ k w. We call this the triple law.
The second statement above, in the case u G ¤ and u k ¤ , was refined0 0
w x Ž .later by Lacey 9 as follows. Let c x ) 0 be the first eigenfunction of1
Ž Ž ..the linearized operator yD y f 9 ¤ x around the nonminimal solution ¤ .
Then for u with0
u k ¤ and u c G ¤cH H0 0 1 1
V V
Ž .we have T - q‘. In other words, the possibility 3 , usually referred to asb
Ž .the blow-up in infinite time, is excluded, and also the initial value u x0
Ž .may even intersect ¤ x as long as the above integral inequality holds.
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In this paper we will show the conditions extended in some ways.
Namely, we can take ¤* and ¤# in place of ¤ and ¤ , where ¤* and ¤# is
super- and sub-solution, respectively. This means that
yD¤* G f ¤* and yD¤# F f ¤# in VŽ . Ž .
and
¤* G 0 G ¤# on › V . 4Ž .
Let l ) 0 be the first eigenvalue of yD.1
1Ž .THEOREM 1. Suppose that the nonlinearity f g C R is con¤ex,
lim sup f s rs - l - lim inf f s rs 5Ž . Ž . Ž .1
s“q‘s“y‘
and
q‘ ds
- q‘. 6Ž .H f sŽ .
Suppose, furthermore, that there exists a pair of super- and sub-solutions
2Ž . Ž . Ž .¤*, ¤# g C V l C V of 2 , respecti¤ely, with
¤* F ¤# and ¤* k ¤# in V . 7Ž .
Then, for u with0
u G ¤# and u k ¤# in V 8Ž .0 0
we ha¤e T - q‘, and actuallyb
lim max u ?, t s q‘. 9Ž . Ž .
t›T Vb
Ž . Ž .Note that relations 4 and 7 imply ¤* s ¤# s 0 on › V, or ¤*, ¤# g
Ž .C V .0
2. APPLICATIONS
Theorem 1 provides the following blow-up criteria which have not been
noticed before. Throughout this section, we assume that f satisfies the
assumptions of Theorem 1.
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Ž .COROLLARY 2. Let f 0 F 0. Suppose, furthermore, that the initial ¤alue
2Ž .u g C V is non-negati¤e, C in V, and0 0
yDu F f u and yDu k f u in V . 10Ž . Ž . Ž .0 0 0 0
Then we ha¤e T - q‘.b
Ž .In fact, from condition 10 and the strong maximum principle we see
u ) 0, yDu - f u in V = 0, T . 11Ž . Ž . Ž .t b
Ž . Ž .In particular, u ?, t G u and u ?, t k u hold for 0 - t - T . There-0 0 0 0 0 b
fore, by Theorem 1 with ¤* s 0 and ¤# s u , regarding t as the initial0 0
time, we can show the conclusion.
w xWe note that Friedman]McLeod 5 studied the blow-up set for a rather
Ž .wide class of nonlinearities, under the conditions 10 and T - q‘.b
Above Corollary 2 provides a kind of justification for it.
Ž .On the contrary, in case of f 0 ) 0, it may happen that T s q‘ inb
Ž . w x Ž . uspite of 10 . This is the case actually shown in 6 for f u s l e . Namely,0
Ž . Ž .if a non-minimal stationary solution ¤ x of 2 exists, then the extrapola-
tion of ¤ and ¤ ,
u s u ¤ q 1 y u ¤Ž .0
Ž .with u ) 1 satisfies 10 , u ) 0 in V, T s q‘, and0 b
lim u ?, t y ¤ s 0.Ž . ‘
t“q‘
uŽ .For the nonlinearity f u s le we have the upper bound l - q‘ of l
Ž .for which the existence of a classical solution ¤ x of
yD¤ s f ¤ in V , ¤ s 0 on › V 12Ž . Ž .
w xholds. For the case l ) l, 6 proved that the blow-up occurs in finite or
infinite time in
› u
< <y Du s f u in V = 0, T , u s 0, u s u x ,Ž . Ž . Ž .› V ts0 0› t
13Ž .
w xand later 9 excluded the second possibility when l lies in the spectrum.
Ž . uThis fact holds for some class of nonlinearities including f u s le . This
w x w xcase was later studied by Bellout 3 , Lacey and Tzanetis 10 , and Brezis,
w x w xCazenave, Martel, and Ramiandrisoa 4 . Bellout 3 showed that the fact
w xproven by 9 holds even when l does not lie in the spectrum. On the other
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w xhand, 10 showed that the blow-up of infinite time may occur when l s l.
w xThese results are refined recently by 4 . In particular, the following was
1 Ž . Ž . Ž .proven: If C con¤ex nonlinearity f satisfies 6 , f 0 ) 0, and f k f 0 , then
Ž .l - q‘ follows. Furthermore, blow-up in finite time occurs in 13 whene¤er
l ) l and u G 0. Summing up these results, we see that blow-up in finite0
uŽ . Ž .time always occurs for f u s le with l ) l in 13 . In contrast with this,
the following corollary presents a blow-up criterion for the case l F l.
Ž .COROLLARY 3. Suppose that the stationary problem 2 has a non-minimal
degenerate solution ¤ , that is,
<yDc s f 9 ¤ c in V , c s 0 14Ž . Ž .› V
has a non-tri¤ial solution c k 0 with sign change. Then for
u G ¤ " ec and 0 - e < 1 15Ž .0
we ha¤e T - q‘.b
In fact, we have
yD ¤ " ec s yD¤ . eDc s f ¤ " e f 9 ¤ c 16Ž . Ž . Ž . Ž .
and
f ¤ " ec G f ¤ " e f 9 ¤ c . 17Ž . Ž . Ž . Ž .
Ž . Ž .Hence yD ¤ " ec F f ¤ " ec holds and we can apply Theorem 1 with
the minimal solution ¤* s ¤ and ¤# s ¤ q ec .
Note that in Corollary 3 the initial value u may intersect with ¤ . Lacey0
w x9 treats the similar case as the above corollary. His blow-up criterion is,
however, different from ours.
Another application is the following.
Ž .COROLLARY 4. Suppose that the stationary problem 2 has the minimal
degenerate solution ¤ , that is,
<yDc s f 9 ¤ c in V , c s 0 18Ž . Ž .› V
has a non-tri¤ial solution c ) 0. Then for
u G ¤ with u k ¤ 19Ž .0 0
we ha¤e T - q‘.b
In fact, the argument to be presented at the beginning of the next
Ž .section reduces condition 19 to
u G ¤# s ¤ q ec 20Ž .0
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for some 0 - e < 1. Then we obtain the conclusion with the same
arguments as above.
As a direct consequence of the corollary above, we obtain the following.
Ž .PROPOSITION 5. In Corollary 4, ¤ x is the unique solution for the
Ž .stationary problem 2 .
Ž .In fact, if there exist non-minimal solution ¤ of 2 then we have some
u with ¤ ) u ) ¤ in V. Because ¤ is a stationary solution, this implies0 0
T s q‘ for u ) ¤ and contradicts with Corollary 4.b 0
Ž . uThe case treated in Corollary 3 or Corollary 4 occurs for f u s le ,
 n < < < 4 w xV s x g R x - 1 , and 2 - n - 10. See Nagasaki and Suzuki 13 , for
instance.
Another application of Theorem 1 is the following.
Ž . Ž .COROLLARY 6. Let f 0 s 0 and f 9 0 ) l where l is the first eigen-1 1
Ž .¤alue of yD. Suppose, furthermore, that the initial ¤alue u g C V l0 0
2Ž .C V is non-negati¤e. Then we ha¤e T - q‘.b
In fact, let f ) 0 be the eigenfunction satisfying yDf s l f in V1 1 1 1
Ž . Ž .and f s 0 on › V. Because f u is convex, the assumption f 9 0 ) l1 1
Ž .implies f s - l s for s - 0. Now set ¤* s yef for e ) 0 then we have1 1
yD¤* s eDf s yel f s l ¤* ) f ¤* . 21Ž . Ž .1 1 1 1
Ž .That is, ¤* s yef is a super-solution of 2 , so we can apply Theorem 11
with ¤* s yef and ¤# ’ 0 to obtain the conclusion.1
Finally, we note that any interpolations and extrapolations of sub- and
super-solutions are also sub- and super-solutions, respectively. For in-
stance we have the following.
Ž .COROLLARY 7. Let the stationary problem 2 ha¤e the minimal solution
Ž¤ s ¤ and non-minimal solutions ¤ , ¤ . Then if u G ¤* s a ¤ q 1 y1 2 3 0 2
.a ¤ for some a ) 1 or a - 0 we ha¤e T - q‘.3 b
3. PROOF OF THEOREM 1
Ž . Ž . Ž . Ž .Let 7 and 8 hold. If we take u# x, t and u* x, t to be the solutions
Ž .local in time of 1 for u s ¤# and u s ¤*, respectively, then by the0 0
strong maximum principle and the Hopf lemma we have
u ?, t 4 u# ?, t 4 u* ?, tŽ . Ž . Ž .0 0 0
for 0 - t < 1. This means that these functions are C1 on V and satisfy0
u ?, t ) u# ?, t ) u* ?, t in VŽ . Ž . Ž .0 0 0
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and
› u › u# › u*
?, t - ?, t - ?, t on › V ,Ž . Ž . Ž .0 0 0›n ›n ›n
Ž .where n denotes the outer unit normal vector. Furthermore 11 holds for
Ž . Ž . Ž .¤ x, t s u# x, t , in which case we say that u# ?, t is a strict sub-0
Ž . Ž .solution of 2 . Similarly, u* ?, t is a strict super-solution. Therefore, we0
may assume from the beginning that ¤* and ¤# are strict super- and
Ž . Ž . Ž . Ž . 1sub-solutions of 2 , respectively, that u x , ¤# x , and ¤* x are C0
functions on V, and that they satisfy
u 4 ¤# 4 ¤*. 22Ž .0
Ž .From 22 we can take a constant u ) 1 such that
u 4 u ¤# q 1 y u ¤*. 23Ž . Ž .0
Therefore, using the comparison principle, we can reduce the theorem to
the case that u is the extrapolation of ¤# and ¤*, that is, the right-hand0
Ž .side of 23 with u ) 1. In this case u becomes again a strict sub-solution0
Ž .of 2 from the convexity of f.
Ž .From 5 , there exist constants m - l and C ) 0 such that1
f s ) m s y C for s F 0.Ž .
Take l G 1 and denote by w the solution ofl
yD y m w s ylC in V , w s 0 on › V .Ž . l l
Ž . Ž .A simple calculation shows that w x is a sub-solution of 2 . Further-l
more, taking l large enough, we have ¤* 4 w . Then, by the methodl
Ž w x. Ž . Ž .of super]sub-solutions e.g. 1, 2 we have a solution ¤ x of 2 satisfyingÄ
Ž .w F ¤ F ¤*. In other words, we may suppose ¤* x is a stationary solu-Äl
tion.
2 1Ž . Ž .Under these circumstances, because u g C V l C V is a strict0
Ž . Ž .sub-solution of 2 , u x, t is increasing in t for each x g V. Therefore, we
Ž .have a measurable function ¤ x
lim u x ,t s ¤ x g ¤* x , q‘ for x g V 24Ž . Ž . Ž . Ž .
t“q‘
if we assume T s q‘.b
Ž .What we are trying to show is that this function ¤ x must be a
Ž .singular stationary solution satisfying ¤ 4 ¤*. Because it is stable from
below, the third solution, unstable from both above and below, probably
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exists between ¤ and ¤*. But this will violate the triple law. In the present
paper, however, we do a different argument based on the parabolic
dynamics. In this way, we also provide a proof of the triple law involving
singular stationary solutions, avoiding technical difficulties in treating
singularity.
Ž .First, from 5 , we have a constant j# such that
f s y l s ) 0 for s ) j#. 25Ž . Ž .1
Ž .Let f x ) 0 be the first eigenfunction of yD normalized as1
f x dx s 1.Ž .H 1
V
We can deduce
u x , t f x dx F j# t G 0 26Ž . Ž . Ž . Ž .H 1
V
Ž w x.if T s q‘ holds cf. 7 .b
In fact, the function
j t s u x , t f x dxŽ . Ž . Ž .H 1
V
satisfies
dj
q l j G f j t G 0Ž . Ž .1dt
because of the convexity of f and Jensen's inequality. Therefore, if
Ž . Ž . Ž .j 0 ) j#, then j t ) j# by 25 . Hence it holds
q‘ q‘dj
G dt s q‘H Hf j y l jŽ .j# 01
Ž . Ž .and this contradicts 6 . This means that T s q‘ implies j 0 F j#. Byb
translating the initial time, we get the conclusion.
Ž .In use of the monotone convergence theorem we get from 26 that
¤ x f x dx F j# and ¤ x - q‘ a.e. x g V . 27Ž . Ž . Ž . Ž .H 1
V
Ž . w .Let yM s min u . Then u x, t G yM holds on V = 0, q‘ . BecauseV 0
Ž .5 implies f 9 ) 0 at q‘, there exists some g g R such that
ws g yM, q‘ ‹ f s q g s is non-decreasing.. Ž .
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We may suppose that g G 0, so yD ’ yD q g is invertible. In terms ofg
 Ž .4the fundamental solution U x, y; t of › y D , we obtain fromg t g
Duhamel's principle that
u x , t s U x , y ; t u y dyŽ . Ž . Ž .H g 0
V
t
q ds U x , y ; s f u y , t y s dy , 28Ž . Ž . Ž .Ž .H H g g
0 V
Ž . Ž . Ž .where f s s f s q g s. Again by 24 we haveg
‘
¤ x s ds U x , y ; s f ¤ y dy ,Ž . Ž . Ž .Ž .H H g g
0 V
or more precisely,
‘
¤ x s U x , y ; s f ¤ y y f ¤* y dy dsŽ . Ž . Ž . Ž .Ž . Ž .H H g g g
0 V
‘
q U x , y ; s f ¤* y dy ds. 29Ž . Ž . Ž .Ž .H H g g
0 V
Ž .To see this, let G x, y be the Green's function of yD . Theng g
U x , y ; t ) 0, G x , y dy - q‘,Ž . Ž .Hg g
V
and
‘
G x , y s U x , y ; s ds 30Ž . Ž . Ž .Hg g
0
hold. In particular we have
U x , ? ; ? g L1 V = 0, q‘ 31Ž . Ž . Ž .Ž .g
for any x g V.
Ž .We write the second term of the right-hand side of 28 as
‘
U x , y ; s f u y , t y s y f ¤* y x s dy dsŽ . Ž . Ž . Ž .Ž . Ž .H H g g g w0, t x
0 V
‘
q U x , y ; s f ¤* y x s dy ds.Ž . Ž . Ž .Ž .H H g g w0, t x
0 V
KOHDA AND SUZUKI136
For the first term of the above representation, the monotone convergence
Ž .theorem is applicable. As for the second term of the above, by 31 , we can
apply the dominated convergence theorem as t “ q‘. So the desired
Ž . Ž .consequence 29 follows because lim U x, y; t s 0 exponentially.t “q‘ g
Ž . Ž .Now, we deduce from 29 and 30 that
‘
¤ x s U x , y ; s ds ? f ¤ y y f ¤* y dyŽ . Ž . Ž . Ž .Ž . Ž .H H g g g
V 0
‘
q U x , y ; s ds ? f ¤* y dyŽ . Ž .Ž .H H g g
V 0
s G x , y f ¤ y y f ¤* y dyŽ . Ž . Ž .Ž . Ž .H g g g
V
q G x , y f ¤* y dy. 32Ž . Ž . Ž .Ž .H g g
V
Ž . Ž .Relations 27 and 32 imply
d ? ¤ g L1 V , d ? f ¤ g L1 V , 33Ž . Ž . Ž . Ž .
and
¤ x s G x , y f ¤ y dy for x g V , 34Ž . Ž . Ž . Ž .Ž .H g g
V
Ž . Ž .where d x s dist x, › V .
Ž .In general, given a measurable function u x with ¤* F u F ¤ , we can0 0
Ž . Ž w x.construct the minimal solution for 1 via the monotone iteration cf. 14 .
That is,
t
u x , t s U x , y ; t u y dy q ds U x , y ; t y s f ¤* y dyŽ . Ž . Ž . Ž . Ž .Ž .H H H1 g 0 g g
V 0 V
and
u x , t s U x , y ; t u y dyŽ . Ž . Ž .Hkq1 g 0
V
t
q ds U x , y ; t y s f u y , s dy. 35Ž . Ž . Ž .Ž .H H g g k
0 V
We can show inductively that the function
w 1u g C 0, q‘ , L V , d x dx. Ž .Ž .Ž .k
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is well defined, that
¤* x F u x , t F ¤ x x g V , t G 0 36Ž . Ž . Ž . Ž . Ž .k
 Ž .4holds, and that u x, t is non-decreasing in k. In particular we havek
u* x , t s lim u x , t g ¤* x , ¤ x . 37Ž . Ž . Ž . Ž . Ž .k
k“q‘
Ž .In fact, first note ¤* x is a classical stationary solution and hence
t
U x , y ; t ¤* y dy q ds U x , y ; t y s f ¤* y dy s ¤* x .Ž . Ž . Ž . Ž . Ž .Ž .H H Hg g g
V 0 V
38Ž .
We can deduce also that
t
U x , y ; t ¤ y dy q ds U x , y ; t y s f ¤ y dy s ¤ xŽ . Ž . Ž . Ž . Ž .Ž .H H Hg g g
V 0 V
39Ž .
Ž .from 34 and the standard identity
t
U x , y ; t y s ds s G x , y y U x , z ; t G y , z dz. 40Ž . Ž . Ž . Ž . Ž .H Hg g g g
0 V
Ž . Ž . Ž .Now, from monotonicity of f and relations 33 , 38 , and 39 weg
Ž . Ž . Žw .have inequality 36 and well-definedness of u x, t in C 0, q‘ ,k
1Ž Ž . .. Ž .L V, d x dx inductively. Monotonicity of u x, t in k follows similarlyk
by an induction.
Returning to the case that u is an extrapolation of the sub-solution ¤#0
Ž .and the solution ¤* of 2 , we have
¤* < u < u ?, t F ¤ 41Ž . Ž .0 0
Ž .for t ) 0. This allows us to take a constant b g 0, 1 such that0
u F b u ?, t q 1 y b ¤*Ž . Ž .0 0
F b ¤ q 1 y b ¤* ’ ¤ . 42Ž . Ž .Ä
Ž . Ž .Because ¤* F ¤ F ¤ , we can take the minimal solution u x, t of 1 withÄ Ä
the initial value ¤ . Actually, this is defined byÄ
u x , t s lim u x , tŽ . Ž .Ä Äk
k“‘
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with
t
u x , t s U x , y ; t ¤ y dy q ds U x , y ; t y s f ¤* y dyŽ . Ž . Ž . Ž . Ž .Ž .Ä ÄH H H1 g g g
V 0 V
and
u x , t s U x , y ; t ¤ y dyŽ . Ž . Ž .Ä ÄHkq1 g
V
t
q ds U x , y ; t y s f u y , s dy. 43Ž . Ž . Ž .Ž .ÄH H g g k
0 V
Ž . Ž .Again equalities 38 and 39 , and convexity and monotonicity of f implyg
u x , t F b ¤ x q 1 y b ¤* x x g V , t G 0 44Ž . Ž . Ž . Ž . Ž . Ž .Äk
inductively.
Ž .We have assumed T s q‘ and hence a classical solution u x, t globalb
Ž . Ž .in time exists for the initial value u x given above. Therefore, u x, t0
coincides with the minimal solution. Namely,
u x , t s lim u x , t 45Ž . Ž . Ž .k
k“‘
 Ž .4 Ž .holds for the sequence u x, t defined by 35 .k
To prove this, first we deduce
u x , t F u x , tŽ . Ž .k
inductively from u G ¤*, monotonicity of f , and0 g
u x , t s U x , y ; t u y dyŽ . Ž . Ž .H g 0
V
t
q ds U x , y ; t y s f u y , s dy.Ž . Ž .Ž .H H g g
0 V
Ž . Ž .Therefore, the right-hand side of 45 , denoted by u x, t , satisfiesÃ
¤* x F u x , t F u x , t . 46Ž . Ž . Ž . Ž .Ã
Ž .Letting k “ ‘ in 35 , we obtain
u x , t s U x , y ; t u y dyŽ . Ž . Ž .Ã H g 0
V
t
q ds U x , y ; t y s f u y , s dy. 47Ž . Ž . Ž .Ž .ÃH H g g
0 V
BLOW-UP CRITERIA 139
Ž . Ž . Ž .However, relations 46 and 47 imply that u x, t is a classical solution ofÃ
Ž . Ž . Ž . Ž .1 and hence u x, t s u x, t . This means 45 .Ã
Now, monotonicity of f impliesg
u x , t F u x , t x g V , t G 0Ž . Ž . Ž .Äk k
inductively. Then, letting k “ ‘, we have
u x , t F u x , t F b ¤ x q 1 y b ¤* x x g V , t G 0 .Ž . Ž . Ž . Ž . Ž . Ž .Ä
Therefore,
¤ x F b ¤ x q 1 y b ¤* x x g V 48Ž . Ž . Ž . Ž . Ž . Ž .
by letting t “ q‘.
Ž . Ž . Ž .However, 0 - b - 1 so that 48 contradicts 41 with 27 .
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