In this work we consider the solution of 3D time domain electromagnetic inverse problems. Solving such problems is an open challenge as they require very high computational resources. We therefore explore a method to parallelize the inverse problem by using time decomposition. We show that our approach can reduce the computational time although it does not scale optimally.
Introduction
In this work we consider an inverse problem where the forward problem is the Quasi Static approximation to Maxwell's equations in time which we write in their H form ∇× σ −1 ∇× H + µH t = 0; H ∈ Ω (1) H(x, 0) = H 0 n × H| ∂Ω = 0
Here H(x, t) is the magnetic field, σ is the conductivity and µ is the magnetic susceptibility. Such an approximation is valid for eddy current computation in conductive media for long integration times and it is commonly used in geophysical prospecting as well as in medical imaging and computation of eddy currents in electrical devices [18, 4, 23] . In the forward problem we assume that the conductivity σ is known and that we require to calculate the magnetic field H. In the inverse problem we assume that H is known at some discrete locations and times and the goal is to evaluate the conductivity σ(x).
Assuming that an appropriate finite volume or finite element mimicking discretization scheme has been applied in space [10, 12, 14, 18] we can rewrite the resulting system as a large scale ODE in time u t = A(m)u (2) u(0) = u 0 1 where A(m) is a symmetric matrix which results from the discretization of the operator ∇× σ −1 ∇× , u is a discretization of the magnetic field and m = log(σ) is a discretization of a the log conductivity. Here, commonly to many other inverse conductivity formulations, we use the log conductivity because the conductivity may change over a few orders of magnitudes [22] . To solve the discrete forward problem given a discrete log conductivity m we need to integrate the ODE to obtain u. In the inverse problem we are given some observations on the solution u and we require to recover m.
There are many practical challenges to solving the inverse problem. First, a fast, accurate and reliable algorithm for 3D forward modeling in time is required. Second, the sensitivities for such problems are too numerous to be formed or stored in a reasonable amount of time and space. Furthermore, for the type of problems we consider here, storing the solution of the forward problem stretches our computational ability. Finally, finding the minimum of the objective function obtained by matching the data and incorporating a priori information on the distributed parameter can be difficult due to the nonlinearity and sensitivity of the problem.
Further difficulties arise when trying to generate algorithms which are easily parallelized. Since Maxwell's equations are an initial value problem (IVP), they do not easily lend themselves to parallelization. However, it is important to note that even though the forward problem is an IVP the solution of the inverse problem results in a system of equations which is equivalent to a boundary value problem (BVP) in space-time. Therefore, in the spirit of domain decomposition methods which are routinely applied to BVP's it is possible to develop efficient numerical techniques which utilize the structure of the problem.
In this paper we present two approaches for the solution of the problem. The first is a classical solution approach based on the Tichonov regularization [5] combined with a Gauss-Newton reduced space optimization technique. Although the approach is routinely used in other inverse problems it has not been applied to the inversion of time domain electromagnetic problems. The disadvantage of the classical reduced space approach is that although we use sparse, large-scale techniques it is serial in nature. The second approach is based on a time decomposition method where we decouple the forward problem. The method has many similarities to instantaneous control methods and in particular we are motivated by the work of Heinkenschloss on the time dependent optimal control problem in fluid dynamics (see [16] and reference within). There are major differences between our problem and instantaneous control. First, unlike the control problem the log conductivity, m does not change in time. Second, while the algorithms above are serial in nature, we aim to develop a highly parallelization algorithm and finally, our problem is nonlinear. Our method can be understood in the context of iterative methods for nonlinear equations. We show that it is equivalent to a nonlinear splitting of the Euler Lagrange equations.
We use a discretize-optimize approach where in the first stage we discretize the forward problem and then solve the finite dimension (but very large) discrete optimization problem. An optimize-discretize approach can be used as well, however, if we use mimicking discretization then the resulting discrete equations are identical. Although our fundamental structure here may be considered discrete it is useful to view it as an instance of a family of finer and finer discretizations; see, e.g., [1, 8, 2] . For brevity we use the same notation for discretized and continuous variables.
The rest of the paper is as follows. In Section 2 we discuss the discretization of the problem in time as well as the regularization we use in order to obtain a solution. In Section 3 we suggest a straight-forward numerical method for the solution of the optimization problem based on the reduced Hessian SQP method. In Section 4 we suggest a new timedecomposition method that allow us to easily parallelize the solution of the problem. In Section 5 we analyze the proposed method. Finally in Section 6 we conduct numerical examples and demonstrate the effectiveness of our techniques as well as summarize the paper.
Discretization and problem formulation
In this section we lie the mathematical background needed for the development of our algorithms. We start by discretizing the forward problem in time. Since Maxwell's equations in conductive media are very stiff, we use the Backward Euler method (although other methods for stiff equations can be used) and obtain the system
where B j = I − k j A(m) and k i = (t i − t i−1 ) −1 is the time step. In the inverse problem we have measurements of a subset of the vector u given by the projection matrix m at the discrete times [t 1 , . . . , t s ]
The problem of recovering m given d is known to be ill-posed and therefore regularization is needed. In this work we consider the Tichonov regularizations which can be obtained by solving a sequence of optimization problems of the form 1 2
subject to the (discrete) forward problem (3). In the classical Tichonov regularization one solves the problem a few times, changing the regularization parameter α until the data misfit is small enough. In this work we assume that the regularization operator R(·) is some function of the gradients of m. We have implemented two common regularization functionals. First, for a smooth log conductivity function, we set
where ∇ h is a standard short differences discretization of the gradient. Second, for a piecewise smooth log conductivity function, we consider regularization of the form
where ρ is the Huber function (see [17, 2] )
It is easy to verify that the optimality conditions for (4) with the equality constraint (3) leads to the following nonlinear system of equations
. . .
where λ are Lagrange multipliers and the sparse matrices G(m, u j ) are defined as
and its computation is discussed in [15] . Equation (5a) is the forward problem, which (given m) can be solved forward in time. Equation (5b) is the adjoint problem which (given m and u) can be solved backward in time. Finally, equation (5c) couples the variables and can be thought as an equation for m. If for a given m one solves the forward problem (5a) and the adjoint problem (5b) and substitutes u and λ into (5c) then (5c) is the reduced gradient (see [13] for discussion). The whole system (5) can be thought of as a discretization of a nonlinear elliptic boundary value problem for u, λ and m in space-time. This nonlinear system has to be solved for a few regularization parameters α's. We now discuss two numerical approaches for the solution of the problem.
A Reduced space method
There are many options for the solution of the nonlinear system of equations (5) . In [15, 11] we have advocated linearization of the system followed by an all-at-once approach for the solution of the linearized system. For the applications we consider here, current hardware does not support such algorithms. The problem is the shear size of the system. For example, if the domain is discretized using 128 3 voxels in space and 128 time steps then we requires roughly 20Gb of RAM just to store the vectors u and λ. If we further require to use an iterative method then we require roughly 100Gb of RAM (depends on the iterative solver and our choice of preconditioner). We therefore use a variant of a reduced space approach [20, 13] .
In the context of the classical application of the reduced Hessian method (see [20] ), the linearized constraint (forward problem) has the form
and s is a perturbation to m. Note that unlike classical reduced Hessian methods we have linearized the constraint with respect to u and not a perturbation in u. In our case, where the constraint is linear with respect to u this does not make a difference.
For the reduced Hessian we need to construct (but not to directly compute) the active and null space matrices of the linearized constraint. These matrices are
It is easy to verify that Z spans the null space and Y spans the active space of the linearized forward problem. We now follow the reduced Hessian method as presented in [20] p-552. The method approximately solves the Jacobian of the Euler-Lagrange Equations (5) . At iteration j we first solve the forward problem for u (j) . We then solve the adjoint problem for λ (j) and calculate and approximation to the the reduced gradient by substituting λ (j) in (5c). A steepest descent type method is obtained by taking a step in the negative direction of the reduced gradient. A better algorithm can be obtained by using a Newton-like algorithm which requires an approximation to the reduced Hessian. Here we use a Quasi-Newton algorithm suggested in [9] where the reduced Hessian, H is approximated by
where R mm is an approximation to the Hessian of R and J approximates the sensitivities
Methods to approximate the sensitivity matrix are beyond the scope of this paper and can be based on either physics approximations [6, 7] or on algebraic approximations [9, 3] .
In this work we have used an approximation suggested in [9] although other approximations can be used. We then solve the system Hs = −g r (6) for the step s (using Conjugate Gradient) and update m (j+1) = m (j) + γs using a "soft" line search. In the classical reduced Hessian method, the vector u is updated by using the linearized forward model. In our case, due to the linearity of the forward problem with respect to u we simply solve the forward problem to update u (which follows in the next iteration).
The process is summarized in algorithm 1.
Algorithm 1
Calculate the reduced gradient (5c). Solve the linear system (6) update m = m + γs where γ ≤ 1 Check for convergence end while Note that one does not require to store the vectors λ when solving the adjoint problem (5b) by backward substitution. Since we require only the reduced gradient, there is no need to keep λ j . Instead, it is possible to initialize the reduced gradient with αR m and after the computation of the j th product G(m, u j ) λ j , simply add it to the current reduced gradient approximation. A second point is that due to the linearity of the forward problem we obtain feasibility after each iteration. Therefore, the parameter γ in the line search is chosen solely based on the size of the objective function.
There is a major disadvantages to the Reduced Hessian process. The algorithm is not easily parallelizable. Although this is true in general it particularly effects our problem where a four dimensional constrained optimization problem is solved. We now discuss how to improve this algorithm by using a time decomposition method.
Time Decomposition
The process of solving the Euler-Lagrange equations (5) using the reduced Hessian algorithm (1) is not easily parallelizable. Solving both the forward and the adjoint problems are sequential in nature and though there is recent development in parallelizing time domain codes, such a process is not trivial. We therefore suggest a different algorithm which allows for easy parallelization. 
we then write the late time system
. . . . . .
Finally, we write the reduced gradient as a combination
The early-late systems are almost decoupled. If we have λ p+1 then we could simply solve the early time system (7a)-(7b). If we have u p then we could also solve for the late times system (7c)-(7d). We could then combine these solution in order to obtain an approximation to the reduced gradient.
This observation suggests a strategy to obtain a highly parallelizable algorithm. The basic idea is as follows. Guess an approximation to u p and λ p+1 . Using this guess, solve the systems (7a)-(7b) and (7c)-(7d) in parallel and update the reduced gradient. Finally, use a Newton-like step to update the log conductivity m. Using the updated models we can now go back to the decoupled forward and adjoint problem (7a)-(7b) and (7c)-(7d), update the matrices B j (m) and repeat this calculation. Note that after a single sweep of this algorithm we can also update u p and λ p+1 . This of-course generalized to more than two macro-time steps. In general we can assume + 1 macro time steps, at times [t p 1 , ..., t p ]. The forward-adjoint problems decouple into systems of the form
which can be solved in parallel. The reduced gradient is then computed by summing the contribution of each of the systems and a Newton like step as per equation (6) follows. Note that only the solution of the decoupled forward and adjoint problems can be done in parallel, however, since the majority of the computing is done in this stage such parallelization can significantly reduce the overall computational time.
The algorithm involves with solving linear systems of equations at each step over a shorter time span and therefore the storage requires is only for the field u over this short time rather than the whole time. Thus we are able to tackle very large problems even with modest computational power.
It is clear that at the end of the above process feasibility is lost, that is, the solution u is feasible only in the first macro time step. The solution at later macro steps are not feasible due to the "wrong" initial guess. If we get "too far" from being feasible then, similar to secondary correction in SQP methods [20] and to [13] we preform a step towards feasibility by solving the forward problem. However, since the problem is stiff, approximating the solution at late time by the solution of the previous model is usually not a bad approximation.
The algorithm is summarized in algorithm 2.
More on time decomposition
To explain some of the properties of the time decomposition method we note that the Euler Lagrange system (5) can be written of the following set of non linear equations
p +1 ] = 0 Solve the forward problem (3) with m and store {u (0)
For simplicity we write the matrix in (9) in block form
where as introduced in Section 3, A(m) is the forward problem matrix in (
In the time decomposition, we modify the forward and adjoint problems. Assume that we have only two macro-time steps. Zooming on A, we see that decomposing in time is equivalent to the following simple matrix decomposition
Substituting the decomposition into the large system (10) and as usual moving terms with A 2 to the right hand side we see that an iteration in the time decomposition method presented above can be written as the following nonlinear operator splitting
Following the time decomposition algorithm we note that it can be thought as a nonlinear iteration of the form
This iteration can be thought of as a block nonlinear Jacobi iteration where we freeze u p and λ p and solve for the rest of the variables. Local convergence properties of the nonlinear Jacobi iteration was analyzed in [21] and although it is possible to use the theory it is practically very hard to assess if the conditions that the theory depend on actually hold. Therefore, as previously discussed in Algorithm 2 we do not simply accept the next iterate but rather compute a perturbation s = m + − m − and using a line search accept only steps that decrease the value of the objective function.
It is interesting to see that the nonlinear system (12) is in fact the Euler-Lagrange equations for the problem minimize 1 2
with a particular initialization of the Lagrange multipliers. This implies that a simple implementation of the problem can be done using the same optimization code for the unconstrained problem, replacing the constraint which is coupled in time to an approximate constraint which is uncoupled in time. 
Numerical Examples
In this section we experiment with our method demonstrate its effectiveness and explore its weaknesses. To do that we experiment with two model problems. Both problems are commonly used to test 3D time domain electromagnetic inversion codes for geophysical applications.
Examples I
In our first example we consider the model of two anomalies in a homogenous media with conductivity of 10 −2 S/m. One of the anomalies has the conductivity of 10 −1 S/m while the other have the conductivity of 10 −3 S/m. The conductive block is 30 × 30 × 30m and it is berried 30m below the ground. The resistive block is 40 × 30 × 50m and it is berried 20m below the ground. The source is a square current loop on the top of the earth with sides that are 130m each. 32 time measurements are taken after an instant step function shut down of the current in the loop and they are measured on a log grid starting at 10 −6 Sec to 10 −3 Sec. The measurements are taken in boreholes which are located at the corners of the loop. The depth of each borehole is 100m and we place 18 receivers in each borehole. Each receiver measure 3 components of the magnetic field. The total number of data is 18(recievers) × 32(times) × 4(boreholes) × 3(fields) = 6612. We discretize the problem on a grid size 64 × 64 × 64 × 32. The size of the unknown discrete conductivities vector is 131072. A sketch of the model is plotted in Figure 1 . The data at time 10 −6 is plotted in Figure 2 and it is polluted with 1% noise. Solving the forward problem on this mesh on a single 2.2Ghz processor takes roughly 160 minutes. Since an inverse problem can be involved with as many as 50 forward/adjoint problems, a typical inverse problem is solved in a few days. It is therefore important to try to reduce the solution time by parallelization. In our experiment we solve the problem using 1, 2, 4, 8 and 16 processors. For each experiment we record the number of outer iterations, the number of inner iterations (the iterations of the decoupled problems), the relative time compared with a single processor and the misfit. We experiment with two regularization parameters, one which yields a misfit which is slightly larger than needed and another which yields a misfit which is close to the χ 2 misfit (see [22] ). The results of this experiment are presented in Table 1 . The Table show that as expected the methods does not scale perfectly when the number of processors grows. Nevertheless, the computational time is reduced to roughly 50% for 8 processors.
The results of the inversion are plotted in Figure 3 . We see that both anomalies have been clearly identified although their dynamical range is reduced. This is typical to electromagnetic inverse problems [19] 
Examples II
In our second example we consider the model of a single anomaly of 1S/m in a homogenous media with conductivity of 5 × 10 −3 S/m. Unlike the previous example, the conductivity contrast is high which makes the inverse problem less linear. The size of the conductive block is 500 × 250 × 100m and it is berried 50m below the ground. The source is a square current loop on the top of the earth with sides that are 1000m each. The center of the loop is lactated 1000m from the center of the block. Such a configuration is typical in exploration scenarios [23] . The model is plotted in Figure 4 .
62 time measurements are taken after an instant step function shut down of the current in the loop and they are measured on a log grid starting at 10 −6 Sec to 10 −2 Sec. The measurements 3 component magnetic fields and they are taken on the surface above the block on a grid of 41×41. The total number of data is 41 2 (recievers)×62(times)×3(fields) = 312666. The observed data is polluted with 1% noise. The observed and recovered data is plotted in Figure 2 .
To solve the problem we discretize on a grid of size 64 × 64 × 64 × 32. The size of the unknown discrete conductivities vector is 131072. once again use 1, 2, 4, 8 and 16 processors. The results of this experiments are presented in Table 3 . The table demonstrates that although the conductivity contrast is much higher, the effectiveness of the method is unchanged. Once again we get most of the benefit by using 4-8 processors. Using more processors yields only a modest improvement in computation time.
Finally, we plot the recovered conductivity in Figure 5 .
Conclusion
In this paper we have explored a method to parallelize 3D time domain electromagnetic inverse problems. We have investigated the proposed scheme as a variant of an operator splitting and show that it can be thought of as a nonlinear block Jacobi method for the solution of the Euler-Lagrange equations. As expected by other block Jacobi methods, the approach does not have an optimal scaling properties and the performance of the method deteriorate as the number of sub-domain grows. Nevertheless, the approach can reduce the computational time in two even given modest computational tools.
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