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La eafermedad perlodontal es un término general utilizado para describir
enfermedades especIficas que afectan a la encía, tejido conectivo de soporte
y hueso alveolar.
So puede def~nlr como una enfermedád indolora, lentamente progresiva, que
se caracteriza po: inflamación de la onda provocada por colonización bacteriana
de la superficie dental que está adyacente a la encía y que a través de los
tejidos perlodontales profundos, llega a colonizar y destruir estas estructuras
y provocar la formación de bolsa con destrucción de hueso, movilidad y calda
de dientes (1).
En la actualidad, tanto la caries como la enfermedad periodontal ocupan
grandes tratados ya que ambas son consideradas auténticas plagas de la
sociedad; la caries en la primera época do la vida y la enfermedad perlodontal
en la adulta.
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La enfermedad periodontal es un problema muy antiguo, ya que en crineos
encontrados do otras civilizaciones, se han podido ver grandes reabsorciones
características de esta enfermedad.
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Representa hey en d(a, en la mayoría de los paises, un serio problema de
Salud Pública bucal, y las razones que se aducen son las siguientes:
• Modificación de los patrones epidemiológicos de las enfermedades
bucales, hablándose producIdo una disminución de la caries y una estabilización
de la enfermedad perlodontal.
* Diferente eficacia de las medidas preventivas respecto a estas
enfermedades.
• introducción del flúor como una medida eficaz y de bajo costo, muy
favorable para la caries, y ausencia de medidas similares respecto a la
enfermedad periodorital.
Cambios en los niveles educacionales de cuidado dental (2>.
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* La disminución de la incidencia de caries, mejores tratamientos
restauradores y grandes avances prostodóncicos, han contribuido al desarrollo
de gingivitis y periodontitis <2>.
Se ha sugerido que la prevalen-cia de la enfermedad periodontal puede
aumentar en un futuro porque so salvan mayor número de dientes, o se
recuperan de la caries, a le que hay que afladir el aumento do le expectativa de
vida en la prActica totalidad de los paises occidentales (2,3>.
flecientemente con la dismInución de incidencia de caries dental en la
población general, la enfermedad periodontal ha pasado a ser la causa más
importante de pérdida dentaria en adultos (4), Pocos dientes se pierden por
caries y muchos por enfermedad periodontal.
Los estudios epidemiológicos han permitido conocer diferentes factores
asociados a la enfermedad periodontal. fundamentalmente el papel de la pleca
bacteriana y la edad.
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Se ha podido conocer también la evolución de las diferentes formas de
enfermedad perlodontal en pacientes tratados y no tratados mediante estudios -
de diseño tanto transversal come longitudinal,
Los -estudios longitudinales indican quela enfermedad periodontal puede ser
prevenida y tratada desde el comienzo y así conservar los dientes para siempre
(5>. No obstante, este procese es la causa mAs Importante de pérdida de
dientes en la edad mediado la vida.
Los Estados Unidos gastan mis de 6 bIllones de dólaresal alio en servicios
dentales y tanto a la caries como a la poriodontitis se les achaca la
responsabilidad de una gran pérdida de tiempo en la escuelas y en el trabajo.
Se estima que la pérdida de tiempo de los níflos por atención dental es
alrededor de 51 millones de horca por año yen los adultos, por encima de 17
años de edad, es de 56 mIllones (1>.
6
Se sabe que en U.S.A. hay alrededor de 87 millones de adultos que tienen
enfermedad periodontal y más de 20 millones de personas que han perdido
todos sus dientes por esta causa <1).
Dos tercios de los jóvenes. .180% de las personas de edad media y el 90%
de las personas de más de 65 años de edad, sufren alteraciones periodontales.
Tres de cada custro personas en Estados Unidos han tenido alguna forma
de enfermedad periodontal <1>.
Entreoí 60 y el 70% de párdida dentaria en esa país después de los 40 años
de edad, se debe a periodontitis.
En nuestro País, el informe que la O.M.S iGl elaboró en Espafla en 1985
efectuado por IMoller y T.M. Marthaier, donde se recoge que:
• El 22.3% de los niños de 12 años tenían cálculos como signo más grave.
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* A un 51.5% les sangraban las encías y sólo el 17.3% carecían designo
alguno de enfermedad periodontal.
En el grupo de adultos entre 35 y 44 años:
*
*
El 17.6% tenían bolsas de más de 6mm de profundidad
Un 31.3% tanjan bolsas entre 3y Omm de profundidad.
* Un 36% de los sujetos que carecían de bolsas tenían sangrado gingiyal.
• Sólo un 7.3% tenÍan tejidos perlodonteles sanos,
En el clásico estudio longitudinal iniciado art 1970 y finalizado en 1985 por
Loe y col. <73 en Sri Lanka sobre 480 personas entre -14 y 46 años, sin ninguna
higiene bucal, se pudo comprobar que:
• El 8% tenían una progresión rápida de enfermedad perlodontal.
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* Un 81% presentaban progresión moderada.
* Un 11% no tenía ninguna presencia de enfermedad perlodontal.
Un estudio realizado entre 1985 y 1987 sobre la prevalenola de la
enfermedad periodontal. arrojó los siguientes resultados <81:
* Pérdida de hueso de soporte de 2 mmo más en un 80% de los hombres
y en un 73% de las mujeres en uno o más dientes
* Periodontitis avanzada considerándola como tal a bolsas superiores a 6
mm o más en uno o más dientes, afectaba al 15% con edades comprendidas
entre 60 y 64 años (1>.
Pensamos que son escasas los estudios que nos permiten conocer las
formas evolutivas y el desarrollo de la enfermedad perlodontal en individuos en
situaciones patológIcas concretas como la diabetes,
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La diabetes aflige en todo el mundo a gran número de persones de cualquier
condición social.
Esta enfermedad representa un problema personal y de Salud Pública de
grandes proporciones que sigue agudizándose pose a los grandes adelantos de




La causa fundamental de la diabetes es la producción o acción deficiente de
una hormona, la insulina.
Un paso importante hacía la prevención de la diabetes insulino dependiente
consiste en poder identificar a las personas genéticamente susceptibles a la
enfermedad.
Eses personas al parecer tienen mecanismos inmunitarlos defectuosos y.
baje la influencia de algún factor ambiental atacan a sus propias células
productoras de insulina.
Sí se continúan esas investigaciones setA posible prevenir esos ataques o
controlar el procesado autodeterioro antes deque la enfermedad se establezca
con carácter irreversible.
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En el mundo existen unos 30 millones de diabéticos, de los que la gran
mayoría carecen aún de la atención más elemental.
La diabetes mellitus se reconoce por el aumento crónico de la concentración
de glucosa en sangre. El diagnóstico clfnico de la diabetes se basa a menudo
en síntomas tales como sed intensa, mayor volumen de erina y pérdida de peso
inexplicable yen casos graves, somnolencia y coma; normalmente se observan
elevadas concentraciones de glucosuria.
Los métodos de detección actuales consisten sobre todo en la toma de una
sóla muestra de sangre a las dos horas de administrar por vía oral una
sobrecarga de glucosa de 75 gr.
Otras técnicas de detección son la estimación de la hemoglobina glicosilada
(3.10,11) y las glucosaminas séricas <12).
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FI comienzo clínico de le diabetes insulino dependiente es repentino, aunque
algunos datos obtenidos recientemente Indican que puede estar precedido por
meses o años de un proceso de autoinmunidad y de grados leves de tolerancia
a la glucosa (13).
No se ha comprobado que la incidencia difIera entre los hombres y las
mujeres. La mayoría de los estudios de población revelan que hay ciertas
edades en que aparecen con mayor frecuencia los síntomas clínicos de la
enfermedad, siendo más común deles 10 a los 13 años <14).
Como factores de riesgo se considera que la posesIón de los aleles I4LA-0R3
y/o l-ILA-0R4 del principal complejo de histocompatibilídad es un marcador da
susceptibIlidad genética a la diabetes Insulino dependiente y la aparición de
anticuerpos de las células insulares indica, probablemente, una lesión de las
células beta.
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Es precise aclarar aún los factores que precipitan la enfermedad en personas
genéticamente susceptibles, creyéndose que las virosis tienen una importante
función (15>.
En los paises en desarrollo donde escasean la Insulina y los recursos
médicos, se sabe que los pacientes con diabetes insulíno dependiente mueren
jóvenes por falta de tratamiento,
En los paÍses adelantados, alrededor del 1% mueren en el alio siguiente al
diagnóstico y sobre un 33% mueren en los 30 alice siguientes: el riesgo de
defunción es similar al de las personas no diabáticas hasta los 20 años, pero
después es 20 veces mayor (16).
La diabetes no es una sóla entidad clínica, sino más bien un grupo
heterogéneo de trastornos con diferentes causas básicas.
Ese grupo de afecciones tiene dos características en común:
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* Glucemia elevada en ayunas y después de una prueba de sobrecarga de
glucosa -
• Una amplia gama de complicaciones.
Se cree que las personas afectadas por diabetes insulino dependiente nacen
con un número normal de células beta.
La lesión ttplca de los islotes de Langerltans en el momento del diagnóstico
consiste en la infiltración linfocitica y la destruccié&selectiva de células beta
(17). -
La diabetes Insulíno dependiente puede ser el resultado de perturbaciones
del equilibrio entre la destrucción de las células beta y la capacidad limitada.
genéticamente determinada, de regeneración de éstas,
Las lesiones progresivas de ojos, riñones, nervios y arterias representan la




Las lesiones de la retina a consecuencia de la diabetes son la causa principal
de déficit visual en las personas mayores y ancianas de las sociedades
económicamente avanzadas (18>,
Un estudio realizado en Dinamarca evidenció ceguera o déficit visual grave
en un tercio de pacientes estudiados con diabetes juvenil Insulino dependiente,
estudiados durante 40 años <19).
En las personas ancianas es posible prevenir el riesgo para la visión por la
deposición de un exudado blanco y la aparición de hemorragias o por hinchazón
edematosa de los tejidos retinianos en la región de a mácula.
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Se desconoce cual es la causa de la retinopetía diabética pero en
experimentos con animales se observa que la probabilidad de que ocurra es
mucho mayor cuando el control de la diabetes es deficiente <20).
Las cataratas se presentan mucho más temprano y con mayor frecuencia en
los diabéticas que en los no diabáticos.
2.1.2 NEBQEAI¡A
El deterioro progresivo de la función renal, acompañado de pérdida de
proteína urinaria que cuimina en insuficIencIa renal terminal, amenaza la salud
y la vida de la mitad de los pacientes afectados por diabetes mellitus insulina
dependiente en la juventud o la adolescencia <21).
Hasta hace pocos años la primera Indicación de insuficiencIa renal diabática
era la aparición de proteinuria clinicamente detectable; pero en este momento
las lesiones estructurales del riñón se hallan en estado avanzado y en pocos
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años se deteriorarán las funciones de filtración y excreción de éste,
prosiguléndose inexorablemente hacia la insuficiencia renal terminal.
Para algunos pacientes, el control eficaz de la hipertensión arterial puede
detener la marcha del deterioro renal: es poco o nulo el efecto que tiene el
estricto mejoramiento del control diabático, aunque sigue necesitándose
mantener un control metabólico adecuado <22, 23).
El empleo de métodos sensibles de valoración ha demostrado que algunos
diabáticos excretan cantidades ligeramente mayores de albúmina piasmáticaen
erina. Estos pacientes corren mayor riesgo de sufrir insuficiencia renal
progresiva (241.
También pueden encontrarse otros indicadores de posible insuficiencia renal,
tales como elevadas tasas de filtración glomerular, nefromegália y aumentos
leves de tensión arterial.
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La lesión de los capilares de filtración de los glomérulos renales se inicia con
el control Inadecuado del estado diabático. Pero una vez lesionada una gran
parte del aparato de filtración, la carga excretora impuesta al resto de los
tejidos es la causa más frecuente del deterioro progresivo.
2.1,3 NEUROPATíA DIABETICA
Los daños en las fibras nerviosas que transmiten sensibilidad y surcan los
músculos, los vasos sanguíneos y las vísceras son la complicación más común
de la diabetes.
Son varios los tipos de neuropatía que dan origen a diversos síndromes
clínicos (25).
lo más frecuente es la afectación de los nervios sensoriales de las
extremidades inferiores, con pérdida de la sensación de dolor y a voces
destrucción grave y progresiva de los tejidos blandos, huesos y articulaciones~
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a menudo se presenta parestesia, pero también puede haber neuropatía
dolorosa,
Se puede producir debilidad y reducción de la masa muscular, obstrucción
de la irrigación sanguínea que puede lesionar varios troncos nerviosos y llevar
a la pérdida focal de la función nerviosa con parálisis muscular aislada e zonas
de pérdida de sensibilidad.
Los diabéticos son más susceptibles a otros factores que dañan los nervios
tales como el alcohol y otras neurotoxinas, la presión localizada y la infección.
Es de suma importancia prevenir las lesiones nerviosas manteniendo un
control diabático óptimo y detectando precozmente la neuropatía ya que una
vez estabiecida puede ser irreversible.
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Los medicamentos que protegen los nervios bloqueando localmente los
efectos dala hipergiucemia, pueden ser útiles para prevenir la neuropatía en los
diabáticos (26). -
Las alteraciones de la viscosidad sanguínea y de las plaquetas circulantes y
la hinchazón de las células endoteliales que recubren los finos vasos sanguíneos
que riegan el tronco nervioso reducen y pueden impedir el flujo sanguíneo en
el nervio.
2.1.4. COMPLICACIONES CARDIOVASCULARES
- La cardiopatía coronaria ocurre con mayor frecuencia en los dIabáticos que
en otros pacientes, con consecuencias notablemente más graves.
especialmente en el caso de las mujeres.
En las culturas occidentales es responsable de la mitad o más del número de
defunciones de pacientes dIabáticos (2?).
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Otros trastornos del mi2sculo cardiaco relacionados con las alteraciones
metabólicas que causa la diabetes, las perturbaciones del control nervioso y
quizá las alteraciones microvasculares, empeoren el efecto de la arteriosclerosis
coronarla y las consecuencias del infarto de miocardio.
La arteriosclerosis de -las arterias pequeñas de los diabáticos causa una
elevada incidencia de claudicación intermitente y gengrena de las extremidades
Inferiores, además del infarto cerebral, apoplejía y enfermedades
cerebrovasculares dilusas.
Las medidas preventivas recomendadas a la población general, tales como
corrección de la hipertensión arterial, disminución del colesterol, no fumar,
hacer deporte, cuidadoso examen y corrección de los factores de riesgo, son
especialmente importantes para los diabáticos.
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2.1.5. EILmABtIlnQ
Un número áonsiderable de casos de incapacidad entre los dietéticos tienen
su causa en la susceptibilidad peculiar del pie a lesiones graves de los tejidos
(28).
La combinación de ulceración crónica del pie. sepsis y gangrena es la
principal causa de hospitalización prolongada de los díabéticos y representa
más de la mitad de las amputaciones no traumáticas practicadas en algunos
paises en desarrollo. -
Tres factores contribuyen a agravar las lesiones del pie dlabdtico-
* La neuropatía diabática crónica.
* La obstrucción arteriosclerótica de las arterias que irrigan les
extremidades inferiores,
* La Infección bacteriana,
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Los diabétices que sufren neuropatías durante muchos años pierden la
sensibilidad de los píes y suelen no darse cuenta del daño piogresivo causado
por la fricción, presión o abrasión.
Los traumatismos menores del tobillo en una extremidad neuropática.
pueden provocaría rápida destrucción del tejido intraarticular y culminar en una
articulación desorganizada e inestable de Charcot.
El pie susceptible a neuropatías o enfermedades vasculares se identifica
fácilmente por medio de un examen clínico.
La instrucción sistemática del paciente contribuiría a reducir de manera
notable la frecuencia de las amputaciones entre los mismos (28),
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2.2 CLASiFiCACiON DE LA DIAEETES
En 1980, el Comité de Expertos de la OMS en su Segundo Informo sobre la
Diabetes Meilitus propuso una clasificación que ha sido universaimente
aceptada y que, aunquetleru algunas aspectos críticos, ha sido de gran utilidad
(29):
2,2.1 DIABETES TIPO le DOM linsulin deoendent diabetes maliltuaL
Caracterizada básicamente pon
- inicio generalmente brusco y antes de los 30 años.
- Tendencia a la cetosis,
- Ausencia de obesidad y evidencia de fenómenos autoinmunitarios en su
etiorogia.
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2.2.2 DiABETES TIPO II 6 NiDDM <non insuiindeoendent diabetes mellitus
>
Que suele iniciarse después de los 40 años, de forma progresiva, no tiende
a la cetosis. frecuentemente cursa con obesidad y muestra una marcada
agregación familiar.
Hay grao evidencia de que la diabetes tipo II es a su vez otro cajón de
sastre y se han intentado Identificar entidades distintas.
Una de ellas es la DAJ o MODV o sfndrome de Mason que se caracteriza ~or
la aparición en individuos jóvenes de una diabetes no cetósica. en la que la
hipergiucemia suele ser bien tolerada y que obedece a una herencia autosómica
dominante.
Para algunos, las complicacIones especificas son excepcionales en esta
lotma de diabetes.
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Según otros autores, un subgrupo de diabetes tipo II está asociada al
HLABS y son las que evolucionan más rápidamente hacia la
insulinodependencia.
2.2.3. DIABETES ASOCIADA
Constituye un grupo heterogéneo que a su vez puede subolasifícarse en:
2.2.3.1 Diabetes por enfermedad pancreática: - -
Ausencia congénita de islotes pancreáticos.









O iuca g o no ma
2.2.3.3. Diabetes po: anomalías en los receptores a la insulina:
Lipodistrol a congénita asociada o no a virilización y acantosis nigricatis,
anticuerpos a los receptores de la insulina.
2.2.3.4. Diabetes asociada a síndromes genéticos:





- DiDMOAD (diabetes rneliitus-diabeies insipidusoptio strophy-
deafness>.
- Distrofias musculares como:







2.2.3.5. Diabetes asociadas con mainutrición,
Todas estas formas recopiladas como diabetes asociada no son muchas
veces Wabetes propiamente dichas sino ten sólo intolerancias a la glucosa
asociadas a estas condiciones.
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2,2.4. INTOLERANCIA A LA GLUCOSA ¿iGTI
Tres estudios epidemiológicos piospectivos realizados en Gran Bretaña
sirvieron de base para definir este concepto que viene a sustituir los antiguos
de diabetes química o de diabetes bordeline.
Se trata de individuos que tienen glucemias plasmáticas basales inferiores
a 140 mg 1100 mi y alas a horas de ingerir 76 g de glucosa glucemias entre
140 y 200 mg /100 mi.
Los hallazgos más relevantes de los estudios epidemiológicos antes
mencionados mostraron que estos individuos:
* A los 10-15 años de seguimiento la mayoría de ellos habfan normalizado
espontáneamente la situación, otros no la modificaban y sólo alrededor dei 1
al 5% por año desarrollaban la diabetes.
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* Les complicaciones microvascuiares renales y retinianas no se
desarroii-aben.
Estos datos permiten que el médico asegure a los pacientes que tienen lOT
quena son diabáticos.
La lOT puede mejararse mediante la pérdida de peso.
2,2.5. DIABETES GESTACIUNAL
Se trata de una alteración hfdrocarbonada que se presenta durante el
embarazo.
Las mujeres diabéticas que quedan embarazadas no deben incluirso en esta
categoría.
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- La diabetes gestaclonal se presenta- en el 2% de los embarazos y en la
mayorra de los casos vuelve a la normalidad después del parto.
El reconocimiento clínico de esta situación es importante porque estas -
pacientes tienen un riesgo aumentado para la morbimortalidad fetal cuando no
son adecuadamente tratadas, y porque desarrollarán diabetes con notable
frecuencia entre 5 y 10 años después.
2.2.8. ANOMAlíA PREVIA DE LA TOLERANCIA A LA GLUCOSA
tPre-AGT o orevicus abnormai olucose tolerancol
Es una situación de riesgo para la diabetes pero en modo alguno una forma
cirnica de diabetes.
Se definen así personas que han tenido alterada su curva de glucemia en
determinadas situaciones, pero que una vez resuelta su situación, muestran
tolerancia a la glucosa dentro de los limites de la normalidad.
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2.2.7. ANOMALíA POTENCIAL DE LA TOLERANCIA A LA OLUCOSA
(Pos AGT e potencial abriormal glucosa tolerancel
Se trata de personas que no tienen, ni han tenido, alteraciones en su curva
de glucemia pero que presentan riesgo para la enfermedad.
El riesgo de diabetes debe diferenciarse según sea de diabetes tipo 3 6 II.
Para la diabetes tipo 1 son situaciones de riesgcíen orden decreciente las
siguientes:
Ser positivo para ICA iislet celle antibodies).
Tener un hermano gemelo afecto.
Tener un hermano afecto con la misma dotación HLA.
Tener un progenitor diabático.
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Para la diabetes tipo II son situaciones de riesgo:
Tener un hermano gemelo afecto.
Tener un antecedente familiar directo afecto.
Haber tenido hilos de más de 4.000 gral nacer.
Ser obeso.
Pertenecer a determinados grupos étnicos.
3.- ENFERMEDAD PERJODONTAL YDIABETES
La relación entre diabetes y enfermedad periodontal ha sido aceptada por los
distintos clínicos (30>.
Los pacientes diabáticos son mas susceptibles a padecer gingivitis y




Varios estudios describen gingivitis más severa en niños diabéticos que en
controles sanos. (33,34).
Diferentes estudios describen un aumento de le enfermedad periodontal en
diabéticos <35,38,37,38), mientras que en otros se llega a conclusiones
divergentes (31,32,39,40>.
Estudios clÍnicos en diabéticos Incontrolados muestran frecuentemente una
combinación de cambios inflamatorios y degenerajivos, exudado, bolsas y
abscesos periodontales (41>.
La reabsorción ósea ha sido relacionada con los nIveles de azúcar en sangre
(42, 43).
Le destrucién ósea extensa se ha visto en diabéticos incontrolados (44).
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Bernick y col. (33) Y Ringleberg y col. (45), observan cómo niños diabéticos
tienen menor resistencia a las infecciones periodontales porque la gingivitis es
más severa en niños diabáticos.
Bernick y col. (33) comprueben como pacientes con diabetes meilitus tienen
niveles de placa dental similares a los de los no diabáticos.
Gisien y col. (34) revelan que niños cuyo control metabólico no es adecuado,
tienden a tener más altos los indices gingivales que los no diabáticos.
La periodontitis severa ha sido encontrada en pacientes diabáticos menores
de 20 años. Así, Shepperd (46) describe un caso de periodontitis severa en un
estudio sobre 13 pacientes diabáticos con edades comprendidas entreS Y 19
años.
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Por su parte, Hiiming (47) publica un caso de periodontitis severa en otro
estudio similar realizado con 10 pacientes diabáticos entre 10 y 20 años de
edad.
- La importancia del control dala infección periodontal en pacientes diabáticos
es clara después del estudio de W¿iiJams y Mayhan <48> en 9 pacienles
diabáticos, con un rango de edad entro 20 y 32 dios, que fueron tratados de
periodontitis. de los cuales siete tuvieron una gran reducción de sus
necesIdades de insulina después del tratamiento.
Un estudio realizado por Cianciola y col. <49) sobre 142 pacientes con
diabetes meilitus y 116 controles con edades comprendidas entre 11 y 18 años
dio como resultado que el 9.8% <14/142) de loa pacientes con diabetes
mellitus tenían periodontitis, mientras que sólo 2 de los 116<1,7%) controles
la tenían,
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Giavlnd <50) analizando a 51 pacientes diabéticos controlados y 51
controles con edades entre 20 y 40 años comprueba que hasta los 30 años no
habla diferencias, pero entre 30 y 40 años había un aumento de pérdida de
inserción en el grupo de los díabéticos.
Le pérdida de inserción se observa con mayor frecuencia en personas
diabéticas con más de 10 años de evolución (50).
Se ha observado que pacIentes diabéticos con muchos años de evolución
tienden a tener lesiones periodontales mas severas (49).
WI¡iiams (51). publica que la gingivitis y le perlodontitis en pacientes
diabéticos estaba modificada y no tenía las mismas características que la
enfermeda-d periodontal en pacientes no diabéticos y por ello propuso el término
de “periodontociasla diabdtica.
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La enfermedad periodontal es más severa en diabéticos que en no
diabéticos. pero los resultados de las investigaciones epidemiológicas son
inconsIstentes. (52).
Cianciola y otros (49>, investigaron un grupo de 200 diabáticos juveniles,
hasta 20 años de edad, encontrando que la severidad de la gingivitis
comenzaba a aparecer a partir de los 11 años y aumentaba con la edad.
Este resultado fue corroborado por Gusbertí y col.(53) quienes observaron
un significativo aumento en los niveles de sangrado papilar. La incidencia do
pérdida ósea en diabáticos Juveniles también aumentó con la edad.
Cianciola y otros <491 demostraron que sólo uno entre 85 diabáticos
juveniles menores de 12 años, tuvo periodontitis; la incidencia de pórdida ósea
fue del 16% entre los 13y 14 años, y aumentó hasta el 28% en edades entre
17 Y 18 años.
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Estos datos contrastaban con la presencia de periodontitis moderada en sólo
3 de los 125 controles. El autor concluye diciendo que en diabáticos juveniles,
la enfermedad periodontal aparece coincidiendo con la pubertad.
Sandier y Stahi (54) han sugerido que pacientes con diabetes controlada
pueden no tener mayo; destrucción ósea que a población sana.
Sin embargo Campbeil (551 observó enfermedad periodontal más severa en
diabáticos bien controlados.
Finestone y Boojury <58) advierten que la severidad de la enfermedad
periodontal en diabáticos estaba relacionada con los niveles de azúcar en
sangre.
Gusbertl y otros <63) encuentran una relación directa entre la hemoglobina
glicosilada y el grado de inflamación gingival en niños diabáticos prepuberales.
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Sin embargo esta relación no fue observada en nitos diabáticos en la pubertad
y después de la misma.
Finestone y Boorujy (56) observaron que la duración de la diabetes y la
presencia de complicaciones tuvieron una significativa relación con la severidad
de la enfermedad periodontal.
Glavind y col, (57> y Nichois y col. <58> afirman que la condición perlodontal
no estaba influenciada por la duración de la diabetes; el tipo de tratamiento, o
la presencia o ausencia de complicaciones.
Ha habido varias investigaciones enfocadas a Identificar a los posibles
factores responsablesde la severidad de la periodontitís en pacientes diabáticos
(59). Varios investigadores han teorizado sobre ciertas anomalías locales o
generales como responsables de la severidad de la enfermedad periodontal en
diabáticos.
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3,1. ANOMALíAS ASOCIADAS CON EP EN DIABETICOS
- Anomalías asociadas con la enfermedad perlodontal en diabáticos se pueden
resumir en:
* Cambios vasculares.
* Metabolismo del colágeno anormal.
* Alteración de la flora microbiana.
• Alteración de los mecanismos de defensa.
3.1.1 CAMElOS VASCULARES
Ray <60>. en 30 biopsias gingivales de pacientes diabéticos, observa
engrosamiento e hialinización de las paredes en 14 casos.
Statu y col. (61) encuentran cambios degenerativos vasculares en la encfa
correlacionados con otros tejidos.
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Keene <62), lleve y Staliard <63>, y Campbell <64> vieron la presencia de
material PAS-positivo en capilares, arteriolas y paredes de los vasos de
diabóticos.
Mc Mullen y coi.<65> describen cambios vasculares en pacientes con historia
de diabetes familiar.
Estudios de microscopia electrónica han dado mayor información acercado
los cambios vasculares asociados con diabetes meilitus. Así, Campbeil (64)
vio que el engrosamiento de la membrana basal de los capilares gingivales era
mayor en diabáticos que en no diabéticos.
Frantzis y col. <66> comparando micrografías electrónicas da la membrana
basal de los capilares do tres grupos do personas: diebéticos con enfermedad
periodontal. no diabólicos con enfermedad periodontal y controlas; observan
que la membrana basal en los diabóticos era aproximadamente cuatro veces
mayor que en los otros dos grupos,
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Se ha sugerido que la degeneración vascular y el engrosamiento de la
membrana basal dele encía de los pacientes diabéticos puede ser parcialmente
responsable de la severidad dele enfermedad perlodontal (61,64,66>.
La disminución de nutrientes a los tejidos, el descenso en la difusión de
oxigeno y la alteración de la eliminación metabólica, han sido sugeridos como
posibles mecanismos patogénicos <66>.
Aunque se haya descrito que la proporción de oxigeno en la encía de
pacieriles diabáticos es significativamente menor que en los no diabáticos, no
hay evidencia que confirni e que dicha disminución este relacionada con el
engrosamiento de la membrana basal de íes capilares (66).
3.1.2. METABOLiSMO ANOMALO CEL COLAGFNO
Entre el 30% y 40% del peso seco de la ende y alrededor del 90% de la
matriz de hueso es colágeno, por este motivo la desorganización y destrucción
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del colágeno es ni factor principal en la progresión de la enfermedad
periodontal.
La integridad de la síntesis del colágeno es esencial en la enfermedad
poriodontal (67).
La causa podría ser una disminución de la srntesis de colágeno y aumento
de actividad de la colagenasa.
La estimulación de la actividad de la colagenasa, parece explicar la mayor
destrucción de los tejidos conectivos perlodontales en la diabetes (68).
3.1.3. ALTERACION DE LA FLORA ORAL MICROBIANA
Diferentes investigaciones han emitido otra hipótesis acerca de la severidad
de la enfermedad periodontal en diabáticos, relacionada con la presencia de
distinta flora oral microbiana en estos pacientes. Stahi <69> y Masaler [70)
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describen la presencia de una bacteria hemoirtica en la cavidad oral y superficie
gingival de pacientes diabéticos.
Sanchez Cordero y col.(71) observan una mayor incidencia de
Staphllococcusepidermídlsen pacientes diabéticos con enfermedad perlodontal
que en no diabáticos con similar estado periodontal.
Linke y coi.(72> aislan una Klebsiella en la bolsa periodontal profunda de un
diabé tice.
Mashimo y col.173) estudiaron la flora microbiana subgingivai en diabáticos
con periodontitis severa, viendo que el cultivo predominante estaba compuesto
por Capnocytophaga, vibrios anaerobios, Actlnomycos sp., Racterioldes
gingivalis,Bacterloidesmolaninogonicus, B. intermedius subsp. y Actlnobaclllus
actlnomiceremcomitans. común en las lesiones periodontales de los no
diabáticos fueron detectados en bajo número en pocos diabáticos,
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La escasa cantidad de Bacterloldes yin.givalis fue también descrita por
Gusbertí y col.i53>. Estos investigadores enoontraro,n aumento significativo de
Fusobacte,ium. Capnocytophaga, y Actinomyces neosiundil.
Estos cambios bacterianos fueron asociados con un aumento de la severidad
de la gingivitis en estos niños diabátIcos.
3.1.4. MECANISMOS DE DEFENSA ALTERADOS
Los mecanismos de defensa del periodonto los podemos divídtr en dos
grupos:
inmunidad humoral y funciones neutrófilas.
Los datos aportados indican que en diabáticos adultos la respuesta que la
gO y la lgM dan sobre bacterias y microorganismos que atacan al periodonto
es normal (74>.
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Sin embargo hay evidencias que indican que puede haberalguna asociación
entre diabetes mellitus, funciones neutrófilas y condiciones periodontales en
humanos y modelos experimentales.
Se ha descrito que las ratas diabáticas tenían un descenso en el número del
PMN suicular en respuesta a la irritación, a los factores quimiotécticos, y al
proceso de cicatrización de heridas periodontales <75), cuando se comparó con
ratas no diabéticas,
También se ha visto que la reacción inflamatoria en la encía de perros se
reduce por el desarrollo de la diabetes (76).
tas funciones neutrófilas anormales también parece que afectan al colágeno
en animales diabáticos.
48
Golub y cotí??) han descrito que en ratas diabáticas el contenido de
colágeno en la encía no se redujo por inflamaciones experimentales, a diferencia
de las ratas normales. -
Se ha sugerido que la inhibición de la pirdida de colágeno en la encra
inflamada de ratas diabáticas podía ser solamente el resultado de la alteración
de la actividad dolos neutrótilos (78>.
Anomalías similares so han descrito en pacientes diabáticos en los cuales la
actividad colagenelities de extractos neuttóliios es de un 60% menos t~ue en
no diabeticos (79).
Gran número de publicaciones han indicado que otras funciones neutrólilas
como qulmniotaxis (80.81) y fagocitosis <82,83> en pacientes diabésicos son
perjudiciales. Esos perjuicios han sido atribuidos a la producción de energía
defectuosa resultante de la actividad enzimática alterada (84). porque la
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alteración de la quimiotaxis de los PMN se ha encontrado en pacientes con
periodontitis severa (85,86>.
la asociación entre estas anormalidades y la severidad de la enfermedad
poriodontal en pacientes diabéticos ha sido objeto de abundante Investigación.
Manouchehr-poury col. (87> comparan la actividad quimiotíctica de cuatro
grupos: adultos diabáticos recientes con o sin periodontitis severa y no
diabétices con condiciones periodontales similares; encuentran que los
diabáticos con gran periadontitis han sufrido una respuesta quimlotáctica
neut¡ófila. El delio no se ha observado en diabáticos sin periodontitis severa o
en no diabáticos a pesar de sus condiciones perlodontales.
Mc Mullen y col <88> han encontrado tina disminución de la quimiotaxís de
PMN en pacientes con una historia familiar de diabetes y severa periodentitis
comparindola con un grupo de pacientes sin esas historias pero con
condiciones periodoníales similares. El autor afirma que “esos resultados
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mantienen el concepto de que sujetos con sus funciones de PMN deprimidas.
pueden tener severas periodontitis.
Estos resultados también alcanzan la posibilidad de que entre individuos
adultos con perlodontitis pueda haber más heterogeneidad; algunos pueden
tener una posible disfunción del huésped tal como una depresión de la actividad
quimiotáctíca neutróf lía, que les predisponena una enfermedad periodontal más
severa.
Otros adultos pueden tener la quimiotaxis neutrófila normal y todavía tener
una enfermedad periodontal severa que puede ser el resultado de otros factores
como un largo tiempo de exposición a microorganismos pariodon-tales virulentos
o pueden estar afectados con alguna indefinida anormalidad proteclora del
huésped <88>
Como se puede ver por la bibliografía consultada, no queda suficientemente
claro el papel de la diabetes en la aparición de la enfermedad periodontal, y
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muy especialmente en lo que se refiere a la Diabetes tipo 1 ó
insulino-dependíante.
Creamos pues, que si abordaje, con una óptica epidemioidgica de la
enfermedad perlodontal. en un grupo de sujetos diabáticos insulino dependiente
y enfrentarla a un conjunto de individuos no diabáticos, pudiera ayudarnos a
tener una visión compieta del tema.
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24. ESQUEMA DEL TRABAJO
En base a todo lo anterior afrontamos el presente trabajo, para le cual




1. DETERMINAR LA PREVALENCIA DE ENFERMEDAD PERIODONTAL EN
UN GRUPO POBLACIONAI. DE SUJETOS DIABETICOS INSULINa
DEPENDIENTES.
2. CALCULAR, IGUALMENTE, LA PREVALENCIA DE DICHO PROCESO EN
UN GRUPO DE INDIVIDUOS NO DIASETICOS.
3. ANALiSIS UNIFACTORIAL DE ALGUNOS DE LOS FACTORES DE
RIESGO QUE SE DAN CITA EN LA ENFERMEDAD PERIODONTAL.
4. ANALISIS MULTIFACTORIAL, MEDIANTE LA CONSTRUCCION DE
MODELOS LOGíSTICOS QUE ANALICEN TODAS LAS VARIABLES.
6. DETERMINAR LAS POSIBLES ASOCIACIONES QUE PUEDAN EXISTIR
ENTRE LAS VARIABLES ANALIZADAS Y EL HECHO DE PADECER
ENFERMEDAD PERIODONTAL.
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6. DESARROLLAR UNA ECUACION QUE PUEDA AYUDAR AL CLíNICO A
EFECTUAR UN DIAGNOSTICO RAPIDO DE LA ENFERMEDAD
PERIOD-ONTAL.
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III.- MATERIAL Y METODOS
1 ,~ DISEÑO GENERAL DEL ESTUDIO
La Epidemiología es la Ciencia que se ocupa de la frecuencia y distribución
de las enfermedades en las poblaciones, así como los factores que determinan
dicha frecuencia y distribución <90).
Su objeto es el estudio de lo que denominamos VARIABLES, entendiendo
por tales la cualidad o caracterfstica que estudiamos, que pueden “variar”
segdn diversas categorías (variables cualitativas> o medidas (variables
cuantitativas).
Pretende realizar estudios con el fin de conocer la distribución de variables
en una población.
Uno de los objetivos primordiales es el establecimiento de cual ó cuales son
los factores determinantes (o factores de riesgo)de una enfermedad, y ello se
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consigue simplemente comparando la frecuencia de la enfermedad enire des
grupos: los expuestos y los no expuestos.
Al ver la distribución dei fenómeno que estudiamos en ambos grupos puede
llamarnos la atención, que en uno de ellos exista más frecuencia que en el otro.
La pregunta que se formule el investigador es:
¿ ESTA DIFERENCIA SE DEBE AL AZAR 7,
Para ello ha de recurrir a test estadraticos que demuestren que no se deben
al azar, sino que son estadísticamente diferentes y además con qué nivel de
significación (91).
La causalidad es en epidemiología, el objetivo mas importante de lodos.
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domo en cualquier ciencia biomédica siempre hablamos de fenómenos
probabilfsticos, por tanto, la causa o factor de riesgo es todo aquello que
aumenta la probabilidad de que un sujeto o la población la sufra <92).
Los estudios observacionales, casos-controles y cohortes, son los más
habitualmente empleados en los estudios epidemiológicos.
Las diferencias esenciales entre ambos las sumarizamos del siguiente modo:
1.. ‘TIMINr es la relación temporal en la recogida de datos o en la iniciación
del estudio con el hecho de la exposición y la enfermedad,
En los de cohortes se inicia el estudio antes de que aparezca la enfermedad
<prospectivos), en casos-controles al contrario (retrospectivos>. -
2, Relación temporal entre la observación del factor exposición y la ap~rición
de la enfermedad.
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En los de cohortes el sentido es anterógrado, va de exposición a enfermedad
y en los estudios casos-controles es a la inversa (retrógrados).
En el presente trabajo hemos efectuado un diseño transversal
(casos-controles).
2.- SELECCION. DERNICION Y ESCALA DE MEDIDA DE
VARIABLES
2,1, SELECCION Y DEFINICION
2.1.1. CEFiNICION CASOICONTROL
Al realizar un estudio epidemiológico hemos de establecer claramente que
entendemos por caso y por control.
En el presente estudio se definió como:
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~~1
CASO: aquel sujeto que presentara una o más bolsas cuya profundidad
medida con la senda periodontal de Michigan (93> fuera de 4 ó más miltrnetros
(94>.
CONTROL: individuos en los que por el proceder diagnóstico antes
mencionado se hubiese descartado enfermedad periodontal.
EXPOSICION: a las distintas variables que describimos a continuación.
2.1,2. VARiABLES DE PERSONA
• Edad: variable continua.
• Sexo: variable dicotómica.
• Nivel socloecoriómíco. atendiendo a la profesión del cabeza de familia y
segtln el IV informe Focasa <95>,
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C AGUDAS: Cetosis . ., Hipo
- C. CRONICAS: Ret,,. Nefro ... Neuro
NEDICAcTDN HABITUAL: <TIEHPO/DoSIS)
ANTIDIAI3ETICOS: DOSIS<UUX/D) TIEMPO
TIPO: Ac. R¿pida ,,,.. Ac.Retarda Ambas Rumana
EDAD MENARQUTA ANTIBABES NO ... SI ... TIEMPO
hIGIENE DENTAL: CEPILLADO: NO ..., TIEMPO . , .. SEDA: NO ., . SI..,
NO mNOCE...
OBSERVACIONES:
EXCLUSIONES: NO .... SI
‘TOTAL; NO QUIERE ... ORTODONCIA
PARCIAL: CARIES INTERPIlOXIMALES (NODIENTES)




• Lugar de residencia:
- Urbana: Madrid (Especificando barrio>
Otras ciudades
- Rural -
• Diabetes: individuos en los que se hubiese diagnosticado Diabetes Meilitus
insulino Dependiente por los procederes diagnósticos habituales.
- fecha de inicio
- tiempo de evolución
• Edad de la menarqula: continua.
• Higiene dental:
• cepillado, frecuencia y duración,
- uso de seda dental
Medicación habitual
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2.1.3~ VARIABLES EN DIABETiCOS
En esta población se tomaron las siguientes variables:
• Hemoglobina glicoxilada: para determinar el control de la diabetessegón
protocolo habitual (96>.
• De 4-7 bueno.
* De 7-9 regular
• Mas de 9 malo
• Complicaciones: en un primer momento como dicotómica, la existencia
o no de las mismas,
De existir complicaciones, su naturaleza:
- agudas
- crónicas







Diagnóstico periodontal: . Indice de placa.
- indice de hemorragia.
-Número de bolsas.
- Profundidad de bolsas.
Para valorar los indices de placa y hemorragia hemos utilizado el indice de
Silness y Loe (97>, que se basa en tomar 6 medidas en cada diente, tres por
vestibular y tres por lingual o palatino; dichas medidas se efectúan con senda
periodontal, en nuestro trabajo hemos utilizado la de Michigan.
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Las tomas se hacen en mesial central y distal de cada diente tanto por
vestibular como por lingual o paladno.
En el indice de placa: consideramos como toma positiva si se levanta placa
al pasar la sonda en cada una de las superilcies.
En el indice de hemorragia consideramos como valor positivo si se produce
hemorragia al introducir levemente la punta de lasonda en el surco gingival.
Una vez recogidos los datos utilizamos la siguiente fórmula para los dos
indices:
NUMERO DE SUPERFICIES AFECTADAS
NUMERO DE DIENTES X 6
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2.2. ESCALA DE MEDIDA
Para conocer la frecuencia de un evento las medidas más importantes son:
PREVALENCIA e INCiDENCIA.
La prevalencia nos proporciona el número de casos en una población en un
momento dado.
La incidencia nos da a conocer el número de nuevos casos en la población
en un momento determinado.
Se habla de dos tipos de incidencia: incidencia acumulada, que nos da el
número do casos nuevos a partir de un seguimiento de la población y la -
densidad de Incidencia que nos mide la fuerza de la enfermedad en un instante
dado. Además presenta la ventaja de que no depende del tiempo de
seguimiento (98).
Al tratarse de un estudio de casos y controles la medida de frecuencia
empleada ha sido la Prevalencia.
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3. PROTOCOLO DERECOGIDA DE DA TOS
Se confeccionó un protocolo, adjunto, en el que se recogieron todas y cada
una de las variables antes expuestas.
En la primera parte dei mismo se refieren las variables personales, aquellas
que son especificas de la población diabética y las de higiene oral. En la
segunda parte se refleja el estado perlodontal del individuo para lo que se utilizó
ei Periodontograma del Prf, Dr. Bascones (99>.
4. MUESTRA IPOSLA ClON
Al estudiar cualquier fenómeno es deseable realizarlo sobre una muestra que
sea representativa del universo.
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Existen diferentes metodologías para diseñar y elegir una muestra,
exigiéndose a cualquiera de ellas, entre otras cosas, que cualquier persona
tenga la misma probabilidad que otra de ser elegida.
Existen además métodos estadísticos que nos permiten Identificar el tamaño
de dicha muestra, y de este modo poder extrapolar los resultados de la
Investigación efectuada de la muestra al universo,
Como resuman diremos que la muestra hade ser representativa del universo
(100>.
No es nuestro objetivo entrar en más disquisiciones en torno a la teoría
muestral.
Existe un abordaje, más epidemíelógico que estadístico, para efectuar estos
estudios.
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Se trata de elegir cualquier grupo de individuos al que tengamos acceso,
determinar el tamaño necesario de esa muestra, estudiar sus características y
extrapolar sus datos a aquella población que reproduzca las características del
grupo elegido. Sería lo que denomina Rothman efectuar la inferencia
epidemicióglca (101),
En nuestro caso aunque hablemos de muestra nos vamos a referir a la
inferencia epidemiológica.
4.1. DETERMINACION DEL TAMAÑO DE LA MUESTRA <Población en nuestro
La determinación del tamaño muestral es fundamental de cara al desarrollo
de cualquier estudio epidemiológico (102>.
Un tamaño suficientemente grande permitirá evitar dos errores:
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• Error de TIPO-i : Concluir que un factor de exposición está asociado a
cierta enfermedad, cuando no es así; la interpretación puramente estadística
serfa aceptar una hipótesis alternativa, rechazando la hipótesis nula, (Ho) siendo
ésta última la correcta.
Error de TIPO-II : Concluir que un factor de exposición no está
asociado, cuando en realidad sC lo está; estadisticamente, aceptar Ho, siendo
ésta falsa <103>.
• De cara al análisis hemos de conocer des parámetros de interés,
denominados alfa (O) y beta (a>.
Alfa: probabilidad de cometer el error do tipo-l, es decir asumir un
hecho falso desde el punto de vista estadístico. Es el NIVEL DE
SIGNIFICACION del test.
• Beta: la diferencia 1-a st denomine FUERZA del tesn probabIlidad de
que el estImador del riesgo relativo difiera significativamente dala
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unidad. O lo que es lo mismo, la capacidad del estudio para
demostrar nuestra hipótesis de trabajo, encontrando un riesgo
relativo estadisticamenta distinto de 1.
Necesitamos encontrar un tamaño muestral tal que el test sea satisfactorio
en cuanto a potencia, significación y riesgo detectado.
No podemos olvidarnos de que nos podemos encontrar con condicionantes
de TIEMPO, DINERO y FRECUENCIA de exposición <104).
4.1.1 DETERMINACION MUESTRAL PARA ESTUDIOS NO EQUIPARADOS
.
Según Schlesseman, la determinación de la muestra se efectuará de forma
diferente para estudios equiparados y no equiparados. -
Para estudios no equiparados, se emplea la siguiente fórmula: Sea Po




Hemos comentado anteriormente que una limitación de recursos tendría
repercusiones en la fuerza del estudio.
Los estudios epidenilológicos se pueden efectuar en el marco de un
programa esponsorizado, lo cual implicada terminarlo con un coste mínimo
(104>.
Sin embargo las limitaciones no sólo pueden ser financieras, sino también
en cuanto a tiempo de ejecución, ó ambas,
En cuanto a los aspectos económicos, hay coste de selección de casos y
controles, pudiendo ser diferente para unos y otros,
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Esta restricción económica puede traducirse en un récorte de la muestra, con
la posibilidad de verse alterada la relación controles/casos.
Es corriente que la restricción afecte predominantemonte a los controles, por
ser los de mayor coste,
Vimos en (1) que el tamaño muestral está en función de la fuerza del
estudio.
Sin embargo, invirtiendo la fórmula podemos determinar en qué grado puede
afectar un recorte de la muestra a la fuerza del estudio. Supuesta una relación





Que es la probabilidad de que la estimación basada en la muestra sea
significatIvamente distinta de 1. Silo ea, podremos rechazar la Ho (Hipótesis
nula),
Si la proporción controleslcasos es distinta de 1 :1, el cálculo del tamaño
muestral es similar a la expresión <11, aunque con las modificaciones oportunas












Que es la probabilidad de que la estimación basada en la muestra sea
significativamente distinta de 1. Silo es, podremos rechazar la Ho (Hipótesis
nula>,
Si la proporción controles/casos es distinta de 1:1, el cálculo dei tamaño
muestral es similar a la expresión iii. aunque con las modificaciones oportunas










que es similar a [21
La oscilación de la fuerza, se detormifla do un modo similar que para el
modelo de igual número de controles que de casos.
Invertimos (41 Y obtenemos que






La determinación de la fuerza o del tamaño demuestra puede utilizarso tanto
en pLanificación como en la validación de estudios terminados,
Otro dato que nos puede Interesar es, a partir de un tamaño de muestra
predeterminada, un valor de slgnilicacióny una fuerza de estudio determinados,
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calcular el MíNIMO R!ESGO RELATIVO DETECTABLE. En este case se trata de
que fijando n, O, i~ y Po podamos estimar una variación de riesgo (Rl. Según
Walter (106>
Siendo: -
A=(z(ói + z(Gdl’: B~ 1 +2~p0
C = 2~p0~(n<1-p0> - Ap0)
(6]
‘7
Para múltiples controles por caso, se sustituye
cC por c
1 + 2cpO por 6
2(1 +c)C por 4C
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Debido al doble operador « » tendremos des valores de R, el mayor de
ellos correspondiente a la mínima variación (en incremento> de Ar detectabie,
y la menor es la mfnima variación <en disminución> del Rr.
Un R negativo significa que hay un error en la aplicación de la fórmula,
mientras que un R = O indica que no hay población detectablo.
5. RECOGIDA DE DA TOS
El diagnóstico de enfermedad perlodontal, y del status periodontal, fue
realizado en todo momento por la rnrsma persona, el autor de este trabajo, y la
técnica empleada de exploración fue la estandard: el objetivo que pretendíamos
cubrir era evilar el posible sesgo de clasIficación (107>.
Los datos referentes a variables demográficas, sociales y de higiene dental
se obtuvieron mediante doble entrevista personal con los individuos, de este
modo se pretendra soslayar el sesgo de recuerdo (108>
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Los datos anaiit¡ces, se tomaron de las historias clinicas de los sujetos que
padecfan diabetes insulino dependiente.
Población diabática: la constituyeron 120 indivIduos cuyos datos se
recogieron en el Instituto de Olabetologla de la Cruz Roja de Madrid,
Población no diabática: fueron 263 alumnos del Colegio Nuéstra Señora
de Loreto de Madrid, en los que se habra confirmado la ausencia de diabetes -
meilitus insulino dependiente.
Por tanto la población total estaba constituida por 383 sujetos.
6, INTRODUCCION DE LOS DA TOS
Las variables fueron introducidas por pantalla en un PC AT de 640 KRAM
y disco duro de 20 M.
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-Se díseñó una base de datos mediante un paquete epidemiológico de
dominio público 109)
6.1. CODIFICACiON DE LAS VARIABLES
Una vez efectuado este paso se procedió a cargar los mismos en el paquete
MULTR <110>, creándose el siguiente diccionario:
ID: No constituye ninguna variable, es sólo el número de protocolo,
LUGAR DE RESIDENCIA (LUGRESID): Como variable dicotómica <single>.
DIABETES: Variable dicotómica.
COMPLICACIONES (COMPLI>: Dicotómica, entendiéndose que 1 = compli-
caciones crónicas.
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EXCLUSIONES: Dicotómica, ha sido una variable que sólo nos
ha servido para restringir la población, en el sentido de prescindir de los
sujetos que poddan, a priori, distorsionar.
USO DEL CEPILLO <CEPILLO>: Dicotómica (1 = No usa, O = Si usa)
EMPLEO DE SEDA DENTAL (SEDA>: Dicotómica (1 = No usa, O = Si usa>
PROFUNDIDAD DE BOLSA: Variable dependiente.
INDICE DE PLACA <IPLACA): DIcotómica II = Si, O = No>.
iNDICE DE HEMORRAGIA <IHEMO): Dicotómica (1 = Si, O = No>.
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Se tomó como variable “outcome” o variable dependiente el hecho de tener
ó no enfermedad periodontal, entendida ésta como la presencia de al menos
una bolsa de 4 ó más mhirmetros. (Y O, no padece, Y — 1, si padece)
El resto de las mismas se consideraron como variables “predictivas” o
independientes 0<10<2.,...Xn)
Las variables DUMMY se utilizan para establecer categorías de interés
(111>.
Estas variables pueden ser codificadas de diferentes formas:
* Como O y 1
• Como 0,1 y -1
Para una variable con k niveies,se establecen k-1 dummy, entendiéndose
que el valor de referencia es siempre el de valor 0.
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Cuando una variable ha entrado como continua, se pueden establecer
categorCas diferentes efectuando los denominados puntos de corte, que ya
establecen las diferentes variables dummy (111,112,113>
Se han establecido las siguientes variables dummy:
CLASE SOCIAL (PROFPAO): Se establecieron tres variables
dummy, determinando des puntos de corte: 2.5 y 4.5.
- PROFPAD (1) Que nos dala clase social más elevada, englobando
a alta y medía alta, (aparecerá como 0.00) y se corresponde con
el nivel de referencIa
- PROFPAD (2> Que se refiere a la clase social ntdia, que incluye
media media y media baja (aparecerá como 2.50>
- PROFPAD (3) Que Incluye a la clase baja (aparecerá como 4.50>.
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• EDAD: Que fue introducida como variable continua en un principio, y
posteriormente se establecieron cuatro grupos etanos, determinándose
cuatro variables dumrny, con puntos de corte en 12.50, 14.50 y 18.60
- EDAD <1> Hasta 12 años (Aparecerá como 0.00>, será el nivel de
referencia.
- EDAD (2> 13- 14 años (Aparecerá como 12.50>
- EDAD (3)15-16 años (Aparecerá como 14.50>
- EDAD (4> 17- 18 años (Aparecerá como 16.50>
• SEXO: Se construyeron dos dummy con un punto de corte en 1 .5
• SEXO <1> Se corresponde con las mujeres (Aparecerá como 0.00>.
- SEXO (2) Que coincide con los varones (Aparecerá como 1.50>.
• HEMOGLOBINA GLICOSILADA (HBAG>: Se introdujo como variable




- HBAG <1) Hemoglobina glicosilada con valer de menos de 7.
- I-IBAG (2) Hemoglobina glicosliada con valor de 7 ó más.
• MENARQUIA: Variable continua, estableciéndose un punto de corte en
11,5, aparecerá como:
- MENAR (1), Que-se corresponde con 11 ó menos años.
- MENAR (2), Que coincide con las de más de 11 años
• TIEMPO DE EVOLUCION (TIEMPO): Variable continua, en a que hemos
establecido dos categorías, mediante un punto de corte en 8.50.
Aparecerá como:
- TIEMPO (1> = HastaBaños
- TIEMPO (2> = By más años.
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7. DEPURA ClON DELOS DA TOS YEXCLUSIONES
Habida cuenta de que determinadas circunstancias pudieran modificar el
estado periodontal do un individuo, lo que afectada a los resultados de este
estudio, en el protocolo adjunto se reflejan los criterios que se siguieron para
la exclusión de los mismos, y que fueron:
- No colaboración.
- Estar recibiendo en el momento del estudio un tratamiento ortodóntico.
- Presenciado caries interproxiniaies
- Dientes en erupción y sus adyacentes.
- Pilares de puentes
- Dientes unitarios con prótesis fija.
- Cordales
Las exclusiones por los motivos antes citados, fueron 26.
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La muestra final estuvo formada por 357 individuos de ambos sexos, los
cuales se distribuyeron da ha siguiente manera:
Varones: 131
Mujeres: 226
Número de casos: 134
Número de controles: 223
Número de individuos diabéticos: 111
Número de individuos no diabáticos: 246
Por tanto nuestro estudio va referido a 134 casos y 223 controles.
Así mismo, una vez introducidos todos los datos se procedió a la depuraclón
deles mismos, para lo que se compararon los dos ficheros que a tal efecto se
realizaron. De este modo pretendramos evitar los errores de “Perforación”
so
8. ANALISIS
A la hora de efectuar la explotación de los datos de nuestro estudio,
podemos emplear varias metodologías, en función del tipo de datos y del
modelo que relacione adecuadamente las variables implicadas, describiendo
racionalmenta el fenómeno en estudio,
8,1. POR EL NUMERO DE VARIABLES DEL ESTUDIO
.
Dependiendo dei ndmero de variables que queramos contemplar art un
anÁlisis estadístico, empleamos ANALISIS UNIVARIASLE cuando tenemos
solamente dos variables (dependiente e independiente) 6 ANALISIS
MULTIVARIABLE cuando se contemplan al menos tres variables.
Desde un punto de vista ortodoxo, se distingue entre análisis
MULTIVARIANTE y MULTIVARIABLE.
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El primera permite la coexistencia de más de una variable dependiente,
mientras que en el segundo sólo existe una variable dependiente descrita por
varios términos independientes.
Para tres variables:
Multivariantet Ni Vi <. X (Y1,Y2 serian dos variables dependientes>
Multivariabie: Y <- Xl X2 <X1,X2 serian variables independientes)
De aquí se deduce que el anáilsis muitivariable es un caso particular del
mijitivariante.
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8,2. POR EL. TIPO DE VARIABLES
.
Si Consideramos la naturaleza de las variables presentes en cualquier
estudio, nos enconhramos con las siguientes posibilidades:
REGRESION MUI..TIPLE: Tiene como objetivo establecer la relación entre
una variable dependiente (continua> y varias independientes (continualdlscreta>
(114>.
REGRESION LINEAL: con los mismos objetivos que la anterior, sólo
contemple la relación de das variables continuas (114).
ANALiSIS DISCRIMINANTE: Trata de determinar cómo una o más
variables Independientes pueden ser utilizadas para discriminar entre diferentes
categorfas de una variable dependIente nominal <dIscreta) <114>.
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ANALISISDELAVARIANZA (ANOVA>: Pretendedescribirla relaclónentre
una variable continua dependiente (un scoring) y una 6 más variables
Independientes nominales.
ANALISIS DE LA COVARIANZA (ANCOVA>: Pretende describirla relación
entre una variable continua dependiente y una mezcla de variables
independientes nominales y continuas (éstas dítimas se emplean como variables
sde controil.
Un ejemplo es determInar un score post-test (mejora/no mejora> a partir de
una asignación pre-test (caso/control>.
ANALISIS FACTORIAL: en este tipo de análisis no existen diferencias
definidas entre variables dependientes e independientes. No es muy empleado
en la construcción de modelos biológicos <114,115)
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8.3. EL ANALISIS DE REGRESION
.
En los años 60, el modelo logística se propuso para el análisis de los efectos
individuales y puntuales de una serie de variables en el riesgo de enfermedad
(116>.
8.3.1, DIFERENCIAS DE LA REGRESION LOGÍSTICA CON LA LINEAL
1 .- La regresión logística tiene como variable de salida una variable
dicotómica binaria. Al representar Y frente a X, no obtenemos directamente una
recta, sino dos hileras de puntos, una al nivel de Y — O y otro a Y = 1.
En regresión lineal, ambas son variables continuas.
La variable da salida dicotómica se interprete como ausencia (Y—O) o
presencia <Y—li de enfermedad, mientras que en las independientes.
especificamos la presencia o ausencia de un factor de riesgo o de protección.
95
2.~ Dimensiorialidad: La regresión lineal es un modelo bidiniensional, es decir
rinde una recta de regresión.
Sin embargo en un modelo logístico de tres variables hablaríamos de plano
de regresión y no de recta. Para N variables entraríamos anal concepto de
hipersuperficies o hiperespacios de regresión.
3,- Linearidad: Por otro lado, los modelos Iogtsticos no tienen por qué ser
lineales. Precisamente, antes de formular el modelo, deberemos determinar su
disposición geométrica.
4.- EL método de ajuste es distinto: mientras que la regresión lineal emplea
















La distribución normal bivariante (tomado de [ita])
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En 1986, Daniel Mc Gee (117) refirió este complicado modelo a su uso para
ordenadores. Gracias a un algoritmo iterativo se llegan a calcular los distintos
coeficientes Iogit (G), así como los errores estándar y el estadístico de Wald,
con los correspondientes límites de confianza,
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8.3.2. USOS DE LA REGRESION LOGISITICA
Tras el ajuste, tendremos los datos suficientes como para:
Establecer una asociación estadística entre las variables independientes y
la dependiente.
• Obtener una expresIón cuantitativa que nos permita hacer predicciones.
* Describir mediante unas variables independIentes~ controlando el electo
mediante algunas otras, a la variable dependiente.
Determinar la importancia de cada variable Incluida en el modelo,
discriminando cuales de ollas realmente contribuyen a describir el “outcome”
y cuantil loando esa contribución.
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• Comparar el efecto de una variable predictiva sobre la dependiente, con
y sin la presencia de una o más variables de control.
• Por lo expuesto en los puntos anteriores, descubrir la presencia de
variables de confusión <“confoundlng” o “confounders”) y/o interacciones entre
variables predictivas (118,119).
8.3,3, eL MODELO LOGISTICO
Dada una serie de observaciones y considerando Únicamente dos variables,
si representamos en un eje cartesiano bidin,ensional los puntos
correspondientes a estas observaciones, obtendremos una nube de puntos que
son los que determinarán la posición de la recta (o curva> de regresión.
El p¡imer problema que nos deberemos plantear es precisamente ese, es
decir, síes una recta o una curva el modelo más adecuado y, si es una cu~a,
de qué grado,
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Nosotros trabajaremos por lo general con modelos LINEALES.
No debemos perder de vista que este modelo no suele ser aplicable a los
datos de la vida real, no es probable que todas las personas de igual edad
tengan igual taila o peso.
Hemos dicho arriba, que al representar los datos >niciales obtenemos dos
filas paralelas de puntos.
Para obtener gráficamente la recta de regresión, es necesario transformar l.a
salida de la función.
Para ello hacemos una transformación consistente en calcular para cada
valor de x<l> la proporción que representa frente al totaL (frecuencia relativa) y
tomar ese valor como salida “candhional mean” (120).
El resultado es una sígmolde, que puede expilcarse con la función:
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f<x> n esp(-x) 1(1 + exp(-x)l
de donde se deduce que en términos de la variable independiente, la
dependiente tendrá forma logarítmica.
Esta será, pues, la expresión del modelo matemático que utilizaremos en
regresión logística (121>.
8.3.4. LA RECTA DE REGRESION
.
Considerando un modelo simple, la ecuación de un modelo lineal sería <112,
115, 121>:
Y = ~o + BVX1 + -
sY» es el outcome.
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BETA-O $o> es el valor de rntercepcldn de la recta del eje de ordenadas
CX =0>.
BETA-1 (Ml os el coeficiente correspondiente al factor estudiado, como
veremos más adelante, su exponencial es el OR de dicho <actor.
- es el error estimado.
Para un modelo multiple, la ecuación seria:
Y = Bo + 1310<1 + 1320<2 e ... + l&n-Xn + -
La transformación iogit incorpora el concepto de probabilidad y del odds de
la probabilidad.
Sea p (p — Y> la probabilidad de que suceda el outcome, la expresión
matemática que explica la relación entre las variables ser<a:
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expp04,.X1.. . .
Despejando la exponencial nos quedaría como resultado, el odds de la
probabilIdad:
1 -p
Tomando logaritmos en ambos lados:
log ~7=p0+$10x1.-. . .
Que es la ecuación general de la regresión logística o ecuación del logit.
• Si Y = La probabilidad de enfermar,
Y
• _________ = ODDS de enfermar.
1-Y




También puede escribirse como:
1
Los coeficientes obtenidos traducen, por definición, la magnitud de aumento
o disminución del log.ODDS ocasionada por una unidad de cambio en el valor
dala variable independiente. indicando pues el efecto de un factor individual en
el Iog.ODDS do la variable dependiente con el resto de las variables que
permanecen constantes,
Una ventaja de la logística sobre la lineal es que los coeficientes se pueden
convertir directamente en ODDS RATIO, lo que ayuda al control de los posibles
conf ounding.
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Si la variable dependiente es binaria la exponencial del coeficiente representa
la magnitud de la asociacIón entre el factor y la variable dependIente.
Rr<X,> e
Cuando los tiempos de observación son idénticos en ambos grupos y Is
variable outcome es binaria, la regresión logística es la herramienta más
adecuaday poderosa para poder estimar los OR ajustados con los confot>nding.
El modelo logrstico, suele denominarse también MODELO MULTIPLICATIVO,
ya que asume que la variable en el modelo multiplica el ODOS de la enfermedad
por una constante que es la misma con independencia de los valores de las
otras variables.
El log de la enfermedad es una suma de un término constante (a 6 I&o>y
mÚltiples variables,
106 -
Los valores seleccionados para la intercepción (a 6 Ro> para el bí br en el
modelo logistico se efectúa mediante el MAXIMUN LIKELiHOOD.
Si el ogODOS de la enfermedad no varfa grandemente de acuerdo con el
número de variables (il, para i — 1... r, entonces el maximur¡ iilcelihood que
estima el coeficiente bí 6 Rí debe estar cercano a cero, por ello la variacIón de
esa 6 esas variables contribuida muy poco en la variación del ogODOS de
enfermedad.
Si una variable está fuertemente asociada con la enfermedad, el coeficiente
para esa variable debe ser grande, y por ello contribuye grandemente en la
variación del log odds.
8.35. FORMULACiON DE UN MODELO
.
Al iniciarla investigación, consideraremos una serie de variables o factores
implicados en el desarrollo de la enfermedad.
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La secuencia de trabajo que seguiremos será:
• Análisis de los factores con una óptica unidimensional, MODELOS
INDIVIDUALES
• Análisis de todos los factores Implicados en el estudio, MODELO GLOBAL,
Posteriormente y teniendo en cuenta el nivel de significación que se haya
obtenido, bien en los modelos individuales, análisis unidimensional, bien en el
modelo global, se procede a:
• Construir un modelo que denominamos INICIAL
• A este modelo inicial, se le suman las variables que en los modelos
individuales o enel global no hayan tenido nivel de significación.
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• Posteriormente se le restan una a una las variables que forman el modelo
inicial,
• So determinan las posibles interacciones que existan.
* Y por último, se construye un MODELO FINAL.
Si hacemos intervenir más de una variable predictiva, entonces deberemos
diseñar una estrategia para determinar el modelo que inciuya las variables que
realmente contribuyen a describir el ovtcome, puesto que la interpretación de
los coeficientes nos Indicará si una variable es o no significativa.
Un análisis iterativo nos conducirá a un modelo final, con las variables que
realmente son significativas para nuestra población.
Existen básicamente tres métodos de selección de variables:
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A.- El primero de ellos es un método progresivo (“fordward”> y consiste en
partir de modelos individuales, añadiendo al más fuerte variables según su
significación; de esta forma pasamos de modelos simples a complejos.
8,- El segundo, método reverso <“backward’1 consiste en todo lo contrario:
de un modelo que incluye a todas las variables, se pasa a otro más simple
descartando aquellos factores poco significativos.
C.- Por último existe un sistema hibrido, denominado en la literatura
anglosajonacomo “STEPWISE”, que es una combinación entre los dos métodos
anteriores (121>.
A la horade decantarse por una de estas estrategias, deberemos tener en
cuenta la cuestión de investigación y la naturaleza de los datos, pues cada caso
es distinto
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Generalmente los analistas suelen dejarse llevar por la intuición aunque se
recomienda el método reverso frente al progresivo <122>,
8.3,6. INTERPRETACION DE LOS DIFERENTES ESTADíSTICOS
UTILIZADOS
.
1.- LOS OODS RATIOS.
Traducen cuantas veces es más probable de padecer la enfermedad ente eh
grupo de los expuestos, comparado con los que no lo están.
Los limites de confianza del mismo nos afirman esta probabilidad con un
96% de seguridad (p~O6). A
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2-- LOS COEFICIENTES.
Laconstante ILe) esellogODDS depadeceria enfermedad cualqulersujero
que no esté expuesto a ninguno de los factores que se estudian.
Los restantes coeficientes traducen igualmente los diferentes logODOS de
las variables independientes o predictivas incluidas en el estudio.
3.- EL ESTADISTICO DE WALD.
Expresado como “Z”, nos traduce que la curva está distribuida como una
normal, y nace de dividir los diferentes 13 entre el error standard de cada uno
de ellos.
Igualmente hemos de determinar el correspondiente valor de “p’, y siempre
lo utilizaremos con un nivel de significancia de 0.05. Excepto en el caso de las
interacciones en las que se toma un p de hasta 0.20 (123>.
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4.- ‘0 0 LIKELiHOOD RATIO.
Es un test que compara diferentes modelos,
Nace de multiplicar -2 por el Ln del cociente entre el Likelihood del modelo
sin la variable y el likeiihood dcl modelo con la variable[LIKELIHOOD SIN LA VARTABLE 1
= —2*Ln ¡
LIKELII!OoD CON LA VARtARLE
Los niveles do p, están ahora subordinados a los grados de libertad utilizados
en los diferentes modelos-
Si G es > de 1,96. la nueva variable aporta mejoras al modelo (124>.
Con esta metodologra hemos abordado el estudio de algunos de los factores
de riesgo que so dan cita en la enfermedad periodontal, con especial énfasis en
la relación que pudiera tener con la diabetes meilitus insulino dependiente.
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Para ello hornos dividido el trabajo en dos partes fundamentales:
En una primera se estudian las posibles asociaciones entre la enfermedad
periodontal y distintos factores, entro los que prestamos especial atención a la
diabetes mellitus insulino dependiente como factor do riesgo para este proceso.
En una segunda parte hemos “cerrado el campo’ a sujetos diabáticas
insulina dependientes.
9- INFERENCIA CAUSAl.
Una vez obtengamos los datos proporcionados por el análisis, pasaremos a
la interpretación de los mismos, los cuales nos habían de la asociación entre las
va¡iables estudiadas.
Uno de los principales fundamentos de la epidemiología es determinar si la
asociación existente es o no causal.
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La asociación causal equivale a pensar que cuando varía la frecuencia o la
calidad de la exposición varfa también la frecuencia de la enfermedad,
Sin embargo, determinados hallazgos pueden carecer de sentido desde un
punto de vista biológico.
Por tanto, una vez tengamos los resultados en la mano es necesario dedicar
un tiempo a la interpretación de los mismos, en busca de explicaciones
razonables que justifiquen la causalidad.
Algunas da esas reflexiones son las que propuso Bradford Hill (125,126>;
• Que exista FUERZA DE ASOCIACION tras repetidos estudios.
• Que la variable dependiente cambie según lo hacen los niveles de la
variable do riesgo> según el esquema DOSIS-RESPUESTA (127).
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• Que no se pueda presentar nunca efecto antes que la causa (NO
AM RIO CEDAD
• Que haya CONSISTENCIA en los resultados, estando acordes con otros
de estudios comparables.
* PLAUSIBILIDAD biológica de la hipótesis.
• COHERENCIA con la historia natural del evento.
• Que el factor de riesgo a estudiar se asocio con un efecto (la mayoría de
las veces, una causa conduce a múltiples efectos>,
Aunque la causalidad no puede ser establecida por los análisis estadísticos,
la asociación entre variables si puede cuantificarse con metodología estadística,
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Con un análisis y diseño adecuados, un investigador puede extender el
modelo para comprobar quo los cambios ocurridos en la variable independiente
pueden apreclarse en cambios en la dependiente.
Puede ocurrir que los resultados que se obtengan se puedan deber a:
• Azar




Se puede considerarCONFOUNDING “O” a una variable extraña quetotal
o parcialmente es capaz de influir en el efecto.
Los confouriding más frecuentes son la edad y el sexo, estas variables
suelen asociarse a cualquier enfermedad y se relacionan con la presencia o con
el nivel de muchas exposiciones.
El confound¡ng se une al FACTOR RIESGO Y puede actuar sobre el efecto.




Las caracterfsticas dat confounding son:
- Ser precedente e independiente de la exposición objeto de estudio.
- Estar también presente en el grupo de los no expuestos.
- No ser un eslabón en la cadena entre la exposición y la enfermedad.
- Ser una variable que se asada a la exposición, e independiente da ella.
Siempre debemos relacionar en la fase de diseño aquellas variables que
consideremos como posibles confounding, sin embargo esto no es siempre
posible.
La elección de estos posibles confoundlng está en relación directa con el
nivel de conocimientos que tenpmos sobro la enlerrnedad que estamos
analizando,
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En una muestra pequeña el confounding puede afectar a la magnitud de la
observación y no encontrarse una posible asociación entre el factor riesgo y la
enfermedad.
En una muestra grande un factor puede estar asociado estadisticamente con
la exposición o con la enfermedad, originando un efecto muy pequeño en la
magnitud de la asociación.
Por ello, la asociación estadística no es un buen parámetro para decidir si un
determinado factor es ono un confounding <128,1 29,130>.
No es suficiente detectar la presencia o ausencia del confounding sino que
necesitamos conocer la dirección y en qué medida actúa en la asociación.




La dirección depende de la interrelación entre la exposición el confounding
y la enfermedad.
Un confounding positivo refiere la situación en la que el efecto del mismo
produce una asociación más marcada entre la exposición y la enfermedad que
puede ser más positiva o más negativa.
Un confounding negativo tiende a subestimar el riesgo.
9.2. METODOS DE CONTROL DE LOS CONFOUNDING
Se pueden emplear bien uno sólo o bien combínarse más de uno.
Unos actúan en la fase de diseño, otros en la de diseño yen la de análisis,
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S.2.1. RANDOMIZACION
Es el método de elección.
Actúa en la fase de diseño.
Controla perfectamente el confounding.
Controla incluso a los confounding no conocidos.
SI la muestra es pequeña hay que recurrir al control en la fase de análisis.
El confourtding no actúa si al mismo se reparte de modo análogo en los dos
grupos.
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Si consideramos por ejemplo que el sexo y la raza pueden actuar como
confounding, lo que hacemos es no dejar en el estudio a varones blancos o bien
que entren sólo los varones blancos
Si no permitimos entrar a lodo el mundo en el estudio se corre el riesgo de
encontrar una disminución en la poblacIón y quedarnos sin muestra.
Si restringimos mucho podemos crear un confounding residual,
No 0odemos evaluar el FACTOR RIESGO atendiendo a diferentes categorfas.
9.2,3. MAJLIIINQ
Se puede aplicar tanto en la fase de diseño come en la de análisis.
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Todos los niveles de los confounding entran en el estudio, pero los sujetos
se seleccionan de tal modo que los confounding se distribuyen de igual modo
en el grupo de casos y controles.
Es un buen método, sin embarQo puede llevar a un encarecimiento tanto por
tiempo como por dinero,
Se produce una perdida de sujetos en el estudio <131>.
Es imposible hacer análisis de aquellos factores que se han matcheado.
El matching puede llegar a ser imprescindible cuando se efectúan estudios
tomando les casos entre vecinos o parientes entre si.
Cuando el confoundlng existe, la diferencia en la precisión del estudio con
y sin matching, nos da la magnitud de la asociación del confoundlng con la
enfermedad que se estudia,
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En los estudios de casoslcontroles se suelen emplear dos tipos de matching;
• Matching individual: Por cada caso se seleccionan uno o más controles.
• Matchlng por categoría: Se calcula el número de casos observados dentro
de cada nIvel de confounding. Conocido el número se buscan controles
suficientes para cada categoría.
Realmente no es posible controlar todos los confoúnding, pero si algunos de
ellos; como norma general debemos seguir los siguientes criterios:
• Cuando el confoundlng está en exposición y en enfermedad.
• Cuando el confoundlng está asociado a la enfermedad.
Si supone poco esfuerzo económico, es aconsejable aumentar el número de
casos y controles
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Eh matching para una variable que no se comporte como confounding puede
llegar a inducir error perdiendo precisión, especialmente cuando la variable
confounding no se relaciona con la enfermedad pero está fuertemente asociada
a la exposiofón.
9.2,4. ANALISiS ESTRATIFICADO
Sí consideramos que el sexo puede ser un confounding estudiaremos a los
varones por un lado y a las mujeres por otro, cada uno de estos estratos no
tienen confounding con respecto al sexo.









De este modo cada estrato carece ya de confounding.
Los test estadísticos deben realizarse, pero nunca debemos basar nuestra
conclusión de confounding si o no, por el test estadístico:
• Una muestra grande puede presentar confounding pero tener muy pequefla
magnitud.
• Una muestra pequeña puede tener un confounding de gran magnitud
epidemiológica pero presentar una asociación débil en el test estadístico.
En ocasiones un factor puede actuar tonto como confounding como
modificador del efecto.
Un confounding puede no modificar el efecto,
Un efecto se puede modificar, pero no por un confounding.
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El considerar a un factor como confounding. depende de que se distribuya
no uniformemente en los dos grupos o de que sise distribuya uniformemente
enire ambos grupos.
El confounding es un “fastidio” para el efecto, originando una distorsión en
la verdadera relación entre la exposición y el riesgo de enfermedad debido a la
mezclada su]etos que se han incluido en el estudio.
La modificación dei efecto se detecte comprobando sí la magnitud 6 la
dirección de la asociación se modifican con la presencia/ausencia del factor en
cuestión.
La estratificación se emplea tanto para evaluar un confounding como para
determinar las modificaciones del efecto.
En la estratificación se deben seguir una serie de pasos:
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• Presentar los datos estratificados por niveles del posible cenfounding.
• Determinar el Arpare cada estrato (ya no tiene confoundlng).
• Evaluar el estrato específico:
- A “ojot
- Con test de significación estadfstica.
• Si el efecto es más o menos uniforme emplear el método de Maníhel y
Haenszel CMb> tomando toda la población,
• Efectuar un test de hipótesis con las estimacfones sin confounding X’
MH y calcular los intervalos de confianza,




Con la estratificación, es virtualmente imposible controlar diversas variables,
máxime si éstas presentan diversos niveles,
El análisis multivariante es capaz de resolver este problema, ya que puede
analizar diferentes variables simultáneamente.
La elección del análisis depende de:
• Diseño del estudio.
• Naturaleza de las variables.
• Conocimientos del investigador para introducir unas variables si y




1. RESULTADOS SOBRS POBLA ClON TOTAL.
1.1. EPIDEMiOLOGíA DESCRIPTIVA
La descripción do la pobtación según las distintas variables estudiadas queda
reflejada en la Tabla 1.
De los 357 indivIduos estudiados, 134 presentaban enfermedad periodontal,
lo que representa un 37,53%, lo que traduce una prevalencia de enfermedad
periodontal del 37.53%.
EDAD.
La edad media de la población fue de 14.5 ± 1.41, siendo el rango dell
a 18 años, En ja figura 1 podemos observar su distribución según esta vaniabie,




Al analizar esta variable atendiendo a la presencia de enfermedad
periodontal, podemos ver corno íes proporciones en los distintos grupos atarlos
son ligeramente distintas, apreciando como se incrementan a medida que lo
haca la edad, hacho que nos puede hacer pensar que dicha variable




FIGURA 1.- DISTRIBUCION DE LA POBLACION
POR EDAD. SEXO Y LUGAR DE RESIDENCIA
FDAD 12 i~2 EDAD 3-14 ~ EDAD 1510









En cuanto al sexo el 63.31% <226/357) eran varones y el resto mujeres
(131/357> (Figura 1>. En la FIgura 3 podemos comprobar como los ratio son
diferentes en los dos niveles, haciéndonos la misma reflexión que en la variable
anterior.
LUGAR DE RESIDENCIA.
El 91.32% de la población residía en zona urbana, de donde podemos
presumir que esta variable aporte muy poco a la respuesta. <Flguras-1 Y 4>.
CLASE SOCIAL.
La disíribucién de la población según esta varIable se refleja en la Figura 5






Al relacionar esta variable con la enfermedad periodontal se han obtenido
unos ratios muy diferentes según los distintos
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FIGURA 2.- DISTRIBUCION DE LA POBLACION
SEGUN EDAD Y ENFERMEDAD PERIODONTAL






jEDAD ‘32 EDAD 13-14
FIGURA 3,- DISTRIBUCION DE LA POBLACION









W CASOS ~ CONTROLES
VARONES MUJERES
FIGURA 4.- DISTRIBUCION DE LA POBLACION










FIGURA 5.- DISTRIBUCION DE LA POBLACION
SEGUN CLASE SOCIAL, CEPILLO Y SEDA.
m ALTAyM-A — M-MyM-B
mi NO CEPILtO EJ si SEQA
CtASE SOCIAL CEPILLO SEDA
— SL CEPILLOED aAJÁ
— NO SEDA
estratos sociales, comprobando como a medida que disminuye el poder
adquisLtivo aumenta la E.P. (Figura 6).
CEPILLADO.
El 90.76% de la población manifestaron hacer uso del cepillo de forma
habitual (Figura 5>. Las proporciones obtenidas según la E>. son muy
diferentes en ambos grupos <Casos/controles>, hecho que nos hace pensar en
la Influencia positiva de este hébito higiénico en la enfermedad periodontal.
(Figura 7).
SEDA.
Con respecto a esta variable, en la Figura 5 podemos ver como un
porcentaje muy elevado de la población no hacia uso de la seda dental
(80.39%), debido quizás, a una escasa información que de la misma se tiene.
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Los ratios obtenidos son bastante diferentes cuando se rolaclona esta variable
con la enfermedad objeto de estudio. <Figura 8>.
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FIGURA 6.- DISTRIBUCION DE LA POBLACION
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FIGURA 7.- DISTRIBUGION DE LA POBLACION







SI CEPILLO NO CEPILLO
E] CASOS — CONTROLES
FIGURA 8.- OISTRIBUC¡ON DE LA POBLACION







Un 31.09% de los sujetas eran diabáticos insulina dependientes (Figura 9),
de ellos el 63.06%, y el 26,02% de los no diabáticos presentaban la
enfermedad objeto de estudio (Figura 10), diferencia que nos permite afirmar
que esta variable seguramente presente un peso elevado en el desarrollo de la
misma.
INDICE DE PLACA
El 23.53% de la población presentó un fndice de placa igualo mayor a 0.20
(Figura 9>. Al analizar esta variable según la presencia o ausencia de E.P. se
han obtenido unos ratios muy diferentes en los dos niveles, hecho que nos
puede llevar a pensar en la influencIa de esta variable en el proceso que
estudiamos. (Figura 11>.
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FIGURA 9.- DISTRIBUCION DE LA POBLACION
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FIGURA lO.- DISTRIBUCION DE LA POBLACION






SI DIABETES NO DIABETES
lID CASOS CONTROLES
FIGURA 11.- DISTRIBUCION DE LA POBLACION
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INDICE DE HEMORRAGIA.
El 6.44% de los individuos estudiados presentaron un Indice de hemorragia
positivo <Figura 9 >. En la Figura 12 se expresa la relación de esta variable con
la outcome, comprobando coma las proporciones son marcadamentediferentes
en los dos niveles.
No podemos conciuir este epígrafe sin manifestar que su único objetivo ha
sIdo describir la población. lo que nos ha permitido “contare, es decir, conocer
la frecuencia y distribución de la enfermedad objeto de estudio en nuestra
población e intuir, inicialmerite, el comportamiento de cada uno de los factores
investigados en la misma.
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FIGURA 12.- DSTRIBUCION DE LA POBLACION








1.2. EPIDEMIOLOGíA ANALíTICA: ANALISIS DE REGRESION LOGíSTICA
1.2.1. MODELOS INDIVIDUALFS
En primer lugar se ha determinado el riesgo de padecer EP en sujetos no
expuestos a ningún factor de los estudiados, Lo, obteniendo un valor de
-0,6093 (Tabla II>.
En la Tabla II se expresan los valores de los distintos estadfsticos obtenidos
en los modelos individuales, construidoé cruzando cada una de las variables
predictivas frente e la outcome o respuesta,
Podemos apreciarcomo las variables: CLASE SOCIAL, DIABETES, CEPILLO,
SEDA, INDICE DE PLACA e INDICE DE HEMORRAGIA, muestran ser
significativas para la respuesta atendiendo a los valores de los distintos
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TABLA II . — MODELOS INDIVIDUALES nr POBLAC.rOM TOTAL
VAR -2*MAXLOG-L o DF o OR
Const 472.4837
CL.SOC 443.2593 29.2243 2 .0000 3.103 1.742—5,529
5.170 2.718—9.835
SEXO 469,8118 2.6118 1 .1021 1.455 0.925—2.228
EDAD 469.9043 2.5794 3 .4611 1,355 0.598—3,072
1.657 0.742—3,702
1.923 0.757—4.907
L.RES. 470.3905 2.0932 1 .1480 0.552 0.240—1.272
DIABET. 428,2411 44.2426 1 .0000 4.855 3.006—7.841
CEPILLO 468.1476 4.3360 1 .0373 2.152 1.045—4.429
SEDA 468.3247 4.1589 1 .0414 1.795 1.008—3.197
IPLACA 458.9143 13.5693 1 .0002 2.545 1.545—4,192
lERMa 464.7566 7.7271 1 .0054 3.388 1,396—8.223
esladfsticos <p, 0, lO de los OR>, como ya se intuyó en la descriptiva.
Esto nos permite afirmar que pertenecer a las clases sooiales Medía media,
Media bajaveaja con respecto a ¡a Alta, serdiabético insulizio dependiente, no
hacer uso del cepillo y la seda dental y presentar un fndice de placa superior a
O.2Ose muestran como factores de riesgo para el proceso estudiado.
Cn cuanto a Indice de hemorragia, debido a que sus limites de confianza son
anlPliOS. podemos pensar que se trata de un indicador y no un factor de riesgo,
Las variables SEXO y EDAD aun no siendo significativas, admiten cierto
grado de plausLbiLidad ya que el limite Inferior del DR está muy próximo e 1 en
ambos casos.
Con el mismo planteamiento. los valores elevados de los estadísticos para
LUGAR DE RESIDENCIA nos permite afirmar jano influencia “a priori” de esta










• Al modelar con todas las variables en conjunto, Tabla III, observamos como
ahora, en esto nuevo modelo, sólo mantienen una buena significacIón: CLASE
SOCIAL(21, que correspandea Media media, y DIABETES, mientras que: SEXO,
LUGAR DE RESIDENCIA, CEPILLO, SEDA, INDICE DE PLACA e INDICE DE
HEMORRAÓIA, ofrecen ahora coeficientes próximos a O, el j3 valor del
estad<stico de Wald os elevada en todas ellas y los límites de confianza de los
OR se centran entorno al valor nulo.
TABLA XII . — MODELO GLOBAL
OJY’CINO ION C00U. 8.!. Z’SCOfl PVALUE O.!. I.t~Oft upPER RE’ CATrE.
2.50 PROVPAO(2> 0.8905 0.3141 2.8355 0.0046 2.436 1.316 4.509 MULIIIE
4.50 PR0$PAB(3> 0.6040 0.4162 1.4511 0.1467 ¶ .829 0.809 4.137 PAULIIIE
1.50 0100<2) 0.2832 0.2550 1.1106 0.2668 1.327 0.805 2.188 AUtIfl
12.50 ECADOZ> 0.8553 0.4639 1.8437 0.0652 2.352 0.947 5.839 ¡ASItIlIE
14.50 IOAu(3) 0.9010 0.4538 1,9854 0.0471 2.462 1,012 5.992 PASOLINI
16.50 1060(40 0.5395 0.5216 1.0350 0.3007 1.716 0.611 4.769 PASELINE
0,50 tUSaSE I~(2>0.8648 0.4663 —1.8467 0.0648 0,421 0.168 1.054 ASOLINO
0.50 DhAETES(2) 1.3953 0.3356 4. 1572 0.0000 4.036 2.091 7.793 PAULINO
0.50 CEPItLO(2) -0.2840 0.4422 -0.4613 0.6446 0.815 0.343 1.940 PASELINÉ
0.50 SEOAO2) 0,2630 0,3309 0.7948 0.4268 1.301 0.680 2.481 PAULINO
0.50 •IALACA(2) 0.4$54 0.3021 1.5074 0.1317 1.577 0.872 2.851 PAULINO
0.50 0UEI~RA(2> 0.5480 0.5660 0.9641 0.3330 1.790 0.570 5.246 PAULINO
C~ISTM? -2.7657 0,5609 -4.7609 0.0000
L00-LIrELII4~ (CICLE lo • —236.2418
L00-I.IKOtIN~ (CICLE 5> • ~202.7S6I
-2’IU6IMIZEO LOQ-LIKELINOW. 405.5722
Tít? SIATISTIE OF. 9-btu! VARIABLSI
SC~E 63.9334 12 0.0000
LIULI1~ PATIO 66.9115 12 0.0000
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La variable EDAD(S), de 15 a 18 años, no significativa en el modelo
individual, muestra en este modelo global un OR de 2.462 (1.01 2-5.992), y la
EDAD<2) de 13 a 14 años pudiera admitir cierto grado de plausibilidad si
tenemos en cuenta que el Ifmite inferior del OR está muy próximo a la unidad
<0.941>.
1,2.3. MODFLO INiCiAL
En este modelo se Incluyen aquellas variables que bien en los modelos
indivIduales, bien en el global mostraron todos o algunos de sus coeficientes
signifIcativoS, a excepción da la variable INDICE DE HEMORRAGIA, que por
entender que se trata de un marcador de riesgo y no unfactor no se Incluyó.
Asf pues, las variables que constituyen nuestro Modelo Inicial fueron:
CLASE SOCIAL, EDAD, DIABETES, SEDA, CEPILLO e INDICE DE PLACA.
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Los resultados obtenidos con este modelo inicial quedan reflejados en la
Tabla IV.
TABLA 17 . — MODELO INICIAL
CUIPOIPT tERNO - COCEr. O E. 2.ICOOE ~VAI PiE 0.8. • tU4?R UPPER REE.CATEO.
2.50 PROPPAOÉ2> 0,6467 0.3117 2.716$ @.oo6s
4.50 POEPADC3I 0.5884 0.4110 1.4316 0.1523
12.50 1000(2> 0.9366 0.4642 2.0176 0.0436
14.50 IDAD(3) 0,0243 0.4517 2.2675 0.0234
1650 1000(4) 0.6310 0.5170 1.2204 0.2223
0.50 OIASSIES(2> 1.4285 CUí? 4.3071 0.0000
0.50 CEPILLO<2> 0.1683 0.4272 .0.3939 0.6937
0.50 MOA(2> 0.1785 0.3244 0.5491 0.5825


























C~ISLAMT .2.6633 0.5597 •4?583 0.0000
L~LIXELIII <COCLE II • -236.2418
Leo~LIíILIp (CICLE 5) • .205,4459
-2’I~NINIU0 LOO-I.IKELIN. 410.8917
TESO 5061I111C e.’. P~Y6LtsE VARIABLES
.mE 59.5085 9 0.0000
LICELIHO PATIO 61.5919 9 0.0000
El Likelihood ratio de este modelo inicial fue menor que el obtenido en el
modelo global, con lo que podemos afirmar que este nuevo modelo explIca
mejor la respuesta, No obstante, nos encontramos con variables como:
CEPILLO y SECA que han perdido su significación, mientras que la variable
INDICE DE
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PLACA presenta ahora unos límites de confianza del OR de aceptable
significación.
Posteriormente se procedió a incluir, una a una, las variables excluidas de
este modelo inicial <FORWARD>, no obteniendo en ningún caso un nivel de
signifIcación que nos permita modificarlo, ya que los valores de p obtenidos son
todos superiores a 0.05, lo que confirma la no significancia de las variables
añadidas y nos permite afirmar que en ningún caso el modelo con la nueva
variable es mejor que el modelo sin ella (Modelo Inicial>.
Por otra parte, se procedió a comprobar si se podfa prescindir de alguna de
las variables incluidas en este modelo inicial (BACKWARD>. Comprobando como
el modelo sin las variables CEPILLO y SEDA explica mejor la respuesta que el
Modelo Inicial.
En este sentido, se ha comprobado que si al modelo sin la variable CEPILLO
se le incluye esta misma varIable se obtiene un valor de 6=0,1552, que es
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evidentemente menor de 1 .96 y consecuentemente su valor de p es muy
elevado (p =0.6936>, por tanto, podemos afirmar que el modelo sin la variable
CEPILLO responde mejor que aquel en el que so habla incluido este factor.
Tras esto se procedió a eliminar la variable SEDA del modelo que no Inclula
CEPILLO, comprobando come al ai~adir de nuevo la primera variable la G es
igualmente inferiorde 1.96 (G=O.3021, p=O.5826>, Consecuentemente nos
hemos de hacer las mismas reflexiones que en el caso anterior,
Con respecto a la variable DIABETES, y procediendo de igual manera,
encontramos que el modelo del que se excluye esta variable es bastante peor
que aquel que la incluye, puesto que el valor de G es de 19.74 Ip=0.OOO>,
obviamente bastante mayor que 1,96.
Ai analizar los Likeliiiood ratio de los modelos sin las restantes variables
(CLASE SOCIAL, EDAD e INDICE DE PLACA) se pudo confirmar que el modelo
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que las incluye explica más satisfactoriamente a respuesta que los modelos sin
alguna de ellas.
Consecuentemente nuestro modelo “Inicial Definitivo” quedo confirmadocon
las siguientes variables:
CLASE SOCIAL, EDAD, DIABETES e INDICE DE PLACA.
Los resultados obtenidos con este modelo se recogen en la Tabla V, a la
vista de los cuales podemos afirmar que la CLASE SOCIAl. <2> <media-media y
media-baja> con respecto a a clase social alta (1>, ias edades <2> y (3> que se
corresponden con 13-14 y 15-16 respectivamente con respecto a la edad <1)
y el ser diabático insulino dependiente actúan como factores de riesgo para la
enfermedad periodontal. Con respecto a iNDICE DE PLACA se puede hacer la
misma afirmación ya que el límite inferior de su OR es de 0.990.
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Xl — CLASE SOCIAL (2> 131 — 0.8551
(3) 131 = 0.5955
X2 — EDAD <2) 132 = 0.9098
(3)132 — 1.0158
(4)132 = 0.8137
X3 = DIABETES 133 — 1,4257
X4 = í?LACA 34 — 0.5465
Por lo que para un sujeto perteneciente a la clase social <2), de 14 años
Edad (2>, diabático Insulino dependiente y con Indice de placa superior a 0.20
la ecuación sarta:
1 +e’ ~ . 5IRP RO. P5S1.X~40 .~0fl •X~R1 .4251 •X>40. 5445.X
01
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Sobre el modelo Inicial oefinltivo” se realizaron las posibles Interacciones,
pudiéndose comprobar, en función de los estadísticos G y p, que sólo existen
dos interacciones posibles: EDAD”INDICE. DE PLACA <~=O.O448) y
DIABETESRINDICE DE PLACA (p=O.17O4>, en ambos casos los valores dep
son inferiores a 0.2,
1.2.5. MQD~LD..E1frLAL
El modelo final se construyó incluyendo en el modelo InIcial definitivo
aquellas Interacciones que lo clarifican, quedando configurado del liguiente
modo:
CLASE SOCIAL, EDAD, DIABETES, INDICE DE PLACA, EDAD iNDiCE DE
PLACA y DIABETES”INDICE DE PLACA.
Los resultados obtenidos quedan reflejados en la Tabla VI,
4
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TABLA VI . - MODELO ‘DIAL
Cm,etNT 70H10 COCEE. 5.!. 2.StO#! P’VALUE
2.30 PROIPAD(2< 0.9018 0,3145 2.8670 0.0041
4.50 psorpMcl> 0.6771 0.4290 1.5782 0.1145
12.50 £00502> 0.4903 0.5125 0.9561 0.3390
14.50 1065<3) 0.2994 0.5044 0.5935 0.5528
16.50 .05(4) 0.2265 0.5881 0,3851 0.700’
0.50 0IAJ!TRI(2) 1.1029 0.3671 2.9983 0.0021
0.30 I~LAn(2> -1.8394 ¶ .0986 .1.6743 0.0941
¡MIEl. 10A5(2)IPUC<2H 1.3586 1.1277 1.2048 0.2283
¡MIER. EUB¿3H1Pu1(2> 2.9060 1.1337 2.5632 0.0104
¡HIEl. EDAO<4>IPLAC(2) 1.5849 ¶ .2271 1.2916 0.1965













CeISIANI .1.9645 0.5322 ~3.6913 0.0002
L*lLIULIII (CICLE Hl • ‘236.2418
L05~LIUI.II~ (CICLE 5) • -199.9099
•2WIlIuo LO@LIE!L11. 399.9798
lES? ttAYIIYiC ~,f• >.~fi~IJE VAHIAPLES
aL 68.1010 ¶1 0.0000LIEZLIHOW PAlIO 72.5038 II 0.0000
Por otro lado, ya no es válida la ecuación obtenida con el modelo inIcial
definitivo, sino que hubo de elaborarse una nueva en base a los coeficiente 13
obtenidos con este modelo final.
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2. RESULYADOS SOBRE POBLA ClON OlABETICA.
En una segunda tase se procedió a restringir la población única y
exclusivamente a los individuos diabáticos insulino dependientes, con el
objetivo de conocer el peso de loo dIstintos factores estudIados en el desarrollo
de (a enfermedad periodontal en este grupo poblacional,
2.1. EPIDEMIOLOGIA DESCRIPTIVA
La descripción de la población según las distintas variables estudiadas queda
expresada en la Tabla VII.
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TABLA VII. - ES?ADISTIC.A DSSCRXPTIVA DR LA POELACION DIARRTICA
OBSERVACIONES
INDIVIDUOS CON ENFERMEDAD PERIODOPJTAt




















Nivel (1) 36 23
<2) 75 47
Nr/EL HEMOGLOBINA GLICOSILADA



























































De los 111 sujetos diabáticos Insulino dependientes 70 presentaron
enfermedad periodontal, lo que traduce una prevalencia de este proceso de un
63.06%.
A la vista de los ratios para las diferentes variables Investigadas podemos
comentar que la distribución es muy homogénea en los distintos niveles para
la mayor<a de las mismas, a excepción del INDICE DE HEMORRAGIA en el que
se puede apreciar una marcada diferencia en los dos estratos, hecho que nos
puede llevar a pensar en la Influencia de esta variable en el proceso que
estudiamos.
Con respecto a las variables CLASE SOCIAL y EDAD, en las que los ratios
son ligeramente diferentes en las distintas categorlas, podrfa pensarse en la
posible Influencia de las tismas en la respuesta.
iii
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2.2. EPIDEMIOLOGíA ANALíTICA: ANALISIS ~E REGRESION LOGíSTICA
2.2.1, MODELOS INDIVIDUAl ES
El 13o para esta población, es decir, el riesgo para padecer enfermedad
periodontal de un diabático insulino dependiente no expuesto a ninguno de los
factores estudiados fue de 0.5349.
En la Tabla Viii se muestran los valores de los distintos estadísticos
obtenidos en los modelos individuales, donde so puede apreciar como las
variables CLASE SOCIAL, HEMOGLOBINA GLICOSILADA, EDAD DE
MENARQUIA, SEDA, CEPILLO, COMPLICACIONES, INDICE DE PLACA,
TIEMPO DE EVOLUCION y SEXO no muestran ser significativas para la
respuesta estudiada,
Por otra parte, las variables EDAD e INDICE DE HEMORRAGIA se muestran
significativas. La EDAD <3> presenta una p<O.05 y un OR de 3,321 sIendo sus
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/TABLA VIII . - MODELOS INDIVIDOALES RU POBLAdO» DIABETICA
van ~2*MkVTfl<~T. o nr a
const 146.2135
CL.SOC 144.8640 1. .3495 2 .5093 4.000
3.280
SEXO 146.1978 0.0156 1 .9005 0.949
EDAD 142.1413 4.0722 3 .2538 2,057
3’ 321
2.057
0.0166 1 .8974 1.059
0.5971 1 .4397 1.422
0.0338 1 .8542 0.919
0.2325 1 .6297 1.500
0.0209 1 .8851 1.145
8.5736 1 .0034 8,242




























limites muy amplios <1 .OO~1O.934) amén que el inferior esta sobre el valor nulo,
En cuanto al INDICE DE HEMORRAGIA su significación fue importante aunque





Al realizar el modelo global (Tabla IX) se obtienen unos resultados muy
similares a los de los modelos individuales, es más la variable EDAD (3> pierde
su significación si obtener un limite inferior dei OR menor de la unidad.
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TABLA IX . — MODELO GLOBAL BM POlLACíO» DIABETICA
TERM ca.;. o.!. 7.¡~aRE p-lALt,e a R. loa!! UEI RELaTES.
2.50 pROrrAD(2) 1.9461 1.3472 1.4029 0.1606 7.001 0.462 - 106.162 PASOLIIIE
4.50 PROEPAB<3) 5.6374 1.3597 1.2042 0.2285 5.142 0.358 78.878 SASEE.IHE
12.50 £00502) 0.4152 0.7223 0.5748 0.5654 1.515 0.368 6.239 PASELIHE14.50 1005(3) 1.2368 0.6981 1.7744 0.0760 3.451 0.87* ¶3.560 PASELINE¶6.50 £011504) 0.4564 0.7121 0.6410 0.5215 1.578 0.391 6.373 PASOLINI
1.50 80H00?) .0.0784 0.4910 -0.159? 0.8731 0.925 0.353 2.420 PASOLINI
7.50 108110(2) 0.0195 0.5165 0.0363 0.9695 1.020 0.371 2.807 PASOLINI0.50 COOPLI(2) 0.3918 0.5482 0,7147 0,4745 1.480 0,505 4.333 PASCLIHÉ
0.50 cgpjLtO<2)0.3360 . 15 .0,6521 ,51 3 0.715 .260 1.962 P SELÍ E. SEOAE2) . 175 1.0634 0.2989 0.7650 1.374 0.171 11.047 SASILIHE
0.50 INPLACA(2)I.4545 1.4517 •l.0019 0.3164 0.234 0,014 4.050 PASOLINI
0.50 IHHEI65(2) 2.9686 1.1262 2,6360 0.0084 19.464 2.141 176.944 SASOLIN
8.50 TIEHIPO(2) •0.3884 0.5272 0.7360 0.4617 0.678 0.241 1.907 PASOLINI
COHOSTMI? -3.030? 1.9065 ‘1.5896 0,1119
LOO.LIKELIM 001001 lO • .73~ 1067
LOO’L IEELI H (CICLE 5) • -64.2225
.2*H*IHIIZEO L00~L¡EELIH 128.4450
lES? H?ATISTIC 0.?. PVALUE VARIABLES
SEGRE 16.8065 13 0.2053
LIKELIH~ PATIO 17.7685 13 0.1665
Por otra parte, para INDICE DE HEMORRAGIA los intervalos de confianza del
OH son aún más amplios, 1.871-191.431, hecho que nos pone de manifiesto
de nuevo que estamos ante un indicador <marcador) de riesgo y no un factor,
A la vista de estos resultados, lógicamente, no se puede construir el modelo
inicial, puesto que ninguna variable presentó la mrnima sIgnificación requerida




1. DEL TAMAÑO POBLAGIONAL
Se trata de un estudio en el que el ratio casos:controles no es 1:1, sino de
1:1.66, es decir más de un control por cada caso, razón por la que está
indicado el emplee de los cálculos para estimar el tamaño muestral publicado
por Walter <106>.
Nuestro Po o proporción de expuestos, es de 0.18, rechazarfamos la
hipótesis nula si obtuviéramos un OR entre 0,51 y 1.77, contando con la
población con la que hemos trabajado.
Dado que el OR que se obtiene es superior, el tamaño poblacional ha sido
el adecuado.
2. DEL METODO UTILIZADO
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En los procesos que podemos considerar muiticausales, se dancita un gran
número de variables que pueden influir en la presencia o ausencia de la
enfermedad que se estudia.
Esta muiticausalidad es típica de los procesos no infecciosos en los que
habitualmente no se conoce la etiología.
Se ha llegado a estableceruna dicotomfa del siguiente mpdo <132):
CAUSA CONOCIDA: UNIFACTORIAL.
CAUSA DESCONOCIDA: MUL.TIFACTORIAL.
En nuestro caso todo el mundo está de acuerdo en que la enfermedad
periodontal reconoce factores infecciosos por lo que, en principio, deberíamos
abordarla como urílfactorial, pero además, al igual que sucede con la caries
dental, su patoeronía es lenta, motivo por el cual podríamos asumir que es
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muitifactorial y por ello, nl conocemos todas las variables que pueden Influir,
ni el peso que cada una de ellas puede tener en la aparición de la enfermedad
periodontal.
Entendemos que efectuar un abordaje unidímensional nos podría llevar a
minimizar una variable o a magnificaría.
Al considerar una serie de ellas parece más lógico intentar averiguar no sólo
el papel que Juegue aisladamente, sino también su Importancia cuenda se
contemplan todas juntas. Hecho áste que se puede comprobar al estudiar las
variables en los modelos individuales, como ha sucedido por ejemplo en el caso
de la edad, que poco aponaba al modelo y que luego hemos podido comprobar
cómo interviene en el modelo global.
Puede suceder que alguna variable estudiada aisladamente se compone ano
como un. factor de riesgo, y luego cuando se estudia con el resto tener otro
comportamIento.
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Al abordar nosotros el papel que pudiera jugar un proceso sistémico, como
es la diabetes mellitus insulino dependiente, no podemos hacerlo más que
considerando el hecho de ser diabático como una variable más y no dicotomizar
el estudio sólo a presencia o ausencia de diabetes.
Sterne y col. (133> comentan que para efectuar investigación en el campo
de la periodoncia se han de considerar no sólo una variable sino un conjunto
(“set”) de varIables, con lo que está admitiendo lógicamente la multicausalidad
o existencra de una enfermedad multifactorial. Recomiendan la construcción de
modelos mediante metodología de regresión múltiple y subrayan la operativídad
de la regreslónlogistica,
En cualquier tipo de invest~gaclón es deseable que se efectúen estudios
longitudinales, pero en la mente de todos está que los estudios transversales,
aun no siendo los ideales, en nuestro terreno serían enormemente útiles para
conseguirtener marcadores deja enfermedad periodaritalasícomo para evaluar
factores da riesgo y eficacia de tratamientos médicos o quirúrgicos.
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Mucho se ha discutido sobre la operatividad de los estudios transversales,
pero por razones de tiempo y dinero proporcionan además una valiosa
información en la asociación entre la variable outcome, (enfermedad periodontal
en nuestro caso) y las variables predictivas (134,135,136),
Por ello nosotros abordamos nuestro trabajo como un estudio transversal
con metodología logística.
Los ordenadores han favorecido el desarrollé y aplicación de esta
metodología en la investigación periodontal <137>.
La metodología que presentamos en este trabajo, la regresión logística,
emplea conceptos y procedimientos estadísticos de última generación (como
es el ajuste por el método del máximo “iikelihood’> así como herramientas no
menos modernas: la informática, una de cuyas aplicaciones en el campo




Nos ha permitido detectar la presencia tanto de interacciones como de
factores de confusión.
Una ventaja adicional de esta metodología es que los modelos matemáticos
nos permiten desenvolvemos en un plano teórico, y predecir qué sucedería en
determinadas condiciones con determinados individuos sin someterlos
físicamente al experimento, lo cual no sólo reduce el costo del mismo sino que
seslaya los impedimentos bioéticos que el mismo pudiera tener <136>.
3. DE LOS RESULTADOS
3.1~
tos parámetros dimanados del hecho do ser diabético insulino dependiente
no se han determinado en toda la población, por razones obvias, motivo por el
cual estas variables no se contemplan en este apartado del estudio.
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En lo que respecta a la edad de la menarquia, hemos de tener en cuenta que,
en la población diabática esta ha sido realmente tardía, lo cual nos podría haber
inducido a errores, al estudiarla con las no diabéticas.
3.1.1. MODELOS INDIVIDUALES
CLASE SOCIAL
Se han mostrado como factores de riesgo atendiendo tanto al estad¡stico de
Wald, <p = .0001) como a. los CE ya los lfmites de confianza, el pertenecer a
la clases sociales (2) media-media y media-baja y (3> baja, con respecto ala (1>
alta y media-alta.




Tengase en cuenta que las prestaciones sanitarias de la Seguridad Social en
nuestro País se reducen virtualmente a las exodoncias.
Esta asociación pudiera ¡ustificarse en virtud de una mayor frecuentación al
profesional como consecuencia detenerla clase social elevada un mayor poder
adquisitivo,
Se ha podido comprobar como existemayor prevalencia de caríes, gingivitis
e fndice de placa en las ciases sociales menos favorecidas (139,140>.
SEXO
En cuento al sexo, el femenino presenta un limite inferior de OR muy
cercano a 1 (0.925>.
La propia estadística descriptiva ya nos presenta una diferencia entre los das




Podría pensarse que el sexo femenino, por ciertos problemas inherentes a
la vertiente hormonal, pudiera tener más enfermedad periodontal que el
masculino (141>.
En este sentido los cambios hormonales que acaecen en la pubertad y el
embarazo así como los acaecidos por el uso de contraceptivos orales pudieran
justificar una mayor prévalencia de eniermedad periodontal, referidos a
población no diabática.
En una muestra de población de sujetos de 35 aiios efectuada en Oslo en
1913 y repetida en 1984, Hansen et al. (142> encuentran mayor prevalencia
en el sexo femenino, igualmente en población general y en edad de 35 años.
Sicilia et al. (143), en una población espaflola, encuentran una mayor
prevalencia en el sexo masculino,
4=.
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Aconciusiones semejantes a las nuestras llega Baderetal. (144), utilizando
una metodología parecida, analisis bivariante, si bien es cierto que lo refiere a
población general.
EDAD
No encontramos una asociación nítida entre los grupos etanos y la
enfermedad periodontal, si bien los dos últimos (14-16 , 17-18 años>
atendiendo al estadrstico de Wald <p=O.21> pudiera aceptarse con un cierto
grado de plausibilidad, sin embargo observamos como los limites inferiores de
los respectivos DR distan de ser superiores a 1.
Esta afirmaciónque tímidamente hacemos pudiera estar en concordanciacon
Wiiton et al. <145) que afirman que la enfermedad periodontal se asocia más




Por su parte, Spencer st al, <14) tampoco encuentran una diferencia neta al
abordar el problema por edades y sexos, sin embargo los síntomas círnicos de
la enfermedad los encuentra en el grupo otario de lOa 13 años en población
diabática.
Sheppard <46> encontró una periodontitis severa en un grupo de 13
pacientes diabáticos entre 8 y 19 años.
A iguales conclusiones llegaba l-iilming <471, pero entendemos que estos
resultados debemos interpretarlos, dado el tamaño pobiacional y el número de
eventos encontrados como “a propósito de un caso”.
En la serle de Cianciola (49>, más amplía que las anteriores, y referida a un
grupo etano, muy parecido al nuestro, encuentra un 9.8% en el grupo de
diabáticos insulino dependientes frente a vn 1.1% en los controles.
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Giavlnd <50> en un estudio 1:1 afirma que hasta los 30 años, no encuentra
diferencia en ambos grupos.
LUGAR DE RESIDENCIA
El lugar de residencia es una variable que “a priori” no aporta nada a la
enfermedad que nos ocupa, como puede observarse en la descriptiva.
DIABETES
Cuando estudiamos los valores obtenidos para el estadístico de WaId así
como los OR y los límites de confianza, podemos aseverar que la variable




Rosenthal (146>, en una serie de 52 pacientes, comprueba como hay una
mayor tasa de enfermedad periodontal en el grupo de sujetos insulino
dependientes.
Por su parte, Bordais (147) comenta haber enc9ntrado alveolísis en
pacientes con diabetes tipo 1, si bien esta afirmación nos parece un poco
gratuita dada la limitación numérica de la serie. Creemos que no se puede
generalizar por el hecho de haber encontrado en cuatro sujetos esta destrucción
ósea.
A nivel experimental <148> se ha visto en ratas, en las que se habla inducido
una diabetes insulino dependiente, una pérdida ósea importante,
Ryiander (149> en una serie de 48 individuos diabáticos y 41 no diabáticos
no encuentra asociación entre enfermedad periodontal y diabetes, señarando





mm, encontrando una mayor afectación gingival <gingivitis) en el grupo de
diabáticos.
Goteiner (1SO>enunaseriemayorquela nuestra, de 169 diabéticosinsulino
dependientes, no encuentra diferencia entre ambos grupos en lo que rospecta
a indice gingival y a pérdida de inserción.
Ervaslí (151> en una serie de 50 sujetos no encuentra asociación en cuanto
a EP/diabetes y si en cuanto a gingivitis e índico de hemorragia.
Johnson et al. (141> opina que al abordar el problema de la enfermedad
periodontal en poblaciónes de alto riesgo, entre la que Incluye, entre otras, a
la diabetes insulino dependiente, la presencia o ausencia de gingivitis no es un
factor de pesopara poder llegar a conciu~iones operativas.
La justificación está en el OR, sus limites de confianza así como en los
valores que se obtienen en los diferentes estadísticos. Es decir que un paciente
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con diabetes insulino dependiente tenga casi cinco veces más probabilidad de
tener enfermedad periodontal que uno no diabático pudiera obedecer entre
otros a los siguientes motivos, además de los ya expuestos:
• Un incremento de la colagenolisis por un aumento en la actividad de la
colagenasa gingival, lo que se ha podido comprobar a nivel de animales de
experimentación a los que se les ha inducido una diabetes, obviamente insulino
dependiente con estreptozotoxina <70 mg/kg.); encontrándose unos hallazgos
similares en pacientes insulino dependientes (152).
• Algunas de las enfermedades do base que puedan sufrir los pacientes
periodontales, pueden, según Wilton et al (145> conllevar alteraciones a nivel
da la función de los PMN tales como una disminuc[ón en a adhesión
leucocitaria, coincidiendo con esta aseveración encontramos a Anderson y
Springer 1987 <153>.
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• Depresión de tos PMN Wiiton (145>, Goiub et al <152), Roulard-Bosma
(154), HamIlton (155> Y Tindanof <156>, especialmente en el quimiotactismo




Wliton (145>, Mashímo (157> encuentran un predominio de
Capnodhopha~s y vibries anaerobios en pacientes diabéticos y opinan que,
debido a las alteraciones antes comentadas, pudieran ser más patógenos que
en el resto de la población muy especialmente cuando, en opinión de Gusbertí
(158) se asada el Actlnomyces naes/uadll, se potencia la acción de los dos
grupos anteriores.
Pensamos que la mayor afectación en la población diabática que en la
población general pudiera ser debida a una cierta “propensión” de los pacientes
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diabáticos al padecimiento de los procesos infecciosos a nivel de cualquier
localización anatómica no siendo una excepción los tejidos periodon1aIe5~
En este sentido Larkln <159> entiende que este grupo de pacientes tendría
mayor número de procesos infecciosos debido a un “sinergismo” de los
defectos inmunológícos entre los que cita una alteración en la función de los
neutrófilos.
USO DEI. CEPILLO
Se muestra como un factor de riesgo el hecho de no ceplilarse los dientes
atendiendo al estadístico de Waid <p 0.0375> y el OR, si bien el lfmlte inferior
del mismo supera sólo en 0.045 a la unidad.
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EMPLEO DE SEDA DENTAL
Idénticas reflexiones nos podemos hacer con el hecho del uso de la seda
dental, aunque más discreto que el hecho de no cepillarse.
INDICE DE PLACA
En cuanto al indice de placa se muestra como un factor de riesgoatendiendo





So muestra, atendiendo a los resultados, corrte un factor de riesgo, sin
embargo, cuando finalizamos los limites de confianza del OR, <1.398-6.223>
muy amplios, nos Induce a pensar que pudiera tratarse, de un indicador de
riesgo y no de un factor.
3.1.2. MODELO GLOBAL
CLASE SOCIAL
A la vista de los resultados obtenidos en el modelo global, podemos
comprobar como sólo la clase social (2> (media-medIa y medía-baja> se nos
muestra como factor do riesgo con respecto a la variable de referencia (alta y
media-alta), no mostrando si~nhIicancia la clase social ¿3> (baJa), 1W, p =
0.1467; OR = 1.829, IC O.8O9~4,137),
4
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SEXO Y LUGAR DE RESIDENCIA
El sexo y el lugar de residencia continúan sin aportar riada al modelo.
EDAD
Los grupos etanos, que en los modelos individuales no aportaban nada en
la respuesta, ahora se presenta significativa la Edad (3) (W, p = 0.0471; OR
— 2,462, IC = 1,012-5.992), y la Edad (2> pudiera tener alguna plausibilidad
biológica.
DIAEETES
La diabetes insulina dependiente, se sigue mostrando como un fuerte factor




CEPILLADO Y SEDA DENTAL
El no cepillarse, atendiendo a los dIferentes estadísticos rio se muestra como
factor de riesgo; ya en los modelos individuales se comportaba con poca
tuerza.
Lo mismo le sucede a la seda.
INDICE DE PLACA
El indice de placa pudiera tenar algún peso ya que el estadístico de Wald es
de 0.1317 y el limite inferior del ORes de 0.872.
INDICE DE HEMORRAGIA
Ha sucedido lo que presumíamos en el modelo individual.
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3.1.3, MD2EIflJNJflIAL
Como ya hemos comentado en nuestro modelo inicial se incluyen aquellas
variables significativas, bien en los modelos indivIduales, bien en el modelo
global, salvo la variable indice de hemorragia, que por entender que es un







Atendiendo al valer del Likelíhood ratio, podemos afirmar que este modelo
responde mejor que el global, noobstante nos encontramos convariables como
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cepillado y uso de seda dental que han perdido significación, y el indice de
placa presenta unos Itmites de confianza del OR aceptablemente sIgnificativos.
Al efectuar el forward, se ha podido comprobar cómo al ir añadiendo
variables el modelo no mejora.
Por el contrario al efectuar el bacward, se ha encontrado que el modelo sin
las variables cepillado y uso de seda dental explica mejor el modelo que el
inicial.
Como ya comentamos en el apartado de Resultados, en el modelo sin uso
de cepillo, al incluir de nuevo esta variable, se obtiene una O 0.1552 <que
es evidentemente menor de 1.96>, por lo que el modelo sin cepillo responde
mejor que el mismo con el cepillo.
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Al modelo sin cepillo le restamos el uso de seda dental, y al añadirlo de
nuevo la Ges Igualmente menor de 1.96<0.3021>, por lo que nos hacemos las
mismas reflexiones.
Obrando del mismo modo, pero referido ahora a la variable diabetes,
encontramos que el modelo sin ella es bastante peor que con ella, se ha
obtenido tunO = 19.74 <obviamente bastante mayoi que 1.96)
En consecuencia nos quedamos como modelo INICIAL DEFINITIVO, aquel








Al modelo inicIal definitivo se le han incorporado las posibles Interacciones,
habiéndose encontrado que sólo existen dos interacciones posibles; EDAD con
INDICE DE PLACA y DIABETES con INDICE DE PLACA.
Las variables EDAD e INDICE DE PLACA, además de interaccionar, se da la
circunstancia de que la primera se comporta como un confounding, toda vez
que se pueden apreciar unas variaciones Importantes en los coeficientes que
presentan las edades (3) y (4>, aIsladamente y los que arroja cuando se
cdntempla unido al INDICE de PLACA, pasando de 0.3740 y 0.1855 a 2.4019
y 1.4503, respectivamente.
No obstante es un Confounding que la propIa metodología controla.
No sucede lo mismo con le interacción DIABETES e INDICE DE PLACA, en
el sentido de que no existe confounding.
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3.1.5. M.QOftQUfrJAI.
En consecuencia el modelo final es el que contiene las variables del modelo
inicial definitivo más las dos interacciones antes comentadas.
Al haberse controlado el confounding, ya no es válida la ecuación referida
para el modele inicial definitivo; ahora hemos de recurrir a la ecuación que nace
del MODELO FINAL,
Por ello, resolviendo dicha ecuación, el clínico puede estimar la probabilidad
de que un sujeto, que cumpla las condiciones de nuestra población, padezca





En la segunda parte del trabajo hemos cerrado el campo a la población
diabética y hemos pretendido ver la presencia de asociación entre la variables
estudiadas y el hecho de padecer o no enfermedad periodontal.
3:2.1. MODELOS INDIVIDIJALES
Ninguna de las variables estudiadas han presentado nIveles que permitan
sospechar dicha asociación.
Queremos comentar, sin embargo, que la variable indice de hemorragia
presenta significación atendiendo al estadístico de Wald 0.0100 y O,R de 8,242
con limites de confianza entre 1.651 y 41.003.
A la vista de este resultado comentamos lo siguiente:
1~
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ExIste una fuerte asociación estadística, afirmación que hacemos a la vista
del estadístico de Wald.
La amplitud de los márgenes de confianza del OR (1.657 - 41.003) indica
que la asociación no es causal, ni directa ni indirecta.
Nuestra última Interpretación es que no es un factor de riesgo sino un
marcador de riesgo.
3.2.2. MODELO GLOBAL
Se repite el esquema que hemos encontrado en los modelos individuales y
a mayor abundamiento, se nos presentan unos limites de confianza del OR para
el indice de hemorragia aún mas amplios <1.871 - 191.431), lo que hace que
nos ratifiquemos en la consideración anterior.
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3.2.3. MQDftDJNICIAI.
No se puede construir dado que ninguna variable ha presentado el mfnirno
nivel de significación come para poder ser incluida.
¿POR QUE?.
En primer lugar porque la muestra en la que se efectúa este segundo
estudIo, 111 sujetos, es pequeña y a mayor abundamiento, cuando hemos
establecido las diferentes variables dummy, la misma se atomiza de tal modo
que el número de individuos que cumplen la/las condición/es exigidas es muy
pequeño, tal sucede por ejemplo en el caso de las variables demográficas (clase
social, edad>.
Por otra parte puede comprobarse cómo en la mayor(a de los casos los
diferentes estadísticos nos sugieren que no existe asociación,
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Por lo anteriormente expuesto, entendemos que para poder llegar a
conclusiones operativas, referidas al grupo de sujetos diabáticos insulino
dependientes, deberíamos ampliar el tamaño muestral, continuándose la línea
de investigación que ahora hemos iniciado.
Creemos (9> que la diabetes insulino dependiente que padece nuestra
población está bien controlada, prueba de ello es la proporción de sujetos que
presentan niveles aceptables de hemoglobina glicosilada.
Dado que (39> el posible daño que se causa en las estructuras periodontales
le origina urs trastorno metabólico y éste aparece en un periodo de tiempo,
variable según los sujetos, anterior al diagnóstico de la diabetes, es por lo que
no encontramos asociación con el tiempo de evolución (menos y más de 8
años>.
En este sentido, Swenson <44) encuentra una mayor perdida ósea en
población diabática no bien controlada e igualmente (34) encuentra una
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asociación con el control metabólico y el estado gingival de la población
diabática.
Contrariamente, Campbell <55> encuentra más severidad en los diabáticos
bien controlados.
Por otra parte. Cianciola et al. (49) refieren un paralelismo entre el
Incremento de edad y la pérdida ósea.
Igualmente las complicaciones tampoco han influido en la aparición de la
enfermedad.
Ante esta discrepancia en la literatura, entendemos que estaría indicado la
realización de un META-ANALISIS, ya que aparecen conclusiones
contradictorias. Al realizarlo podríamos utilizar los datos de casos y controles
que se aportan en este trabajo (160).
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Al tener nuestra población un techo de edad de 18 años no es extrañe que
las pérdidas óseas no sean muy grandes, toda vez que ésta se incrementa con
la edad <49>.




1.- La PREVALENCIA de Enfermedad periodontal ha sido:
• En la población total de: 37.53%
• En la población diabática: 63.08%
2.- En una concepción unifactorial se nos han mostrado factores de riesgo:
• Pertenecer a las CLASES SOCIALES: media-media,
media-baja y baja con respecto a las ciases alta y
media~alta.
• Ser DIABETICO insulino dependiente.
• NO CEPILLARSE los dientes.
• NO utilizar SEDA DENTAL.
• Presentar al INDICE DE PLACA positivo.
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3.- Con el análisis global se nos han mostrado factores de riesgo:
• La CLASE SOCIAL media-media y media-baja.
* Pertenecer al GRUPO ETARIO 1 5-16 años.
• Ser DIABETICO insulino dependiente.
4.. Se ha podido construir un modelo INICIAL DEFINITIVO, enel que se han
mostrado factores de riesgo:
• Pertener a la CLASE SOCIAL media-media y media-baja.
* Pertenecer a los GRUPOS ErARIOS de 13-14 y
15-16 años.
• Ser DIABETICO insulina dependiente,
• Mostrar un INDICE DE PLACA positivo,
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5.- No han aportado nada al modelo las variables:
• SEXO
• LUGAR DE RESIDENCIA
6.- El INDICE DE HEMORRAGIA se nos ha comportado como un Indicador
de Riesgo.
7.- La variable EDAD se comportó como un Confounding, pero que quedó
controlado por la propia metodología utilizada.
8.- Se detectaron dos INTERACCIONES:
• EDAD con INDICE DE PLACA
INDICE DE PLACA con ser DIABETICO insulino
dependiente.
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9.- Se ha podido desarrollar una ECUACION PREDICTIVA con el modelo
FINAL, que le pudiera resultar útil al clínico.
10.- En el análisis correspondiente sólo a la población diabática no
hemos hallado ninguna asociación, debido, seguramente a un
tamaño muestral reducido,
11.- En la población diabátIca el INDICE DE HEMORRAGIA se
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