This paper addresses the problem of 3D human pose estimation when not all body parts are present in the input image, i.e., when some body joints are present while other joints are fully absent (we exclude self-occlusion). State-of-the-art is not designed and thus not effective for such cases. We propose a deep CNN to regress the human pose directly from an input image; we design and train this network to work under partial body presence. Parallel to this, we train a detection network to classify the presence or absence of each of the main body joints in the input image. The outputs of our detection and regression networks are a) joints that are present and b) joints that are absent. With these outputs, our method reconstructs the full body skeleton. Evaluations on the Human3.6M dataset yield promising results compared to related work.
INTRODUCTION
Recovering 3D human pose from 2D imagery is a prominent field of research [1] , with applications ranging from humancomputer interaction to virtual and augmented reality. 3D human pose estimation aims to estimate 3D joint positions (or angles). State-of-the-art use as input either 2D images [2, 3] or 2D joint locations [4, 5] ; the latter assume these joints have been already extracted using a 2D pose estimation technique (e.g., [6, 7, 8] ). 3D pose estimation remains challenging due to the ambiguity caused by loss of depth information in intensity images (as opposed to using depth images, e.g., [9] ).
Good progress has been achieved by the state-of-the-art, most of which assume the presence of full body parts in the input, and thus may fail under the absence of some body parts. By partial body presence, we mean all the cases in which the input image presented to the network is missing some parts of the body which can be, for example, due to zoomed-in photography, imperfect segmentation (of the subject), or simply since the whole skeleton of the subject is not aimed to be reconstructed (and thus not photographed). In this paper, we propose a method consisting of a deep ConvNet-based joint detection network paralleled with a regression network designed and trained to work under partial body presence; the output is a) partial body skeleton using the present joints as detected by the detection network and b) full body skeleton with present and absent joints as estimated by the regression network.
The rest of the paper is as follows: section 2 reviews related work; section 3 presents the proposed approach; section 4 discusses its results; and section 5 concludes the paper.
RELATED WORK
The scope of this paper is 3D pose estimation of a single person from a single view and using a single monocular image (without assuming the existence of the 2D poses). Approaches to 3D human pose estimation from a single image can be generative or discriminative. Generative approaches [10, 11] use some a priori information to perform the estimation and thus include a modeling stage in advance to extract 3D poses. Discriminative approaches [12, 13] are data-driven model-free, that learn a mapping between the input images (also features or 2D poses) and the desired outputs.
Our method is discriminative and deep learning based. Deep learning methods learn data representation using deep multi-layer neural networks [14] . Numerous deep-learning based 3D human pose estimation methods [2, 3, 13, 15, 16, 17, 18] exist. Some (e.g., [15] ) perform an initial 2D pose estimation stage and then use that information to estimate the 3D pose. [2] uses 2D pose estimation to locate the subject and thus needs neither tightly segmented subject nor sophisticated data preprocessing. [3] uses a weekly-supervised method to address 3D human pose estimation for images in the wild. [16, 13] perform direct estimation of the 3D poses without any need to regress the 2D pose in advance. [18] performs a direct regression of the 3D poses; however, it adds a 2D projection layer to enforce pose constraints on the estimated output. [17] handles the estimation by discretizing the 3D space and regressing per-voxel likelihood for the joints in the discrete 3D space.
Existing 3D body pose estimation methods assume the presence of the full body (except for self-occlusion) in the input image and may fail when the body is partially present. Some methods address 3D estimation of specific body parts, e.g., hand [19] or head [20] . The closest work to ours is [13] which has a detection network as a pretraining stage; however, it still does not take into account partial body presence. The method [21] also estimates the pose partially; however, it is based on depth sensors and not monocular 2D imagery.
To our best knowledge, ours is the first 3D human pose estimation method that 1) does not assume specific body parts are present in the input 2D image, and 2) estimates joints absent from as well as joints present in the input image. Our method outputs a full body skeleton if not all joints are present in the input.
PROPOSED METHOD

Network Architecture
3D human pose estimation outputs body's main joints' positions in the 3D space. Taking into account J body joints to form the human body skeleton (17 joints in this work), the output y est of a 3D human pose estimator will be a 3 × J matrix in which each column represents the 3D Cartesian coordinates of one of the body joints. Our objective is a network able to estimate a body pose when the body is partially present. In this case, the number of joints present J is smaller than J and the output will be a 3 × J matrix denoted by y est . In our definition of the absence of full body parts, self-occlusion is excluded, for in these cases, still the full-shaped body is there; however, some parts are not visible to the camera. We denote the ground truths for the full and partial body cases by y gt and y gt , respectively. To estimate y est , we propose a parallelization of a deep convolutional joint detection network with a deep CNN based regression network to estimate 3D human pose under the partial presence of the body parts. The detection stage determines the joints which are present in the input, while the pose regression stage is aimed to determine the position of the joints in the 3D space. Fig. 2 illustrates our detection and regression networks and their outputs.
To detect the J present joints while assuming J joints forming the body skeleton, we need J distinct classifiers which form the whole detection network. These classifiers are designed using deep CNN as shown in Fig. 2 . As can be seen, the detection network architecture consists of two convolutional layers with kernel size of 9 × 9 followed by a fully-connected feedforward neural network. Each of the convolutional layers is followed by a batch normalization and a 2 × 2 max-pooling layer. The activation function is a Rectified Linear Unit (ReLU) for both of the layers. The dense feedforward layer is followed by a ReLU and a 0.5 dropout layer and then followed by a softmax activation function.
The regression network regresses the joints' locations in the 3D space as illustrated in Fig. 2 (red rectangle) ; it consists of five convolutional layers with kernel sizes of 9 × 9, 9 × 9, 5 × 5, 3 × 3, and 3 × 3 and three max-pooling layers. Each of these layers is followed by a batch normalization and a ReLU activation function. Then, we have two layers of fullyconnected neural networks with 4096 neurons, followed by a 0.5 dropout and a linear activation function.
Training Details
To train the detection network, we use Adam optimization [22] with a learning rate of 0.001 and batch size of 32. The loss function of the training procedure is the cross-entropy,
where CE i is the cross-entropy for the i th data point, θ i is 1 if the joint is present in the input and 0 if not, and p i is the probability by which the network has estimated the joint to be present. The regression network is also trained using Adam optimization [22] with a learning rate of 0.0001 and batch size of 32. However, the network is as well fine-tuned using smaller learning rates. The loss function of the training process is the mean square error between the estimated and the target (ground truth) body pose.
The human visual system (HVS) is able to easily predict body parts that are absent from an image because of its prior about the human body (for example, when only half of the body leg is present, the absent half is predictable to the HVS due to its prior about rigidity of the human leg). In the training, we aim to enable the regression network to mimic such human perception of the body structure. We do this by matching various cases of partial body presence with the full skeleton of the human body. By maintaining the output dimensionality of the regression stage, we train the network to associate the remaining information about the body skeleton with the ground truth for all the joints. This remaining information can be regarded as the present joints and the clues which they provide about the absent joints. Therefore, for new queries, the network tends to use the available information to correspond Fig. 2 : Illustration of our approach; All of the convolutional layers are followed by a Rectified Linear Unit (ReLU); the dense layers at the end of regression and detection networks are followed by a linear and a softmax activation function, respectively. MP indicates a 2x2 max-pooling layer.
it to the best fit for the full body. We expect that the network performs more effectively for the present joints; however, learning the body structure enables the network to make meaningful (and close to reality when possible) estimations for the absent joints as well.
EXPERIMENTAL RESULTS
Experimental Setup
To provide input images with partial body parts, we first segment the subject, i.e., draw a square region that completely surrounds the subject. Then we randomly draw windows inside this square region in order to create different partial body images, see examples in Fig. 1.(b) and (c). Each of these random windows can serve as an input to our method. In our random window selection, we chose the top-left and bottomright corners of each window randomly using a uniform distribution to make sure we have different cases of partial body presence generated. Although some partial body images (for example, upper-body) are more probable in the real-world, we use the uniform distribution to test with a wide range of partial body images. To make sure that sufficient partial joints are present (e.g., avoid that only one body part such as wrist is present), we do not let a selected window be smaller than one quarter of the subject region and a selected window must be spanned over the four quarters of the segmented subject. This data preparation aims to imitate realistic cases such as imperfect segmentation or zoomed-in photography.
To provide ground truth for the detection stage, we use the 2D pose ground truth which determines the position of each of the joints in the 2D image (even for the self-occluded joints). Then the joints-presence vector θ is formed of J binary elements each of which are 1 if the corresponding joint is inside the window and 0 if not. (θ j i shows the presence of the j th joint in the i th data point.) We use the Human3.6M dataset [23] to assess the performance of our method. It includes video sequences on 7 subjects and each subject performs one of 15 different actions (e.g., Directions, Discussion, and Eating) while being filmed from different viewpoints. We have used five subjects (i.e., S1, S5, S6, S7 and S8) for training and the last two subjects (i.e., S9 and S11) for testing. We have assessed our method both on all of the actions of the selected subjects and separately on each of the actions. For training, using our abovementioned random selection of windows, we extracted two windows from each of the video frames in [23] and one window for testing. In total, we have used 623,900 extracted windows for training and 548,819 for testing. For this dataset, we have downsampled the video frames by a factor of five, before the random window selection, to avoid redundancy in the training and each video frame is treated as an independent data point.
Results and Discussion
The detection stage is evaluated separately for each of the body joints since each of the presence classifiers perform independently on their corresponding joint. We use the binary accuracy which is the percentage of the input images in which the presence or absence of the corresponding joint has been successfully detected. The evaluation criteria used for the regression network is mean-per-joint-error (mm) defined as, where y gt is the ground truth joints' position matrix, y est is the estimated joints' position matrix, || · || 2 is the Euclidean norm, C y j is the vector of the j th column of the matrix y, and N is number of the joints. L(·) is calculated after aligning the root joint (pelvis in this work). We have calculated L(y gt , y est ) both on the full body skeleton (N = J) and the joints which are present inside the window (N = J ). We use the error on the present joints since most of the information is fully lost for the absent joints.
The regression stage is compared to the methods of Mehta et al. [2] and Zhou et al. [3] . The authors have made their trained networks available. These methods have very competitive results compared to the state-of-the-art (e.g., [16, 13] ). Table 2 presents a comparison of our network with [2, 3] which shows an effective performance in the partial joints' presence case.
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Discussion Eating Average VNect [2] 286 Table 2 : Partial body: mean-per-joint-error of present joints using our and related methods [2, 3] for Human3.6M dataset.
The human visual system can easily predict missing parts from a picture containing partial parts, e.g., Fig. 1.(b) . We have thus assessed how well our network estimates joints that are missing as well as joints present in the input image (which is in our approach a square window cropped from the original image). Table 3 provides results showing promising performance of our method compared to related work; our method well recovers part of the joints excluded from the input. Fig. 3 subjectively shows how well our method can estimate the 3D pose of present and absent joints. Fig. 4 shows our method can better estimate 3D poses than related work under partial body presence.
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CONCLUSION
We presented a deep learning based method to handle 3D human pose estimation while the subject is partially present in the input 2D image. We used a CNN based detection network to classify the presence and absence of the body joints in the frame of the image. We also trained a deep CNN to regress the human pose from images containing partial body; this regression network estimates joints that are absent from and present in the input image. Our method thus outputs both a partial body skeleton and a full body skeleton. Empirical evaluations yield promising results on Human3.6M dataset compared to the related work. Future work includes handling both full and partial body images using the proposed architecture.
