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Abstract
Cognitive Radio (CR) networks provide a novel approach to address the
spectrum scarcity and spectrum inefficiency issues in wireless networks. The main
objective of this research is to investigate the challenges, provide solutions, and
evaluate the performance of four different types of CR Networks; Cognitive Radio
Ad-Hoc Networks (CRAHNs), Cognitive Radio enabled Sensor Networks (CSNs),
Cognitive Radio enabled AMI (CR-AMI) Networks, and Cognitive Femtocell
Networks. My research is focusing on developing novel solutions, algorithms, and
protocol enhancements for different layers of the protocol stack for CR networks.
For CRAHNs, a Spectrum Aggregation-based Cooperative Routing Protocol
(SACRP) is proposed. The primary objective of SACRP is to provide higher
energy efficiency, improve throughput, and reduce network delay for CRAHNs. In
this regard, two different classes of routing protocols are proposed as; Class A
for achieving higher energy efficiency and throughput, and Class B for reducing
end-to-end latency. Based on stochastic geometry approach, A comprehensive
analytical model is built for the proposed protocol. Besides, the proposed protocol
is also compared with the state of the art cooperative and non-cooperative routing
algorithms with spectrum aggregation.
On the other hand, CR is expected to play a vital role in smart grid networks.
Cognitive Sensor Networks (CSNs) can effectively address the unique challenges
of WSNs in smart grid. Against this background, an energy efficient and reliable
Medium Access Control (MAC) protocol is designed for CSNs. The proposed MAC
protocol, termed as CRB-MAC, can provide high energy efficiency and reliability. In
addition, CRB-MAC explicitly accounts for the peculiarities of a CR environment,
which provides a viable solution for CSNs.
As an integral component of the smart grid ecosystem, Advanced Metering
Infrastructure (AMI) networks are practically deployed as a static multi-hop wireless
mesh network. It is expected that the use of cognitive radio (CR) technology for
AMI networks will be indispensable in near future. In this respect, a new RPL-based
ii
0. Abstract
routing protocol is proposed for cognitive radio enabled AMI (CR-AMI) networks.
This protocol utilizes a global optimization algorithm to select the best route from
the whole network. In addition, the proposed routing protocol explicitly protects
primary (licensed) users while meeting the utility requirements of the secondary
network. The proposed protocol enhances the quality of service (QoS) of the existing
RPL-based routing protocols for CR-enabled AMI networks.
In heterogeneous networks (HetNets), Cognitive femtocells provide low-power,
low-cost, and short-range wireless broadband access, which achieve higher network
capacity and spectrum efficiency. Based on a stochastic geometry approach, the rate
coverage of two-tier HetNets with cognitive femtocells is analysed. The closed-form
expressions for downlink rate coverage of both networks are derived. Moreover, the
impact of frequency reuse on the rate coverage in HetNets is evaluated.
At last, according to the overall picture of the research conducted, the main
conclusions together with some directions for the future work are presented.
iii
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The wireless communications have seen an explosive growth over the past
decades in terms of the number of users and the amount of carried traffic. A large
number of wireless devices such as laptops, tablets, and smart phones compose
a variety of networks, which results in a huge portion of the spectrum usage.
As spectrum is a naturally limited resource, the spectrum scarcity and spectrum
inefficiency issue have become the bottleneck of future wireless networks. Spectrum
efficient utilization plays an important role in wireless networks. However, the
existing wireless technologies such as Wireless-Fidelity (Wi-Fi), Universal Mobile
Telecommunications System (UMTS), and Long Term Evolution (LTE) cannot
guarantee the efficient utilization of spectrum. In this regard, Cognitive Radio
(CR) [2] technology is envisaged to solve such problems in wireless communications.
CR technology aims to enhance the spectrum utilization in the licensed
spectrum without introducing interference to the transmission of licensed (primary)
users. Dynamic Spectrum Access (DSA) technique, as shown in Fig. 1.1, is involved
to obtain and access the best available spectrum through its cognitive capability
and reconfigurability1. It enables the unlicensed (CR) users opportunistically use
the unused licensed bands/spectrum, which is referred to as spectrum hole or white
space. Whenever a licensed user is detected, the CR users will either move to
another spectrum hole or stay in the same band by altering its transmission power/
modulation scheme to avoid the interference to licensed user [2].
In this regard, the spectrum regulators (e.g., Federal Communications
Commission (FCC) and Ofcom) have proposed the regulatory rules and technical
1Cognitive capability and reconfigurability are two main characteristics of CR [2–5], which will
be fully discussed in Chapter 2
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1. Introduction
Figure 1.1: Spectrum hole concept and Dynamic Spectrum Access technique [2].
principles to conduct the applications of CR technology. the FCC in the United
States issued a report which permits cognitive use of TV white space spectrum2,
wherein the Very high frequency (VHF) and Ultra high frequency (UHF) spectrum
provide superior propagation and building penetration compared to other unlicensed
spectrum in other bands, e.g., 2.4 and 2.5 GHz [8]. The Ofcom also issued a
statement approving of TV white space usage in the UK by license-exempt devices
operating under the developing geolocation database-based framework [9]. IEEE
802.22 [10] as the first worldwide standard with respect to CR technology is still in
the process of standardization. It specifies the air-interface standard based on the
techniques such as spectrum sensing, spectrum sharing and spectrum management
for the wirelss regional area networks (WRAN) in the utilization of specific TV
spectrum. The new regulatory rules outline a number of requirements to operate
CR technology in TV white space, including spectrum management and protection
for the licensed users. Therefore, it not only provides an opportunity for the
development of wireless networks, but also imposes technical challenges regarding
new wireless Physical (PHY) and Media access control (MAC) layer designs for CR
characteristics.
2TV white spaces exist between 54 MHz and 806 MHz [6] for digital terrestrial TV broadcasting
in the U.S, but exist between 470 MHz and 790 MHz [7] in the UK.
2
1.1 Scope of the Work
1.1 Scope of the Work
CR technology provides a novel approach to address the spectrum scarcity
and spectrum inefficiency issues in wireless networks. The recent developments in
spectrum policy and regulatory domains have allowed the CR technology to support
a variety of applications [11], e.g., broadband cellular, Ad-Hoc networks, smart
grid [12], and heterogeneous network (HetNet). Although it improves spectrum
utilization and exploits alternate spectrum opportunities through DSA capabilities,
it creates various challenges for existing communication networks, due to the high
fluctuation in the available spectrum as well as diverse Quality of Service (QoS)
requirements [3]. In addition, some key distinguishing factors of CR networks such as
the distributed multi-hop architecture, the dynamic network topology, and the time
and location varying spectrum availability make it incompatible with the current
wireless platforms or protocols.
Against this background, a large volume of research has been conducted in the
CR area in the last decade [13]. However, most of them have only paid attention
to the lower layers. For example, spectrum sensing as the front line functionality of
PHY layer has been considered in many literatures, as it needs to be completed in an
efficient and accurate manner to enable an opportunistic CR network architecture.
The research of the upper layer design such as MAC and network layers, has not
been considered well. Novel solutions related to upper layers are needed to meet the
key requirements of CR networks in terms of scalability, energy efficiency, reliability,
and diversity of QoS. On the other hand, the emerging applications of CR technology
within different types of networks are proliferating rapidly [14], which open up new
research areas for future wireless communications.
The primary objective of this research is to investigate different challenges of
CR networks. It not only focuses on developing novel solutions, algorithms, and
protocol enhancements for different layers of the protocol stack, e.g., MAC, and
Network layers, but also emphasises on the application of CR in different wireless
environments, e.g., Cognitive Radio Ad-Hoc Network (CRAHN), smart grid, and
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HetNet. For CRAHNs, A distributed routing protocol with indispensable cross-layer
design is proposed with emphasis on energy efficiency, network throughput and
end-to-end delay. Novel protocols for smart grid, which is one of the largest
and most rapidly growing application area for CR communications, are designed
with special emphasis on Cognitive Radio Sensor Networks (CSNs) and CR-AMI
networks, respectively. On the other hand, A modeling analysis related to the
HetNets with cognitive femtocells is conducted as well.
1.2 Thesis Contributions
1.2.1 Key Outcomes
The contributions of this thesis cover the performance analysis of four different
types of CR networks, in terms of CRAHNs, CSNs, CR-AMI Networks and Cognitive
Femtocell networks. The key outcomes of this work in the form novel solutions,
algorithms, protocol design, and analysis are summarised as follows.
1. Although the routing protocol design and spectrum aggregation for CRAHNs
have been considered in a number of studies, there is still no routing protocol
with spectrum aggregation exists in literature. Moreover, compared with the
non-cooperative approach, the cooperative approach provides an opportunity
of enhancing the performance in terms of different metrics, e.g., energy
efficiency, throughput, and end-to-end reliability. In this regard, a Spectrum
Aggregation-based Cooperative Routing Protocol, termed as SACRP, for
CRAHNs is presented in Chapter 3. Initially, this chapter highlights the
motivation of combining cooperative routing and spectrum aggregation in
CRAHNs. Then, the spectrum aggregation framework for CRAHNs is
discussed, which includes the design of PHY and MAC layer. Three spectrum
aggregation algorithms are proposed, which allow a CR user to transmit
data over aggregated channels/bands simultaneously with three different
objectives, e.g., energy efficiency, throughput maximization, and end-to-end
4
1.2 Thesis Contributions
latency minimization. Based on the spectrum aggregation algorithms, two
different classes of cooperative routing protocol is proposed with special
emphasis on energy efficiency, network throughput, and end-to-end delay.
Furthermore, The proposed protocol is evaluated through analytical modelling
and simulation studies. Performance evaluation demonstrates the effectiveness
of SACRP in terms of energy efficiency, throughput, and end-to-end delay.
2. A Cognitive Receiver-Based MAC (CRB-MAC) protocol is presented in
Chapter 4. The proposed MAC protocol is designed with special emphasis
on energy efficiency, end-to-end delay, and reliability requirements of CSNs
operating in smart grid environments. In order to achieve high energy
efficiency, the protocol uses preamble sampling [15] approach to minimize
idle listening and supporting sleep/wakeup modes without synchronization
overheads. In addition, it exploits the broadcast nature of wireless medium
and adopts an opportunistic forwarding technique with multiple receivers
to provide low end-to-end delay and high reliability. Analytical models
and simulation studies are used for evaluating the performance of proposed
protocol. The simulation results confirm that CRB-MAC generates less
retransmissions and therefore, enhances the overall energy, end-to-end delay
and reliability performance in lossy cognitive wireless environments.
3. Advanced Metering Infrastructure (AMI) networks, which are an integral
component of the smart grid ecosystem, are practically deployed as a static
multi-hop wireless mesh network. Recently, routing solutions for AMI
networks have attracted a lot of attention in literature. On the other hand, it is
expected that the use of CR technology for AMI networks will be indispensable
in near future. Chapter 5 investigates a global optimization-based routing
protocol for enhancing QoS in CR-AMI networks. In accordance with practical
requirements of smart grid applications, a new RPL-based routing protocol,
termed as DMACO-RPL, is proposed for CR-AMI networks. This protocol
utilizes a global optimization algorithm to select the best route from the whole
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network. In addition, DMACO-RPL explicitly protects primary (licensed)
users while meeting the utility requirements of the secondary network.
System-level simulations demonstrate that the proposed protocol enhances
the performance of existing RPL-based routing protocols for CR-enabled AMI
networks.
4. Cognitive femtocells provide low-power, low-cost, and short-range wireless
broadband access in two-tier HetNet, achieving higher network capacity and
spectrum efficiency. In Chapter 6, the rate coverage analysis of two-tier
HetNets with cognitive femtocells is studied. Based on a stochastic geometry
approach, the Poisson Point Process (PPP) is adopted to model the locations
of the macrocell base stations (MBSs) and the femtocell base stations
(FBSs). The concept of “guard-zone” is exploited into the analysis of
cognitive femtocells and therefore, the closed-form expressions for downlink
rate coverage of both networks are derived, respectively. In addition,
the impact of frequency reuse on the rate coverage is also evaluated in
two-tier HetNet. Numerical and simulation results demonstrate that cognitive
femtocells significantly enhance the rate coverage of the whole HetNet.
1.2.2 List of Publications
The publications related to the main contributions of this thesis are stated as
follows. The chapter relevance of different publications is given in Table 1.1.
Journals
(1). S. Ping, A. Aijaz, O. Holland, and A.H. Aghvami, “SACRP: A
Spectrum Aggregation-based Cooperative Routing Protocol for Cognitive
Radio Ad-Hoc Networks,” IEEE Transactions on Communications, vol.63,
no.6, pp.2015-2030, June 2015.
(2). A. Aijaz, S. Ping, M.R. Akhavan, and A.H. Aghvami, “CRB-MAC: A
Receiver-based MAC Protocol for Cognitive Radio Equipped Smart Grid
6
1.2 Thesis Contributions
Table 1.1: Publications Related to Individual Chapters.
Chapter Journals Conferences Book Chapter
Chapter 2 - (3), (4) (1)
Chapter 3 (1) (1), (2), (3), (4) (1)
Chapter 4 (2), (4) (5) -
Chapter 5 (3), (4) (6) -
Chapter 6 (5) - -
Sensor Networks,” IEEE Sensors Journal, vol.14, no.12, pp.4325-4333, Dec.
2014.
(3). Z. Yang, S. Ping, A. Aijaz, and A.H. Aghvami, “A Global Optimization-based
Routing Protocol for Cognitive Radio Enabled Smart Grid AMI Networks,”
accepted by IEEE Systems Journal, Nov. 2015.
(4). Z. Yang, S. Ping, H. Sun, and A.H. Aghvami, “CRB-RPL: A Received-based
Routing Protocol for Cognitive Enabled AMI Networks in Smart Grid,”
accepted by IEEE Transactions on Vehicular Technology, Nov. 2015.
(5). S. Ping, A. Aijaz, and A.H. Aghvami, “On the Rate Coverage Analysis of
Two-Tier Heterogeneous Networks with Cognitive Femtocells,” submitted to
IEEE Communications Letters, Nov. 2015.
Peer-Reviewed Conferences
(1). S. Ping, A. Aijaz, O. Holland, and A.H. Aghvami, “Spectrum
aggregation-based cooperative routing in Cognitive Radio Ad-Hoc Networks,”
in proc. IEEE International Conference on Communications (ICC) Workshop,
vol., no., pp.514-519, 8-12 June 2015.
(2). S. Ping, A. Aijaz, O. Holland, and A.H. Aghvami, “Energy and interference
aware cooperative routing in cognitive radio ad-hoc networks,” in proc. IEEE
Wireless Communications and Networking Conference (WCNC), vol., no.,
pp.87-92, 6-9 April 2014.
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(3). O. Holland, S. Ping, A. Aijaz, J.M. Chareau, P. Chawdhry, Y. Gao, Z. Qin
and H. Kokkinen, “To White Space Or Not To White Space: That Is The Trial
Within The Ofcom TV White Spaces Pilot,” in proc. IEEE International
Conference on Dynamic Spectrum Access Networks (DySPAN), Sweden, 2015.
(4). O. Holland, A. Aijaz, S. Ping, S. Wong, J. Mack, L. Lam, and A. Fuente,
“Aggregation in TV White Space and Assessment of an Aggregation-Capable
Wi-Fi White Space Device,” accepted by IEEE International Conference on
Communications (ICC), 2016.
(5). Z. Yang, S. Ping, A. Nallanathan, and L. Zhang, “ECR-MAC:
An Energy-efficent Receiver-based MAC Protocol for Cognitive Sensor
Networks in Smart Grid,” accepted by IEEE International Conference on
Communications (ICC) workshop, 2016.
(6). Z. Yang, S. Ping, A. Nallanathan, and L. Zhang, “A Receiver-based Routing
Protocol for Cognitive Radio Enabled AMI Networks,” accepted by IEEE
Vehicular Technology Conference (VTC) workshop, 2016.
Book Chapter
(1). F. Kaltenberger, T.A. Tsiftsis, F. Foukalas, S. Ping and O. Holland,
“Aggregation of Spectrum Opportunities,” published in “Opportunistic
Spectrum Sharing and White Space Access: The Practical Reality,” John
Wiley & Sons, 22 April 2015.
1.3 Outline of the Thesis
The rest of the thesis is organized as follows. Chapter 2 provides the
preliminaries on the required technical background for understanding the research
area addressed in this thesis. In addition, this chapter presents the related work on
different aspects of CR networks.
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The main contributions of the thesis, which are related to the applications of
four distinct areas; CRAHNs, CSNs, CR-AMI Networks and Cognitive Femtocell
networks, are discussed in Chapters 3, 4, 5, and 6. Since each contribution chapter
addresses a unique research problem, concluding remarks are presented therein.
Based on the overall picture of the research conducted in the thesis, the main




Preliminaries and Related Work
This chapter provides a detailed overview of the existing research works on CR
networks. CR networks not only provide a dynamic spectrum utilization, but also
introduce new specific characteristics and functionalities, which are incompatible
with the traditional wireless systems. Therefore, a large volume of research with
respect to novel architectures, protocols and solutions for CR networks has been
done in order to address the incompatibilities or improve the performance. At the
beginning of this chapter, the basic concepts regarding the definition, motivations,
functions and characteristics of CR networks are introduced to give readers a global
view of CR networks. Then, the background studies about two famous research
areas (e.g,. smart grid and HetNet) where CR technologies applied are presented,
respectively. At last but not least, the related work of the specific cognitive
networks on which this thesis focused is conducted. It includes the existing research
achievements and challenges in these specific CR areas, which is an emphasis on the
contribution of this thesis.
2.1 Cognitive Wireless Communications
Cognitive Radio can formally be defined as “a radio that can change its
transmitter parameters based on interaction with the environment in which it
operates.” [2,3,16], which includes two main characteristics: 1. Cognitive capability,
which refers to the ability of radio technology to capture or sense the information
from the environment. It includes sophisticated techniques such as spectrum sensing,
spectrum analysis and spectrum decision in order to capture the temporal and spatial
variations in the radio environment, select the best spectrum with appropriate
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parameters and avoid interference to PUs; and 2. Reconfigurability, which enables
the cognitive radio to adapt easily to the dynamic radio environment only by
adjusting operating parameters for the transmission without any modifications on
the hardware components. As mentioned in the previous chapter, it allows the
unlicensed users (secondary users or CR users) dynamically access the frequency
bands/channels whenever the licensed users (primary users or PUs) are absent and
need to vacate the bands/channels whenever the licensed users are detected.
There are several motivations for using CR technology in the wireless
communications as described below.
• Spectrum Scarcity: This is one of the primary bottlenecks for the development
of the future wireless communications systems. It has been a tremendous
growth over the last few years in terms of the number of users and the amount
of carried traffic. As expected by Ericsson, there will be more than 50 billion
connected users by 2020. Meanwhile, FCC has reported that there is a large
portion of the assigned spectrum used sporadically, which leads to inefficient
spectrum utilization. Those problems create a major challenge for existing
wireless networks in terms of spectrum congestion and spectrum inefficiency.
With CR technology, the existing spectrum can be utilized more efficiently in
order to avoid the potential scarcity of spectrum and support large-scale data
transmission.
• Interference: With a tremendous of wireless users (devices) operating in
the unlicensed spectrum, significant interference issues will arise between
self-existing and co-existing users. It will severely deteriorate the performance
of the network. CR network enables wireless users to access alternate spectrum
such as TV white spaces, which provide significant bandwidth availability and
superior propagation characteristics. Furthermore, its DSA capability and
dynamic transmit power allocation allow more users to share the spectrum and
decrease the interference. These features significantly reduce the interference
issues and improve the performance of network.
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• Green Communications: There has been a growing trend towards energy
efficient or green communications in the wireless communication world. This
is primarily due to the factors such as the rising fuel prices worldwide, the
awareness of harmful effects of CO2 emissions on environment, the depletion
of non-renewable energy sources etc. On the other hand, energy savings
enhance the battery life of wireless devices which will also imporve the network
performance. The use of CR technology has been demonstrated to be green or
energy efficient as the users can adaptively adjust their transmit power levels
based on operating environment [17].
• Network Heterogeneity: The future wireless networks will become more diverse
in terms of applications and services, which will also cause diversity in network
protocols and data formats. CR provides a more efficient and flexible way to
deal with the heterogeneity. The reconfigurability of CR technology guarantees
the users to be compatible with heterogeneous wireless architectures and to
satisfy the diverse QoS requirements of applications.
• Coverage Issue: One of critical issues in wireless networks is the mobility and
the huge uncertainty of user locations. For example, some users might be
deployed in the areas where wireless connectivity is not always guaranteed
(e.g., A big building blocks the wireless signal or a user stands on the edge
of a network). CR technology enables users to overcome this issue through
dynamic spectrum access of alternate spectrum bands such as TV white spaces.
Apart from addressing the technical challenges, CR technology also introduces
a diversity of new applications [11].
2.1.1 Cognitive Radio Architecture
CR networks can be classified into two broad domains: Infrastructure-based
CR networks and non-infrastructure-based CR networks (cognitive radio ad-hoc
networks or CRAHNs) [3]. In infrastructure-based CR networks, there is a central
network entity such as a base station in cellular networks or an access point
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Figure 2.1: Cognitive Radio Network architecture [2].
in wireless local area networks (LANs). The central network entity provides
functionalities such as spectrum sharing and spectrum management based on the
information sensed and analysed by each CR user, so that it can make decisions on
how to allocate the spectrum resources to CR users without introducing interference
to primary networks. On the other hand, there is no any infrastructure backbone
in CRAHNs. Hence, CR users can communicate with each other through ad-hoc
connections on both licensed and unlincensed spectrum. Each user needs to have
all CR capabilities and is responsible for determining its actions based on the local
information it observed.
The main components of the CR network architecture including both
infrastructure-based and non-infrastructure-based networks are illustrated in
Fig. 2.1. The components can be classified into two groups: the primary network
and the secondary (CR) network. The basic elements and functions of the primary
and the CR networks are described as follows [2].
• Primary network: An existing network infrastructure which has an exclusive
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right to a certain spectrum band (licensed band). Current primary network
includes the TV broadcast networks and the common cellular networks. Two
components of the primary network are as follows.
– Primary user: The user who has the right to operate in a certain licensed
spectrum band. This operating right is only controlled by the primary
base-station. Actually, primary users do not need any modifications or
additional functions for co-existence with CR networks as their operations
should not be influenced by any other CR users.
– Primary base station: The primary base station is a fixed infrastructure
network component which owns a spectrum license. For example, the base
station transceiver system in a cellular networks or the TV transmitter in
TV white space systems. It does not have any CR capabilities for sharing
spectrum with CR users, but may be required to have both legacy and
CR protocols in order to allows CR users to be able to access the primary
spectrum bands.
• CR network: The network (either infrastructure-based or ad-hoc network)
which does not have right to operate in a licensed band. Unlike the primary
network, the CR network can operate in both licensed and unlicensed spectrum
bands, as shown in Fig. 2.1. Therefore, the spectrum access is only allowed
in an opportunistic manner. The components of a CR network are defined as
below.
– CR user: CR (unlicensed) users do not have spectrum license, so
that additional techniques and functionalities such as spectrum sensing,
spectrum sharing, and spectrum management, are required to allow
CR users sharing the licensed spectrum band without introducing
interference to the primary network. In CRAHNs, the CR users have
all functionalities and capabilities to ensure the access of the licensed
spectrum band in an opportunistic manner.
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– CR base station: The CR base station only exists in the
infrastructure-based networks, which is a fixed infrastructure component
with CR capabilities and functionalities providing single hop connection
to CR users without spectrum access license.
– Spectrum broker: It is a spectrum information manager that shares the
spectrum resources among different CR networks. A spectrum broker
enables coexistence of multiple CR networks but only exists in the
infrastructure-based networks.
As mentioned earlier, the specific network architecture and unique
characteristics of CR network require a various of functionalities to support the
operations of CR network in the mixed spectrum environment. Therefore, the
overview of the specific functionalities of CR networks is outlined in the next section.
2.1.2 Features of Cognitive Radio Networks
In a general sense, a CR network can be perceived as an intelligent
overlay network which contains multiple coexisting networks where CR users can
communicate with each other [18]. specific system designs (e.g., PHY, MAC,
network layer and etc.) are required to adapt CR functionalities and capabilities in
the dynamic spectrum environment.
Spectrum sensing as one of the basic functionalities in PHY layer, allows CR
users to monitor the licensed spectrum bands and identify the available spectrum
holes. This functionality is required to find available spectrum holes over a wide
frequency band and to monitor the present of primary networks for avoiding
interference. Typically, it can be classified as non-cooperative spectrum sensing and
cooperative spectrum sensing, which are outlined as follows.
• Non-cooperative sensing: It is based on the detection of the received signal
from the primary user or base-station through the local observations of CR
users. Three detection techniques are usually used in non-cooperative sensing
as matched filter detection, energy detection and feature detection [19]. The
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matched filter detection provides a coherent detection, which uses a linear
optimal filter to maximize the received signal-to-noise ratio (SNR). It provides
a fast spectrum sensing but requires a priori knowledge of the primary signal
such as the modulation type, the pulse shape and the packet format. The
energy detection only measures the energy of the received signal then compares
with a threshold to decide whether a primary user is present or not. If
the energy of the received signal is larger than or equal to the threshold,
it means the primary user is detected, otherwise, it is not detected. This type
of detection is easy to be implemented but sometimes not accurate as the
energy detector cannot differentiate signal types. At last, feature detection
determines the presence of primary signals by extracting their specific features
such as pilot signals, cyclic prefixes, symbol rate or modulation types from
its observation. It provides a robust sensing result as it can distinguish the
signals from different networks. The disadvantage of feature detection is that
it is computationally complex and requires significantly long sensing time.
• Cooperative sensing: Cooperative sensing provides more accurate sensing
results compared with non-cooperative sensing. This is because cooperative
sensing gathers all the sensing information from CR users to detect the
presence of the PU. Cooperative sensing can operate either in a centralized or
in a distributed way. In the centralized way [20,21], the CR network contains
a fusion centre which plays the role to gather the all the sensing information
from the CR users and makes the sensing decision. The distributed method is
usually used in CRAHNs where the sensing information is exchanged among
the CR users.
At the PHY layer, signal processing techniques and specific hardware
implementations provide the main functions of spectrum sensing. However, the
frame structure consists of a sensing slot and a transmission slot which provide the
periodical spectrum sensing and data transmission, respectively, at the MAC layer.
Therefore, lots of attentions have been drawn on the techniques of improving the
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performance (e.g., throughput) by reducing the spectrum sensing time.
Spectrum sharing provides the capability of maintaining the QoS of CR users
without introducing interference to the PUs. It includes many functionalities such
as spectrum access and resource allocation, which coordinate the multiple access
of CR users as well as allocate radio resources adaptively to the changes of the
environment. Therefore, based on the spectrum sensing results, CR users select the
proper channels and adjust the transmission power to achieve the QoS requirements
and resource fairness. In multiple user scenario, the spectrum access enables multiple
CR users to share the spectrum resource by determining which channel to be
accessed or when to access the channel. At the PHY layer, the specific designs are
needed in order to allocate the channels to CR users and adjust the transmission
power to avoid the interference. Unlike spectrum sensing, spectrum sharing includes
MAC functionalities as well. For example, the MAC layer may require a common
control channel (CCC) which facilitates many spectrum sharing functions such
as communication with a central entity, exchange with sensing information and
transmitter receiver handshake.
Spectrum management includes the functions as spectrum analysis and
spectrum decision, which decides on the best spectrum band to meet the QoS
requirements based on spectrum sensing results. Spectrum analysis investigates
the characteristics of different spectrum bands such as interference, path loss,
wireless link errors and delays, which can be exploited to select the spectrum
band appropriate to the user requirements. Channel capacity and SNR are usually
considered as two main factors for the spectrum analysis, which have already been
applied in many research area. After analyzing spectrum characteristics, the best
spectrum band is select to the CR user based on the user requirements.
At the network layer, the routing protocol design becomes a important topic
in CRAHNs. Currently, two different types of routing protocols have been
investigated: cooperative routing and non-cooperative routing protocols. Compared
with non-cooperative routing protocols, the cooperative approach provides an
opportunity of enhancing the performance in terms of different metrics such as
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capacity gain or transmit power gain. The related work regarding routing protocols
in CRAHNs will be fully discussed in section 2.4.1.
It is noted that, as one of the main objectives of this thesis emphasises on the
upper layer (e.g., MAC and network layer) designs, the design of PHY layer for CR
networks is beyond the scope of the thesis.
2.2 Smart Grid
The legacy electric power grid, which has lasted for years, is energy inefficient,
insecure, and prone to frequent transmission failures and congestion [22]. The term
smart grid refers to the next generation of electric grid, where power distribution and
management is upgraded by incorporating advanced bi-directional communications,
automated control, and distributed computing capabilities for improved agility,
efficiency, reliability, and security [12]. It allows electricity providers, distributors,
and consumers to maintain a real time awareness of operating requirements and
capabilities. An integrated high performance, reliable, scalable, robust, and secure
communication network is critical for the successful operation of smart grid in order
to gather remote and timely information from different areas of grid equipment as
well as to support different applications such as smart metering, automated demand
response and micro grid management [23].
The smart grid communication infrastructure consists of a multi-tier network
extending across different grid operation areas including generation, transmission
distribution and consumer premises [24]. Basically, the smart grid network can
be divided into three main networks [25]: a home area network (HAN), which
creates a communication path between home appliances, in-home displays, energy
management systems and energy dashboards; a neighborhood area network (NAN),
which collects the metering and service information from multiple HANs and
transmits them to a local access point; and a wide area networks (WAN) that
provides a broadband communication between smart grid substations, NANs,
distributed grid devices and the electric utilities.
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Smart grid represents one of the largest and most rapidly growing application
areas of wireless communications. It provides a modernization of generation,
transmission and distribution of a power system with the integration of advanced
information and communication technologies (ICTs) infrastructure [25]. So
far, two different types of wireless networks are widely applied in the smart
grid communications as: Advanced Metering Infrastructure (AMI) networks and
Wireless Sensor Networks (WSNs).
In AMI networks, multiple smart meters communicate with a local access point
(located at customer premises) which is further connected to a control centre for
storage, processing and management of meter data. Through the AMI network,
utility providers can manage on demand power requirements and regulate electricity
usage. Recently, Routing protocol for Low Power and Lossy Networks (RPL) has
been standardized to specifically meet the requirements of AMI applications. RPL
is based on the idea of maintaining a directed acyclic graph (DAG) structure for
the network, wherein each node maintains its position by using a rank property to
determine its relations with other nodes in the DAG [26].
WSNs have been identified as a connected and intelligent monitoring system
platform for smart grid, wherein the low-cost wireless sensor nodes can be distributed
over wild field [27]. The information gathered from those sensor nodes is not only
used for real time default detection but also for supporting different applications,
such as automatic metering reading, remote system monitoring and automatic
demand response.
Furthermore, the application of CR technology in smart grid communications
has drawn much attention. This is not only because its excellent capability to
improve the spectrum usage, but also it can alleviate the burden of purchasing
licensed spectrum for utility providers [28]. The research based on the applications





It has been reported that the global mobile data traffic grew by 81 percent in
2013, and the monthly mobile traffic is predicted to surpass 15 exabytes by 2018,
almost 10 times more than in 2013 [29]. The impressive growth of the demand for
capacity urges the revolution of wireless communications. One of the efficient ways
is to deploy base stations with hierarchical cell structures [30]. HetNet comprises a
conventional cellular network overlaid with a diverse set of lower-power base stations
such as picocells, femtocells, and perhaps relay base stations [31]. It is expected to
an essential mean for providing higher end-user throughput and expanded indoor
and cell-edge coverage.
In [32], the authors proposed novel analytical models for the multi-cell
signal-to-interference-plus-noise ratio (SINR) by using stochastic geometry. The
Poisson point process (PPP) is used to model the location of the base stations.
The closed-form expressions of downlink coverage probability, average rate and the
coverage gain from static frequency reuse of cellular networks (not HetNets) were
derived, which not only gave more tractable results than the traditional grid-based
models, but also provided an efficient approach to analyse the HetNets.
Therefore, in [33], the authors developed a tractable framework for SINR
analysis in downlink HetNets with flexible cell association policies. The HetNet
is a multi-tier cellular network where each tier’s base stations are randomly located
with PPP and have a particular transmit power, path loss exponent, spatial density
and bias towards admitting mobile users. In that paper, the outage probability
of a typical user in the whole network or a certain tier was given. The average
ergodic rate of the typical user and the minimum average user throughput were also
derived. The results shown that neither the number of base stations or tiers changes
the outage probability or average ergodic rate in an interference-limited full-loaded
HetNets with unbiased cell association. Similarly, the model of coverage probability
for a downlink HetNet was derived in [34]. The downlink rate coverage with tier
association probability for HetNets was also considered in [35,36].
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However, in HetNets, different network tiers, which may differ in terms of
data rate, channel access protocol, transmit power, and coverage, co-exist in the
same vicinity and operate simultaneously. The intra-tier and inter-tier interference
may significantly degrade the network performance. Hence, the CR technology was
introduced into the HetNet to avoid the interference and improve the performance,
wherein the spectrum sensing technique is used to sense the spectrum and avoid
using the same frequency channel/band that are simultaneously used by major
interference sources. The detailed work regarding the cognitive based HetNets is
summarized in the next section.
2.4 Related Work
In this section, a survey of the state of the art in CR networks is presented.
The related work on different aspects of CR networks is summarized as follows.
2.4.1 Cognitive Radio Ad-Hoc Networks
In literature, the specific properties and research challenges of the CRAHNs
were investigated in [3]. The novel spectrum functionalities such as spectrum
sensing, spectrum sharing and spectrum decision were introduced from the viewpoint
of a network requiring distributed coordination. Moreover, the influence of these
functionalities on the performance of the upper layer protocols such as the network
layer and the transport layer protocols were investigated. Finally, a new research
direction for CRAHNs was proposed.
After that, the authors in [37] provided an extensive overview of the research
in the field of routing for CRAHNs, where the routing problems for CRAHNs
are differentiated into two main categories: approaches based on a full spectrum
knowledge and approaches only based on the local spectrum knowledge. The
proposed design methodologies, routing metrics and practical implementation issues
were explained for each category. At last, the authors also proposed several
directions for the future research.
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In [38], a distributed CR routing protocol (CRP) for ad-hoc networks was
proposed to evaluate the performance trade-off between primary network and CR
network. The key novelty of CRP is the mapping of spectrum selection metrics
and local PU interference observations to a packet forwarding delay over the control
channel, where the route information are exchanged among all the intermediate
nodes, thereby reducing the computational overhead at the destination. The CRP
allows two classes of routes: class I : provides better CR network performance; class
II : achieves a higher measure of protection of the PUs. The results demonstrated
that the trade-off incurs in the CR performance to reduce the interference to PU
receivers.
The authors in [39] proposed an optimal routing metric for CRAHNs, as referred
to OPERA. It was designed to achieve the optimality when combined with both
Dijkstra and Bellman-Ford based routing protocols, and the accuracy as OPERA
exploits the route diversity provided by the intermediate nodes to measure the actual
end-to-end delay. An analytical model of the proposed routing metric was derived
for both static and mobile networks. Performance evaluation confirmed the benefits
of OPERA for CRAHNs.
A spectrum aware on-demand routing for CRAHNs has been proposed in [40].
The authors proposed an approach to reactively initiate route computing and
frequency band selection. A novel multi-flow multi-frequency scheduling scheme was
proposed for single node to relief the multi-flow interference and frequent switching
delay. The simulation results shown that the proposed routing protocol provides
better adaptability to the dynamic spectrum and multi-flow environment. Moreover,
the authors in [41] proposed an opportunistic cognitive routing (OCR) protocol
which allows users to exploit the geographic location information and discover the
local spectrum access opportunities to improve the transmitting performance for
each hop. In addition, a novel metric as referred to cognitive transport throughput
(CTT) was introduced to capture the unique properties of CRAHNs. A heuristic
algorithm was proposed to reduce the searching complexity of the optimal selection
of channel and the next hop. The results shown that OCR well adapts the spectrum
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dynamics and outperforms existing routing protocols in CRAHNs.
In [42], the authors investigated the applications of cooperative transmission
in CRAHNs. Several types of cooperative transmission as well as a new resource
allocation problem regarding the joint relay selection and the channel allocation
are described, respectively. Therefore, a heuristic algorithm based solution was also
proposed to solve this problem. In [43], the authors provided a geometric approach to
analyse the cooperative communication in CR networks. An analytical model for two
different types of routing strategies were derived, termed as “the nearest-neighbor
routing (NNR)” and “ the farthest-neighbor routing (FNR)”. Numerical results
have shown the out-performance by using the cooperative transmission.
The authors in [44] proposed a cooperative routing protocol for CRAHNs to
achieve higher channel capacity gain and less end-to-end delay. Due to spectrum
heterogeneity characteristics, the channel which provides maximum capacity is
selected for transmission in each direct link, and the node that can provide the
maximum capacity gain is selected as the relay node for cooperative routing. An
on-demand routing protocol was used to find an end-to-end minimum cost path
between a pair of source and destination. The simulation results demonstrated
that the proposed cooperative routing protocol not only obtains higher end-to-end
throughput, but also reduces the end-to-end delay compared with the previous work.
2.4.2 Cognitive Radio Sensor Networks
Currently, the research for CSNs is still in infancy, but is growing rapidly. The
authors in [45] classified the existing literature for this fast emerging application
area, highlighted the key research that has already been undertaken, and discussed
the future research directions. Besides that, the authors in [46] have introduced the
main principles, potential application areas and network architectures of cognitive
radio sensor networks.
In [47], the authors implemented CSNs in smart grid communications in
Pakistan. The experiment results have shown that the CSN provides an efficient and




In [48], a novel energy-efficient and spectrum aware multi-channel MAC
protocol for cognitive radio sensor network was proposed. The authors have
designed a spectrum aware asynchronous duty cycle approach which caters to the
requirements of both WSNs and CR networks. Performance of the proposed MAC
protocol was evaluated through both simulations and analytical methods, where the
proposed approach outperforms the multi-channel scheme for WSNs.
A decentralized MAC protocol for CSNs has been proposed in [49], which allows
the CR users (sensor nodes) to recognize spectrum opportunities and transmits
data based on the PUs arrival prediction without using a dedicated common control
channel. Due to energy efficiency, it estimates the number of active CR users and
adjusts their sleep cycles. The authors evaluated the performance of the proposed
protocol in terms of delay, energy consumption and throughput through simulations.
The results shown that the proposed MAC protocol achieves higher energy efficiency
with a small cost of delay and a good throughput performance.
The authors in [50] has developed a multi-constrained QoS aware MAC protocol,
termed as MQ-MAC, for a cluster based CSN. In MQ-MAC, a data channel and a
backup channel are assigned to a secondary user by using dynamic channel priorities.
CR users of a cluster are also prioritized with respect to the urgency of their
generated data packets. The features of MQ-MAC include prioritized medium
access, dynamic channel allocation, intelligent fusion operation for the channel
sensing results, and a dynamic switching mechanism between the data and backup
channels. The simulation has been done in NS-3, which proves the efficiency of the
proposed protocol.
2.4.3 Cognitive Radio enabled AMI Networks
The authors in [51] provided a comprehensive survey on the CR communication
paradigm in smart grid, which also demonstrates how CR can be used in AMI
networks. A Packet Reservation Multiple Access (PRMA)-based MAC protocol
was investigated in [52] to develop a scheduling algorithm for smart meters. The
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authors specifically presented a case study for application of the proposed protocol
in cognitive radio enabled AMI networks. In that case, smart meters are placed on
power users, served by a single bus (whereby a bus is a common structure connecting
multiple electrical devices in a power system). An access point capable of performing
spectrum sensing provides wireless connectivity to all the smart meters within the
range of the bus. The channel availability and power pricing information is conveyed
by the preamble. The multi-frame is periodically scheduled and divided into a
fixed number of time slots according to the requirements of utility provider and
the power system dynamics. A two state Markov chain models the power load
variations. A scheduling algorithm was developed to balance the supply and demand
by modifying the backoff procedure such that the smart meter with the highest power
load variation is given higher scheduling priority than other meters with lower power
load variations.
In [53], the authors provided an enhanced RPL for cognitive radio enabled
AMI networks, termed as CORPL. The proposed routing protocol provides novel
modifications to RPL in order to address the routing challenges in Cognitive radio
environment along with the protection for the primary users as well as meeting
the utility requirements of CR networks. Results shown that CORPL improves the
reliability of the network while reducing harmful interference to PUs by up to 50%
as well as reducing the deadline violation probability for delay sensitive traffic. The
detailed overview of CORPL is represented in chapter 5.
2.4.4 Cognitive Femtocell Networks
Recently, femtocells have emerged as a promising solution to provide wireless
broad band access coverage in cellular dead zones and indoor environments
[54]. Combined with CR technology, CR enabled femtocells achieve higher
network capacity and spectrum efficiency and less interference in two-tier HetNets.
Stochastic geometry provides an elegant tool to model HetNets with random
topology. In [55], the authors presented a comprehensive survey on the stochastic
geometry models for cognitive enabled HetNets. The models of HetNets provide
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useful insights to the network design and have been adapted to optimize the
deployment of base stations, transmission rate and outage probability. At last,
the research challenges and future research directions were discussed.
In [56], the authors used stochastic geometry to model and analysed the
performance of two-tier HetNets with cognitive femtocells, in terms of outage
probability, in a Rayleigh fading environment. The proposed model explicitly
accounts for the spatial distribution of macro base stations (MBSs), Femtocell base
stations (FBSs) and users in a multichannel environment. The results have shown
that the cogntion is an important feature that can boost up the overall network
performance. The spectrum sensing threshold is a critical parameter for femotcells,
the correct choice of which can decrease the outage probability by 60 percent for
the femtocell users. In addition, there is a quite misleading to look into the overall
outage performance of the HetNets as it does not convey the performance of the
femtocell users.
The authors in [57] used stochastic geometry tools to develop a paradigm that
captures the effect of two channel assignment techniques (e.g., random channel
assignment and sequential channel assignment) at the macro tier on both the macro
users coverage probability and the opportunistic spectrum access performance of
cognitive small cells. The results shown that although the coverage probability of
the macro users is always better under random channel assignment at the macro tier,
the sequential channel assignment can enhance the spectrum access performance of
the small cells.
In [58], the authors proposed efficient solutions to mitigate the cross-tier
interference for two-tier HetNets with cognitive femtocells. The theoretical results
were derived on the donwlink capacity of two-tier networks by using stochastic
geometry, while meeting a per-tier outage constraint under different CR capabilities
and interference-aware allocation approaches at femtocells. The numerical results
shown that the more information is cognized at femtocells, the more spatial reuse
gain can be found.
In [59], the authors analysed the trade-off between the traffic oﬄoading from the
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macrocell and the energy consumption of the small cells. The uplink capacity were
derived for the cognitive small cells located in the Voronoi cell of a macrocell base
station. The model accounts for channel fading, aggregated network interference,
network topology and load. Numerical results revealed that the knowledge of the
interference environment can lead to a substantial reduction of energy consumption




Cooperative Routing Protocol in
Cognitive Radio Ad-Hoc networks
3.1 Introduction
As mentioned in Chapter 1, spectrum scarcity is one of the primary bottlenecks
for the development of future wireless communication systems. Under current
spectrum allocation policies, the spectrum utilization efficiency in licensed spectrum
at a particular time and location is very low [60]. The FCC estimates the usage
of assigned spectrum to be between 15% and 85% [2]. In order to address such
inefficiency given limited spectrum availability, the FCC has approved solutions
such as opportunistic usage of licensed spectrum such as TV white spaces [61]. Such
solutions will be eventually realized through the adoption of CR [2, 3] technology,
which is envisaged to increase spectrum utilization through DSA technique, wherein
unlicensed (CR) users opportunistically use licensed bands when not occupied [62].
Consequently, the utilization of spectrum can be greatly enhanced by opportunistic
communication on licensed spectrum.
3.1.1 Motivation and Related Work
The traditional wireless techniques can only support the utilization of
continuous spectrum resources. However, wide continuous spectrum bands are rarely
available under the current situation of spectrum resources and the policy of stable
licensed spectrum utilization. In this regard, spectrum aggregation [63] technique
has been proposed to satisfy the increasing bandwidth demands. Recently, a number
of studies (e.g., see [60, 64–68]) have focused on different spectrum aggregation
algorithms for CR networks for increasing spectrum efficiency and throughputs.
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Such studies are generally based on an advanced wireless technique: Discontiguous
Orthogonal Frequency Division Multiplexing (DOFDM) [69], which can switch off
the sub-carriers occupied by primary user(PU) and thus, enables a single CR user to
access several spectrum fragments simultaneously on the PHY layer with only one
Radio Front (radio transceiver). In [67], Aggregation Aware Spectrum Assignment
(AASA) Algorithm is proposed based on a greedy algorithm, which aggregates
spectrum fragments from low frequency to high frequency to satisfy the bandwidth
requirements. AASA optimizes the spectrum assignment and maximizes the number
of supported users. However, it assumes all the nodes have the same bandwidth
requirements which is not practical. The authors in [65] provide a Maximum
Satisfaction Algorithm (MSA) to allocate the spectrum bands under different
bandwidth requirements for CR users. This algorithm always assigns the spectrum
bands for the user with higher bandwidth requirement first, and can accommodate
more users than AASA when the bandwidth requirements are different. A Channel
Characteristic Aware Spectrum Aggregation (CCASA) algorithm has been proposed
in [68], which combines Adaptive Modulation and Coding (AMC) [1] and spectrum
aggregation to increase the network throughput under hardware constraints.
On the other hand, CRAHN has attracted much attention in the research
community in recent years. Unlike either traditional CR networks or
ad-hoc networks, CRAHNs provide a non-infrastructure support and spectrum
heterogeneity based wireless network which raises unique issues and challenges. In
[3], the authors summarize the unique features of CRAHNs and outline the relevant
research issues. An important issue is the design of routing protocols for CRAHNs.
The authors of [70] review several adaptations of different kinds of on-demand
routing protocols: Ad hoc On-Demand Distance Vector (AODV), Dynamic Source
Routing (DSR), and hybrid on-demand protocols for CRAHNs. They also
investigate the challenges and issues of each routing protocol in CRAHNs. Recently,
a number of studies (e.g., see [38,41,44,71–74]) have investigated routing protocols
for CRAHNs. So far, two distinct types of routing protocols have been investigated:
cooperative routing and non-cooperative routing protocols. A distributed CR
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routing protocol is proposed in [38] to specifically address the problems of PU
receiver protection, service differentiation in CR routes, and joint spectrum-route
selection. In [44], a cooperative routing protocol has been considered for achieving
higher channel capacity gain. Due to spectrum heterogeneity characteristics, the
channel which provides maximum capacity is selected for transmission in each direct
link, and the node that can provide the maximum capacity gain is selected as the
relay node for cooperative routing. Furthermore, the authors in [42] propose a
heuristic algorithm for cooperative routing to solve the resource allocation problem,
which is based on the metric of utility-spectrum ratio of transmission groups. The
results demonstrate the improvement of the cooperative transmission over the direct
transmission.
3.1.2 Contributions and Outline
Against this background, our objective in this chapter is to design a spectrum
aggregation-based routing protocol for CRAHNs. To the best of authors’ knowledge,
no routing protocol with spectrum aggregation exists in literature for CRAHNs. Our
focus is specifically on the design of cooperative routing protocol as the cooperative
approach provides an opportunity of enhancing the performance in terms of different
metrics, compared to the non-cooperative approach. The proposed protocol is
termed as SACRP (Spectrum Aggregation-based Cooperative Routing Protocol)
for CRAHNs. The main contributions of the chapter can be summarized as follows.
• We begin our discussion with the spectrum aggregation framework for
CRAHNs. This includes the design of PHY and MAC layer needed to
aggregate different spectrum bands/channels. After this, we propose three
different spectrum aggregation algorithms that allow a CR user to transmit
data over aggregated bands/channels simultaneously with different objectives
related to the utility of the CR network. The first algorithm minimizes the
transmit power for CR users based on a rate demand. The second algorithm
maximizes the aggregate channel capacity for a CR user. Finally, the third
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algorithm minimizes the end-to-end latency for the CR network.
• Based on the spectrum aggregation algorithms, we design a cooperative routing
protocol, termed as SACRP. The proposed protocol uses two different routing
classes with special emphasis on energy efficiency, network throughput, and
end-to-end delay.
• A comprehensive analytical model for the proposed protocol is built using tools
from stochastic geometry. We adopt Poisson Point Process (PPP) for modeling
the location of CR nodes in our network and derive analytical expressions
capturing different aspects of the proposed routing protocol including MAC
layer collisions, average number of hops, end-to-end power, throughput and
latency.
• In order to validate the analytical modeling, we conduct a comprehensive
simulation-based performance evaluation. We also compare the performance
of the proposed protocol with state of the art cooperative and non-cooperative
routing protocols for CRAHNs with spectrum aggregation.
The rest of the chapter is organized as follows. In Section 3.2, we provide
the network architecture and system model. Section 3.3 focuses on the design of
PHY and MAC layers needed for spectrum aggregation and the proposed spectrum
aggregation algorithms. This is followed by the framework for the proposed spectrum
aggregation-based cooperative routing protocol in Section 3.4. In Section 3.5,
analytical modeling of the proposed protocol has been carried out. A comprehensive
performance evaluation has been conducted in Section 3.6. Finally, Section 3.7
concludes the chapter.
3.2 Network Architecture and System Model
We consider a CRAHN where nodes are randomly distributed within a specified
region. Each node (CR user) is equipped with a single radio transceiver that can be
tuned to any channel in the licensed/unlicensed spectrum. The radio transceiver uses
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Table 3.1: Frequently Used Notations and Symbols for SACRP.
Notation Description
Pd Probability of detection
Pf Probability of false alarm
Pjacc Probability of accessing the jth cognitive channel
Pmax Maximum total transmit power for the CR node
Pa Maximum allowed transmit power of the channel
Px,y Transmit power for CR node x transmitting to CR node y
Pi,j Transmit power of the jth channel of the ith spectrum
Rd Rate demand
R Transmission range
Cx,y Channel capacity of link (x, y)
Ci,j Channel capacity of the jth channel of the ith spectrum
Θ Throughput
Φ Delay
Ts Spectrum sensing duration
T Transmission duration
Te Effective transmit time
χ Channel status
 Maximum number of aggregated channels
E The expected transmission count
ρ Probability of transmitting data through cooperative link
Na The number of available channels
NA The number of aggregated channels
N Average number of hops of the routing protocol
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Frequency-aware OFDM (FA-OFDM) [1] and Signal Interpretation before Fourier
Transform (SIFT) techniques1 to avoid cross-channel interference and aggregate
channels of different spectrum bands, respectively. This allows the CR user to
access multiple bands simultaneously with different transmit powers [76]. We assume
that all CR users share one dedicated CCC for exchanging control information.
Further, we assume N stationary PU transmitters (and hence N available spectrum
bands) with known locations and maximum coverage ranges. Each spectrum band
contains M channels. Thus, the total number of channels are represented as: F =
[[f1,1, . . . , f1,M ], [f2,1, . . . , f2,M ], . . . , [fN,1, . . . , fN,M ]]
T .
The PU activity model for the jth channel is given by a two state independent
and identically distributed (i.i.d.) random process such that the duration of busy and





Let Sjb denote the state that the j






, and Sji the state that the j
th channel is idle with probability Pji , such
that Pji + P
j
b = 1. We assume that a node employs energy detection technique [77]
for primary signal detection wherein it compares the received energy (E) with a




b if E ≥ σ
Sji if E < σ
, j ∈ F. (3.1)
The two principle metrics in spectrum sensing are the detection probability (Pd),
and the false alarm probability (Pf ). A higher detection probability ensures better
protection to incumbents, whereas a lower false alarm probability ensures efficient
utilization of the channel. As per [78], false alarm and detection probabilities for
the jth channel can be expressed as follows.
Pjf = Pr
{













1SIFT technique is proposed in [75], which performs an efficient time-domain analysis of the
raw signal to detect the presence of PU activity and determine its bandwidth.
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Pjd = Pr
{









σ − 2nj (γj + 1)√
4nj (2γj + 1)
)
, (3.3)
where Erfc(·) is the complementary error function, and γj and nj denote the SNR of
the primary signal and the bandwidth-time product for the jth channel, respectively.
We are interested in probability of accessing the cognitive channel. The CR
users can only use the licensed channel in the absence of PU activity. However,
in practice, there can be an element of inaccuracy in spectrum sensing. Let Pjacc
denote the probability of accessing the jth cognitive channel which can be evaluated
considering the following cases: (i) when Sjb and the node misses to detect it; (ii)











. j ∈ F. (3.4)
It can be easily verified that under perfect spectrum sensing conditions i.e.,
Pjd = 100% and P
j
f = 0%, (3.4) reduces to P
j
i , which is intuitive.
3.3 Spectrum Aggregation for CRAHNs
In this section, we design the PHY and MAC layer for spectrum aggregation
for CRAHNs. This is followed by the proposed spectrum aggregation algorithms.
3.3.1 PHY layer for Spectrum Aggregation
In order to aggregate multiple channels from different spectrum bands, each CR
node has to perform a multiple-channel spectrum sensing operation for the licensed
spectrum bands. We assume that the CR user has this capability of sensing multiple
channels periodically. It is assumed that each CR node maintains a Channel Status
Table (CST), X, which represents the status of the licensed spectrum bands based
on the spectrum sensing results such that
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X =

χ11 χ12 · · · χ1M




χN1 χN2 · · · χNM

N×M
, χi,j ∈ {0, 1}, (3.5)
where χi,j denotes the channel status on the j
th channel of the ith spectrum. If
χi,j = 1, the channel is available for CR nodes, otherwise, it is not. The CST will
be updated periodically with spectrum sensing.
In general, the spectrum for CR users is fragmented due to fixed allocation
of PUs in different bands. The size of each fragment can vary among different
bands/channels. We assume that nodes in our CR network employ the SIFT
technique for detecting available bands/channels with different bandwidths.
On the PHY layer, the selected channels are aggregated and the split data
packets (as discussed in the next Section on MAC layer design) are carried by
different carriers with different transmit powers or transmit rates. To achieve this,
FA-OFDM technique is used on both transmitter and receiver sides. As shown
in Fig. 3.1b, unlike traditional OFDM, FA-OFDM uses independent modulation
and coding schemes for each OFDM channel based on its individual received SNR.
Therefore, different transmit rates and different transmit powers can be used on
different channels.
3.3.2 MAC Layer Design for Spectrum Aggregation
The MAC frame structure in a CR network consists of a sensing slot (Ts) and a
transmission slot (T ). In periodic spectrum sensing scenarios, there is a possibility of
causing harmful interference to PUs due to imperfect spectrum sensing in practice.
This interference is quantified in terms of Interference Ratio (IR), defined as the
expected fraction of ON duration of PU transmission interrupted by the transmission
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where µ = max(µjON , µ
j
OFF ). We assume that the nodes in our network employ
optimal transmission time that maximizes the throughput of the secondary network
subject to an interference constraint i.e., IRj ≤ IRjmax, where IRjmax denotes the
maximum tolerable interference ratio on the jth channel. This transmission time is















+ ln(2P′d − 1)
]
,
where P′d is the detection probability threshold, defined as the detection probability
at SNR level as low as γmin, where γmin is specified by the regulator. We propose
spectrum aggregation algorithms for SACRP in which the data packets are split on
the MAC layer before being transmitted on the PHY layer, as shown in Fig. 3.1a.
The transport channel provides modulation and coding operation on data packets,
connecting MAC and PHY layers. Before that, each pair of nodes2 completes
exchanging control packets, which include Ready-To-Send (RTS), Clear-To-Send
(CTS), and Reservation (RES). After exchanging control information, the set of
aggregated channels from multiple spectrum bands and the transmission power
of each channel can be determined. Thus the transmission involving spectrum
aggregation can be set up between the source and destination node pair. The MAC
layer transmission process is described as follows:
• RTS Packet: According to the multiple-channel spectrum sensing result, the
RTS packet is sent from the source to the destination over all available
channels.
• CTS Packet: For each available channel, the destination node calculates the
received SNR3 after the RTS packet received. The destination node performs
the spectrum selection operation to select the best set of channels from multiple
2The source and destination nodes in this case refer to the sending and receiving nodes within
1-hop vicinity.
3The SNR is the ratio of the signal power to the noise power which is given by [1] : SNRi,j =
Prxi,j
N0
− 1, where Prxi,j is the received power over the jth channel of spectrum i and N0 is the noise
power.
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spectrum bands based on their received SNRs. After that, a CTS packet will
be sent back to the source node over the CCC. It contains the information
about the selected channels F = {f s1 , f s2 . . . f sNA} as well as the required
transmit power Ptx and transmission rate Rtx (discussed in the next section).
• RES Packet: If the source node receives the CTS packet, it will send a
RES packet to confirm the successful reception of the CTS packet and to
notify its neighbor nodes about the transmission. The RES contains the same
information as the CTS packet.
• Data packets transmission: After exchanging control information, the source
and destination nodes switch to the selected channels and start transmitting
data packets. The data packets are split over the aggregated channels (e.g.,
if there are Ldata data packets and NA number of aggregated channels, the
data packets per channel would be dLdata
NA
e). The data packets are transmitted
simultaneously on different carriers with different transmit powers or rates.
After receiving data packets, the destination node sends an Acknowledgement
(ACK) packet to the source node to confirm the reception of data packets.
It should be noted that a collision for control packets may occur owing to
simultaneous transmission from multiple nodes in a multi-user scenario. We assume
that a CR node takes a random back-off after a collision. The back-off taken by a CR
node, in terms of back-off time slots, after the ith collision is randomly distributed
in the interval [1, 2, ..., κ], where κ = 2i− 1 denotes the upper bound on the back-off
time slots. A detailed analysis of the collision scenario has been conducted in Section
3.5.
Last, but not the least, the MAC and PHY layer design has been summarized
as Algorithm 1.
3.3.3 Proposed Spectrum Aggregation Algorithms
In this section, we propose three different spectrum aggregation algorithms in
order to meet the energy efficiency, throughput and end-to-end delay requirements
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Algorithm 1: PHY and MAC layer design for Spectrum
Aggregation
The source node S performs multiple-channel spectrum sensing for all F
channels in sensing slot Ts, and updates the CST X
for i = 1 : N do
for j = 1 : M do
if χi,j 6= 0 then
S sends a RTS packet to node D over this channel;







Node D sends back a CTS packet containing {f s1 , f s2 . . . f sNA} over the CCC;
Node S sends the RES packet before data transmission.
for j=1: NA do
FA-OFDM provides different modulation and coding based on the SNR of
each channel, and dLdata
NA
e of data is transmitted simultaneously by node S.
if data packet received (by node D) then
return ACK
else
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of the secondary network, respectively.
Algorithm I
We aim to calculate the minimum transmission power for each CR user based
on a rate demand. This is achieved by adapting the channel capacity given by
Shannons Theorem. The capacity of the link between CR users x and y over the
kth channel is given by
Ckx,y = W
k
x,y log2 (1 + SNR
y
k), (3.8)
where W kx,y is the potential bandwidth of the k
th channel, SNRyk is received SNR
at node y, which is given by SNRyk =
Pkx,y |hx,y |2
δ2
such that P kx,y is the transmit





1/Lx,y is the channel coefficient, where F
k
x,y is the fading coefficient of
the channel while Lx,y is the pathloss.
For each CR user, we assume a minimum requested rate demand Rd. Thus the
channel capacity should satisfy the following condition.
Ckx,y = W
k
x,y log2 (1 + SNR
y
k) ≥ Rd. (3.9)









The potential bandwidth of the kth channel for transmission between CR users
x and y is obtained as follows.
W kx,y = PkaccBk, (3.11)
where Bk is the bandwidth of the k
th channel. Note that the potential bandwidth
actually provides the usable bandwidth since CR users access a channel with certain
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probability given by (3.4).
Thus, the minimum required transmit power from the CR node x to the node









Similarly, the minimum transmit power for all F channels
can be calculated and represented as a matrix: P =
[[P1,1, . . . ,P1,M ], [P2,1, . . . ,P2,M ], . . . , [PN,1, . . . ,PN,M ]]T . The spectrum aggregation


























(e) χi,j ∈ X, ∀ i ∈ N,∀ j ∈M,
where Pai,j is the maximum allowed transmit power of the jth channel of the ith
spectrum, Pmax is the maximum total transmit power for a CR node,  is the
maximum number of channels that can be aggregated by the CR node due to the
hardware constraints. The constraint (13a) ensures that the transmit power of each
aggregated channel is limited by Pai,j in order to avoid interference to PUs. The
constraint (13b) ensures that the total capacity of the aggregated channels must
satisfy the minimum rate demand Rd. Lastly, the constraint (13d) ensures that the
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maximum transmit power constraint for a CR node is met. It is noted that the
optimization problem provided in this chapter is used for the best set of channels
selection. As the main contribution of this chapter is proposing and modelling the
routing protocol in CRAHNs. We do not solve the optimization problem here.
Algorithm II
The aim of this algorithm is to maximize the aggregated channel capacity for
a CR node. Using (4.4), the channel capacity of all F channels is represented as
a matrix: C = [[C1,1, . . . , C1,M ], [C2,1, . . . , C2,M ], . . . , [CN,1, . . . , CN,M ]]T . The spectrum


























(e) χi,j ∈ X, ∀ i ∈ N,∀ j ∈M.
Note that the constraints have similar meaning and significance as in the
optimization problem (3.13).
Algorithm III
The aim of this algorithm is to minimize the end-to-end latency for the CR
network. In CR networks, the CR users perform spectrum sensing (with the duration
of Ts) at periodic intervals to update the spectrum occupancy information on CSTs.
For energy detection based spectrum sensing, the adjacent CR users must be silenced
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Figure 3.2: The effective transmission time T se for the CR node S with its two
neighbors A and B
during the sensing period. Hence, a delay arises when CR users have to stop
their transmissions due to the enforcement of silence period. The effective transmit
duration [38] for which the transmission is allowed at a candidate forwarding node,
over a given channel, is an important criterion for the end-to-end delay of the CR
network. Fig. 3.2 depicts the effective transmit time (T Se ) for the node S. It is
clear that the T Se is reduced due to the enforcement of silence period arising from
the periodic spectrum sensing by neighboring nodes A and B.
Using Fig. 3.2 the effective transmit time of node S is calculated as follows.
T Se = max{T is + T i} −
⋃
{T is}, (3.15)
where max{T is + T i} represents the maximum duration of the sensing and
transmission time among all the neighbors of S and
⋃{T is} is the cumulative duration
of silence period. Note that T i (for the ith neighbor) is given by (3.7).
Recall that (3.4) provides the probability of accessing a cognitive channel.
Hence, the total effective transmit time of node S on the kth channel is given by







In order to reduce the end-to-end latency, the channels which provide the
maximum effective time must be aggregated by the CR node S. Therefore, the



























(e) χi,j ∈ X, ∀ i ∈ N,∀ ∈M.
Note that the constraints have similar meaning and significance as in the
optimization problem (3.13).
3.4 SACRP Framework
In this section, we provide the framework for our proposed protocol, termed
as SACRP. Our route selection algorithm is based on the shortest path selection.
Initially, the source node sends a route request (RREQ) packet to the destination
over the CCC. Each node along the packet forwarding path updates three fields in
the RREQ. The first is the < spect > field which contains the aggregated channels
of each hop, the second is the < hop > field which calculates the hop count of
the path, and the third is the < relay > field which contains the relay node of
each hop. When receiving the first RREQ packet, the destination node sets up a
timer 4t to wait for receiving the same RREQ packets from other paths. From all
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received RREQ packets, the destination node selects the best path which has the
minimum hop count as the direct path. For each hop of the direct path, the relay
node is selected. SACRP considers two classes of routing protocols based on relay
node selection: Class A for energy efficiency and throughput maximization, and the
Class B for minimizing the end-to-end delay. After that the destination node sends
a route reply (RREP) packet along the selected path over the CCC.
3.4.1 Cooperative Routing Protocol for Class A
As mentioned above, the minimum required transmit powers for the aggregated
channels are determined by (3.13). We assume that the required data rate Rd is
fixed for each hop from the source to the destination. Considering a cooperative
transmission as shown in Fig. 3.3, we propose to use the relay node r if and only
if the cumulative minimum transmission power of the cooperative links (s, r) and
(r, d) is less than that of the direct link (s, d). This condition is given by
if and only if, Ps,d > Ps,r + Pr,d, (3.18)
where Ps,d is the minimum transmission power of the direct link (s, d), Ps,r is
the minimum transmission power of the cooperative link (s, r), and Pr,d is the
minimum transmission power of the cooperative link (r, d). If there are multiple
relay nodes satisfying the condition (3.18), SACRP will select the one which provides
the maximum cooperative gain. Note that the condition (3.18) may increase the
interference to other CR users, therefore, decrease the performance of CR networks.
However, as we do not consider the interference among CR users in SACRP, we just
ignore this influence. The author encourages the interest readers to investigate the
interference influence in SACRP and to provide better solutions.
The same process continues from the source to the destination. The selected
path from the source node S to the destination node D is denoted as Path =




























Figure 3.3: Cooperative transmission in CRAHNs
cooperative routing is given by
P txi,j = (1− ρ)Pi,j + ρ (Pi,r + Pr,j) , (3.19)
where ρ is the probability of transmitting data over cooperative links. The total








Similarly a relay node is selected, if it provides higher channel capacity than
the direct link. The capacity of a cooperative link over a given channel has
been evaluated in [44, 71]. However, these studies assume that both direct link
and cooperation links are using the same channel, which is rather unrealistic for
CRAHNs. In CRAHNs, the relay node may use different channel from the direct
link (as shown in Fig. 3.3). Thus, the capacity of the cooperative link over different
channels is given by








The relay node selection condition is given by
if and only if, Cs,r,d > Cs,d. (3.22)
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Hence, the total capacity of link (i, j) is represented by
Cti,j = (1− ρ)Ci,j + ρ Ci,r,j. (3.23)








3.4.2 Cooperative Routing Protocol for Class B
The end-to-end delay in a multi-hop network depends on the hop count and
the number of retransmissions at each hop. We use expected transmission count
(ETX) [80] as the default metric for relay node selection. The ETX of link from
node s to node d is given by Es,d = 1/psss,d, where psss,d is the probability of node
d successfully receiving a transmission from node s. The ETX of a link will be
measured and updated continuously, once the link starts to carry data traffic. For a
direct link (s, d), if there is a node r providing smaller ETX than that of the direct
link, it will be selected as the relay node. This condition is given as follows.
if and only if, Es,d > Es,r + Er,d, (3.25)
where Es,d is the ETX of the direct link (s, d), Es,r is the ETX of the cooperative
link (s, r) and Er,d is the ETX of the cooperative link (r, d).
The total delay of a link (s, d) with the relay node r is given as follows.
Φs,r,d = (1− ρ) Es,d Φs,d + ρ (Es,r Φs,r + Er,d Φr,d) , (3.26)
where Φs,d is the delay of direct link (s, d) for single transmission, Φs,r is the delay
of cooperative link (s, r) and Φr,d is the delay of cooperative link (r, d). Similarly,






It should be noted that there is a possibility that a relay node is selected by
multiple CR users. However, at any time instant, only one pair of CR users (sender
and receiver nodes) can use the relay node for transmission. This is due to the fact
that the proposed MAC layer design ensures that only one sender-receiver pair is
active at any time instant.
Algorithm 2: Proposed SACRP Framework
Input: Source: S, Destination: D, Rd, Pa, PMax, 
Output: Route: Path
while S −→ D do
Node S sends the RREQ packet over the CCC;
end
if Node D receives the first RREQ packet then
set a timer 4t
if t ≤ 4t then
Node D continues receiving RREQ packets
end
if t > 4t then
Node D stops receiving RREQ packets
end
end
Node D compares the received RREQ packets and selects the route Path
which has the minimum number of hops;
for each hop (i, j) ∈ Path do
if class A then
if for energy efficiency then
the best channels are selected by (3.13), the relay node is selected
by (3.18).
end
if for throughput then




if class B then
the channels are selected by (3.17), the relay node is selected by (3.25).
end
end
return RREP packet with Path
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Figure 3.4: The collision scenario for the control packets.
3.5 Analytical Model for SACRP
In this section, we provide an analytical model for our proposed cooperative
routing protocol. We adopt tools from stochastic geometry to develop the analytical
model. In practice, nodes in an ad-hoc network are randomly distributed. Therefore,
for the sake of developing a realistic model, we adopt the PPP for modeling the
location of CR nodes in our network4. We assume that nodes are distributed
according the PPP in an Euclidean plane with intensity λ.
3.5.1 Analysis of the Collision Scenario for Control Packet
Transmission
In this section, we analyse the collision scenario for the transmission of control
packets on the MAC layer. As shown in Fig. 3.4, a collision may happen when
multiple CR nodes transmit control packets over the same channel at the same
time. We need to calculate the probabilities of a series of collisions, including RTS,
CTS, and RES packets collisions.
4Recently, a number of studies have employed the PPP for modeling random ad-hoc networks
[55,81,82]
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Collision of RTS Packets
As the RTS packets are transmitted over all available channels, the collision
may occur on one or more channels when one of the neighbors (interfering nodes)
of the sender start transmission at the same time. The probability of RTS collision,
denoted by PRTS, is given by
PRTS = 1− (1− τ)Na(λpiR
2−1) , (3.28)
where τ denotes the probability that the collision occurs on a single channel, λ is
the CR node density, R is the transmission range of CR nodes, and Na denotes the
number of available channels based on the multi-channel spectrum sensing results
in (3.5). Note that λpiR2 − 1 denotes the number of neigbors of a sender node.
Since Na is a random variable, we need to find its expected value. The




(Pjacc)n (1− Pjacc)NM−n , (3.29)
where Pjacc is given by (3.4) and NM is the total number of channels. Hence, the






(Pjacc)Na (1− Pjacc)NM−Na . (3.30)
Collision of CTS Packets
Since the CTS packet is sent by the receiving node over the CCC, a collision
may occur when the nodes located in the transmission range of the receiving node
start their transmissions at the same time. The probability of CTS collision is given
by
PCTS = 1− (1− τ)λpiR2−1. (3.31)
50







Figure 3.5: The routing model with the source node at the origin and the x-axis
pointing in the direction towards the destination node within a sector φ. ω is the
angle between the x-axis and the path between nodes S and N1.
Collision of RES Packets
Similarly, the collision for the RES packet occurs when the interference nodes
initiate their transmissions during the RES packet transmission process on the CCC.
The probability of RES collision is given by
PRES = 1− (1− τ)λpiR2−1. (3.32)
3.5.2 Analysis of the Routing Protocol
As our model is based on stochastic geometry approach for routing in random
networks, we refer the interested reader to [43] for preliminaries. For analysis, we
only consider Rayleigh fading channel. The fading coefficient of the kth channel from
a CR node x to a CR node y is denoted by F kx,y such that | F kx,y |2 is Exponentially
distributed with mean 1/µ.
In SACRP, the objective is to find the path which has the minimum number
of hops to destination. For each hop of the route, a relay node may be selected
with different requirements. The model of the route selection can be considered as
the farthest neighbor (within the transmission range) routing in the direction of the
destination, as shown in Fig. 3.5.
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Firstly, we determine the average number of hops towards destination. For
this purpose, let DS,D denote the distance between the source and the destination
node. The PDF of the distance to the farthest neighbor from a sender node with
the transmission range R in a sector φ, given that there is at least one neighbor in





eλA − 1 , for 0 ≤ r ≤ R, (3.33)
where A = φR
2
2
is the area of the sector. In a PPP network with density λ, all the










eλA − 1 , (3.34)






dt is the inverse error function. The proof is given in [81].
Further, the angle ωk from the origin to the k
th node follows a Gaussian
distribution with variance V (φ, k) ≈ φ2/12k [82]. Thus, the path efficiency5 of















Next, we determine the average distance between any pair of sender/receiver
nodes and the relay node. For each hop of the route, the relay node may be selected
by the condition (3.18), (3.22) or (3.25). The relay node and the receiver node
must be located in transmission range of the sender node. The pdf of the distance
between the relay node and the receiver node within the transmission range of the
5The path efficiency is the ratio of the Euclidean distance between the end nodes and the actual
distance travelled.
52
3.5 Analytical Model for SACRP


















, for 0 ≤ r ≤ R. (3.37)
Similarly, the PDF of the distance between the sender node and the relay node
is given by (3.37). Hence, the average distance between the relay node and the

















Power and Throughput Model for Class A
In Rayleigh fading channel, the single hop minimum power consumption for a
node x transmitting to a node y, subject to a rate demand, over all the aggregated

















where NA is the number of aggregated channels, R
k
d is the rate demand of the k
th
aggregated channel, and Lx,y is the path loss which can be calculated using (3.34)
or (3.38) for the direct or relay transmission scenario respectively, with the selected




d ≥ Rd which means the total capacity of all
aggregated channels must be larger than or equal to the rate demand.
The derivation of (3.39) is given in Appendix A.


















3.5 Analytical Model for SACRP
where Pak is the maximum allowed transmit power of the kth channel.
The derivation of (3.40) can be obtained in a similar way as described in Appendix
A.
In order to evaluate the probability of transmitting data over the cooperative
link, ρ, we need to evaluate the probability of a successful transmission, which is
given by













where γ is the threshold SNR for successful data transmission. Therefore, we have
Px,y =
µγδ2Lx,y
− ln pss . (3.42)











where W kx,y is obtained from (3.11).
As the power consumption and capacity are calculated according to Shannon’s
Theorem, the node which provides the maximum capacity must provide the
minimum transmit power. According to (3.22) and (3.43), the probability of
transmitting data over the cooperative link, ρA, for Class A is given by (3.44).
Using (3.19) and (3.44), the transmit power of link (x, y) by involving a relay
node r is given by (3.45).
Subsequently, the end-to-end power consumption from the source node to the
destination node is given by
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where N is given by (3.36).
Next, using (3.23), the end-to-end throughput from the source node to the
destination node is given by (3.47), where Cx,y is the capacity of link (x, y) which is
given by (3.40), and Cx,r,y is the capacity of the cooperative link which is equal to
min [Cx,r, Cr,y] according to (3.21).
Θ =
(









Delay Model for Class B
We use ETX as a default metric for relay node selection in Class B. Recall that
ETX is defined as E = 1/pss, where pss is given by (3.41). Therefore, the ETX
between node x and node y can be expressed as
Ex,y = exp [αLx,y] , (3.48)
where α = µγδ2/Px,y. According to the condition (3.25), the probability of
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Proof The proof of (3.49) is given in Appendix B.
Considering the collisions for control packets, the single hop delay without
















where Pjacc is given by (3.4) such that j ∈ F , Ndata is the number of data packets,
Ldata is the data packet size, T is the transmission time, Rd is the rate demand,
and Tb is the average back-off time for control packets until successful transmission
which is given by (3.51),
Tb = Tslot× 1
(1− PRTS)(1− PCTS)(1− PRES)
[






where Tslot is the back-off slot duration, and λpiR2−1 denotes the number of neigbors
of a sender node.
Proof The proof of (3.50) and (3.51) is given in Appendix C.
Using (3.26) and (3.27), the end-to-end delay from the source node to the
destination node is given by
(3.52)ΦS,D = N ((1− ρ) Ex,yΦx,y + ρ (Ex,rΦx,r + Er,yΦr,y)) ,
where N is given by (3.36), ρB is given by (3.49), and Φ is given by (3.50).
3.6 Performance Evaluation
In this section, we analyse the performance of our proposed cooperative routing
protocol. For the sake of validating the analytical results, we also perform a
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Figure 3.6: Simulated network topology. The stars and dotted circles represent the
location and coverage area of PU transmitters, respectively. The dots represent the
location of CR users.
simulation study. We implement SACRP in MATLAB with the network topology
as shown in Fig. 3.6. Other simulation parameters are given in Table 3.2. A square
region of side 1200m is assumed with 9 PU transmitters. Each PU transmitter has 5
channels. Similar to the analytical model, we assume that the CR users are Poisson
distributed in the whole region with a density λ = 200 nodes/km. The parameters
characterizing the ON and OFF times of PU transmitters are randomly set in the
interval [0, 1]. We consider a frequency selective Rayleigh fading channel between
any two nodes, where the channel gain accounts for Rayleigh fading and path loss.
Firstly, we validate the analytical results. Fig. 3.7 shows the end-to-end
power consumption against the network density. As shown, the transmission power
decreases when the network density increases. This is because the probability of
finding a relay node increases with the network density. Moreover, the end-to-end
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Table 3.2: Simulation Parameters for SACRP.
Parameter Value
Range of Frequency Bands 3 bands each in 900 MHz,
1800 MHz and 2100 MHz
Detection probability threshold (P′d) 0.9
Probability of false alarm (Pf ) 0.1
Channel bandwidth 2 MHz
Maximum Interference Ratio (IRmax) 0.25
Spectrum sensing duration (Ts) 20 ms
Back-off slot duration(Tslot) 20 µs
Transmission time of a data packet (T ) 60 ms
Maximum transmit power (Pmax) 30 dBm
Maximum allowed transmit power (Pa) 20 dBm
PU transmission range (RPU) 200 m
CR node transmission range (RCR) 150 m
Antenna height 15 m
Transmission rate demand (Rd) 512 kbps
Number of data packets (Ndata) 100
Data Packet size (Ldata) 1000 bytes
Path loss model Okumura model [84]
applicable for 150-3000 MHz
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Analytical (2100MHz, NA=3, Pb=0.3)
Simulation (2100MHz, NA=3, Pb=0.3)
Analytical (2100MHz, NA=3, Pb=0.7)
Simulation (2100MHz NA=3, Pb=0.7)
Analytical (1800MHz NA=3, Pb=0.3)
Simulation (1800MHz, NA=3, Pb=0.3)
Analytical (2100MHz, NA=4, Pb=0.7)
Simulation (2100MHz, NA=4, Pb=0.7)
Figure 3.7: End-to-end power consumption against network density in SACRP,
which can be obtained by (3.36). NA is the number of aggregated channels, and Pb
is the PU activity.
power consumption in high frequency band is larger than that of the low frequency
band, as the high frequency band suffers more path loss. In addition, for a given
probability of PU being active, Pb, the power consumption is reduced when the
number of aggregated channels increases due to the infamous bandwidth-power
inverse relationship. The power consumption increases as Pb increases due to the
fact that a higher PU activity will reduce the potentially available bandwidth. Note
that the simulation results closely follow the analytical results and hence validate
the analytical modeling.
The analytical and simulation results for the end-to-end throughput are given in
Fig. 3.8. It is noted that the throughput initially increases and then decreases with
the network density. This is because the probability of finding a relay node, which
provides higher capacity, increases with the network density. On the other hand, the
probability of control packet collision also increases with the network density; as a
result of which the throughput degrades. Besides, the low frequency band provides
higher throughput than the high frequency band due to the fact that the latter
suffers more path loss. As expected, for a given Pb, the end-to-end throughput
increases with the number of aggregated channels. Furthermore, the end-to-end
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Ana (1800MHz, NA=4, Pb=0.3)
Sim (1800MHz, 16QAM, NA=4, Pb=0.3)
Ana (1800MHz, NA=5, Pb=0.3)
Sim (1800MHz, 16QAM, NA=5, Pb=0.3)
Ana  (1800MHz, NA=4, Pb=0.7)
Sim (1800MHz, 16QAM, NA=4, Pb=0.7)
Ana (900MHz, NA=4, Pb=0.3)
Sim (900MHz, BPSK, NA=4, Pb=0.3)
Sim (900MHz, 16QAM, NA=4, Pb=0.3)
Figure 3.8: End-to-End throughput against network density in SACRP, which can
be obtained by (3.47). NA is the number of aggregated channels, and Pb is the PU
activity.
throughput decreases with higher PU activity. We also note that increasing the
order of modulation in simulations achieves higher throughput, which is intuitive.
Moreover, higher order modulation performs close to the analytical results.
Fig. 3.9 depicts the end-to-end delay against the network density. We vary the
ETX of the cooperative link and note that the relay node provides lower end-to-end
delay in good channel conditions (i.e., low ETX). Moreover, the end-to-end delay
initially decreases and then increases as the network density increases. This is
because the probability of finding a relay node, providing lower ETX, increases
with the network density. However, the probability of control packet collision also
increases with the network density, which increases the number of re-transmissions.
In addition, the end-to-end delay increases with higher PU activity as the effective
transmission time for a CR node is reduced. As before, the simulation results closely
follow the analytical results and hence validate the analytical modeling.
The analytical and simulation results for the cumulative probability of collision
(for all types of control packets) against the number of source-destination pairs are
shown in Fig. 3.10. It can be seen that the probability of collision increases with the
the number of source-destination pairs. For a given network density, the probability
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Figure 3.9: End-to-End delay against network density in SACRP, which can be
obtained by (3.52). Pb is the PU activity.
of collision increases with higher PU activity. This is due to the reduction in effective
resources (shared by all CR nodes) for the transmission of CR nodes. Besides, for a
given Pb, a higher network density will result in higher probability of collision. As
before, the simulation results closely follow the analytical results and hence validate
the analytical modeling.
After validating the analytical results with simulations, we conduct a
simulation-based performance evaluation and a performance comparison of the
proposed routing protocol.
Firstly, we evaluate the performance of transmit power consumption in our
proposed Class A protocol. Fig. 3.11 depicts the transmit power as a function
of the rate demand between the source and the destination. As the rate demand
increases, the power consumption also increases. As shown, our proposed Class A
can reduce the transmit power significantly. The transmit power is further reduced
as more channels are aggregated. However, as the number of aggregated channels
increases, the transmit power gain is decreased. As shown in Fig. 3.11, the maximum
gain is achieved with two aggregated channels. This is because the CR node has to
overcome more attenuation (path loss and fading) of the aggregated channels when
the number of aggregated channels increases.
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Simulation, Pb=0.3, λ=80 nodes/km
Pb=0.5, λ=80 nodes/km
Simulation, Pb=0.5, λ=80 nodes/km
Pb=0.7, λ=80 nodes/km
Simulation, Pb=0.7, λ=80 nodes/km
Pb=0.7, λ=100 nodes/km
Simulation, Pb=0.7, λ=100 nodes/km
Figure 3.10: The probability of collision against the number of source and destination
pairs. The collision models are given in subsection 3.5.1. λ is the network density,
Pb is the PU activity.





















































Figure 3.12: Average capacity performance against the maximum allowed transmit
power of each channel (Pa) in SACRP Class A.
The average capacity performance against the maximum allowed transmit
power of each channel (Pa) is shown in Fig. 3.12. In this case, we assume that the
Pa of each channel is fixed and increases from 20 dBm to 30 dBm. The maximum
power constraint Pmax of each CR node is set as 30 dBm. With the increase in Pa,
the capacity performance increases. The capacity performance reaches a saturation
point as soon as the total transmission power reaches the constraint Pmax.
Next, we compare our proposed SACRP with other protocols with spectrum
aggregation in the same simulation configurations. We assume that the MSA
spectrum aggregation algorithm [65] is combined with non-cooperative Routing
Protocol: CRP-Class I [38] and cooperative routing protocol: COOP [44],
respectively.
Fig. 3.13 presents the transmit power performance as a function of the distance
between the source and the destination. We observe that the transmit power grows
with the distance. Our proposed Class A costs the minimum transmit power
compared with other three protocols. Both Class A and Class B have better
performance than other protocols. This is because Class A always aggregates the
channels which can provide the minimum transmit power. For different channel
quality, it is able to adjust the transmit power in order to reduce the overall power
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Figure 3.13: Transmit power consumption against the distance between the source
and destination.
consumption. Moreover, Class B aggregates channels that provide more effective
transmission time, which increases the potential capacity and therefore reduces the
transmit power.
From Fig. 3.14, it can be seen that the Class A protocol achieves the maximum
throughput performance. In this case, Class A aggregates the spectrum channels
which have the maximum capacity and adjusts the transmit power under the power
constraints to achieve high throughput. However, MSA algorithm only aggregates
the channels which satisfy the bandwidth requirements. It does not consider the
channel quality and power control. Notice that, the throughput performance of
Class B is better than that of the MSA with CRP-Class I. This is due to higher
effective transmission time and cooperative link selection with better ETX.
Last, but not least, we also evaluate the delay performance of our proposed
protocol. In Fig. 3.15, we consider the hop count performance. It is clear that our
proposed SACRP incurs less hop count than COOP, but has a larger hop count
compared to CRP-Class I. This is because SACRP selects the route which has the
minimum hop count; however, the cooperative link will increase the number of hops.
As shown in Fig. 3.16, SACRP Class B results in the minimum end-to-end delay.
Even though it’s hop count is larger than CRP-Class I, more effective transmit
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Figure 3.14: Throughput against the distance between the source and destination.



















Figure 3.15: Hop count against the distance between the source and destination.
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Figure 3.16: The end-to-end delay against the distance between the source and
destination.
time provided by direct link and less number of retransmissions provided by the
cooperative link are able to reduce the end-to-end delay significantly. We note that
MSA with COOP shows the worst performance as it cannot guarantee the effective
transmit time for aggregated spectrum bands. In addition, COOP generates larger
number of hops than SACRP.
3.7 Summary and Conclusion
In this chapter, we have proposed SACRP, which is a spectrum
aggregation-based cooperative routing protocol for CRAHNs. SACRP considers
two classes of cooperative routing protocols: Class A for power minimization or
throughput maximization, and Class B for reducing the end-to-end delay. A
stochastic geometry approach has been used to develop the analytical model for the
proposed protocol. Performance evaluation demonstrate that Class A aggregates
multiple channels and selects suitable relay nodes, and therefore achieves higher
power efficiency and throughput. Class B reduces the number of re-transmissions
by selecting the relay nodes with better channel conditions, and therefore reduces the
end-to-end delay. We have also conducted a performance comparison of SACRP with
67
3.7 Summary and Conclusion
other relevant protocols in literature. Results shows that SACRP Class A reduces
the transmit power by up to 70% compared to MSA in cooperative as well well
as non-cooperative scenarios. Apart from this it enhances the overall throughput
by up to 50% and 20% compared to MSA in non-cooperative and cooperative
scenarios, respectively. Besides, SACRP Class B reduces the end-to-end delay by
up to 38% and 55% compared to MSA in non-cooperative and cooperative scenarios
respectively.
As we mentioned previously, Energy efficiency and delay requirements are two
important factors to evaluate the performance of CR networks, especially for MAC or
routing protocols design. In CRAHNs, the proposed SACRP has demonstrated the
outstanding performance in energy efficiency and end-to-end delay. However, as the
CR technique has been used in different types of wireless networks, the question still
remains: What about the energy and delay performance in other types of CR based
networks and how to design a MAC or routing protocol to achieve such objective
in other types of CR based networks. In order to further analyse the performance
and provide solutions for CR based networks, we move the sight line into another
famous area: Smart grid. Section 2.2 has provided a brief overview of smart grid.
From there we know that two different types of wireless networks are widely applied
in smart grid communications as AMI networks and WSNs. Therefore, it would be
an interest to investigate the objective in CR enabled WSNs and AMI networks.
Thus, the next two chapters will specially focus on the performance analysis
of CR technology operating in two different types of networks: CSNs and CR-AMI
networks with emphasis on the energy efficiency, end-to-end delay and reliability.
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Chapter 4
Receiver-based MAC Protocol for
Cognitive Radio Enabled Sensor
Networks
4.1 Introduction
Recently, WSNs [85] are gaining a lot of attention for electric power network
[86], [87]. Reliable, efficient, and low cost operation and management of smart grid
can be accomplished with the installation of wireless sensor nodes in different parts
of grid such as distributed power plants, transmission towers and lines, substations,
commercial/residential buildings, etc. Information gathered from these sensors is not
only used for real time fault detection but also for supporting different applications
such as automated demand response, distributed automation, smart metering, etc.
The application of wireless multimedia sensor networks (using acoustic and video
sensors) can further enhance the reliability, safety, and security of smart grid [88].
However, wireless links in smart grid are exposed to spatio-temporally varying
spectrum characteristics, which arise due to electromagnetic interference, equipment
noise, dynamic topology changes, and fading [86]. Therefore, the success of smart
grid operation depends on the communication capabilities of sensor nodes in harsh
environmental conditions that brings out great challenges for energy efficiency and
reliability in WSNs.
On the other hand, there are several motivations for using cognitive radio (CR)
technology for smart grid communications [89]. Recently, a number of studies (e.g.,
see [90–94]) have been presented on different smart grid related platforms regarding
the application of CR for smart grid communication. More importantly, the use
of CR equipped wireless sensor networks (or CSNs) has been proposed to address
the unique challenges of WSNs in smart grid environments [95]. With dynamic
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spectrum access capabilities, CSNs can overcome the spatio-temporally varying link
conditions. CSNs can access both licensed and unlicensed spectrum bands. This
is particularly important as the envisioned multitude of connected sensor nodes in
smart grid operating in unlicensed bands will result in significant interference issues.
Apart from this, higher bandwidth requirements of wireless multimedia sensor
networks can be fulfilled. A critical issue in smart grid is the huge variability in
sensor node locations. Thus, wireless propagation cannot be guaranteed, especially if
operating in the industrial, scientific and medical (ISM) band (worldwide unlicensed
band of 2.4 – 2.485 GHz). CSNs can effectively overcome this limitation through
dynamic spectrum access of better propagation bands (e.g., TV white spaces [61]).
Last, but not the least, CSNs can adapt to varying channel conditions that improves
the transmission efficiency, as a result of which power consumption in transmission
and reception modes is minimized [96].
Unlike WSNs, CSNs for smart grid is still a relatively unexplored area.
Successful operation of CSNs in smart grid requires enhancements and optimizations
at different layers of the protocol stack, especially at the Media access control (MAC)
layer. A novel MAC protocol is required that provides low overhead spectrum access,
jointly considers spectrum sensing and duty cycling for balancing the trade-off
between spectral efficiency and energy efficiency, and provides reliable operation
in challenging smart grid wireless environments.
Against this background, our objective in this chapter is to design a MAC
protocol for CSNs in smart grid. In this regard, we propose a Cognitive
receiver-based MAC (CRB-MAC) protocol for CSNs. CRB-MAC is designed with
special emphasis on energy efficiency and reliability requirements of CSNs operating
in smart grid environments. In order to achieve high energy efficiency, CRB-MAC
employs preamble sampling [15] approach to tackle idle listening and support
sleep/wakeup modes without synchronization overheads. CRB-MAC exploits the
broadcast nature of wireless medium and adopts an opportunistic forwarding
approach with multiple receivers as discussed later in detail. This approach improves
the reliability of the network along with reducing the number of retransmissions.
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The rest of the chapter is organized as follows. Section 4.2 describes the
framework for CRB-MAC including the system model and the protocol description.
In Section 4.3, analytical models for different performance metrics are discussed.




A key aspect of CRB-MAC is preamble sampling for achieving high energy
efficiency. In preamble sampling approach (also known as asynchronous low power
listening), each node selects its sleep/wakeup schedules independently of other nodes.
The nodes spend most of their time in sleep mode and wake up for a short duration
called clear channel assessment (CCA) every checking interval (CI) to check whether
there is an ongoing transmission on the channel. To avoid deafness, the sender node
transmits a long preamble with the same length as CI, followed by the data packet,
to ensure that all receivers detect the preamble and obtain the data frame. By
tuning CI and CCA, average duty-cycles of below 1% can be achieved without any
need for scheduling or synchronization [100].
CRB-MAC is inherently receiver-based in nature. Unlike sender-based1 MAC
protocol, in receiver-based MAC protocol, a sender node transmits its data without
defining a particular node as a receiver. All the neighboring nodes within
communication range of the sender node receive the data packet. Based on the
information received from the preamble, each individual node decides if it is eligible
to participate in forwarding the data. Receivers compete in an elective process and
the winner forwards the data to the next hop towards gateway/sink.
A key aspect of any CR environment is spectrum sensing. Nodes periodically
monitor the current channel for primary user (PU) activity before using it for
1In sender-based MAC (such as 1-hopMAC [97] protocol), a node that has data to send, selects




transmission. During this interval (sensing time), nodes are not involved in
forwarding data packets the network performance is degraded (e.g., in terms of
end-to-end throughput, latency, and packet loss ratio). CRB-MAC utilizes a
mechanism to improve overall network performance under spectrum sensing state
of different nodes. Further, in CRB-MAC, nodes employ optimal transmission time
subject to an interference constraint, in order to ensure protection to PUs.
Table 4.1: Frequently used Notations for CRB-MAC.
Notation Description
Pd Probability of detection
Pf Probability of false alarm
p Bit error probability
m Size of micro-frame (in bits)
d Size of data frame (in bits)
rm No. of micro-frames in preamble
N No. of receivers
Ts Spectrum sensing duration
TCI Checking interval
Tpr Preamble duration
χ No. of retransmissions
χss No. of spectrum sensing events
4.2.2 System Model
We consider an ad-hoc network of stationary sensor nodes that are CR enabled.
It is important to mention here that the resource constrained nature of sensor nodes
creates various challenges at the Physical (PHY) layer of CSNs. Some of the key
challenges include low cost Software Defined Radio (SDR) based transceivers for
energy efficient reconfigurability operations, lightweight spectrum sensing algorithms
with high detection probability, and low cost dynamic spectrum access solutions that
require minimum control overhead. However, the design of PHY layer is beyond the
scope of this chapter. We assume that each node is equipped with a single radio
transceiver that can be tuned to any channel in the licensed spectrum.
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We consider J stationary PU transmitters (and hence J available channels) with
known locations and maximum coverage ranges. The PU (transmitter) activity
model for the jth channel is given by a two state independent and identically
distributed (i.i.d.) random process such that the duration of busy and idle periods
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, and Sji the state that the j
th channel is idle with probability




b = 1. We assume that a node employs energy detection
2
technique [77] for primary signal detection wherein it compares the received energy





b if E ≥ σ
Sji if E < σ
. (4.1)
The two principle metrics in spectrum sensing are the detection probability (Pd),
and the false alarm probability (Pf ). A higher detection probability ensures better
protection to incumbents, whereas a lower false alarm probability ensures efficient
utilization of the channel. As per [78], false alarm and detection probabilities for
the jth channel can be expressed as follows.
P jf = Pr
{













P jd = Pr
{









σ − 2nj (γj + 1)√
4nj (2γj + 1)
)
, (4.3)
where Erfc(·) is the complementary error function, and γj and nj denote the SNR of



























































The MAC frame structure in a CR network consists of a sensing slot (Ts)
and a transmission slot (T ). In periodic spectrum sensing scenarios, there is a
possibility of causing harmful interference to PUs due to imperfect spectrum sensing
in realistic conditions. This interference is quantified in terms of Interference Ratio
(IR), defined as the expected fraction of ON duration of PU transmission interrupted













P jf − P jd
)
, (4.4)
where µ = max(µjON , µ
j
OFF ). We assume that the nodes in our network employ
optimal transmission time that maximizes the throughput of the secondary network
subject to an interference constraint i.e., IRj ≤ IRjmax, where IRjmax denotes the
maximum tolerable interference ratio on the jth channel. This transmission time for





















d is the detection probability threshold, defined as the detection probability
at SNR level as low as γmin, where γmin is specified by the regulator.
Fig. 4.1 illustrates the CRB-MAC protocol operation along with the timeline
for different nodes. As shown in the figure, a node S wants to send data to
the sink/gateway node by forwarding towards its first hop neighbors (within the
transmission range). Firstly, it performs spectrum sensing (with duration given
by Ts) to detect any PU activity. If the channel is detected as busy with PU
transmission, the sender node goes to sleep mode. The sensing operation is repeated
after a duration of checking interval (TCI). If the PU is detected to be absent,
the node starts transmitting the preamble followed by the data. The preamble
consists of multiple micro-frames (each of duration Tm) and contains identification
information for neighboring nodes to distinguish between PU transmission or sensor
2Energy detection is particularly attractive for CSNs owing to its simplicity, low signal
processing overhead, and minimal computational power requirements.
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node transmission. All the nodes within the transmission range of S detect and
sample few micro-frames of the preamble to extract necessary information (e.g.,
sequence number of the data). As shown in Fig. 4.1, only three neigboring nodes of
S (i.e., nodes A, B, and C) are eligible to forward the data towards the sink node.
They all wake up and receive the data transmitted by node S. If the received data
packet is detected to be erroneous, it is simply discarded. The nodes receiving the
data packet do not send any Acknowledgement (ACK) message. However, they set
a timer (∆t) before forwarding the data to the next hop. The timer is set relative
to a node’s distance3 from the sink. The node with the shortest timer (closest
to the sink) is most likely to forward the data towards the sink. Right after the
expiry of the timer, each neighboring node performs the sensing operation. If the
channel is occupied by the PU, the node goes back to sleep mode for a duration
of TCI . However, if a sensor node transmission is detected, each node compares
the sequence number of the transmitted data with its own. If the sequence numbers
match, it means that the same data is being transmitted by another node. Therefore,
it discards the data packet. Otherwise, a free channel indicates that this node is
the winner and can start transmitting the preamble (e.g., in Fig. 4.1, node A is the
winner). The sender node S retransmits the data if none of the participating nodes
in the contention window is successful to forward the data packet. The sender
node can realize this by performing the sensing operation just before ending the
contention window (passive ACK). The duration of contention window, TCW , is set
according to the transmission radius of sender nodes. In case of multiple hops, the
same operation continues until the data is received by the sink.
CRB-MAC uses a technique for mitigating the performance degradation due to
spectrum sensing. The key aspect of this technique is to improve the performance
by reducing the spectrum sensing time. Reduction of sensing time is possible
when a node is situated in region of low PU activity, and hence the number of
channel changes that occur over time is small [99]. Initially the sensing time is
3The distance is determined by the network layer. For example in case of Routing Protocol
for Low Power and Lossy Netwoks(RPL) [98] protocol, each node is assigned a rank, based on an
objective function, that determines a node’s virtual position with respect to the sink node.
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set to maximum value i.e., Ts = T
max
s for a fixed missed detection probability
(P jm = 1 − P jd ). The sensing time is decreased over time (by tracking the PU
activity and establishing the fact that the node is located in region of low PU
activity) according to the following relation: T news = Ts − ϕ ·∆s , where ∆s is the
step size, given by ∆s = 0.5 × Ts and ϕ is a constant which is obtained from the
gradient of sensing time versus the missed detection probability curve (see [99] for
more details). When successive missed detection events occur, the node increases
the sensing time with similar step size.
In general smart grid traffic comprises of two types: low priority monitoring
data (that can be considered as best-effort) and high priority delay sensitive alarms
that have an associated deadline. In order to successfully handle delay sensitive
traffic, we propose an enhancement to CRB-MAC with a deadline aware forwarding
process (and hence termed as deadline-aware CRB-MAC) wherein the node that
provides the highest delay budget margin forwards the packet. We assume that the
time before the deadline expires can be uniformly shared among the nodes in the




· [Θ(P )− tc] , (4.6)
where Θ(P ) is the deadline associated with the packet P , tc is the current time, and
h(k) is the hop distance between the kth node and the sink node. We assume that
the node is aware of the hop count to sink node through network layer information
exchange. When a packet is at node k, the delay before the packet is correctly
transmitted to the next hop depends on: (a) the average delay until a vacant channel
is found (d1) and (b) the average delay until the next hop correctly receives the
packet (d2). While d1 depends on PU activity and can be estimated using (4.16),
d2 is characterized by the MAC layer and can be estimated using link metrics such
as ETX (Expected Transmission Count4) [80].
In order to guarantee that the packet is forwarded to the sink node before the
4The ETX of a link between nodes k and l is given by ETXkl = 1/pkl, where pkl is the probability
of node l receiving a transmission from node k.
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deadline, it is important to give priority to the forwarding node that provides the
highest margin for delay budget (D(P ) ≥ d1 + d2). Therefore, in deadline-aware
CRB-MAC, the key difference is that the timer (∆t) is set according to the delay
budget i.e., a node which provides a higher delay budget sets a lower timer and vice
versa). The deadline information is embedded in the preamble transmission and
therefore, available to the neighboring nodes during the checking interval. If the
deadline has elapsed after the expiry of timer (∆t) and finding a vacant channel,
the receiving node drops the packet.
4.3 Analytical Modeling
4.3.1 Probability of Channel Switching
We are interested in probability of switching transmission to the cognitive
channel. The CR users can only use the licensed channel in the absence of PU
activity. However, under realistic conditions, there can be an element of inaccuracy
in spectrum sensing. Let P jsw denote the probability of switching transmission to
the jth cognitive channel which can be evaluated considering the following cases:
(i) when Sjb and the node misses to detect it; (ii) when S
j
i and no false alarm is
generated. Hence P jsw is given by











It can be easily verified that under perfect spectrum sensing conditions i.e., P jd =
100% and P jf = 0%, (4.7) reduces to P
j
i , which is intuitive.
4.3.2 Energy Consumption and Retransmission Model
In CRB-MAC, failure probability of a single transmission on the jth channel
depends on the corruption in preamble or data frame and is given by




1− (1− p)m+d] , (4.8)
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where m and d respectively denote the size of micro-frame and data frame in bits,
p denotes the bit error probability, and P jsw is given by (4.7).
Let, rm denote the number of micro-frames in the preamble, given by rm =
dTpr
Tm
e, where Tpr denotes the preamble duration and Tm is the transmission time for
one micro-frame. On the transmitter side, the expressions for energy drained in a
single successful and failed transmission on the jth channel are given by
E T jsucc = E jss + P jsw
{
(1− p)mrmTm + (1− p)dTd
}Pt, (4.9)




1− (1− p)d)Td}Pt, (4.10)
where Pt denotes the power drained in the transmit mode, Td is the duration of
data frame, and E jss denotes the energy drained during spectrum sensing, given by
E jss = (τ + Ts)Ps such that Ps represents the power required for spectrum sensing
operation, and τ is the transition time from sleep mode to active mode.
On the receiver side, the nodes detect the preamble transmission during
spectrum sensing if the PU is not active. Hence, the expressions for energy drained
in a single successful and failed transmission on the jth channel are given by
(4.11)E Rjsucc = E jss + P jsw
{
(1− p)m(τ + Ts) + (1− p)d(τ + Td
}Pr,
(4.12)E Rjfail = E jss + P jsw
{
(τ + Ts) +
(
1− (1− p)d) (τ + Td)}Pr,
where Pr denotes the power drained in the receive mode. However, in CRB-MAC
there are N eligible receivers that can forward the data packet. Therefore, the
energy consumed in a single successful transmission in all possible cases where i
nodes (i ≤ N) successfully receive the packet without error is given by




















a · Pa =
Z∑
a=0
a · (P jfail)Na(1− (P jfail)N)
=
(P jfail)




to receive the packet without error is given by:
E RjN fail = N · E Rjfail. (4.14)
In case of a failed transmission, the sender node will retransmit the data. Hence,
it is important to have a retransmission model for CRB-MAC. Let Pa denote the
probability that a sender node will successfully transmit the packet after a failures.
In CRB-MAC the sender node will stop retransmitting if atleast one of the receivers
successfully receives the data. Thus, Pa is given by Pa = (P
j
fail)
Na(1 − (P jfail)N).
Let nt be the random variable that represents the total number of transmissions
until a success transmission. Since Pa is the Probability Mass Function (PMF) of
nt, the average number of retransmissions until success can be calculated as given
by (4.15), where Z represents the maximum number of retransmissions.
In CR environments, the retransmissions also depend on channel availability.
Hence, it is important to find the expected number of spectrum sensing events to
find a vacant channel. Let χjss denote the expected number of sensing events for








Using the retransmission model, the total energy consumption for CRB-MAC
(over the jth channel) over a single hop is given by
(4.17)E jCRB total = χ(E T jfail + E RjN fail) + E T jsucc + E RjN succ + χjssE jss.
For a multi-hop scenario, the total energy consumption over H hops is given
by
∑H




Using the retransmission model described in the previous section, the single
hop delay for CRB-MAC over the jth channel is given by
DjCRB = χ · (Tpr + Td + TCW ) + χjss · Ts + TCI · (χjss − 1). (4.18)
For a multi-hop scenario, the end-to-end delay over H hops is given by∑H
h=1DjCRB.
4.3.4 Reliability
In literature, Packet Delivery Ratio (PDR) is the most commonly used metric to
quantify how reliably a protocol can deliver packets to the destination. The PDR is
defined as the ratio of number of packets received to the total number of packets sent,
and captures the fraction of packets actually delivered to the destination. However,
the PDR is generally used in the context of routing protocols and hence implicitly
evaluates the performance of underlying MAC protocol.
Analytically, the reliability for CRB-MAC (with N receivers) over the jth






The multi-hop reliability for CRB-MAC over H hops is given by
[RjCRB]H ,
which is essentially similar to PDR.
4.4 Performance Evaluation
In this section, we evaluate the single hop and multi-hop performance of
CRB-MAC. We perform a MATLAB based simulation (with parameters given in
Table 3.1) to validate the analytical models. A square region of side 200 meters is
considered that is occupied by 4 PU transmitters. The secondary users are assumed
to be Poisson distributed in the whole region with a mean density as shown in Fig.
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Figure 4.2: Sample simulated topology with Poisson distributed nodes (density = 0.4
nodes per unit area). Node ranks are also displayed. The filled squares and dotted
circles represent the location and coverage area of PU transmitters respectively.
4.2. Without loss of generality, we assume that RPL [98] is operating at the Network
layer5. Each node is assigned a rank (in RPL terminology, the rank represents a
node’s virtual position in the network with respect to the sink/gateway node (node
0 in our case)). For simplicity, we assume that the node’s rank is dependent on
its Euclidean distance from the sink node (i.e., the objective function is Euclidean
distance in our case). The transmission radius of each node is set to 30 meters.
Moreover, we assume that each node is equipped with Texas Instruments CC2500
Radio Transceiver whose parameters are also given in Table 4.2.
For comparison, we also implement a sender-based MAC protocol (1-hopMAC
[97]) in CR environments. The analytical expressions for Cognitive Sender-Based
MAC (CSB-MAC) protocol are given in Appendix D.
Fig. 4.3 evaluates the single hop performance of CRB-MAC (based on analytical
models) for energy consumption (Fig. 4.3a), delay (Fig. 4.3b), and reliability (Fig.
4.3c) against the bit error rate (BER). Firstly, we discuss the energy performance. In
5The RPL protocol needs to be adapted for cognitive radio environments. This has been
addressed in authors’ previous work in [53].
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Table 4.2: Simulation Configuration Parameters for CRB-MAC.
Parameter Value
Detection probability threshold (P
′
d) 0.9
Probability of false alarm (Pf ) 0.1
Channel bandwidth 200 KHz
PU received SNR (γ) −15 dB
Busy state parameter of PU (µON) 2
Idle state parameter of PU (µOFF ) 3
Maximum Interference Ratio (IRmax) 0.25
Spectrum sensing duration (Ts) 20 ms
CC2500 RF Transceiver Parameters
Power drained in transmit mode (Pt) 66.16 mW
Power drained in receive mode (Pr) 70.69 mW
Power drained in spectrum sensing (Ps) 65.83 mW
Checking interval (TCI) 144 ms
Preamble length (Tpr) 144 ms
Transmission time of a data packet (Td) 4 ms
Transmission time of one micro-frame (Tm) 40 µs
Transition time from sleep mode to active mode (τ) 88.4 µs
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CRB−MAC, N=3, high PU activity
CSB−MAC
(b)





















Figure 4.3: Single hop performance of CRB-MAC, (a) energy consumption, (b)
delay, (c) reliability; N represents the number of receivers. Where the energy
consumption, delay and reliability can be obtained by (4.17), (4.18) and (4.19),
respectively. 84
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Figure 4.4: Multi-hop performance of CRB-MAC, (a) energy consumption, (b) delay,
(c) reliability; N = no. of receivers, p = bit error probability. Where the energy




channels with rather low BER, CRB-MAC outperforms the CSB-MAC in terms of
energy consumption. This is because, the number of retransmissions in CRB-MAC is
less than CSB-MAC owing to multiple receivers involved in the forwarding process.
That is why CRB-MAC is more resilient to variations in channel quality than
CSB-MAC. In very poor channel conditions, CRB-MAC consumes more energy
than CSB-MAC and the energy consumption increases with the number of receivers.
The energy consumption reaches a saturation point when the maximum number of
retransmissions (7 in our case) is reached. Therefore, the high energy consumption
of CRB-MAC in poor channel conditions is primarily due to more receivers involved
in the forwarding process. Hence, more energy is spent in reception process that
increases the overall energy consumption. From Fig. 4.3a, it is also noted that
CSB-MAC reaches the saturation point quickly as soon as the BER starts to
degrade. However, CRB-MAC shows more resiliency and stays operational, even
when CSB-MAC has failed. Next, we discuss the delay performance. Since delay is
dependent on the number of retransmissions, CRB-MAC outperforms CSB-MAC in
terms of delay performance owing to fewer retransmissions. The delay reduces as the
number of receivers increase because of higher probability of successful transmission.
Moreover, the delay performance reaches a saturation point as the maximum number
of retransmissions is reached. Note that a high PU activity (P jb = 0.7 in this case),
with same number of receivers, further increases the delay due to more spectrum
sensing events to find a vacant channel. Last, but not the least, we discuss the
reliability performance. As expected, CSB-MAC (which relies on only one receiver)
provides the lowest reliability. Whereas, CRB-MAC not only shows resiliency to
channel quality variations but also provides much higher levels of reliability due to
more receivers involved in the forwarding process. Note that the energy, delay, and
reliability performance has a trade-off depending on the size of the preamble [100].
Next, we evaluate the multi-hop performance of CRB-MAC in both good (low
BER with p = 0.025) and poor channel (high BER with p = 0.25) conditions.
Figure 4.4a, 4.4b, and 4.4c respectively evaluate the multi-hop energy consumption,
delay, and reliability of CRB-MAC. Simulation results for CRB-MAC are also
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given. In simulations, we generate 10, 000 packets from different nodes and
average the results for different performance metrics. Firstly, we discuss the energy
performance. We note that the energy consumption increases with the number of
hops, with CRB-MAC outperforming CSB-MAC in low BER conditions. In high
BER conditions, the energy consumption of CRB-MAC increases due to higher
energy consumption in the reception process as mentioned earlier. The simulation
results follow the analytical results and hence validate the analytical modelling.
Slight difference from analytical results is due to the fact that in simulations, nodes
are randomly distributed and therefore, the number of receivers at each hop is not
fixed (some nodes have fewer neighbors than others within the transmission range).
Next, we see the delay performance. We note that CRB-MAC (with N = 6, and
N = 3) outperforms CSB-MAC in terms of end-to-end delay (in both high and
low BER scenarios) due to fewer retransmissions. Lastly, we discuss the reliability
performance. We note that CRB-MAC provides better PDR (obtained through
simulations) compared to CSB-MAC under both good and poor channel conditions.
Moreover, the multi-hop reliability obtained analytically (using (4.19)) is very close
to the PDR which is obtained through simulations. We also note that a higher PDR
is achieved by incorporating the performance enhancement technique for mitigating
the degradation due to periodic spectrum sensing. The improvement in PDR results
due to the reduction of sensing time by tracking the PU activity in the form of a
moving window. Hence fewer packets are dropped due to periodic spectrum sensing
state of different nodes.
Lastly, we see the performance of deadline-aware CRB-MAC. The performance
is compared in terms of deadline violation probability (DVP) which is calculated
as the ratio of the number of packets dropped due to violation of deadline at
intermediate hops to the total number of packets generated. The results in Fig.
4.5 show the simulation results for DVP against the link success probability. The
DVP decreases as link success probability increases due to lesser retransmissions
that increase the remaining lifetime of a packet at intermediate nodes. We note
that the deadline-aware CRB-MAC achieves the best performance for any given
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Deadline aware CRB−MAC, deadline=1s
Deadline aware CRB−MAC, deadline=0.8s
Deadline aware CRB−MAC, deadline=0.4s
CRB−MAC, deadline=1s
CSB−MAC, deadline=1s
Deadline aware CRB−MAC with high PU activity,
deadline=0.8s
Figure 4.5: Simulation results for deadline violation probability against link success
probability.
deadline due to deadline-aware forwarding process. The CSB-MAC shows the worst
performance as the forwarding process relies on a single receiver only which leads to
higher number of retransmissions and consequently reducing the lifetime of a packet
at intermediate nodes. We also note that a high PU activity (P jb = 0.7 in this case)
results increases the DVP as the delay in finding a vacant channel increases.
4.5 Summary and Concluding Remarks
CSNs play an important role in the operation and management of smart grid.
Due to challenging cognitive environment, reliability, energy efficiency and delay
requirements for sensor devices become critically important. In this chapter, we
propose CRB-MAC, which is a receiver-based MAC protocol for CSNs. CRB-MAC
employs preamble sampling and opportunistic forwarding techniques to cater for
high energy efficiency and reliability requirements of CSNs. CRB-MAC is also
enhanced for mitigating the performance degradation due to periodic spectrum
sensing state of nodes in the network. Apart from this, a delay-budget based
election process for packet forwarding is proposed in order to effectively handle delay
sensitive traffic. Especially, reliability improvement of up to 50% can be achieved
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compared to CSB-MAC protocol in lossy environments. Analytical and simulation
results demonstrate that in lossy wireless environments CRB-MAC generates less
retransmissions and therefore, enhances the overall energy and delay performance.
Moreover, high reliability can be provided by increasing the number of receivers.




Routing Protocol Design for
Cognitive Radio Enabled Smart
Grid AMI Networks
5.1 Introduction
The smart grid is expected to overcome the problems of the legacy power
grid [22, 101, 102] through upgrade of power distribution and management by
incorporating advanced bi-directional communications, automated control, and
distributed computing capabilities. It allows providers, distributors, and consumers
of electricity to have a real-time awareness of operating requirements and
capabilities. For successful operation of smart grid, an integrated high performance,
reliable, scalable, robust, and secure communication network is critical [23,103].
One of the key elements of the smart grid is the AMI, wherein multiple
smart meters (located at customer premises) communicate with a Meter Data
Management System (MDMS), which acts as a control center for storage, processing
and management of meter data in order to be used by different applications [23].
It provides a two-way communication through which utilities can keep track of
consumers’ electricity usage, monitor power quality, and inform consumers the
latest electricity prices on a real-time basis. However, due to the spectrum
scarcity and spectrum inefficiency issues, traditional AMI applications suffer a
bottleneck in the development of the future AMI networks. On the other cognitive
Machine-to-Machine (M2M) communications paradigm is inherently equipped to
address the challenges of spectrum scarcity, interference management, and device
heterogeneity [89]. In this regard, CR-AMI networks have attracted a lot of attention
recently [104]. In CR-AMI networks, AMI users (secondary users) dynamically
access the frequency band/channel whenever the licensed user (primary user) is
90
5.1 Introduction
absent but have to vacate the band/channel whenever the primary user is detected.
Recently, several studies involving cognitive radio (CR) technologies for smart grid
communications have been considered (e.g., [90–94,105]).
A practical solution to enable CR-AMI networks is to deploy a static multi-hop
wireless mesh network that in turn connects thousands of smart meters to a gateway.
The CR users (smart meters) apply spectrum sensing and dynamic Spectrum access
(DSA) techniques to access the licensed band/channel and transmit data (e.g.,
electric bills) to the gateway. In such networks, efficient routing protocols are
necessary to ensure low-latency and highly reliable delivery of data. Recently, a
specially designed protocol known as Routing Protocol for Low Power and Lossy
Netwoks (RPL) [106] has been standardized by the Internet Engineering Task
Force (IETF) in order to support a variety of smart grid applications, including
AMI networks. While RPL is attractive for conventional AMI networks, it suffers
from a number of limitations in CR-AMI networks [107]. Recently, an RPL-based
routing protocol, termed as Cognitive and Opportunistic RPL (CORPL), has
been proposed for CR-AMI networks [53]. CORPL enhances RPL with novel
modifications, especially tailored for operation in CR environments. The key
aspect of CORPL is an opportunistic forwarding approach to meet the utility
requirements of secondary network (cognitive AMI network) along with protecting
the primary users (PUs). Besides, CORPL proposes two different classes of routing
protocols and utilizes a cost function approach to prioritize potential forwarding
nodes. However, as discussed later, CORPL has certain limitations which necessitate
further investigation for optimized routing in CR-AMI networks.
Against this background, the key objective of this chapter is to optimize
RPL-based routing in CR-AMI networks such that the routing efficiency increases
without increasing the complexity for the AMI network. The key contributions are
stated as follows.
• CORPL uses two different classes of routing protocols: one for protection
to primary receivers and the other for delay-sensitive traffic. However, this
increases the complexity of routing process. It is desirable to achieve the same
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objectives with a single routing class. We address this issue by developing
a unique routing metric for rank computation that inherently captures the
protection to primary receivers within the objective function. Further, the
routing process is optimized for delay-sensitive traffic, as discussed later.
• In CORPL, each node has to calculate and maintain the path for routing even
when it has no information to send which is potentially a waste of limited
computing capabilities of AMI network. The issue is particularly challenging
when the scale of AMI network is large. We propose a novel mechanism which
allows a source node to chose the complete routing path to the destination,
which is global optimal. The intermediate nodes on the path determined by
the source node can use the existing path for their own transmission which not
only improves the routing efficiency but also saves the computational resources.
• We develop an artificial intelligence approach and use a Directional Mutation
Ant Colony Optimization (DMACO) algorithm for improving the routing
efficiency as well as for meeting the utility requirements of the secondary
network. The DMACO algorithm converges quickly compared to other
optimization algorithms.
• The proposed protocol is termed as DMACO-RPL (Directional Mutation
Ant Colony Optimization based Cognitive RPL). We conduct a system level
performance evaluation of DMACO-RPL and compare with other routing
protocols in terms of key performance metrics.
The rest of the chapter is organized as follows. Section 5.2 presents an overview
of CORPL. The optimizing RPL-based routing framework is presented in Section
5.3, followed by the performance evaluation in Section 5.4. Finally the chapter is
concluded in Section 5.5.
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5.2 Overview of CORPL
RPL [106] is a distance-vector and a source routing protocol, which has been
standardized by IETF to support a variety of smart grid applications. It is using one
or more Directed Acyclic Graphs (DAGs) to maintain the network state information.
A DAG is a directed graph wherein all edges are oriented without any cycles. Each
DAG includes a root node which acts as a gateway in RPL. Each node (client
node) in the DAG is assigned a rank that is computed on the basis of an objective
function. The rank monotonically increases in the downward direction (DAG root
has the lowest rank) and represents a node’s virtual position to other nodes with
respect to the DAG root. A node in DAG can only be associated with other nodes
having same or smaller rank compared to its own rank in order to avoid cycles.
CORPL is an RPL-based routing protocol for CR-AMI networks, which
inherits some common features from RPL. A key aspect of CORPL is using
spectrum sensing which is an important technique in the CR environment [108,109].
Nodes periodically monitor the current channel for primary user (PU) activity
before using it for transmission. The transmissions of CR network must ensure
protection for both PU transmitters and PU receivers (temporal and spatial
protection) [38, 110–112]. An opportunistic forwarding approach is adopted in
CORPL, that consists of two key steps: selection of a forwarder set where each node
in the network selects multiple next hop neighbors, and unique forwarder selection
to ensure that only the best receiver forwards the data.
In CORPL, each node maintains a forwarder set such that the forwarding node
is opportunistically selected. CORPL uses a cost function approach to dynamically
prioritize the nodes in the forwarder set. Two routing classes have been proposed
in CORPL. Class A assigns a greater importance to PU receiver protection whereas
in Class B, the end-to-end latency is the key consideration for supporting the high
priority delay sensitive alarms. The difference between the two classes is expressed
in the cost function for forwarding node selection. For more information on CORPL,




In this section, we describe the framework of our proposed routing protocol
for CR-AMI networks i.e., Directional Mutation Ant Colony Optimization
Based Cognitive RPL (DMACO-RPL). The objective of DMACO-RPL is to
retain the DAG based approach of RPL and at the same time introduce a
global optimization-based approach to improve the routing performance in CR
environment. Before describing the proposed protocol, it is important to discuss
the underlying system model.
5.3.1 System Model
A static multi-hop wireless AMI network is considered, which consists of
different smart meters (nodes) and a meter concentrator (gateway node). It is
assumed that the smart meters are CR-enabled. A single radio transceiver is
equipped in each smart meter, which can be tuned to any channel in the licensed
spectrum. We assume N stationary PU transmitters with known locations and
maximum coverage ranges. The PU (transmitter) activity model for the ith channel
is given by a two state independent and identically distributed random process such





, respectively. Let Sibusy denote the state that the i
th channel is





, and Siidle the state that the




busy = 1. We assume
that a node employs energy detection technique [108] for primary signal detection
wherein it compares the received energy (E) with a predefined threshold (σ) to
decide whether the ith channel is occupied or not i.e.,
Sensing Decision =
 Sibusy if E ≥ σSiidle if E < σ . (5.1)
The two principle metrics in spectrum sensing are the detection probability
(Pd), and the false alarm probability (Pf ). A higher detection probability ensures
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better protection to incumbents, whereas a lower false alarm probability ensures
efficient utilization of the channel. False alarm and detection probabilities for the
ith channel can be expressed as follows.






P id = Pr{E ≥ σ|Sibusy} = Q
(
σ − 2ni (γi + 1)√
4ni (2γi + 1)
)
, (5.3)
where Q(·) denotes Q function, which is the complementary error function, and
γi and ni denote the signal-to-noise ratio (SNR) of the primary signal and the
bandwidth-time product for the ith channel respectively.
5.3.2 Protocol Description
Initially, each node in the CR-AMI periodically performs the spectrum sensing
operation to detect channel availability. We consider an imperfect spectrum sensing
scenario under realistic conditions. Therefore, there is a possibility of causing
harmful interference to PUs.
In DMACO-RPL, the construction process of DAG follows a similar procedure
as CORPL. After detecting a vacant channel, the gateway node transmits a DAG
Information Object (DIO) message to identify client nodes and update node ranks.
We propose Cognitive Radio Transmission Factor (CRTF) as the default metric
for rank computation in DMACO-RPL, which considers the trade-off between QoS
of the link and the PU receiver protection. Therefore, CRTF includes two key
factors, wherein ρab as the link quality indicator, is the probability of node b
receiving a transmission from node a, and εa =
∑N
j=1 caj denotes the fractional
coverage overlapping area of node a with all PU transmitters. In order to reduce
interference to PU receivers (which can be present anywhere in the coverage area
of PU transmitters), the routes for the CR network should be selected such that


































12=0.65, 2=0.2  
Rank2=2.92
45=0.7, 5=0.15  
Rank5=3.97
13=0.90, 3=0.3  
Rank3=2.59
14=0.75, 4=0.1  
Rank4=2.48
45=0.75, 5=0.15  
35=0.85, 5=0.15  
Rank5=Min{4.60, 3.97, 4.05} 
Figure 5.1: Rank computation based on CRTF. The rank of a node is dependent
on link quality and fractional overlapping area between client nodes and PU
transmitters. Node with the lowest rank is adopted as the default parent.
coverage. The fractional area caj of node a transmission coverage under the coverage
of jth PU transmitter is given by (5.4), where Rj and ra denote the coverage radii of
the jth PU transmitter and the node a respectively, and daj is the distance between
the two. Hence, the CRTF of a link from node a to node b is given by
Ca =
1
ρab · (1− εa) . (5.5)
The CRTF of a node will be measured and updated in advance, when the link
starts to carry data traffic. The rank of node a can be expressed as follows.
ranka = min{rankp + k · Ca}, (5.6)
where k is a constant, and p ∈ Pa, where Pa denotes the parent node set of node a.
The rank computation method for a node joining the DAG is illustrated in Fig. 5.1.
96
5.3 DMACO-RPL Framework
Next, the procedure of constructing the forwarder set for nodes will be
introduced. It should be noted that each node in DMACO-RPL has a forwarder set
(like CORPL) which has been selected based on rank.
The forwarder set is constructed in the back propagation way. The forwarding
nodes must be located within the transmission range of the tagged node. During
the DIO transmission, each node also reports some additional information using the
option field of the DIO message, e.g., whether this node is available for forwarding
or not. If the node is not available, it will be deleted from the forwarder lists of
all other nodes. Each node updates the information about its neighbors through
the DIO message transmission. Based upon the neighborhood information, each
node construct the forwarder list based on the rank of its neighbors. It should
be noted that only the nodes with lower rank can be included in the forwarder
set. Furthermore, when a node does not hear from its neighbor for a pre-defined
time interval, its corresponding entry in the forwarder list is deleted. Similarly, the
forwarder set is updated when receiving a new DIO message.
In CORPL, the delay for the whole transmission is unknown before the gateway
receives the packet. If the deadline has elapsed during the transmission, the packet
will be dropped without feedback. Hence, in DMACO-RPL, we propose that the






where M is the number of nodes along the packet forwarding path.
The delay estimation (DE) for the transmission from the source node to the




(ts + tp) , (5.8)
where ts is the delay until a idle channel is found, which is estimated by the mean of
spectrum sensing events, and tp is the transmission time per hop, which is estimated
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by the packet delivery ratio. Based on the DE, a feedback will be given to the node
(source node) if the DE is larger than the deadline. The node receiving the feedback
will re-allocate a new path based on the same operation.
DMACO-RPL improves the routing efficiency by utilizing the selected
transmission path. As mentioned earlier, once the source node selects the
transmission path to the gateway, it includes the relevant information in the header
of the packet. During transmission, each node along the forwarding path gets the
information after receiving the packet. Therefore, it can use the selected path for
its own transmission. However, such transmission path will be emptied when nodes
receive a new DIO message. The details of transmission path selection is shown in
Algorithm 3.
Algorithm 3: Forward nodes selection
Ra → Selected (existing) transmission path set of node a
τ → the deadline of packet
check the forward set, Ra.
if Ra = empty then
calculate the optimal transmission path by using DMACO, according to
(5.7)
evaluate DE of the transmission
if DE ≤ τ then
use the path for transmission
end
else




use the selected transmission path
end
In order to ensure a unique forwarder selection, DMACO-RPL adopts a
coordination scheme based on the acknowledgement (ACK) frames. For example,
each selected node forwarding the data generates an ACK. The ACK is captured by
the nodes in the forwarder set. If the selected node fails to forward the frame within a
timeout period (no ACK is received), it will be banned and a new transmission path
will be allocated based on the DMACO scheme. In practice, there is an associated
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probability of erroneous forwarding of the same frame by multiple nodes. Hence,
we consider the coordination overhead, which is the probability of a node in the
forwarder set retransmitting a frame when any other node has already forwarded it,
and is given by





(1− ρab) · ρap, (5.9)
where ρad and ρap denote the probability of successful transmission between node a
and the selected next hop d, and the probability of successful transmission between
node a and the pth next hop in the forwarder list, respectively.
5.3.3 Directional Mutation Ant Colony Optimization
Mutated Ant Colony Optimization (MACO) provides an effective way to
optimize routing protocols in various network environments [113–117]. In this
section, we propose a novel MACO, namely, directional mutation ant colony
optimization (DMACO) to optimize the routing performance in CR-AMI network.
The algorithm of DMACO is introduced as follows.
The main characteristics of DMACO are that, after each iteration, the
pheromone values will be updated by all the M ants, and the comparison between
the local solution and mutated solution takes place. The whole process of DMACO
is given by Fig. 5.2.
The pheromone ρij, associated with the edge joining cities i and j, is updated
as follows.
τij(t+ 1) = (1− θ) · τij(t) + ∆τij, (5.10)
where θ ∈ [0, 1] and ∆τij denote the evaporation rate of pheromone t and the
quantity of pheromone laid on edge (i, j) by ant m, respectively.
∆τmij =
Q/Lm if ant m travels on edge(i, j)0 otherwise , (5.11)















































Figure 5.2: The flowchart of DMACO. In the algorithm, the global optimization is
obtained by imitating ant foraging.
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In the construction of the solution, stochastic mechanism is adopted to select
the following city that the ant will visit. Specifically, when ant m is in the city i








if eij ∈ N(sp)
0 otherwise
, (5.12)
where N(sp) is the set of feasible components, that is, edges (i, l), where l is
a city that can be visited by ant m. The parameters α and β control the
relative importance between pheromone and heuristic information. The heuristic





where dij is the distance between city i and j.
In MACO, after each iteration, the local best solution Slb = (slb1 , ..., s
lb
K) is
obtained, and a mutation operation takes place. One or more elements of the Slb are
selected randomly and will be changed in a certain manner. Through the mutation
operation, a mutated solution Sm can be obtained. The comparison between Slb
and Sm takes place. If Sm is better than Slb, it will be selected as the best solution.
Otherwise, the local best solution remains. By using the mutated solution, MACO
can overcome the restriction of location solution.
However, as the selection of elements of Slb in MACO is random, the
direction of the mutation is uncertain and its efficiency is low. In this regard,
we propose a directional mutation mechanism (DMM) to improve the MACO.
The proposed algorithm, in terms of DMACO is represented in Algorithm 4. The
local optimization problems are addressed by controlling the direction of mutations.
More concretely, the common elements between local optimal solution and local
second-optimal solution can be found by comparing each element of Slb to Sls. We
improve the local optimization overcoming by varying the common elements between
Slb and local second-optimal solution (Sls), and promote the algorithm convergence
by varying the different elements between Slb and Sls. Therefore, the direction of
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mutation is determined and the algorithm capacity of global searching is improved.
Algorithm 4: Directional mutation mechanism
Slb = {s1, s2, · · ·, sK} → the local optimal solution
Sls = {s′1, s′2, · · ·, s′K} → the local second-optimal solution
Sm = {s`1, s`2, · · ·, s`K} → the mutated solution
Se = {s´1, s´2, · · ·, s´K} → the evolved solution
Sa = {s˜1, s˜2, · · ·, s˜L} → the same element set between Slb and Sls
Sd = {s˘1, s˘2, · · ·, s˘P} → the different element set between Slb and Sls
for i = 1 : K do
Compare si to s
′
i.









Randomly select elements from Sa, change the values of according elements in
Slb and get the mutated solution Sm.
Randomly select elements from Sd, change the values of according elements in
Slb and get the evolved solution Se.
According to cost function, select the solution with best performance as the
new local best solution from Slb, Se and Sm.
5.3.4 DMACO-based Routing
In our proposed routing protocol, the node employs DMACO to find a new
route. As mentioned above, each node has a rank in DAG to show the priority of
transmission, which is given by (5.6). It is noted that each node can only transmit
to the node which has lower rank. Therefore, the route selection is transformed to
select the nodes which can provide the best path cost.
The selection of available nodes can be transformed to an optimization problem,
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s.t. (a) K ≤ E
(b) χi ∈ X,
(c) DE 6 τ − t ,
where K is the number of selected nodes along the forwarding path, E is the total
number of the nodes, t represents the current time (note that the initial current
time is 0, it is the moment when the source node starts transmission), and X and
τ denote the set of the nodes in transmission and the deadline associated with the
packet, respectively.
In order to solve the optimization problem, DMACO needs modifications to
satisfy (5.14). More specifically, lm, the length of the tour constructed by ant m, is
according to the hop distance. Therefore, the quantity of pheromone laid on edge
(i, j) by ant m is given by
∆τmij =
Q/Cij if ant m travels on edge (i, j)0 otherwise . (5.15)












ε if eij ∈ N(sP )
0 otherwise
. (5.17)
After that, the optimization problem of forwarding node list selection can be
solved by using the Algorithm 4 and the flowchart as shown in Fig. 5.2. By iteration,
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the optimal solution can be obtained and the transmission path is selected. It is
noted that the delay estimation of the selected path must meet the delay constraint.
5.4 Performance Evaluation
In this section, we evaluate the performance of DMACO-RPL under different
scenarios. We implement DMACO-RPL with the topology as shown in Fig. 5.3.
Other simulation parameters are given in TABLE 5.1. We consider a square region
of sides 1200 meters that is occupied by 16 PU transmitters. The secondary users
are assumed to be Poisson distributed in the whole region with a mean density.
We consider a frequency selective Rayleigh fading channel between any two nodes,
where the channel gain accounts for small scale Rayleigh fading, large scale path
loss and shadowing. We also compare our proposed DMACO-RPL with RPL and
CORPL in the same simulation configuration.















Figure 5.3: Simulated network topology. The circles represent the coverage area of
PU transmitters. The density is 4× 10−4.
Firstly, we evaluate the impact of the link success probability on the DAG
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Table 5.1: Simulation Configuration Parameters.
Parameter Value
Path loss model 128.1 + 37.6log10(r),
r in km
Standard deviation of shadowing 8 dB
Detection probability threshold(Pd) 0.9
Probability of false alarm (Pf ) 0.1
Channel bandwidth 200kHz
PU received SNR(γ) -15dB
Busy state parameter of PU(µON) 2
Idle state parameter of PU (µOFF ) 3
Maximum interference ratio (IRmax) 0.25
Size of forwarder set (M) 5
Size of DIO message including options 28 bytes
convergence time (defined as the time taken by the set of nodes to obtain topological
information and become part of the DAG). As shown in Fig. 5.4, the DAG
convergence time decreases as the link success probability (LSP) increases due to
lower link layer retransmissions. The DAG convergence time decreases as the node
density increases. This is because a higher density results in a faster dissemination
of network information as more nodes are located in the coverage range. Compared
with both CORPL and RPL, DMACO-RPL requires the shortest DAG convergence
time.
Fig. 5.5 depicts the average number of hops against the CR network density.
The number of hops is an important factor of delay increasing and associates with
the node density in the network. It is shown that the number of hops decreases as the
node density increases. Compared with CORPL and RPL, DMACO-RPL has least
number hops for the same network density. This is due to global optimization for
routing in DMACO-RPL. Through global optimization, the cost function of routing
gets minimum. As a result, the number of hops is reduced.
Next, we evaluate the network reliability in terms of Packet Delivery Ratio
(PDR), which is defined as the ratio of number of packets received to the total
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RPL, CR network density =0.0003
CORPL, CR network density =0.0003
DMACO−RPL, CR network density =0.0003
RPL, CR network density =0.0005
CORPL, CR network density =0.0005
DMACO−RPL, CR network density =0.0005
Figure 5.4: DAG convergence time against LSP.























Figure 5.5: Average number of Hops against CR network density.
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number of packets sent. We generate 10,000 packets (packet size = 100 bytes) from
different nodes and calculate the average PDR for different scenarios. As the results
shown in Fig. 5.6, the DMACO-RPL outperforms RPL and CORPL. Especially,
the performance gain is significant under poor channel conditions (low LSP). This is
because DMACO-RPL provides a global optimization solution for routing protocol in
AMI networks, which selects the path with the minimum cost (in this case, the path
with the minimum cost has the highest probability of the successful transmission)
for data transmission. As a result, the PDR of the route is improved.


























Figure 5.6: PDR performance comparison for different protocols.
We evaluate the end-to-end delay performance against LSP. Fig. 5.7 indicates
that the average end-to-end delay decreases as LSP increases, and the average
end-to-end delay of DMACO-RPL is within 1.5s, which satisfies the real-time
requirements of general AMI applications in smart grid. In this comparison, the
performance of DMACO-RPL is better than that of Class B of CORPL, which
is designed specially for delay sensitive packets. Therefore, we conclude that
DMACO-RPL is more robust to LSP in CR environments.
We also evaluate the Deadline Violation Probability (DVP) performance of the
proposed protocol, which is calculated as the ratio of the number of packets dropped
due to violation of deadline at intermediate hops to the total number of packets
transmitted. We generate 10,000 packets from different nodes and calculate the
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Figure 5.7: Delay performance against different link success probabilities.
average DVP for different scenarios. As shown in Fig. 5.8, the DVP decreases as
the LSP increases due to less retransmissions which increase the remaining lifetime
of a packet at the intermediate node. DMACO-RPL has the best DVP performance
compared with those of CORPL and RPL. This is DMACO-RPL evaluates the DE
of the route (given by (5.8)) and selects the route with the minimum delay.

































Figure 5.8: Deadline Violation Probability for different scenarios.
In Fig. 5.9, we evaluate the Coordination Overhead (CO) of the DMACO-RPL,
which is estimated as the ratio of the number of duplicate packets to the total
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number of packets received at the gateway. We notice that the CO increases as the
LSP decreases due to the fact that the probability of nodes not capturing ACKs
increases, which will result in duplicate packet forwarding. Compared with CORPL
and RPL, DMACO-RPL achieves the lowest CO due to global optimized routing
approach.


























Figure 5.9: Coordination overhead for DMACO-RPL against link success probability
(10, 000 packets are transmitted, node density = 4× 10−4 nodes per unit).
Finally, we evaluate the protection for PU receivers in terms of Collision Risk
Factor (CRF), which is defined as the ratio of colliding transmissions to the total
number of secondary node transmissions at the PU receivers. Hence, CRF depends
on PU transmitter activity and coverage overlap between secondary users and PU
transmitters. As shown in Fig. 5.10, DMACO-RPL reduces the chances of collision
to PU receivers compared with CORPL and RPL under both low and high PU
transmitter activity. This is because DMACO-RPL always selects the route with the
minimum coverage overlap between secondary users and PU transmitters (through
CRTF routing metric), which significantly reduce the probability of collision with
PU receivers. Note that the CRF increases as transmission range of nodes in
the CR-AMI network and PU activities increase, because of higher probability of
collision with PU receivers.
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Figure 5.10: Collision risk factor against secondary nodes transmission radii, 10, 000
packet are transmitted, node density = 4× 10−4 nodes per unit.
5.5 Conclusions
In this chapter, a new RPL-based routing protocol, termed as DMACO-RPL,
has been proposed for CR-AMI networks in smart grid. DMACO-RPL is a global
optimization-based routing protocol, which employs a novel artificial intelligence
optimization algorithm to select the best route from source to gateway. Therefore,
DMACO-RPL enhances the reliability and routing efficiency compared to CORPL.
It not only fulfills the QoS requirements (in terms of delay and reliability) of the
CR-AMI network, but also ensures protection to PUs. Performance evaluation
shows that DMACO-RPL generates incurs less end-to-end delay and provides better
PDR and DVP, compared to RPL and CORPL, in CR-AMI networks. Besides,
DMACO-RPL reduces harmful interference to PU receiver by up to 50% and 10%
compared to RPL and CORPL, respectively. Hence, DMACO-RPL provides a viable
solution for practical AMI networks.
The performance analysis of CR technique in smart grid is finished in this
chapter. In the next chapter, we move to the final stage: analysing and modelling








In a HetNet, different network tiers, varying in terms of supported date rates,
channel access protocols, transmission power and coverage range, etc. coexist
and operate simultaneously [56]. The aggressive frequency reuse in the co-exiting
network tiers increases the spatial spectrum efficiency and network capacity, but
introduces interference which severely deteriorates the performance of HetNets
[55]. In two-tier HetNets consisting of MBSs and FBSs, the users connected to
MBSs/FBSs may suffer interference from other MBSs or FBSs in the vicinity.
Cognitive femtocells [54] have recently become an important research area in
HetNets, due to their low-power, low-cost, short-range and interference mitigating
nature that enhances the network performance (e.g., capacity and coverage) and
improves the spectrum efficiency. It involves spectrum sensing and dynamic
spectrum access (DSA) techniques to avoid using the same frequency bands/channels
that are used simultaneously by the major interference sources (either MBSs or other
FBSs). Stochastic geometry provides an elegant tool to model HetNets with random
topology, where BSs/users are modeled according to a Poisson Point Process (PPP)
due to its simplicity and tractability. Recently, a number of studies have appeared
in literature on investigating various aspects of HetNets using stochastic geometry.
The authors in [56, 118] analyzed the outage probability of the two-tier HetNets
with cognitive femtocells in multichannel environments over Rayleigh fading and
Nakagami-m fading, respectively. In [119], the authors proposed an approximation
to the coverage probability of cognitive femtocells. The authors in [57] investigate
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Table 6.1: Frequently Used Notations and Symbols
Notation Description
Rx The rate achieved by a user associated with the tagged BS in the x
th-tier
Θ The rate coverage
P (R > ρ|Xf ) The rate coverage conditioned on the association with the FBS
P (R > ρ|Xm) The rate coverage conditioned on the association with the MBS
Af , Am The association probability for the FBS and the MBS, respectively
LI The Laplace transform of PDF of the interference
rsf , rsm The spectrum sensing region (guard-zone) of the FBS or the MBS
λf , λm, λu The density of FBSs, MBSs and the users
r The distance between the user and its serving BS
Pf , Pm The transmit power of FBSs and MBSs, respectively
hf , hm The fading coefficient between the typical user and a FBS or a MBS.
two extremal channel assignment techniques, the random channel assignment and
sequential channel assignment techniques in the macro tires to accommodate
the overlaid cognitive FBSs with an acceptable opportunistic spectrum access
performance. Despite the rate coverage1 analysis for HetNets [35,36], to the best of
authors’ knowledge, the rate coverage for HetNets with cognitive femtocells has not
been investigated before, and hence the main focus of this chapter.
We consider a two-tier HetNets with cognitive femtocells. We exploit the
concept of “guard-zone” into the analysis of cognitive femtocells, and derive
closed-form expressions for rate coverage of each network tier based on the
conditional association probability. Our analysis is particularly focused on the
open-access mode where both femto users and macro users are licensed users, and
there is no notion of priority. We also investigate the impact of frequency reuse on
the rate coverage in HetNets.
1Rate coverage signifies the fraction of user population able to meet their rate thresholds,
captures the in-elasticity of traffic such as video services, whereas traditional utility based metrics








Figure 6.1: An illustration of the two-tier HetNet with cognitive femtocells.
6.2 System Model
We consider a two-tier HetNet consisting of MBSs and cognitive FBSs. The
locations of MBSs and FBSs are modeled by two independent and homogeneous
PPPs in the R2 plane. The MBSs are distributed as a PPP Φm ∈ R2 with density
λm, and FBSs are distributed as another PPP Φf ∈ R2 with density λf . The users
are also distributed in the network as an independent PPP with density λu. The
transmit power of the MBSs and the FBSs is denoted by Pm and Pf , respectively.
Integrated with cognitive technology, the FBSs use spectrum sensing to choose the
appropriate frequency band for transmission to avoid interference with nearby MBSs
and FBSs. Each FBS consists of a sensing slot (Ts) and a transmission slot (T ).
In Ts stage, the FBS periodically senses the frequency band to identify whether it
is occupied or not. We assume that the FBSs employ energy detection technique
for spectrum sensing wherein it compares the received energy with a predefined
threshold (φ) to decide whether the frequency band is occupied or not. For FBSs,
the spectrum sensing threshold φ defines the spectrum sensing region (SSR) or the
guard-zone around each FBS [56]. Therefore, the frequency band is available for a
FBS if it is not used by either MBSs or other FBSs within the SSR of this FBS.
Due to different transmission power between MBS and FBS, the SSR of a FBS with
respect to the MBSs (rsm) is different between the one with respect to other FBSs
(rsf ), as shown in Fig. 6.1.
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For analysis, the standard power loss propagation model is used with path
loss exponent α, and only Rayleigh fading environment is considered due to its
simplicity and tractability. Thus, the fading coefficient between a MBS m and the
typical user is denoted by hm ∼ exp(µm), which follows an Exponential distribution
with mean 1/µm. Similarly, the fading coefficient between a FBS f and the typical
user is denoted by hf , which is exponentially distributed with mean 1/µf . Note that
both the network tiers share the same set of frequency bands which have the same
bandwidth, and each base station can only use one frequency band for transmission.
In open-access mode, a user can either associate with a MBS or a FBS by
comparing the average received power from the potential serving BSs. The user
always associates with the BS which provides better received power. We assume
that the users associated with a BS would equally share its frequency band. The
rate achieved by a user associated with the tagged BS in the xth-tier is given by
Rx =
W
Nx log2 (1 + SINRx) , (6.1)
where W is the bandwidth of the frequency band, Nx is a random variable which
denotes the average number of users associated with the tagged BS in the xth-tier
[31], Ax denotes the association probability of the xth-tier, and SINRx is the














where r is the distance between the user and its serving BS, Φ∼m denotes the set
of MBSs interfering with the user, Φ∼f denotes the set of FBSs interfering with the
user, and σ2 is the noise power.
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6.3 Rate Coverage Analysis
In this section, we analyze the rate coverage of two-tier HetNets with cognitive
femtocells. The rate coverage is defined in [35] as: the probability that a randomly
chosen user can achieve a target rate ρ, which is given by
Θ , P (R > ρ) . (6.3)
Since the users can associate with either MBSs or FBSs in open-access mode,
the overall rate coverage for the chosen user in two-tier HetNets is given by
Θo = AfP (R > ρ|Xf ) +AmP (R > ρ|Xm) , (6.4)
where Af and Am denote the probability that a user is associated with the FBS and
the MBS, and P (R > ρ|Xf ) and P (R > ρ|Xm) denote the rate coverage conditioned
on the association with the FBS and the MBS, respectively.
In this case, the association probability for the FBS can be expressed as [31]
Af = P
(














and the association probability for the MBS is given by










Next, we derive the rate coverage for different network tiers.
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6.3.1 Rate Coverage for Femtocell users
In Rayleigh fading environments, the rate coverage for femtocell users is given
by





























f is the cumulative interference from
all other BSs (e.g., MBS, FBS), and τ = 2
ρNf
W − 1.
According to [35], the distribution of the load associated with the xth-tier is
given by















with the mean load E [Nx] = 1+1.28λuAxλx , where Γ (x) =
∫∞
0




































































where EI [s] is the expected value of the interference to the user, fXf (r) is given by
Lemma 2 of [31], and the proof of (6.9) can be obtained from Theorem 1 in [31].
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(6.11)
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is the Laplace transform of the probability density function






is the Laplace transform of the PDF of the interference from other FBSs to the
femtocell user.
In cognitive femtocell networks, the interfering MBSs and FBSs must be outside
of the Macro or femto SSR of the tagged FBS. Thus, the distance between a user
and the nearest interfering MBS or FBS is rsm− r or rsf − r. Note that the Laplace
transform of the PDF of the aggregate interference measured at the origin from a






















where ΓL (x, y) =
∫ y
0
tx−1e−tdt is the lower incomplete Gamma function.
Considering the frequency reuse in HetNets, the Laplace transform of the PDF
of the interference from the MBSs to the femtocell user is given by (6.11), where κ
is the reuse factor which determines the number of different frequency bands used






Similarly, the Laplace transform of the PDF of the interference from the FBSs
to the femtocell user is given by (6.12), where δ denotes the probability that the






frequency resue, the SSR defines the minimum distance between the tagged FBS
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and the MBSs or other FBSs to tolerate the interference. In other words, it
defines inactive regions for each MBS and FBS, ouside of which the active FBSs
are distributed as two independent Poisson hole processes [121]. Therefore, we have
δ = δfδm = e
−(λf r2sf+λmr2sm)pi. (6.13)
For α = 4, σ2 → 0, and plugging in s = µf τrα
Pf
, the rate coverage for femtocell
users is given by (6.14), where g = r
2√τ





2 , τ = 2
ρNf
W − 1, Af is given
by (6.5) and δ is given by (6.13).
6.3.2 Rate Coverage for Macrocell users
We obtain the rate coverage for macrocell users in a similar way as we described
above. The rate coverage for the macrocell users in Rayleigh fading environment is
given by




P (SINRm > τ |Xm)P (Nm = n+ 1) ,
(6.15)
where τ = 2
ρNm
W − 1, P (Nm = n+ 1) can be obtained from (6.8), and
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is the Laplace transform of the PDF of the interference from





is the Laplace transform of the
PDF of the interference from the other FBSs to the macrocell user.
From [32] and [56], LIMM (s) and LIFM (s) are respectively given by (6.16) and
(6.17).












For α = 4, σ2 → 0, and plugging in s = µmτrα
Pm
, the rate coverage for macrocell
users is given by (6.18), where Am is given by (6.6). Hence, the overall rate coverage
for two-tier HetNets can be obtained from (6.4).
6.4 Numerical Results
In this section, we evaluate the performance of rate coverage in two-tier HetNets
with cognitive femtocells. For numerical evaluation, we set Pm = 45 dBm, Pf = 20
dBm, φ = −45 dBm, W = 10 MHz, α = 4, µm = µf = 1 λm = 1 BS/km2, and
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Figure 6.2: The rate coverage against the target rate threshold, λf = 20 BSs/km
2
and κ = 1.
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Overall network (non−CF), ρ=1Mbps
Overall network, ρ=0.5Mbps
Overall network (non−CF), ρ=0.5Mbps
Figure 6.3: The rate coverage against the density of femtocells λf , κ = 1.
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Figure 6.4: The rate coverage against the number of frequency bands (reuse factor)




λu = 200 km
−2. We assume that the density of cognitive femtocells λf , the target
rate threshold ρ, and the reuse factor (the number of freqency bands) κ are varying.
Fig.6.2 shows the rate coverage against the target rate threshold. As shown,
the rate coverage decreases with the target rate threshold. The rate coverage of
the cognitive femtocells is much higher than that of the macrocells. Moreover,
femtocells increase the overall rate coverage by improving the network capacity
through efficiency sharing the frequency band with macrocells. The cognitive aspect
mitigates the interferences between MBSs/FBSs and FBSs, which also enhances the
network performance significantly. We also conduct a simulation study and note
that the analytical results closely follow the simulation results.
Fig.6.3 depicts the rate coverage against the density of femtocells. The rate
coverage increases with the density of the femtocells. This is because more users will
associate with the femtocells when the density of femtocells increases. The femtocells
increase the network capacity and improve the spectrum efficiency, which provides
higher rate coverage for the associated users. The rest of users associated with the
macrocells also achieve higher rate coverage as each user can utilize more spectrum
resources from the macrocells. Moreover, as mentioned above, the cognitive aspect
reduces the interference and enhances the network performance. In Fig. 6.3, we
also compare the rate coverage of HetNet with cognitive femtocells to that of the
one without cognition. The result shows that the HetNet with cognitive femtocells
outperform the one without cognition.
Last, but not least, we evaluate the impact of the frequency reuse on the
rate coverage in HetNets. Fig.6.4 shows the rate coverage against the number of
frequency bands (reuse factor). It is clear that the rate coverage increases with the
number of frequency bands. This is because the interferences between MBSs/FBSs
and FBSs/MBSs decreases with the number of frequency bands.
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6.5 Summary and Conclusion
Cognitive femtocells have recently become an important research area in
HetNets, due to their low-power, low-cost and interference mitigating nature that
enhances the network performance and improves the spectrum efficiency. As
an important metric, rate coverage signifies the fraction of user population able
to meet their rate thresholds, captures the in-elasticity of traffic, whereas is
more suitable for elastic traffic compared to the traditional utility based metrics.
Furthermore, stochastic geometry modeling for HetNets provides a tractable and
accurate expression for the performance metrics in terms of the design parameters.
In this chapter, we have investigated an analytical approach to investigate the rate
coverage of two-tier HetNets with cognitive femtocells. We consider the association
probability for both tiers and derive closed-form expressions for rate coverage of both
MBSs and FBSs. We also analyze the impact of the frequency reuse on rate coverage
in HetNets. Results show that cognitive femtocells can significantly enhance the
overall rate coverage of the two-tier HetNets by improving the network capacity
through efficient spectrum utilization and mitigation of the interference.
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7.1 Conclusions
CR technology plays an important role in realizing the vision of future
wireless communications. It is envisaged to solve the issues of spectrum scarcity
and spectrum inefficiency through DSA technique, wherein unlicensed (CR) users
opportunistically use licensed bands when not occupied. In order to achieve the goal
of truly ubiquitous spectrum aware communications, CR devices need to incorporate
the functionalities such as spectrum sensing, spectrum decision, spectrum sharing
and spectrum mobility. Therefore, CR aware protocols are required at different
layers of the protocol stack that not only fulfil the requirements of CR devices but
also provide a low cost DSA solution.
This thesis focuses on the performance analysis of CR networks. The main
objective of this research is to investigate different challenges related to CR networks,
which not only focuses on developing novel solutions, algorithms, and protocol
enhancements for different layers of the protocol stack (e.g., PHY, MAC, and
Network layers), but also emphasises on applications of CR technology in different
wireless environments (e.g., CRAHN, smart grid, and HetNet). In addition, the
thesis not only made original contributions to the research community but also
opened up interesting areas for future research. Since each chapter of the thesis
addressed an independent research issue, the main contributions of the thesis are
summarized as follows which provide a overall picture of the research conducted.
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7.1.1 Summary of Chapter 3
In Chapter 3, a spectrum aggregation-based cooperative routing protocol,
termed as SACRP is proposed for CRAHNs, which includes two classes of
cooperative routing protocols: Class A for power minimization or throughput
maximization, and Class B for reducing the end-to-end delay. A stochastic geometry
approach has been used to develop the analytical model for the proposed protocol.
Performance evaluation demonstrate that Class A aggregates multiple channels and
selects suitable relay nodes, and therefore achieves higher power efficiency and
throughput. Class B reduces the number of re-transmissions by selecting the relay
nodes with better channel conditions, and therefore reduces the end-to-end delay.
In addition, a performance comparison of SACRP with other relevant protocols
in literature is also conducted. Results shows that SACRP Class A reduces the
transmit power by up to 70% compared to MSA in cooperative as well well as
non-cooperative scenarios. Apart from this it enhances the overall throughput
by up to 50% and 20% compared to MSA in non-cooperative and cooperative
scenarios, respectively. Besides, SACRP Class B reduces the end-to-end delay by
up to 38% and 55% compared to MSA in non-cooperative and cooperative scenarios
respectively.
7.1.2 Summary of Chapter 4
CSNs play an important role in the operation and management of smart grid.
In Chapter 4, CRB-MAC, which is a receiver-based MAC protocol for CSNs, is
proposed with special emphasis on energy efficiency, reliability and end-to-end delay.
CRB-MAC employs preamble sampling and opportunistic forwarding techniques to
cater for high energy efficiency and reliability requirements of CSNs. CRB-MAC is
also enhanced for mitigating the performance degradation due to periodic spectrum
sensing state of nodes in the network. On the other hand, a delay-budget based
election process for packet forwarding is proposed in order to effectively handle delay
sensitive traffic. Especially, reliability improvement of up to 50% can be achieved
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compared to CSB-MAC protocol in lossy environments. Analytical and simulation
results demonstrate that in lossy wireless environments CRB-MAC generates less
retransmissions and therefore, enhances the overall energy and delay performance.
Moreover, high reliability can be provided by increasing the number of receivers.
Hence, CRB-MAC provides a viable solution for CSNs in realizing the vision of
smart grid.
7.1.3 Summary of Chapter 5
RPL as a routing protocol for Low Power and Lossy Networks, has been recently
standardized by IETF and intends to support a variety of applications in smart
grid. In Chapter 5, a new RPL-based routing protocol, termed as DMACO-RPL,
has been proposed for CR-AMI networks in smart grid. DMACO-RPL is a global
optimization-based routing protocol, which employs a novel artificial intelligence
optimization algorithm to select the best route from source to gateway. Therefore,
DMACO-RPL enhances the reliability and routing efficiency compared to CORPL.
It not only fulfills the QoS requirements in terms of delay and reliability of the
CR-AMI network, but also ensures protection to PUs. Performance evaluation
demonstrates that DMACO-RPL generates incurs less end-to-end delay and provides
better PDR and DVP, compared to RPL and CORPL, in CR-AMI networks.
Besides, DMACO-RPL reduces harmful interference to PU receiver by up to 50%
and 10% compared to RPL and CORPL, respectively. Hence, it provides a viable
solution for practical AMI networks.
7.1.4 Summary of Chapter 6
Cognitive femtocells have recently become an important research area in
HetNets, due to their low-power, low-cost and interference mitigating nature. As an
important metric, rate coverage signifies the fraction of user population able to meet
their rate thresholds, captures the in-elasticity of traffic, whereas is more suitable
for elastic traffic compared to the traditional utility based metrics. In addition,
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stochastic geometry as an elegant tool, provides a tractable and accurate approach
to the modelling, analysis and design of HetNets. Therefore, Chapter 6 proposed
an analytical approach to investigate the rate coverage of two-tier HetNets with
cognitive femtocells. The association probability for both tiers is considered in order
to obtain closed-form expressions for rate coverage of both MBSs and FBSs. Besides,
the impact of the frequency reuse on rate coverage in HetNets is also investigated.
Results show that cognitive femtocells can significantly enhance the overall rate
coverage of the two-tier HetNets by improving the network capacity through efficient
spectrum utilization and mitigation of the interference.
7.2 Future Work
It is easily noticed that the research on CR technology is far from complete. The
thesis covers some of the key issues in CR networks and provides the foundations
for future research. A number of challenges remain that need to be addressed.
Therefore, this section highlights some research directions for future researchers.
7.2.1 Network Reliability and PU receiver Protection for
Cognitive Radio Ad-Hoc Networks
It would be interesting to investigate the applicability of SACRP for the network
reliability and PU receiver protection in CRAHNs. Although the combination of
spectrum aggregation and cooperation provides an opportunity of enhancing the
performance in terms of different metrics such as energy efficiency and throughput,
it also creates challenges and complexities for network reliability. For instance, as
aforementioned in Chapter 3.3, spectrum aggregation needs to exchange control
information of multiple spectrum bands/channels before transmission. A collision
for control packets may occur owing to simultaneous transmission from multiple
users in multi-user scenario. In this research, a random back-off solution is only
given to schedule retransmissions after collisions. There is no consideration about
how to reduce or avoid this kind of collision. Therefore, a collision mitigation or
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avoidance solution requires further investigation. Moreover, cooperative spectrum
sensing techniques [122] for multiple channels can be employed to improve the
channel detection performance, which also improves the network reliability.
PU receiver protection for CRAHNs has been discussed in literature [38, 74].
Minimizing the overlapped transmission area between the PU transmitter and CR
users becomes an efficient way to protect PU receivers. However, this scenario
has not been investigated under spectrum aggregation scheme. Apart from this,
power allocation provides an efficient transmit power control for CR users, which
allows the transmission of CR users under a tolerant level. It should be noted that
PU protection also improves the reliability of the network due to reducing harmful
interference to the primary network.
7.2.2 Protocols Design for Smart Grid with a Cognitive
Approach
Since CR technology plays an important role in smart grid, it would be
interesting to investigate other protocols from the perspective of cognitive approach
in smart grid. For example, cross-layer protocol design can improve the performance
of the network through joint optimization of parameters at different layers. Neither
CRB-MAC protocol (presented in Chapter 4) nor DMACO-RPL protocol (presented
in Chapter 5) has considered the cross-layer design. In addition, the research
related to the cross-layer design in either CSNs or CR-AMI networks is still infancy.
Therefore, It is important to consider the CRB-MAC and DMACO-RPL protocols
from the cross-layer perspective.
Moreover, as smart grid comprises of both power and communication layers
[22], it is important to investigate the cognitive-based protocols with power systems
perspective for smart grid. Therefore, a new MAC or routing protocol is required,




7.2.3 Resource Allocation for Heterogeneous Networks
with Cognitive Small Cells
In HetNets, Cognitive small cells provide a fast, flexible and cost-efficient
solution to satisfy the increasing demand for network capacity [123]. Current
research is mainly focused on the modeling and analysis of HetNets with Cognitive
small cells. Therefore, it is important to investigate the resource allocation for
HetNets with cognitive small cells. For example, in Chapter 6, the rate coverage for
two-tier HetNets with cognitive femtocells is analysed. This analysis can be extended
to the K-tier cognitive small cells, and the resource allocation scheme can be applied
to maximize the network performance (in terms of throughput and reliability).
Reinforcement Learning (Q-Learning) [124] as an elegant tool, provides an efficient
approach for resource allocation due to its simplicity. So far, Q-Learning has been
used for Radio Access Technology (RAT) in Heterogeneous Cellular Networks [125].
It would be interesting to investigate the application of Q-Learning for resource





Proof of Equation (3.39)
Based on Shannon’s Theorem, the total transmission power for aggregating NA













where |hkx,y|2= |F kx,y|2/Lx,y. Note that all aggregated channels are independent and
identically distributed (i.i.d). In Rayleigh fading environments, |F kx,y|2∼ Exp (µ).
Note that for a random variable X taking non-negative values, the expected
value can be calculated using the complementary Cumulative Distribution Function
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(CDF) i.e., E [X] =
∫
t>0









































































which completes the proof.
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Proof of Equation (3.49)
According to (3.25), we have ρ = P [Ex,r + Er,y < Ex,y]. From (3.48), we have
Ex,y = exp [αLx,y] , where α = µγδ2/Px,y. In this case, µ, γ, and δ2 are constant
for all CR nodes. Under the assumption of fixed transmission power Px,y, ETX (E)
is a log-normal distributed with mean µetx = 0 and variance σ
2 = α2. Using the
substitution X → Ex,r and Y → Er,y, we have ρ = P [X + Y < Ex,y].
The probability of finding the relay node for Class B requires the pdf of a
sum of two log-normal random variables. As X and Y have the same mean and
variance, the pdf can be found using the Fenton-Wilkinson (FW) approximation
[126], according to which the random variable X+Y is also log-normally distributed













The CDF for the log-normal distributed random variable g having mean µg and












Changing g → Es,d, µg → µ′etx and σ2g → σ′2, we have the probability ρB in
(3.49). This completes the proof.
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Proof of Equation (3.50)
Note that the delay for a single hop for a single transmission can be expressed
by Φ = NssTs + Tt + Tb, where Nss is the number of spectrum sensing events, Ts is
the spectrum sensing duration, Tt is the total time for transmitting data packets,
and Tb is the average back-off time for control packets until successful transmission.
Let Pn denote the probability that a CR node will successfully transmit data
after n spectrum sensing times. Thus, Pn is given by
Pn = (1− Pacc)nPacc. (C.1)
Let ns be the random variable that represents the total number of spectrum
sensing events until success. Since Pn represents the Probability Mass Function
(PMF) of ns, the average number of spectrum sensing events until success is given
by







where Pacc = min(Pjacc) due to the data packets are split and transmitted
simutaneously over the aggregated channels.
Note that if Tt > T , the CR node cannot transmit all data packets within the
duration of one transmission time T . Hence, the total number of spectrum sensing
events Nss can be calculated by






where Ndata is the number of data packets, Rd is the rate demand, and Ldata is the
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data packet size.
Next, using a similar methodology as employed for calculating the average
number of spectrum sensing events, the average number of collisions for control




1− (1− PRTS)(1− PCTS)(1− PRES)
(1− PRTS)(1− PCTS)(1− PRES) , (C.4)
where Pc is the probability that a collision for control packets occurs owing to
simultaneous transmission from multiple nodes. It should be noted that Geometric
distribution has been employed to compute Nc, similar to the analysis in [127].
Thus, the expected backoff time Tb (which can be calculated according to (27)
in [127])is given by







where Ne is the expected number of back-off time slots, Tslot is the duration of
back-off time slot, and Pt = 1 − (1− Pc)1/(λpiR
2−1) denotes the probability that a
given node will transmit in an arbitrary time slot which is also given by [127] .





The expressions for CSB-MAC protocol can be obtained using a similar
framework as described for CRB-MAC in Section III.
The single hop energy consumption for CSB-MAC is given by
(D.1)E jCSB total = χCSB(E T jfail + E Rjfail) + E T jsucc + E Rjsucc + χjssE jss,
where χCSB denotes the number of retransmissions which can be obtained in a




The single hop delay for CSB-MAC is given by
DjCSB = χCSB · (Tpr + Td + TCW ) + χjss · Ts + TCI · (χjss − 1). (D.2)
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