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Abstract
We prove stability of the ﬁnite element Stokes projection in the product space W1,∞(Ω) × L∞(Ω),
i.e., the maximum norm of the discrete velocity gradient and discrete pressure are bounded by the sum
of the corresponding exact counterparts, independently of the mesh-size. The proof relies on weighted
L2 estimates for regularized Green’s functions associated with the Stokes problem and on a weighted inf-
sup condition. The domain is a polygon or polyhedron with a Lipschitz-continuous boundary, satisfying
suitable suﬃcient conditions on the inner angles of its boundary, so that the exact solution is bounded
in W1,∞(Ω) × L∞(Ω). The triangulation is shape-regular and quasi-uniform. The ﬁnite element spaces
satisfy a super-approximation property, which is shown to be valid for commonly used stable ﬁnite
element spaces.
R´ esum´ e: Nous d´ emontrons la stabilit´ e dans W1,∞(Ω) × L∞(Ω) de l’approximation par ´ el´ ements ﬁnis
du probl` eme de Stokes, i.e., la norme du maximum du gradient de la vitesse et celle de la pression,
calcul´ es par des m´ ethodes d’´ el´ ements ﬁnis usuelles pour discr´ etiser le probl` eme de Stokes, sont born´ ees
ind´ ependemment du pas de la discr´ etisation. La d´ emonstration est bas´ ee sur des estimations ` a poids
dans L2 pour des fonctions de Green associ´ ees au probl` eme de Stokes et sur une condition inf-sup
` a poids. Le domaine est un polygone ou un poly` edre ` a fronti` ere Lipschitz dont les angles int´ erieurs
satisfont des conditions suﬃsantes convenables pour assurer que la solution exacte est aussi born´ ee dans
W1,∞(Ω) × L∞(Ω). La triangulation est uniform´ ement r´ eguli` ere.
Keywords: Stokes problem, ﬁnite element method, Green’s function, duality argument, weighted error
estimates, weighted inf-sup condition, local interpolation
AMS Classiﬁcation: 65N15, 65N30, 76D07
0 Introduction
This article is devoted to the proof of estimates, in the maximum norm, for the gradient of the velocity of
the discrete Stokes projection and its associated pressure in a variety of ﬁnite-element spaces. We consider
a polygonal or polyhedral domain Ω, in two or three dimensions d, a given velocity vector u in H1
0(Ω)d, with
zero divergence, and a pressure p in L2
0(Ω), i.e. with zero mean value. Then we consider a triangulation
Th of Ω, where h is the global mesh-size, a pair of ﬁnite-element spaces on Th, namely Xh ⊂ H1
0(Ω)d and
∗Laboratoire Jacques-Louis Lions, Universit´ e Pierre et Marie Curie, 75252 Paris cedex 05, France.
†Department of Mathematics and Institute for Physical Science and Technology, University of Maryland, College Park,
Maryland 20742–4015, USA. (Partially supported by NSF grant DMS-0204670.)
‡Department of Mathematics and the Computation Institute, University of Chicago, Chicago, Illinois 60637–1581, USA.
1Mh ⊂ L2
0(Ω), with appropriate approximation properties and stable in the sense that it satisﬁes a uniform
discrete inf-sup condition. We deﬁne uh ∈ Xh and ph ∈ Mh, solution of:
Z
Ω
∇uh : ∇vh dx −
Z
Ω
phdivvh dx =
Z
Ω
∇u : ∇vh dx −
Z
Ω
pdivvh dx ∀vh ∈ Xh , (0.1)
Z
Ω
qhdivuh dx = 0 ∀qh ∈ Mh . (0.2)
Under suitable suﬃcient restrictions on the angles of the domain and on the triangulation, we shall prove
that if the velocity u belongs to W1,∞(Ω)d and the pressure p belongs to L∞(Ω), then there exists a
constant C independent of h, u and p, such that
k∇uhkL∞(Ω) + kphkL∞(Ω) ≤ C
 
k∇ukL∞(Ω) + kpkL∞(Ω)

. (0.3)
This result has many important applications. For instance, it is crucial for extending to Navier-Stokes
free surface ﬂows the numerical analysis done by Saavedra & Scott [33] for the discrete Laplace equation
with a free surface. Another application is the numerical analysis of ﬁnite-element schemes for highly
non-linear ﬂows such as non-Newtonian ﬂows. Analyzing such ﬂows often requires a W1,∞ bound for the
exact velocity; thus the numerical analysis of their ﬁnite-element schemes requires a similar bound for the
discrete velocity. One example is the numerical analysis of ﬁnite-element schemes for a grade-two ﬂuid
ﬂow in three dimensions. In two dimensions, (0.3) is not required, cf. Girault & Scott [21], but this is
exceptional and (0.3) is essential in three dimensions.
It is well-known that
k∇uhkL2(Ω) ≤ k∇ukL2(Ω) + kpkL2(Ω) , (0.4)
and
kphkL2(Ω) ≤
1
β?
 
k∇ukL2(Ω) + kpkL2(Ω)

, (0.5)
where β? is the constant of the uniform discrete inf-sup condition:
sup
vh∈Xh
R
Ω qhdivvh dx
k∇vhkL2(Ω)
≥ β?kqhkL2(Ω) ∀qh ∈ Mh . (0.6)
Therefore, by interpolating between (0.3) and (0.4) or (0.5), we obtain for any number r > 2:
k∇uhkLr(Ω) + kphkLr(Ω) ≤ Cr
 
k∇ukLr(Ω) + kpkLr(Ω)

, (0.7)
with a constant Cr that depends on r, but not on h, u and p.
0.1 Some background
The result we present here is based essentially on the proof of two results: maximum norm estimates for
(the gradient of) ﬁnite-element discretizations of the Laplace equation due to Rannacher & Scott [32] and
Brenner & Scott [7], and a family of weighted estimates for the inverse of the divergence due to Dur´ an &
Muschietti [15]. The reader will ﬁnd in the recent work by Schatz [34], page 878, a good summary of the
history of maximum norm estimates for the Laplace equation.
In 1988, Dur´ an, Nochetto & Wang [16] addressed the discrete Stokes problem in two dimensions by
means of weighted norms with the weight function introduced by Natterer [28]:
σ(x) =
 
|x − x0|2 + (κh)21/2 , (0.8)
2where x0 is a point close to that where the maximum is attained and κ > 1 is a well-chosen parameter
independent of h. But their estimate was not uniform: their constant C had the factor |logh|1/2. This
diﬃculty in proving W1,∞-stability is not due to the degree of the ﬁnite elements, as experienced by Ciarlet
& Raviart [11], Scott [35] or Nitsche [30, 31] when dealing with the Laplace equation. It is caused by the
presence of the discrete pressure in the discrete equations, even for estimating the velocity. Indeed, in
the absence of weights, the discrete pressure can be eliminated by using test functions with discrete zero
divergence: this is how (0.4) is derived. But in the presence of weights multiplying the test functions, the
pressure cannot be eliminated since the discrete divergence of the product is no longer zero. Unfortunately,
the weighted inf-sup condition for handling this pressure term has a constant with a logarithmic factor,
and this accounts for the factor found in [16]. But in 2001, Dur´ an & Muschietti [15] proved what amounts
to a uniform weighted inf-sup condition with the weight σα for all exponents α with −d/2 < α < d/2, d
being the dimension, and exhibiting the factor |logh| in the critical case where |α| = d/2. Their proof uses
fundamentally a theorem of Stein [37] establishing a sharp estimate for a general singular integral with the
weight |x|α for −d/2 < α < d/2.
Recently, in a preprint, Chen [9] presented maximum norm estimates on a domain with a smooth
boundary, but without specifying the behavior of the ﬁnite-element functions near the boundary. This
work is based on interior estimates (away from the boundary) for the Stokes problem by Arnold & Liu [4],
and recent pointwise estimates by Schatz for the Laplace equation [34]. The approach of [34] has been
extended by Demlow [14] to mixed methods for solving scalar elliptic problems on smooth domains.
In this article, we shall adapt the analysis of [7] to the Stokes problem, removing the logarithmic factor
by working with the weight σµ/2, where
µ = d + λ , 0 < λ < 1, (0.9)
λ is a well-chosen parameter and d is the dimension. We shall transform the contribution of the discrete
pressure in such a way that the inf-sup condition is only applied in a non-critical case. Let us describe
brieﬂy the main steps in the proof.
0.2 Synopsis of the proof
The ﬁrst step, which is standard, consists in reducing the estimate for uh in W1,∞ into an error estimate
for a regularized Green’s function ﬁrst in W1,1, and next in H1 with a weight. For this, we ﬁx an element of
the matrix ∇uh, say
∂uh,i
∂xj , we choose a suitable point x0 located in the element T (triangle or tetrahedron)
where |
∂uh,i
∂xj | is maximum, and an approximate molliﬁer δM supported by T, satisfying:
Z
Ω
δMdx = 1, (0.10)
k
∂uh,i
∂xj
kL∞(Ω) =


 
Z
Ω
δM
∂uh,i
∂xj
dx

 
 . (0.11)
Next, we deﬁne the regularized Green’s function by: (G,Q) ∈ H1
0(Ω)d × L2
0(Ω), solution of
−∆G + ∇Q = −
∂
∂xj
(δMei), (0.12)
divG = 0, (0.13)
where ei is the ith unit canonical vector, and we deﬁne its Stokes projection (Gh,Qh) ∈ Xh × Mh by:
Z
Ω
∇Gh : ∇vh dx −
Z
Ω
Qhdivvh dx =
Z
Ω
∇G : ∇vh dx −
Z
Ω
Qdivvh dx ∀vh ∈ Xh , (0.14)
3Z
Ω
qhdivGh dx = 0 ∀qh ∈ Mh . (0.15)
Then, we can show that
Z
Ω
δM
∂uh,i
∂xj
dx =
Z
Ω
δM
∂ui
∂xj
dx −
Z
Ω
∇u : ∇(G − Gh)dx +
Z
Ω
pdiv(G − Gh)dx, (0.16)
and combined with (0.11), this implies indeed that the problem reduces to a uniform estimate for k∇(G−
Gh)kL1(Ω). Finally, using Cauchy-Schwarz’s inequality, we write:
k∇(G − Gh)kL1(Ω) ≤
Z
Ω
σµ|∇(G − Gh)|2dx
1/2 Z
Ω
σ−µdx
1/2
. (0.17)
As we can easily prove that for 0 < λ < 1,
Z
Ω
σ−µdx ≤
C
λ
(κh)−λ , (0.18)
with a constant C independent of h and λ, this reduces now the problem to establishing the weighted error
estimate for Gh:
kσµ/2∇(G − Gh)kL2(Ω) ≤ Chλ/2 . (0.19)
But since (0.14) is a variational equation, the only straightforward way for introducing a weight into it is
by inserting the weight into the test function. For this, we interpolate G with an interpolation operator
Ph that preserves the discrete divergence [22], we deﬁne the auxiliary function ψ by
ψ = σµ(Ph(G) − Gh), (0.20)
and we use ¯ Ph(ψ) as test function, where ¯ Ph is a simpliﬁed version of Ph that takes advantage of the
continuity of ψ. This yields the following identity:
Z
Ω
σµ|∇(G − Gh)|2 dx =
Z
Ω
∇(G − Gh) : ∇[(G − Ph(G))σµ] dx
+
Z
Ω
∇(G − Gh) : ∇(ψ − ¯ Ph(ψ))dx
−
Z
Ω
(∇(G − Gh)(G − Gh)) · ∇σµ dx
+
Z
Ω
(Q − Qh)div( ¯ Ph(ψ))dx.
(0.21)
All the subsequent steps are devoted to estimating the terms in the right-hand side of (0.21).
In view of the ﬁrst term, we must derive a weighted estimate for the interpolation error ∇(G−Ph(G)).
This is the object of the second step, that establishes the weighted bounds:
kσµ/2∇2GkL2(Ω) + kσµ/2∇QkL2(Ω) ≤ C κµ/2hλ/2−1 , (0.22)
where ∇k denotes the kth-order derivatives tensor. It is essentially based on two arguments: a duality
argument for G, similar to that used by [32] and [7], and a weighted inf-sup condition for Q, that applies [15]
with the non-critical exponent α = −(µ/2 − 1) utilizing 0 < λ < 1. Let us remark here that a weighted
estimate for the interpolation error of Ph also requires that Ph be quasi-local. For this, we refer to [22],
where quasi-local interpolation operators are constructed for a large class of ﬁnite-elements.
4The second term in the right-hand side of (0.21) involves a weighted estimate for ∇(ψ − ¯ Ph(ψ)). More
speciﬁcally, we shall prove that
kσ−µ/2∇(ψ − ¯ Ph(ψ))kL2(Ω) ≤ Ckσµ/2−1(Ph(G) − Gh)kL2(Ω) , (0.23)
with a constant C independent of h. Since ψ has the factor σµ, we shall see that (0.23) follows mainly
from a “super-approximation” result that eliminates the highest-order derivative of Ph(G) − Gh in the
right-hand side of the error bound. The third step is devoted to establishing this “super-approximation”
result for the “mini-element”, the Taylor-Hood ﬁnite elements and the Bernardi-Raugel element.
The fourth step is motivated by the last two terms in the right-hand side of (0.21). On the one hand,
the third term has the bound:
Z
Ω
(∇(G − Gh)(G − Gh)) · ∇σµ dx ≤ µkσµ/2∇(G − Gh)kL2(Ω)kσµ/2−1(G − Gh)kL2(Ω) .
On the other hand, the fourth term, i.e. the one involving the pressure, can be reduced essentially to two
terms: Z
Ω
(rh(Q) − Qh)σµdiv(Gh − Ph(G))dx ,
Z
Ω
(Q − Qh)(Gh − Ph(G))∇σµ dx, (0.24)
where rh(Q) is an interpolant of Q. The ﬁrst term in (0.24) is simpler because Gh − Ph(G) has discrete
divergence zero. Thus we can insert an approximation of the product (rh(Q) − Qh)σµ into this term and
we shall prove that
Z
Ω
(rh(Q) − Qh)σµdiv(Gh − Ph(G))dx ≤ C hkσµ/2∇(G − Gh)kL2(Ω)kσµ/2−1(rh(Q) − Qh)kL2(Ω) . (0.25)
Then the pressure factor in the right-hand side can be estimated by means of the weighted inf-sup condition
with non-critical exponent −(µ/2 − 1), since 0 < λ < 1, and we shall see that the factor h exactly
compensates the −1 in the above exponent.
The second term in (0.24) is much more problematic because the obvious factorization, which after
simpliﬁcation gives
Z
Ω
(Q − Qh)(G − Gh) · ∇σµ dx ≤ µkσµ/2(Q − Qh)kL2(Ω)kσµ/2−1(G − Gh)kL2(Ω) ,
is useless as it requires the weighted inf-sup condition with exponent −µ/2, i.e. beyond the admissible
range. In order to stay within the non-critical range, we consider the factorization
Z
Ω
(Q − Qh)(G − Gh) · ∇σµ dx ≤ µkσµ/2−ε/2(Q − Qh)kL2(Ω)kσµ/2+ε/2−1(G − Gh)kL2(Ω) , (0.26)
where ε = λ + γ for some small γ > 0. Thus, in view of these two terms, and since λ itself is also small,
we are led to ﬁnd an appropriate bound for
kσµ/2+ε/2−1(G − Gh)kL2(Ω) , (0.27)
for small ε ≥ 0. We shall estimate it by means a duality argument that generalizes the argument of [32]
and [7] for evaluating (0.27) with ε = 0. We shall prove ﬁrst that
kσµ/2−1(G − Gh)kL2(Ω) ≤
C1 √
κ
kσµ/2∇(G − Gh)kL2(Ω) + C2κµ/2−1/2hλ/2 , (0.28)
5and next that
kσµ/2+ε/2−1(G − Gh)kL2(Ω) ≤ C3
(κh)ε/2
√
κ
(kσµ/2∇(G − Gh)kL2(Ω) + C4κµ/2hλ/2). (0.29)
Observe on the one hand that the factor hε/2 exactly compensates the −ε/2 in the exponent of the ﬁrst
factor of the right-hand side of (0.26). On the other hand, the parameter κ, that is part of the weight
(0.8), appears in the denominator multiplying kσµ/2∇(G−Gh)kL2(Ω). Hence it will be chosen so that this
term is absorbed by the left-hand side of (0.21).
The remainder of the proof assembles all these estimates in such a way that all contributions of
kσµ/2∇(G − Gh)kL2(Ω) in the right-hand side of (0.21) are absorbed by its left-hand side.
We shall see that several steps in this proof restrict the triangulation. Indeed, since σ is a function of
the global mesh-size, the proofs of some estimates use a uniformly regular (or quasi-uniform) triangulation.
This is also the case in [32] and [7]. But relaxing, even partially, this restriction is not straightforward.
The above duality argument restricts from the start the angles of ∂Ω. Indeed, in view of the Sobolev
imbedding
W2,r(Ω) ⊂ W1,∞(Ω) , for r > d,
the angles must be such that the solution (v,q) of the Stokes problem
−∆v + ∇q = f , divv = 0 in Ω , v|∂Ω = 0, (0.30)
belongs to W2,r(Ω)d × W1,r(Ω) whenever f belongs to Lr(Ω)d for some real number r > d. In two
dimensions, this holds when Ω is convex, and r depends on the largest inner angle of ∂Ω (see Grisvard [23]).
But in three dimensions, convexity is not suﬃcient (see Dauge [13]): the largest inner dihedral angle of ∂Ω
must be strictly less than 2π/3, the precise value depending on r. This amount of regularity is essentially
consistent with requiring that p and the gradient of u be bounded, in the sense that the restriction on the
angles is the same. Thus our restrictions on the boundary are best possible consistent with our goal of
providing error estimates for the approximation of p and the gradient of u in the maximum norm.
0.3 Regularity results for the Stokes problem
It is worthwhile here to recall some regularity results of the solution of the Stokes problem. It is now well-
known that if f belongs to L2(Ω)d and the domain is a convex polygon (cf. Kellog & Osborn [26] or [23])
or polyhedron (cf. [13]), then the solution (v,q) of (0.30) belongs to H2(Ω)d × H1(Ω), with continuous
dependence on f. Of course when Ω is convex, we obtain by interpolation for 0 ≤ s ≤ 1, that (v,q) belongs
to Hs+1(Ω)d ×Hs(Ω), with continuous dependence on f, whenever f belongs to Hs−1(Ω)d. But for small
s, the restrictions on the angles can be substantially relaxed. Indeed, without restriction on the angles of
∂Ω, the following theorems hold; the ﬁrst one can be found in [23] and the second one in [13].
Theorem 0.1 Let Ω be a polygon with a Lipschitz-continuous boundary in two dimensions. If f belongs
to Lr(Ω)2 for some r with 1 < r ≤ 4/3, then the solution (v,q) of (0.30) belongs to W2,r(Ω)2 × W1,r(Ω)
with continuous dependence on f.
Theorem 0.2 Let Ω be a polyhedron with a Lipschitz-continuous boundary in three dimensions. If f
belongs to Hs−1(Ω)3 for some s with 0 ≤ s < 1/2, then the solution (v,q) of (0.30) belongs to Hs+1(Ω)3 ×
Hs(Ω) with continuous dependence on f.
The result for the borderline case s = 1/2 is due to Dauge & Costabel and can be found in Girault &
Lions [19]:
6Theorem 0.3 Let Ω be a polyhedron with a Lipschitz-continuous boundary in three dimensions. If f
belongs to L3/2(Ω)3, then the solution (v,q) of (0.30) belongs to H3/2(Ω)3 × H1/2(Ω) with continuous
dependence on f.
Finally, there are several results for handling the Stokes problem with non-zero divergence. We shall
use the following one due to Amrouche & Girault [2] (see also [26] in two dimensions):
Theorem 0.4 Let Ω be a Lipschitz-continuous domain of I Rd. For each g in H1
0(Ω) satisfying
R
Ω g dx = 0,
there exists a unique v in H2
0(Ω)d such that
divv = g , kvkH2(Ω) ≤ C kgkH1(Ω) . (0.31)
0.4 Notation
We shall use the following notation; for the sake of simplicity, we deﬁne them in three dimensions. Let
(k1,k2,k3) denote a triple of non-negative integers, set |k| = k1 + k2 + k3 and deﬁne the partial derivative
∂k by
∂kv =
∂|k|v
∂x
k1
1 ∂x
k2
2 ∂x
k3
3
.
Then, for any non-negative integer m and number r ≥ 1, recall the classical Sobolev space (cf. Adams [1]
or Neˇ cas [29])
Wm,r(Ω) = {v ∈ Lr(Ω); ∂kv ∈ Lr(Ω) ∀|k| ≤ m},
equipped with the seminorm
|v|Wm,r(Ω) =


X
|k|=m
Z
Ω
|∂kv|r dx


1/r
,
and norm (for which it is a Banach space)
kvkWm,r(Ω) =


X
0≤k≤m
|v|r
Wk,r(Ω)


1/r
,
with the usual extension when r = ∞. The reader can refer to Lions & Magenes [27] and [23] for extensions
of this deﬁnition to non-integral values of m. When r = 2, this space is the Hilbert space Hm(Ω). The
deﬁnitions of these spaces are extended straightforwardly to vectors, with the same notation, but with the
following modiﬁcation for the norms in the non-Hilbert case. Let u = (u1,u2,u3); then we set
kukLr(Ω) =
Z
Ω
|u(x)|r dx
1/r
,
where | · | denotes the Euclidean vector norm for vectors or the Frobenius norm for tensors.
Let D(Ω) denote the set of indeﬁnitely diﬀerentiable functions with compact support in Ω. For functions
that vanish on the boundary, we deﬁne
H1
0(Ω) = {v ∈ H1(Ω); v|∂Ω = 0},
and recall Poincar´ e’s inequality: there exists a constant C such that
kvkL2(Ω) ≤ C diam(Ω)|v|H1(Ω) ∀v ∈ H1
0(Ω). (0.32)
7Owing to (0.32), we use the seminorm | · |H1(Ω) as a norm on H1
0(Ω).
For R > 0, we denote by B(x,R) the ball in I Rd with center x and radius R.
We shall also use the standard spaces for incompressible ﬂuids:
V = {v ∈ H1
0(Ω)3 ; divv = 0 in Ω},
V ⊥ = {v ∈ H1
0(Ω)3 ;
Z
Ω
∇v : ∇w = 0 ∀w ∈ V },
L2
0(Ω) = {q ∈ L2(Ω);
Z
Ω
q dx = 0}.
1 Reduction to weighted estimates
Let Ω be a Lipschitz-continuous domain in I Rd (d = 2 or 3), with a polygonal or polyhedral boundary ∂Ω.
We denote by δ1 ≥ 0 the usual molliﬁer in D(I Rd) such that supp (δ1) ⊂ B1 = B(0,1) and
R
I Rd δ1(x)dx = 1.
Then for any point x0 ∈ Ω and real number %0 > 0 such that the ball B(x0,%0) is contained in Ω, we
deﬁne the molliﬁer δ by:
δ =
1
%d
0
δ1

x − x0
%0

. (1.1)
Let
c1 = kδ1kL∞(I Rd) ;
then
kδkL∞(I Rd) =
c1
%d
0
. (1.2)
Let Th be a shape-regular (also called non-degenerate) simplicial family of triangulations of Ω (cf. Cia-
rlet [10]): there exists a constant ζ, independent of h and T, such that
ζT :=
hT
ρT
≤ ζ ∀T ∈ Th , (1.3)
where hT is the diameter of T and ρT is the diameter of the sphere B inscribed in T; elements T are
assumed to be closed. We denote the center of B by x0 and its radius by %0 := ρT/2; i.e. B = B(x0,%0).
Our ﬁrst lemma associates an approximate molliﬁer with the maximum of a discrete function. This
construction is sketched in [32]; we give the proof for the reader’s convenience (see [16] for an alternate
approach). For a ﬁxed integer ` ≥ 0, let P` be a space of polynomials in d variables of degree at most `, let
ϕh be a polynomial of P` in each T (without interelement continuity requirements), let xM be a point of Ω
where |ϕh(x)| attains its maximum, let T be an element containing xM and let B be the sphere associated
above with T.
Lemma 1.1 With the above notation, there exists a smooth function δM supported by B such that
Z
Ω
δMdx = 1, (1.4)
kϕhkL∞(Ω) =
 
 
Z
B
δM ϕhdx
 
  , (1.5)
and for any number t with 1 < t ≤ ∞, there exists a constant Ct, depending only on ζ, d, t and the
dimension of P`, such that
kδMkLt(B) ≤
Ct
%
d(1−1/t)
T
. (1.6)
8Proof. Let δ be deﬁned by (1.1) and let pM ∈ P` be the solution of:
Z
B
δ pM v dx = v(xM) ∀v ∈ P` . (1.7)
This problem is a square system of linear equations with the dimension of P`; its matrix is symmetric and
as δ is positive in the interior of B, it is positive deﬁnite. Therefore it has a unique solution and we choose
δM = δ pM . (1.8)
Then (1.4) and (1.5) follow immediately from (1.7), and (1.6) is easily proven by scaling arguments.
Now, we proceed as sketched in the Introduction. We apply Lemma 1.1 to
∂uh,i
∂xj , i.e. P` is the polynomial
space of the ﬁrst derivatives of uh in each T. This gives the existence of a point x0 and a corresponding
function δM satisfying (1.4)–(1.6). With Green’s formula, we have:
k
∂uh,i
∂xj
kL∞(Ω) =
 
 
Z
Ω
∂
∂xj
(δM ei) · uh dx
 
  . (1.9)
Then deﬁning the regularized Green’s function (G,Q) by (0.12), (0.13) and its Stokes projection (Gh,Qh)
by (0.14), (0.15), we have the following lemma.
Lemma 1.2 Let u be given in W1,∞(Ω)d ∩ V and p in L∞(Ω) ∩ L2
0(Ω) and let the pair (uh,ph) be the
solution of (0.1), (0.2). Then
k
∂uh,i
∂xj
kL∞(Ω) ≤ k
∂ui
∂xj
kL∞(Ω) + (k∇ukL∞(Ω) +
√
dkpkL∞(Ω))k∇(Gh − G)kL1(Ω) . (1.10)
Proof. Taking uh as test function in (0.14) and using (0.2), we can write
−
Z
Ω
∂
∂xj
(δM ei) · uh dx =
Z
Ω
∇Gh : ∇uh dx.
Then taking Gh as test function in (0.1) and using (0.13), we obtain
−
Z
Ω
∂
∂xj
(δM ei) · uh dx =
Z
Ω
∇u : ∇(Gh − G)dx +
Z
Ω
∇u : ∇Gdx −
Z
Ω
pdiv(Gh − G)dx.
Finally, multiplying (0.12) by u, this becomes
−
Z
Ω
∂
∂xj
(δM ei) · uh dx =
Z
Ω
∇u : ∇(Gh − G)dx +
Z
Ω
∂ui
∂xj
δM dx −
Z
Ω
pdiv(Gh − G)dx,
and (1.10) follows from the fact that kδMkL1(Ω) = 1.
Next we introduce the notation
θ := κh, (1.11)
with κ > 1 to be speciﬁed later, and recall the weight σ deﬁned by (0.8)
σ(x) =
 
|x − x0|2 + (κh)21/2 =
 
|x − x0|2 + θ21/2 .
The following proof of (0.18) gives an explicit bound for its constant C.
9Lemma 1.3 Let µ = d + λ, d = 2,3. For all λ > 0, we have:
Z
Ω
σ(x)−µdx ≤ Cλ,d
1
θλ where Cλ,d =
Z
I Rd
(1 + |x|2)−d−λdx ≤ 2(d − 1)
π
λ

. (1.12)
Proof. By changing x to
y =
x − x0
θ
and passing to spherical coordinates, we obtain
Z
Ω
σ(x)−µdx ≤
Z
I Rd
σ(x)−µdx = 2(d − 1)π
1
θλ
Z ∞
0
rd−1
(r2 + 1)µ/2dr.
Then (1.12) follows from the fact that
Z ∞
0
rd−1
(r2 + 1)µ/2dr ≤
1
λ
.
Remark 1.4 Let us ﬁx once and for all a ball centered at the point x0, with radius R, containing Ω. If
0 < α < d, we have Z
Ω
σ−α(x)dx ≤ 2π
d − 1
d − α
Rd−α , (1.13)
and if α > 0, we have for θ ≤ R
Z
Ω
σα(x)dx ≤ 21+α/2 π
d − 1
d
Rd+α . (1.14)
If R < θ, then (1.14) holds with R replaced by θ, but this case is irrelevant since θ tends to zero with h.
In view of Lemma 1.2, the proof of (0.3) reduces to proving the weighted estimate (0.19):
Z
Ω
σµ|∇(G − Gh)|2dx ≤ Chλ . (1.15)
For this, we need to insert the factor σµ into the error equation (0.14). As written in the Introduction,
we deal with this factor by means of a test function, but since the product σµvh does not belong to Xh,
we must interpolate it. Therefore, we take an interpolation operator Ph : H1
0(Ω)d 7→ Xh and a simpliﬁed
version ¯ Ph, both to be speciﬁed later, and we deﬁne ψ by (0.20), namely
ψ = σµ(Ph(G) − Gh).
We further choose vh = ¯ Ph(ψ) in (0.14) to get
Z
Ω
∇(G − Gh) : ∇ ¯ Ph(ψ)dx =
Z
Ω
(Q − Qh)div ¯ Ph(ψ)dx. (1.16)
Then we write
Z
Ω
σµ|∇(G − Gh)|2 dx =
Z
Ω
∇(G − Gh) : ∇[(G − Gh)σµ] dx −
Z
Ω
(∇(G − Gh)(G − Gh)) · ∇σµ dx,
and we obtain (0.21) by inserting Ph(G), ¯ Ph(ψ) and using (1.16).
102 Preliminary results
From now on, we assume (0.9) for some λ > 0:
µ = d + λ.
We list here some technical results that will be used repeatedly in the sequel. First, we shall need a
bound for the derivatives of powers of σ. As
∇σ(x) =
1
σ(x)
(x − x0),
we have
∇(σ(x)α) = ασ(x)α−2(x − x0).
Therefore
|∇(σ(x)α)| ≤ ασ(x)α−1 , (2.1)
and similarly, for any positive integer k:
|∇k(σ(x)α)| ≤ Ck,ασ(x)α−k , (2.2)
with a constant Ck,α that depends only on α and k. Next, we shall use the following lemmas. Beforehand,
recall that a macro-element is a union of elements of Th with a connected interior.
Lemma 2.1 Let T be any element of Th. For any real number α > 0, we have
supx∈T σ(x)−α
infx∈T σ(x)−α =
supx∈T σ(x)α
infx∈T σ(x)α < 3α/2 . (2.3)
Similarly, let ∆T be a macro-element containing at most L elements of Th, including T. Then
supx∈T σ(x)−α
infx∈∆T σ(x)−α =
supx∈∆T σ(x)α
infx∈T σ(x)α < (2L2 + 1)α/2 ,
supx∈T σ(x)α
infx∈∆T σ(x)α < (2L2 + 1)α/2 .
(2.4)
Proof. The equality in (2.3) is clear. To prove the inequality, let xm ∈ T be a point where |x − x0|
attains its minimum in T (if x0 ∈ T, then xm = x0). Then on the one hand,
σ(x) ≥ σ(xm) = (|xm − x0|2 + θ2)1/2 ∀x ∈ T ,
and on the other hand, since θ ≥ h, for all x ∈ T,
σ(x) ≤ (2|x − xm|2 + 2|xm − x0|2 + θ2)1/2 ≤ (2h2 + θ2 + 2|xm − x0|2)1/2 < 31/2σ(xm),
whence (2.3). The proof of the ﬁrst part of (2.4) is similar, considering that, for all x ∈ ∆T, |x−xm| ≤ Lh.
Likewise, for proving the second part of (2.4), we choose for xm a point where |x−x0| attains its minimum
in ∆T, and we proceed as in the ﬁrst part.
11Lemma 2.2 In addition to (1.3), assume that the family of triangulation Th is uniformly regular (or
quasi-uniform), i.e. there exists a constant τ > 0, independent of h, such that
τ h < hT ≤ ζ ρT ∀T ∈ Th . (2.5)
Then there exists a constant C that depends only on τ, ζ, d and the dimension of P`, such that
kσµ/2∇δMkL2(Ω) ≤ 2µ/4C κµ/2hλ/2−1 , (2.6)
and
kσµ/2−1δMkL2(Ω) ≤ 2µ/4−1/2C κµ/2−1hλ/2−1 . (2.7)
Proof. From the construction of Lemma 1.1, we have
kδMkL∞(Ω) = kδMkL∞(B) ≤
ˆ c1
%d
0
, k∇δMkL∞(Ω) = k∇δMkL∞(B) ≤
ˆ c2
%d+1
0
,
with constants ˆ c1,ˆ c2 > 0 that depend only on d,ζ and the dimension of P`. Similarly, for any α > 0,
kσαkL∞(B) ≤ (%2
0 + θ2)α/2 < 2α/2θα .
Hence
kσµ/2∇δMkL2(Ω) = kσµ/2∇δMkL2(B) < 2µ/4ˆ c3
 
θµ
%d+2
0
!1/2
,
kσµ/2−1δMkL2(Ω) = kσµ/2−1δMkL2(B) < 2µ/4−1/2ˆ c4

θµ−2
%d
0
1/2
,
with ˆ c3,ˆ c4 > 0 similar to ˆ c1,ˆ c2. Then (2.6) and (2.7) follow from these two inequalities and (2.5).
Finally, the weighted inf-sup condition stated in the following theorem will be a crucial ingredient here.
As written in the Introduction, this result is due to Dur´ an & Muschietti [15] and it generalizes a theorem
of Stein [37].
Theorem 2.3 Let Ω ⊂ I Rd be Lipschitz-continuous, and let α ∈ I R satisfy 0 ≤ |α| < d. For each
f ∈ L2
0(Ω), there exists v ∈ H1
0(Ω)d such that
divv = f in Ω,
kσα/2∇vkL2(Ω) ≤ Cαkσα/2fkL2(Ω) , (2.8)
where Cα is a constant that is independent of h, κ, f and v .
Remark 2.4 In particular, it is proven in [15] that if α = d, then
Cd = O(|logh|).
Thus the condition |α| < d is sharp.
The last corollary handles the case where the mean-value of f is not zero.
12Corollary 2.5 We retain the assumptions of Theorem 2.3. For each f ∈ L2(Ω), there exists v ∈ H1
0(Ω)d
such that
divv = f −
1
|Ω|
Z
Ω
f(x)dx in Ω,
kσα/2∇vkL2(Ω) ≤ Cαkσα/2fkL2(Ω) , (2.9)
where Cα is another constant that is independent of h, κ, f and v .
Proof. To simplify, we consider the case where α < 0; the proof for α ≥ 0 is the same. Set
m(f) =
1
|Ω|
Z
Ω
f(x)dx. (2.10)
By virtue of (1.14) we write:
|
Z
Ω
f(x)dx| ≤ kσα/2fkL2(Ω)kσ−α/2kL2(Ω) ≤ C1kσα/2fkL2(Ω) .
Then (1.13) yields
kσα/2m(f)kL2(Ω) = |m(f)|kσα/2kL2(Ω) ≤ C2kσα/2fkL2(Ω) . (2.11)
With (2.8), this implies immediately (2.9).
3 Weighted interpolation errors
From now on, C, Ci, Ct, etc. will denote generic constants, independent of h and κ.
3.1 Weighted regularity results
For establishing (0.22), we require weighted estimates for G and Q. Let us start with an estimate for
σµ/2−1Q in L2. Unless otherwise mentioned, we assume that 0 < λ < 1, and we shall sharpen this range
in the next section.
Proposition 3.1 Let Th satisfy (2.5) and 0 < λ < 2. We have
kσµ/2−1QkL2(Ω) ≤ C

kσµ/2−1∇GkL2(Ω) + κµ/2−1hλ/2−1

. (3.1)
Proof. Set q = σµ−2Q and apply Corollary 2.5 with α = 2 − µ and q instead of f. Note that since
0 < λ < 2, we have −d < 2 − µ < 0. Therefore, there exists v ∈ H1
0(Ω)d such that divv = −q + m(q) and
kσ1−µ/2∇vkL2(Ω) ≤ Cαkσ1−µ/2qkL2(Ω) , α = 2 − µ. (3.2)
On the one hand, as Q ∈ L2
0(Ω), we can write:
−
Z
Ω
Qdivv dx =
Z
Ω
σµ−2Q2dx,
and hence
kσµ/2−1QkL2(Ω) = −
R
Ω Qdivv dx
kσµ/2−1QkL2(Ω)
. (3.3)
13On the other hand, applying (3.2),
Z
Ω
σµ−2Q2dx =
Z
Ω
σ2−µ(σµ−2Q)2dx =
Z
Ω
σ2−µq2dx ≥
1
C2
α
kσ1−µ/2∇vk2
L2(Ω) .
When substituted into the denominator of (3.3), we obtain
kσµ/2−1QkL2(Ω) ≤ Cα
|
R
Ω Qdivv dx|
kσ1−µ/2∇vkL2(Ω)
. (3.4)
Finally, multiplying (0.12) by v yields
−
Z
Ω
Qdivv dx =
Z
Ω
δM
∂
∂xj
vidx −
Z
Ω
∇G : ∇v dx.
Thus
|
Z
Ω
Qdivv dx| ≤ kσ1−µ/2∇vkL2(Ω)

kσµ/2−1∇GkL2(Ω) + kσµ/2−1δMkL2(Ω)

,
and (3.1) follows from this inequality, (3.4) and (2.7).
In view of (3.1), we must ﬁnd a bound for σµ/2−1∇G.
Proposition 3.2 Let Th satisfy (2.5). Then
kσµ/2−1∇Gk2
L2(Ω) ≤ kσµ/2−2GkL2(Ω)

C1κµ/2hλ/2−1 + C2kσµ/2−1∇GkL2(Ω)

. (3.5)
Proof. We have
kσµ/2−1∇Gk2
L2(Ω) =
Z
Ω
∇G : σµ−2∇Gdx =
Z
Ω
∇G : ∇(σµ−2G)dx −
Z
Ω
(∇G)G · ∇(σµ−2)dx.
Multiplying (0.12) by σµ−2G and using (0.13), this becomes
kσµ/2−1∇Gk2
L2(Ω) = −
Z
Ω
σµ−2Gi
∂
∂xj
δMdx +
Z
Ω
Q∇(σµ−2) · Gdx −
Z
Ω
(∇G)G · ∇(σµ−2)dx.
Then, associating the factor σµ/2−2 with G and applying (2.1) with exponent µ − 2, we obtain
kσµ/2−1∇Gk2
L2(Ω) ≤ kσµ/2−2GkL2(Ω)(kσµ/2∇δMkL2(Ω)
+ (µ − 2)kσµ/2−1QkL2(Ω) + (µ − 2)kσµ/2−1∇GkL2(Ω)).
Hence (3.5) follows by substituting (3.1) and (2.6) into this inequality.
Next, in view of (3.5), we must ﬁnd a bound for σµ/2−2G. This is achieved by a duality argument as
in [32] and [7].
Theorem 3.3 Assume that Ω is convex and let Th satisfy (2.5). For each real number t satisfying
1 < t <
2d
2d + λ − 2
, (3.6)
there exists a constant Ct such that the following bound holds
kσµ/2−2GkL2(Ω) ≤ Ctκd(1−1/t)+λ/2−1hλ/2−1 . (3.7)
14Proof. Owing to Sobolev’s imbedding, G belongs to L2s(Ω)d for any real number s > 1 when d = 2
and s ≤ 3 when d = 3; then we can write
kσµ/2−2GkL2(Ω) ≤ kGkL2s(Ω)
Z
Ω
σ(µ−4)s0
dx
1/2s0
,
with 1/s+1/s0 = 1. We want to apply Lemma 1.3 to the above integral. This requires that (4−µ)s0 > d.
As 0 < λ < 1 and d ≥ 2, we have both 4 − µ > 0 and d
4−µ > 1. Hence this condition is equivalent to
s <
d
2d + λ − 4
. (3.8)
Then Lemma 1.3 implies, with the constant of (1.12):
kσµ/2−2GkL2(Ω) ≤

C(4−µ)s0−d,dθd−(4−µ)s01/2s0
kGkL2s(Ω) . (3.9)
Now, we proceed by duality. Let (w,r) ∈ H1
0(Ω)d × L2
0(Ω) be the solution of the Stokes problem:
−∆w + ∇r = |G|2s−2G , divw = 0 in Ω , w = 0 on ∂Ω. (3.10)
On the one hand, since |G|2s−2G belongs to L2s/(2s−1)(Ω)d and since
1 <
2s
2s − 1
< 2,
the convexity of Ω implies that w ∈ W2,2s/(2s−1)(Ω)d with
kwkW2,2s/(2s−1)(Ω) ≤ C1k|G|2s−1kL2s/(2s−1)(Ω) = C1
Z
Ω
|G|2sdx
(2s−1)/2s
. (3.11)
On the other hand, multiplying the ﬁrst equation in (3.10) by G, multiplying (0.12) by w, using (0.13)
and the second equation in (3.10), we derive
Z
Ω
|G|2sdx =
Z
Ω
∇w : ∇Gdx =
Z
Ω
δM
∂
∂xj
widx. (3.12)
Hence,
kGk2s
L2s(Ω) ≤ kδMkLt(Ω)k∇wkLt0(Ω) ,
1
t
+
1
t0 = 1, (3.13)
for any t0 > 1 such that W2,2s/(2s−1)(Ω) ⊂ W1,t0
(Ω). This imbedding holds if
1
t0 = 1 −
1
2s
−
1
d
i.e.
1
t
=
1
2s
+
1
d
.
As s > 1 and d ≥ 2, this condition gives t > 1 and in view of (3.8), it gives (3.6). Now, substituting (1.6)
and (3.11) into (3.13) and simplifying, we obtain
kGkL2s(Ω) ≤
C2
%
d(1−1/t)
T
,
and (3.7) follows by substituting this inequality into (3.9) and using (2.5).
15Corollary 3.4 With the assumptions and notation of Theorem 3.3, we have
kσµ/2−1∇GkL2(Ω) + kσµ/2−1QkL2(Ω) ≤ Ctκ(λ−1+d(3/2−1/t))/2hλ/2−1 . (3.14)
Proof. Applying Young’s inequality to the second term in (3.5), we obtain with the same constants:
kσµ/2−1∇Gk2
L2(Ω) ≤ C2
2kσµ/2−2Gk2
L2(Ω) + 2C1κµ/2hλ/2−1kσµ/2−2GkL2(Ω) . (3.15)
Then the weighted bound for G in (3.14) follows by substituting (3.7) into each term of this inequality and
observing that both terms have the same power of h, whereas the second term has a dominating power of
κ. In turn, the weighted bound for Q in (3.14) is obtained by substituting the bound we have just found
for ∇G into (3.1) and observing that the exponent of κ in (3.14) is larger than µ/2 − 1.
Remark 3.5 Theorem 3.3 and its Corollary 3.4 are also true in a polygon or polyhedron with a milder
restriction on the angles than convexity. But we require convexity to guarantee that the components
of ∇2G belong to L2(Ω), and Theorem 3.6 below (that we shall use repeatedly) is meaningless if these
components do not belong to L2(Ω).
Now we are in a position to establish (0.22).
Theorem 3.6 Under the assumptions of Theorem 3.3, the weighted estimates (0.22) hold:
kσµ/2∇2GkL2(Ω) + kσµ/2∇QkL2(Ω) ≤ C κµ/2hλ/2−1 .
Proof. Expanding ∇2(σµ/2G) and using (2.2), we can write:
kσµ/2∇2GkL2(Ω) ≤ k∇2(σµ/2G)kL2(Ω) + C1kσµ/2−1∇GkL2(Ω) + C2kσµ/2−2GkL2(Ω) . (3.16)
Similarly
kσµ/2∇QkL2(Ω) ≤ k∇(σµ/2Q)kL2(Ω) +
µ
2
kσµ/2−1QkL2(Ω) . (3.17)
Thus, it remains to ﬁnd estimates for ∇2(σµ/2G) and ∇(σµ/2Q). To this end, let us compute the eﬀect of
the Stokes operator on (σµ/2G,σµ/2Q). From (0.12) and (0.13), we infer:
−∆(σµ/2G) + ∇(σµ/2Q) = −σµ/2 ∂
∂xj
(δMei) − 2(∇(σµ/2) · ∇)G − ∆(σµ/2)G + ∇(σµ/2)Q ∈ L2(Ω)d
div(σµ/2G) = ∇(σµ/2) · G ∈ H1
0(Ω).
(3.18)
As σµ/2G vanishes on ∂Ω, this last equation implies that necessarily ∇(σµ/2)·G belongs to H1
0(Ω)∩L2
0(Ω).
Therefore, according to Theorem 0.4 and (0.32), there exists v ∈ H2
0(Ω)d satisfying (0.31):
divv = ∇(σµ/2) · G , kvkH2(Ω) ≤ C3|∇(σµ/2) · G|H1(Ω) .
Subtracting v from σµ/2G in (3.18), and thereby utilizing div(σµ/2G − v) = 0, we infer now from the
convexity of Ω that σµ/2G ∈ H2(Ω)d, σµ/2Q ∈ H1(Ω) with
k∇2(σµ/2G)kL2(Ω) + k∇(σµ/2Q)kL2(Ω) ≤ C4(kσµ/2∇δMkL2(Ω)
+ kσµ/2−1∇GkL2(Ω) + kσµ/2−2GkL2(Ω) + kσµ/2−1QkL2(Ω)).
16Substituting this inequality into (3.16) and (3.17), we obtain
kσµ/2∇2GkL2(Ω) + kσµ/2∇QkL2(Ω) ≤ C5(kσµ/2∇δMkL2(Ω)
+ kσµ/2−1∇GkL2(Ω) + kσµ/2−2GkL2(Ω) + kσµ/2−1QkL2(Ω)).
Then (0.22) follows from this inequality, (2.6), (3.14), (3.7) and the fact that the largest exponent of κ in
these estimates is µ/2.
3.2 Weighted interpolation results
Theorem 3.6 enables us to evaluate the approximation error of the spaces Xh and Mh in weighted norms.
We shall describe with more precision the approximation operators Ph and rh, but for the moment, let
us assume that Ph ∈ L(H1
0(Ω)d;Xh) and rh ∈ L(L2(Ω); ¯ Mh) satisfy the following properties, where the
functions of ¯ Mh are those of Mh without the zero mean-value constraint:
1. Ph and rh have at least order one and are quasi-local: for all T ∈ Th,
kPh(v) − vkL2(T) + hTk∇(Ph(v) − v)kL2(T) ≤ C h2
Tk∇2vkL2(∆T) , (3.19)
krh(q) − qkL2(T) ≤ C hTk∇qkL2(∆T) , (3.20)
where ∆T is a macro-element containing at most L elements of Th, including T, L being a ﬁxed
integer independent of h, q and v;
2. Ph preserves the discrete divergence:
Z
Ω
qhdiv(Ph(v) − v)dx = 0 ∀qh ∈ ¯ Mh ; (3.21)
3. Ph is stable in H1(Ω): for all T ∈ Th,
k∇Ph(v)kL2(T) ≤ Ck∇vkL2(∆T) . (3.22)
In the examples we shall use, these properties hold provided Th satisﬁes (1.3).
Remark 3.7 By Fortin’s Lemma (cf. Fortin [17] or Girault & Raviart [20]), (3.21) and the global version
of (3.22) are equivalent to the uniform inf-sup condition. The additional property of quasi-locality is
fundamental here for deriving weighted estimates.
Remark 3.8 Strictly speaking, we should distinguish between the macro-element related to Ph and that
related to rh, especially since rh is often completely local, in which case its macro-element reduces to T.
However, we use the same notation for the sake of simplicity.
Remark 3.9 Note that the mean-value of rh(q) is not necessarily zero, whatever the mean-value of q.
Nevertheless, we shall see that this is not important because (3.21) is equivalent to
Z
Ω
qhdiv(Ph(v) − v)dx = 0 ∀qh ∈ Mh .
Indeed, (Ph(v) − v) ∈ H1
0(Ω)d and thus, in this equation, any constant can be added to qh.
17Lemma 3.10 Suppose Ph and rh satisfy (3.19)–(3.22). Let v ∈ [H2(Ω)∩H1
0(Ω)]d and q ∈ H1(Ω)∩L2
0(Ω).
For any exponent α, we have:
kσα/2∇(Ph(v)−v)kL2(Ω)+κkσα/2−1(Ph(v)−v)kL2(Ω) ≤ C1
 
L1/2(2L2+1)|α|/4
hkσα/2∇2vkL2(Ω) , (3.23)
kσα/2(Ph(v) − v)kL2(Ω) ≤ C2
 
L1/2(2L2 + 1)|α|/4
h2kσα/2∇2vkL2(Ω) , (3.24)
kσα/2(rh(q) − q)kL2(Ω) ≤ C3
 
L1/2(2L2 + 1)|α|/4
hkσα/2∇qkL2(Ω) . (3.25)
Similarly, for v ∈ H1
0(Ω)d and for any exponent α, we have:
kσα/2∇Ph(v)kL2(Ω) ≤ C4
 
L1/2(2L2 + 1)|α|/4
kσα/2∇vkL2(Ω) . (3.26)
Proof. We have:
kσα/2∇(Ph(v) − v)k2
L2(Ω) =
X
T∈Th
Z
T
σα|∇(Ph(v) − v)|2dx ≤ C1
X
T∈Th
h2
T sup
x∈T
σα(x)k∇2vk2
L2(∆T)
≤ C1
X
T∈Th
h2
T
supx∈T σα(x)
infx∈∆T σα(x)
Z
∆T
σα|∇2v|2dx
≤ C1(2L2 + 1)|α|/2 X
T∈Th
h2
T
Z
∆T
σα|∇2v|2dx
≤ C1L(2L2 + 1)|α|/2h2kσα/2∇2vk2
L2(Ω) ,
applying successively (3.19) and Lemma 2.1 with exponent |α|. This is the ﬁrst part of (3.23). The same
proof gives (3.26) and (3.24). Likewise, applying (3.20), we ﬁnd (3.25). Similarly, by (3.19),
kσα/2−1(Ph(v) − v)k2
L2(Ω) ≤ C2
X
T∈Th
h4
T sup
x∈T
σα−2(x)k∇2vk2
L2(∆T)
≤ C2
X
T∈Th
h2
T sup
x∈T
σα(x)
h2
T
infx∈T σ2(x)
k∇2vk2
L2(∆T) .
Then the second part of (3.23) follows from
inf
x∈Ω
σ(x) ≥ θ = κh. (3.27)
This concludes the proof.
The weighted error estimates for Ph(G) and rh(Q) follow directly from Lemma 3.10 and Theorem 3.6.
Theorem 3.11 We retain the assumptions of Theorem 3.3 and we assume that Ph and rh satisfy (3.19)–
(3.22). Then
kσµ/2∇(Ph(G) − G)kL2(Ω) + kσµ/2(rh(Q) − Q)kL2(Ω) ≤ C κµ/2hλ/2 , (3.28)
kσµ/2(Ph(G) − G)kL2(Ω) + hκkσµ/2−1(Ph(G) − G)kL2(Ω) ≤ C κµ/2hλ/2+1 . (3.29)
184 Discrete weighted inf-sup condition
We start with a discrete weighted inf-sup condition, which has some intrinsic interest.
Proposition 4.1 For any 0 < α < d, there exists a constant βα > 0 such that
βαkσα/2qhkL2(Ω) ≤ sup
vh∈Xh
R
Ω qhdivvhdx
kσ−α/2∇vhkL2(Ω)
∀qh ∈ Mh. (4.1)
Proof. We apply Corollary 2.5 to q := σαqh with exponent −α: there exists v ∈ H1
0(Ω)d such that
divv = q −
1
|Ω|
Z
Ω
q(x)dx in Ω,
kσ−α/2∇vkL2(Ω) ≤ C−αkσ−α/2qkL2(Ω) . (4.2)
Since qh has vanishing mean-value, we obtain
kσα/2qhk2
L2(Ω) = kσ−α/2qk2
L2(Ω) =
Z
Ω
qhq dx =
Z
Ω
qhdivv dx.
In view of (3.21) and (3.26), we can thus write
kσα/2qhkL2(Ω) =
R
Ω qhdivPh(v)dx
kσα/2qhkL2(Ω)
≤ C−α
R
Ω qhdivPh(v)dx
kσ−α/2∇vkL2(Ω)
≤ C0
−α
R
Ω qhdivPh(v)dx
kσ−α/2∇Ph(v)kL2(Ω)
.
This proves the assertion.
Considering now (0.25) and (0.26), we propose to establish an estimate for σα/2(Qh − rh(Q)) for
0 < α < d, in terms of σµ/2∇(G − Gh). Recall that µ = d + λ.
Theorem 4.2 We retain the assumptions of Theorem 3.3 and we suppose that rh satisﬁes (3.20) and Ph
satisﬁes (3.21) and (3.22). For 0 < α < d, there exists a constant Cα, depending only on α, such that:
kσα/2(Qh − rh(Q))kL2(Ω) ≤
Cα
θ(µ−α)/2
 
kσµ/2∇(G − Gh)kL2(Ω) + Cκµ/2hλ/2
. (4.3)
Proof. Exceptionally, here we need an approximation of Q with zero mean-value. Therefore, using
(2.10), we set
ρh(Q) = rh(Q) − m(rh(Q)) = rh(Q) − m(rh(Q) − Q).
Then
σα/2(Qh − rh(Q)) = σα/2(Qh − ρh(Q)) − σα/2m(rh(Q) − Q).
By (2.11), (3.27) and (3.28), we have
kσα/2m(rh(Q) − Q)kL2(Ω) ≤ C1kσα/2(rh(Q) − Q)kL2(Ω) = C1(
Z
Ω
σµ−(µ−α)(rh(Q) − Q)2dx)1/2
≤
C1
θ(µ−α)/2kσµ/2(rh(Q) − Q)kL2(Ω) ≤
C2
θ(µ−α)/2κµ/2hλ/2 .
(4.4)
Hence, it remains to deal with σα/2(Qh − ρh(Q)). Since qh := Qh − ρh(Q) ∈ Mh has zero mean-value, we
apply Proposition 4.1 to deduce
βαkσα/2(Qh − ρh(Q))kL2(Ω) ≤ sup
vh∈Xh
R
Ω(Qh − ρh(Q))divvhdx
kσ−α/2∇vhkL2(Ω)
= sup
vh∈Xh
R
Ω(Qh − rh(Q))divvhdx
kσ−α/2∇vhkL2(Ω)
. (4.5)
19Adding and subtracting Q in the numerator for any vh in Xh, and using the error equation (0.14) for
(G,Q), we end up with
Z
Ω
(Qh − rh(Q))divvhdx =
Z
Ω
∇(Gh − G) : ∇vhdx +
Z
Ω
(Q − rh(Q))divvhdx. (4.6)
We can bound the ﬁrst term in (4.6) as follows:
|
Z
Ω
∇(Gh − G) : ∇vh dx| ≤ kσα/2∇(Gh − G)kL2(Ω)kσ−α/2∇vhkL2(Ω)
≤
1
θ(µ−α)/2kσµ/2∇(Gh − G)kL2(Ω)kσ−α/2∇vhkL2(Ω) .
(4.7)
Similarly, the second term in (4.6) is bounded by:
|
Z
Ω
(Q − rh(Q))divvhdx| ≤
√
d
θ(µ−α)/2kσµ/2(Q − rh(Q))kL2(Ω)kσ−α/2∇vhkL2(Ω)
≤
C3
θ(µ−α)/2κµ/2hλ/2kσ−α/2∇vhkL2(Ω) .
(4.8)
Substituting (4.7) and (4.8) into (4.6), we obtain for any vh in Xh:
|
R
Ω(Qh − rh(Q))divvh dx|
kσ−α/2∇vhkL2(Ω)
≤
1
θ(µ−α)/2(kσµ/2∇(G − Gh)kL2(Ω) + C3κµ/2hλ/2),
and in view of (4.4), (4.3) follows by substituting this inequality into (4.5).
5 General duality argument
This section is devoted to proving (0.29). It estimates σµ/2+ε/2−1(G − Gh) in terms of σµ/2∇(G − Gh)
for 0 ≤ ε ≤ ε0, where ε0 is a small positive number that depends on the inner angles of ∂Ω. This estimate
is based on the following duality argument, similar to that used by Theorem 3.3, but in contrast to that
theorem, it restricts more severely the angles of ∂Ω in three dimensions. As pointed out in the introduction,
the angles should be such that there exists a real number r > d such that whenever f belongs to Lr(Ω)d
then the solution (v,q) of the Stokes problem
−∆v + ∇q = f , divv = 0 in Ω , v|∂Ω = 0,
satisﬁes
v ∈ W2,r(Ω)d , q ∈ W1,r(Ω), (5.1)
with continuous dependence on f.
Theorem 5.1 Assume that Th satisﬁes (2.5), ∂Ω is such that (5.1) holds for some real number r > d and
Ph and rh satisfy (3.19)–(3.21). If the numbers ε ≥ 0 and λ > 0 satisfy:
λ
2
+ ε < 1 −
d
r
, (5.2)
then there exists a constant Cε such that the following bound holds
kσµ/2+ε/2−1(G − Gh)k2
L2(Ω) ≤ Cε
θε
κ
(kσµ/2∇(G − Gh)kL2(Ω) + Cκµ/2hλ/2)
× (kσµ/2∇(G − Gh)k2
L2(Ω) + kσµ/2−1(G − Gh)k2
L2(Ω))1/2 .
(5.3)
20Proof. Let (ϕ,s) ∈ H1
0(Ω)d × L2
0(Ω) be the solution of the Stokes problem:
−∆ϕ + ∇s = σµ+ε−2(G − Gh) , divϕ = 0 in Ω , ϕ = 0 on ∂Ω. (5.4)
By assumption, there exists r > d such that ϕ ∈ W2,r(Ω)d, s ∈ W1,r(Ω) with
kϕkW2,r(Ω) + |s|W1,r(Ω) ≤ Crkσµ+ε−2(G − Gh)kLr(Ω) . (5.5)
Now, multiplying the ﬁrst equation in (5.4) by G − Gh, applying the second equation, the error equation
(0.14), (0.13), (0.15) and (3.21), we obtain
Z
Ω
σµ+ε−2|G − Gh|2dx =
Z
Ω
(−∆ϕ + ∇s) · (G − Gh)dx
=
Z
Ω
∇(ϕ − Ph(ϕ)) : ∇(G − Gh)dx
+
Z
Ω
(Q − rh(Q))div(Ph(ϕ) − ϕ)dx
−
Z
Ω
(s − rh(s))div(G − Gh)dx.
Therefore
kσµ/2+ε/2−1(G − Gh)k2
L2(Ω) ≤
√
dkσ−µ/2(s − rh(s))kL2(Ω)kσµ/2∇(G − Gh)kL2(Ω)
+ kσ−µ/2∇(ϕ − Ph(ϕ))kL2(Ω)(kσµ/2∇(G − Gh)kL2(Ω)
+
√
dkσµ/2(Q − rh(Q))kL2(Ω)).
(5.6)
Hence applying Lemma 3.10 to the terms involving ϕ, s and Q, and using Theorem 3.6, we ﬁnd that
kσµ/2+ε/2−1(G − Gh)k2
L2(Ω) ≤ hkσµ/2∇(G − Gh)kL2(Ω)(C1kσ−µ/2∇2ϕkL2(Ω)
+ C2kσ−µ/2∇skL2(Ω)) + C3h1+λ/2κµ/2kσ−µ/2∇2ϕkL2(Ω) .
(5.7)
Thus it suﬃces to derive a sharp bound for σ−µ/2∇2ϕ and σ−µ/2∇s. Let us concentrate on ϕ, the proof
for s being the same. We write
kσ−µ/2∇2ϕk2
L2(Ω) ≤
Z
Ω
σ−µp0
dx
1/p0 Z
Ω
|∇2ϕ|2pdx
1/p
, (5.8)
with
1/p + 1/p0 = 1 , p = r/2 i.e. p0 =
r
r − 2
,
where r is the exponent of (5.1). On the one hand, as p0 > 1, we have µp0 > d and Lemma 1.3 gives:
(
Z
Ω
σ−µp0
dx)1/p0
≤ C4
1
θλ+(2d)/r .
On the other hand, (5.5) yields
Z
Ω
|∇2ϕ|2pdx
1/p
= k∇2ϕk2
Lr(Ω) ≤ C2
rkσµ+ε−2(G − Gh)k2
Lr(Ω) .
21Therefore (5.8) becomes
kσ−µ/2∇2ϕk2
L2(Ω) ≤ C5
1
θλ+(2d)/rkσµ+ε−2(G − Gh)k2
Lr(Ω) . (5.9)
Now, let t be the exponent of the Sobolev imbedding:
W1,t(Ω) ⊂ Lr(Ω) , i.e. t =
rd
r + d
, 1 < t < 2 for d < r <
2d
d − 2
,
that we can always suppose since r is a little larger than d and we are free to choose r as close to d as we
wish. Then, observing that
σµ+ε−2(G − Gh) ∈ (H1
0(Ω) ∩ W1,t(Ω))d ,
since G − Gh vanishes on ∂Ω, and setting for simpliﬁcation
f = σµ+ε−2(G − Gh),
Sobolev’s imbedding implies that
kσ−µ/2∇2ϕk2
L2(Ω) ≤ C6
1
θλ+(2d)/rk∇fk2
Lt(Ω) . (5.10)
Next, setting τ = 2/t > 1 owing that t < 2, we write
Z
Ω
|∇f|tdx =
Z
Ω
σ(µ+2ε−4)/τσ−(µ+2ε−4)/τ|∇f|2/τdx
≤
Z
Ω
σ(µ+2ε−4)τ0/τdx
1/τ0 Z
Ω
σ−(µ+2ε−4)|∇f|2dx
1/τ
,
with 1/τ +1/τ0 = 1, i.e. τ0 = 2/(2−t). We want to apply Lemma 1.3 to the ﬁrst factor. This is possible if
(4 − µ − 2ε)
τ0
τ
> d i.e. r >
d
1 − λ/2 − ε
.
Since r > d, this holds provided ε ≥ 0 and λ > 0 satisfy (5.2). Then Lemma 1.3 yields:
k∇fk2
Lt(Ω) =
Z
Ω
|∇f|tdx
2/t
≤ C7
1
θ2−λ−2ε−(2d)/rkσ2−µ/2−ε∇fk2
L2(Ω) .
Expanding the deﬁnition of f and using (2.1) with exponent µ + ε − 2, we ﬁnd
σ4−µ−2ε|∇f|2 = σ4−µ−2ε|∇(σµ+ε−2(G − Gh))|2
≤ 2σµ|∇(G − Gh)|2 + 2(µ + ε − 2)2σµ−2|G − Gh|2 .
Therefore
k∇fk2
Lt(Ω) ≤ C8
1
θ2−λ−2ε−(2d)/r

kσµ/2∇(G − Gh)k2
L2(Ω) + kσµ/2−1(G − Gh)k2
L2(Ω)

,
substituting into (5.10) and considering that the same argument is applicable to s, this yields:
kσ−µ/2∇2ϕk2
L2(Ω) +kσ−µ/2∇sk2
L2(Ω) ≤ C9
θ2ε
θ2 (kσµ/2∇(G−Gh)k2
L2(Ω) +kσµ/2−1(G−Gh)k2
L2(Ω)). (5.11)
Then (5.3) follows by substituting (5.11) into (5.7) and using (3.27).
22Remark 5.2 We have speciﬁed that the constant in (5.3) depends on ε because we shall apply it with
diﬀerent values of ε. Of course, this constant depends also on λ, but we shall only use one value of λ.
The ﬁrst corollary is derived by choosing ε = 0 in Theorem 5.1.
Corollary 5.3 We retain the assumptions of Theorem 5.1 with ε = 0. Then
kσµ/2−1(G − Gh)k2
L2(Ω) ≤
1
κ
(1 + 2C2
0)kσµ/2∇(G − Gh)k2
L2(Ω) + Cκµ−1hλ . (5.12)
Proof. Applying (5.3) with ε = 0 and Young’s inequality, we obtain:
kσµ/2−1(G − Gh)k2
L2(Ω) ≤
C0
κ
(kσµ/2∇(G − Gh)kL2(Ω) + Cκµ/2hλ/2)
× (kσµ/2∇(G − Gh)k2
L2(Ω) + kσµ/2−1(G − Gh)k2
L2(Ω))1/2
≤
1
2κ

kσµ/2−1(G − Gh)k2
L2(Ω) + kσµ/2∇(G − Gh)k2
L2(Ω)
+ 2C2
0(kσµ/2∇(G − Gh)k2
L2(Ω) + C2κµhλ)

.
Considering that κ > 1, we infer (5.12).
The second corollary gives the desired estimate for ε > 0. It follows immediately by substituting (5.12)
into (5.3) and applying Young’s inequality.
Corollary 5.4 Under the assumptions of Theorem 5.1, we have:
kσµ/2+ε/2−1(G − Gh)k2
L2(Ω) ≤ Cε
θε
κ
 3
2
+
1
2κ
(1 + 2C2
0)

kσµ/2∇(G − Gh)k2
L2(Ω) + Cκµhλ

, (5.13)
where Cε is the constant of (5.3) for ε > 0 and C0 the constant for ε = 0.
6 Super-approximation
This section is devoted to the proof of (0.23) for three popular examples of stable ﬁnite element spaces.
More generally, we shall prove that if vh ∈ Xh and ψ = σµvh, then
kσ−µ/2∇(ψ − ¯ Ph(ψ))kL2(Ω) ≤ Ckσµ/2−1vhkL2(Ω) . (6.1)
This property is based on the fact that
vh = pk + b,
where pk|T ∈ I Pd
k and b is such that Ih(b) = 0, where Ih is the standard I Pk Lagrange interpolant at
the nodes of the principal lattice of degree k in each T. For each example, we shall describe brieﬂy the
construction of the approximation operator Ph and its simpliﬁed version ¯ Ph, that will be applied to vh.
6.1 Taylor-Hood ﬁnite elements
The simplest example is the family of Taylor-Hood I Pk–I Pk−1 ﬁnite elements where b = 0. In two di-
mensions, for any integer k ≥ 2, Taylor-Hood ﬁnite elements have a quasi-local interpolation operator
Ph satisfying (3.19), (3.21) and (3.22) and in three dimensions, this is true for k ≥ 3 (cf. [22]). In three
23dimensions, if k = 2, this also holds if Th consists in hexahedra, each hexahedra being split into twelve
tetrahedra (cf. Ciarlet Jr. & Girault [12]). Let us study this case, the others being simpler.
The ﬁnite element spaces are:
Xh = {vh ∈ C0(Ω)3 ; vh|T ∈ I P3
2 ∀T ∈ Th } ∩ H1
0(Ω)3 , (6.2)
¯ Mh = {qh ∈ C0(Ω); vh|T ∈ I P1 ∀T ∈ Th } , Mh = ¯ Mh ∩ L2
0(Ω). (6.3)
The construction of Ph proposed in [22] proceeds in two steps: ﬁrst it constructs an auxiliary operator
Rh that preserves the mean value of the divergence, which is a weak form of (3.21), and then it adds a
correction to Rh so that Ph satisﬁes (3.21). For the Taylor-Hood ﬁnite elements, the correction is computed
locally on macro-elements, with or without overlaps, by a procedure that generalizes that of Boland and
Nicolaides [6] and Stenberg [38]. In all cases except d = 3 and k = 2, the auxiliary operator Rh can be
easily constructed quasi-locally and the mean-value of the divergence is preserved in each element. This is
made possible because these elements have at least one degree of freedom in the interior of each face. This
is not the case when d = 3 and k = 2, where all degrees of freedom are located on edges. In contrast, the
above hexahedral structure has one degree of freedom on each of its faces; for this reason we ask that Th
have this structure.
Let us describe ﬁrst ¯ Ph; the operator Ph will be easily deduced from it. Let {Oi}1≤i≤R be the family
of hexahedra partitioning Th. Note that each face F of Oi is subdivided into two triangles along one of its
diagonals, say dF, each triangle being a face of a tetrahedron contained in Oi.
For the ﬁrst step, in each Oi, we deﬁne
¯ Rh(ψ) = Ih(ψ) +
X
F⊂∂ Oi
cFbF , (6.4)
where Ih is the I P2 Lagrange interpolant and bF is the polynomial of degree two in each T that takes the
value 1 at the midpoint of the diagonal dF and 0 at all the other nodes of the principal lattice of degree 2.
This degree of freedom at the midpoint of the diagonal is used to preserve the mean-value of the divergence
on Oi. Indeed, we deﬁne cF by:
cF = −
1 R
F bFds
Z
F
(Ih(ψ) − ψ)ds, (6.5)
and thus Z
Oi
div( ¯ Rh(ψ) − ψ)dx = 0.
For the second step, in each Oi, we deﬁne the local spaces:
Xh(Oi) = {vh ∈ Xh ; vh|∂Oi = 0},
Mh(Oi) = {qh|Oi −
1
|Oi|
Z
Oi
qh(x)dx; qh ∈ Mh}.
Then, following the argument of [22], we can construct ch(ψ) ∈ Xh(Oi) such that
Z
Oi
qhdivch(ψ)dx =
Z
Oi
qhdiv(ψ − ¯ Rh(ψ))dx ∀qh ∈ Mh(Oi), (6.6)
k∇ch(ψ)kL2(Oi) ≤
1
η
kdiv(ψ − ¯ Rh(ψ)kL2(Oi) , (6.7)
with a constant η > 0 independent of i, h and ψ. Finally, as the macro-elements Oi form a partition of Th
we set:
¯ Ph(ψ) = ¯ Rh(ψ) + ch(ψ). (6.8)
24Remark 6.1 The only diﬀerence between Ph and ¯ Ph is that for deﬁning Ph in (6.4), one must replace Ih
by a regularization operator such as the one proposed by Scott & Zhang [36]. Here we can use Ih because
on one hand ψ is continuous and on the other hand we do not need (3.22) for proving (0.23).
Proposition 6.2 Assume that Th satisﬁes (1.3). Let hi = supT⊂Oi hT. We have
k∇(ψ − ¯ Rh(ψ))kL2(Oi) ≤ Ch2
i(
X
T⊂Oi
k∇3ψk2
L2(T))1/2 . (6.9)
Proof. By deﬁnition, we have
k∇(ψ − ¯ Rh(ψ))kL2(Oi) ≤ k∇(ψ − Ih(ψ))kL2(Oi) +
X
F⊂∂ Oi
|cF|k∇bFkL2(Oi) .
First, as Ih is the Lagrange interpolation operator, it is local to each T and hence its standard approximation
properties and the regularity of Th yield:
kψ − Ih(ψ)kL2(T) + hTk∇(ψ − Ih(ψ))kL2(T) ≤ C1h3
Tk∇3ψkL2(T) . (6.10)
Next, an easy calculation on the reference element gives:
k∇bFkL2(Oi) ≤
C2
%i
|Ti|1/2 ,
where
%i = inf
T⊂Oi
%T , |Ti| = sup
T⊂Oi
|T|.
Finally, by applying the trace theorem on the reference element, we readily infer that:
|cF| ≤
C3
|F|1/2kψ − Ih(ψ)kL2(F) ≤ C4(|T1|−1/2h3
T1k∇3ψkL2(T1) + |T2|−1/2h3
T2k∇3ψkL2(T2)),
where T1 and T2 are the two tetrahedra of Oi sharing the face F. Collecting these two inequalities and
using the fact that (1.3) implies that Th is locally uniformly regular (i.e. hi/%i is bounded independently
of i and h), we obtain
|cF|k∇bFkL2(Oi) ≤ C5h2
i
X
T⊂Oi
k∇3ψk2
L2(T))1/2 .
Hence (6.9) follows from this inequality and (6.10).
Theorem 6.3 Assume that Th satisﬁes (1.3); then (6.1) holds for ¯ Ph deﬁned by (6.8):
kσ−µ/2∇(ψ − ¯ Ph(ψ))kL2(Ω) ≤ Ckσµ/2−1vhkL2(Ω) .
Proof. From the deﬁnition of ¯ Ph, (6.7) and (6.9), we readily deduce that
k∇(ψ − ¯ Ph(ψ))kL2(Oi) ≤ k∇(ψ − ¯ Rh(ψ))kL2(Oi)(1 +
√
d
η
) ≤ C1h2
i


X
T⊂Oi
k∇3ψk2
L2(T)


1/2
.
25Therefore,
kσ−µ/2∇(ψ − ¯ Ph(ψ))k2
L2(Ω) =
R X
i=1
Z
Oi
σ−µ|∇(ψ − ¯ Ph(ψ))|2dx ≤
R X
i=1
sup
x∈Oi
σ−µ(x)
Z
Oi
|∇(ψ − ¯ Ph(ψ))|2dx
≤ C2
1
R X
i=1
sup
x∈Oi
σ−µ(x)
Z
Oi
h4
i
X
T⊂Oi
k∇3ψk2
L2(T) .
Hence we have to estimate ∇3ψ. Here the crucial result is that, applying (2.2), we have in each T
|∇3ψ| = |∇3(σµvh)| ≤ c1|σµ−1∇2vh| + c2|σµ−2∇vh| + c3|σµ−3vh|, (6.11)
because each component of ∇3vh is zero since vh belongs to I P3
2. First,
kσµ−3vhk2
L2(T) =
Z
T
σµ σµ−6|vh|2dx ≤ sup
x∈T
σµ(x)kσµ/2−3vhk2
L2(T) .
Next, by applying an inverse inequality to ∇2vh in T (that is valid because I P3
2 is a ﬁnite-dimensional
space), we obtain
kσµ−1∇2vhk2
L2(T) =
Z
T
σµ σµ−2|∇2vh|2dx ≤
c4
%4
T
sup
x∈T
σµ(x)kσµ/2−1vhk2
L2(T) ,
and similarly,
kσµ−2∇vhk2
L2(T) ≤ sup
x∈T
σµ(x)
Z
T
σµ−4|∇vh|2dx ≤
c5
%2
T
sup
x∈T
σµ(x)kσµ/2−2vhk2
L2(T) .
Then (6.1) follows from Lemma 2.1, (1.3) and (3.27).
Remark 6.4 The above argument extends straighforwardly to Taylor-Hood ﬁnite elements of higher de-
gree in two and three dimensions. It is simpler because the ﬁrst step can be performed locally in each T.
The macro-elements for the second step are “stars” of elements that share the same vertex, cf. [22].
Finally, as far as the pressure is concerned, we choose for rh a regularization operator such as proposed
in [36].
6.2 The “mini” element
For the “mini” element, the discrete pressure space is deﬁned by (6.3) and the discrete velocity space is
the space of continuous functions vh deﬁned in each T by (cf. Arnold, Brezzi & Fortin [3] or [20])
vh =
d+1 X
i=1
viλi + vcbT = Ih(vh) + vcbT , (6.12)
where vi are the values of vh at the vertices ai of T, λi are the barycentric coordinates of T, Ih is the I P1
Lagrange interpolant at the vertices of T,
bT =
d+1 Y
i=1
λi , vc = vh(c) − Ih(vh)(c),
26with c the center of T. Then
¯ Ph(ψ) = Ih(ψ) +
X
T⊂Th
cTbT , (6.13)
where
cT =
1 R
T bT dx
Z
T
(ψ − Ih(ψ))dx. (6.14)
Note that Ih(bT) = 0; thus setting p1 = Ih(vh) ∈ I P3
1, we have:
ψ − Ih(ψ) = σµp1 + σµvcbT − Ih(σµp1). (6.15)
Lemma 6.5 Let Th satisfy (1.3); then
kσ−µ/2∇(σµp1 − Ih(σµp1))kL2(T) ≤ C kσµ/2−1p1kL2(T) . (6.16)
We skip the proof, as well as that of the next lemma, since they are straightforward.
Lemma 6.6 Let Th satisfy (1.3). In each T, for any function f, set
mT(f) =
1 R
T bT dx
Z
T
bT(x)f(x)dx. (6.17)
Then
kσ−µ/2∇[(σµ − mT(σµ))bT]kL2(T) ≤ C kσµ/2−1kL2(T) . (6.18)
Theorem 6.7 Let Th satisfy (1.3); then (6.1) holds for ¯ Ph deﬁned by (6.13):
kσ−µ/2∇(ψ − ¯ Ph(ψ))kL2(Ω) ≤ Ckσµ/2−1vhkL2(Ω) .
Proof. From the deﬁnition (6.13) we derive in each T:
ψ − ¯ Ph(ψ) = ψ − Ih(ψ) −
bT R
T bT dx
Z
T
(ψ − Ih(ψ))dx.
Thus, (6.15) implies
ψ − ¯ Ph(ψ) = σµp1 − Ih(σµp1) + vcbT(σµ − mT(σµ)) −
bT R
T bT dx
Z
T
(σµp1 − Ih(σµp1))dx.
Therefore
kσ−µ/2∇(ψ − ¯ Ph(ψ))kL2(T) ≤ kσ−µ/2∇(σµp1 − Ih(σµp1))kL2(T)
+ |vc|kσ−µ/2∇[(σµ − mT(σµ))bT]kL2(T)
+ |
1 R
T bT dx
Z
T
(σµp1 − Ih(σµp1))dx|kσ−µ/2∇bTkL2(T) .
(6.19)
But
kσ−µ/2∇bTk2
L2(T) ≤ C sup
x∈T
σ−µ(x)
|T|
%2
T
. (6.20)
Then substituting the bounds (6.16), (6.18) and (6.20) into (6.19), and reverting to ˆ T, we obtain
kσ−µ/2∇(ψ − ¯ Ph(ψ))k2
L2(T) ≤ c1|T|
Z
ˆ T
ˆ σµ−2(|ˆ p1|2 + |ˆ vc|2)dˆ x. (6.21)
27But p1 and vc are invariant under an aﬃne transformation, i.e.
ˆ p1 = ˆ I(ˆ v) , ˆ vc = ˆ v(ˆ c) − ˆ I(ˆ c),
where ˆ I is the I P1 interpolation operator at the vertices of ˆ T and ˆ c is the center of ˆ T. Hence the mapping:
ˆ v 7→
Z
ˆ T
ˆ σµ−2(|ˆ p1|2 + |ˆ vc|2)dˆ x
1/2
,
is a norm for ˆ v and therefore
Z
ˆ T
ˆ σµ−2(|ˆ p1|2 + |ˆ vc|2)dˆ x ≤ c2
Z
ˆ T
ˆ σµ−2|ˆ v|2dˆ x.
With (6.21), this proves (6.1).
Finally, rh is deﬁned as in Section 6.1.
Remark 6.8 Similar super-approximation properties for the “mini” element in two dimensions are estab-
lished by Gastaldi & Nochetto in [18] and by Arnold & Liu in [4].
6.3 The Bernardi-Raugel element
For the Bernardi-Raugel element, the pressure space is deﬁned by:
¯ Mh = {qh ∈ L2(Ω); qh|T ∈ I P0 ∀T ∈ Th} , Mh = ¯ Mh ∩ L2
0(Ω). (6.22)
As far as the velocity is concerned, let F denote any one of the d+1 faces of an element T, cF the center of
F and nF the unit normal to F exterior to T. Let bF denote the polynomial of degree d that vanishes on
∂T \ F and takes the value 1 at the center cF of F (e.g. if F lies on the plane λ1 = 0 in three dimensions,
then bF = 27λ2λ3λ4). Then vh is deﬁned in each T by (cf. Bernardi & Raugel [5] or [20]):
vh =
d+1 X
i=1
viλi +
X
F∈∂T
(vF · nF)bFnF = Ih(vh) +
X
F∈∂T
(vF · nF)bFnF , (6.23)
where
vF · nF = vh(cF) · nF − (Ih(vh)(cF)) · nF .
Note that (6.23) does not depend on the orientation of nF. Then ¯ Ph(ψ) is deﬁned by
¯ Ph(ψ) = Ih(ψ) +
X
F∈∂T

1 R
F bF ds
Z
F
(ψ − Ih(ψ)) · nFds

bFnF , (6.24)
so that for all segments F: Z
F
(ψ − ¯ Ph(ψ)) · nFds = 0.
Note that Ih(bF) = 0 since bF vanishes at the vertices of T; thus with the above notation for p1, we have:
ψ − Ih(ψ) = σµp1 +
X
F∈∂T
σµ(vF · nF)bFnF − Ih(σµp1). (6.25)
28Theorem 6.9 Let Th satisfy (1.3); then (6.1) holds for ¯ Ph deﬁned by (6.24):
kσ−µ/2∇(ψ − ¯ Ph(ψ))kL2(Ω) ≤ Ckσµ/2−1vhkL2(Ω) .
Proof. Here, we set
mF(f) =
1 R
F bF ds
Z
F
bF(s)f(s)ds. (6.26)
It stems from (6.25) that
ψ − ¯ Ph(ψ) = σµp1 − Ih(σµp1) +
X
F∈∂T
(vF · nF)bFnF(σµ − mF(σµ))
−
X
F∈∂T
[
1 R
F bF ds
Z
F
(σµp1 − Ih(σµp1)) · nFds]bFnF .
The contribution of the ﬁrst term is estimated in (6.16). For the second term, observe that again
mF(f) = m ˆ F( ˆ f) :=
1 R
ˆ F b ˆ F dˆ s
Z
ˆ F
b ˆ F
ˆ f dˆ s.
Therefore, the argument of Lemma 6.6 gives:
kσ−µ/2∇[(σµ − mF(σµ))bF]kL2(T) ≤ C1 kσµ/2−1kL2(T) .
Then as in the preceding theorem, we derive in each T:
X
F∈∂T
kσ−µ/2(vF · nF)∇[bFnF(σµ − mF(σµ))]kL2(T) ≤ C2(
X
F∈∂T
|vF · nF|)kσµ/2−1kL2(T) . (6.27)
As far as the contribution of the third term is concerned, as σµp1−Ih(σµp1) belongs to a ﬁnite-dimensional
space and Ih preserves I P1, we have on one hand
[
1 R
F bF ds
Z
F
(σµp1 − Ih(σµp1)) · nFds| ≤ C3|T|−1/2kσµp1 − Ih(σµp1)kL2(T)
≤ C4|T|−1/2h2
Tk∇2(σµp1)kL2(T) .
On the other hand, we have the analogue of (6.20)
kσ−µ/2∇bFk2
L2(T) ≤ C5 sup
x∈T
σ−µ(x)
|T|
%2
T
.
Hence
X
F∈∂T
|
1 R
F bF ds
Z
F
(σµp1 − Ih(σµp1)) · nFds|kσ−µ/2∇bFkL2(T)
≤ C6 sup
x∈T
σ−µ/2(x)hTk∇2(σµp1)kL2(T) ≤ C7kσµ/2−1p1kL2(T) .
(6.28)
Therefore, collecting (6.16), (6.27) and (6.28), we obtain
kσ−µ/2∇(ψ − ¯ Ph(ψ))k2
L2(T) ≤ C8
Z
T
σµ−2(|p1|2 +
X
F∈∂T
|vF · nF|2)dx, (6.29)
29and it remains to prove that the mapping
vh 7→
 Z
T
σµ−2(|p1|2 +
X
F∈∂T
|vF · nF|2)dx
!1/2
,
is a norm for vh in T uniformly equivalent to kσµ/2−1vhkL2(T).
Passing to the reference element, we have
ˆ v = ˆ I(ˆ v) +
X
ˆ F∈∂ ˆ T
d vF · nFb ˆ F
(B−1)T ˆ n ˆ F
|(B−1)T ˆ n ˆ F|
.
Clearly, since (B−1)T ˆ n ˆ F 6= 0, then ˆ v = 0 if and only if ˆ v(ˆ ai) = 0 for 1 ≤ i ≤ d+1 and d vF · nF = 0 for all
faces ˆ F of ˆ T. Therefore the mapping
ˆ v 7→


Z
ˆ T
ˆ σµ−2(
d+1 X
i=1
|ˆ v(ˆ ai)|2 +
X
ˆ F∈∂ ˆ T
| d vF · nF|2)dˆ x


1/2
,
is a norm on the space generated by I Pd
1 and b ˆ F for all faces ˆ F of ˆ T, space on which all the norms are
equivalent. As a consequence
(
Z
T
σµ−2(|p1|2 +
X
F∈∂T
|vF · nF|2)dx)1/2 =
|T|1/2
|ˆ T|1/2(
Z
ˆ T
ˆ σµ−2(|ˆ p1|2 +
X
ˆ F∈∂ ˆ T
| d vF · nF|2)dˆ x)1/2
≤ C9|T|1/2(
Z
ˆ T
ˆ σµ−2(
d+1 X
i=1
|ˆ v(ˆ ai)|2 +
X
ˆ F∈∂ ˆ T
| d vF · nF|2)dˆ x)1/2
≤ C10|T|1/2kˆ σµ/2−1ˆ vkL2( ˆ T) ≤ C11kσµ/2−1vhkL2(T) .
This proves the theorem.
Finally, rh is the orthogonal projection on I P0 in each T:
rh(q)|T =
1
|T|
Z
T
q(x)dx ∀T ∈ Th . (6.30)
By deﬁnition, rh preserves the mean-value:
Z
Ω
rh(q)(x)dx =
Z
Ω
q(x)dx.
7 Estimates for the pressure
This section is devoted to estimating the fourth term of (0.21):
Z
Ω
(Q − Qh)div( ¯ Ph(ψ))dx,
30in terms of σµ/2∇(G−Gh). Here we assume that the ﬁnite elements satisfy (6.1). Since ¯ Ph satisﬁes (3.21),
we can write
Z
Ω
(Q − Qh)div( ¯ Ph(ψ))dx =
Z
Ω
(Q − rh(Q))div( ¯ Ph(ψ))dx +
Z
Ω
(rh(Q) − Qh)divψ dx
=
Z
Ω
(Q − rh(Q))div( ¯ Ph(ψ) − ψ)dx +
Z
Ω
(Q − rh(Q))divψ dx
+
Z
Ω
(rh(Q) − Qh)divψ dx.
(7.1)
Lemma 7.1 Under the assumptions of Theorem 4.2 and Theorem 5.1 with ε = 0, we have
|
Z
Ω
(Q − rh(Q))divψ dx| ≤ C1κµ+1/2hλ +
C2 √
κ
kσµ/2∇(G − Gh)k2
L2(Ω) . (7.2)
Proof. In view of (3.28), we write
|
Z
Ω
(Q − rh(Q))divψ dx| ≤ kσµ/2(Q − rh(Q))kL2(Ω)kσ−µ/2divψkL2(Ω)
≤ C1κµ/2hλ/2kσ−µ/2divψkL2(Ω) ,
(7.3)
where ψ = σµ(Ph(G) − Gh)). Next, expanding ψ and applying (2.1), we obtain
kσ−µ/2divψkL2(Ω) ≤ kσµ/2div(Ph(G) − Gh)kL2(Ω) + µkσµ/2−1(Ph(G) − Gh)kL2(Ω)
≤
√
d(kσµ/2∇(Ph(G) − G)kL2(Ω) + kσµ/2∇(G − Gh)kL2(Ω))
+ µ(kσµ/2−1(Ph(G) − G)kL2(Ω) + kσµ/2−1(G − Gh)kL2(Ω)).
Therefore, applying (3.28) and (3.29) and considering that κ > 1, we get
kσ−µ/2divψkL2(Ω) ≤ C2κµ/2hλ/2 +
√
dkσµ/2∇(G − Gh)kL2(Ω) + µkσµ/2−1(G − Gh)kL2(Ω) .
Then Corollary 5.3 gives
kσ−µ/2divψkL2(Ω) ≤ C3κµ/2hλ/2 + (
√
d +
µ
√
κ
(1 + 2C2
0)1/2)kσµ/2∇(G − Gh)kL2(Ω) .
When substituted into (7.3), we recover (7.2).
Lemma 7.2 We retain the assumptions and notation of Lemma 7.1; then
|
Z
Ω
(Q − rh(Q))div( ¯ Ph(ψ) − ψ)dx| ≤ C1κµ−1/2hλ +
C2 √
κ
kσµ/2∇(G − Gh)k2
L2(Ω). (7.4)
Proof. By virtue of (6.1), (3.28) and (3.29), we can write
|
Z
Ω
(Q − rh(Q))div( ¯ Ph(ψ) − ψ)dx| ≤ C1kσµ/2(Q − rh(Q))kL2(Ω)kσµ/2−1(Ph(G) − Gh)kL2(Ω)
≤ C2κµ/2hλ/2(kσµ/2−1(Ph(G) − G)kL2(Ω) + kσµ/2−1(G − Gh)kL2(Ω))
≤ C2κµ/2hλ/2(C3κµ/2−1hλ/2 + kσµ/2−1(G − Gh)kL2(Ω)).
31Then (7.4) follows by applying Corollary 5.3 to this inequality.
It remains to study the last term in (7.1), which we expand as follows:
Z
Ω
(rh(Q) − Qh)divψ dx =
Z
Ω
σµ(rh(Q) − Qh)div(Gh − Ph(G))dx
+
Z
Ω
(rh(Q) − Qh)∇σµ · (Gh − Ph(G))dx.
(7.5)
For the ﬁrst term in (7.5), we introduce an auxiliary approximation operator ¯ rh that satisﬁes the analogue
of the super-approximation result (6.1): if qh ∈ ¯ Mh and ζ = σµqh, then
kσ−µ/2(ζ − ¯ rh(ζ))kL2(Ω) ≤ C hkσµ/2−1qhkL2(Ω) . (7.6)
In the examples of Section 6, ¯ rh coincides with rh for the Bernardi-Raugel element (cf.(6.30)) and ¯ rh = Ih,
the I Pk−1 Lagrange interpolant for the Taylor-Hood I Pk–I Pk−1 element and the I P1 Lagrange interpolant
for the mini-element.
Lemma 7.3 Let Th satisfy (1.3); then the operator rh deﬁned by (6.30) satisﬁes (7.6).
Proof. Since rh preserves the constant functions in each T, we have
kσ−µ/2(ζ − rh(ζ))kL2(Ω) ≤ sup
x∈T
σ−µ/2(x)C1hTk∇ζkL2(T) .
But the degree of qh implies that
∇ζ = ∇σµqh .
Hence
k∇ζkL2(T) ≤ µ sup
x∈T
σµ/2(x)kσµ/2−1qhkL2(T) ,
and (7.6) follows from Lemma 2.1.
Lemma 7.4 Let Th satisfy (1.3); then the I Pk−1 Lagrange interpolant satisﬁes (7.6).
We skip the proof because it can be found in similar works on the Laplace equation, for instance [7].
Proposition 7.5 Under the assumptions of Theorem 4.2, we have
|
Z
Ω
σµ(rh(Q) − Qh)div(Gh − Ph(G))dx| ≤ C1κµ−1hλ +
C2
κ
kσµ/2∇(G − Gh)k2
L2(Ω). (7.7)
Proof. Set ζ = σµ(rh(Q) − Qh). As Gh − Ph(G) ∈ Vh, we have:
Z
Ω
σµ(rh(Q) − Qh)div(Gh − Ph(G))dx =
Z
Ω
(ζ − ¯ rh(ζ))div(Gh − Ph(G))dx.
Therefore (7.6) implies that
|
Z
Ω
σµ(rh(Q) − Qh)div(Gh − Ph(G))dx| ≤
√
dkσµ/2∇(Gh − Ph(G))kL2(Ω)kσ−µ/2(ζ − ¯ rh(ζ))kL2(Ω)
≤ C1hkσµ/2∇(Gh − Ph(G))kL2(Ω)kσµ/2−1(rh(Q) − Qh)kL2(Ω) .
32Thus, applying Theorem 4.2 with α = µ − 2 and using (3.27), we obtain
|
Z
Ω
σµ(rh(Q) − Qh)div(Gh − Ph(G))dx| ≤
C2
κ
(kσµ/2∇(G − Gh)kL2(Ω) + C3κµ/2hλ/2))
× (kσµ/2∇(Gh − G)kL2(Ω) + kσµ/2∇(G − Ph(G))kL2(Ω)).
Then (7.7) follows by applying (3.28).
In order to bound the second term in (7.5), we choose in Section 5, ε = λ + γ for some small number
γ > 0 and we assume that ∂Ω is such that (5.1) holds for some real number r > d. Then, if for instance,
we take
γ =
λ
2
,
condition (5.2) reads
2λ < 1 −
d
r
. (7.8)
Proposition 7.6 We suppose that Th satisﬁes (2.5) and (5.1) holds for some real number r > d. Let
λ > 0 satisfy (7.8). Then
|
Z
Ω
(rh(Q) − Qh)∇σµ · (Gh − Ph(G))dx| ≤ C1κµ−1/2hλ +
C2 √
κ
kσµ/2∇(G − Gh)k2
L2(Ω). (7.9)
Proof. The proof is written for positive arbitrary λ and γ satisfying 3λ/2 + γ < 1 − d/r; in particular
it is valid for λ satisfying (7.8). From (2.1), we have
|
Z
Ω
(rh(Q) − Qh)∇σµ · (Gh − Ph(G))dx| ≤ µ
Z
Ω
σµ−1|rh(Q) − Qh|(|Gh − G| + |G − Ph(G)|)dx
≤ µkσ(µ−λ−γ)/2(rh(Q) − Qh)kL2(Ω)kσ(µ+λ+γ)/2−1(Gh − G)kL2(Ω)
+ µkσµ/2−1(rh(Q) − Qh)kL2(Ω)kσµ/2(G − Ph(G))kL2(Ω) .
(7.10)
For the ﬁrst term in the above right-hand side, we apply Theorem 4.2 with α = µ−λ−γ = d−γ < d and
Corollary 5.4 with ε = λ + γ. These two results give
kσ(µ−λ−γ)/2(rh(Q) − Qh)kL2(Ω)kσ(µ+λ+γ)/2−1(Gh − G)kL2(Ω)
≤
C1 √
κ
(C2kσµ/2∇(G − Gh)k2
L2(Ω) + C3κµhλ)1/2 × (kσµ/2∇(G − Gh)kL2(Ω) + C4κµ/2hλ/2)
≤
1
√
κ
(C5kσµ/2∇(G − Gh)k2
L2(Ω) + C6κµhλ).
For the second term in the right-hand side of (7.10), we apply (3.29) to the second factor and Theorem 4.2
with α = µ − 2 to the ﬁrst factor. With (3.27), these two results give:
kσµ/2−1(rh(Q) − Qh)kL2(Ω)kσµ/2(G − Ph(G))kL2(Ω) ≤ C8κµ/2−1hλ/2kσµ/2∇(G − Gh)kL2(Ω) + C9κµ−1hλ ,
whence (7.9).
Collecting (7.1), (7.2), (7.4), (7.7) and (7.9), we derive the estimate for the pressure.
33Theorem 7.7 We suppose that Th satisﬁes (2.5) and (5.1) holds for some real number r > d. Let λ > 0
satisfy (7.8). Then
|
Z
Ω
(Q − Qh)div( ¯ Ph(ψ))dx| ≤ C1κµ+1/2hλ +
C2 √
κ
kσµ/2∇(G − Gh)k2
L2(Ω) . (7.11)
8 Final estimates
8.1 Velocity estimates
Collecting the results of the previous sections, we obtain the estimate (0.19). We recall that R is the radius
of the ﬁxed ball B(x0;R) containing Ω (cf. Remark 1.4).
Theorem 8.1 Assume that Th satisﬁes (2.5) and (5.1) holds for some real number r > d. Let µ = d + λ
where λ > 0 satisﬁes (7.8). Then there exists a number κ1 > 1 such that for all κ ≥ κ1 and for all mesh
size h > 0 such that
κh ≤ R,
we have
kσµ/2∇(G − Gh)kL2(Ω) ≤ Cκµ/2+1/4hλ/2 . (8.1)
Proof. From (0.21), we obtain
kσµ/2∇(G − Gh)k2
L2(Ω) ≤ kσµ/2∇(G − Gh)kL2(Ω)
 
kσµ/2∇(G − Ph(G))kL2(Ω)
+ µ(kσµ/2−1(G − Ph(G))kL2(Ω) + kσµ/2−1(G − Gh)kL2(Ω))
+ kσ−µ/2∇(ψ − ¯ Ph(ψ)kL2(Ω)

+ |
Z
Ω
(Q − Qh)div( ¯ Ph(ψ))dx|.
First, applying Theorem 3.11, (6.1) and Theorem 7.7, this reduces to
kσµ/2∇(G − Gh)k2
L2(Ω) ≤ kσµ/2∇(G − Gh)kL2(Ω)
 
C1κµ/2hλ/2 + C2κµ/2−1hλ/2
+ C3kσµ/2−1(G − Gh)kL2(Ω)

+ C4κµ+1/2hλ +
C5 √
κ
kσµ/2∇(G − Gh)k2
L2(Ω) .
Next, applying Corollary 5.3, we obtain
kσµ/2∇(G − Gh)k2
L2(Ω) ≤ kσµ/2∇(G − Gh)kL2(Ω)
 
C1κµ/2hλ/2 + C0
2κµ/2−1/2hλ/2
+
C0
3 √
κ
kσµ/2∇(G − Gh)k2
L2(Ω) + C4κµ+1/2hλ .
(8.2)
Finally, let us choose κ1 such that for instance
C0
3 √
κ1
=
1
2
. (8.3)
Then for all κ ≥ κ1 and all h > 0 such that κh ≤ R, (8.2) implies (8.1).
Combining Theorem 8.1 with Lemma 1.2, (0.17) and Lemma 1.3, we derive the main result of this work
for the velocity.
Theorem 8.2 Under the assumptions of Theorem 8.1 and provided the solution (u,p) of the Stokes prob-
lem (0.1), (0.2) belongs to W1,∞(Ω)d × L∞(Ω), we have
k∇uhkL∞(Ω) ≤ C
 
k∇ukL∞(Ω) + kpkL∞(Ω)

, (8.4)
with a constant C independent of h, u and p.
348.2 Pressure estimates
We proceed by duality because an L∞ estimate for the pressure cannot be obtained directly from the
previous results, since the inf-sup condition is usually not valid in L∞. Let xM be a point in ¯ Ω where
|ph(x)| attains its maximum, let δM be the function constructed in Lemma 1.1 with ϕh = ph and let
(G,Q) ∈ H1
0(Ω)d × L2
0(Ω) be the solution of
−∆G + ∇Q = 0 , divG = δM − B , (8.5)
where B is a ﬁxed function of D(Ω) such that
R
Ω B(x)dx = 1. By virtue of (1.4), δM −B belongs to L2
0(Ω)
and Problem (8.5) has a unique solution. Furthermore, since δM −B belongs to D(Ω), in view of Theorem
0.4, there exists a function v in H2
0(Ω)d such that
divv = δM − B , kvkH2(Ω) ≤ CkδM − BkH1(Ω) . (8.6)
Subtracting v from (8.5), we see that G−v solves a homogeneous Stokes problem with data ∆v ∈ L2(Ω)d.
Thus, we deduce the regularity of G solely from the angles of ∂Ω.
Then, we deﬁne Gh ∈ Xh, the Stokes projection of G, and its associated pressure Qh ∈ Mh by
Z
Ω
∇(Gh − G) : ∇vh dx +
Z
Ω
(Q − Qh)divvh dx = 0 ∀vh ∈ Xh , (8.7)
Z
Ω
qhdiv(Gh − G)dx = 0 ∀qh ∈ Mh . (8.8)
As in [16], we derive the following result:
Lemma 8.3 Let the operator rh be deﬁned as in the previous sections. Then
kphkL∞(Ω) ≤ C
 
kpkL∞(Ω) + k∇ukL∞(Ω)
 
k∇(G − Gh)kL1(Ω) + kQ − rh(Q)kL1(Ω)

. (8.9)
Proof. In view of (1.5), we have
kphkL∞(Ω) =
Z
Ω
(δM − B)phdx +
Z
Ω
B phdx.
Then, applying (8.5), (8.7), (8.8), (0.1) and (0.2), we deduce:
kphkL∞(Ω) =
Z
Ω
∇(Gh − G) : ∇(uh − u)dx +
Z
Ω
(Q − rh(Q))div(uh − u)dx
+
Z
Ω
p div(Gh − G)dx +
Z
Ω
δM pdx +
Z
Ω
B(ph − p)dx.
As B is ﬁxed, this together with (0.5) implies that
Z
Ω
B(ph − p)dx ≤ kBkL2(Ω)kph − pkL2(Ω) ≤ C(kpkL2(Ω) + k∇ukL2(Ω)).
Inserting this back into the previous estimate and making use of (8.4) yields the assertion.
To proceed further, we need a uniform estimate for ∇(Gh −G) and rh(Q)−Q in L1(Ω); to be speciﬁc,
we shall prove the weighted estimates
kσµ/2∇(G − Gh)kL2(Ω) ≤ Cκµ/2+1/4hλ/2 , (8.10)
kσµ/2(rh(Q) − Q)kL2(Ω) ≤ Cκµ/2+1/4hλ/2 , (8.11)
35with µ = d+λ, λ > 0 and C independent of κ and h. Since the equations (8.5) deﬁning (G,Q) are similar
to (0.12) and (0.13), these two estimates are an easy variant of (8.1) and (3.28). Therefore, we shall only
examine the points where the proofs diﬀer.
First of all, as (1.16) is valid here, (0.21) is unchanged and we must revisit the weighted interpolation
errors of Section 3. Under the hypotheses of Proposition 3.1, the estimate (3.1) simpliﬁes to
kσµ/2−1QkL2(Ω) ≤ C kσµ/2−1∇GkL2(Ω) . (8.12)
Similarly, (3.5) simpliﬁes to
kσµ/2−1∇GkL2(Ω) ≤ C kσµ/2−2GkL2(Ω) . (8.13)
The statement of the duality Theorem 3.3 is unchanged. Indeed, we use the same dual problem (3.10),
(3.11) still holds, but we also need here the analogue estimate for the dual pressure r:
krkW1,2s/(2s−1)(Ω) ≤ C1
Z
Ω
|G|2sdx
(2s−1)/2s
.
Then (3.12) becomes Z
Ω
|G|2sdx = −
Z
Ω
rdivGdx = −
Z
Ω
(δM − B)rdx.
Hence, for any t0 > 1 such that W1,2s/(2s−1)(Ω) ⊂ Lt0
(Ω),
kGk2s
L2s(Ω) ≤ kδM − BkLt(Ω)krkLt0(Ω) ,
1
t
+
1
t0 = 1,
and since kBkLt(Ω) is a ﬁxed constant that depends only on t, the remainder of the proof is unchanged.
From Theorem 3.3, (8.12) and (8.13), we deduce the analogue of (3.14) with the same exponent for h and
a smaller exponent for κ:
kσµ/2−1∇GkL2(Ω) + kσµ/2−1QkL2(Ω) ≤ Ctκd(1−1/t)+λ/2−1hλ/2−1 . (8.14)
Similarly, the statement of Theorem 3.6 is unchanged. Indeed, (3.18) is replaced by
−∆(σµ/2G) + ∇(σµ/2Q) = −2(∇(σµ/2) · ∇)G − ∆(σµ/2)G + ∇(σµ/2)Q ∈ L2(Ω)d ,
div(σµ/2G) = σµ/2(δM − B) + ∇(σµ/2) · G ∈ H1
0(Ω).
Again, as σµ/2G vanishes on ∂Ω, we have that (σµ/2(δM − B) + ∇(σµ/2) · G) belongs to H1
0(Ω) ∩ L2
0(Ω)
and applying Theorem 0.4 there exists v in H2
0(Ω)d such that
divv = σµ/2(δM − B) + ∇(σµ/2) · G,
kvkH2(Ω) ≤ C1kσµ/2(δM − B) + ∇(σµ/2) · GkH1(Ω) .
Then (2.6) and (2.7) and the fact that B is smooth and ﬁxed yield
kvkH2(Ω) ≤ C1k∇(σµ/2) · GkH1(Ω) + C2κµ/2hλ/2−1 + C3κµ/2−1hλ/2−1 ,
and we recover the statement of Theorem 3.6. As a consequence, the weighted error estimates of Theorem
3.11 are valid here.
Then the discrete inf-sup condition of Theorem 4.2 holds. Finally, it is easy to check that the general
duality argument of Section 5 is unchanged because it involves the diﬀerence G − Gh whose divergence is
orthogonal to the functions of Mh. The same is true for the pressure estimates of Section 7. Hence, when
all the estimates above are collected in (0.21), they yield the same estimate as (8.1) with possibly another
constant, still independent of h and κ. With Lemma 8.3, this proves the following pressure estimate.
Theorem 8.4 Under the assumptions of Theorem 8.2, there exists a constant C > 0 independent of h,u
and p such that
kphkL∞(Ω) ≤ C
 
k∇ukL∞(Ω) + kpkL∞(Ω)

. (8.15)
368.3 Optimal error estimates
Upon taking u − vh and p − qh, with arbitrary vh ∈ Xh and qh ∈ Mh, instead of u and p in the stability
bounds (8.4) and (8.15), and realizing that the Stokes projection is invariant on the discrete product space
Xh × Mh, we readily derive the following log-free error estimate in the maximum norm:
k∇(u − uh)kL∞(Ω) + kp − phkL∞(Ω) ≤ C inf
(vh,qh)∈Xh×Mh

k∇(u − vh)kL∞(Ω) + kp − qhkL∞(Ω)

.
We stress that the regularity requirements on the domain Ω are the minimal conditions that suﬃce to
guarantee that (u,p) ∈ W1,∞(Ω)d × L∞(Ω), and consequently that this error estimate makes sense.
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