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Abstract
The correlations between agriculture, climate change, and greenhouse gas concentration
are multiplex and manifold. Agriculture has been a focus due to its vital connection with
climate and food supply. It could have substantial implications for the economy and agri-
cultural management to study the detection of spatial pattern in regional climate change
and the impact of weather change on greenhouse gases, specifically on nitrous oxide N2O
emission of state crops.
To capture the spatial pattern of significant regional climate change, a Process-based
Geographical Algorithm Machine (PGAM) procedure is proposed by viewing the spatio-
temporal data sets as a realizations of underlying random fields. Past and future climate
scenarios of daily weather are simulated using multiple Global Circulation Models (GCMs).
The simulation differences and consistency of precipitation, minimum, and maximum tem-
perature in the state of Kansas produced by these climate models are assessed using the
spatial Kolmogorov-Smirnov test. The climate change index described by a temporal dis-
tance metric from PGAM is used to study the adverse effect on N2O emission connected
with agricultural management practices based on a linear mixed-effect model.
This project further delves into the effect of weather change on N2O emission using large
data approximation technique; however, the size of the data set creates issues in estimation
and prediction. This is because it involves the determinant and inversion of the n × n
covariance matrix of the data process. Thus, an approximation technique for reducing the
dimension of the covariance matrix is required. We theoretically and numerically investigate
the conditions under which computational intensity and prediction accuracy are balanced by
adopting a projection approach. An optimal rank selection method is proposed to achieve
good efficiency in terms of Kullback-Leibler divergence and mean square prediction error
while reducing the computational cost. The accuracy and performance of the proposed
method are evaluated via both simulation and spatial regression analysis of N2O emission.
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Chapter 1
Spatial Pattern Detection of Regional
Weather Change and the Effect on
Nitrous Oxide Emission in Kansas
Agro-Ecosystem
1.1 Introduction
The ability to study spatial pattern in climate models and the impact of weather change
on nitrous oxide emission is one of several concerns in the agricultural industry. One of
the many causes of weather change is industrial and human practices such as deforestation,
urbanization, shifts in vegetation, burning fossil fuels, and other agricultural activities. These
activities indeed increase the concentration of carbon dioxide and other greenhouse gases.
Fluctuations in atmospheric formation represent changes in temperature, precipitation and
amongst others, and alter marine and terrestrial ecosystems. The effects of weather change
on agriculture include incidents of flooding, establishment of invasive species, modification
to rangeland characteristics, and damage to livestock and crops from increased temperature
to lower temperature.
1
Meanwhile, climate change, evidenced by changes in temperatures and precipitation pat-
terns and magnitude, has an effect on nitrogen dynamics that impacts (N2O) emissions.
According to the Kansas Agriculture’s Economic Impact Report (Updated October 2018),
agriculture in the state of Kansas is an important contributor to the State’s economic well-
being. Agriculture accounts for over 42% of the total economy, and in 2012, there were
almost 61,7333 farms in the state, producing crops and livestock. Given that Kansas is
agriculture-based and currently 8th in terms of oil and gas production, [39], it would be
very important for the economy and agricultural management to study the spatial pattern
of regional climate change and determine whether climate change has an adverse effect on
greenhouse gases emission of state crops.
The fundamental tools to understand and project regional climate change due to increas-
ing greenhouse gas concentrations are Global Circulation Models (GCMs) and a large body of
observational and theoretical results [57]. GCMs are climate models that use Navier-Stokes
equations and computer programs to simulate the earth’s atmosphere. GCMs simulate con-
trasting changes in future climate [2] and are usually used for predicting weather, forecasting
climate change, and understanding climate. However, numerous studies have examined the
projection of global change and its impact on agricultural ecosystems. Evaluating these im-
pact and mitigation strategies from agriculture has been focused on emission scenarios [31].
Its been established that integrating emission scenarios with ecosystem models improves the
estimate of emission, impacts assessment, evaluates and identifies mitigation strategies [46].
In the past, impact assessment studies have focused on the effect of climate change on crop
production [31]. Other studies have focused on the evaluation of climate change on green-
house emission from the soil even though nitrous oxide emissions from agricultural soil have
been projected to increase tremendously through 2030 as a result of expansion in crops and
livestock [50].
Understanding the impact of weather/climate change on nitrous oxide emissions in agro-
ecosystems is useful because agricultural soil management practices play a key role in nitrous
oxide emissions. Moreover, Argoti (2013) established that the impact of weather/climate
change on nitrous oxide emissions involves developing plausible future climate scenarios.
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He further studied weather/climate change by using simulated climate data. However, the
method (change factor methodology) used was a highly integrated index based on averaging
weather information across space and over time. Recently, researchers have become interested
in observing and understanding how climate change affects regional zones in the area under
study. Regional climate studies assist in identifying regions that are most affected by the
changes in climate. Furthermore, the implications of climate change on weather data can
be divided into temporal and spatial patterns on regional scales [47, 49]. Understanding
the concept of spatial and temporal patterns in temperature and precipitation therefore is
important because they are used as mechanisms in ecologic, environmental, and hydrologic
models [9].
There are several techniques to pattern detection, including the subjective eyeball tech-
nique, a kernel-based method that highlights differences on a surface (median smoothing
techniques such as headbanging [27], artificial intelligence approaches (e.g., genetic algo-
rithms and neural networks [45], and exploratory spatial data analysis [3]. Kernel-based
method, genetic algorithms, neural network, exploratory spatial data analysis and many
more rely on statistical methods for pattern detection. These techniques are used to deter-
mine whether an observed pattern of an event in one or more geographical regions occurs by
chance alone. In our case, we borrow the idea of Geographical Algorithm Machine (GAM)
which focuses on detection of intensity clusters rather than pattern detection. GAM depend
on the overall pattern of an event over a large region, treating the data under study as one
realization from a process and using a global process test to detect clusters. For example,
the metric distance by [33] was used to assess spatial association and detection of spatial
patterns via clustering. The idea of the metric distance was to show the global spatial
pattern of the region under study rather than the micro-spatial pattern. Since the spatial
pattern detection relies on the concept of location and distance, the inherent relationship
between distance and similarity has been extended to space to represent similarity. Also,
researchers such as [43, 20] have assessed spatial patterns using statistical measures such as
local indicators of spatial association and local Moran’s I in a global sense rather than as a
local test.
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In this study, we propose a statistical technique for detecting the spatial pattern that is
in line with the Geographical Algorithm Machine (GAM) and distance test,
[42, 33], but have a statistical technique for detection of spatial pattern at a local level. Most
importantly, we delve into the process difference rather than the observational difference at
each fixed location under study. We proposed a Process-based Geographical Algorithm
Machine (PGAM) to detect spatial patterns in regions under study and used linear mixed
models to determine the effect of weather change on nitrous oxide emission.
The remainder of the dissertation is organized as follows: Section 1.2 presents a descrip-
tion of weather variables and nitrous oxide emission data in the state of Kansas; Section
1.3, describes the periodic auto-regressive model, distance metric and Kolgomorov sample
test; Section 1.4 explains the methodology and proposed Process-based Geographical Algo-
rithm Machine (PGAM); Section 1.5 presents the results of our analysis using the proposed
method; Finally, Section 1.6 presents our conclusion and discussions.
1.2 Kansas Weather and Nitrous Oxide Data
Kansas is known as an energy-producing and agriculture-based state and is located in the
Great Plains region of the United States [40]. Corn, winter wheat, sorghum, and soybean,
amongst others, are the main crops in Kansas. The state of Kansas covers an area of
213,096 km2 (Institute for Policy and Social Research, 2011) and covers nine climate divisions
(NCDC, 1994). The agricultural sector plays a pivotal role in the Kansas economy; in 2006,
it accounted for $3.29 billion and about 3 percent of the state’s GDP of about $114 billion.
Correspondingly, the North American Regional Assessment Program (NARCAAP) supply
dynamically downscaled GCMs output at a spatial resolution of 50 km. It also provides high
resolution climate change simulations to investigate uncertainties in regional scale projections
of future climate and generates scenarios for use [2].
Around 128 grid points that covered the state of Kansas were selected for this study.
Different Regional Climate Models (RCMs) were developed via different Atmosphere - Ocean
General Circulation Models (AOGCMs) to provide boundary conditions [38]. NARCCAP
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was divided into two phases; phase 1, in which six RCMs use boundary conditions for
National Center for Environmental Prediction (NCEP-DOE) Reanalysis II (R2) for a period
of 25 years (1980-2004) and phase 2, in which the boundary conditions are provided by four
AOGCMs for 30 years of current climate (1971-2000) and 30 years of future climate (2041 -
2070) for the Special report on emission scenarios (SRES) [2].
The datasets used for this analysis from phase 2 include a mixture of AOGCMs and RCMs
(See Table 1.2) for description of the models used [2]. To be precise, six datasets, namely
three from RCMs and three from AOGCMs, were used for this analysis. The three RCMs
include; The Canadian Regional Climate Models (CRCM) from OURANOS/UQAM, the
Regional Climate Model version 3 (RCM3) obtained from UC Santa Cruz, and the Weather
Research and Forecasting model (WRFG) obtained from the Pacific Northwest National
Lab. The three other AOGCMs include; The Community Climate System Model (CCSM)
obtained from National Center for Atmospheric Research (NCAR), the third generation
Coupled Global Climate Model (CGCM3) obtained from the Canadian Center for Climate
Modeling, and the Geophysical Fluid Dynamics Laboratory (GFDL) [2]. Due to differences
in coordinate systems, all models were re-gridded to an identical resolution using the linint2
Wrap from the NCL software NCL (2012), [2].
The dataset used for this analysis was accessed on September 2012 [38, 2]. The data was
cleaned and imputed in cases with missing values using the local moving average method as it
provides a full sample size, which can be advantageous for reducing bias and optimizing pre-
cision. In this study, data from (1971-1992) and (2041-2062) for current and future climate
scenarios, respectively, were used. For each weather variable, there were two data set from
each RCMs: the current and future climate scenarios. Three main weather variables were
considered in this study: maximum and minimum temperature and precipitation. Maximum
and minimum temperature were at monthly resolution Kevin (K), and precipitation was at
3 hr resolution (kgm−2s−1). Other variables used included regional simulated and observed
nitrous oxide emissions (N2O) from four crops (corn, sorghum, soybean and winter wheat),
agricultural management practices (tillage no irrigation, no-tillage no irrigation, tillage irri-
gation, and no-tillage irrigation), crop-agricultural management practices (groups), locations
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(longitude and latitude), years, and months.
Nitrous oxide emission data was obtained from the DeNitrification-DeComposition
(DNDC) model, which was initially developed to model (N2O) emission from cropped soils
in the U.S, and since then, has been modified by many research groups and used in many
countries and production systems [21, 2]. The DNDC model simulates biochemical and geo-
chemical reactions common in agroecosystems, which are mainly carbon (C) and nitrogen
(N) transport and transformation in plant-soil-climate systems [32]. The model consists of
six submodels: thermal-hydraulic, aerobic decomposition, nitrification, denitrification, fer-
mentation, and plant growth. The thermal-hydraulic submodel calculates soil temperature
and moisture profiles based on soil physical properties, daily weather, and plant water use.
The aerobic decomposition simulates production of soil organic matter driven by soil micro-
bial respiration. The nitrification submodule calculates growth of nitrifiers and oxidation
of ammonium to nitrate. The denitrification sub-model simulates denitrification and the
production of nitric oxide, nitrous oxide, and dinitrogen at an hourly time step. The fermen-
tation sub-model simulates methane production and oxidation under anaerobic conditions.
Plant growth is modeled with the DNDC daily crop growth curve [21]. Detailed information
about DNDC is in [32]. The parameters in DNDC used in this work are broadly classified
into four categories: climate, soil, crop, and management [2].
1.3 Preliminary Results
1.3.1 Periodic Auto-Regressive Model
Evidence shows that some temporal weather processes exhibit stochastic trends and seasonal
cycles. When these cycles exist in a temporal process, they do not act independently and
hence differencing filters may not be ideal. Simple periodic auto-regressive models usually
have the tendency to depict temporal weather data, and more specifically, the first order
periodic auto-regressive model fits temperature data reasonably well. Also, the periodic auto-
regressive model has a varying seasonal autoregressive parameter and a periodic differencing
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filter that helps in understanding the mechanisms in the data. To formulate the process, let
Yt be an observed temporal process, a univariate representation of Periodic Autoregressive




φi,sYt−i + εt, (1.1)
where {s}Sj=1 denotes the season for {t}nj=1, n is the total number of observations, {φi,s}
p
i=1 ∈
R are the autoregressive parameters for different seasons and εt is assumed to be a white
noise process with constant variance σ2. The assumption can be relaxed to account for
the variability in the season, which is σ2s . Periodic autoregressive models have estimated
parameters that change with the seasons. Moreover, there are several ways of estimating
φi,s; for example, an asymptotic efficient estimate of φi,s can be obtained by solving Yule
- Walker equations [44]. Considering the normality assumption of εt and fixed starting
values, and using the ordinary least squares estimation, the maximum likelihood estimates
of the parameter φi,s can be obtained [17]. The order of a PAR (p) is obtained by using
Akaike Information Criterion (AIC) or Bayesian Information Criterion (BIC) in addition to
a diagonistic test on the residual autocorrelation [18]. It is advisable to use the Lagrange
Multiplier (LM) test to assess the periodicity of the autocorrelation in the residuals. Periodic
moving average of order q is denoted as PMA(q) and is developed in a similar way. However,
the identification of the order of a periodic model is not straightforward, and often, model
selection criterion such as AIC or BIC are used to select a suitable model [16].
1.3.2 The Temporal Distance Metric
Two temporal processes are similar if the distance between them is small and dissmiliar if
the distance is large. This is because processes from the same location or region have more
similar traits than processes from different regions. To account for the distance between the
processes at the same domain of study accounting for the seasonal structures, we consider the
temporal distance metric. A temporal distance metric is a statistical test used to assess the
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seasonal means, variances, and auto-correlation between two temporal processes of a spatio-
temporal data simultaneously at a particular location [33]. Thus, it is used to determine
whether two temporal processes have the same dynamics or not. In assessing that, let
X = {Xt} and Y = {Yt} be two temporal processes at the same location and d(X,Y) be
the process difference rather than the locational difference; then the function d must satisfy
the following properties [36]. For every X,Y;
(i) The symmetric property, d(X,Y) = d(Y,X).
(ii) The non-negative property, d(X,Y) ≥ 0.
(iii) The identification marking property, d(X,X) = 0.













where N represents the length of the two temporal processes, hat represents one-step-ahead
prediction, and νt represents squared prediction error. This temporal distance metric tests
the process difference of two temporal process at the same location and is computed under
the null hypothesis that X and Y has equal first two moments: E[Xt] = E[Yt] for all t and
cov(Xt, Xs) = cov(Yt, Ys) for all t, s. In conducting the test, the same model must be fitted
for both X and Y at the same location.
1.3.3 The Kolmogorov-Smirnov (KS) test
Kolmogorov-Smirnov was developed in the 1930s by Andrei Nokolaevich Kolmogorov and
Nikolai Vasilyevich Smirnov. In our settings, we will consider the two sample non-parametric
test, which is used to compare distributions of statistical values in two datasets. The main
purpose of performing this test is to determine whether or not data samples are realization
from the same process. To proceed, suppose Y1, Y2, ..., Ym is the first data sample of size m
with a cumulative distribution function F (y), and X1, X2, ..., Xn is a second sample of size n,
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with cumulative distribution function G(x). The hypothesis test under the null hypothesis
is given as H0 : F = G, H1 : F 6= G. Under H0, the two sample KS test statistic is






supx |Fm(x)−Gn(x)| where Fm and Gn are empirical cumulative
distribution functions. When H0 is rejected, we conclude evidence that the two sample data
come from the same distribution.
1.3.4 Linear Mixed Effect Model
The mixed effects model is a powerful statistical method for analyzing grouped data accord-
ing to several classification factors. This model has been one of the important centerpieces
of applied statistics in the agricultural and biological fields. Generally, a Linear Mixed Ef-
fects model (LME) is used to determine the relationship between the response and various
classification factors for the observations. In this study, due to the structure of the data, an
exploratory analysis and a determination of how both the fixed and random effect enters the
model linearly require a linear mixed effect model. This model is formulated by following
the idea of [30] as
Y = Xβ + Zµ+ ε,
where Y is a column vector, the response variable; X is a matrix of independent variables; β
is a column vector of the fixed-efffects regression coefficients; Z is the design matrix for the
random effects; µ is a vector of random effects and ε is a column vector of random errors,
which may or may not be spatially correlated. A complete description of this model can be
found in the reference paper [30].
1.4 Methodology
Agricultural studies has been one of the main research areas in the world due to the important
role it plays in climate change, food supply, and human activities. Since the state of Kansas
is considered to be an agriculture-based area, it would be very important to study the
spatial pattern of regional climate change and the impact of weather change on state crop
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yield. Below, we will illustrate the steps in using our proposed Process-based Geographical
Algorithm Machine, which targets micro-pattern detection based on significant differences
in the underlying processes. The main procedure of the proposed method is presented in
step 2 below.
1.4.1 Process-based Geographical Analysis Machine (PGAM)
Motivated by the idea of Geographical Analysis Machine (GAM) by [42], we propose Process-
based Geographical Analysis Machine (PGAM), which can be used as an algorithm tool for
detecting spatial pattern by viewing the dataset as a realization of the underlying processes.
To effectively study the spatial pattern of regional climate change and the effect on Nitrous
Oxide emission in an agro-ecosystem effectively, the steps below illustrate how to achieve
the desired results.
Step 1. If the number of locations is not large, that is; if the data is distributed regularly
at grid points with a small sample size (say; the sample size is less than 500). At each grid
point, fit a suitable time series model. Numerous studies on time series with periodic and
seasonal properties have been well researched and covered areas such as economics, clima-
tology, signal processing, hydrology, electrical engineering, and genetics amongst others and
researchers have applied periodic time-series models in these fields [34, 37]. Identification
of such models is usually the painful part of the model building procedure. In the past,
statistical techniques in periodic time series models have been attributed to Gladyshev [22].
However, Noakes (1985) suggested investigation into plots of periodic autocorrelation func-
tion as an ideal way to detect periodic and seasonal models [41]. Time series with periodic
and seasonal properties can be modeled by using either periodic or seasonal processes. In
general, for a temporal process εnT+ν , the univariate representation of periodic autoregressive




φi,sεnT+ν−i + anT+ν , (1.3)
where s = 1, 2, ..., T is the season for time period n = 1, 2, ..., N , n is the total number of
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periods, φi,s : i = 1, 2, ...p are the autogressive parameters for different seasons, and anT+ν
is assumed to be a periodic white noise with mean 0 and constant variance σ2. Periodic
autoregressive models are often assumed to be stationary in the periodic sense [22]. In
recent years, there has been much interest [26, 44] in periodic autoregressive model across
many disciplines leading to estimation and testing of these models. Thus, researchers have
reviewed and examined the fundamentals traits of periodic autoregressive models and the
techniques for estimating parameters.
In this study, we concentrate on the first order periodic autoregressive model PAR (1)
and all its traits because it describes the behavior of climatic weather data very well based on
Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC). Our primary
model for a temporal process YTn+ν is given as
YTn+ν = µ
Y
ν + f(Tn+ ν) + ε
Y
Tn+ν ,
where µYν is the seasonal intercept for the ν
th month, f is the trend function and εYTn+ν is





the current and future processes respectively and model them using PAR (1) as;
Y c12n+ν = µ
Y c
ν + α(12n+ ν) + ε
Y c
12n+ν ,
Y f12n+ν = µ
Y f
ν + α(12n+ ν) + ε
Y f
12n+ν ,
where n = 1, 2, ..., 22, the number of years is assumed to follow a first - order periodic model
with period 12 and ν = 1, 2, ..., 12. The rest of the parameters are explained as described in
the primary model.
Step 2. Perform the proposed Process-based Geographical Algorithm Machine (PGAM).
To capture spatial pattern of significant weather change, we view the data sets (current and
future spatio-temporal data) as realizations of the underlying process. In this procedure, we
focus on the process difference rather than the observational difference. Motivated by the
clustering detection procedure of GAM on the spatial aspect, we propose PGAM for weather
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change pattern detection. This method is specifically employed by first creating a fine, dense
grid mesh across the study region and building several circles of increasing diameters (say;
100m) at each mesh point. Secondly, at each circle, if the number of locations or the grid
structure is small (say; less than 500 locations such that each circle contains enough sample
locations say 30 to allow reasonable statistical test) otherwise scan each point performing
temporal difference test. In general, a two sample spatial Kolmogorov Smirnov (KS) test
is applied to two standardized data. The current data can be viewed as a realization of
the first Gaussian random field indexed by both space and time while future data is an-
other one determined by individual mean and covariance function structures (µ1, C1) and
(µ2, C2) respectively. Those structures can be estimated by the likelihood method or an-
other estimation method based on the underlying distribution of the data. We then test
for the significant difference of the underlying structure by using the standardized samples
Ỹ1 = M̃
−1/2(Y1 − m̃) and Ỹ2 = M̃−1/2(Y2 − m̃) where m̃ and M̃ are estimated pooled mean
and covariance matrix. Thirdly, a kernel estimation process [53] is applied to recognize the
weather change spatial pattern and location scale. Thus, circles where the test shows signif-
icance will be flagged, and a kernel is passed over the study region of significant circles to
detect areas with significant weather change.
Part I. In our study, due to the grid structure in the data (spatio-temporal structure), we
propose the simplified Process-based Geographical Algorithm Machine (PGAM) for weather
change spatial pattern detection. We first consider monthly precipitation, maximum and
minimum temperature for two time-periods, current (1971 – 1992) and future (2040 – 2061),
from each of the combination of the Climate Models (RCMs) in the state of Kansas. Each of
the 128 grid points that cover Kansas has two temporal processes; now, we can build several
circles of increasing diameter (100m) at each grid point. Secondly, we scan through each
local circle by performing a temporal distance metric test d to assess the process difference
between current and future data in this local area. The temporal spatial metric test embodies
trend, covariates, seasonal mean and autocorrelation structures in the temporal process (for
both current and future data).
Before computing the temporal spatial metric test, we first consider the computation of one-
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step ahead prediction. Using the estimated parameters from PAR (1) in step 1 and following
[33], let the superscript π, denote combined estimators from the process Y ct and Y
f
t ; then
the one step ahead prediction is given as:
Ỹ c12n+ν = m̂
π
12n+ν + φ̃
π(Y c12n+ν−1 − m̂π12n+ν−1),
Ỹ f 12n+ν = m̂
π
12n+ν + φ̃
π(Y f12n+ν−1 − m̂π12n+ν−1),
where m̂π12n+ν = µ̂
π
12n+ν + α̂
π(12n + ν), α̂π = ( ˜αY c + ˜αY c)/2 is the average of the regression






















are the arithmetic averages of the estimators from the two process. The mean squared
prediction error from PAR (1) is given as ν12n+ν = (σ̂
2
ν)
π. The estimated parameters of




are used in the computation of the temporal distance
metric as described below. This metric is performed by first considering the current {Y ct }
and future {Y ft } data at each grid point (location) in Kansas.
Proposition 1.4.1 Assume that {Y ct } and {Y
f
t } are a Gaussian process, if {Y ct } and
















where Y c = {Y ct } and Y f = {Y
f
t } are the two temporal processes at each grid point (lo-





denotes one-step-ahead prediction, and νt represents squared prediction error. This measure
d produces the climate index for each of the regional climate models. The will be used as a
bases for determining the spatial pattern. The distance metric must satisfy all properties of
distances as described in [36]. At each time t, the distribution of the Gaussian process Y ft ,
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is approximately standard normal, and the hypothesis is given as;
H0 : The Gaussian processes {Y ct } and {Y
f
t } are realization from the same process.
H1 : The Gaussian processes {Y ct } and {Y
f
t } are not realization from the same process.
Under the null hypothesis, the two processes have the same dynamics and serves as a ref-
erence for one another. Also, the distance metric d is approximately distributed as χ2N/N ,
a chi square random variable with N degrees of freedom divided by N . When the null hy-
pothesis is rejected we conclude there is statistical evidence that the two processes serve as
a reference point for each other. From equation 1.4, X̂t = E(Xt | 1, X1, ..., X̂t−1) is the best
linear prediction of Xt from a constant and past observations X1, X2, ..., Xt−1. The squared
prediction error, E[(Xt − X̂t)2] = νt and St = (Xt − X̂t)/
√
νt is the scaled error for each
t has zero white noise and a unit variance. This implies that when t 6= s, St and Ss are
uncorrelated. X̂ plays a critical role in calculating the exact distance between two temporal
processes. It is based on finding the best linear predictor of X̂t given past observations
X1, X2, ..., Xt−1. See appendix 1.6.1 for how to deal with the computation of one-step ahead
prediction X̂t and proof of this proposition.
Part II We determine how different those climate data generated from the RCMs are
in terms of their underlying process. This is achieved by performing a spatial two sample
pairwise KS test on the temporal distance metric values (climate index). A spatial two sample
Kolmogorov-Smirnov test determines whether two random fields observed in a spatial domain
(Kansas) serves as a realization from the same process . In other words, to check the model
consistency , the test is formulated by assuming a process Y (x), x = (s, t) ∈ D ⊂ R2 ×R to
be the spatio-temporal random field where t is time and s is the spatial location. Let Y1(x)
and Y2(x) be a random field defined in a spatial domain D and
Yi(x) = µi(x) + εi(x), (1.5)
where µ(x) represents the spatial mean of Y (x) and ε(x); is a spatially correlated error with
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It’s easier to see that the same traits of Y1(x) hold for Y2(x).
The objective is to assess whether the disparities between Y1(x) and Y2(x) are due to random-
ness of the particular observations and thus to assess whether Y1(x) and Y2(x) measure/share
a common mean and correlation structure. The hypothesis is given as;
H0 : µ1(x) = µ2(x) and c1(s, t) = c2(s, t)
H1 : Otherwise,
for x = (s, t) ∈ D ⊂ R2 × R and any h such that x + h ∈ D ⊂ R2 × R. Under the
null hypothesis, for any observed processes Y1(x) and Y2(x) at identical sets of location,
µ1 = µ2 and c1 = c2 and y1 = C
−1/2(y1 − µ) and y2 = C−1/2(y2 − µ) yields two uncorrelated
samples, noting µ and C are the pooled estimates. Both samples follow the central tv
distribution if P is n-variate tv distribution with a degree of freedom (v > 2) and a normal
distribution N(0, 1) if P is a n-variate normal. Under the null hypothesis, the spatial two
sample KS test is obtained by accounting for the equality in y1 and y2. The mean µ and
covariance C part of the random fields are usually unknown. The trend part of the field
which is usually the parametric form of µ is used to estimate µ while C is obtained by
fitting a parametric spatial model, such as spherical or an exponential or Matérn . Once the
estimates of µ and C are obtained by maximum likelihood method or least square method,
the estimation of ỹ1 and ỹ2 follows trivially. The KS test is then employed to ỹ1 and ỹ2 to
determine whether they are realization from the same process.
1.4.2 The Effect of Climate Change on Nitrous Oxide Emission
A linear mixed effect model is fitted to determine the effect of climate change on N2O emis-
sions. The response is nitrous oxide emission, and the regressors are the set of climate indices
for each weather variable; thus, maximum and minimum temperature and precipitation. Af-
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ter considering a series of models, we chose the parsimonious model given as;
yi = µ+ β1xi1 + β2xi2 + +β3xi1xi2 + ci + εi,
where;
• µ is the overall mean.
• yi is the nitrous oxide emission observed at ith location in the state of Kansas.
• xi1 is the climate index for precipitation at the at ith location in the state of Kansas.
• xi2 is the climate index for maximum temperature at the ith location in the state of
Kansas.
• xi1xi2 is the climate index for interaction between maximum temperature and precip-
itation at the ith location in the state of Kansas.
• ci are the random-effects regressor (group specific runs) and εi are spatially correlated
error.
The following provides step by step directions on how to detect spatial pattern in a
regional climate model and to determine its effect on nitrous oxide emission of state crop in
Kansas.
1. Perform an exploratory data analysis.
2. At each grid point that covers Kansas, perform the Process-based Geographical Algo-
rithm Machine (PGAM) procedure.
3. Perform the Spatial Kolgomorov sample test and fit a linear mixed effect model.
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1.5 Data Analysis Results
According to step 1, we deliver details of the results for detecting the spatial pattern in
Regional Climate Models (RCMs) and the effect of weather change on N2O emissions on state
crops. Figure 1.1 shows the time series plot for a randomly selected location in Kansas. This
was used to initially examine patterns in weather variables (average precipitation, minimum
and maximum temperature) across a period of 22 years. The time series plot in red and
green represents maximum and minimum temperature, respectively, while the plot in blue
represents precipitation. A regular repetition of patterns in temperature was observed as
was a random fluctuation in precipitation, and so a periodic auto-regression model of order
1 was fitted for each weather variable.
Figure 1.1: Weather data in kansas for a random year, red is Maximum Temperature, green is
Minimum Temperature, and blue is Precipitation. Temperature is measured in (Kelvin) K and
precipitation is measured kgm−2s−1.
To detect the spatial pattern in each regional climate model (RCMs), we used the pro-
posed Process-based Geographical Algorithm Machine procedure. Following step 2, at a
threshold of 0.05, the distance map was initially drawn for each weather variable in all
RCMs to ascertain the spatial pattern in each of the models. Regions in red, yellow and
white indicate areas where weather change was mostly, moderately and least effective. Fig-
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ure 1.2 shows the distance map via kernel smoothing for precipitation for all climate models.
According to model validation techniques, for example, comparing WRFGcc and WRFcg
models, the northeastern part exhibited severe weather change. For the WRFGcc model,
the southwestern part showed extreme weather while in the WRFGcg model, the northwest-
ern part of Kansas was severe. Comparing the CRCMcg and RCM3gdfl models, we observed
that the southeastern part of Kansas was mostly affected. In the results of the RCM3gdfl and
CRCMcg models, weather change was moderately impacted in the central part of Kansas,
but with the RCM3gdfl model, we noticed certain parts of the west and central were least
affected by weather change. In RCM3cgcm and CRCMcc models, we observed that the
southwestern part of Kansas was mostly affected.
Figure 1.2: Initial Distance Map for Kansas precipitation
Based on our analysis, Figure 1.3 shows the distance map via kernel smoothing for max-
imum temperature. At a significance level of 0.05, we observed that the spatial pattern de-
tected in all RCMs had some similarities and some differences. For example, WRCFcg and
RCM3cgcm had similar traits; thus, the northeastern part of Kansas showed mild weather
change while the southwestern part of Kansas showed extreme weather change. WRFGcc
had identical characteristics as described above except that weather change exhibited mild
weather change in the southeastern part of Kansas rather than the northeastern region. The
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rest of the RCMs showed no similar places where the impact was the same.
Figure 1.3: Initial Distance Map for Kansas maximum temperature
Figure 1.4 shows the distance map via kernel smoothing for minimum temperature. At
a threshold of 0.05, we noticed that spatial pattern for some RCMs was somewhat similar
and different at the same time across the state of Kansas. For example, WRFGcc and
WRFGcg models showed similar traits; for instance, we observed that the entire region of
Kansas was least affected by weather change except that the latter part of southwestern was
mostly affected. For CRCMcc and RCM3cgcm, we observed that the northeastern part of
Kansas was least affected by weather change. Considering just the CRCMcc model, more
areas in some parts of the northern, central, and southern regions were least affected. For
the RCM3cgcm model, weather change was moderately affected in some parts of the central
and north of Kansas. The RCM3gdfl model showed the northern and northwestern parts of
Kansas as having been affected the most.
Due to differences in RCMs, a two spatial Kolmogorov sample test was performed to
check for model consistency. For precipitation there was enough evidence to support that
possibly, most RCMs were a realization from the same process based on the p-values (p-
value > 0.05). It was observed that, (CRCMcg and WRCFcc), (CRCMcc and RCM3gdfl),
(RCM3cgcm and WRCFcc) models were significantly different from each other when consid-
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Figure 1.4: Initial Distance Map for minimum temperature
ering maximum temperature. In the case of minimum temperature, models (CRCMcg and
RCM3gdfl), (CRCMcg and WRCFcc) were significantly different.
To draw the final distance map for the RCMs, for each weather variable, we used the
average of climate index of RCM3cgcm and RCM3gdfl as a basis for our analysis. The re-
sults are in Figures 1.5 - 1.7. These distance maps exhibit a spatial pattern of high and
low regions where climate change was affected. Figure 1.5 shows the distance map for max-
imum temperature, where lower weather change occurred in the northern and central part
of Kansas. Thus, counties such as Washington, Marshall, Pottawatomie, Riley, and Nemaha
were least affected. Greater weather change occurred in the southwestern part of Kansas,
especially in Morton and Stanton counties, while the central part was moderately affected.
For minimum temperature, we had similar results except that more counties experienced
higher weather change than with maximum temperature. Also, greater weather change oc-
curred in the southwestern part of Kansas specifically in Morton, Stanton, Grant, Hamilton,
and Stevens counties. Less weather change happened in the north and east part of Kansas
as illustrated in Figure 1.6. Counties such as Shawnee, Saline, Osage, Dickinson, Franklin,
Douglas, Cloud, and Clay were least affected by weather change. Some parts of north, cen-
tral, and southern Kansas were moderately affected, while the southwestern part of Kansas
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Figure 1.5: Distance map for maximum temperature by kernel estimation
was mostly affected by weather change. This includes counties such as Morton, Stanton,
Hamilton, Stevens, and Grant, mainly.
Figure 1.6: Distance map for minimum temperature by kernel estimation
Figure 1.7 shows the distance map for precipitation. We observed that the central part
of Kansas experienced the least weather change while the northwestern part of Kansas was
mostly affected by weather change. Counties such as Harvey, Saline, Lincoln, Mcpherson,
21
and Morton were least affected, while Cheyenne, Sherman, Wallace, and Greeley were mostly
affected. Some parts of the eastern, northern, western, and southern Kansas were moderately
affected by weather change.
Figure 1.7: Distance map for precipitation by kernel estimation
Statistical analysis indicates that, in general, for maximum temperature, there was an
increase in temperature from April through to October and a decrease in temperature from
February through to March. This trend shows the effect maximum temperature played on
weather change from April through to October and from February through to March. Greater
weather change occurred from September through to November in the southwestern part of
Kansas, specifically in Morton and Stanton counties, while least climate change occurred
mostly in the northern part of Kansas from February through to March, specifically in
Marshall and Washington counties. For minimum temperature, weather change decreased
from January through to August while it increased from September through to December.
Significantly greater weather change occurred in the southwestern part of Kansas, specifically
in Morton, Grant, Stevens and Stanton counties from February through to April while least
weather change occurred in the north and east part of Kansas, mostly in Ottawa, Clay and
Shawnee counties. Lastly, for precipitation, climate change increased from January through
to June and decreased from August through to December. Significantly greater weather
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change occurred from May through to July in the northwestern part of Kansas, specifically
in Cheyenne and Sherman counties, while least climate change occurred in the central part of
Kansas from September through to December, specifically in Saline and Mcpherson counties.
Based on different climate change areas, a linear and nonlinear mixed effect model was
fitted to assess its effect on N2O emission with respect to the grouping variables. After
comparing a pool of candidate models for all weather variables based on their AIC and BIC,
we chose the most parsimonious linear mixed effects model. The results of the relationship
between climate change and N2O emission with respect to the main effects (maximum tem-
perature and precipitation) and interaction term (maximum temperature × precipitation)
are presented in Table 1.1.
There was a negative relationship between the joint effect of precipitation and maximum
temperature on nitrous oxide emission. This was not surprising as a similar relationship was
observed in the literature and is partially due to the application of the denitrification and
to decomposition over the entire state of Kansas [13]. Thus, at higher levels of precipitation
change, the effect of temperature change on nitrous oxide emission is low. The interaction
term was a significant predictor in predicting nitrous oxide emission as (p-value = 0). Given
that the interaction term has been accounted for, the impact of the individual weather
variables on nitrous oxide emission was significant and positively related. In short, we
conclude that the effect of temperature change on nitrous oxide emission is low at different
levels of precipitation.
Table 1.1: Linear mixed effect model: Fixed effects estimates for maximum temperature, precip-
itation and its interaction
Fixed Effect Est Std. Err Df t - test P-value Rand Eff Std. Err
Intercept -15.3320 2.4016 31005 -6.3840 0 Group 0.4642
Max temp 19.4743 1.8520 31005 10.5151 0 Resid 0.8175
Precipitation 16.7239 2.1389 31005 7.8190 0 . .
Max temp × Precipitation -19.2955 1.6479 31005 -11.7094 0 . .
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1.6 Conclusion and Discussions
The primary motivation of the current study has been to contribute to the existing tech-
niques used by climatologists and applied statisticians to detect spatial pattern in regional
climate models and its effect on nitrous oxide emission. We showed that the Process-based
Geographical Machine, motivated from GAM, can be used to detect the spatial pattern in
regional climate models, by performing local scale process difference testing with spatial
extension to the whole region. In doing so, the seasonal mean and autocovariance in the
process was accounted for. We found that most RCMs were consistent with each other with
respect to the weather variables.
We also presented the results of the spatial pattern using our proposed PGAM discussed
in Section 1.4.1. The results indicate a different spatial pattern detected in different regions
across the state of Kansas. At a significance level of 0.05, for maximum temperature, Morton
and Stanton counties exhibit severe weather change, while Marshall and Washington counties
were mild. For minimum temperature, Grant county was affected most while Ottawa, Clay,
and Shawnee counties were least affected. Lastly, for precipitation, Cheyenne and Sherman
counties were mostly affected by weather change, while Saline and Mcpherson counties were
least affected.
There was a negative relationship between nitrous oxide emissions and the interaction
term between precipitation and maximum temperature. Although nitrous oxide emission
will likely increase due to changes in precipitation and increasing temperature, our studies
showed that at each level of precipitation change, the effect of temperature change on the
emission was low. This observed relationship was not surprising as De Vries in his paper [13]
observed a negative relationship between the joint effect of precipitation and temperature
on nitrous oxide emission in European forests. Our relationship was partially due to the
application of denitrification and to decomposition (DNDC) over the entire state of Kansas
and the correlations between the covariates [13, 35].
It is important to note that, for maximum temperature, areas with greater significant
climate change, showed increased nitrous oxide. Also, areas where climate change was ex-
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perienced least showed reduced nitrous oxide emission. In general, for precipitation, it is
important to note that for areas where climate change was mostly affect, greater climate
change led to an increase in nitrous oxide emission, and less climate change led to a decrease
in nitrous oxide emission. Lastly, for minimum temperature, areas where weather change
was experienced least showed a greater change in climate where nitrous oxide emission was
experienced least.
Throughout this study, the main focus has been to examine the impact of weather change
on nitrous oxide emissions and to detect spatial pattern. We found that performing a local-
ized process difference test rather than a globalized process difference test at each grid point
helps improve results for the spatial patterns detected. Also, we note that it is advisable to
fit the same model for both temporal processes at each grid point. In our study, we used
the periodic autoregressive model of order PAR(1), but if it is not adequate, then a higher
order should be considered. For dense data such that the size of the sampled locations is
large enough to allow reasonable statistical test for a given circle, we recommend using the
two sample spatial Kolmogorov test to determine whether the two processes have the same
dynamics or not. Next, we showed that the proposed based Geographical Algorithm Ma-
chine detects areas of interest across the study region. The spatial patterns in addition to
the climate index obtained enabled us to conclude on regions where weather change was sig-
nificantly pronounced. The spatial linear mixed model was used to determine the long-range
effect of weather change on nitrous oxide emission.
For future work, one could improve on the model by taking care of the edge effect. One
could also focus on areas where weather change was severe and mild and investigate reasons
as to why there was different observations. For the effect of weather change on nitrous oxide
emission, a sensitivity analysis could be done to determine the impact of each variable on
nitrous oxide emission. One could also use a different linear model (for example, the spatial
partial linear model) to assess the dynamic effect of the weather change on nitrous oxide
emission based on the availability of data.
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1.6.1 Chapter 1 Appendix




RCM RCM3 × ×
WRFG × ×
The six RCMs used are as follows; CRCMCCSM , CRCCMCGCM3, RCM3CGCM3,
RCM3GFDL, WRFGCCSM and WRFGCGCM3. In the study, we adopted the short form
of the abover as CRCMcc, CRCMcg RCM3cgcm, RCM3gfdl, WRFGcc and WRFGcg, re-
spectively.
1.6.2 Prediction Error and One-Step-Ahead Prediction
Prediction error and one-step ahead prediction is an important tool that plays a significant
role in the computation of d(X,Y). To proceed, consider m-steps ahead prediction and
its associated error, thus (Xnn+m − Xn+m). This is orthogonal to the prediction variables
1, X1, ..., Xn and X0 = 0. A one-step-ahead linear prediction is obtained when m = 1, and
it’s written as
Xnn+1 = φn1Xn + φn2Xn−1 + φn3Xn−2+, ...,+φnnX1, (1.6)
which satisfies the prediction equations E(Xn+1 − Xnn+1) = 0 and E[Xi(Xn+1 − Xnn+1)] =




j=1 φnjγ(i − j) =




γ(0) γ(1) · · · γ(n− 1)
























The mean square error associated with this one-step-ahead linear prediction is given as
P nn+1 = E(Xn+1 −Xnn+1)2
= E[(Xn+1 −Xnn+1)(Xn+1 −Xnn+1)]
= E(Xn+1(Xn+1−Xnn+1))
= γ(0)− E(φ′XXn+1)
= γ(0)− γ′nΓ−1n γn
= Var(Xn+1)− Cov(Xn+1, X)CovX,X)−1Cov(X,Xn+1)
= E(Xn+1 − E(Xn+1))2 − Cov(Xn+1, X)Cov(X,X)−1Cov(X,Xn+1),
where X = (Xn, Xn−1, Xn−2, ..., X1). In general, the procedure for m-step ahead linear
predicition is similar to the one-step ahead linear prediction. The formulation of m-step
ahead linear prediction is given as
Xnn+m = φ
(m)
n1 Xn + φ
(m)










noting that Cov(Xn+m, X) = φ
(m)
n = (γ(m), γ(m+ 1), ..., γ(m+n− 1)). For example, for an




φiXt−i + at → AR(P ),
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and one-step-ahead prediction can be calculated as












φiXn+1−i for n ≥ p.







dently identically distributed normal random variables if Y c and Y f have the same process
structures. One can also use the Durbin-Levinson Algorithm and the Innovations Algorithm
to calculate the one-step-ahead prediction.
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Chapter 2
Spatial Impact of Weather Change on
Nitrous Emission with Large Data
Approximation Analysis
By the beginning of 1993, the concentration of nitrous oxide (N2O) emission in the atmo-
sphere had increased from 257 ppbv in the pre-industrial era to about 311 ppbv. This is
primarily credited to increasing anthropogenic emission via production and use of nitrogen
fertilizers, increased biomass burning, and tropical land conversion from forest to agricul-
ture amongst other reasons [48]. Increase in concentration of nitrous oxide emissions in the
atmosphere is a contributing factor to global warming/climate change in part because the
effects of climate change interact with precipitation patterns and magnitude so as to impact
nitrogen dynamics, which in turn affects nitrous oxide emissions. These emissions have a
higher capacity for absorbing radiation, and the net gain in energy causes warming that
affects the earth’s climate. Agriculture is one of the main areas that accounts for about 10
to 12% of global anthropogenic emissions of greenhouse gases of which approximately 60 to
80% are related to N2O emission. The behavioral patterns of weather can be used to develop
a model that can explain the effect of weather on nitrous oxide emissions. Accordingly, the
data used for this study were obtained from 2022 locations across the state and form part of
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the data used by [2]. Figure 2.1 shows 2022 locations presented in blue from which nitrous
oxide emissions, precipitation, and maximum and minimum temperature were measured or
obtained. Notice that these locations were fairly distributed across the state of Kansas.
Figure 2.1: Locations where information was obtained in Kansas
Figure 2.2 - 2.3 illustrates the plot of daily maximum and minimum temperatures and
precipitation at randomly chosen location in the state of Kansas. Temperature was measured
in celsius and precipitation in millimeters. We observed a random fluctuation in weather
across the year.
It is important to know that N2O emission and weather data (precipitation, minimum
temperature, and maximum temperature) were observed at all locations in the study region.
According to Argoti, an increase and variation in temperature and precipitation, respectively,
occurred across the climatic zone in the state of Kansas [2]. These changes contributed to a
difference in nitrous oxide emissions. Due to the nature of the data, we considered a spatial
linear model with a large data approximation technique. Often, a modified regression analysis
procedure works where predictors and scalar response are linked at a location. Numerous
methods have been suggested for dealing with data of this kind. Consequently, due to the
nature of the data, one of the goals of this paper is to evaluate the effect of actual weather
measurements on nitrous oxide emission accounting for spatial components. The changes
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Figure 2.2: Random location where maximum and minimum temperature was measured: red and
blue color shows maximum and minimum temperature respectively
Figure 2.3: Random location where precipitation was measured
in nitrous oxide emission was highly variable and it is interesting to know how they are
associated with changes in climate and other agricultural management practices [2].
In this paper, another main focus is on analyzing large spatial data. Our goal is to
study statistical properties in large weather data and determine their effect on nitrous oxide
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emission accounting for spatial dependence in the residual term. In doing so, we theoretically
investigate techniques to deal with the issue of inversion of the covariance matrix of large
data. Given its breadth and utility in research, large data is useful in a variety of research
areas such as computer science, statistics, climatology, hydrology, agronomy, and government
amongst others. Additionally, large data serves as a source of productivity, competition, and
creativity [8]. However, analyzing large data sets of size n statistically comes with its own
challenges, one being the inversion of the n × n covariance matrix, which requires O(n3)
operations and is computationally complex and costly. Another problematic task often
encountered is the loss of information, which tends to affect the accuracy of results, such as
estimation and prediction. Nevertheless, the computation of the inverse of the covariance
matrix is the centerpiece for determining the Best Linear Unbiased Prediction (BLUP) and
maximum likelihood estimation. Kriging (BLUP) as well as other likelihood methods of
estimation are special spatial tools that have become well liked in the world of statistics,
geography, geology, environmental science, amongst others. In spatial statistics, Kriging
involves the inversion of the covariance matrix of order n× n, which sometimes is not easily
solvable especially when dealing with a large dataset. With this computational difficulty at
hand, namely the inversion of the covariance matrix and the need to estimate parameters
using the likelihood function followed by prediction, one of the main objectives of this chapter
is to find a way of reducing computation intensity by approximation through a projection
approach.
There are abundant techniques in literature dedicated to computation reduction dealing
with large spatial data sets [58, 19, 15, 4, 55]. We mainly focus on two main procedures;
the first procedure employs the fixed/reduced rank approximation, and the second utilizes
the sparse approximation technique. The first procedure relies on traits of the reduced
rank approximation of the underlying process. Fixed reduced rank approximation has been
successful in accounting for large scale structure of spatial process but has neglected means to
account for small scale structure in the data accurately [55]. Examples of methods under the
first procedure are the predictive process, low splines, basis functions, and kernel convolution
amongst others [5, 28, 25, 58]. The second procedure searches a sparse approximation matrix
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to the covariance function and uses the sparse matrix techniques to obtain computational
efficiency. This procedure has been proven useful in capturing the short-range dependence
structure of a spatial process but fails to account for long-scale structure in a spatial process
[15]. In addition to sparse approximation, covariance tapering falls in line with the sparse
approximation method and has recently been used to develop the sparse covariance matrices.
Notably, a good approximation to the original covariance function is not readily obtained
when a tapered covariance function with a smaller taper range is used because this promotes
a huge bias in spatial prediction and parameter estimation. Therefore, several procedures and
algorithms have been developed for the method to handle spatial prediction and parameter
estimation [19]. For example, to deal with the shortfalls of the reduced rank and sparse
approximation, Sang and Huang (2012) proposed the full-scale approximation [51]. Her
procedure minimizes computation inefficiencies in large data sets thereby preventing the
drawbacks in reduced rank and sparse approximation methods. The full-scale approximation
procedure combines ideas in reduced rank and sparse approximation to successfully obtain a
good approximation to the original covariance matrix [51]. Next, Banerjee (2012) proposed
the linear projection method that approximates the original covariance matrix [4]. He does
this by linearly projecting all data points onto a lower-dimensional subspace thereby yielding
a near-optimal rank performance at a cheaper computational cost [4]. Thus, the linear
projection and the reduced rank approximation form a centerpiece for our studies.
In these studies, one of the main goals is to find the near-optimal rank for which we can
achieve a desired accuracy. This method contributes to the usual norm of knot-based meth-
ods, which is easier to implement and has theoretical justification. In the past, emphasis
has been on randomly selecting different target ranks for the approximation covariance ma-
trix without any theoretical justification. Now, we propose an optimal rank approximation
coupled with a projection method via reduced rank approximation to mitigate the compu-
tational burden. The mitigation is shown to be proper by approximating the covariance
matrix with a theoretical investigation of optimal conditions under which we can achieve
good accuracy in terms of Kullback-Leibler divergence and mean squared prediction error.
The paper is divided into 2 parts: the first part deals with the theoretical techniques
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used for large datasets while the second part deals with the application of the spatial linear
model with large data approximation using the nitrous oxide emission and weather data.
The remainder of the paper is structured as follows: Section 2.1 discusses some previous
techniques on covariance approximations; Section 2.2 gives the proposed method; Section
2.3 presents a simulation study for the approximation under different goals; Section 2.4
illustrates our method via real data; Section 2.5 presents conclusion and discussions based
on the simulation studies and real data analysis and Section 2.6 presents appendix, proofs
and results.
2.1 Preliminary Results on Covariance Approximation
There are several techniques to computationally and effectively approximate a large covari-
ance matrix of size n. In this section, we will give some brief underlying methods from
the literature for dealing with the problems encountered when inverting the covariance ma-
trix of large data. First, Cressie and Johannesson (2008) considered a fixed rank approach
for large datasets. They considered a flexible family of non-stationary covariance functions
that were established by using a set of basis functions that was fixed in number and led
to a spatial prediction method called fixed rank kriging. Fixed rank kriging is a spatial
prediction or kriging within a group of non-stationary covariance function. They proposed
techniques based on reducing the weighted Frobenius norm to produce the best estimators
of the covariance function parameters [12]. These are then substituted into the fixed rank
equations (see section 2.3 - 2.4 for the formula for the fixed rank equation). Next, Banerjee
(2008) suggested instead, a predictive process model for spatial and spatio-temporal data.
He suggested every spatial process generates a predictive process model that projects pro-
cess realizations of a spatial process to lower dimensional subspace, which tends to reduce
computational burden [5]. Furthermore, researchers such as [19, 29] proposed a technique
to approximate the covariance function by a compactly supported function using tapering
or simply introducing zeros into the covariance matrix to make it sparse. This makes the
best linear unbiased prediction at an unobserved location with a sparse covariance matrix
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easily solvable using the sparse matrix algorithms. Du and Zhang (2009) also studied how
covariance tapering can be used to overcome the numerical challenges when the sample size
is extremely large [14]. They investigated how tapering affects the asymptotic efficiency
of the maximum likelihood estimator for the microergodic parameter in the Matérn covari-
ance function by establishing a fixed-domain asymptotic distribution of the exact estimator
and that of the tapered estimator. Meanwhile, Sang and Huang (2012) proposed full-scale
covariance approximation combining reduced rank covariance approximation and sparse co-
variance approximation [51]. They suggested that the full-scale covariance technique offers
a high propensity for approximating the covariance matrix at small and large spatial set-
tings. It also has the tendency to allow efficient computation of the maximum likelihood,
spatial prediction, and Bayesian inference. Lastly, Banerjee proposed a means of dealing
with the inversion of the large covariance matrix by linearly projecting all the data points
from a higher dimensional space to a lower dimensional subspace [4]. He used the idea of
the projection approximation method and reduced-rank matrix approximation to illustrate
the superiority of his method via a theoretical perspective.
These methods represent various approaches to approximate the covariance matrix when
extremely large sample size is considered. In this study, we contribute to the collection
of techniques addressing the inversion of a large covariance matrix, thereby reducing the
computational cost by effectively approximating the covariance matrix with a theoretical
investigation of optimal conditions. Importantly, we want to theoretically find the near-
optimal rank for which we can achieve the desired accuracy. We will focus on the projection
method via reduced rank approximation since almost all techniques can be put under a
common umbrella. Let’s start by first assuming that Y (s) is the response variable at location
s ∈ D ⊆ Rd with p× 1 vector of regressors x(s) at location s then
Y (s) = xT(s)β + ε(s), (2.1)
where β is a vector of coefficients while ε is the demeaned spatial process, which is normally
distributed with zero mean and a nonzero variance term. Rewrite Equation 2.1 to account
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for the smooth scale spatial process w(s) and the random error process ε(s). Write ε(s) =
w(s) + ε(s) then Equation 2.1 is given as
Y (s) = xT(s)β + w(s) + ε(s), (2.2)
where w(s) is assumed to be a Gaussian process with zero mean and a covariance function
c(s, s′); thus w(s) ∼ GP{0, c(., .)}. Usually we assume that c(., .) is a constant process
variance with a covariance function defined as c(s, s′) = σ2ρ(s, s′; θ) where θ is a vector
of correlation parameters, and ρ(., .;θ) is the correlation function. The error process ε(s) is
assumed to be normally distributed with zero mean and a variance ς2, so-called nugget effect
[11], at every location s. The smooth scale spatial process w(s) often models the spatial
relationship while the nugget effect determines the spatial pattern in unobserved covariates
or models the measurement error [10].
Let X = (x(s1),x(s2), ...,x(sn))T and Y = (Y (s1), Y (s2), ..., Y (sn))T , keeping in mind
that the focus is estimating the unknown parameters Ψ = (β,θ, σ2, ς2). Estimating the
unknown parameters involves the application of the maximum likelihood. With the same
description as in above, letC = [c(si, sj)]i=1:n,j=1:n be the covariance matrix of the smooth
scale spatial process at each location si. The log-likelihood function is defined as




log[det{C(θ, σ2) + ς2In}] (2.3)
− 1
2
(Y − Xβ)T{C(θ, σ2) + ς2In}−1(Y − Xβ), (2.4)
noting that the covariance matrix of Y is given as C + ς2In. Estimating the unknown
parameters Ψ involves the inversion of the n × n covariance matrix C + ς2In, which is
computionally costly and requires O(n3). This is one of the problems researchers encounter
estimating the unknown parameters and spatial prediction at an unobserved location. The
next section 2.1.1 - 2.2.2 presents modified ideas to address this problem.
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2.1.1 Predictive Process via Reduced Rank Approximation
The reduced rank approximation method has been widely used successfully to approximate
the covariance matrix for large data. It does so by creating a fixed approximated process
w(s∗) that resides in a lower finite subspace from the smooth scale spatial process w(.) in
Equation 2.2. Computational efficiency thereby is achieved by using a reduced rank approx-
imation. [5] successfully developed reduced rank approximation using spatial interpolation,
while [59] did likewise using Karhunen-Loeve expansion. Due to the context of this study,
we proceed by following the ideas referenced in [5]. For now, we assume the mean part is
zero and write Equation 2.2 as
Y ∼ Nn(0, C + ς2In). (2.5)
Consider the set of knots {x(s?i )} : (i = 1, ...,m), and let C?? = (c(x(s?i ), x(s?j)))m×m, and
ω? = {w(s?1), w(s?2), ..., w(s?n)}T . Using the predictive Gaussian process method, the best lin-
ear unbiased predictor (BLUP) at a new location is given as wppm(·) = E{w(·)|w?} with a co-
variance function c′s,?C
−1
?? c?s′ where cs,? = {c(s, s?i )}T : i = 1, 2, ...,m and c?,s′ = {c(s?i , s′)}T :
i = 1, 2, ...,m. Plugging the (BLUP) into Equation 2.5 yields Y ∼ Nn(0, CX?C−1?? C?X +
ς2In), where C?X is the covariance matrix between Y and ω?. With these traits, any-
time s 6∈ {x(s?i )}T , i = 1, 2, ...,m the variance is underestimated since for each s ∈ S,
E(var{w(s)|w?}) = var{w(s)} − var{wppm(s)}. The problem is rectified by introducing an
independent process ε2(s) ∼ N(0, c(s, s′)− cppm(s, s′)) where cppm is described as above and
then the rectified Gaussian process wrppm(s) has a covariance function




1 if s = s′
0 otherwise.
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2.1.2 Linear Projection Method
As generalization to the predictive process via reduced rank, [4] proposed a linear pro-
jection method where he defined a new kriging; thus, wlpm(·) = E{w(·)|ΘwX}, wX =
(w(s1), w(s, 2), ..., w(s, n)) instead of w
ppm as described in 2.1.1, where Θ is an m×n matrix.
Using the linear projection method, the improved marginal form is
Y ∼ Nn(0, C lpm + ς2In), (2.7)
where C lpm = (ΘC)T (ΘCΘT )−1ΘC, which is induced by applying a Gaussian process with
covariance function clpm(s, s′) = (Θcs,w)
T (ΘCΘT )−1Θcw,s′ , where
cw,s′ = {c(s1, s′), c(s2, s′), . . . , c(sn, s′)}T and cs,w = {c(s, s1), c(s, s2), . . . , c(s, sn)}T and s, s′ ∈
X. The variance is underestimated and is rectified by introducing a nugget effect term
so that a modified linear approximation is defined as wmlpm(.) with covariance function
cmlpm(s, s′) = clpm(s, s′) + κ(s, s′){c(s, s′)− clpm(s, s′)} for any s, s′ ∈ S.
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2.2 Optimal Rank Determination for Projection Method
Given the goal of reduced rank approximation, the spatial process w(s) can be approximated
by another process w that lies in lower dimensional space based on Karhunen–Loève theo-
rem. For a zero mean stochastic process w, the Karhunen–Loève expansion of the spatial




λi)ei(s), where ei, and λi are the eigenfunctions and
eigenvalues of the covariance function c(., .), respectively and %i are uncorrelated random
variables with mean zero and a unit variance. Often, the key terms of the spatial process
w(si) capture important properties of the process, and the remaining terms are eliminated
from the Karhumen - Loeve expansion [1]. This leads to the truncated Karhumen - Loeve
expansion, which produces the optimal m - term approximation. The truncated Karhumen







which can be expressed in linear projection, E(ω|RTmwX), where RTm equals to the m × n
matrix of eigenvectors corresponding to the m largest eigenvalues of C, ei, and λi are the
eigenfunctions and eigenvalues of the covariance function c(., .), and %i are uncorrelated
random variables with mean zero and a unit variance. The covariance of the processs wplp(·)
is C(s, s′) = (RTmcs,w)
T (RTmCRm)
−1(RTmcw,s′). The covariance of the process produces the
optimal m- term approximation to the covariance function of the original spatial process
w(s). With this setting, the modified marginal form is given as
Y ∼ Nn(0, Cplp + ς2In), (2.8)
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where c? = {Cov(s, si)}T i, j = 1, 2, ..n and C = {Cov(si, sj)}T . The underestimated
variance is improved by introducing a nugget effect as described in section 2.1.1, and then









1 if s = s′
0 otherwise.
2.2.1 Reduced-Rank Matrix Approximation and Linear
Projection Construction
We adapt a technique for calculating near-optimal approximation by applying the idea of
linear projection and reduced rank approximation. For simplicity, we consider an n × n
positive definite covariance matrix C of real values. Let || · ||2 be the spectral norm and || · ||F
be the Frobenius norm of C defined as the largest singular value and the square root of the
sum of the absolute squares of its element, respectively. Using singular value decomposition,
C can be written as C = RDRT where R is the eigenvectors and D is the n × n diagonal
matrix with entries λ1 ≥ λ2 ≥, ...,≥ λn arranged in descending order of magnitude. Split C











If the rank m is known, by the Eckart-Young theorem [56], the best rank m approximation to
C in spectral norm and Frobenius norm is given by Cm = RmDmmR
T
m. Using our settings,
the original covariance matrix C is replaced by Cplp = (RmC)
T (RTmCRm)
−1RTmC. Then,
Equation 2.8 is modified into Y ∼ N(0, Cplp + ς2In). Aiming to control loss of information
with reduced computation, we propose a technique that can address this problem of inversion
of C by finding a near-optimal rank that yields good accuracy given a desired tolerance level.
However, finding the near optimal rank requires a spectral decomposition of the covariance
matrix C such that the n × n eigenvector matrix (which is orthogonal) spans the column
space of C noting that C = RRTC. For a simple error computation, we often consider the
column space approximator RmR
T
mC = Cm. The optimal rank m spectral decomposition
corresponds to the best rank-m column space of this estimator, so it’s enough to find a
favorable column space approximator [4]. At any fixed target error, we only need to compute
an approximate spectral decomposition and search for a projection matrix RTm for the column
space approximation. Also with unknown target rank m, we propose Theorem 2.2.1 that
finds the optimal rank m such that the computational intensity and prediction accuracy are
well balanced. A modified Eigenvalue Decomposition via Nyström Method by [52] is used
to help implement the task. In the same framework, one can adapt the modified Adaptive
Randomized Range Finder Algorithm by [24].
Theorem 2.2.1. Let P = Nn(µx,
∑
= Cxx+σ
2I) and Q = Nn(µx,
∑plp = Cplpxx +σ2I) be the
marginal distributions of the original response vector y and a projection approximation with


















where DKL(·, ·) represents the Kullback - Leibler divergence between probability densities, C
is the true covariance, Cplp is the approximated covariance matrix, and λi and Cij are the
eigenvalues and entries of the covariance matrix, respectively, with σ2,∆ > 0.
The proof of theorem 2.2.1 can be found in the Appendix 2.6.3. Theorem 2.2.1 is used
in our simulation study under different covariance functions to assess the accuracy of the
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approximation. Algorithm 1 provides a fast way to calculate the eigenvectors and eigenvalues
starting from the largest to a specific rank of interest. It aids in reducing computational
intensity without changing much of the result accuracy [4].
Algorithm 1. Given a positive definite matrix C ∈ Rn×n and a random generated
Johnson - Lindernstrauss matrix Ω of order n× r, find the projection matrix of order m×n
which approximates the column space, and compute the approximate spectral decomposition
through Nyström approximation with the projection matrix.
See Appendix 2.6.2 for details on Algorithm 1.
2.2.2 Approximation conditions based on mean squared predic-
tion error
We will follow some important traits in chapters 2 and 3 of [54] that are in line with our
results. In our study, we propose an optimal condition in terms of kriging for approximating
the linear spatial predictor, which tends to be accurate with computational efficiency.
Assume Y (s) be a Gaussian process with mean 0 and a covariance function c(., ., η, σ2). In
geology and geographical statistics, the main focus is to predict Ŷ (s∗) at any given location
s∗ in the spatial domain D. This prediction relies on the concept of minimum mean squared
error [54]. At any unobserved location s∗, the best linear unbiased prediction is given by
Ŷ (s∗) = cT∗
∑−1
Y,
where Y = (Y (s1), Y (s2), ..., Y (sn))
T , is the observation at si i = 1, 2, ..., n locations,
∑
=
C + σ2In and c∗ is the covariance between all locations in the spatial domain D and the
unobserved location s∗; thus, c∗ = (c(s1, s∗), . . . , c(sn, s∗))T . In order to make any kind
of prediction, one needs to first evaluate
∑−1 (as in Equation 2.3) since it is used when
estimating the parameters of the model. We use the idea of reduced rank approximation
to approximate
∑
and call it misspecified covariance, thus
∑̃
, without changing the trait
of the true covariance matrix. Under reduced rank approximation, the best linear unbiased
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predictor is given as
Ŷ (s∗) = cT∗
∑̃−1
Y.
Inverting the misspecified covariance matrix
∑̃
has more significant advantage computation-
ally than inverting the true covariance matrix
∑
. We will employ the Woodbury matrix
identity to evaluate it. The mean squared prediction error is used to assess the accuracy of
the best linear unbiased predictor (BLUP).
If indeed the BLUP is calculated under the reduced rank approximation technique or the
misspecified covariance matrix, then the mean squared prediction error (MSPE) is given as
MSPE(s∗, C̃) = E(Ŷ (s∗)− Y (s))2 (2.10)







If the BLUP is calculated under the true covariance matrix
∑
, then the mean squared
prediction error (MSPE) is given as
MSPE(s∗, C̃) = E(Ŷ (s∗)− Y (s))2 (2.12)
= C(s∗, s∗)− cT∗
∑−1
c∗. (2.13)
where C(s∗, s∗) is the variance for the unobserved location s∗. See Appendix 2.6.4 for details




used in equations 2.11 and 2.13. In this study, our goal is to apply Theorem 2.2.1
- 2.2.2 for optimal rank selection and computational time saving. This is done through the
measure of accuracies such as mean squared prediction error and Kullback-Leibler divergence.
Consequently, we propose optimal rank conditions in terms of MSPE for a finite sample by
using the following theorem.
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Theorem 2.2.2. Let P = Nn(µx,
∑
= Cxx+σ
2I) and Q = Nn(µx,
∑plp = Cplpxx +σ2I) be the
marginal distributions of the response under the true model and a projection approximation
















∣∣MSPEt(s∗)−MSPEm(s∗)∣∣ ≤ ∆√n, (2.14)
where MSPEt(s∗) and MSPEm(s∗) are the mean squared prediction error under the true
and the projected matrix at a fixed location s∗ in the spatial domain, respectively.
Proposition 2.2.2 In general, for large sample approximation, we have that for fixed




We observed the following tendencies by using simulation studies under some mild assump-
tions on the covariance structure. Thus, for fixed target rank m, and a varying sample size




The proof of Theorem 2.2.2 and Proposition 2.2.2 is in Appendix 2.37 and 2.6.6 of this
chapter.
2.3 Simulation Study
We investigate the impact of the approximation techniques for large data in this section.
The simulation studies are divided into three main parts.
• We investigate how Algorithm 1 can facilitate the application of Theorems 2.2.1 and
2.2.2. That is, one does not need to calculate the entire eigenvalues and eigenvectors of
a large matrix of size n but rather select a reasonable rank and its associated eigenvalues
and eigenvectors to achieve the same goal.
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• We analyze the asymptotic trends of Theorems 2.2.1 and 2.2.2 based on Proposition
2.2.2 and Equation 2.15. This is done with the help of a randomized singular value
decomposition package in R. Here, we will consider two scenarios: In scenario 1, we fix
sample size n and vary target rank(s) m; and in scenario 2, we vary the sample size n
and fix the target rank(s) m. The idea is to illustrate how the misspecified covariance
mimics the true covariance matrix under certain conditions.
• We apply Theorem 2.2.1 and 2.2.2 for optimal rank selection and check for computa-
tional time-saving in terms of mean squared prediction error and Kullback - Leibler
divergence. Here, without knowledge of the target rank, we seek to find the optimal
rank via our theorem and establish that the misspecified covariance converges to the
true covariance matrix.
In the first simulation, the Matérn covariance function with smoothness parameters ν =
0.5 and 1.5 is used as a basis for comparison. The covariance function C(x, y) is evaluated
over a uniform grid of n locations in [0, 1] and an n × n covariance matrix C is obtained.
We apply Algorithm 1 to assess the computational efficiency in obtaining the desired results.
In the simulation, the target rank m is obtained by using 2%, 4% and 6% of the sample
size. Using a range and nugget parameter of 1, a Relative Structured Variability (RSV)
of 50% and 90% is set for the Matérn covariance function at each ν, and the results are
in Table 2.1 - 2.2 for an RSV of 50%. Tables 2.1 and 2.2 show that in general, given
the sample size, as the target rank m increases, the difference between the RMSE of the
eigenvalues and eigenvalues shrinks. For fixed sample size, the bigger the target rank, the
more time is saved in the calculation. Comparing the difference in time spent using the
entire eigenvalues and eigenvectors of the covariance matrix versus using a fraction of the
eigenvalues and eigenvectors, we notice computationally we save time. The results, in general,
are comparable, and this approach has the advantage of saving time and cost. The case with
an RSV of 90% and ν = 0.5 and ν = 1.5 are presented in Appendix 2.6.7 because of similar
results.
In the second simulation, under scenario 1, data are generated from the Matérn covariance
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Table 2.1: Root mean square results for Matérn covariance function with ν = 0.5 and
RSV of 50%
Sample Size Target rank RMSE.Ev1 RMSE.Evc 2 Time Partial (Original)3
100 2 0.000010 0.000005 0.08 (0.10)
4 0.000156 0.000683 0.07 (0.10)
6 0.001662 0.002665 0.06 (0.10)
500 10 0.000242 0.000329 0.20 (0.25)
20 0.028245 0.009012 0.16 (0.25)
30 0.075755 0.019947 0.15 (0.25)
1000 20 0.008921 0.002066 1.47 (1.68)
40 0.092111 0.012875 1.34 (1.68)
60 0.124733 0.016219 1.20 (1.68)
2000 40 0.044063 0.005486 10.77 (12.08)
80 0.140236 0.011863 9.66 (12.08)
120 0.1401755 0.013770 8.51 (12.08 )
3000 60 0.067577 0.006160 34.93 (38.83)
120 0.157688 0.010663 30.94 (38.83)
180 0.138747 0.011984 26.97 (38.83)
4000 80 1038022 0.006530 100.17 (110.53)
160 0.163492 0.009620 90.06 (110.53)
240 0.137901 0.010706 78.39 (110.53)
5000 100 0.117288 0.006543 175.66 (195.04)
200 0.164963 0.008738 156.31 (195.04)
300 0.134672 0.009810 135.57 (195.04)
1 RMSE.Ev is the RMSE for the difference in Eigenvalues.
2 RMSE.Evc is the RMSE for the difference in Eigenvectors.
3 Time Partial (Original) is time spent on the calculation when considering
partial and full eigenvalues respectively.
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Table 2.2: Root mean square results for Matérn covariance function with ν = 1.5 and
RSV of 50%
Sample Size Target rank RMSE.Ev1 RMSE.Evc 2 Time Partial (Original)3
100 2 0.000000 0.000043 0.08(0.10)
4 0.054755 0.027955 0.06 (0.10)
6 0.093846 0.050158 0.04 (0.10)
500 10 0.110120 0.0197877 0.18 (0.23)
20 0.076285 0.030079 0.22 (0.23)
30 0.056612 0.032489 0.21 (0.23)
1000 20 0.103734 0.020028 1.47 (1.67)
40 0.0619708 0.023333 1.28 (1.67)
60 0.044948 0.024378 1.11 (1.67)
2000 40 0.086734 0.016021 11.89 (13.22)
80 0.050673 0.017455 10.61 (13.22)
120 0.036289 0.018042 9.34 (13.22)
3000 60 0.080711 0.013734 38.89 (42.62)
120 0.046410 0.014537 34.72 (42.62)
180 0.032778 0.014866 30.62 (42.62)
4000 80 0.074597 0.012094 84.34 (93.75)
160 0.042724 0.012730 75.17 (93.75)
240 0.029965 0.012975 66.48 (93.75)
5000 100 0.069080 0.011027 181.94 (199.61)
200 0.039267 0.011493 158.33 (199.61)
300 0.027548 0.011671 137.33 (199.61)
1 RMSE.Ev is the RMSE for the difference in Eigenvalues.
2 RMSE.Evc is the RMSE for the difference in Eigenvectors.
3 Time Partial (Original) is time spent on the calculation when considering
partial and full eigenvalues respectively.
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function based on different parameters with sample sizes 100, 500, 1000, 2000, 3000, 4000 and
5000. Consider the Matérn covariance function, evaluate it over a uniform grid of n locations
in [0, 1], and consider the resulting n × n matrix C. The main idea is to illustrate how the
misspecified covariance performs under Theorems 2.2.1 and 2.2.2 based on Proposition 2.2.2
and Equation 2.15. In the first scenario, it is important to note that the range parameter and
the RSV play a major role in the outcome of the results. For consistency, we fix the range
and nugget parameter at 1 and vary the RSV. The Matérn covariance matrix is evaluated
with ν = 0.5, RSV of 50%, and target ranks m = 50, 60, 70, 80 and 90. For Matérn covariance
matrix with ν = 1.5, we considered an RSV of 50%, and target rank m = 13, 15, 17, 20 and
25.
Figures 2.4 and 2.5 show results in using the randomized singular value decomposition
package (rsvd) in r, Theorems 2.2.1 and 2.2.2 based on Proposition 2.2.2 and Equation 2.15
for Matérn covariance matrix with an RSV of 50% at ν = 0.5 and 1.5, respectively. From
Figure 2.4, we can see a decreasing trend as m increases; at m = 60, the graph seems to be
leveling off. We also see that the closer m is to n, the better the estimate and closer the lines
(graph) are to the horizontal axis or to the line y = 1. Next, Figure 2.5 shows the results
for Matérn covariance function at ν = 1.5. Here, we notice that the rate of decrease is much
faster and steeper, and at a rank of m = 15, the graph levels off. Table 2.3 provides more
detailed information of the actual measurements showing that as m increases, the MSPE for
the misspecified covariance converges to the true covariance matrix.
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Figure 2.4: Resulting graph of Matérn at an RSV of 50% and ν = 0.5
Figure 2.5: Resulting graph of Matérn at an RSV of 50% and ν = 1.5
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Table 2.3: Results of ratio of MSPEs at fixed N and varying M with an
RSV of 50%
Sample Size Rank (ν = 1.5) M.Ratio1 Rank (ν = 0.5) E.Ratio2
1000 50 1.00288 13 1.00086
60 1.00271 15 1.00072
70 1.00268 17 1.00068
80 1.00267 20 1.00067
90 1.00264 25 1.00066
2000 50 1.00323 13 1.00251
60 1.00245 15 1.00061
70 1.00197 17 1.00060
80 1.00191 20 1.00054
90 1.00188 25 1.00049
3000 50 1.00719 13 1.00707
60 1.00265 15 1.00120
70 1.00219 17 1.00103
80 1.00209 20 1.00095
90 1.00184 25 1.00043
4000 50 1.01724 13 1.01276
60 1.00605 15 1.00173
70 1.00400 17 1.00163
80 1.00293 20 1.00126
90 1.00230 25 1.00042
5000 50 1.02968 13 1.02062
60 1.01134 15 1.00255
70 1.00844 17 1.00248
80 1.00428 20 1.00209
90 1.00292 25 1.00041
1 M.Ratio is ratio between the MPSEs for Matérn with ν = 1.5 .
2 E.Ratio is ratio between the MPSEs for Matérn with ν = 0.5.
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In scenario 2, the sample size n is allowed to vary keeping the target rank m fixed. Here,
emphasis is on how RSV affects the ratio between the MSPEs when it either increases or
decreases. Figure 2.6 and Table 2.4 show the results of Matérn at ν = 1.5 with an RSV of
30% and 50%. Figure 2.6 shows that the graph increases and levels off at some point. When
the rank is small, the graph ill behaves, and when it’s bigger, it stabilizes. Also, the smaller
the RSV, the smoother the graph, and its distributions converge at some point. Table 2.4
gives detailed information of the measurements showing that smaller rank performs better in
terms of the approximation. The case with ν = 0.5 is presented in Appendix 2.6.8 because
of similar results.
Figure 2.6: Results for Matérn covariance function for fixed M and varying N
In the third simulation, we illustrate how Theorem 2.2.1 and 2.2.2 can be used to as-
sess the accuracy of the covariance approximation under the Matérn covariance function.
To be precise, mean squared prediction error (MSPE) and the Kullback-Liebler (KL) di-
vergence between distributions via covariance approximation techniques are used to achieve
the approximation technique. Here, with unknown optimal rank, we use Theorems 2.2.1
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Table 2.4: Results for ratio of MSPE for fixed M varying N for Matérn with ν = 0.5, an RSV of
50% and 30% respectively
Target Rank Sample size Ratio RSV of 50 Ratio at RSV of 30































and 2.2.2 with a reasonable tolerance level to reduce computational burden without losing
most of the results accuracy. We start by randomly generating data from simulated samples
from the Matérn covariance function that is constructed over a uniform grid of n locations
in [0, 1]. The true covariance matrix C is obtained, and Theorem 2.2.1 and 2.2.2 is used
to find the optimal rank m for the misspecified covariance matrix. As a golden rule, it is
useful to specify an appropriate tolerance level ∆ to achieve a reasonable optimal rank m
for which the computation of the MSPE is well defined. In general, let ∆ = αF where F is
the first eigenvalue of the true covariance matrix C and α > 0. The misspecified covariance
matrix is achieved by using the proposed theorems and rsvd package in R. For comparison,
data is generated from the Matérn covariance function with ν = 0.5, 1, 1.5, and an RSV of
50%, 70% and 90%. The range parameter and nugget parameter are held constant while the
smoothness parameter is allowed to vary. We do this to avoid singularity problems in the
covariance matrix. For instance, in our simulation, we used the following: range parameter
=1, nugget parameter =1, ν = 0.5, 1, 1.5, and φ = 1, 2.3, 9. The following tolerance level
∆ = 0.001F, 0.01F, 0.05F and 0.1F is used to obtain the optimal rank m. Notably, ∆ plays
an important role in getting a reasonable optimal rank m, which in turn reduces computional
cost and time. Theorem 2.2.1 and 2.2.2 in addition to Algoritm 1 are used to find m; then
the MPSEs under the true and misspecified covariance matrix are calculated. Finally, the
ratio between the MSPEs is computed. Tables 2.5 - 2.6 provide results for Matérn covariance
function with ν = 0.5. We observe that as ∆ decreases, the rank increases with an increase
in the sample size. It is important to note that as the tolerance level decreases so does the
divergence between the two distributions, and the ratio between the MSPEs tends to be
good. In other words, the MSPE under the misspecified covariance converges to the true
covariance with a smaller divergence between the two distributions. Comparing the times
to compute the MSPEs, we observe that it takes longer to obtain the MSPE under the true
covariance function than in the misspecified covariance matrix. This was expected as the
computation of the MSPE under the true covariance involves inverting the true covariance
matrix of size n using the normal approach while that of the misspecified covariance involves
using the Sherman - Morrison formula that computationally saves time. Generally, as the
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sample size increases, the misspecified covariance mimics the traits of the true covariance
matrix. We also observe that, as the relative structured variability decreases, the ratio be-
tween the MPSEs gets better. Thus, the lower the RSV, the better the estimates. With
a smoothing parameter ν = 1, the results for Matérn covariance function are presented in
Tables 2.7 - 2.8. The result shows that as the tolerance level decreases, the ratio yields good
estimates. The time taken to calculate the MSPE under the misspecified covariance matrix
is less than that of the true covariance. We also note that, across RSV, the smaller the RSV,
the better the estimate, so one doesn’t need a huge optimal rank to get a good estimate.
Ultimately, the MSPE under the misspecified covariance matrix approaches that of the true
covariance matrix with a smaller tolerance level. Because of similar conclusions, the results
for Matérn with a smoothness parameter of 1.5 and an RSV of 50%, 70% and 90% Matérn
with (ν = 0.5, 1) at an RSV of 90% are left in Appendix 2.6.9.
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Table 2.5: Ratio of the MSPE under the True and Misspecified co-
variance matrix for Matérn with ν = 0.5 and RSV 50%
Tolerance Level = ∆
Sample ∆1 = 0.01F
3 ∆2 = 0.05F
3 ∆3 = 0.1F
3
100 Ratio 1.00003 1.002268 1.013865
Rank 18 8 5
Time.True1 0.015 0.015 0.015
Time.Miss 2 0.08 0.07 0.05
500 Ratio 1.000237 1.005284 1.024885
Rank 36 16 11
Time.True1 0.23 0.23 0.23
Time.Miss 2 0.19 0.17 0.16
1000 Ratio 1.000265 1.007934 1.037813
Rank 48 22 15
Time.True1 1.48 1.48 1.48
Time.Miss 2 0.89 0.43 0.46
2000 Ratio 1.000533 1.025697 1.048749
Rank 66 29 21
Time.True1 12.62 12.62 12.62
Time.Miss 2 3.92 2.06 1.56
3000 Ratio 1.00243 1.016728 1.071978
Rank 82 36 26
Time.True1 40.88 40.88 40.88
Time.Miss 2 10.35 5.22 4.08
4000 Ratio 1.000907 1.0238 1.139153
Rank 96 42 30
Time.True 1 94.75 94.75 94.75
Time.Miss 2 21.32 10.76 8.25
5000 Ratio 1.000696 1.033283 1.095292
Rank 110 47 33
Time.True 1 184.12 184.12 184.12
Time.Miss 2 37.75 17.64 13.20
1 Time.True1 is the time to calculate the MPSE under the true
covariance matrix.
2 Time.Miss2 is the time to calculate the MPSE under the mis-
specified covariance matrix.
3 F is the first eigenvalue of the true covariance matrix.
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Table 2.6: Ratio of the MSPE under the True and Misspecified co-
variance matrix for Matérn with ν = 0.5 and RSV 70%
Tolerance Level = ∆
Sample ∆1 = 0.01F
3 ∆2 = 0.05F
3 ∆3 = 0.1F
3
100 Ratio 1.000097 1.009734 1.039421
Rank 27 12 8
Time.True 1 0.011 0.011 0.011
Time.Miss 2 0.009 0.005 0.004
500 Ratio 1.000331 1.014306 1.086852
Rank 56 24 17
Time.True1 0.24 0.24 0.24
Time.Miss 2 0.28 0.14 0.09
1000 Ratio 1.000413 1.027845 1.077359
Rank 76 32 23
Time.True 1 1.38 1.38 1.38
Time.Miss2 1.34 0.64 0.48
2000 Ratio 1.002059 1.04823 1.265167
Rank 102 44 31
Time.True1 12.91 12.91 12.91
Time.Miss 2 6.00 2.77 2.05
3000 Ratio 1.005773 1.056763 1.180285
Rank 105 55 39
Time.True1 41.28 41.28 41.28
Time.Miss 2 13.05 7.39 5.77
4000 Ratio 1.001419 1.072739 1.294263
Rank 152 64 45
Time.True 1 94.99 94.99 94.99
Time.Miss 2 33.61 15.03 11.08
5000 Ratio 1.001142 1.077658 1.379489
Rank 174 73 51
Time.True 1 184.19 184.19 184.19
Time.Miss 2 59.06 25.07 17.89
1 Time.True1 is the time to calculate the MPSE under the true
covariance matrix.
2 Time.Miss2 is the time to calculate the MPSE under the mis-
specified covariance matrix.
3 F is the first eigenvalue of the true covariance matrix.
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Table 2.7: Ratio of the MSPE under the True and Misspecified covariance matrix for
Matérn with ν = 1 and RSV 50%
Tolerance Level = ∆
Sample ∆1 = 0.001F
3 ∆2 = 0.01F
3 ∆3 = 0.05F
3 ∆4 = 0.1F
3
100 Ratio 1.000008 1.009884 1.019341 1.019341
Rank 8 4 2 2
Time.True 1 0.012 0.012 0.012 0.012
Time.Miss2 0.007 0.007 0.005 0.003
500 Ratio 1.000004 1.000737 1.001442 1.634426
Rank 14 7 5 4
Time.True1 0.18 0.18 0.18 0.18
Time.Miss 2 0.09 0.16 0.14 0.07
1000 Ratio 1.000027 1.004345 1.038748 1.038748
Rank 17 9 5 5
Time.True1 1.31 1.31 1.31 1.31
Time.Miss 2 1.52 0.23 0.19 0.25
2000 Ratio 1.000058 1.002477 1.025798 1.060442
Rank 21 11 7 5
Time.True1 12.02 12.02 12.02 12.02
Time.Miss 2 1.61 1.19 1.06 1.06
3000 Ratio 1.000032 1.006814 1.065251 1.070792
Rank 24 12 7 6
Time.True1 39.78 39.78 39.78 39.78
Time.Miss 2 3.55 2.92 2.64 2.51
4000 Ratio 1.000068 1.012287 1.121105 1.123732
Rank 26 13 8 7
Time.True1 100.00 100.00 100.00 100.00
Time.Miss2 7.37 6.23 5.92 5.93
5000 Ratio 1.000122 1.003287 1.196391 1.201403
Rank 28 14 9 7
Time.True 1 196.33 196.33 196.33 196.33
Time.Miss2 12.20 9.78 8.93 8.52
1 Time.True1 is the time to calculate the MPSE under the true covariance ma-
trix.
2 Time.Miss2 is the time to calculate the MPSE under the misspecified covari-
ance matrix.
3 F is the first eigenvalue of the true covariance matrix.
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Table 2.8: Ratio of the MSPE under the True and Misspecified covariance matrix for
Matérn with ν = 1 and RSV 70%
Tolerance Level = ∆
Sample ∆1 = 0.001F
3 ∆2 = 0.01F
3 ∆3 = 0.05F
3 ∆4 = 0.1F
3
100 Ratio 1.000095 1.004326 1.198917 1.299862
Rank 10 5 3 2
Time.True1 0.011 0.011 0.011 0.011
Time.Miss2 0.008 0.005 0.005 0.04
500 Ratio 1.000094 1.011849 1.023423 1.023423
Rank 18 9 5 5
Time.True1 0.15 0.15 0.15 0.15
Time.Miss2 0.11 0.10 0.10 0.07
1000 Ratio 1.000156 1.013001 1.079322 1.51769
Rank 22 11 7 5
Time.True1 1.11 1.11 1.11 1.11
Time.Miss2 0.75 0.70 0.65 0.61
2000 Ratio 1.000231 1.004719 1.36305 1.375799
Rank 27 14 9 7
Time.True 1 9.92 9.92 9.92 9.92
Time.Miss2 3.20 3.03 2.83 2.86
3000 Ratio 1.000488 1.011855 1.879564 1.884828
Rank 31 16 10 8
Time.True1 34.19 34.19 34.19 34.19
Time.Miss 2 10.02 9.30 8.86 8.78
4000 Ratio 1.000283 1.020313 2.626606 2.626636
Rank 34 17 10 9
Time.True1 79.43 79.43 79.43 79.43
Time.Miss 2 14.93 13.45 13.01 13.05
5000 Ratio 1.000363 1.034078 1.356085 3.603772
Rank 36 18 11 9
Time.True 1 152.38 152.38 152.38 152.38
Time.Miss 2 25.98 23.56 22.75 22.18
1 Time.True1 is the time to calculate the MPSE under the true covariance ma-
trix.
2 Time.Miss2 is the time to calculate the MPSE under the misspecified covari-
ance matrix.
3 F is the first eigenvalue of the true covariance matrix.
58
2.4 Kansas Data on Nitrous Oxide Emission and Weather
Variables
The use of the proposed spatial linear model with a large data approximation technique is
illustrated with nitrous oxide emission and actual weather data from the state of Kansas.
The research aims to study the effect of weather change on nitrous oxide emission in the state
of Kansas using a modified version of linear projection and reduced rank approximation. In
this study, observed nitrous oxide emission was obtained from 2022 random locations across
the state of Kansas for the year 2009. Daily temperature and precipitation were recorded
from each of the locations, and the average yearly nitrous oxide emission and weather data
were used.
In this section, we focus on a large data approximation technique to assess the spatial
impact of actual weather measurement rather than effects of long-range weather change on
nitrous oxide emission. To demonstrate the utility of the technique, we consider information
on nitrous oxide emission and climate data in all 2022 locations in Kansas. The difficulty
here comes with the inversion of the covariance matrix of size 2022 × 2022. The goal is to
assess the effect of actual weather measurement on nitrous oxide emission and to perform
spatial prediction by applying Theorems 2.2.1 and 2.2.2 for optimal rank selection and com-
putational time-saving in terms of KL and MSPE. To achieve this, we proceeded by using
the maximum likelihood (ML) methods of estimation. Under ML, there are two scenarios,
the traditional method and the reduced rank approximation method. We first divided the
data into training and testing sets. The training set is usually used to estimate the unknown
parameters from the model and to calculate the prediction under consideration, while the
testing set is used to evaluate the predictions. In our study, we considered two different
sets of training and testing sets by using the sample function in r for our data analysis.
The sample function does that by taking a sample of a specified size from the data without
replacement [6]. We divided the data into 99% to 1% and 80% to 20% of the sample size.
Therefore, the first setting had randomly selected 2001 training data points and 21 testing
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sets, while the second setting had 1617 points for training and 405 for testing.
As an intermediate step, we fit an appropriate linear model and assessed the empirical
variogram based on the residuals obtained in the linear model. Initial weighted least squares
(WLS) estimates were obtained and used to find the estimates of the maximum likelihood
method. Under the traditional method, we obtained the estimates using the traditional max-
imum likelihood method (that is, using the nlm function in R). The estimated parameters,
the time recorded to compute the estimation and prediction, and the results are presented
in Tables 2.9 - 2.10. Under the approximated method, the misspecified covariance matrix is
obtained by applying the proposed theorems. The parameters for precipitation (β1), mini-
mum temperature (β2), maximum temperature (β3), the variance parameters; partial sill σ
2,
nugget effect τ 2 and the time taken to calculate estimation and prediction were recorded,
and the results are in Table 2.9 - 2.10.
Table 2.9: Results using Maximum Likelihood Method based on the first setting




τ 2 0.172158 0.172008
β0 -4.959915 -5.404774
β1 95% CI 2.216246 (1.996303, 2.436189) 2.584739 (2.372892, 2.796585)
β2 95% CI 0.373021 (0.348652, 0.397390) 0.441984 (0.418654, 0.465315)
β3 95% CI 1.136830 (1.102189, 1.171472) 1.090725 (1.057733, 1.123716)
From Tables 2.9 - 2.10, we observe that irrespective of the setting used, the approxima-
tion method computationally outperforms the traditional method in terms of the time to
estimate and predict; meanwhile, the estimated parameters β, σ2 and τ 2 are comparable.
At a significance level of 0.05, we observe that precipitation, maximum and minimum tem-
perature had a significant positive impact on nitrous oxide emission in the state of Kansas.
Subsequently, the confidence interval for the estimated β’s is presented, so we can determine
the effect of weather change on nitrous oxide emission.
From Tables 2.9 - 2.10, regardless of the method and setting you used, we conclude, we are
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Table 2.10: Results using Maximum Likelihood Method based on the second setting




τ 2 0.074549 0.159319
β0 -4.911568 -6.326268
β1 95% CI 3.122546 (2.911928, 3.333165) 4.067708 (3.825054, 4.310334)
β2 95% CI 0.238031 (0.215640, 0.260423) 0.632190 (0.604901, 0.659479)
β3 95% CI 0.717481 (0.684285, 0.750678) 0.626414 (0.588514, 0.664315)
95% certain that the true parameter of each of the weather variables lies in the interval and
that those variables had a significant positive impact on nitrous oxide emission. This implies
that precipitation and temperature have an effect on nitrous oxide emission [7, 23]. Using
p-values, the results show, precipitation is most impactful, while minimum temperature as
the least impact
2.5 Conclusion and Discussions
This study proposes a new method for calculating the optimal rank of the covariance ma-
trix given the tolerance level ∆. The method serves as a tool for approximating the true
covariance for spatial modeling through the Kullback-Leibler divergence and mean squared
prediction error when considering a large data of size n. Randomized singular value decom-
position and Theorems 2.2.1 and 2.2.2 uses the idea of linear projections to project data
from a higher dimensional space into a lower dimensional space to reduce computational
cost without sacrificing much results accuracy. This research is useful because in literature,
researchers make an educated guess about the optimal rank without any theoretical justi-
fication. We have suggested a procedure of obtaining an optimal rank m with theoretical
justification which is computational efficient. In the simulation studies, we have shown how
to obtain the optimal rank for a fixed accuracy level so we can reduce computational bur-
den. We have indicated that, the larger the range, the better the approximation method.
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Thus, the misspecified covariance matrix mimics the traits of the true covariance matrix or
converges to the true covariance matrix. A lower relative structured variability yields better
results, and as the divergence between the two distributions decreases, the faster the con-
vergence, and it yields good results. Also for large sample approximation, we showed that
for a fixed sample size n and different values of the rank m, the ratio between the MSPEs
under the true covariance and misspecify covariance tends to one. In the data analysis, we
used our proposed method to assess the accuracy of the estimates in using the maximum
likelihood method. We demonstrated with a tolerance level of 0.05F that, the approximated
method under the maximum likelihood outperforms the traditional method. We showed that
the proposed method is computationally accurate, efficient, and saves more time than the
traditional method. We have established that the lower the training set, the more accurate
the results will be in terms of the MSPE. Finally, we established that precipitation and
temperature have a positive effect on nitrous oxide emission in the state of Kansas [7, 23].
An improvement and extensions can be studied in the future. First, we can further inves-
tigate the impact of each weather variable on nitrous oxide emission by doing a sensitivity
analysis. Second, the study focused only on one year’s worth of data in 2022 locations in
Kansas. If more information is useful, it would be advisable to explore large scale influence
of weather change over several years on nitrous oxide emission. Also, we only studied nitrous
oxide emission in this work; for interest in various greenhouse gases emitted in Kansas, a
multivariate spatial linear function can be considered, taking advantage of the theorems pro-
posed in Chapter 2. Third, it would be beneficial to explore the dynamic effect of weather
change on nitrous oxide emission. If the data is well defined, a spatial partial functional
linear model with large data approximation would also be an important work to consider in
the future.
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2.6 Chapter 2 Appendix
2.6.1 Adapative Randomized Range Finder Algorithm
We follow the following steps in order to achieve an m× n projectiion matrix RTm.
1. Initialize j = 0 and R(0) = [ ], the 0× n empty matrix.
2. Draw a standard normal vectors ω(1), ω(2), ..., ω(r) of length n.
3. For i = 1, 2, ..., r, compute κ(i) = Cω(i).
4. Is maxi=1,2,...,r(‖ κ(j+i) ‖) < ε/(10
√
2/π)? If yes, go to Step 11. If no, go to Step 5.
5. Recompute j = j + 1, κ(j) = [I −R(j−1)R(j−1)T ]κ(j) and r(j) = κ(j)/ ‖ κ(j) ‖.
6. Set RT (j) = [R(j−1)R(j−1)
T
]T r(j).
7. Draw a standard normal vector ω(j+r) of length n.
8. Compute κ(j+r) = [I −R(j)R(j)T ]Cκ(j+r).
9. For i = (j + 1), ..., (j + r − 1), recompute κ(i) = κ(i) − r(j)〈r(j), κ(i)〉κ(j).
10. Go back to the target error check in Step 4.
11. If j = 0, output RT = {‖ κ(1) ‖−1κ(1)}T ; else output RT = R(j)T .
2.6.2 Modified Eigenvalue Decomposition via Nyström Method
1. Form the matrix product CΩ.
2. Compute RTm, the left factor of the rank m spectral projection of the small matrix CΩ.
3. Form C1 = R
T
mCRm.
4. Perform a Cholesky factorization of C1 = BB
T





6. Compute a singular value decomposition for C2 = UDV
T .
7. Draw a standard normal vector Ω(j+r) of length n.
8. Calculate the approximate spectral decomposition for C ≈ Cms = UD2UT .
2.6.3 Proof Theorem 2.2.1











where DKL(·, ·) represents the Kullback - Leibler divergence between probability densities.





























































λ2i ≤ ∆ (2.22)
64
In short ∀∆ > 0,
























. The Kullback - Leibler divergence between




and NR = MVN(µR,
∑̃
= Cplpxx + σ
2I) is given as






+ (µF − µR)T
∑̃−1
(µF − µR)− n+ log det
(∑̃−1∑)]
.
Under our settings, consider the multivariate normal distributions
NF = MVN(0,
∑
= Cxx + σ
2I) and NR = MVN(0,
∑̃










− n+ log det
(∑̃−1∑)]
.
The theorem can be proved by breaking the expression for the Kullback - Leibler divergence





























































































































































where λ̃Fi and λ̃
R
i are the





























are symmetric and by Hoffman - Weilandt
inequality (Bhatia, 1997), there exists a permutation π of the indices 1, 2, . . . , n such that∑n
i=1
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Thus the Kulllback-leibler diverence is given as




2.6.4 Proof of MSPEs under true and misspecified covariance ma-
trix
Assume Y (s) be a Gaussian process with mean 0 and a covariance function c(., ., η, σ2). In
geology and geographical statistics, the main focus is to predict Ŷ (s∗) at any given location
s∗ in the spatial domain D. This prediction relies on the concept of minimum mean squared
error [54]. At any unobserved location s∗, the best linear unbiased prediction is given by
Ŷ (s∗) = cT∗
∑−1
Y,
where Y = (Y (s1), Y (s2), ..., Y (sn))
T , is the observation at si i = 1, 2, ..., n locations,
∑
=
C + σ2In and c∗ is the covariance between all locations in the spatial domain D and the
unobserved location s∗; thus, c∗ = (c(s1, s∗), . . . , c(sn, s∗))T . Under the true covariance
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matrix, MSPE is given as;
MSPE(s∗, C) = E
(




(Ŷ (s∗)− Y (s)
)T(
















= C(s∗, s∗)− cT∗
∑−1
c∗.
Under the reduced rank approximation or the misspecified covariance matrix, the mean
square prediction error is given as;
MSPE(s∗, C̃) = E
(













































2.6.5 Proof of Theorem 2.2.2
The upper bound of the difference between the mean square prediction error under the true
covariance structure and the misspecified structure is given as;














≤ ‖M ‖F‖ c∗cT∗ ‖F . (2.37)











σ−2I−σ−4IRm(D−1m +σ−2I)−1R′m and by Sherman–Morrison–Woodbury formula, we have
the following;




−2I)−1R′m − σ−4IRn−m(D−1n−m + σ−2I)−1R′n−m. Also we note that ‖
∑̃−1
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∥∥∥∥σ−2I − σ−4IRm(D−1m + σ−2I)−1R′mσ−2I (2.38)























































































































































‖2. Now from equation 2.37, the upper bound of it is given as





‖ c∗cT∗ ‖F . (2.65)
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= c1 + c2 + ...+ cn (2.71)
= nc1 (2.72)
≤ nσ2. (2.73)
Equation 2.73 is achieved by using the fact that c1 = cov(x, y) and that each ci i = 1, ..., n
are identical thus;







Plugging Equation 2.73 into Equation 2.65 we obtain∣∣MSPEt(s∗)−MSPEm(s∗)∣∣ = ∆√n3. σ
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2.6.6 Proof of Proposition 2.2.2





































2.6.7 Additional Results on Simulation 1
Table 2.11: RMSE in eigenvalues and eigenvectors for Matérn with ν = 0.5 and RSV
of 90%
Sample Size Target rank RMSE.Ev1 RMSE.Evc 2 Time Partial (Original) 3
500 10 1.95E-0.5 3.23E-05 0.04 (0.23)
20 0.005522 0.001011 0.06 (0.23)
30 0.021483 0.00320 0.09 (0.23)
1000 20 0.002203 0.0000350 0.22 (1.75)
40 0. 052937 0.007674 0.39 (1.75)
60 0.047023 0.002964 0.55 (1.75)
2000 40 0.040736 0.003741 1.48 (13.99)
80 0.055339 0.00530 3.14 (13.99)
120 0.052318 0.007593 4.33 (13.99)
3000 60 0.064240 0.003469 4.71 (46.23)
120 0.064130 0.005763 9.11 (46.23)
180 0.068105 0.007297 13.81 (46.23)
4000 80 0.075530 0.002938 9.86 (109.39)
160 0.069846 0.005801 21.30 (109.39)
240 0.075465 0.006923 32.67 (109.39)
5000 100 0.071001 0.003144 20.40 (208.27)
200 0.073155 0.005161 40.61 (208.27)
300 0.0813788 0.006292 63.06 (208.27)
1 RMSE.Ev is the RMSE for the difference in Eigenvalues.
2 RMSE.Evc is the RMSE for the difference in Eigenvectors.
3 Time Partial (Original) is time spent on the calculation when considering par-
tial and full eigenvalues respectively.
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Table 2.12: RMSE in eigenvalues and eigenvectors for Matérn with ν = 1.5 and RSV
of 90%
Sample Size Target rank RMSE.Ev1 RMSE.Evc 2 Time Partial (Original) 3
100 2 1.93E-12 2.16E-09 0.02 (0.10)
4 6.11E-06 0.000115 0.04 (0.10)
6 0.000143 0.000679 0.07 (0.10)
500 10 0.00133 0.000936 0.05 (0.25)
20 0.112587 0.020857 0.06 (0.25)
30 0.090984 0.026822 0.08 (0.25)
1000 20 0.124195 0.011982 0.20 (1.49)
40 0.100422 0.019979 0.34 (1.49)
60 0.0721447 0.022255 0.50 (1.49)
2000 40 0.148164 0.013136 1.25 (11.82)
80 0.083292 0.015948 2.43 (11.82)
120 0.057460 0.016918 3.52 (11.82)
3000 60 0.0125821 0.012082 3.97 (37.78)
120 0.071521 0.013692 7.77 (37.78)
180 0.050524 0.014303 11.70 (37.78)
4000 80 0.116656 0.010840 8.93 (89.18)
160 0.064742 0.0121230 17.62 (89.18)
240 0.045666 0.012550 27.28 (89.18)
5000 100 0.107766 0.010023 17.17 (172.02)
200 0.060068 0.010984 34.30 (172.02)
300 0.042321 0.011307 52.73 (172.02)
1 RMSE.Ev is the RMSE for the difference in Eigenvalues.
2 RMSE.Evc is the RMSE for the difference in Eigenvectors.
3 Time Partial (Original) is time spent on the calculation when considering par-
tial and full eigenvalues respectively.
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2.6.8 Additional Results on Simulation 2
Table 2.13: Results of ratio of MSPEs at fixed N and varying M with an
RSV of 70%
Sample Size Rank (ν = 1.5) M.Ratio1 Rank (ν = 0.5) E.Ratio2
1000 13 1.007832 50 1.014111
15 1.002448 60 1.008473
17 1.001369 70 1.006558
20 1.001200 80 1.005847
25 1.00104 90 1.005205
2000 13 1.036543 50 1.037145
15 1.004556 60 1.018247
17 1.004461 70 1.010042
20 1.002923 80 1.007384
25 1.000912 90 1.005971
3000 13 1.105287 50 1.08447
15 1.014915 60 1.02708
17 1.012993 70 1.017968
20 1.012744 80 1.014557
25 1.001153 90 1.008477
4000 13 1.186012 50 1.25936
15 1.025066 60 1.074737
17 1.023595 70 1.047202
20 1.023321 80 1.027155
25 1.001945 90 1.014855
5000 13 1.454199 50 1.416339
15 1.039332 60 1.143963
17 1.038489 70 1.096908
20 1.031912 80 1.04883
25 1.003115 90 1.028716
1 M.Ratio is ratio between the MPSEs for Matérn with ν = 1.5 .
2 E.Ratio is ratio between the MPSEs for Matérn with ν = 0.5.
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Figure 2.7: Results Graph Left: Matérn with ν = 0.5 and RSV of 70% and Right: Matérn with
ν = 1.5 and RSV of 70%
Figure 2.8: Results Graph Left: Matérn with ν = 0.5 and an RSV of 90% and Right: Matérn
with ν = 1.5 and an RSV of 90%
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Figure 2.9: Results Graph: Matérn with ν = 0.5 and an RSV of 50%
Figure 2.10: Results Graph: Matérn with ν = 0.5 and an RSV of 70%
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2.6.9 Additional Results on Simulation 3
Table 2.14: Ratio of the MSPE under the True and Misspecified covariance matrix
for Matérn with ν = 0.5 and an RSV: 90%
Tolerance Level = ∆
Sample ∆1 = 0.001F
3 ∆2 = 0.01F
3 ∆3 = 0.05F
3 ∆4 = 0.1F
3
100 Ratio 1.000005 1.000222 1.033227 1.063252
Rank 82 50 24 17
Time.True1 0.02 0.02 0.02 0.02
Time.Miss2 0.12 0.02 0.03 0.01
500 Ratio 1.000007 1.002097 1.116252 1.500523
Rank 315 119 49 33
Time.True1 0.21 0.21 0.21 0.21
Time.Miss 2 2.2 0.62 0.22 0.16
1000 Ratio 1.00001 1.003476 1.081364 1.44597
Rank 519 161 66 46
Time.True1 1.38 1.38 1.38 1.38
Time.Miss 2 12.15 2.75 1.01 0.78
2000 Ratio 1.000024 1.005936 1.392816 2.009402
Rank 772 216 89 63
Time.True1 12.92 12.92 12.92 12.92
Time.Miss2 67.25 13.39 5.23 3.65
3000 Ratio 1.000005 1.003679 1.450703 2.448229
Rank 870 270 112 78
Time.True1 40.85 40.85 40.85 40.85
Time.Miss 2 153.11 35.91 14.31 10.11
4000 Ratio 1.000003 1.006319 1.353902 2.710149
Rank 889 320 132 91
Time.True1 94.43 94.43 94.43 94.43
Time.Miss2 249.97 74.47 27.41 19.15
5000 Ratio 1.000004 1.010529 1.252496 2.655185
Rank 888 365 152 104
Time.True 1 174.70 174.70 174.70 174.70
Time.Miss 2 382.31 122.79 48.38 33.18
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Table 2.15: Ratio of the MSPE under the True and Misspecified covariance matrix
for Matérn with ν = 1 and : RSV: 90%
Tolerance Level = ∆
Sample ∆1 = 0.001F
3 ∆2 = 0.01F
3 ∆3 = 0.05F
3 ∆4 = 0.1F
3
100 Ratio 1.000312 1.024681 1.351251 14.08195
Rank 16 8 5 4
Time.True1 0.00 0.00 0.00 0.00
Time.Miss 2 0.02 0.03 0.02 0.05
500 Ratio 1.000767 1.013961 2.131363 2.161326
Rank 27 14 8 7
Time.True 1 0.13 0.13 0.13 0.13
Time.Miss2 0.12 0.14 0.09 0.08
1000 Ratio 1.001281 1.065786 6.286708 6.291397
Rank 34 17 10 9
Time.True1 0.99 0.99 0.99 0.99
Time.Miss2 0.70 0.61 0.56 0.61
2000 Ratio 1.00132 1.116296 3.858155 25.29093
Rank 42 21 13 10
Time.True1 9.25 9.25 9.25 9.25
Time.Miss2 3.45 2.90 2.77 2.64
3000 Ratio 1.003384 1.074725 2.090425 8.228058
Rank 47 23 15 12
Time.True1 31.92 31.92 31.92 31.92
Time.Miss2 10.25 9.06 8.77 8.57
4000 Ratio 1.003649 1.136181 2.803713 13.18204
Rank 52 25 16 13
Time.True1 78.86 78.86 78.86 78.86
Time.Miss2 16.95 14.35 13.31 12.97
5000 Ratio 1.002465 1.222514 3.51821 4.630569
Rank 56 27 17 14
Time.True 1 153.8 153.8 153.8 153.8
Time.Miss2 31.44 27.14 24.78 25.00
1 Time.True1 is the time to calculate the MPSE under the true covariance ma-
trix.
2 Time.Miss2 is the time to calculate the MPSE under the misspecified covari-
ance matrix.
3 F is the first eigenvalue of the true covariance matrix.
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Table 2.16: Ratio of the MSPE under the True and Misspecified covariance matrix
for Matérn with ν = 1.5 and : RSV: 50%
Tolerance Level = ∆
Sample ∆1 = 0.001F
3 ∆2 = 0.01F
3 ∆3 = 0.05F
3 ∆4 = 0.1F
3
100 Ratio 1.000009 1.009884 1.019341 1.019341
Rank 7 4 2 2
Time.True1 0.00 0.00 0.00 0.00
Time.Miss2 0.06 0.03 0.03 0.03
500 Ratio 1.000593 1.000737 1.001442 1.634426
Rank 10 7 5 4
Time.True1 0.23 0.23 0.23 0.23
Time.Miss2 0.03 0.05 0.12 0.08
1000 Ratio 1.000039 1.004345 1.038748 1.038748
Rank 15 9 5 5
Time.True1 1.15 1.15 1.15 1.15
Time.Miss 2 0.31 0.30 0.26 0.24
2000 Ratio 1.000222 1.002477 1.025798 1.060442
Rank 16 11 7 5
Time.True1 10.26 10.26 10.26 10.26
Time.Miss2 1.27 1.11 1.03 1.14
3000 Ratio 1.000807 1.006814 1.065251 1.070792
Rank 15 12 7 6
Time.True 1 34.39 34.39 34.39 34.39
Time.Miss 2 2.58 2.50 2.14 2.05
4000 Ratio 1.001132 1.012287 1.121105 1.123732
Rank 20 13 8 7
Time.True1 80.11 80.11 80.11 80.11
Time.Miss 1 5.50 4.94 4.48 4.31
5000 Ratio 1.000126 1.003285 1.196391 1.201402
Rank 25 14 9 7
Time.True 1 149.74 149.74 149.74 149.74
Time.Miss 2 9.23 7.80 7.09 6.77
1 Time.True1 is the time to calculate the MPSE under the true covariance ma-
trix.
2 Time.Miss2 is the time to calculate the MPSE under the misspecified covari-
ance matrix.
3 F is the first eigenvalue of the true covariance matrix.
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Table 2.17: Ratio of the MSPE under the True and Misspecified covariance matrix
for Matérn with ν = 1.5 and : RSV: 70%
Tolerance Level = ∆
Sample ∆1 = 0.001F
3 ∆2 = 0.01F
3 ∆3 = 0.05F
3 ∆4 = 0.1F
3
100 Ratio 1.000041 1.02695 1.02695 1.02695
Rank 5 2 2 2
Time.True1 0.00 0.00 0.00 0.00
Time.Miss 2 0.03 0.01 0.03 0.02
500 Ratio 1.000041 1.000282 1.368246 1.373425
Rank 7 5 3 2
Time.True1 0.13 0.13 0.13 0.13
Time.Miss2 0.08 0.08 0.08 0.08
1000 Ratio 1.000246 1.01041 2.621826 2.622457
Rank 8 5 4 3
Time.True1 0.95 0.95 0.95 0.95
Time.Miss2 0.40 0.41 0.39 0.34
2000 Ratio 1.001479 1.013525 8.146825 8.146825
Rank 9 5 4 4
Time.True1 9.13 9.13 9.13 9.13
Time.Miss 2 1.48 1.39 1.37 1.35
3000 Ratio 1.00403 1.005187 1.018616 17.50018
Rank 10 6 5 4
Time.True1 31.42 31.42 31.42 31.42
Time.Miss 2 2.91 2.65 2.61 2.60
4000 Ratio 1.000399 1.0083 1.025799 30.68005
Rank 11 7 5 4
Time.True 1 73.31 73.31 73.31 73.31
Time.Miss2 5.91 5.48 5.31 5.36
5000 Ratio 1.000762 1.013901 1.035083 1.035083
Rank 11 7 5 5
Time.True 1 143.02 143.02 143.02 143.02
Time.Miss2 10.36 9.84 9.48 9.50
1 Time.True1 is the time to calculate the MPSE under the true covariance ma-
trix.
2 Time.Miss2 is the time to calculate the MPSE under the misspecified covari-
ance matrix.
3 F is the first eigenvalue of the true covariance matrix.
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Table 2.18: Ratio of the MSPE under the True and Misspecified covariance matrix
for Matérn with ν = 1.5 and : RSV: 90%
Tolerance Level = ∆
Sample ∆1 = 0.001F
3 ∆2 = 0.01F
3 ∆3 = 0.05F
3 ∆4 = 0.1F
3
100 Ratio 1.000157 1.448038 2.92835 2.92835
Rank 6 4 2 2
Time.True1 0.00 0.00 0.00 0.00
Time.Miss 2 0.00 0.02 0.01 0.00
500 Ratio 1.004585 1.023504 25.44646 25.44646
Rank 9 5 4 4
Time.True1 0.18 0.18 0.18 0.18
Time.Miss2 0.07 0.07 0.08 0.06
1000 Ratio 1.005641 1.029703 1.704783 106.4379
Rank 11 7 5 4
Time.True 1 1.31 1.31 1.31 1.31
Time.Miss2 0.50 0.45 0.42 0.44
2000 Ratio 1.006857 1.139147 1.902936 1.902936
Rank 12 8 5 5
Time.True1 11.66 11.66 11.66 11.66
Time.Miss2 2.94 2.86 2.79 2.78
3000 Ratio 1.001665 1.338112 1.415787 2.2502
Rank 14 9 6 5
Time.True1 38.75 38.75 38.75 38.75
Time.Miss2 9.11 8.87 8.76 8.62
4000 Ratio 1.002853 1.628332 1.784121 2.733497
Rank 15 9 6 5
Time.True1 89.78 89.78 89.78 89.78
Time.Miss2 9.86 9.20 8.90 8.79
5000 Ratio 1.005162 2.009171 2.040137 3.347959
Rank 15 9 7 5
Time.True1 173.05 173.05 173.05 173.05
Time.Miss2 17.89 16.84 16.43 16.25
1 Time.True1 is the time to calculate the MPSE under the true covariance ma-
trix.
2 Time.Miss2 is the time to calculate the MPSE under the misspecified covari-
ance matrix.
3 F is the first eigenvalue of the true covariance matrix.
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