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THE SPREAD OF A FINITE GROUP
TIMOTHY C. BURNESS, ROBERT M. GURALNICK, AND SCOTT HARPER
Abstract. A group G is said to be 3
2
-generated if every nontrivial element belongs to a
generating pair. It is easy to see that if G has this property then every proper quotient of
G is cyclic. In this paper we prove that the converse is true for finite groups, which settles
a conjecture of Breuer, Guralnick and Kantor from 2008. In fact, we prove a much stronger
result, which solves a problem posed by Brenner and Wiegold in 1975. Namely, if G is a
finite group and every proper quotient of G is cyclic, then for any pair of nontrivial elements
x1, x2 ∈ G, there exists y ∈ G such that G = 〈x1, y〉 = 〈x2, y〉. In other words, s(G) > 2,
where s(G) is the spread of G. Moreover, if u(G) denotes the more restrictive uniform
spread of G, then we can completely characterise the finite groups G with u(G) = 0 and
u(G) = 1. To prove these results, we first establish a reduction to almost simple groups. For
simple groups, the result was proved by Guralnick and Kantor in 2000 using probabilistic
methods and since then the almost simple groups have been the subject of several papers.
By combining our reduction theorem and this earlier work, it remains to handle the groups
whose socles are exceptional groups of Lie type and this is the case we treat in this paper.
1. Introduction
In this paper we study the spread and uniform spread of finite groups. These natural in-
variants encode interesting generation properties and they have been the subject of numerous
papers spanning a period of more than 50 years. We begin with their definitions.
Definition. Let G be a group.
(i) The spread of G, denoted s(G), is the largest integer k such that for any nontrivial
elements x1, . . . , xk in G, there exists y ∈ G with G = 〈xi, y〉 for all i.
(ii) The uniform spread of G, denoted u(G), is the largest integer k such that there is a
conjugacy class C of G with the property that for any nontrivial elements x1, . . . , xk,
there exists y ∈ C with G = 〈xi, y〉 for all i. Here we say C witnesses u(G) > k.
(iii) If no such largest integer exists in (i) or (ii), then we write s(G) =∞ or u(G) =∞,
respectively.
Let us observe that for any group G we have s(G) > u(G) > 0, and if G is cyclic, then
s(G) = u(G) = ∞. A group G is 32-generated if every nontrivial element belongs to a
generating pair, which is equivalent to the condition s(G) > 1. Therefore, we can view the
concepts of spread and uniform spread as natural extensions of the 32 -generation property.
The notion of spread was first introduced in the 1970s by Brenner and Wiegold in [9],
where numerous results on the spread of soluble groups and certain families of simple groups
(such as alternating groups and linear groups of the form L2(q)) are established. However,
it turns out that the spread of finite groups has been studied since as early as the 1930s.
For instance, a 1939 paper of Piccard [61] proves that the symmetric group G = Symn has
positive spread for all n > 5 and later work of Binder [4, 5] in the 1960s extended this to
s(G) > 2. The more restrictive definition of uniform spread was formally introduced much
more recently by Breuer, Guralnick and Kantor [10], although one finds work of Binder [6]
from 1970 on the uniform spread of symmetric groups.
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As a consequence of the Classification of Finite Simple Groups, we know that every non-
abelian finite simple group can be generated by two elements. This is a routine exercise for
the alternating groups and a theorem of Steinberg [68] for groups of Lie type. The property
was verified for the sporadic groups by Aschbacher and Guralnick in [1]. In view of this fun-
damental result, it is natural to study the spread and uniform spread of finite simple groups
and there is an extensive literature on this topic.
The first main result is due to Guralnick and Kantor [36], who proved that u(G) > 1 for
every finite simple group G (also see Stein [67]). The proof combines powerful probabilistic
methods with a detailed analysis of the conjugacy classes and subgroup structure of simple
groups. It follows that every finite simple group is 32 -generated, as predicted by Steinberg
in his 2-generation paper of 1962 (see [68, Section 1]). These results for simple groups G
were extended in a subsequent paper by Breuer, Guralnick and Kantor [10] who showed that
u(G) > 2, with equality if and only if
G ∈ {Alt5, Alt6, Ω+8 (2), Sp2r(2) (r > 3)} (1)
(for each of these groups, it is worth noting that s(G) = 2). Asymptotic results on the spread
and uniform spread of simple groups are established by Guralnick and Shalev in [37].
It is easy to see that a group G is 32 -generated only if every proper quotient of G is cyclic
(that is, G/N is cyclic for all nontrivial normal subgroups N of G). The converse statement is
false for infinite groups since there exist infinite simple groups that are not finitely generated,
such as the alternating group Alt∞. In fact, there even exist finitely generated simple groups
that are not 2-generated (see [34]). However, recent work of Donoven and Harper [29] shows
that Thompson’s group V , and related infinite families of finitely presented groups, are
3
2 -generated.
It is natural to ask if the cyclic quotient property is equivalent to 32 -generation for finite
groups. This is a conjecture of Breuer, Guralnick and Kantor (see [10, Conjecture 1.8]).
Conjecture. Let G be a finite group. Then s(G) > 1 if and only if every proper quotient of
G is cyclic.
This conjecture has been established in a handful of special cases. For example, see [9,
Theorem 2.01] for soluble groups and the main theorem of [36] for simple groups. In this
paper, we prove a much stronger form of the conjecture in full generality.
Theorem 1. Let G be a finite group. Then s(G) > 2 if and only if every proper quotient of
G is cyclic.
There are infinitely many finite groups G with s(G) = 2. For example, Corollary 2.17
shows that if G is one of the simple groups in (1), then s(G ≀ Ck) = 2 for all k > 1.
In [9], Brenner and Wiegold prove that every finite soluble group G with s(G) > 1 satisfies
the stronger bound s(G) > 3 (see [9, Corollary 2.02]). In [9, Problem 1.04], they seek a
classification of the finite groups G with s(G) = 1, and they speculate that there are only
finitely many such groups. As an immediate corollary to Theorem 1, we can now give the
definitive solution to this problem, which has remained open since 1975: there are none.
Corollary 2. There is no finite group G with s(G) = 1.
We will prove Theorem 1 by studying the uniform spread of finite groups. The following
result characterises the finite groups G with u(G) = 0 and u(G) = 1.
Theorem 3. Let G be a finite group.
(i) u(G) = 0 if and only if G has a noncyclic proper quotient, or G is Sym6 or Cp ×Cp
for a prime p.
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(ii) u(G) = 1 if and only if G has a unique minimal normal subgroup
N = T1 × · · · × Tk = (Alt6)k
with k > 2 and NG(Ti)/CG(Ti) = Sym6 for all i.
The next result is an immediate corollary (for part (ii), observe that Sym6 can be generated
by two 6-cycles).
Corollary 4. Let G be a finite group such that every proper quotient of G is cyclic.
(i) If G has even order, then every involution in G belongs to a generating pair.
(ii) If G 6= Cp × Cp for a prime p, then G can be generated by two conjugate elements.
Recall that a finite group G is almost simple if it has a unique minimal normal subgroup
G0 that is nonabelian and simple (in particular, G0 6 G 6 Aut(G0) and G0 is the socle
of G). As a special case of Theorem 3, we obtain the following result, which highlights the
anomaly of the symmetric group of degree 6.
Corollary 5. Let G = 〈G0, g〉 be a finite almost simple group with socle G0. Then either
u(G) > 2, or G = Sym6 and s(G) = 2 and u(G) = 0.
Let G be a finite group and recall that the generating graph of G is an undirected graph
Γ(G) with vertices the nontrivial elements of G so that x and y are adjacent if and only
if G = 〈x, y〉. This graph was first introduced by Liebeck and Shalev [54, Section 7] and it
has been widely studied in recent years, especially in the setting where G is a simple group
(see [13] and the references therein). The following result, which is an immediate corollary
of Theorem 1, establishes a remarkable dichotomy for generating graphs of finite groups.
Corollary 6. Let G be a finite group and let Γ(G) be the generating graph of G. Then either
(i) Γ(G) has isolated vertices; or
(ii) Γ(G) is connected and has diameter at most 2.
We now turn to a further application of spread. Let G be a finite group and let k > d(G),
where d(G) is the smallest size of a generating set for G. The vertices of the product replace-
ment graph Γk(G) are the generating k-tuples of G and the neighbours of (x1, . . . , xi, . . . , xk)
in this graph are (x1, . . . , xix
±
j , . . . , xk) and (x1, . . . , x
±
j xi, . . . , xk), for each 1 6 i 6= j 6 k.
Two generating tuples in Γk(G) are equivalent if they are connected by a path in Γk(G). A
generating tuple is redundant if one of the entries can be removed and the remaining entries
still generate G.
This graph arises naturally in several different contexts. For example, the well known
product replacement algorithm for computing random elements of G involves a random walk
on Γk(G) (see [19]). A straightforward argument shows that if s(G) > 2, then all redundant
generating k-tuples of G are equivalent for k > 2 (see [31, Lemma 2.8]), so Theorem 1
yields the following corollary. This is related to a much more general conjecture of Pak [60,
Conjecture 2.5.5], which asserts that Γk(G) is connected for k > d(G).
Corollary 7. Let k > 3 and let G be a finite group such that every proper quotient is cyclic.
Then all redundant generating k-tuples are connected in the product replacement graph Γk(G).
Let G be a finite group such that every proper quotient is cyclic. We adopt a two-step
strategy for proving Theorems 1 and 3. The first step involves a reduction to almost simple
groups; this is the content of Section 2. It is straightforward to reduce to the case where
G has a unique minimal normal subgroup N = T1 × · · · × Tk with each Ti isomorphic to a
nonabelian finite simple group T . We then proceed by induction on k, applying a slightly
stronger form of Corollary 5 for almost simple groups (see Theorem 2.9).
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The case k = 1 is the base for the induction. Let G = 〈G0, g〉 be an almost simple
group with socle G0. By the Classification of Finite Simple Groups we know that G0 is an
alternating group, a sporadic group or a group of Lie type (classical or exceptional). As
previously mentioned, the result for simple groups (the case G = G0) is due to Breuer,
Guralnick and Kantor [10, Theorem 1.2], so we may assume G 6= G0. This setting has been
the focus of several recent papers and the desired result has been proved when G0 is one of
the following:
(a) Altn: Breuer, Guralnick & Kantor [10, Lemma 6.5], Burness & Harper [15, Theo-
rem 4.4]
(b) Sporadic: Breuer, Guralnick & Kantor [10, Table 9]
(c) Ln(q): Burness & Guest [14, Theorem 2]
(d) PSp2m(q) or Ω2m+1(q): Harper [38, Theorem 1]
(e) Un(q) or PΩ
±
2m(q): Harper [39, Theorem 2].
In view of this earlier work, and with the reduction theorem in hand, it just remains to
consider the case where G0 is an exceptional group of Lie type. To complete the picture, in
this paper we handle the final remaining case.
Theorem 8. Let G = 〈G0, g〉 be a finite almost simple group whose socle G0 is an excep-
tional group of Lie type. Then u(G) > 2. Moreover, if (Gn) is a sequence of almost simple
exceptional groups of this form such that |Gn| → ∞, then u(Gn)→∞.
The proof of Theorem 8 is given in Sections 4–9, with a number of preliminary results
presented in Section 3.
By combining the asymptotic statement in Theorem 8 with similar results in [10, 14, 15,
37, 38, 39] for alternating, symmetric and classical groups, we obtain the following corollary.
In the statement, G denotes the collection of almost simple groups of the form G = 〈G0, g〉,
where G0 is the socle of G.
Corollary 9. Let (Gn) be a sequence of almost simple groups such that Gn ∈ G for all n and
|Gn| → ∞. In addition, assume (Gn) has no infinite subsequence of groups of Lie type defined
over fields of bounded size. Then either u(Gn)→∞, or (Gn) has an infinite subsequence of
(i) symmetric groups; or
(ii) alternating groups of degree all divisible by a fixed prime.
The exceptions in Corollary 9 are genuine. In particular, for n > 5, [15, Theorem 2] gives
u(Symn) =
{
0 if n = 6
2 otherwise.
Let G = 〈G0, g〉 be an almost simple group whose socle G0 is an exceptional group of Lie
type over Fq. At the heart of our proof of Theorem 8 is the probabilistic method for studying
uniform spread, which was introduced by Guralnick and Kantor [36]. This is encapsulated
in Lemma 3.17, which states that if there exists an element x ∈ G0g such that∑
H∈M(x)
fpr(z,G/H) <
1
k
for all nontrivial z ∈ G, then u(G) > k, witnessed by xG. Here M(x) is the set of maximal
overgroups of x in G and fpr(z,G/H) is the fixed point ratio of z, which is the proportion of
cosets in G/H fixed by z with respect to the natural transitive action of G on G/H. Typically,
we will aim to derive an explicit upper bound f(q) on the above summation for a suitable
choice of element x (and independent of z) with the property that f(q) < 12 and f(q) → 0
THE SPREAD OF A FINITE GROUP 5
as q tends to infinity. In particular, the latter property is needed to prove the asymptotic
statement in Theorem 8.
In order to effectively apply this approach, we need to select an appropriate element x in
the coset G0g in such a way that we can get some control on the subgroups in M(x). Then
for each H ∈ M(x), we need to work with upper bounds on the corresponding fixed point
ratios. Bounds on the relevant fixed point ratios for exceptional groups are established in
[49] and this work plays a key role in our analysis (in a few cases, we need to strengthen
their bounds for our application). However, several special difficulties arise in the initial step,
where we select x and then determine its maximal overgroups.
In the special case G = G0, Breuer, Guralnick and Kantor [10] appeal to work of Weigel
[71], where a specific semisimple element x ∈ G is identified that is contained in very few
maximal subgroups (typically, NG(〈x〉) is the unique maximal overgroup). However, for the
almost simple groups we are considering in this paper, we need to select x in the coset G0g
and a different approach is required, which will depend on the type of automorphism g.
It is worth emphasising that this constitutes a major difference between the simple groups
handled in [10] and the almost simple groups we are working with in this paper. In particular,
there are some substantial technical difficulties to overcome in the almost simple setting.
To handle these difficulties, we will rely heavily on the theory of Shintani descent, which
was exploited in [14] to study the uniform spread of almost simple groups with socle Ln(q).
These techniques have been subsequently extended and developed by Harper in [38, 39] and
they play a key role in this paper (see Section 3.4 for further details). Needless to say, our
approach will also use deep results on the maximal subgroups of exceptional groups, due to
Liebeck, Seitz and others (see Theorem 3.2 for example).
Notation. Let G be a finite group and let n be a positive integer. Our group theoretic
notation is fairly standard. In particular, we will write Cn, or just n, for a cyclic group of
order n and Gn will denote the direct product of n copies of G. An unspecified extension of
G by a group H will be denoted by G.H. If X is a subset of G, then in(X) is the number of
elements of order n in X and meo(X) is the maximal order of an element in X. We will use
the notation for simple groups from [45], so we write Ln(q) = PSLn(q) and E
−
6 (q) =
2E6(q),
etc. For positive integers a and b, δa,b is the familiar Kronecker delta and we write (a, b) for
the greatest common divisor of a and b. In this paper, all logarithms are base two.
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2. The reduction
In this section, we establish reduction theorems which reduce the proofs of Theorems 1
and 3 to almost simple groups. We begin by recording some preliminary results.
2.1. Preliminaries. Let G be a finite group and recall the definition of the spread and
uniform spread of G, denoted by s(G) and u(G), respectively (see Section 1). Let us also
recall that s(G) > 1 only if every proper quotient of G is cyclic. The following elementary
result describes the structure of the groups with this property.
Lemma 2.1. Let G be a finite group such that every proper quotient of G is cyclic. Then
one of the following holds:
(i) G is cyclic and s(G) = u(G) =∞.
(ii) G = Cp × Cp for a prime p and s(G) = p and u(G) = 0.
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(iii) G is nonabelian with a unique minimal normal subgroup.
Proof. We may assume that G is noncyclic. If G is abelian then it is easy to see that (ii)
holds (see [15, Remark 1(c)], for example). Now assume G is nonabelian. If N1 and N2 are
distinct minimal normal subgroups, then G/Ni is cyclic and thus G
′ 6 N1 ∩N2 = 1, which
is a contradiction. Therefore, (iii) holds. 
For the remainder of Section 2, we may assume that G is a nonabelian group with a unique
minimal normal subgroup N = T1 × · · · × Tk, where for each i the group Ti is isomorphic to
a fixed simple group T . The case where N is abelian is easy to deal with.
Lemma 2.2. Let G be a finite nonabelian group with a unique minimal normal subgroup N .
Assume that N is abelian. Then s(G) = |N | − ǫ and u(G) = |N | − 1, where ǫ = 0 if |G/N |
is a prime, and otherwise ǫ = 1. In particular, u(G) > 2.
Proof. For the spread see [9, Theorem 2.01], while the uniform spread follows from [15,
Theorem 1], noting that |N | > 3 since G is nonabelian. 
From now on we can assume that the unique minimal normal subgroup N is nonabelian.
Observe that G acts transitively by conjugation on {T1, . . . , Tk} and for each i we have
NG(Ti)/CG(Ti) ∼= A, whereA = 〈T, y〉 is an almost simple group with socle T . By conjugating
in Aut(N), we may, and will, assume that G = Gk, where
Gk = 〈N,x〉, x = (y, 1, . . . , 1)σ ∈ Aut(N), σ = (1, 2, . . . , k) ∈ Symk. (2)
Note that if k = 1, then we simply have Gk = A and x = y.
Let us now present some preliminary results that we will use in the proofs of our main
reduction theorems. The first two are straightforward computations and we omit their proofs.
Lemma 2.3. Let d be a positive integer. Then x is a d-th power in Aut(N) if and only if
(d, k) = 1 and y is a d-th power in Aut(T ).
Lemma 2.4. Suppose k > 2 and let p be a prime divisor of k. Let
Xi = Ti × Ti+p × · · · × Ti+k−p ∼= T k/p (3)
for each i ∈ {1, . . . , p}.
(i) Then x acts transitively on {X1, . . . ,Xp} and xp normalises each Xi, inducing the
automorphism (y, 1, . . . , 1)µi ∈ Aut(Xi), where µi = (i, i+ p, . . . , i+ k − p).
(ii) Suppose D is a diagonal subgroup of X1 × · · · ×Xp of the form
D = {(z, zϕ1 , . . . , zϕp−1) : z ∈ X1} ∼= T k/p (4)
with ϕi ∈ Aut(X1). Then x normalises D if and only if ϕi = ϕi1 for each i and
xp = ϕp1 as automorphisms of X1.
We will also need the next two results on the maximal subgroups of G containing x. The
first one follows by combining [2, Theorems 1 and 5]. Since the proof is so much simpler in
this case, we give details.
Lemma 2.5. Let H be a maximal subgroup of G containing x. Then either
(i) H = NG((M ∩ T )k), where M is a maximal subgroup of A containing y; or
(ii) H = NG(D), where D ∼= T k/p is a diagonal subgroup of N and p is a prime divisor
of k.
Proof. Set J = H ∩N and suppose J = 1. Then H = 〈x〉 since G/N is cyclic. If x has order
coprime to |N |, then x normalises a Sylow subgroup of N , otherwise x ∈ NG(CN (z)) for
some element z ∈ H of prime order. Plainly in both cases we get a contradiction, whence J
is nontrivial.
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Suppose the projection of J into Tℓ is not surjective for some ℓ. Then x normalises J1 ×
· · ·×Jk, where Ji is the image of the i-th projection, and it follows that y normalises each Ji.
Replace J1 by a maximal y-invariant subgroup of T1 (soM = NA(J1) is a maximal subgroup
of A). Since x permutes the components transitively and y normalises each Ji, it follows that
Ji = J
xi−1
1 and so (i) holds.
For the remainder, we may assume that each projection of J into Ti is surjective. It follows
that J ∼= S1 × · · · × Sm for some m > 1, where each Si is isomorphic to T . Let Yj be the
direct product of the Ti such that Sj projects onto Ti. Then N = Y1 × · · · × Ym and since
x acts transitively on {T1, . . . , Tk}, it follows that x permutes the Yi. Therefore, k = mr for
some r and we have J = D1 × · · · ×Dm, where Di ∼= T is a diagonal subgroup of Yi.
Suppose r is composite. Then the set of components in Y1 is not a minimal block for the
permutation action of x on {T1, . . . , Tk}. Therefore, we can write Y1 = Z1×· · ·×Zs, where the
components of Zi form a minimal block of prime size r/s, and we see that x normalises the
product of the Eij, where Eij ∼= T is the inverse image of the projection of Di into Zj . This
contradicts the maximality of H and so r is prime and J ∼= T k/r. Therefore (ii) holds and
H is completely determined by D1 (which corresponds to a minimal block of imprimitivity
containing T1). 
The next result is essentially a special case of the main results of [2]. It also follows from
Lemma 2.5.
Lemma 2.6. Let p be a prime divisor of k and define Xi as in (3). Let H be a maximal
subgroup of G containing x such that the projection of H ∩ N onto X1 is surjective. Then
H = NG(D) where D = Dϕ is a diagonal subgroup of N of the form
Dϕ = {(z, zϕ, zϕ2 , . . . , zϕp−1) : z ∈ X1} (5)
and ϕ is an automorphism of X1 with ϕ
p = xp. Moreover, p2 does not divide k.
Proof. Since x acts transitively on {X1, . . . ,Xp}, it follows that the projection of H ∩ N
into each Xi is surjective. Then by applying the main theorem of [2], or by inspecting the
proof of Lemma 2.5(ii), we deduce that each maximal subgroup of G containing H ∩N is the
normaliser of a diagonal subgroup D of N corresponding to a minimal x-invariant partition
of {T1, . . . , Tk} of size r with r prime. In particular, D ∼= T k/r.
Let Y = T1 × Tk/r+1 × · · · × Tk+1−k/r ∼= T r be the product of the components of N
corresponding to the r conjugates of T1 under 〈xk/r〉. Suppose that either r 6= p or p2 divides
k. Then Y 6 X1 and thus D projects onto Y (since it projects onto X1). But by the proof of
Lemma 2.5 (or the main theorem of [2]), we see that the image of the projection of D into
Y is isomorphic to T . This is a contradiction and we conclude that r = p and p2 does not
divide k. Finally, since x normalises D, we deduce that D has the given form by applying
Lemma 2.4(ii). 
Although stronger versions of the following result are available, this will be sufficient for
our application.
Lemma 2.7. Suppose G = 〈N, z〉, where z ∈ Aut(N) transitively permutes the components
of N . If G = 〈h, z〉 for some h ∈ N with hN = hAut(N), then
|CAut(N)(z)| 6 |N : CN (h)| 6
1
3k
|N |.
Proof. Set Z = CAut(N)(z). Since G contains N we have CAut(N)(G) = 1 and thus CZ(h) =
Z ∩ CAut(N)(h) = 1. Therefore |Z| = |hZ | 6 |hAut(N)| = |hN |. Since hN = hAut(N), each
coordinate of h is nontrivial and thus |CN (h)| > 3k (there are no self-centralising involutions
in T ). 
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Remark 2.8. We will apply Lemma 2.7 in the proof of Theorem 2.13. In this setting, we
will work with an element z ∈ G such that for any nontrivial h ∈ N there exists g ∈ G such
that G = 〈hg, z〉. We can then apply the lemma because there exists an involution h ∈ N
with hN = hAut(N) by [32, Lemma 12.1].
The proof of our main reduction theorem (see Theorem 2.13) relies on the following deep
result for almost simple groups. As explained in the proof below, this follows by combining
earlier work in the literature with the proof of Theorem 8 in this paper.
Theorem 2.9. Let G = 〈G0, g〉 be an almost simple group with socle G0 and assume that
G 6= Sym6. Then u(G) > 2, and this is witnessed by a class yG such that
(i) the order of 〈y〉 ∩G0 does not divide 4; or
(ii) 〈y〉 ∩G0 is nontrivial and y is not a square in Aut(G0); or
(iii) G = Alt6 and y has order 4.
Remark 2.10. As noted in the proof below, ifG = G0 = Alt6 then y
G with y = (1, 2, 3, 4)(5, 6)
is the only class to witness the bound u(G) > 2. Here 〈y〉 ∩G0 = 〈y〉 has order 4 and y is a
square in Aut(G0), which explains why (iii) is required in the statement of Theorem 2.9.
Proof of Theorem 2.9. First assume that G0 6= Alt6. As explained in Section 1, by combining
Theorem 8 (which is of course independent of the reduction theorems we are considering here)
with the main results in [10, 14, 15, 38, 39] we see that u(G) > 2 is witnessed by a class yG,
say. Since y is necessarily not contained in any proper normal subgroup of G, without loss
of generality we may assume that yG ⊆ G0g. Therefore, it suffices to show that y can always
be chosen to satisfy one of the conditions (i) or (ii) in the statement.
First assume that G0 is alternating or sporadic (we continue to assume that G0 6= Alt6).
Suppose G 6= G0, which implies that G = Aut(G0) and |G : G0| = 2. Here G0g is not a
square in Out(G0) and therefore y ∈ G0g is not a square in Aut(G0). Moreover, for any
involution x ∈ G there exists h ∈ G such that G = 〈x, yh〉, which implies that |y| > 2 and
thus 〈y〉 ∩G0 > 〈y2〉 6= 1, so condition (ii) holds. Now assume G is simple. Here we inspect
the class yG identified in [10] that witnesses u(G) > 2. If G = Altn, then y = (1, . . . , n) if
n > 5 is odd (see [10, Proposition 6.7]) and y = (1, . . . ,m−k)(m−k+1, . . . , n) if n = 2m > 8
is even, where k = m− (2,m− 1) (see [10, Proposition 6.3]). If G is sporadic, then the class
yG is given in [10, Table 7]. In all cases, |y| > 5, so condition (i) is satisfied.
Next assume G0 is a group of Lie type and let y
G be the class identified in the relevant
reference above, which witnesses u(G) > 2. If G = Aut(G0) and |G : G0| is even, then
condition (ii) is satisfied. Otherwise, by considering each case in turn, we see that y|G:G0| ∈
G0 has order at least 5 and thus condition (i) holds. For instance, if G0 = E8(q) and
|G : G0| = e > 1, then in the proof of Theorem 5.2 we choose y such that |ye| = q80 + q70 −
q50 − q40 − q30 + q0 + 1 > 331, where q = qe0.
To complete the proof of the theorem, we may assume that G = 〈G0, g〉 with G0 = Alt6,
and further that G 6= Sym6. If G = Alt6, then an easy computation in Magma demonstrates
that u(G) > 2 and the unique class to witness this is (1, 2, 3, 4)(5, 6)G , so (iii) holds. Now
assume G is a cyclic extension of G0 isomorphic to either PGL2(9) or M10. Here a Magma
computation shows that u(G) > 2, witnessed by yG, say. Condition (ii) is satisfied as |y| > 2
and y ∈ G0g is not square in Aut(G0) since G0g is not square in Out(G0) = C2 × C2. 
The following result, which also follows from the main lemma of [57, Section 2], is an
immediate corollary of Theorem 2.9.
Corollary 2.11. Let G be an almost simple group with socle G0. Then for all g ∈ G \ G0,
there exists h ∈ G0g such that the order of h is greater than the order of G0g ∈ G/G0.
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2.2. The main reduction theorem. Let G be a finite group with a unique minimal normal
subgroup N = T1× · · · × Tk, where each Ti is isomorphic to a fixed nonabelian simple group
T and NG(Ti)/CG(Ti) ∼= A = 〈T, y〉 for each i. As previously explained, we may assume that
G = Gk = 〈N,x〉 (see (2)), where
x = (y, 1, . . . , 1)σ, σ = (1, . . . , k) ∈ Symk.
Moreover, in this section we will assume that A 6= Sym6 (the special case A = Sym6 will be
addressed in Section 2.3). This means that we may, and will, assume that the element y in
the definition of x satisfies the conclusions of Theorem 2.9, namely:
(I) For all nontrivial r, s ∈ A, there exists z ∈ A such that A = 〈rz, y〉 = 〈sz, y〉;
(II) 〈y〉 ∩ T 6= 1; and
(III) If y is a square in Aut(T ), then either |〈y〉 ∩ T | does not divide 4, or A = Alt6 and
|y| = 4.
In particular, for k = 1 we observe that xGk witnesses u(Gk) > 2.
Our first result handles the special case where k is a power of 2.
Theorem 2.12. If A 6= Sym6 and k = 2e > 2, then xGk witnesses u(Gk) > 2.
Proof. We proceed by induction on e. Notice that it suffices to show that for any elements
a, b ∈ Gk of prime order, there exists g ∈ Gk such that Gk = 〈a, xg〉 = 〈b, xg〉.
First assume e = 1, so G = G2 = 〈N,x〉, where N = T1 × T2 and x2 = (y, y). The special
case A = Alt6 can be checked by direct computation, so we will assume A 6= Alt6 for the
remainder of the proof for k = 2.
Suppose a, b ∈ G have prime order. There are two types of prime order elements in G,
namely:
(i) Elements (a1, a2) ∈ Aut(T1)×Aut(T2) of prime order; and
(ii) Involutions of the form (a1, a
−1
1 )σ with a1 ∈ Aut(T1).
Note that elements of type (ii) exist if and only if Ty ∈ A/T has odd order. These two types
of prime order elements give us three separate cases to consider.
Case 1. a = (a1, a2) and b = (b1, b2).
Suppose that for each i, either ai or bi is trivial. In view of (I) above, by conjugating we
may assume that 〈a, x2〉 projects onto T1 or T2. By applying Lemma 2.6, it follows that any
maximal overgroup of 〈a, x〉 in G is of the form NG(Dϕ), where
Dϕ := {(z, zϕ) : z ∈ T1} (6)
for some ϕ ∈ Aut(T1). But since a has at least one trivial component, it does not normalise
such a diagonal subgroup and thus G = 〈a, x〉. Similarly, we deduce that G = 〈b, x〉.
We can now assume that ai and bi are both nontrivial for some i. By conjugating a and b
simultaneously, we may assume that a1 and b1 are nontrivial. By a further conjugation, and
by appealing to condition (I) above, we may assume that 〈a1, y〉 and 〈b1, y〉 project onto T1.
Then Lemma 2.6 implies that G 6= 〈a, x〉 if and only if 〈a, x〉 normalises a diagonal subgroup
Dϕ of N as in (6), where ϕ ∈ Aut(T1) and ϕ2 = y as automorphisms of T1. Note that in this
situation we have a2 = a
ϕ
1 and
(y, y) ∈ {(z, zϕ) : z ∈ Aut(T1)},
so yϕ = y. Moreover, since 〈a1, y〉 projects onto T1, it follows that ϕ is uniquely determined
by aϕ1 and we deduce that a is contained in the normaliser of at most one such diagonal
subgroup. Similarly, b normalises at most one such subgroup.
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Suppose 〈a, x〉 normalises Dϕ. Let c = (1, t) ∈ N with t ∈ 〈y〉 ∩ T2, so ac = (a1, at2). If
G 6= 〈ac, x〉 then by arguing as above we see that 〈ac, x〉 normalises Dθ for some θ ∈ Aut(T1)
with θ2 = y and at2 = a
θ
1. Then a
ϕt
1 = a
θ
1 and thus ϕt = θ since both automorphisms are
uniquely determined by their effect on a1. Since t and ϕ commute, it follows that
yt2 = ϕ2t2 = (ϕt)2 = θ2 = y
and thus t2 = 1. In view of (III) above, noting that y is a square in Aut(T1), it follows that
the proportion of elements t ∈ 〈y〉 ∩ T2 with t2 = 1 is at most 1/3. Therefore, if we choose t
at random, then G = 〈ac, x〉 with probability at least 2/3. The same argument applies with
ac replaced by bc and we conclude that there exists c ∈ N such that G = 〈ac, x〉 = 〈bc, x〉.
Case 2. a = (a1, a
−1
1 )σ and b = (b1, b
−1
1 )σ.
Suppose a = (a1, a
−1
1 )σ and b = (b1, b
−1
1 )σ are involutions in G. By conjugating, we may
assume that both a1 and b1 are nontrivial, and then a second conjugation by a diagonal
element allows us to assume that 〈a1, y〉 and 〈b1, y〉 both project onto T1.
Suppose G 6= 〈a, x〉. Then Lemma 2.6 implies that 〈a, x〉 normalises a diagonal subgroup
Dϕ of N as in (6), where ϕ ∈ Aut(T1) and ϕ2 = y. Since a = σ(1,a1) and the only diagonal
subgroups of N normalised by σ are those of the form Dψ with ψ
2 = 1, it follows that any
diagonal subgroup normalised by a is of the form Dψa1 with ψ
2 = 1, whence ϕ = ψa1 and
(ψa1)
2 = y. Similarly, if G 6= 〈b, x〉 then (θb1)2 = y for some θ ∈ Aut(T1) with θ2 = 1.
If y is not a square in Aut(T ), then G = 〈a, x〉 = 〈b, x〉 and the result follows. So let us
assume y is a square, so (III) implies that |〈y〉 ∩ T2| does not divide 4. Let c = (1, t) ∈ N
with t ∈ 〈y〉 ∩ T2 and note that ac = (a1t, t−1a−11 )σ and similarly for bc. Suppose that ac
normalises Dϕ with ϕ
2 = y. As above this implies that ϕ = ψa1t for some ψ ∈ Aut(T1)
with ψ2 = 1. Then t and ψa1t both centralise y, so ψa1 centralises y and therefore t as well.
It follows that t2 = y(ψa1)
−2. Clearly there are at most two elements in the cyclic group
〈y〉 ∩ T2 with this property, so the condition in (III) implies that if we choose t at random,
then the probability that G = 〈ac, x〉 is at least 2/3. By the same argument, G = 〈bc, x〉 with
probability at least 2/3 and hence there exists c ∈ N such that G = 〈ac, x〉 = 〈bc, x〉.
Case 3. a = (a1, a2) and b = (b1, b
−1
1 )σ.
By conjugating, we may assume that 〈a1, y〉 and 〈b1, y〉 project onto T1. As before, if
neither a nor b normalise a diagonal subgroup, then G = 〈a, x〉 = 〈b, x〉 and we are done.
Suppose 〈a, x〉 normalises Dϕ, so ϕ2 = y and a2 = aϕ1 . Consider an element c = (1, t) ∈ N
with t ∈ 〈y〉 ∩ T2. By arguing as in Case 1, G 6= 〈ac, x〉 if and only if t2 = 1. Similarly,
by recalling the argument in Case 2 we see that G 6= 〈bc, x〉 if and only if bc normalises a
diagonal subgroup Dθ, where θ
2 = y and θ = ψb1t with t
2 = y(ψb1)
−2. As explained in Cases
1 and 2, if we choose t ∈ 〈y〉 ∩ T2 at random then with positive probability we have t2 6= 1
and t2 6= y(ψb1)−2, so there exists c ∈ N with G = 〈ac, x〉 = 〈bc, x〉.
To complete the argument we can assume that G = 〈ac, x〉 for all c = (1, t) ∈ N with
t ∈ 〈y〉 ∩ T2. Then by arguing as in Case 2, if we choose such an element c at random, then
G = 〈bc, x〉 with probability at least 2/3. The result follows.
To complete the proof of the theorem, we may assume that k = 2e > 4. Write G = Gk =
〈N,x〉, where N = X1 ×X2 and
X1 = T1 × T3 × · · · × Tk−1, X2 = T2 × T4 × · · · × Tk
as in Lemma 2.4 (with p = 2). Let us observe that every element in G of prime order
normalises X1 and X2.
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Let a = (a1, a2) and b = (b1, b2) be elements in G of prime order, where ai, bi ∈ Aut(Xi).
By simultaneously conjugating a and b by a suitable element of G, and by applying the
inductive hypothesis, we may assume that both 〈a, x2〉 and 〈b, x2〉 project onto at least one
of X1 and X2. Since x interchanges X1 and X2, Lemma 2.6 implies that the only possible
maximal overgroups of 〈a, x〉 in G are the normalisers of diagonal subgroups Dϕ ∼= T k/2 of
N as in (5), where ϕ ∈ Aut(X1) and ϕ2 = x2 as automorphisms of X1. However, there is no
such automorphism ϕ by Lemma 2.3 and we conclude that G = 〈a, x〉. The same argument
shows that G = 〈b, x〉 and the result follows. 
We can now establish our main reduction theorem.
Theorem 2.13. If A 6= Sym6 and k > 1, then xGk witnesses u(Gk) > 2.
Proof. We proceed by induction on k. As before, it suffices to show that for any elements
a, b ∈ Gk of prime order, there exists g ∈ Gk such that Gk = 〈a, xg〉 = 〈b, xg〉.
The base case k = 1 is clear since x = y has been chosen via Theorem 2.9 so that xG1
witnesses u(G1) > 2. In addition, the result follows from Theorem 2.12 if k = 2
e > 2.
Therefore, we may assume that k is divisible by an odd prime p. As in Lemma 2.4, let
Xi = Ti × Ti+p × · · · × Ti+k−p ∼= T k/p
for each i ∈ {1, . . . , p}. Let a and b be elements of Gk of prime order. Note that the action of
a (and similarly b) on {X1, . . . ,Xp} is either trivial or transitive (indeed, if a normalises some
Xi, then it normalises every Xi). It follows that there are three cases to consider, according
to the actions of a and b on {X1, . . . ,Xp}. For the remainder of the proof, we will write
G = Gk.
Case 1. Both a and b act trivially on {X1, . . . ,Xp}.
First we assume a and b both normalise some (and hence all) Xi. Write
a = (a1, . . . , ap), b = (b1, . . . , bp),
with ai, bi ∈ Aut(Xi).
Suppose that for each i, either ai or bi is trivial. By the inductive hypothesis, we can
assume that 〈a, xp〉 projects onto Xi for some i and similarly 〈b, xp〉 projects onto Xj some
j. By applying Lemma 2.6, it follows that any maximal overgroup of 〈a, x〉 in G is of the
form NG(Dϕ), where Dϕ is a diagonal subgroup of N as in (5). But we are assuming that a
has at least one trivial component, so G = 〈a, x〉 since a does not normalise such a diagonal
subgroup. Similarly, we deduce that G = 〈b, x〉.
Therefore, we may assume that ai and bi are both nontrivial for some i. By conjugating
a and b simultaneously, we may assume that a1 and b1 are nontrivial. Then by applying the
inductive hypothesis, we can conjugate a and b simultaneously so that 〈a, xp〉 and 〈b, xp〉
both project onto X1. As above, the only possible maximal overgroups of 〈a, x〉 in G are
the normalisers of diagonal subgroups Dϕ as in (5), where ϕ ∈ Aut(X1) and ϕp = xp as
automorphisms of X1. The latter equality implies that
(xp, . . . , xp) ∈ {(z, zϕ, . . . , zϕp−1) : z ∈ Aut(X1)}
and thus (xp)ϕ = xp. Moreover, since 〈a1, xp〉 projects onto X1, we see that ϕ is uniquely
determined by aϕ1 and thus a is contained in the normaliser of at most one such diagonal
subgroup. Similarly, b normalises at most one such subgroup.
Suppose G 6= 〈a, x〉 and let NG(Dϕ) be the unique maximal overgroup of 〈a, x〉 in G. Set
c = (1, 1, c3, . . . , cp) ∈ N with ci ∈ Xi, so ac = (a1, a2, ac33 , . . . , acpp ). Since the first component
of ac is a1, the previous argument implies that either G = 〈ac, x〉, or 〈ac, x〉 normalisesDϕ and
we have acii = a
ϕi−1
1 for i = 3, . . . , p. Since there are at most |CXi(ai)| elements ci ∈ Xi with
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acii = a
ϕi−1
1 , if we choose such an element c at random, then the probability that G = 〈ac, x〉
is at least
1−
p∏
i=3
|Xi : CXi(ai)|−1 >
4
5
.
In the same way, the probability that G = 〈bc, x〉 is at least 4/5. Therefore, there exists c as
above with G = 〈ac, x〉 = 〈bc, x〉 and the result follows.
Case 2. Both a and b act transitively on {X1, . . . ,Xp}.
Here a and b have order p and we may write
x = (xp, 1, . . . , 1)γ ∈ (Aut(X1)× · · · ×Aut(Xp)):Symp,
where γ = (1, 2, . . . , p) ∈ Symp and we view xp as an automorphism of X1 (see Lemma
2.4(i)). Then
a = (a1, . . . , ap)γ, b = (b1, . . . , bp)γ,
with ai, bi ∈ Aut(Xi). Note that
∏
i ai =
∏
i bi = 1 (since |a| = |b| = p).
Conjugating a and b simultaneously by an element (c1, 1, . . . , 1) ∈ N with c1 ∈ X1, we
may assume that both a1 and b1 are nontrivial. Then conjugating by an element of the
form (c, . . . , c) ∈ N , we may (by the inductive hypothesis) assume that 〈a1, xp〉 and 〈b1, xp〉
both contain subgroups projecting onto X1. By Lemma 2.6, it follows that the only possible
maximal subgroups of G containing either 〈a, x〉 or 〈b, x〉 are the normalisers of diagonal
subgroups Dϕ of N as in (5).
Suppose G 6= 〈a, x〉, so 〈a, x〉 normalises Dϕ. Here ϕp = xp as automorphisms of X1
and as in Case 1 we note that (xp)ϕ = xp and ϕ is uniquely determined by aϕ1 . Since
ax−1 = (a1x
−p, a2, . . . , ap) also normalises Dϕ, it follows that ai = a
ϕi−1
1 x
−p for i = 2, . . . , p
and thus NG(Dϕ) is the unique maximal overgroup of 〈a, x〉 in G.
Set c = (1, . . . , 1, d, 1) ∈ N with d ∈ Xp−1, so
ac = (a1, . . . , ap−2, d
−1ap−1, apd)γ.
Notice that the first component of ac is still a1, so either G = 〈ac, x〉, or ac normalises Dϕ. Let
us assume ac normalises Dϕ. Then a
cx−1 also normalises Dϕ and this implies that d
−1ap−1 is
CAut(X1)(x
p)-conjugate to a1. Let h ∈ X1 be an involution with hX1 = hAut(X1) (see Remark
2.8), so by the inductive hypothesis there exists g ∈ 〈X1, xp〉 such that 〈X1, xp〉 = 〈hg, xp〉.
Then by applying Lemma 2.7 we deduce that if we choose d ∈ Xp−1 at random, then the
probability that d−1ap−1 is CAut(X1)(x
p)-conjugate to a1 is at most 1/3. In particular, the
probability that G = 〈ac, x〉 is at least 2/3 and an entirely similar argument gives the
same conclusion with ac replaced by bc. Therefore, there exists c ∈ N as above such that
G = 〈ac, x〉 = 〈bc, x〉.
Case 3. a acts trivially and b act transitively on {X1, . . . ,Xp}.
As above, we may write
a = (a1, . . . , ap), b = (b1, . . . , bp)γ,
where ai, bi ∈ Aut(Xi) and γ = (1, . . . , p) ∈ Symp. By applying the inductive hypothesis,
and by replacing a and b by suitable (simultaneous) conjugates, we may assume that 〈a1, xp〉
and 〈b1, xp〉 both project onto X1. Then either G = 〈a, x〉, or 〈a, x〉 normalises a diagonal
subgroup Dϕ as in (5), where ϕ ∈ CAut(X1)(xp) and ϕ is uniquely determined by aϕ1 . And
similarly for 〈b, x〉.
Set c = (1, . . . , 1, cp−1, cp) ∈ N , where cp−1 ∈ Xp−1 and cp ∈ Xp ∩ 〈xp〉. Then
bcx−1 = (b1cpx
−p, b2, . . . , bp−2, c
−1
p−1bp−1, c
−1
p bpcp−1)
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and we note that 〈xp, b1cp〉 projects onto X1 (since cp ∈ 〈xp〉).
If G 6= 〈bc, x〉 then bcx−1 must normalise a diagonal subgroup Dϕ and thus c−1p−1bp−1 is
CAut(X1)(x
p)-conjugate to b1cpx
−p. As we argued in Case 2, if we fix cp ∈ Xp ∩ 〈xp〉 and we
choose cp−1 ∈ Xp−1 at random, then the probability that c−1p−1bp−1 is CAut(X1)(xp)-conjugate
to b1cpx
−p is at most 1/3. In particular, the probability that G = 〈bc, x〉 is at least 2/3.
If G 6= 〈ac, x〉 then ac normalises some Dθ, where acpp = aθp−11 and θ is uniquely determined
by aθ1. Since (x
p)θ = xp and 〈a1, xp〉 projects onto X1, it follows that 〈ap, xp〉 projects onto Xp
and thus the conjugates a
cp
p are distinct as cp runs through Xp∩〈xp〉. In particular, there is at
most one cp such that a
cp
p = aθ
p−1
1 . Therefore, if we fix cp−1 ∈ Xp−1 and choose cp ∈ Xp∩〈xp〉
at random, then the probability that G = 〈ac, x〉 is at least 1 − |〈xp〉 ∩ Xp|−1 > 1/2 (note
that 〈xp〉 ∩Xp 6= 1 by condition (II) above).
Finally, by combining the two previous arguments we conclude that there exists c ∈ N
such that G = 〈ac, x〉 = 〈bc, x〉. 
Subject to proving Theorem 8, by Theorem 2.13 we conclude that the proofs of Theorems 1
and 3 are complete, unless A = Sym6. The groups Gk for which A = Sym6 are handled in
Theorem 2.15 in the following section.
2.3. The special case A = Sym6. For the proof of Theorem 2.15, it will be useful to
introduce some additional notation. Let G be a finite group with a unique minimal normal
subgroup N . Write s0(G) for the largest integer k > 0 such that for any nontrivial elements
x1, . . . , xk of N , there exists y ∈ G with G = 〈xi, y〉 for all i. Define u0(G) in the same way,
with the condition y ∈ G replaced by y ∈ C, where C is a specified conjugacy class of G.
Clearly, we have s(G) 6 s0(G) and u(G) 6 u0(G).
The following observation will be useful. Here Gk is defined as in (2).
Lemma 2.14. We have s0(Gk) 6 s0(A) and u0(Gk) 6 u0(A).
Proof. We prove the first inequality; the proof of the second is essentially the same. Write
s0(A) = m−1 and fix nontrivial elements y1, . . . , ym ∈ T such that no element of A generates
with each of the yi. Seeking a contradiction, suppose that s0(Gk) > m.
For each i, let xi = (yi, 1, . . . , 1) ∈ N . Suppose that w generates with each xi. Since w
necessarily permutes the k factors of N transitively, by replacing w with a suitable power,
we can assume that w = (w1, . . . , wk)σ. Set g = (1, w2w3 · · ·wk, w3 · · ·wk, . . . , wk) ∈ Ak and
v = w1 · · ·wk ∈ A. Then wg = (v, 1, . . . , 1)σ and xgi = xi, whence Ggk = 〈xi, wg〉 for all i.
Since 〈N,xk〉 = 〈N,xk〉g 6 Ggk, we deduce that A = 〈yi, v〉 for all i and we have reached a
contradiction. 
We now complete our reduction.
Theorem 2.15. Suppose G = Gk and A = Sym6. Then s(G) = 2 and u(G) = 1− δ1,k.
Proof. We begin by establishing upper bounds on s(G) and u(G). By Lemma 2.14 we have
s(G) 6 s0(G) 6 s0(A) and it is easy to check that s0(A) 6 2. For example, if we take
x1 = (1, 2)(3, 4), x2 = (1, 2)(5, 6) and x3 = (3, 4)(5, 6) then there is no y ∈ A such that
A = 〈xi, y〉 for all i. Similarly, it is easy to check that yA witnesses u0(A) > 1 if and only if
y has order 6. But if we take y = (1, 2, 3)(4, 5), x1 = (1, 2, 3) and x2 = (4, 5, 6), then there
is no c ∈ A such that G = 〈x1, yc〉 = 〈x2, yc〉. By applying an outer automorphism of A,
we see that the class of 6-cycles in A also fails to witness u0(A) > 2 and we conclude that
u(G) 6 u0(G) 6 u0(A) 6 1. We have now shown that s(G) 6 2 and u(G) 6 1.
The case k = 1 is an easy computation and it is also a special case of [15, Theorem 2(i)],
which gives the exact spread and uniform spread of all symmetric groups (see also Re-
mark 2.16). Similarly, if k = 2 then it is straightforward to verify the bounds s(G) > 2
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and u(G) > 1 by direct computation, which gives s(G) = 2 and u(G) = 1. For the remainder
of the proof, let us assume k > 3.
To show that s(G) > 2, which gives s(G) = 2, the argument is essentially identical to the
general case handled above. As before we choose y ∈ A such that A = 〈T, y〉 and we write
G = 〈N,x〉 with x = (y, 1, . . . , 1)σ and σ = (1, . . . , k) ∈ Symk. Given elements a, b ∈ G of
prime order, the goal is to show that there exists c ∈ G such that G = 〈ac, x〉 = 〈bc, x〉. Since
s(A) = 2 and u(A) = 0, the difference here is that we choose y (and hence x) according to
the choice of a and b, rather than picking it uniformly as we did before.
To complete the proof, it remains to show that u(G) > 1 for k > 3. To do this, write
A = 〈T, y〉 and G = 〈N,x〉, where x = (y, 1, . . . , 1)σ and σ = (1, . . . , k) ∈ Symk. We will
show that if a ∈ G has prime order, then there exists c ∈ G such that G = 〈ac, x〉.
First assume k is a prime and set y = (1, 2, 3)(4, 5) ∈ A. One checks that if z ∈ A is
nontrivial and not a transposition, then A = 〈yc, z〉 for some c ∈ A. Therefore, we can
proceed as in the proof of Theorem 2.13, unless a = (a1, . . . , ak) ∈ Aut(T )k and each ai is a
transposition. By conjugating by an element of N = T k, we can assume that A = 〈a1, a2, y〉
and a3 = y
3 = (4, 5). In addition, we may assume that the projections of 〈a, xk〉 on to T1 and
T2 are H1 = Alt5 (intransitive) and H2 = C3 × C3, respectively. Since Alt6 = 〈H1,H2〉 and
x acts transitively on {T1, . . . , Tk}, it follows that 〈a, x〉 ∩N is a subdirect product of N and
so either G = 〈a, x〉, or 〈a, x〉 normalises a diagonal subgroup Dϕ of N . If 〈a, x〉 normalises
Dϕ, then y
ϕ = y and ai = a
ϕi−1
1 for i = 2, . . . , k, so
A = 〈yϕ, aϕ1 , aϕ2 〉 = 〈y, a2, y3〉 = 〈y, a2〉.
But this is a contradiction since A 6= 〈y, z〉 for all transpositions z ∈ A. The result follows.
Finally, if k > 4 is composite, then a suitably modified version of the induction proof for
Theorem 2.13 goes through (but the argument here is easier since we only need to deal with
a single element rather than a pair). 
Remark 2.16. For completeness, let us present a direct argument to show that u(Sym6) = 0.
Let G = Symn, where n > 6 is even. Suppose that u(G) > 0 is witnessed by the class x
G.
Since a conjugate of x generates with (1, 2, 3), x must be odd. Similarly, since a conjugate
of x generates with (1, 2), we see that x must have at most two cycles. Since n is even, it
follows that x is a n-cycle. However, if n = 6 and ϕ ∈ Aut(G) \G, then xϕ ∈ (1, 2, 3)(4, 5)G
also witnesses u(G) > 0, which is a contradiction.
We close this section by establishing, subject to proving Theorem 3, that there are infinitely
many groups with spread two that are not almost simple.
Corollary 2.17. Let G = T ≀ Ck where k > 1 and T is Alt5, Alt6, Ω+8 (2) or Sp2r(2) with
r > 3. Then s(G) = u(G) = 2.
Proof. As noted in (1), s(T ) = u(T ) = 2 by [10], so Lemma 2.14 implies that u(G) 6 s(G) 6
2. Combining this with Theorem 3, we see that u(G) > 2 and hence s(G) = u(G) = 2. 
In view of the main results in this section, we have now reduced the proofs of Theorems 1
and 3 to the proof of Theorem 8. Strictly speaking, we need the slightly stronger conclusion
given in Theorem 2.9, but this will follow easily from our proof. Therefore, for the remainder
of the paper, our goal is to prove Theorem 8. We begin by recording some preliminary results
for exceptional groups of Lie type.
3. Preliminaries on exceptional groups
In this section, we collect together some general results on almost simple exceptional groups
of Lie type that will be crucial to our proof of Theorem 8. In addition, we will introduce
the probabilistic approach for bounding the uniform spread of a finite group, which is at the
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heart of our proof, and we will discuss the relevant notation and set up for applying Shintani
descent in this context.
For this discussion, it will be convenient to partition the finite simple exceptional groups
over Fq into two collections:
A = {2B2(q), 2G2(q)′, 2F4(q)′, G2(q)′}
B = {E8(q), E7(q), Eǫ6(q), F4(q), 3D4(q)}.
The proof of Theorem 8 for the low rank groups with socle in A will be given in Section 4
and the remaining groups whose socle is in B will be handled in Sections 5–9.
Remark 3.1. In this paper, we always use expressions such as E7(q) and
2E6(q) to denote
the corresponding simple groups.
3.1. Subgroup structure. Let G be a finite almost simple exceptional group of Lie type
over Fq with socle G0. Write q = p
f with p prime. Let M be the set of maximal subgroups
H of G with G = HG0.
First assume G0 ∈ A∪{3D4(q)}. In each of these cases, the maximal subgroups of G have
been determined up to conjugacy. For G0 =
2F4(q)
′ this is due to Malle [58] and in the other
cases we refer the reader to the relevant table in [8, Chapter 8] for a convenient list of the
subgroups that arise. These tables reproduce the original results of Suzuki [69] for 2B2(q),
Cooperstein [23] for G2(q)
′ (q even) and Kleidman [43, 44] for G2(q) (q odd),
2G2(q)
′ and
3D4(q). We will make extensive use of this work in the proof of Theorem 8.
For the remainder of Section 3.1, we will assume G0 ∈ B′, where
B′ = {E8(q), E7(q), Eǫ6(q), F4(q)}.
Here we only have a complete description of the maximal subgroups of G up to conjugacy
when G0 is one of
E7(2), E6(2),
2E6(2), F4(2)
(see [3], [46], [22, 73] and [59], respectively). However, as described below, we are able to ap-
peal to some powerful reduction theorems to obtain a very useful description of the maximal
subgroups in the general cases.
Write G0 = (G¯σ)
′, where G¯ is a simple algebraic group over the algebraic closure of Fp
and σ is an appropriate Steinberg endomorphism of G¯. The subgroups in M fall into several
families according to the following fundamental theorem (see [51, Theorem 2]).
Theorem 3.2. Let G be an almost simple group with socle G0 = (G¯σ)
′ ∈ B′ and let H ∈ M.
Then one of the following holds:
(I) H = NG(H¯σ) for a maximal closed σ-stable positive dimensional subgroup H¯ of G¯;
(II) H is of the same type as G (possibly twisted) over a subfield of Fq;
(III) H is an exotic local subgroup (see [21]);
(IV) G0 = E8(q), p > 7 and H ∩G0 = (Alt5 ×Alt6).22;
(V) H is almost simple and not of type (I) or (II).
In view of Theorem 3.2, it will be convenient to write
M =M1 ∪M2 ∪M3 (7)
whereM1 comprises the maximal subgroups of type (I)–(IV) andM2∪M3 is the remaining
collection of almost simple subgroups of type (V). Specifically, if H is a type (V) subgroup
with socle S and Lie(p) denotes the set of finite simple groups of Lie type over a field of
characteristic p, then we write H ∈ M2 if S ∈ Lie(p) and H ∈ M3 otherwise.
Through the work of numerous authors, the subgroups comprisingM1 are well understood
and they have been determined up to conjugacy. However, there is no equivalent result for
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the subgroups inM2∪M3, although there has been some substantial progress. In particular,
there is a short list of possibilities for S up to isomorphism (see Theorem 3.4 below for M2
and [52, 55] forM3), but the conjugacy problem remains open in general. Extensive ongoing
work of Craven [24, 25, 26] seeks to significantly shorten the list of candidate subgroups in
M2 ∪M3, with the ultimate goal of a complete classification.
The remainder of this section is dedicated to deducing the information we need on the
subgroups in M for the proof of Theorem 8. We begin by studying the conjugacy classes of
subgroups in M1. Recall our convention that logarithms are base two.
Proposition 3.3. The number of G¯σ-classes of subgroups in M1 is at most a(G0)+log log q,
where
G0 F4(q) E
ǫ
6(q) E7(q) E8(q)
a(G0) 25 25 30 49
Proof. The argument is similar in each case and we just give details for G0 = E8(q). First
consider the subgroups of type (I) in Theorem 3.2, so H = NG(H¯σ). Clearly, there are 8
classes of maximal parabolic subgroups (one for each node in the Dynkin diagram) and by
inspecting [50] we find that there are at most 29 additional classes of maximal subgroups of
type (I) with H¯ of maximal rank. The remaining possibilities for H are listed in [53, Table 3],
together with the case recorded in [53, Theorem 8(I)(d)]; this gives at most 9 further classes.
Altogether, this demonstrates that there are at most 46 classes of maximal subgroups in M1
of type (I). The subgroups of type (II) are subfield subgroups; there is a unique class for
each maximal subfield of Fq and there are at most log log q such subfields (this is an upper
bound on the number of prime divisors of f , where q = pf ). By the main theorem of [21],
there are at most 2 classes of subgroups of type (III) and there is at most 1 additional class
of type (IV). By bringing the above estimates together, we conclude that there are at most
49 + log log q distinct G¯σ-classes of subgroups in M1. 
Now assume that H ∈ M2 ∪M3 and let S be the socle of H. Note that S is a subgroup
of G0. The following result significantly restricts the subgroups in M2 (see [53, Theorem 8],
noting that the value of b(E8(q)) in part (iii) is taken from [47]). In the statement, if X is a
simple group of Lie type, then rk(X) denotes the untwisted Lie rank of X (that is, rk(X) is
the rank of the ambient simple algebraic group).
Theorem 3.4. Suppose that H ∈ M2 has socle S, a simple group of Lie type over Ft. Then
rk(S) 6 12rk(G0) and one of the following holds:
(i) t 6 9;
(ii) S = Lǫ3(16);
(iii) S ∈ {L2(t), 2B2(t), 2G2(t)}, where t 6 (2, q − 1) b(G0) and
G0 F4(q) E
ǫ
6(q) E7(q) E8(q)
b(G0) 68 124 388 1312
It remains to discuss the situation where H ∈ M3. In this case, the possibilities for S (up
to isomorphism) are described in [52] (see [52, Tables 10.1–10.4]) and we note that substantial
refinements are established in [24, 25, 26, 55]. For instance, the main theorem of [24] states
that if S = Altn then n = 6 and n = 7 are the only options, whereas [52] gives n 6 18.
We conclude this section by studying the maximal order of an element in a subgroup
contained in M2 ∪M3. Given a subset X of a finite group, set
meo(X) = max{|x| : x ∈ X}.
The following result gives an upper bound on meo(H), where H is almost simple and either
classical or a low rank exceptional group.
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Table 1. Bounds on meo(Aut(S)), S exceptional, rk(S) 6 4
S c(S)
F4(t) 32(t+ 1)(t
3 − 1) log t
G2(t) 8(t
2 + t+ 1) log t
2F4(t), t = 2
2k+1, k > 1 16(2k + 1)(24k+2 + 23k+2 + 22k+1 + 2k+1 + 1)
2F4(2)
′ 20
3D4(t) 24(t
3 − 1)(t + 1) log t
2G2(t), t = 3
2k+1, k > 1 (2k + 1)(32k+1 + 3k+1 + 1)
2G2(3)
′ 9
2B2(t), t = 2
2k+1, k > 1 (2k + 1)(22k+1 + 2k+1 + 1)
Proposition 3.5. Let S be a finite simple group of Lie type over Ft with rk(S) = m.
(i) If S is a classical group, then either
meo(Aut(S)) 6
tm+1
t− 1 ,
or S = PSp4(2)
′ and meo(Aut(S)) = 10.
(ii) If S is an exceptional group with m 6 4, then meo(Aut(S)) 6 c(S), where c(S) is
given in Table 1.
Proof. Part (i) is an immediate corollary of [35, Theorem 2.16]. For (ii), we argue as in
the proof of [35, Theorem 1.2] (see [35, p.7683]). If t is odd, then meo(S) is given in [40,
Table A.7] and the result follows from the trivial bound
meo(Aut(S)) 6 |Out(S)|meo(S). (8)
Now assume t is even. For S = 2B2(t) with t = 2
2k+1 > 2, we have meo(S) = 22k+1+2k+1+1
(see [69, Proposition 16]) and the bound in Table 1 follows via (8). In the remaining cases,
we use
meo(Aut(S)) 6 αβ|Out(S)|,
where α and β are upper bounds on the maximal orders of semisimple and unipotent elements
in S, respectively (see the proof of [35, Theorem 1.2]). Expressions for α and β are given in
[35, Table 5] and the desired result follows. 
Remark 3.6. For S = Lǫd(t), the precise value of meo(Aut(S)) is recorded in [35, Table 3].
In particular, we note that meo(Aut(L3(16))) = 273 and meo(Aut(U3(16))) = 255.
For the subgroups in M3, we have the following result on element orders.
Proposition 3.7. Suppose H ∈ M3. Then meo(H) 6 d(G0), where
G0 F4(q) E
ǫ
6(q) E7(q) E8(q)
d(G0) 40 60 63 210
Proof. Let S be the socle of H. As previously noted, the possibilities for S (up to iso-
morphism) are recorded in [52, Tables 10.1–10.4] and it is straightforward to determine
meo(Aut(S)) in every case, either via Magma [7] or by inspecting the Atlas [22]. 
We will also need the following result to handle some special cases.
Proposition 3.8. If S ∈ {L4(8), U5(8), PSp6(8), G2(8), G2(9)}, then
meo(Aut(S) \ S) 6 e(S),
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where
S L4(8) U5(8) PSp6(8) G2(8) G2(9)
e(S) 130 130 45 36 36
Proof. This can be verified with Magma [7], using AutomorphismGroupSimpleGroup to con-
struct suitable permutation representations of the relevant automorphism groups. 
3.2. Automorphisms. Continue to assume that G0 is a finite simple exceptional group
of Lie type over Fq and write q = p
f where p is prime. In this section we determine the
precise list of almost simple groups with socle G0 that we need to consider in order to prove
Theorem 8. Naturally, this will involve a careful study of the automorphisms of G0 and the
structure of the outer automorphism group Out(G0) = Aut(G0)/G0. Our main result to this
end is Proposition 3.15.
In this discussion, for clarity of exposition, we will assume that G0 is not one of
G2(2)
′ ∼= U3(3), 2F4(2)′, 2G2(3)′ ∼= L2(8). (9)
(In the first two cases, Aut(G0) = G0.2 and in the latter we have Aut(G0) = G0.3.) Let us
partition the remaining possibilities for G0 into three classes:
E8(q), E7(q), E
ǫ
6(q), F4(q) (p 6= 2), G2(q) (p 6= 3), 3D4(q) (10)
F4(2
f ), G2(3
f ) (11)
2F4(2
2k+1), 2G2(3
2k+1), 2B2(2
2k+1). (12)
We begin by describing Aut(G0), where we follow [33, Chapter 2.5] (see [33, Theorem 2.5.12]
in particular). Write G0 = (G¯σ)
′, where G¯ is a simple algebraic group over k = F¯p and σ is
a Steinberg endomorphism. We refer to G¯σ as the innerdiagonal group of automorphisms of
G0 and we write G¯σ = Inndiag(G0). We refer to the elements in Inndiag(G0) \ G0 as diag-
onal automorphisms. Then Aut(G0) is a split extension of Inndiag(G0) by a soluble group
generated by field, graph and graph-field automorphisms that are defined naturally from
automorphisms of the underlying field Fq and symmetries of the Dynkin diagram of G¯.
Let us fix our notation for automorphisms of G0. In part (iii) of the following definition,
we write D4 for the adjoint group PSO8(k) and D4(q) for the simple group PΩ
+
8 (q).
Definition 3.9. Let G0 = (G¯σ)
′ = dX(q) be a finite simple exceptional group as above.
(i) Let ϕ be a standard Frobenius endomorphism of the algebraic group G¯, and if G0 is
not in (12), then identify ϕ with the restriction ϕ|G0 . Then ϕ ∈ Aut(G0) is a field or
graph automorphism such that |ϕ| = df .
(ii) If G0 is in (11) or (12), then let ρ be the Steinberg endomorphism of G¯ such that
ρ2 = ϕ and identify ρ with the restriction ρ|G0 . Then ρ ∈ Aut(G0) is a graph-field
automorphism with |ρ| = 2f/d.
(iii) Let γ be an involutory graph automorphism of G¯ = E6 such that [ϕ, γ] = 1 and
CE6(γ) = F4, and identify γ with the restriction γ|Eǫ6(q). Similarly, let τ be an order
3 triality graph automorphism of G¯ = D4 with [ϕ, τ ] = 1 and CD4(τ) = G2, and
identify τ with the restriction τ |3D4(q).
(iv) If G0 = E7(q) and q is odd, then fix a diagonal automorphism δ ∈ Inndiag(G0) of
order 2. Similarly, if G0 = E
ǫ
6(q) and q ≡ ǫ (mod 3), then let δ ∈ Inndiag(G0) be a
diagonal automorphism of order 3.
For g ∈ Aut(G0), we write g¨ for the coset G0g, so
Out(G0) = {g¨ : g ∈ Aut(G0)}.
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Table 2. Out(G0) for a finite simple exceptional group G0
G0 Out(G0) Comments
E8(q) 〈ϕ¨〉 Cf
E7(q) p 6= 2 〈δ¨〉 × 〈ϕ¨〉 C2 × Cf
p = 2 〈ϕ¨〉 Cf
E6(q) q 6≡ 1 (mod 3) 〈γ¨〉 × 〈ϕ¨〉 C2 × Cf
q ≡ 1 (mod 3) 〈δ¨, γ¨, ϕ¨〉 Sym3 × Cf See Lemma 3.10
2E6(q) q 6≡ 2 (mod 3) 〈ϕ¨〉 C2f ϕ¨f = γ¨
q ≡ 2 (mod 3) 〈δ¨, ϕ¨〉 Sym3 × Cf See Lemma 3.12
F4(q) p 6= 2 〈ϕ¨〉 Cf
p = 2 〈ρ¨〉 C2f ρ¨2 = ϕ¨
G2(q) p 6= 3, q > 2 〈ϕ¨〉 Cf
p = 3 〈ρ¨〉 C2f ρ¨2 = ϕ¨
3D4(q) 〈ϕ¨〉 C3f ϕ¨f = τ¨
2F4(q) q > 2 〈ρ¨〉 Cf
2G2(q) q > 3 〈ρ¨〉 Cf
2B2(q) 〈ρ¨〉 Cf
If G0 is not E
ǫ
6(q), then the structure of Out(G0) can be immediately deduced from [33,
Theorem 2.5.12] and we present the details in Table 2. The structure of Out(Eǫ6(q)) is given
in Lemmas 3.10 and 3.12 in the untwisted and twisted cases, respectively.
Lemma 3.10. Let G0 = E6(q). Then
Out(G0) =
{
〈γ¨〉 × 〈ϕ¨〉 ∼= C2 × Cf if q 6≡ 1 (mod 3)
〈δ¨, γ¨, ϕ¨〉 ∼= Sym3 × Cf if q ≡ 1 (mod 3).
Proof. According to [33, Theorem 2.5.12(a)], we have Aut(G0) = Inndiag(G0):〈γ, ϕ〉. In
particular, if q 6≡ 1 (mod 3) then
Out(G0) = 〈γ¨, ϕ¨〉 = 〈γ¨〉 × 〈ϕ¨〉 ∼= C2 × Cf
as claimed.
For the remainder, we may assume q ≡ 1 (mod 3). Here
Out(G0) = 〈δ¨, γ¨, ϕ¨〉 and |δ¨| = 3, |γ¨| = 2, |ϕ¨| = f , [γ¨, ϕ¨] = 1, δ¨γ¨ = δ¨−1, δ¨ϕ¨ = δ¨p (13)
(for the final two claims, see [33, Theorem 2.5.12(i)] and [33, Theorem 2.5.12(g)], respectively).
If p ≡ 1 (mod 3), then [δ¨, ϕ¨] = 1 and thus
Out(G0) = 〈δ¨, γ¨〉 × 〈ϕ¨〉 ∼= Sym3 × Cf .
Now assume that p ≡ 2 (mod 3). Here the condition q ≡ 1 (mod 3) implies that f is even,
so |γ¨ϕ¨| = f . In addition, [γ¨, γ¨ϕ¨] = 1 and [δ¨, γ¨ϕ¨] = 1, where the latter claim holds since
δ¨γ¨ϕ¨ = (δ¨−1)ϕ¨ = δ¨. Therefore,
Out(G0) = 〈δ¨, γ¨〉 × 〈γ¨ϕ¨〉 ∼= Sym3 ×Cf . 
For future reference, it will be convenient to record the following set of conditions:
p ≡ 2 (mod 3), f is even and i is odd. (14)
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Lemma 3.11. Let G0 = E6(q) with q ≡ 1 (mod 3) and fix an integer 0 6 i < f . Then the
following hold:
(i) δ¨ϕ¨i and δ¨2ϕ¨i are Out(G0)-conjugate.
(ii) δ¨γ¨ϕ¨i and δ¨2γ¨ϕ¨i are Out(G0)-conjugate.
(iii) ϕ¨i and δ¨ϕ¨i are Out(G0)-conjugate if (14) holds.
(iv) γ¨ϕ¨i and δ¨γ¨ϕ¨i are Out(G0)-conjugate if (14) does not hold.
Proof. Let A = 〈δ¨, γ¨〉 ∼= Sym3 and note that the conjugacy classes of A are as follows:
{1¨}, {δ¨, δ¨2}, {γ¨, δ¨γ¨, δ¨2γ¨}.
If the conditions in (14) are not satisfied, then ϕ¨i ∈ Z(Out(G0)) and (i), (ii) and (iv) follow.
On the other hand, if (14) is satisfied, then γ¨ϕ¨i ∈ Z(Out(G0)) and by writing
δ¨ϕ¨i = δ¨γ¨(γ¨ϕ¨i) and δ¨2ϕ¨i = δ¨2γ¨(γ¨ϕ¨i)
δ¨γ¨ϕ¨i = δ¨(γ¨ϕ¨i) and δ¨2γ¨ϕ¨i = δ¨2(γ¨ϕ¨i)
ϕ¨i = γ¨(γ¨ϕ¨i) and δ¨ϕ¨i = δ¨γ¨(γ¨ϕ¨i)
we deduce that (i), (ii) and (iii) hold. 
We now turn to the twisted version of E6.
Lemma 3.12. Let G0 =
2E6(q). Then
Out(G0) =
{
〈ϕ¨〉 ∼= C2f if q 6≡ 2 (mod 3)
〈δ¨, ϕ¨〉 ∼= Sym3 × Cf if q ≡ 2 (mod 3).
Proof. By [33, Theorem 2.5.12(a)], we have Aut(G0) = Inndiag(G0):〈ϕ〉. Therefore, if q 6≡ 2
(mod 3), then Out(G0) = 〈ϕ¨〉 ∼= C2f . For the remainder, let us assume q ≡ 2 (mod 3). Here
p ≡ 2 (mod 3), f is odd and
Out(G0) = 〈δ¨, ϕ¨〉 and |δ¨| = 3, |ϕ¨| = 2f , δ¨ϕ¨ = δ¨−1 (15)
(see [33, Theorem 2.5.12(g)] for the final claim). Since 〈ϕ〉 = 〈ϕf 〉 × 〈ϕ2〉, we obtain
Out(G0) = 〈δ¨, ϕ¨f 〉 × 〈ϕ¨2〉 ∼= Sym3 ×Cf . 
Lemma 3.13. Let G0 =
2E6(q) with q ≡ 2 (mod 3) and fix an integer 0 6 i < 2f . Then the
following hold:
(i) δ¨ϕ¨i and δ¨2ϕ¨i are Out(G0)-conjugate.
(ii) If i is odd, then ϕ¨i and δ¨ϕ¨i are Out(G0)-conjugate.
Proof. By (15), we have (δ¨ϕ¨i)ϕ¨ = δ¨2ϕ¨i. Moreover, if i is odd then
(ϕ¨i)δ¨ = δ¨−1ϕ¨iδ¨ = δ¨−1δ¨ϕ¨
−i
ϕ¨i = δ¨−1δ¨−1ϕ¨i = δ¨ϕ¨i
and the result follows. 
The following elementary lemma will be useful in the proof of Proposition 3.15 (for a proof,
see [39, Lemma 5.2.1]).
Lemma 3.14. Let 〈a〉:〈b〉 be a semidirect product of finite cyclic groups. For all i > 0, there
exist nonnegative integers j and k such that 〈abi〉 = 〈ajbk〉 and k divides |b|.
We now use the above information on Out(G0) to determine the specific groups we need
to consider in order to prove Theorem 8. Note that in Table 3, i is a proper divisor of f and
the symbols ⋆ and † refer to notes presented in Remark 3.16.
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Table 3. The automorphisms of G0 = E
ǫ
6(q) in Proposition 3.15(iv)
ǫ ± ± + + + − −
g
δ
γ ϕi
δ±ϕi
γϕi
δ±γϕi
γϕi γϕi
δ±γϕi
ϕi
f/i any even odd odd any
notes ⋆ †
(R1)
(R2)
Proposition 3.15. Let G0 be a finite simple exceptional group over Fq, where q = p
f with p
prime. Assume G0 is not one of the groups in (9) and let h be a non-inner automorphism of
G0. Then 〈G0, h〉 is Aut(G0)-conjugate to 〈G0, g〉, where g ∈ Aut(G0) is one of the following:
(i) G0 is in (12) and g = ρ
i for a proper divisor i of f .
(ii) G0 is in (11) and either
(a) g = ϕi for a proper divisor i of f ; or
(b) g = ρi for an odd divisor i of f .
(iii) G0 is in (10), G0 6= Eǫ6(q), and either
(a) g = ϕi for a proper divisor i of f ;
(b) G0 =
3D4(q) and g = τϕ
i for a divisor i of f ; or
(c) G0 = E7(q) with q odd and g is δ or δϕ
i for a proper divisor i of f .
(iv) G0 = E
ǫ
6(q) and either
(a) g is in Row (R1) of Table 3; or
(b) q ≡ ǫ (mod 3) and g is in Row (R2) of Table 3.
Remark 3.16. In Table 3, the symbol δ± denotes that we may consider either δ or δ−1 (but
there is no need to consider both). The notes labelled ⋆ and † impose further restrictions on
the automorphisms we need to consider:
⋆ We need only consider one of the automorphisms in {ϕi, δϕi, δ2ϕi} in the very special
case when all the conditions in (14) are satisfied.
† We need only consider one automorphism in {γϕi, δγϕi, δ2γϕi} unless all the condi-
tions in (14) hold.
Proof of Proposition 3.15. Since 〈G0, g〉 and 〈G0, h〉 are Aut(G0)-conjugate if and only if 〈g¨〉
and 〈h¨〉 are Out(G0)-conjugate, we must determine the conjugacy classes of cyclic subgroups
of Out(G0). Fix an automorphism h ∈ Aut(G0) \G0.
If G0 is in (12) or (11), then Table 2 indicates that G0 has a graph-field automorphism
ρ such that Out(G0) = 〈ρ¨〉. Moreover, if G0 is in (12), then |ρ¨| = f , so 〈h¨〉 = 〈ρ¨i〉 for some
proper divisor i of f , as we claim. Similarly, if G0 is in (11), then |ρ¨| = 2f , so 〈h¨〉 = 〈ρ¨i〉 for
some proper divisor i of 2f . In particular, 〈h¨〉 is either equal to 〈ρ¨i〉 for some odd divisor i
of f (as in (ii)(b)), or 〈ρ¨2i〉 = 〈ϕ¨i〉 for some proper divisor i of f (as in (ii)(a)).
Next assume G0 is in (10) with G0 6= Eǫ6(q). First assume that Out(G0) = 〈ϕ¨〉, so 〈h¨〉 =
〈ϕ¨i〉 for some proper divisor i of |ϕ|. If G0 6= 3D4(q), then |ϕ| = f and we are in case (iii)(a).
Now suppose G0 =
3D4(q), so 〈h¨〉 = 〈ϕ¨i〉 for some divisor of i of |ϕ| = 3f . If 3 divides 3f/i,
then i divides f and we are in (iii)(a) once again. Otherwise, 3 does not divide f , so 3 divides
i and f/j is not divisible by 3, where j = i/3. Here 3f/(3f, f + j) = 3f/(3f, j) and
〈h¨〉 = 〈ϕ¨i〉 = 〈ϕ¨f+j〉 = 〈τ¨ ϕ¨j〉,
which puts us in case (iii)(b). Finally, if Out(G0) 6= 〈ϕ¨〉 then G0 = E7(q) is the only option
(see Table 2), where q is odd and Out(G0) = 〈δ¨〉 × 〈ϕ¨〉. Here Lemma 3.14 implies that
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〈h¨〉 = 〈ϕ¨i〉 or 〈δ¨ϕ¨i〉 for some divisor i of f , and these possibilities are covered by cases (iii)(a)
and (iii)(c), respectively.
To complete the proof, we may assume that G0 = E
ǫ
6(q). First we handle the case ǫ = +.
Here 〈h¨〉 = 〈h¨0ϕi〉, where h0 is a product of diagonal and graph automorphisms, and by
Lemma 3.14 we may assume that i = 0 or i divides f . If q 6≡ 1 (mod 3), then h0 ∈ {1, γ}, so
〈h¨〉 = 〈g¨〉 for an automorphism g in Row (R1) of Table 3. Now assume q ≡ 1 (mod 3). Here
h0 = δ
jγk with j ∈ {0, 1, 2} and k ∈ {0, 1}; we claim that 〈h¨〉 is Out(G0)-conjugate to 〈g¨〉
for an automorphism g in Table 3. To see this, first observe that δ¨ϕ¨i and δ¨2ϕ¨i are Out(G0)-
conjugate and so are δ¨γ¨ϕ¨i and δ¨2γ¨ϕ¨i (see parts (i) and (ii) in Lemma 3.11). Therefore, it
remains to prove the claim when h ∈ {δγϕi, δ2γϕi} and i = 0 or f/i is odd, together with
the additional claims in ⋆ and † (see Remark 3.16). If i = 0 or f/i is odd, then (14) does not
hold, so Lemma 3.11(iv) implies that h¨ is Out(G0)-conjugate to γ¨. In addition, the claims
in ⋆ and † follow immediately from parts (iv) and (iii) in Lemma 3.11, respectively.
Finally, let us assume G0 =
2E6(q). Here 〈g¨〉 is Out(G0)-conjugate to 〈h¨ϕ¨i〉 where h is
trivial or diagonal and i is either 0 or a divisor of 2f . If i > 0 and 2f/i is even, then i divides
f . On the other hand, if i > 0 and 2f/i is odd, then f/j is odd for j = i/2 and we note that
2f/(2f, i) = 2f/(2f, f + j). Therefore, 〈γ¨〉 is Out(G0)-conjugate to one of 〈h¨〉, 〈h¨ϕ¨f 〉 = 〈h¨γ¨〉
or 〈h¨ϕ¨i〉, where i is a proper divisor of f , or 〈h¨ϕ¨f+j〉 = 〈h¨γ¨ϕ¨j〉 and j is a proper divisor of f
such that f/j is odd. Therefore, 〈h¨〉 is Out(G0)-conjugate to 〈g¨〉 for an automorphism g in
Table 3 and for the case q ≡ 2 (mod 3) we conclude by appealing to Lemma 3.13. 
3.3. Probabilistic method. In this section, we discuss a probabilistic approach for bound-
ing the uniform spread of a finite group, which was introduced by Guralnick and Kantor [36].
This approach plays a central role in the sequence of papers [10, 14, 36, 38, 39], and it is also
a core technique in our proof of Theorem 8 in this paper. Here we recall the general set up
and we introduce the relevant notation.
Let G be a finite group, let H be a subgroup of G and consider the natural transitive
action of G on the set of cosets G/H. In terms of this action, the fixed point ratio of z ∈ G
is
fpr(z,G/H) =
|{ω ∈ G/H : ωz = ω}|
|G/H| =
|zG ∩H|
|zG| .
For z, x ∈ G, let P (z, x) be the probability that z and a uniformly randomly chosen conjugate
of x do not generate G, that is,
P (z, x) =
|{y ∈ xG : 〈z, y〉 6= G}|
|xG| .
Now let us specialise to the case where G is an almost simple group with socle G0. Recall
that M is the set of maximal subgroups H of G such that G = HG0. For an element x ∈ G,
write M(x) for the set of subgroups H ∈ M that contain x. Notice that if the conjugacy
class xG witnesses u(G) > 1, then we must have G/G0 = 〈G0x〉 and thus M(x) is simply
the set of all maximal subgroups of G that contain x. Given this observation, the following
result is a combination of [14, Lemmas 2.1 and 2.2].
Lemma 3.17. Let G be an almost simple group with socle G0. Let x ∈ G with G/G0 = 〈G0x〉.
(i) For z ∈ G, we have
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H).
(ii) If P (z, x) < 1/k for all nontrivial z ∈ G, then u(G) > k, witnessed by xG.
Roughly speaking, in order to effectively apply Lemma 3.17 we need to do two things:
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(a) First we must identify an appropriate element x ∈ G such that G/G0 = 〈G0x〉 and
we have some control on the set of maximal overgroups M(x);
(b) Then we need to compute upper bounds on the fixed point ratios fpr(z,G/H) for all
H ∈ M(x) and all nontrivial z ∈ G.
In the case whereG0 is a simple exceptional group of Lie type, upper bounds on fpr(z,G/H)
for all maximal subgroups H of G are determined by Lawther, Liebeck and Seitz in [49] and
we will make extensive use of their work (and in a few cases, we will need to strengthen the
bounds in [49]).
To handle the problem identified in (a), we will often appeal to the theory of Shintani
descent, both to find an element x and to control the maximal subgroups containing x. We
discuss this approach in the next section.
3.4. Shintani descent. To close this preliminary section, we briefly recall the general theory
of Shintani descent, which is our principal method for identifying and studying elements in
the nontrivial cosets of the socle of an almost simple group of Lie type. The general method
was introduced by Shintani [64] and Kawanaka [41] in the 1970s and it has found important
applications in character theory (for example, see [18, 28, 42, 66]). It was first adapted for
studying the uniform spread of almost simple groups in [14] and we refer the reader to [39,
Chapter 3] for a convenient overview of the relevant techniques.
To describe the general set up, let G¯ be a connected algebraic group over an algebraically
closed field and let σ be a Steinberg endomorphism of G¯. Fix an integer e > 1. By identifying
σ with its restriction to G¯σe , we can consider the finite semidirect product G¯σe :〈σ〉 = G¯σe .e.
Definition 3.18. A Shintani map of (G¯, σ, e) is a map of conjugacy classes of the form
F : {(gσ)G¯σe : g ∈ G¯σe} → {yG¯σ : y ∈ G¯σ}, (gσ)G¯σe 7→ (a−1(gσ)ea)G¯σ
where a ∈ G¯ satisfies g = aa−σ−1 .
We now present the main theorem of Shintani descent (see [41, Lemma 2.2]).
Theorem 3.19. Let F be a Shintani map of (G¯, σ, e). Then F is a well-defined bijection
from the set of G¯σe-conjugacy classes in the coset G¯σeσ to the set of conjugacy classes in
G¯σ. Moreover, F does not depend on the choice of element a ∈ G¯.
In light of Theorem 3.19, we refer to F as the Shintani map of (G¯, σ, e). To simplify the
notation, if the setting is understood, we will write F : G¯σeσ → G¯σ for the Shintani map
and F (gσ) for a representative of the G¯σ-class F ((gσ)
G¯σe ). We refer to gσ as a Shintani
correspondent of F (gσ).
The following elementary observation highlights the relationship between the order of an
element in G¯σ and the order of a Shintani correspondent in the coset G¯σeσ.
Lemma 3.20. Let y ∈ G¯σ and let g ∈ G¯σe such that F (gσ) = y. Then |gσ| = e|y|.
Proof. Since gσ ∈ G¯σe :〈σ〉, it follows that e divides the order of gσ. Therefore, |gσ| = e|(gσ)e|
and we conclude that |gσ| = e|y| since (gσ)e is G¯-conjugate to y. 
We will need the following technical result [39, Corollary 3.2.3] (in the statement, for a
group X we write Op
′
(X) for the subgroup generated by the p-elements of X).
Lemma 3.21. Let G¯ be a simple algebraic group over F¯p of adjoint type and set G0 = (G¯σe )
′.
If 〈G0, σ〉 P 〈G¯σe , σ〉, then the Shintani map F of (G¯, σ, e) restricts to a bijection
{(gσ)G¯σe : g ∈ G0} → {yG¯σ : y ∈ Op′(G¯σ)}.
Let us provide an example to demonstrate how we will use Lemma 3.21.
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Example 3.22. Here we explain how we use Shintani descent to identify a conjugacy class
in the coset E7(q)h, where q = p
f and h is a field automorphism.
Let G¯ be the adjoint algebraic group of type E7 over F¯p. Let ϕ be a standard Frobenius
endomorphism of G¯ (see Definition 3.9), let σ = ϕi for a proper divisor i of f and set
e = f/i > 1. Write q = qe0 and let F be the Shintani map of (G¯, σ, e).
If q is even, then G¯σe and G¯σ are the simple groups E7(q) and E7(q0), respectively, so
F : {(gϕi)E7(q) : g ∈ E7(q)} → {yE7(q0) : y ∈ E7(q0)}.
Therefore, we may select an element in the coset E7(q)ϕ
i by identifying an element in the
subgroup E7(q0) and taking its Shintani correspondent. However, if q is odd, then |G¯σe :
E7(q)| = |G¯σ : E7(q0)| = 2 and the Shintani map
F : {(gϕi)G¯σe : g ∈ G¯σe} → {yG¯σ : y ∈ G¯σ}
allows us to identify an element in G¯σeϕ
i but it does not tell us which coset of E7(q) this
element is contained in. This is where Lemma 3.21 comes into play.
Observe that E7(q) = (G¯σe )
′ and E7(q0) = O
p′(G¯σ). Moreover, 〈σ¨〉 is an index two sub-
group of 〈δ¨, σ¨〉 = 〈G¯σe , σ〉/G0 (see Table 2), so 〈G0, σ〉 P 〈G¯σe , σ〉. Therefore, Lemma 3.21
implies that F restricts to a bijection
{(gϕi)G¯σe : g ∈ E7(q)} → {yG¯σ : y ∈ E7(q0)}.
This means that the coset of E7(q0) in G¯σ that contains a given element y ∈ G¯σ controls the
coset of G0 = E7(q) in Aut(G0) that contains the Shintani correspondent of y.
It is important to observe that the Shintani map gives more than just the bijection be-
tween conjugacy classes stated in Theorem 3.19. Indeed, we can use it to shed light on the
overgroups in 〈G¯σe , σ〉 of an element in the coset G¯σeσ. This is encapsulated in Lemmas 3.23
and 3.25 below, which coincide with Lemmas 3.3.2 and 3.3.4 in [39] (in turn these results
are closely related to Corollary 2.15 and Proposition 2.16(i) in [14]).
Lemma 3.23. Let H¯ be a closed connected σ-stable subgroup of G¯ such that NG¯σ(H¯σ) =
H¯σ and NG¯σe (H¯σe) = H¯σe . Then for all g ∈ G¯σe , the number of G¯σe-conjugates of H¯σe
normalised by gσ equals the number of G¯σ-conjugates of H¯σ containing F (gσ).
Corollary 3.24. Let G¯ be a simple algebraic group and let g ∈ G¯σe . Then the number
of maximal parabolic subgroups of G = 〈G¯σe , σ〉 that contain gσ is equal to the number of
maximal parabolic subgroups of G¯σ that contain F (gσ).
Proof. Let H¯ be a maximal σ-stable parabolic subgroup of G¯, so H¯ is connected and self-
normalising. Then H¯σ is a maximal parabolic subgroup of G¯σ and we have NG¯σ(H¯σ) = H¯σ.
Similarly, H = NG(H¯σe) = 〈H¯σe , σ〉 is a maximal parabolic subgroup of G and NG(H) = H.
Therefore, Lemma 3.23 implies that the number of G-conjugates of H that contain gσ equals
the number of G¯σ-conjugates of H¯σ that contain F (gσ).
Let us now explain why this gives the desired result. First observe that every maximal
parabolic subgroup of G¯σ is G¯σ-conjugate to H¯σ for a maximal σ-stable parabolic subgroup
H¯ of G¯, and similarly, every maximal parabolic subgroup of G is G-conjugate to NG(H¯σe)
for a maximal σ-stable parabolic subgroup H¯ of G¯ (in the latter case, H¯ is σ-stable, not just
σe-stable, because otherwise NG(H¯σe) would not be maximal in G = 〈G¯σe , σ〉). Moreover,
if H¯ and K¯ are two different maximal σ-stable parabolic subgroups of G¯, then H¯σ and K¯σ
are G¯σ-conjugate if and only if NG(H¯σe) and NG(K¯σe) are G-conjugate, since both of these
conditions are equivalent to H¯ and K¯ being G¯-conjugate. The result follows. 
Lemma 3.25. If g ∈ G¯σe and H 6 〈G¯σe , σ〉, then gσ is contained in at most |CG¯σ(F (gσ))|
distinct 〈G¯σe , σ〉-conjugates of H.
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In the proof of Theorem 8, there will be some cases where we will be unable to apply
Shintani descent directly (for instance, see Example 3.28). In such a situation, we will often
appeal to the following result (see [39, Lemma 3.4.1]). In the statement of the lemma, by an
automorphism ρ of G¯ we mean an algebraic automorphism, in the sense that both ρ and ρ−1
are morphisms of varieties.
Lemma 3.26. Let ρ be an automorphism of G¯ and let K¯ be a closed connected σ-stable
subgroup of G¯ contained in CG¯(ρ). Set G = G¯ρσe :〈ρ, σ〉 and let y ∈ K¯σ 6 G¯ρσe .
(i) There exists g ∈ K¯σe 6 G¯ρσe such that (gσ)e and yρ−1 are G¯-conjugate elements of
G.
(ii) Suppose there is a positive integer d such that (ρσe)d = σed as endomorphisms of G¯.
(a) For each subgroup H of 〈G¯ρσe , σ〉, gσ is contained in at most |CG¯σ(yd)| distinct
G¯ρσe-conjugates of H.
(b) For all closed connected σ-stable subgroups H¯ of G¯ such that NG¯σ(H¯σ) = H¯σ
and NG¯
σde
(H¯σde) = H¯σde , the number of G¯σde-conjugates of H¯σde normalised by
gσ is equal to the number of G¯σ-conjugates of H¯σ containing y
d.
Remark 3.27. Adopt the notation in Lemma 3.26 and fix an appropriate element g ∈ G¯ρσe
as in part (i). Now e divides |gσ| and (gσ)e is G¯-conjugate to yρ−1, so |gσ| = e|yρ−1|. Since
y ∈ CG¯(ρ) we have |yρ−1| = |y||ρ|/(|y|, |ρ|) and thus |gσ| = e|y||ρ|/(|y|, |ρ|).
The following example explains why Lemma 3.26 will be useful in the proof of Theorem 8.
Example 3.28. Here we explain how we can use Shintani descent to identify a conjugacy
class in the coset E6(q)h, where q = 3
f and h is a graph-field automorphism.
Let G¯ be the adjoint simple algebraic group E6 over F¯3. Let ϕ and γ be the standard
Frobenius endomorphism and graph automorphism of G¯, respectively, so [γ, ϕ] = 1 (see
Definition 3.9). Write σ = γϕi, where i divides f , and set e = f/i > 1. Write q = qe0 and let
F be the Shintani map of (G¯, σ, e).
If e is even, then G¯σe = G¯ϕf = E6(q) and G¯σ = G¯γϕ =
2E6(q0). Therefore,
F : {(gγϕi)E6(q) : g ∈ E6(q)} → {y2E6(q0) : y ∈ 2E6(q0)}
and we can use F to choose an element in the coset E6(q)γϕ
i as desired.
However, if e is odd, then G¯σe = G¯γϕf =
2E6(q) and the Shintani map
F : {(gγϕi)2E6(q) : g ∈ 2E6(q)} → {y2E6(q0) : y ∈ 2E6(q0)}
provides no information about the coset E6(q)γϕ
i. In this case we apply Lemma 3.26, with
ρ = γ. To this end, let K¯ = CG¯(γ) = F4, which is connected. Then Lemma 3.26 allows us to
choose an element in the coset E6(q)γϕ
i. More precisely, part (i) of the lemma implies that
for all y ∈ F4(q0) 6 2E6(q0), there exists g ∈ E6(q) such that (gγϕi)e is G¯-conjugate to yγ.
In addition, part (ii) provides information on the maximal overgroups of gγϕi.
4. Proof of Theorem 8: low rank groups
We now turn to the proof of Theorem 8, which will be spread across Sections 4–9. Since
the theorem for simple exceptional groups is proved in [10], we will always assume that G is
almost simple, but not simple.
We begin in this section by handling the low rank almost simple groups G with socle
G0 ∈ {2B2(q), 2G2(q)′, 2F4(q)′, G2(q)′}. (16)
First we establish Theorem 8 in some special cases.
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Table 4. The relevant groups G = 〈G0, g〉 for G0 in (16)
Case G0 g Conditions
(a) G2(q) ϕ
i i is a proper divisor of f
(b) G2(q) ρ
i i is an odd divisor of f & p = 3
(c) 2B2(q),
2G2(q),
2F4(q) ρ
i i is a proper divisor of f
Proposition 4.1. The conclusion to Theorem 8 holds when
G0 ∈ {2B2(8), 2G2(3)′, 2F4(2)′, G2(2)′, G2(3), G2(4)}. (17)
Proof. In each of these cases, we may assume that G = Aut(G0) since this is the only almost
simple group G with soc(G) = G0 and G 6= G0. We prove the result by way of computation
in Magma [7].
To do this, we first construct G using the command AutomorphismGroupSimpleGroup and
we note that |G : G0| is prime. Our method for studying u(G) computationally is described
in [38, Section 2.3] and the relevant code is given in [39, Appendix A]. In this way, we can
verify that the bound u(G) > k is witnessed by the conjugacy class xG, where k and xG are
are as follows (in terms of the Atlas [22] notation):
G0
2B2(8)
2G2(3)
′ 2F4(2)
′ G2(2)
′ G2(3) G2(4)
|G : G0| 3 3 2 2 2 2
xG 15A 9D 12C 12C 18A 24B
k 90 6 18 3 23 10
(The computations were carried out usingMagma 2.24-4 on a 2.7 GHz machine with 128 GB
RAM. The largest computation took 2 seconds and 32 MB of memory.) 
Suppose G = 〈G0, g〉 with G0 as in (16) and write q = pf where p is prime. In view
of Proposition 4.1, we may (and will) assume for the remainder of this section that G0 is
not one of the groups in (17). Then by Proposition 3.15, it suffices to consider the groups
recorded in Table 4. In the table (and the proofs below), we refer freely to the notation for
automorphisms in Definition 3.9.
Proposition 4.2. The conclusion to Theorem 8 holds in case (a) of Table 4.
Proof. Let G0 = G2(q) where q = p
f with f > 1 and q > 8. Let G¯ be the simple algebraic
group G2 over the algebraic closure of Fp and let ϕ be a standard Frobenius endomorphism
of G¯. Let σ = ϕi and write e = f/i and q0 = p
i, so q = qe0 and e > 1. Then G¯σ = G2(q0)
and G¯σe = G2(q), and by identifying σ with its restriction to G¯σe we see that σ = g.
Let F : G2(q)g → G2(q0) be the Shintani map of (G¯, σ, e) (see Definition 3.18) and choose
y ∈ G2(q0) such that
|y| =
{
q20 − q0 + 1 if q0 > 2
7 if q0 = 2.
Note that CG2(q0)(y) = 〈y〉 (see [20, 30]). By Theorem 3.19, fix x ∈ G0g such that F (x) = y.
Recall that M is the set of maximal subgroups H of G with G = HG0 and M(x) is the
collection of subgroups in M containing x. The maximal subgroups of G are recorded in
[8, Tables 8.30, 8.41 and 8.42]. The element y is not contained in any maximal parabolic
subgroup of G2(q0) since |y| does not divide the order of any such subgroup. Therefore,
Corollary 3.24 informs us that there are no maximal parabolic subgroups in M(x). Conse-
quently, by inspecting the relevant tables in [8, Chapter 8], we see that there are at most
6− 3δ2,p + log log q conjugacy classes of subgroups in M(x). Moreover, if H is any subgroup
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of G, then Lemma 3.25 implies that x is contained in at most |CG2(q0)(y)| = |y| distinct
G-conjugates of H. Therefore,
|M(x)| 6 (6− 3δ2,p + log log q) · |y|.
Let z ∈ G be nontrivial. Then [49, Theorem 1] gives fpr(z,G/H) 6 (q2 − q + 1)−1 for all
H ∈M and thus Lemma 3.17(i) yields
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H) 6 (6− 3δ2,p + log log q) · |y| · (q2 − q + 1)−1.
For q > 49, this upper bound proves that P (z, x) < q−1/2, so P (z, x)→ 0 as q →∞. In view
of Lemma 3.17(ii), we conclude that u(G)→∞ as q →∞.
Moreover, since q > 8, one checks that this upper bound is less than 12 unless q ∈ {8, 9}. If
q = 9, then |y| = 7 and we check that there are only 3 conjugacy classes of subgroups in M
with order divisible by 7 (here we are using the fact that G does not contain any graph-field
automorphisms). This allows us to replace the leading factor 6+ log log q in the above bound
by 3 and this is sufficient to see that P (z, x) < 12 . Similarly, if q = 8 then we can replace
3 + log log q by 4, which yields
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H) 6 4 · 7 · 1
57
=
28
57
<
1
2
.
Therefore, P (z, x) < 12 in all cases and thus Lemma 3.17(ii) implies that u(G) > 2. 
Proposition 4.3. The conclusion to Theorem 8 holds in case (b) of Table 4.
Proof. Let G0 = G2(q) where q = 3
f and f > 1. Let G¯ = G2 and let ρ be the Steinberg
endomorphism of G¯ from Definition 3.9(ii). Let σ = ρi and write e = f/i and q0 = 3
i, so
q = qe0 and e > 1. Let F : G2(q)g → 2G2(q0) be the Shintani map of (G¯, σ, 2e), and fix
y ∈ 2G2(q0) with
|y| = q0 +
√
3q0 + 1.
Note that C2G2(q0)(y) = 〈y〉 (see (3) in the main theorem of [70]). Let x ∈ G satisfy F (x) = y.
By [44], there are at most 7 + log log q classes of subgroups in M and by Lemma 3.25,
M(x) contains at most |C2G2(q0)(y)| = |y| conjugates of any given subgroup H of G. Let
z ∈ G be nontrivial. Then [49, Theorem 1] gives fpr(z,G/H) 6 (q2− q+1)−1 for all H ∈M,
so
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H) 6 (7 + log log q) · |y| · (q2 − q + 1)−1.
This upper bound is less than 12 for q > 9 and less than q
−1/2 for q > 27. Finally, if q = 9
then there are only 2 classes of subgroups inM with order divisible by |y| = 7 and we obtain
P (z, x) < 12 by replacing the 7 + log log q factor in the above bound by 2. The result now
follows by Lemma 3.17. 
Proposition 4.4. The conclusion to Theorem 8 holds in case (c) of Table 4.
Proof. Let G0 ∈ {2B2(q), 2G2(q), 2F4(q)}. As usual, let q = pf where p is prime, and note
that f > 3 is odd. In each case, let G¯ be the ambient simple algebraic group and let ρ be
the Steinberg endomorphism of G¯ from Definition 3.9(ii). Let σ = ρi and write e = f/i and
q0 = p
i, so q = qe0 and e > 3 is odd. Let F : G0g → G¯σ be the Shintani map of (G¯, σ, e).
Choose y ∈ G¯σ as in Table 5 and let x ∈ G be a Shintani correspondent of y. By inspecting
[44, 58, 69], we see that there are at most m+ log log q classes of subgroups in M, where m
is given in Table 5. Moreover, CG¯σ(y) = 〈y〉 (see [63, 69, 70]), so |M(x)| 6 (m+log log q) · |y|
by Lemma 3.25. In addition, [49, Theorem 1] gives fpr(z,G/H) 6 f(q) for all H ∈ M and
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Table 5. Data for the groups in case (c) of Table 4
G0 |y| m f(q)
2B2(q) q0 +
√
2q0 + 1 4 (q
2/ℓ + 1)/(q2 + 1)
2G2(q) q0 +
√
3q0 + 1 5 (q
2 − q + 1)−1
2F4(q) q
2
0 +
√
2q30 + q0 +
√
2q0 + 1 11 q
−4
all nontrivial z ∈ G, where f(q) is presented in Table 5 (note that in the first row of Table 5,
ℓ is the least prime divisor of f). Therefore,
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H) 6 (m+ log log q) · |y| · f(q).
One can check that this bound gives P (z, x) < 12 and P (z, x) < q
−1/6, whence u(G) > 2 and
u(G)→∞ as q →∞. 
By combining Propositions 4.1–4.4, we have now established the following theorem.
Theorem 4.5. The conclusion to Theorem 8 holds when G0 is one of the groups in (16).
In the next five sections, we will complete the proof of Theorem 8 by handling the remain-
ing groups with G0 ∈ {E8(q), E7(q), Eǫ6(q), F4(q), 3D4(q)}.
5. Proof of Theorem 8: G0 = E8(q)
In this section, we prove Theorem 8 for almost simple groups G with socle G0 = E8(q),
where q = pf . By Proposition 3.15, we may assume that G = 〈G0, g〉, where g = ϕi for the
field automorphism ϕ in Definition 3.9(i) and a proper divisor i of f .
Let G¯ be the algebraic group E8 over F¯p, let σ be the Frobenius endomorphism ϕ
i of G¯
and let e = f/i, so G0 = G¯σe . Set q = q
e
0 and let F : E8(q)g → E8(q0) be the Shintani map
of (G¯, σ, e).
Fix an element y ∈ E8(q0) such that
|y| = q80 + q70 − q50 − q40 − q30 + q0 + 1
and CE8(q0)(y) = 〈y〉 (see [56]). Let x ∈ G be a Shintani correspondent of y (that is, choose
x ∈ G such that F (x) = y). Then by Lemma 3.20, we have |x| = e|y| and we note that
|y| = 331 if q0 = 2 and |y| > 8401 if q0 > 3.
Recall that for integers a, b > 2, a prime r is said to be a primitive prime divisor of ab− 1
if r divides ab − 1 but r does not divide ai − 1 for all 1 6 i < b. A theorem of Zsigmondy
[74] asserts that ab− 1 has at least one primitive prime divisor for all integers a, b > 2 unless
(a, b) = (2, 6), or a is a Mersenne prime and b = 2. In particular, q300 − 1 has a primitive
prime divisor, and by considering the factorisation of q300 − 1 as a product of cyclotomic
polynomials, we see that such a primitive prime divisor necessarily divides |y|.
As usual, we write M for the set of maximal subgroups H of G with G = HG0 and
M(x) for the collection of subgroups in M containing x. In the analysis below, we will refer
repeatedly to the partition M =M1 ∪M2 ∪M3 in (7).
Proposition 5.1. We have M(x) ⊆M1.
Proof. Let H ∈ M(x). If H ∈ M3, then Proposition 3.7 gives meo(H) 6 210, which is
incompatible with the bound |x| > 331e. Therefore, we may assume H ∈ M2. Let S be the
socle of H, which is a simple group of Lie type over a field Ft of characteristic p. We proceed
by considering the possibilities for S given in Theorem 3.4.
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Table 6. The relevant groups G = 〈G0, g〉 for G0 = E7(q)
Case g Conditions
(a) δ q odd
(b) ϕi i ∈ ∆(f)
(c) δϕi q odd i ∈ ∆(f)
If S = Lǫ3(16), then Proposition 3.5 gives meo(H) 6 273 < |x|, so this case does not
arise. Next assume that S = L2(t) and t 6 1312(2, t − 1). By applying Proposition 3.5, we
reduce to the case q0 = 2, so |x| = 331e and t = 2k with k 6 10. However, for each k, it
is easy to check that |S| is indivisible by 331, so this case does not arise. Next assume that
S = 2B2(t), so p = 2 and t = 2
2k+1 with k 6 4. Here Proposition 3.5 gives meo(H) 6 4905,
so we immediately reduce to the case q0 = 2 and one checks that |S| is indivisible by 331.
Similarly, if S = 2G2(t)
′, then t = 32k+1 with k 6 3 and meo(H) 6 15883 < 8401e, so this
case is also ruled out.
To complete the proof of the proposition, we may assume that rk(S) ∈ {2, 3, 4} and t 6 9.
We consider each possibility for S in turn, excluding 2B2(t) and
2G2(t)
′ since these groups
were handled above.
To get started, let us assume rk(S) = 4, so
S ∈ {Lǫ5(t), PSp8(t), PΩǫ8(t), Ω9(t), F4(t), 2F4(t), 3D4(t)}.
If S is a classical group, Proposition 3.5 gives meo(H) 6 t5/(t − 1) and we immediately
reduce to the case (t, q0) = (8, 2). Here one checks that |S| is divisible by 331 if and only if
S = U5(8), but this case is ruled out by Proposition 3.8. Now assume that S = F4(t). By
applying the bound on meo(H) from Proposition 3.5, we may assume that either q0 = 2, or
q0 = 3 and t = 9. For q0 = 2 we have t ∈ {2, 4, 8} and |S| is indivisible by 331. Similarly, if
q0 = 3, then |y| = 8401 = 31 · 271, but |S| is indivisible by 31. The cases where S is 2F4(t)′
and 3D4(t) are very similar. For example, if S =
2F4(t)
′, then we reduce to the case t = 8
with q0 = 2 and one checks that |2F4(8)| is indivisible by 331.
Now assume rk(S) ∈ {2, 3}. If S is classical, then the bound in Proposition 3.5 implies that
meo(H) < |x|. Finally, if S = G2(t)′, then Proposition 3.5 gives meo(H) 6 8(t2+ t+1) log t,
which is less than |x| unless (t, q0) = (8, 2), but |G2(8)| is indivisible by 331, so this case does
not arise and the proof is complete. 
Theorem 5.2. The conclusion to Theorem 8 holds when G0 = E8(q).
Proof. We will apply Lemma 3.17. Recall that y ∈ E8(q0) and x is a Shintani correspondent
of y. Let H ∈ M(x), so Proposition 5.1 gives H ∈ M1 and Lemma 3.25 implies that
at most |CE8(q0)(y)| = |y| distinct G0-conjugates of H are contained in M(x). Finally, if
z ∈ G is nontrivial then [49, Theorem 1] gives fpr(z,G/H) 6 q−8(q4 − 1)−1 and therefore
Proposition 3.3 implies that
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H) < (49 + log log q) · |y| · 1
q8(q4 − 1) <
1
q
,
noting that q0 6 q
1/2. The result follows. 
6. Proof of Theorem 8: G0 = E7(q)
Let G = 〈G0, g〉, where G0 = E7(q) and g ∈ G \G0. As usual, write q = pf with p prime.
According to Proposition 3.15, it is enough to prove Theorem 8 for the cases recorded in
Table 6. In the table, we write ∆(f) for the set of proper positive divisors of f .
Proposition 6.1. The conclusion to Theorem 8 holds in case (a) of Table 6.
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Proof. Here q is odd and G = 〈G0, δ〉 = Inndiag(G0). Fix an element x ∈ G \ G0 of order
(q + 1)(q6 − q3 + 1). As explained in [71, Section 4(i)], x is contained in a unique maximal
subgroup of G (namely, a maximal rank subgroup of type 2E6(q) × (q + 1)). Therefore [49,
Theorem 1] implies that
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H) 6 (q6 − q3 + 1)−1
for all nontrivial z ∈ G and the result follows. 
For the remainder of this section, we will assume that we are in cases (b) and (c) of Table 6.
Therefore, fix a proper divisor i of f and write e = f/i and q = qe0. Let G¯ be the adjoint
algebraic group of type E7 over F¯p, let σ be the Steinberg endomorphism ϕ
i and let
F : Inndiag(E7(q))ϕ
i → Inndiag(E7(q0))
be the Shintani map of (G¯, σ, e).
If q is even, then we are necessarily in case (b) and we have F : E7(q)g → E7(q0), which
means that we can proceed as in Section 5. The following lemma will allow us to handle
cases (b) and (c) simultaneously when q is odd.
Lemma 6.2. If q is odd, then the Shintani map F restricts to bijections
{(tϕi)Inndiag(E7(q)) : t ∈ E7(q)} → {yInndiag(E7(q0)) : y ∈ E7(q0)}
{(tδϕi)Inndiag(E7(q)) : t ∈ E7(q)} → {yInndiag(E7(q0)) : y ∈ Inndiag(E7(q0)) \ E7(q0)}.
Proof. This was essentially proved in Example 3.22. First observe that E7(q) = (G¯σe)
′ and
E7(q0) = O
p′(G¯σ) = (G¯σ)
′. Let us also note that 〈G0, σ〉 = 〈E7(q), ϕi〉 is an index two (and
hence normal) subgroup of 〈G¯σe , σ〉 = 〈Inndiag(E7(q)), ϕi〉. Therefore, Lemma 3.21 implies
that the Shintani map F restricts to the bijection
F1 : {(tϕi)Inndiag(E7(q)) : t ∈ E7(q)} → {yInndiag(E7(q0)) : y ∈ E7(q0)},
while the restriction of F to the complement of the domain of F1 is the bijection
F2 : {(tδϕi)Inndiag(E7(q)) : t ∈ E7(q)} → {yInndiag(E7(q0)) : y ∈ Inndiag(E7(q0)) \ E7(q0)}.
The result follows. 
Fix an element y ∈ Inndiag(E7(q0)) such that
|y| =
{
(q0 + 1)(q
6
0 − q30 + 1) if q0 > 2
129 if q0 = 2
and CInndiag(E7(q0))(y
2) = 〈y〉 (see [56]). Let x ∈ 〈Inndiag(E7(q)), ϕi〉 such that F (x) is y2 in
case (b) and y in case (c).
If q is even, then we are in case (b) and we have y ∈ E7(q0) and x ∈ G = 〈G0, ϕi〉. If
q is odd, then y ∈ Inndiag(E7(q0)) \ E7(q0) and y2 ∈ E7(q0), so Lemma 6.2 implies that
x ∈ G = 〈G0, g〉 in both cases (b) and (c). By Lemma 3.20, if we are in case (b) with q odd,
then |x| = e|y2| = 12e|y|, whereas |x| = e|y| in every other case (note that |y| = |y2| if q is
even). Let us also note that |y2| = 1406 if q0 = 3 and |y2| > 20165 if q0 > 4.
Proposition 6.3. Let H ∈ M(x). Then H ∈ M1 and H is non-parabolic.
Proof. We proceed as in the proof of Proposition 5.1. By applying Proposition 3.7, we see
that H 6∈ M3. Now assume H ∈ M2 and let S be the socle of H. We need to consider the
possibilities for S described in Theorem 3.4.
First assume that S = Lǫ3(16). Here |S| is indivisible by 43, so q0 > 3 and consequently
meo(H) 6 273 < |x|. Next assume S = L2(t) with t 6 388(2, t − 1), so t 6 28 if t is even.
This case is ruled out since Proposition 3.5 gives meo(H) 6 t2/(t − 1) < |x|. Now assume
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Table 7. The relevant groups G = 〈G0, g〉 for G0 = Eǫ6(q)
Case g Conditions
(a) δ q ≡ ǫ (mod 3)
(b)(i) ϕi ǫ = + i ∈ ∆(f)
(b)(ii) γϕi ǫ = (−)f/i i ∈ ∆(f)
(b)(iii) δ±ϕi q ≡ 1 (mod 3) ǫ = + i ∈ ∆(f)
(b)(iv) δ±γϕi q ≡ ǫ (mod 3) ǫ = (−)f/i i ∈ ∆(f)
(c)(i) ϕi ǫ = − i ∈ ∆(f)
(c)(ii) γϕi ǫ = + i ∈ ∆(f) & f/i odd
(d) γ
S = 2B2(t) with t = 2
2k+1 and k 6 3. Here meo(H) 6 1035 and we may assume q0 = 2 and
t = 27, but one checks that |S| is indivisible by 43, so this case does not arise. Similarly, if
S = 2G2(t)
′ with t = 32k+1 and k 6 2, then meo(H) 6 1355 < |x|.
Now assume that rk(S) ∈ {2, 3} and t 6 9. If rk(S) = 3, then meo(H) 6 t4/(t − 1) and
we reduce to the case t = 8 with q0 = 2, but in every case, one checks that |S| is indivisible
by 43. Finally, let us assume rk(S) = 2. If S is classical, then Proposition 3.5 implies that
meo(H) < |x|. If S = G2(t)′, then meo(H) 6 8(t2 + t+ 1) log t and this upper bound is less
than |x| unless q0 = 2 and t ∈ {4, 8}, but in both cases, |S| is indivisible by 43.
To complete the proof, let us observe that y2 ∈ E7(q0) is contained in a unique maximal
subgroup of E7(q0) (see [36, Tables III and IV]). In particular, y is not contained in a
maximal parabolic subgroup of E7(q0), so by applying Corollary 3.24, we deduce that x is
not contained in a maximal parabolic subgroup of G. 
Proposition 6.4. The conclusion to Theorem 8 holds in cases (b) and (c) of Table 6.
Proof. We proceed as usual, via Lemma 3.17. Let H ∈ M(x) and let z ∈ G be nontrivial.
Then Proposition 6.3 implies that H ∈ M1 and H is not a parabolic subgroup, so [49,
Theorem 2] gives fpr(z,G/H) 6 2q−12. Now
|CInndiag(E7(q0))(y2)| = |y| 6 (q0 + 1)(q60 − q30 + 1)
and by applying Proposition 3.3 and Lemma 3.25, we deduce that
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H) < (30 + log log q) · (q0 + 1)(q60 − q30 + 1) · 2q−12 < q−1.
The result follows. 
By combining Propositions 6.1 and 6.4, we get the following.
Theorem 6.5. The conclusion to Theorem 8 holds when G0 = E7(q).
7. Proof of Theorem 8: G0 = E
ǫ
6(q)
In this section we study the almost simple groups G = 〈G0, g〉, where G0 = Eǫ6(q) for
some sign ǫ ∈ {+,−}. The description of Out(G0) in Section 3.2 shows that there are several
different types of automorphism g that we must consider in order to prove Theorem 8 in
this setting. More precisely, in light of Proposition 3.15, it suffices to consider the groups
recorded in Table 7 (as before, we write ∆(f) for the set of proper positive divisors of f).
Let us briefly comment on the distinction between cases (b) and (c) in Table 7. The
elements g that arise in these two cases are precisely the automorphisms of G0 that are not
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contained in 〈Inndiag(G0), γ〉. One can check that such an automorphism features in case (b)
if and only if
〈G0, g〉 ∩ 〈Inndiag(G0), γ〉 6 Inndiag(G0).
We will see that Shintani descent applies in the usual way in case (b), but in case (c) we
need to apply Lemma 3.26 (see Example 3.28, which contrasts cases (b)(ii) and (c)(ii) when
ǫ = + and p = 3).
Recall that Remark 3.16 (in particular, the notes labelled ⋆ and †) permits us to omit
some of the cases in Table 7 if certain conditions on p, f and i are satisfied. We will consider
cases (a)–(d) in Sections 7.1–7.4.
It will be useful to note that if G is any almost simple group with socle Eǫ6(q), then [49,
Theorem 1] gives
fpr(z,G/H) 6
{
(q4 − q2 + 1)−1 if ǫ = +
(q6 − q3 + 1)−1 if ǫ = − (18)
for all H ∈ M and all nontrivial z ∈ G.
7.1. Case (a): diagonal automorphisms. We begin by handling the case where g is a
diagonal automorphism.
Proposition 7.1. The conclusion to Theorem 8 holds in case (a) of Table 7.
Proof. Here q ≡ ǫ (mod 3) and G = 〈G0, δ〉 = Inndiag(G0). Fix an element x ∈ G \ G0
of order q6 + ǫq3 + 1. By [71, Sections 4(g) and (h)], x is contained in a unique maximal
subgroup of G (namely, a subgroup of type SLǫ3(q
3).3). Therefore, with the bound in (18),
we get
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H) 6 (q4 − q2 + 1)−1
for all nontrivial z ∈ G and the result follows. 
7.2. Case (b): Shintani descent. Here we consider cases (b)(i)–(b)(iv) in Table 7. Fix a
proper divisor i of f and write e = f/i and q = qe0. Recall that in cases (iii) and (iv), e is
even if ǫ = + and e is odd if ǫ = −. Let G¯ be the adjoint algebraic group of type E6 over F¯p
and define
(σ, η) =
{
(ϕi, +) in cases (i) and (iii)
(γϕi, −) in cases (ii) and (iv).
Notice that ǫ = ηe and G¯σ = Inndiag(E
η
6 (q0)). Let
F : Inndiag(Eǫ6(q))σ → Inndiag(Eη6 (q0))
be the Shintani map of (G¯, σ, e). The following result is the analogue of Lemma 6.2.
Lemma 7.2. If q0 ≡ η (mod 3), then the Shintani map F restricts to bijections
{(tσ)Inndiag(Eǫ6(q)) : t ∈ Eǫ6(q)} → {yInndiag(E
η
6
(q0)) : y ∈ Eη6 (q0)}
{(tδσ)Inndiag(Eǫ6(q)) : t ∈ Eǫ6(q)} → {yInndiag(E
η
6
(q0)) : y ∈ Inndiag(Eη6 (q0)) \Eη6 (q0)}.
Proof. By hypothesis q0 ≡ η (mod 3), which implies that q = qe0 ≡ ηe ≡ ǫ (mod 3) and thus
| Inndiag(Eǫ6(q)) : Eǫ6(q)| = | Inndiag(Eη6 (q0)) : Eη6 (q0)| = 3.
We have already noted that G¯σe = Inndiag(E
ǫ
6(q)) and G¯σ = Inndiag(E
η
6 (q0)). Also observe
that Eǫ6(q) = (G¯σe )
′ and Eη6 (q0) = O
p′(G¯σ) = (G¯σ)
′. Therefore, in order to apply Lemma 3.21
it remains to check that 〈G0, σ〉 P 〈G¯σe , σ〉. In case (iii), σ = ϕi and ǫ = η = +, so pi = q0 ≡ 1
(mod 3). From (13) we see that [ϕ¨i, δ¨] = δ¨p
i−1 = 1, whence 〈σ¨〉 P 〈σ¨, δ¨〉 = 〈G¯σe , σ〉/G0 and
consequently 〈G0, σ〉 P 〈G¯σe , σ〉. In case (iv), σ = γϕi and pi = q0 ≡ 2 (mod 3). Here (13)
and (15) give [γ¨ϕ¨i, δ¨] = δ¨−p
i−1 = 1, so we again obtain 〈σ¨〉 P 〈σ¨, δ¨〉 and 〈G0, σ〉 P 〈G¯σe , σ〉.
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By applying Lemma 3.21, we see that the Shintani map F restricts to the bijections in the
statement. 
Fix a regular semisimple element y ∈ Inndiag(Eη6 (q0)) such that
|y| = q60 + ηq30 + 1
and
CInndiag(Eη
6
(q0))(y
3) = 〈y〉
(see [56]). Choose x ∈ 〈Inndiag(Eǫ6(q)), ϕi〉 such that
F (x) =
{
y3 in cases (i) and (ii)
y in cases (iii) and (iv).
If q 6≡ ǫ (mod 3), then we are in case (i) or (iii) and we have y ∈ Eη6 (q0) and x ∈ G = 〈G0, g〉.
If q0 ≡ η (mod 3) (so q ≡ ǫ (mod 3)), then y ∈ Inndiag(Eη6 (q0)) \Eη6 (q0) and y3 ∈ Eη6 (q0), so
Lemma 7.2 implies that x ∈ G = 〈G0, g〉 once again. Finally, suppose that q ≡ ǫ (mod 3) and
q 6≡ η (mod 3). Here the notes ⋆ and † in Remark 3.16 imply that we only need to consider
one automorphism from {ϕi, δϕi, δ2ϕi}, so the fact that x ∈ 〈Inndiag(Eǫ6(q)), ϕi〉 is enough
to ensure that x ∈ 〈G0, g〉 for a suitable choice of g.
By Lemma 3.20, we note that
|x| =
{
e|y3| in cases (i) and (ii)
e|y| in cases (iii) and (iv).
Let us also note that if η = +, then |y3| = 73 for q0 = 2, |y3| = 757 for q0 = 3, |y3| = 1387
for q0 = 4 and |y3| > 15751 for q0 > 5, so |y3| is prime in the first two cases. Similarly, if
η = − then |y3| = 19 for q0 = 2, |y3| = 703 = 19 · 37 for q0 = 3 and |y3| > 4033 for q0 > 4.
Proposition 7.3. Let H ∈ M(x). Then H ∈ M1 and H is non-parabolic.
Proof. Let us begin by noting that y3 is not contained in a maximal parabolic subgroup of
Eη6 (q0) (in fact, y
3 is contained in a unique maximal subgroup of Eη6 (q0); see [71, Sections (g)
and (h)]), so Corollary 3.24 implies that H is non-parabolic.
Seeking a contradiction suppose that H ∈ M2 ∪ M3 with socle S. First assume that
H ∈ M3. Then the bound on meo(H) in Proposition 3.7 implies that η = − and q0 = 2.
Here |y| = 19 and by inspecting each candidate for S in [52], it is easy to check that Aut(S)\S
does not contain an element of order divisible by 19.
Now supposeH ∈ M2. First assume that η = +. If S = Lǫ3(16), then |S| is indivisible by 73,
so q0 > 3 and Proposition 3.5 implies that meo(H) < |x|. If S = L2(t) with t 6 124 (2, t− 1),
then meo(H) 6 t2/(t− 1) < |x|. If S = 2B2(t) with t = 22k+1 then k 6 2 and meo(H) 6 205,
so q0 = 2 is the only option, but in both cases we find that |S| is indivisible by 73. If
S = 2G2(t)
′, then Proposition 3.5 implies that meo(H) < |x|.
Next assume that rk(S) = 3 and t 6 9 (we continue to assume that η = +). Here the
bound on meo(H) from Proposition 3.5 gives an immediate reduction to the case t = 8 with
q0 = 2. The cases S = L4(8) and PSp6(8) are ruled out by Proposition 3.8 and one checks
that |U4(8)| is indivisible by 73. Finally, suppose rk(S) = 2. For classical S, the bound in
Proposition 3.5 is sufficient. Similarly, if S = G2(t)
′ then by applying Proposition 3.5 we
reduce to the cases where (t, q0) is one of (4, 2), (8, 2) or (9, 3). Here |G2(4)| and |G2(9)| are
indivisible by 73 and 757 respectively, and the case S = G2(8) is ruled out by Proposition 3.8.
Finally, let us assume η = −. We proceed as before, first noting that the cases where S is
one of Lǫ3(16), L2(t),
2B2(t) and
2G2(t)
′ present no difficulties. Suppose rk(S) = 3 and t 6 9.
Here S is classical and by applying the bound on meo(H) in Proposition 3.5, we reduce to
the case q0 = 2 with t ∈ {4, 8}. One checks that |Lǫ4(4)| and |L4(8)| are indivisible by 19, so
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these options are ruled out. For S = U4(8), with the aid of Magma [7], we find that there are
no elements in Aut(S) \ S of order divisible by 19 and so this possibility is also eliminated.
Now assume that rk(S) = 2. If S = L3(t), then Proposition 3.5 implies that meo(H) < |x|
unless t = 8 and q0 = 2, but this case does not arise since |L3(8)| is indivisible by 19.
Similar reasoning handles the case S = PSp4(t). For S = G2(t)
′, the bound coming from
Proposition 3.5 is effective unless (t, q0) is one of (4, 2), (8, 2) or (9, 3). We can rule out the
latter case since |G2(9)| is indivisible by 37. Similarly, |G2(4)| is indivisible by 19 and the
case S = G2(8) is eliminated by applying Proposition 3.8.
Finally, suppose that S = U3(t). As before, by applying Proposition 3.5 we reduce to the
case t = 8 with q0 = 2. Using Magma, we find that there are elements in Aut(S)\S of order
19m for some positive integer m if and only if m = 3, so we must have G0 =
2E6(8) and
g = ϕ (so e = 3 and |x| = e|y3| = 3(26 − 23 + 1)/(2 + 1, 3) = 57). To resolve this case, we
appeal to [26, Theorem 1.2], which states that S is strongly imprimitive in the ambient simple
algebraic group G¯ = E6 (also see [26, Proposition 10.2]). In the context of Theorem 3.2, this
means that every almost simple subgroup of G with socle U3(8) is contained in a type (I)
maximal subgroup of G, so this case does not arise. 
Proposition 7.4. The conclusion to Theorem 8 holds in case (b) of Table 7.
Proof. Let H ∈ M(x) and let z ∈ G be nontrivial. By Proposition 7.3, H ∈ M1 and H is
non-parabolic, so [49, Theorem 2] gives fpr(z,G/H) 6 2q−6. Since
|CInndiag(Eη
6
(q0))(y
3)| = |y| = q60 + ηq30 + 1,
we see that Proposition 3.3 and Lemma 3.25 imply that
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H) < (19 + log log q) · (q60 + ηq30 + 1) · 2q−6.
If q > 7, then the upper bound is at most q−1, and for q > 4 it is less than 12 . Finally, if
q = 4 then we find that there are at most 14 conjugacy classes of subgroups in M(x) (for
example, there are no exotic locals). Replacing the 19 + log log q factor by 14 in the above
bound shows that P (z, x) < 12 , which completes the proof. 
7.3. Case (c): Shintani descent over F4. We now turn to case (c) in Table 7. Here we
can apply Shintani descent in the indirect manner encapsulated in Lemma 3.26 (compare
with the method adopted in [39, Sections 5.4.2 and 6.4.2]).
Fix a proper divisor i of f and write e = f/i and q = qe0. Recall that in case (ii) we
have ǫ = + and e is odd, whereas ǫ = − in case (i) (and there is no parity condition on e).
Let G¯ be the adjoint algebraic group E6 over F¯p and let σ be the Steinberg endomorphism
ϕi in case (i) and γϕi in case (ii). Observe that G¯γσe = Inndiag(G0) in both cases. Let
K¯ = CG¯(γ) = F4 and note that K¯ is σ-stable. Choose y ∈ K¯σ = F4(q0) 6 E−ǫ6 (q0) such that
|y| = q40 − q20 + 1
and CK¯σ(y) = 〈y〉. Here γ is an algebraic automorphism of G¯ of order 2, so by Lemma 3.26(i),
there exists x ∈ K¯σeσ = F4(q)g ⊆ Eǫ6(q)g such xe is G¯-conjugate to yγ. In addition, since
|y2| is odd, we note that |x| = 2e|y| (see Remark 3.27).
Proposition 7.5. Let H ∈ M(x). Then H ∈ M1 and H is non-parabolic.
Proof. By considering the order of y2, we observe that y2 is not contained in a maximal para-
bolic subgroup of E−ǫ6 (q0). Therefore, Lemma 3.26(ii)(b) implies that there are no parabolic
subgroups in M(x).
For the remainder, let us assume H ∈ M2∪M3 has socle S. First assume H ∈ M2, noting
that the possibilities for S are described in Theorem 3.4. Suppose S = L3(16). Here p = 2
and meo(H) 6 273, so q0 = 2 is the only possibility and thus |x| = 26e, but one checks that
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there are no elements of order 26e (with e > 2) in Aut(S) \ S, so this case does not arise. A
very similar argument rules out S = U3(16). Next assume S = L2(t) with t 6 124 (2, t − 1).
By applying Proposition 3.5 we reduce to q0 ∈ {2, 3}, but we find that there are no elements
of order 2e|y| in Aut(S) \ S. Very similar reasoning eliminates the cases where S is either
2B2(t) or
2G2(t)
′.
To complete the analysis of the candidates in M2, we may assume S is a simple group
of Lie type over Ft with rk(S) ∈ {2, 3} and t 6 9. Suppose rk(S) = 3, so Proposition 3.5
gives meo(H) 6 t4/(t−1). This bound reduces the problem to a handful of possibilities with
q0 ∈ {2, 3}, and apart from the cases where S is one of L4(8), U4(8) and U4(9), one checks
that there are no elements in Aut(S) \ S with order divisible by |y|.
To handle the three special cases, we proceed as follows. First assume S = Lǫ
′
4 (8), so q0 = 2,
|y| = 13 and one checks that there are elements in Aut(S) \ S of order 26e if and only if
e = 5, so q = 25 and ǫ = +. Now 13 is a primitive prime divisor of q12 − 1 and by inspecting
[56] we see that CG0(y) is either Cq4−q2+1 × Cq2+q+1 or 3D4(q) × Cq2+q+1. In particular,
|CG0(y)| is not divisible by 5. However, the centraliser of any element in S of order 13 has
order 65m, where m = 9 if ǫ′ = + and m = 7 if ǫ′ = −. This is clearly a contradiction since
|CS(y)| must divide |CG0(y)|. A very similar argument rules out the case S = U4(9); here
q0 = 3, e = 5 and ǫ = +. Moreover, |y| = 73 is a primitive prime divisor of q12−1. Therefore,
the possibilities for CG0(y) are as described above and in both cases we see that |CG0(y)| is
indivisible by 5. However, this is incompatible with the fact that every element in S of order
73 is centralised by an element of order 5.
Next assume that rk(S) = 2. If S is classical, then Proposition 3.5 gives meo(H) 6 t3/(t−1)
and this reduces the problem to t = 8 with q0 = 2, but in each case, one checks that there
are no elements in Aut(S) \ S of order 26e. Similarly, if S = G2(t)′, then the bound in
Proposition 3.5 is sufficient unless (t, q0) is (4, 2) or (9, 3), or if t = 8 and q0 ∈ {2, 4}. For
the cases with q0 = 2, it is easy to see that there are no elements in Aut(S) \ S of order 26e.
We can rule out S = G2(9) since Proposition 3.8 gives meo(Aut(S) \ S) = 36. Similarly, if
S = G2(8) and q0 = 4, then |y| = 241 and we note that |Aut(S)| is indivisible by 241.
Finally, let us assume H ∈ M3. By Proposition 3.7 we have meo(H) 6 60, so we imme-
diately reduce to the case q0 = e = 2. Here |x| = 52 and by inspecting the possibilities for
S recorded in [52], it is straightforward to check that there are no elements in Aut(S) \ S of
order 52. 
Lemma 7.6. We have CInndiag(E−ǫ
6
(q0))
(y) = Cq4
0
−q2
0
+1 × Cq2
0
−ǫq0+1.
Proof. The centralisers of semisimple elements in Inndiag(E−ǫ6 (q0)) are listed in [56]. For a
contradiction, suppose that the centraliser is not the one given in the statement. In terms
of divisibility, we see that the only other possibility is 3D4(q0) × Cq2
0
−ǫq0+1. In this case, if
G¯ = E6 and H¯ = F4 are the corresponding algebraic groups, then CG¯(y) = D4T2 and, as
explained in the proof of [49, Lemma 5.4], this implies that CH¯(y) = B3T1. But y is a regular
semisimple element of H¯, so this is a contradiction. 
Proposition 7.7. The conclusion to Theorem 8 holds in case (c) of Table 7.
Proof. Let us first observe that since 〈y2〉 = 〈y〉, Lemma 7.6 implies that
CInndiag(E−ǫ
6
(q0))
(y2) = Cq4
0
−q2
0
+1 × Cq2
0
−ǫq0+1.
Now let H ∈ M(x) and let z ∈ G be nontrivial. Let f(q) be the upper bound on fpr(z,G/H)
given in (18). Then by combining Propositions 3.3 and 7.5, noting that there are no parabolic
subgroups in M(x), and using Lemma 3.26(b)(i), we deduce that
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H) 6 (19 + log log q) · (q40 − q20 + 1)(q20 + q0 + 1) · f(q).
36 TIMOTHY C. BURNESS, ROBERT M. GURALNICK, AND SCOTT HARPER
Recalling that e > 3 if ǫ = +, one checks that this bound is always less than 12 and also less
than q−1 for q > 27. 
7.4. Case (d): involutory graph automorphisms. To complete the proof of Theorem 8
for G0 = E
ǫ
6(q), we may assume that G = 〈G0, g〉, where g is the graph automorphism γ in
Definition 3.9(iii). In particular, since g does not arise from a Steinberg endomorphism of
the ambient algebraic group G¯, we cannot use Shintani descent in this case and a different
approach is required.
Choose y ∈ CG0(g) = F4(q) such that
|y| = q4 − q2 + 1
and CF4(q)(y) = 〈y〉. Set x = yg ∈ G and note that x2 = y2 ∈ G0 and |x| = 2|y| since
|y| = q4 − q2 + 1 is odd. In addition, |y| ≡ 1 (mod 3) and we note that |y| is divisible by a
primitive prime divisor of q12 − 1 and therefore divides qi − 1 if and only if i is divisible by
12. It will also be useful to observe that |y| is 13, 73, 241, 601 (all of which are prime) when
q is 2, 3, 4, 5, respectively, and |y| > 2353 when q > 7.
SinceM(x) ⊆M(y), we will focus on determining the subgroups inM(y) and we proceed
by considering the cases arising in Theorem 3.2. It will be convenient to handle the cases
q = 2 and q > 2 separately.
Proposition 7.8. Assume that q = 2 and let H ∈M(x).
(i) If ǫ = +, then H has type F4(2) or
3D4(2)× 7.
(ii) If ǫ = −, then H has type F4(2) or SO7(3).
Proof. First note that |y| = 13 and |x| = 26. Suppose ǫ = +, so G = Aut(E6(2)) = E6(2).2.
In [46], the maximal subgroups of G are determined up to conjugacy and it is easy to
read off the subgroups with order divisible by 13, giving the two cases recorded in part (i).
Similar reasoning applies when ǫ = − and G = 2E6(2).2, using the list of maximal subgroups
presented in the Atlas [22] (also see [73]). In the latter case, note that |Fi22| is divisible by
13, but Fi22:2 does not contain any elements of order 26. 
Proposition 7.9. If q > 2 and H ∈ M(x), then H has type F4(q) or 3D4(q)× (q2+ ǫq+1).
Proof. First assume H ∈ M1. Suppose H is of type (I) in Theorem 3.2, so H = NG(H¯σ) for
some σ-stable closed subgroup H¯ of G¯. If H¯ is parabolic, then H is of type P1,6, P2, P3,5 or
P4 (since H is normalised by a graph automorphism) and in each case it is straightforward to
check that |H| is indivisible by |y| = q4−q2+1. In the same way, by carefully inspecting [50],
we deduce that the only candidate maximal rank subgroups in M(x) are of type 3D4(q) ×
(q2 + ǫq + 1). In addition, if the rank of H¯ is less than 6, then H ∩ G0 = F4(q) is the only
option and it is easy to see that there are no subgroups in M(x) of type (II) or (III).
To complete the proof, let us suppose that H ∈ M2 ∪ M3 with socle S. If H ∈ M3,
then Proposition 3.7 implies that meo(H) 6 60, which is a contradiction since |x| > 146.
Now assume H ∈ M2, so the possibilities for S are described in Theorem 3.4. Here we use
the bound on meo(H) from Proposition 3.5 to reduce the problem to a handful of cases
with q ∈ {3, 4}. In each of these cases, one checks that Aut(S) contains an element of order
|x| if and only if q = 3 and S is either U4(9) or G2(9). The latter case is ruled out by
Proposition 3.8 since meo(Aut(S) \S) = 36 < |x|, so let us assume S = U4(9). Here |y| = 73
and Aut(S) \ S does contain elements of order |x| = 146, but we can eliminate this case by
arguing as follows. By Lemma 7.6, we have CG0(y) = C73m, where m = 13 if ǫ = + and
m = 7 if ǫ = −. However, every element in S of order 73 commutes with an element of order
5, which is a contradiction since |CS(y)| must divide |CG0(y)|. 
We will need the next two lemmas, which, in some special cases of interest, give slightly
stronger fixed point ratio estimates than the bounds presented in [49].
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Lemma 7.10. Let H be a maximal subgroup of G of type 3D4(q) × (q2 + ǫq + 1) and let
z ∈ G be nontrivial. Then
fpr(z,G/H) 6 2q−6.
Proof. In view of [49, Theorem 2], we may assume that ǫ = + and z ∈ G is a graph
automorphism (here [49] only gives fpr(z,G/H) 6 (q4 − q2 + 1)−1). By inspecting the proof
of [12, Lemma 3.10], we see that fpr(z,G/H) < q−6 if q > 3. Finally, if q = 2, then G =
G0.2 = Aut(G0),
H = (3D4(2)×D14):3, H ∩G0 = (3D4(2)× 7):3
(see [46, Table 1], for example) and
|zG ∩H| 6 i2(H \H ∩G0) = 487312, |zG| > |E6(2) : F4(2)| = 64884736.
The result follows. 
Lemma 7.11. Let K be a maximal subgroup of G of type F4(q) and let z ∈ G be nontrivial.
Then
fpr(z,G/K) 6 (q6 − q3 + 1)−1.
Proof. Here K = CG(g) = F4(q)× 〈g〉 and as in the previous lemma, we may assume ǫ = +
and z is an involutory graph automorphism. Note that each element in zG∩K is of the form
sg, where s ∈ F4(q) satisfies s2 = 1.
First assume that CG0(z) = F4(q). As explained in the proof of [49, Lemma 5.4], if p 6= 2,
then
|zG ∩K| = 1 + |xF4(q)1 | = 1 + q8(q8 + q4 + 1)
and x1 ∈ F4(q) is an involution with CF4(x1) = B4. Similarly, if p = 2, then
|zG ∩K| = 1 + |xF4(q)2 | = 1 + (q4 + 1)(q12 − 1),
where x2 ∈ F4(q) is a short root element.
Now assume that CG0(z) 6= F4(q). Suppose p 6= 2, so |CG0(z)| = |Sp8(q)|. The group F4(q)
has two classes of involutions and from the previous paragraph we deduce that zG∩K is the
set of involutions in K of the form sg with CF4(s) = A1C3. Therefore,
|zG ∩K| = |F4(q)||SL2(q)||Sp6(q)|
= q14(q6 + 1)(q4 + q2 + 1)(q4 + 1).
For p = 2, we have
|CG0(z)| = |CF4(q)(t)| = q24(q2 − 1)(q4 − 1)(q6 − 1),
where t ∈ F4(q) is a long root element, and the proof of [49, Lemma 5.4] gives
|zG ∩K| = (q4 + 1)(q12 − 1) + (q4 + 1)(q6 − 1)(q12 − 1) + q4(q4 + q2 + 1)(q8 − 1)(q12 − 1).
In every case, the desired bound holds. 
We can now handle the case q > 2.
Proposition 7.12. The conclusion to Theorem 8 holds in case (d) of Table 7 if q > 2.
Proof. Let H and K be maximal subgroups of G of type 3D4(q) × (q2 + ǫq + 1) and F4(q),
respectively, and note that there is a unique Inndiag(G0)-class of each type of subgroup. By
Proposition 7.9, each subgroup in M(x) is conjugate to either H or K.
For any maximal subgroup M 6 G, let n(M) be the number of conjugates of M that
contain y, and note that
n(M) =
|yG ∩M |
|yG| ·
|G|
|M | .
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First consider n(H). Given the structure of H, we see that every element in H of order
q4 − q2 + 1 is contained in the subgroup L = 3D4(q) (indeed, note that q4 − q2 + 1 and
q2 + ǫq + 1 are coprime for all q). Each z ∈ L of order q4 − q2 + 1 is self-centralising and
by inspecting [27, Table 4.4] we deduce that L has 14q
2(q2− 1) distinct classes of semisimple
elements with centraliser a cyclic maximal torus of order q4 − q2 + 1. Therefore,
|yG ∩H| 6 1
4
q2(q2 − 1) · |
3D4(q)|
q4 − q2 + 1
and this yields n(H) 6 112q
2(q2 − 1).
Now let us turn to n(K). By inspecting [62, 65], we see that there are precisely 112q
2(q2−1)
regular semisimple classes in F4(q) with centraliser a torus of order q
4 − q2 + 1. Therefore,
|yG ∩K| 6 1
12
q2(q2 − 1) · |F4(q)|
q4 − q2 + 1
and we deduce that
n(K) 6
1
12
q2(q2 − 1)(q2 + ǫq + 1).
Alternatively, we can bound |yG ∩K| by arguing as in the proof of [49, Lemma 4.5], noting
that |W (E6) : W (F4)| = 45 (where W (X) denotes the Weyl group of X). Indeed, it follows
that yG ∩K is a union of at most 45 distinct K-classes, so
|yG ∩K| 6 45 · |F4(q)|
q4 − q2 + 1
and subsequently n(K) 6 45(q2 + ǫq + 1), which is a better bound for q > 5.
Finally, using the bounds in Lemmas 7.10 and 7.11, we deduce that∑
H∈M(x)
fpr(z,G/H) 6
1
12
q2(q2 − 1) · 2q−6 + f(q) · (q2 + ǫq + 1) · (q6 − q3 + 1)−1
for all nontrivial z ∈ G, where f(q) = 112q2(q2 − 1) if q 6 4 and f(q) = 45 for q > 5. One
checks that this upper bound is less than q−1 for all q. 
Finally, we deal with the special case q = 2.
Proposition 7.13. The conclusion to Theorem 8 holds in case (d) of Table 7.
Proof. In view of Proposition 7.12, we may assume G0 = E
ǫ
6(2), so |y| = 13 and we note that
G has a unique conjugacy class of elements of order 13 (see [16, Table 9], for example).
First assume ǫ = +, so each subgroup in M(x) has type 3D4(2)× 7 or F4(2) (see Proposi-
tion 7.8(i)). Note that |CG0(y)| = 91 by Lemma 7.6. By repeating the argument in the proof
of Proposition 7.12, we see that y is contained in a unique subgroup of type 3D4(2)×7 and 7
subgroups of type F4(2). Therefore, by applying the fixed point ratio bounds in Lemmas 7.10
and 7.11, we deduce that
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H) 6 1 · 1
25
+ 7 · 1
26 − 23 + 1 <
1
2
and the result follows.
Now assume ǫ = −, so Proposition 7.8(ii) informs us that the subgroups in M(x) are
of type F4(2) or SO7(3). Note that CG0(y) = 〈y〉. If H ∈ M(x) has type F4(2), then
|yG ∩H| = i13(F4(2)) = |F4(2)|/13 and we deduce that y is contained in a unique conjugate
of H. Similarly, if H has type SO7(3), then |yG ∩H| = i13(H) = |SO7(3)|/13 and thus y is
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Table 8. The relevant groups G = 〈G0, g〉 for G0 = F4(q)
Case g Conditions
(a) ϕi i is a proper divisor of f
(b) ρi i is an odd divisor of f & p = 2
contained in 2 conjugates of H. Therefore, x is contained in at most 3 maximal subgroups
of G and the bound in (18) implies that
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H) 6 3 · 1
26 − 23 + 1 <
1
2
as required. 
By combining Propositions 7.1, 7.4, 7.7 and 7.13, we obtain the following.
Theorem 7.14. The conclusion to Theorem 8 holds when G0 = E
ǫ
6(q).
8. Proof of Theorem 8: G0 = F4(q)
We now turn to the groups with socle G0 = F4(q). By Proposition 3.15, in order to prove
Theorem 8 we may assume that G = 〈G0, g〉, where g is recorded in Table 8. We will analyse
cases (a) and (b) in Sections 8.1 and 8.2, respectively. It will be useful to observe that for
all H ∈ M and all nontrivial z ∈ G, [49, Theorem 1] gives
fpr(z,G/H) 6 (q4 − q2 + 1)−1. (19)
8.1. Case (a): field automorphisms. Fix a proper divisor i of f and write e = f/i and
q = qe0. Let G¯ be the algebraic group F4 and let σ be the Steinberg endomorphism ϕ
i of G¯.
Let F : F4(q)g → F4(q0) be the Shintani map of (G¯, σ, e). Fix an element y ∈ F4(q0) such
that
|y| =
{
q40 − q20 + 1 if q0 > 2
17 if q0 = 2
and CF4(q0)(y) = 〈y〉 (see [56]). Choose x ∈ G with F (x) = y and note that |x| = e|y| (see
Lemma 3.20). In addition, note that |y| is 7, 73, 241, 601 (all of which are prime) when q0 is
2, 3, 4, 5, respectively, and that |y| > 2353 for q0 > 7.
Proposition 8.1. Let H ∈ M(x). Then H ∈ M1 and H is non-parabolic.
Proof. First observe that y is not contained in a maximal parabolic subgroup of F4(q0), so by
Corollary 3.24, there are no parabolic subgroups in M(x). For the remainder, let us assume
H ∈M2 ∪M3 has socle S.
Suppose H ∈ M3. By inspecting the possibilities for S given in [52], it is easy to see that
Aut(S) \ S does not contain an element of order divisible by |y|. For the remainder, let us
assume H ∈ M2.
Suppose S = Lǫ3(16), so p = 2 and Proposition 3.5 gives meo(H) 6 273. Therefore, q0 = 2
is the only possibility and we find that Aut(S) \ S contains elements of order 34 (and there
are also elements of order 3 · 17 and 15 · 17 when ǫ = +). This implies that e ∈ {2, 3, 15}.
However, if e ∈ {2, 3}, then [17, Lemma 8.5] states that G does not have a maximal subgroup
with socle Lǫ3(16) and it is easy to see that the same proof also applies when e = 15.
Next assume S = L2(t) with t 6 68 (2, t − 1). By applying the bound on meo(H) from
Proposition 3.5, we quickly reduce to the case q0 = 2 with t = 2
6, but |L2(64)| is indivisible
by |y| = 17, so this case does not arise. The cases S = 2B2(t) and 2G2(t)′ are handled in the
same way.
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To complete the proof, we may assume that rk(S) = 2 and t 6 9. If S is classical,
then by applying Proposition 3.5 we may assume q0 = 2 and t = 8, but in each case
one checks that |S| is indivisible by 17. Finally, suppose S = G2(t)′. Here the bound from
Proposition 3.5 is sufficient unless q0 ∈ {2, 3}. For t ∈ {2, 4, 8}, it is easy to check that |S| is
indivisible by 17. Similarly, |G2(3)| is indivisible by 73 and the case S = G2(9) is ruled out
by Proposition 3.8. 
Proposition 8.2. The conclusion to Theorem 8 holds in case (a) of Table 8.
Proof. Let H ∈ M(x) and let z ∈ G be nontrivial. By combining Propositions 3.3 and 8.1
with Lemma 3.25, we deduce that
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H) < (25 + log log q) · |y| · (q4 − q2 + 1)−1.
If q0 > 3, then this bound is always less than
1
2 and it is less than q
−1 for q > 25. If q0 = 2,
then |y| = 7 and again this bound is sufficient unless q = 4.
Therefore, for the remainder of the proof, we may assume that q = 4. In this case, |x| =
34. By Proposition 8.1, we know that H ∈ M1 is non-parabolic. Moreover, by carefully
considering the subgroups of type (I) to (IV) in Theorem 3.2, noting that |H∩G¯σ| is divisible
by 17, we deduce that there are at most 5 G0-classes of subgroups in M(x), namely
Aut(Sp8(4)) = Sp8(4).2 (two classes)
Aut(Ω+8 (4)) = Ω
+
8 (4).Sym3.2 (two classes)
F4(2)× 2
Now y is contained in exactly two maximal subgroups of F4(2), both of type Sp8(2) (see
[36, Table IV]). Since B4 and C4 are closed connected maximal subgroups of G¯, Lemma 3.23
implies that x is contained in exactly two maximal subgroups of G of type Sp8(4).2. Therefore
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H) <
2 + 3 · 17
44 − 42 + 1 =
53
241
<
1
2
for all nontrivial z ∈ G and we have proved the result. 
8.2. Case (b): graph-field automorphisms. Now let us turn to case (b) in Table 8. Here
q = 2f and i is an odd divisor of f . As usual, write e = f/i and q = qe0, where e > 1. Let
σ be the graph-field Steinberg endomorphism ρi of G¯ = F4 and let F : F4(q)g → 2F4(q0) be
the Shintani map of (G¯, σ, 2e). Let y ∈ 2F4(q0) be a regular semisimple element such that
|y| = q20 +
√
2q30 + q0 +
√
2q0 + 1
and C2F4(q0)(y) = 〈y〉 (see [63, Table IV]). Let x ∈ G be a Shintani correspondent of y and
note that |x| = 2e|y| by Lemma 3.20. In addition, observe that |y| is 13, 109, 1321 (all of
which are prime) when q0 is 2, 8, 32, respectively, and |y| > 18577 if q > 32.
First we settle the case q = 2.
Proposition 8.3. The conclusion to Theorem 8 holds in case (b) of Table 8 with q = 2.
Proof. Here G = Aut(G0) = G0.2 and the maximal subgroups of G are determined up to
conjugacy by Norton and Wilson in [59]. By inspecting [59, Table 1], we see that the only
maximal subgroups ofG containing y (other thanG0) are of the formH =
2F4(2)×2 andK =
L4(3):2
2 (the latter is in M3) and there is a unique conjugacy class of each type of subgroup.
As before, we write n(H) and n(K) for the number of conjugates of H and K, respectively,
that contain y. Now F4(2) has a unique class of elements of order 13, so CG0(y) = 〈y〉 and
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we deduce that |yG ∩ H| = i13(H) = |2F4(2)|/13 and |yG ∩ K| = i13(L4(3)) = 4|L4(3)|/13.
Therefore, n(H) = 1 and n(K) = 2. Finally, by applying the bound in (19), we see that
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H) 6
3
13
for all nontrivial z ∈ G and the result follows. 
Proposition 8.4. If e = 1 and q > 8, then each H ∈ M(x) is of type 2F4(q) or Cq4−q2+1:C12.
Proof. Let H ∈ M(x) and observe that |H| is divisible by |y|. Then just by considering the
orders of the maximal parabolic subgroups P1,4 and P2,3, we immediately deduce that H
is non-parabolic. As in previous cases, the bound on meo(H) in Proposition 3.7 eliminates
the subgroups in M3. Similarly, if H ∈ M2 has socle S, then Proposition 3.5 reduces the
analysis to a handful of cases with q ∈ {8, 32} and in each one it is clear that there are no
elements in Aut(S) \ S of order |x|. Finally, if H ∈ M1 then the fact that |H| is divisible by
|y| is highly restrictive and by inspecting the subgroups of type (I) to (III) in Theorem 3.2
it is easy to check that the only possibilities are those of type 2F4(q) and Cq4−q2+1:C12 (here
we note that the maximal rank subgroups of type 3D4(q) are non-maximal since G contains
graph-field automorphisms). This completes the proof and we note that there is a unique
G0-class of subgroups of each type. 
Proposition 8.5. If e > 1 then each H ∈M(x) is non-parabolic and contained in M1.
Proof. To see this, let us first observe that |x| > 52, so subgroups in M3 are ruled out by
Proposition 3.7. Now assumeH ∈ M2. By applying the bound on meo(H) in Proposition 3.5,
we quickly reduce to a handful of cases with q0 ∈ {2, 8}. In each of these, one checks that
Aut(S)\S has an element of order divisible by |y| if and only if S = L3(16) or PSp4(8) (both
with q0 = 2, so |y| = 13). However, in both cases, there are no elements in Aut(S)\S of order
26e with e > 2. Finally, observe that the order of y is not compatible with the containment
of y in a maximal parabolic subgroup of 2F4(q0), so Corollary 3.24 implies that there are no
maximal parabolic subgroups in M(x). 
Proposition 8.6. The conclusion to Theorem 8 holds in case (b) of Table 8.
Proof. In view of Proposition 8.3, we may assume q > 2. Let H ∈ M(x) and let z ∈ G
be nontrivial. Recall that C2F4(q0)(y) = 〈y〉. If e = 1, then by combining Lemma 3.25 with
Proposition 8.4 and the bound in (19), we deduce that
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H) < 2 · |y| · (q4 − q2 + 1)−1 < 1
q
for all nontrivial z ∈ G. Similarly, if e > 1 then by applying Proposition 8.5 we get
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H) < (21 + log log q) · |y| · (q4 − q2 + 1)−1.
One checks that this upper bound is less than q−1 for q > 4, but the case q = 4 requires
further attention (even for the desired 12 bound).
Assume that q = 4 with q0 = 2 and e = 2, so |x| = 52. By Proposition 8.5, we know that
each H ∈ M(x) is non-parabolic and is contained inM1. There are no exotic local subgroups
(see [21]) and so it remains to consider the maximal rank subgroups in M(x), together with
the subfield subgroup F4(2). By inspecting [50], using the fact that H ∩ G0 must contain
elements of order 13 and G contains graph-field automorphisms, we deduce that the only
possible maximal rank subgroups in M(x) are of type U3(4)2.2 and 132:(3 × SL2(3)). In
particular, we may replace the leading factor 21 + log log q in the above bound by 3 and the
result follows. 
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Table 9. The relevant groups G = 〈G0, g〉 for G0 = 3D4(q)
Case g Conditions
(a) τϕi i ∈ ∆(f) & f/i 6≡ 0 (mod 3)
(b) ϕi i ∈ ∆(f)
(c) τ
By combining Propositions 8.2 and 8.6, we have now proved the following theorem.
Theorem 8.7. The conclusion to Theorem 8 holds when G0 = F4(q).
9. Proof of Theorem 8: G0 =
3D4(q)
In this final section, we complete the proof of Theorem 8 by handling the almost simple
groups G with socle G0 =
3D4(q). In [43], Kleidman determines the maximal subgroups of
G and we note that G has at most 10+ log log q conjugacy classes of maximal subgroups. In
addition, [49, Theorem 1] gives the bound
fpr(z,G/H) 6 (q4 − q2 + 1)−1 (20)
for all H ∈ M and all nontrivial z ∈ G.
By considering Proposition 3.15, we see that it suffices to assume G = 〈G0, g〉, where g is
recorded in Table 9. In this table, we write ∆(f) for the set of positive proper divisors of f
and τ is the triality graph automorphism of G0 in Definition 3.9(iii).
9.1. Case (a): Shintani descent. Here i is a proper divisor of f and e = f/i is indivisible
by 3. Set q = qe0 and let G¯ be the adjoint algebraic group D4 over F¯p. Let σ be the Steinberg
endomorphism τϕi of G¯ and let F : 3D4(q)g → 3D4(q0) be the Shintani map of (G¯, σ, e).
Choose y ∈ 3D4(q0) such that |y| = q40 − q20 + 1 and C3D4(q0)(y) = 〈y〉. Let x ∈ G be a
Shintani correspondent, so |x| = e|y|.
Proposition 9.1. The conclusion to Theorem 8 holds in case (a) of Table 9.
Proof. First observe that y is not contained in a maximal parabolic subgroup of 3D4(q0), since
|y| does not divide the order of any such group, whence x is not contained in a maximal
parabolic subgroup of G by Corollary 3.24. Therefore, in view of Lemma 3.25 and the bound
in (20), we deduce that∑
H∈M(x)
fpr(z,G/H) 6 (8 + log log q) · |y| · (q4 − q2 + 1)−1
for all nontrivial z ∈ G. One checks that this bound is always sufficient (in particular, the
bound is less than q−1 for q > 4). 
9.2. Case (b): Shintani descent over G2. In this case, we can proceed as in Section 7.4,
using Lemma 3.26. Fix a proper divisor i of f and write e = f/i and q = qe0. Set G¯ = D4 and
let σ be the Steinberg endomorphism ϕi. In addition, let τ be a triality graph automorphism
of G¯ such that K¯ = CG¯(τ) = G2 and note that K¯ is σ-stable and G¯τσe =
3D4(q). Fix an
element y ∈ K¯σ = G2(q0) of order
|y| =
{
q20 − q0 + 1 if q0 > 2
7 if q0 = 2.
By Lemma 3.26(i), there exists x ∈ K¯σeσ = G2(q)g ⊆ 3D4(q)g such that xe is G¯-conjugate
to yτ2. In particular, x3e is G¯-conjugate to y3. By Remark 3.27, |x| = 3e|y3| and we note
that |y3| = (q20 − q0 + 1)/(3, q0 + 1) if q0 > 2.
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Proposition 9.2. The conclusion to Theorem 8 holds in case (b) of Table 9.
Proof. Here G¯σ = Inndiag(PΩ
+
8 (q0)) and y
3 ∈ G2(q0) 6 G¯σ . From [56], we see that the order
of y implies that
|CG¯σ(y3)| = c(q0) =
{
(q30 + 1)(q0 + 1) if q0 > 2
7 if q0 = 2.
Therefore, by applying Lemma 3.26(ii)(a) and the bound in (20) we deduce that
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H) 6 (10 + log log q) · c(q0) · (q4 − q2 + 1)−1
for all nontrivial z ∈ G. The result follows (in particular, the upper bound is less than q−1
if q > 9). 
9.3. Case (c): triality graph automorphisms. We have reached the final case. Here we
may assume that G = 〈G0, g〉, where g is the standard triality graph automorphism of G0.
As in Section 7.3, we cannot apply Shintani descent in this case.
First we handle the case q = 2.
Proposition 9.3. The conclusion to Theorem 8 holds in case (c) of Table 9 with q = 2.
Proof. As in the proof of Proposition 4.1, it is straightforward to use Magma to handle
this case. In particular, we find that the class labelled 24A in the Atlas [22] witnesses
u(G) > 4. 
For the remainder, we will assume q > 3. Choose y ∈ CG0(g) = G2(q) such that
|y| = q2 − q + 1
and CG2(q)(y) = 〈y〉. Set x = yg ∈ G and note that x3 = y3 ∈ G0 and |x| = 3|y|/(3, q + 1).
Write
r = |y3| = (q2 − q + 1)/(q + 1, 3),
which is divisible by a primitive prime divisor of q6 − 1.
Lemma 9.4. We have CG0(y) = Cq2−q+1 × Cq2−q+1.
Proof. We may choose y ∈ SU3(q) < G2(q), so y ∈ L¯ < H¯ < G¯, where L¯ = A2, H¯ = G2 and
G¯ = D4 are the corresponding algebraic groups. Let V and U be the natural modules for
G¯ and L¯, respectively, and observe that V |L¯ = U ⊕ U∗ ⊕ 02, where 0 is the trivial module
and U∗ is the dual of U . By first considering the eigenvalues of y on U , and then on V via
the given decomposition, we deduce that the connected component of CG¯(y) is a maximal
torus. In particular, y is a regular semisimple element of G0 and by inspecting [43, Table
II] we deduce that CG0(y) is either Cq2−q+1 × Cq2−q+1 or Cq3+1 × Cq+1. Finally, we observe
that the SU3(q) subgroup of G2(q) containing y is centralised in
3D4(q) by a torus of order
q2 − q + 1 and this rules out the latter possibility. 
Proposition 9.5. If q > 2 then each H ∈ M(x) is of one of the following types:
G2(q), PGU3(q) (q ≡ 2 (mod 3)), SU3(q)× Cq2−q+1, Cq2−q+1 × Cq2−q+1.
Proof. Since M(x) ⊆ M(y3), we proceed by considering the maximal overgroups H0 of y3
in G0, referring to the main theorem of [43] (also see [72, Theorem 4.3]).
By inspection, the only parabolic subgroup with order divisible by r is of the form
H0 = q
1+8:SL2(q
3).Cq−1.
However, the maximal tori of SL2(q
3) have order q3± 1, so there are no elements in H0 with
the appropriate centraliser in G0. Therefore, there are no parabolic subgroups in M(x).
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Plainly, we will find subgroups of type G2(q) in M(y3), and there may also be subgroups
of type PGU3(q) when q ≡ 2 (mod 3). If p = 2 and H0 = L2(q3)× L2(q), then CH0(z) has a
cyclic subgroup of order q3+1 (a maximal torus in the first factor) for each z ∈ H0 of order
r, so these subgroups do not arise. Since y3 does not commute with an involution, we can
also exclude the involution centraliser when p is odd. Subfield subgroups can be ruled out
by Lagrange’s theorem. Similarly, just by considering divisibility, we see that the only other
possibilities are subgroups of type SU3(q) × Cq2−q+1 and Cq2−q+1 × Cq2−q+1 (the latter is
the centraliser of y3 in G0). The result follows. 
Let H ∈ M(x). If H is of type G2(q), then [49] gives fpr(z,G/H) 6 (q4 − q2 + 1)−1 for
all nontrivial z ∈ G and this bound is best possible. Indeed, equality holds if z is a long
root element in G (see the proof of [49, Lemma 6.3]). For the other subgroups arising in
Proposition 9.5, we need to sharpen the bound on fpr(z,G/H) in [49]. To do this, it will
be helpful to observe that if z ∈ G has prime order, but is not a long root element, then
|zG| > q14. In addition, if 1 6= z ∈ G0 is not a long root element, then |zG| > q16. For both
of these claims, see [27].
Lemma 9.6. Let H be a maximal subgroup of G of type PGU3(q), where q ≡ 2 (mod 3) and
q > 5, and let z ∈ G be nontrivial. Then
fpr(z,G/H) < 2q−6.
Proof. By replacing z by a suitable conjugate, we may as well assume z is contained in H
and has prime order. Observe that H = PGU3(q)× 3 = CG(g′), where g′ is a certain triality
graph automorphism of G0.
First we claim that z is not a long root element in G0. To see this, let H¯ = A2 and G¯ = D4
be the corresponding algebraic groups and observe that the natural module V for G¯ is the
adjoint module for H¯. This allows us to compute the Jordan form of each unipotent element
in H¯ on V . Indeed, if p = 2 then H¯ has a unique class of involutions and such an element
has Jordan form [J42 ] on V . Similarly, if p > 5 then each element in H¯ of order p has Jordan
form [J3, J
2
2 , J1] or [J5, J3] on V . The claim now follows since the long root elements in G¯
have Jordan form [J22 , J
4
1 ] on V .
To complete the proof, recall that |zG| > q14 if z is not a long root element, so the result
follows from the trivial bound |zG ∩H| 6 2|PGU3(q)| < 2q8. 
Lemma 9.7. Let H be a maximal subgroup of G of type Cq2−q+1 × Cq2−q+1, where q > 3,
and let z ∈ G be nontrivial. Then
fpr(z,G/H) < q−6.
Proof. Here H = (Cq2−q+1 × Cq2−q+1):SL2(3).3. Assume that z ∈ H has prime order. As in
the proof of Lemma 9.6, if z ∈ G is not a long root element, then |zG| > q14 and we get
fpr(z,G/H) 6 |H|q−14 < q−6.
Therefore, we just need to rule out the existence of long root elements in H.
If p > 5, then |H| is indivisible by p, so we may assume p ∈ {2, 3}. Seeking a contradiction,
suppose z ∈ H is a long root element. Viewing z as an element of the algebraic group G¯ = D4,
note that z normalises a maximal torus of G¯, so [48, Proposition 1.13(iii)] implies that p = 2
and thus z is an involution. In particular, z is in the coset St of S = Cq2−q+1 × Cq2−q+1,
where t is the unique involution in SL2(3). However, all the involutions in St are contained
in the largest class of involutions in G¯ (see [17, Corollary 4.4], for example), whence all the
involutions in H are in the G0-class labelled 3A1. In particular, there are no involutions in
the class A1, which comprises the long root elements in G0. This is a contradiction and the
result follows. 
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Lemma 9.8. Let H be a maximal subgroup of G of type SU3(q)×Cq2−q+1 and let z ∈ G be
nontrivial. Then
fpr(z,G/H) < 2q−6.
Proof. Assume that z ∈ H has prime order. Write H0 = H ∩G0 and observe that
H0 = (SU3(q) ◦ Cq2−q+1).(3, q + 1).2 = SU3(q).Cq2−q+1.2.
First assume z ∈ G is either semisimple or unipotent, but not a long root element. Then
|zG| > q16 and the result follows since |zG ∩ H| 6 |H0| < 2q10. In addition, the long root
elements in H0 coincide with the long root elements in the SU3(q) subgroup, so if z is such
an element then
|zG ∩H| = (q − 1)(q3 + 1), |zG| = (q2 − 1)(q8 + q4 + 1)
and thus fpr(z,G/H) < q−6.
To complete the proof, assume z ∈ G is a graph automorphism of order 3. If CG0(z) 6=
G2(q), then |zG| > 12q20 and the desired bound follows since |zG ∩H| 6 2|H0| < q12. Finally,
suppose CG0(z) = G2(q), so |zG| > q14. In terms of algebraic groups, let J¯ = A2T2 < G¯ = D4
and let τ be a graph automorphism of G¯ with CG¯(τ) = G2. By arguing as in the proof of [11,
Proposition 3.3], we see that tτ ∈ J¯τ is a G2-type triality if and only if t ∈ Z(J¯). Therefore,
returning to the finite groups, we deduce that
|zG ∩H| = 2|Z(SU3(q))| · q
2 − q + 1
(3, q + 1)
= 2(q2 − q + 1)
and the required bound follows. 
Proposition 9.9. The conclusion to Theorem 8 holds in case (c) of Table 9.
Proof. In view of Proposition 9.3, we may assume q > 3. Recall that the maximal overgroups
H of x are described in Proposition 9.5. For each type of subgroup, we need to bound the
number of conjugates of H containing x. As before, we do this by estimating the number of
conjugates containing y, which we denote by n(H).
First assume H ∈ M(x) is a subgroup of type G2(q). By inspecting [20, 30], we see that
G2(q) has at most
1
6q(q−1) conjugacy classes of semisimple elements with centraliser Cq2−q+1
and thus
|yG ∩H| 6 1
6
q(q − 1) · |G2(q)|
q2 − q + 1 .
This implies that
n(H) 6
1
6
q(q − 1)(q2 − q + 1).
Alternatively, by arguing as in the proof of [49, Lemma 4.5] we see that yG ∩H is a union
of at most |W (D4) : W (G2)| = 16 distinct H-classes and this yields n(H) 6 16(q2 − q + 1).
Notice that the latter bound is better for q > 9.
Next assume q ≡ 2 (mod 3) and H ∈ M(x) is of type PGU3(q). Now PGU3(q) has
1
3 (q
2 − q − 2) classes of semisimple elements with centraliser Cq2−q+1, so
|yG ∩H| 6 1
3
(q2 − q − 2) · |PGU3(q)|
q2 − q + 1
and we get n(H) 6 13(q
2 − q − 2)(q2 − q + 1).
Now suppose H ∈ M(x) is of type SU3(q) × Cq2−q+1. Set H0 = H ∩ G0 and recall that
H0 = SU3(q).Cq2−q+1.2. Now SU3(q) has ⌈13 (q2 − q − 2)⌉ 6 13q(q − 1) conjugacy classes of
semisimple elements with centraliser of order q2 − q + 1 and this implies that
|yG ∩H| 6 1
3
q(q − 1) · |SU3(q)|
q2 − q + 1 · (q
2 − q + 1).
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In turn, this gives n(H) 6 16q(q − 1)(q2 − q + 1).
Finally, if H ∈ M(x) is of type Cq2−q+1 × Cq2−q+1 then |yG ∩H| 6 (q2 − q + 1)2 and we
deduce that n(H) 6 124(q
2 − q + 1)2.
Bringing the above bounds together, we conclude that for all nontrivial z ∈ G,
P (z, x) 6
∑
H∈M(x)
fpr(z,G/H)
< f(q) · (q2 − q + 1) · (q4 − q2 + 1)−1 + 1
3
(q2 − q − 2)(q2 − q + 1) · 2q−6
+
1
6
q(q − 1)(q2 − q + 1) · 2q−6 + 1
24
(q2 − q + 1)2 · q−6
where f(q) = 16q(q − 1) if q 6 9 and f(q) = 16 for q > 9. One checks that this upper bound
is less than 12 for all q > 2 and less than q
−1 for q > 16. 
In view of Propositions 9.1, 9.2 and 9.9, we have now proved the following result.
Theorem 9.10. The conclusion to Theorem 8 holds when G0 =
3D4(q).
Moreover, by combining this with Theorems 4.5, 5.2, 6.5, 7.14 and 8.7, we conclude that
the proof of Theorem 8 is complete.
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