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a b s t r a c t
In this paperwe consider the algebraM1,1(E) endowedwith the involution∗ induced by the
transposition superinvolution of the superalgebraM1,1(F) of 2× 2-matrices over the field
F . We study the ∗-polynomial identities for this algebra in the case of characteristic zero.
We describe a finite set generating the ideal of its ∗-identities. We also consider Mn(E),
the algebra of n × n matrices over the Grassmann algebra E. We prove that for a large
class of involutions defined on it any ∗-polynomial identity is indeed a polynomial identity.
A similar result holds for the verbally prime algebraMk,l(E).
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The description of the ∗-polynomial identities satisfied by an algebra with involution is an important task in ring theory.
It is well-known that to study the ∗-polynomial identities of the full matrix algebraMn(F) over an infinite field F such that
char(F) ≠ 2 it is sufficient to consider the transpose and the symplectic involutions, the latter only when n is even [17,
Chapter 3]. Notice that the concrete form of the generators of the T∗-ideal of ∗-identities of Mn(F) is known only when
n = 1 (trivial) and when n = 2, see [14] for the case of characteristic 0, and [6] for positive characteristic. In this paper we
consider the algebra M1,1(E) =

a b
c d

|a, d ∈ E0 b, c ∈ E1

. Here E is the Grassmann algebra generated by an infinite
dimensional vector space L over a field F of characteristic zero. Moreover E = E0⊕E1 is the decomposition of the Grassmann
algebra in its Z2-graded components, given by the subspaces, E0 and E1, of elements of even or odd length respectively. This
algebra plays an important role in the theory of algebras with polynomial identities. In characteristic zeroM1,1(E) satisfies
the same polynomial identities of E ⊗ E and it generates a non-trivial prime variety of associative algebras. More generally,
as proved by Kemer (see [11,12]) any non-trivial prime variety is generated by one of thematrix algebrasMn(F),Mn(E) or by
certain subalgebrasMk,l(E) ⊂ Mk+l(E), defined later. In the light of this it is a natural and interesting problem to investigate
more closely the involutions defined on these algebras and their ∗-polynomial identities.
First we consider the algebra Mn(E), of n × nmatrices over E. More precisely, let us denote by γ = γα,β the involution
induced onMn(E) by a pair (α, β) of involutions defined onMn(F) and E, respectively. Thus ifm =∑ eijmij ∈ Mn(E)where
eij ∈ Mn(F) are the matrix units andmij ∈ E one defines γ (m) =∑α(eij)β(mij). We shall prove that if the vector space L is
invariant under the action of β then any ∗-polynomial identity f (x1, . . . , xd, x∗1, . . . , x∗d) of (Mn(E), γ ) is trivial, this means
that the polynomial f (x1, . . . , xd, xd+1, . . . , x2d) is an ordinary polynomial identity ofMn(E). We notice that this last result is
not true in the case of positive characteristic. Also, we would like to mention that the description of the involutions defined
on a given algebra is completely solved in a few cases only. See for instance [17, Chapter 3] or [13, Chapter 1] for the class of
the central simple algebras, and [7] or [15] for the algebras of n× n upper triangular matrices UTn(F). In recent years there
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has been significant interest in describing the involutions on algebras with additional structure. Thus the graded involutions
on matrix and related algebras and superalgebras have been studied in [2,4,1,3].
As we said above, Mk,l(E) is a subalgebra of Mk+l(E); it consists of the matrices

a b
c d

such that a ∈ Mk(E0),
d ∈ Ml(E0), b ∈ Mk×l(E1), c ∈ Ml×k(E1). Hence, the involution γα,β defined above on Mk+l(E) induces an involution on
its subalgebra Mk,l(E) if α and β satisfy some natural conditions which we will discuss later. However, as above, we will
prove in Section 3 that if the field F has characteristic zero then any ∗-polynomial identity of (Mk,l(E), γα,β) is trivial. On
the other hand, let us consider on the matrix algebra Mk+l(F) the elementary Z2-grading which is induced by the map
µ = µk,l : {1, . . . , k + l} → Z2 defined by µ(i) = 0 if i ≤ k and µ(i) = 1 otherwise. In this case any matrix
unit eij is Z2-homogeneous and the Z2-homogeneous component of degree g ∈ Z2 in A = Mk+l(F) is the subspace
Ag = spanF ⟨eij | µ(j) − µ(i) = g⟩. In this paper we denote this superalgebra asMk,l(F). ThereforeMk,l(E) is isomorphic to
the Grassmann envelope Mk,l(F) ⊗ E = (A0 ⊗ E0)⊕ (A1 ⊗ E1) and we can define an involution on it by considering a pair of
superinvolutions defined on the superalgebrasMk,l(F) and E.
More precisely, let A = A0⊕A1 be an associative superalgebra. A superinvolution on A is aZ2-graded linearmap ◦ : A → A
such that (a◦)◦ = a for all a ∈ A and
(ab)◦ = (−1)‖a‖·‖b‖b◦a◦
for all Z2-homogeneous elements a, b of Z2-degree ‖a‖ and ‖b‖ respectively. Also the study of superinvolutions is an
important subject in ring theory, see for instance [9,16]. They are a useful tool in Kac’s classification of finite dimensional
simple Lie superalgebras over an algebraically closed field of characteristic zero. We will find in it two series of examples
which are the superalgebras of skew-symmetric elements with respect to a superinvolution in a simple associative
superalgebra [10]. In our context, let ◦ and  be a pair of superinvolutions defined on the superalgebras A and B respectively,
then the map ∗ defined on R = A ⊗ B = (A0 ⊗ B0)⊕ (A1 ⊗ B1) by putting (a⊗ b)∗ = a◦ ⊗ b is an involution on R.
Clearly the identity map on E is a superinvolution. Moreover, by theorem 3.2 of [9] it follows that there exist only two
superinvolutions on M1,1(F). Namely, the linear map ◦, defined by

a b
c d
◦
=

d b
−c a

, for all matrices

a b
c d

in
M1,1(F), and the composition of ◦with π , which is the parity automorphism ofM1,1(F), given by π(a0 + a1) = a0 − a1. Let
us denote by ∗ the involution induced onM1,1(E) by the pair (◦, idE). Then we have:
a b
c d
∗
=

d b
−c a

.
If ♯ is the induced involution by the pair (◦π, idE), then the linear map φ defined by φ

a b
c d

=

d c
b a

is an
isomorphism of the algebras with involution (M1,1(E), ∗) and (M1,1(E), ♯). Therefore, these two algebras with involution
satisfy the same ideal of ∗-polynomial identities.
Themain result of our paper concerns the description of ∗-polynomial identities for the algebra (M1,1(E), ∗). We are able
to exhibit a finite set of generators for the ideal of these identities. This goal is achieved by means of ∗-proper polynomials
in the free algebra with involution.
The paper is organized in the following manner. In Section 2, which is purely introductory, we recall some basic facts
about ∗-polynomial identities of algebras with involution. Section 3 concerns the ∗-identities of the algebras Mn(E) and
Mk,l(E). In Section 4 we determine some natural ∗-identities satisfied by (M1,1(E), ∗) and we consider the T∗-ideal, I ,
generated by these identities. In Section 5 we consider the spaces of ∗-proper multilinear polynomials in the relatively
free algebra F⟨Y ∪ Z⟩/I and we fix a set of linear generators for each of these spaces. In the last section we prove that these
polynomials are linearly independent modulo T∗(M1,1(E)) and we conclude that I = T∗(M1,1(E)).
Now we recall some basic definitions and introduce some notation.
2. ∗-polynomial identities of ∗-algebras
Let F be any field of characteristic zero and let (A, ∗) be an associative F-algebra with involution ∗. Let us denote by A+
and A− the subspaces of symmetric elements and skew-symmetric elements of A, respectively, i.e.
A+ := {a| a ∈ A a∗ = a}, A− := {a| a ∈ A a∗ = −a}.
If a ∈ A+ ∪ A− we say that a is a ∗-homogeneous element of A and we put |a|∗ = 0 if a ∈ A− and |a|∗ = 1 when a ∈ A+, here
0, 1 are the elements of Z2. We remark that if a, b are ∗-homogeneous elements of A then the commutator [a, b] = ab− ba
is also ∗-homogeneous, more precisely we have
|[a, b]|∗ = |a|∗ + |b|∗ .
In the same way, if a, b are ∗-homogeneous elements of A then the Jordan product a ◦ b = ab+ ba is also ∗-homogeneous
and we have
|a ◦ b|∗ = |a|∗ + |b|∗ + 1.
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If X is a countable set of indeterminates let F⟨X, ∗⟩ = F⟨x, x∗ | x ∈ X⟩ be the free associative algebra with involution gen-
erated by X over F . Then a polynomial f (x1, . . . , xd, x∗1, . . . , x
∗
d) is a ∗-polynomial identity of A if f (a1, . . . , ad, a∗1, . . . , a∗d) = 0
for all a1, . . . , ad ∈ A. It is customary to denote the set of all these polynomials by T∗(A). It is easy to see that T∗(A) is an
ideal of F⟨X, ∗⟩ which is invariant under all endomorphisms commuting with the involution of the free algebra, moreover
one has T∗(A)∗ = T∗(A). Briefly, it is called a T∗-ideal of F⟨X, ∗⟩.
Since we are working in characteristic zero (in general, it is sufficient that the characteristic of the ground field is
different from 2), it is useful to consider the free associative algebra with involution F⟨X, ∗⟩ as generated by symmetric
and skew-symmetric variables, namely F⟨X, ∗⟩ = F⟨Y ∪ Z⟩, where we put yi := xi + xi∗ and zi := xi − xi∗, for
any i. Hence a polynomial f (y1, . . . , yl, z1, . . . , zm) is a ∗-polynomial identity for A if f (a1, . . . , al, b1, . . . , bm) = 0 for all
a1, . . . , al ∈ A+ and b1, . . . , bm ∈ A−. Moreover, as the characteristic of F is zero, a standard process of multilinearization
shows that T∗(A) is generated, as a T∗-ideal, by the subspaces T∗(A) ∩ Pl,m where Pl,m is the space of all multilinear
∗-polynomials of degree l + m in y1, . . . , yl, z1, . . . , zm in the free algebra F⟨Y ∪ Z⟩. Another useful approach to the study
of ∗-polynomial identities is based on the so called ∗-proper polynomial of F⟨Y ∪ Z⟩, see [8]. Let R be any ring, and let
r1, r2 ∈ R, then, as above, the commutator of r1 and r2 is the element [r1, r2] = r1r2 − r2r1. If k ≥ 3 one writes inductively
[r1, r2, . . . , rk] := [r1, . . . , rk−1]rk − rk[r1, . . . , rk−1], a left-normed commutator of length k. We denote by BY the unitary
F-subalgebra of F⟨Y ∪ Z⟩ generated by the elements of Z and by all non-trivial commutators [r1, r2, . . . , rk] where the
elements r1, . . . , rk belong to the set Y ∪ Z . The elements of BY are called ∗-proper (or Y -proper) polynomials. Roughly
speaking, a polynomial f ∈ F⟨Y ∪ Z⟩ is ∗-proper if all the y ∈ Y occurring in f appear in commutators only. Notice that if
f ∈ F⟨Z⟩ then f is ∗-proper.When A is a unitary algebra with involution it was proved in [8] that the set BY ∩T∗(A) generates
the whole T∗(A) as T∗-ideal. In this paper we consider the spaces
Γl,m = Pl,m ∩ BY where l,m ≥ 0
of all multilinear ∗-proper polynomials in y1, . . . , yl, z1, . . . , zm in the free algebra F⟨Y ∪ Z⟩. Since F has characteristic zero
T∗(A) is determined by the subspaces Γl,m ∩ T∗(A) ([8], Lemma 2.1). If I is a T∗-ideal of F⟨Y ∪ Z⟩ we denote by Γl,m(I) the
linear space Γl,m/(I ∩ Γl,m). We have I = J if and only if Γl,m(I) = Γl,m(J) for all l,m ≥ 0. As usual, if I = T∗(A) for some
algebra with involution Awe simply write Γl,m(A) instead of Γl,m(T∗(A)).
3. ∗-polynomial identities onMn(E) andMk,l(E)
Let F be a field of characteristic zero, L be an infinite dimensional vector space over F and let E be the Grassmann algebra
generated by L. First we consider the involutions of Mn(E) ∼= Mn(F) ⊗ E defined as in the introduction. More precisely,
we have:
Proposition 1. Let γ = γα,β be the involution induced on Mn(E) by a pair (α, β) of involutions defined on Mn(F) and E,
respectively. If L is invariant under the action of β then any ∗-polynomial identity of (Mn(E), γ ) is trivial, that is
f (y1, . . . , yl, z1, . . . , zm) ∈ T∗(Mn(E), γ ) if and only if f (x1, . . . , xl+m) ∈ T (Mn(E)).
Proof. Since the characteristic of F is zero, it is enough to show that any multilinear ∗-polynomial identity
f (y1, . . . , yl, z1, . . . , zm) of (Mn(E), γ ) is trivial. We write L = L−1⊕ L1, where the subspaces L1 and L−1 are the eigenspaces
of the linear map β . More precisely, L1 = {v ∈ L | vβ = v} while L−1 = {v ∈ L | vβ = −v}. First we assume that L1 is
infinite dimensional.
So we fix a linear basis B = {e1, e2, . . .} of L1 given by symmetric elements in (E, β) and let E ′ = {ei1ei2 . . . eiq | q ∈
N, i1 < i2 < · · · < iq} be the basis of the Grassmann algebra E ′ generated by L1. Clearly,Mn(E) andMn(E ′) satisfy the same
polynomial identities and so it is sufficient to prove that f (x1, . . . , xl+m) lies in T (Mn(E ′)). Therefore, ifB is a linear basis of
R = Mn(E ′) one needs just to consider the homomorphisms S : F⟨X⟩ → R such that S(xi) = ri ∈ B for all i. We can assume
ri = siwi wherewi ∈ E ′ and si belongs to a fixed basisBn ofMn(F), given by α-homogeneous elements ofMn(F). We remark
that any elementw = ei1ei2 . . . eiq of E ′ is β-homogeneous in E. More precisely:ei1ei2 . . . eiq β := 1 if q ≡ 0, 1 (mod 4)0 if q ≡ 2, 3 (mod 4). (1)
Therefore any ri is γ -homogeneous andwe have |ri|γ = |si|α+|wi|β . Since L1 is infinite dimensional, from Eq. (1) we can
choose elements a1, . . . , al+m of even length in E ′ such that any element ej of B occurring in a1a2 · · · al+m does not appear
in the expression of wi, for all i = 1, . . . , l + m, and moreover |ai|β = 1 + |ri|γ for i = 1, . . . , l while |ai|β = |ri|γ for
i = l + 1, . . . , l + m. In other words r1a1, . . . , rlal are symmetric elements in (Mn(E), γ ) while rl+1al+1, . . . , rl+mal+m are
skew-symmetric.
Hence, we have f (r1, . . . , rl+m)a1a2 · · · al+m = f (r1a1, . . . , rl+mal+m) = 0 and we obtain f (r1, . . . , rl+m) = 0, as desired.
A similar argument holds in the case when L−1 is infinite dimensional and we are done. 
Remark 2. The previous result is not true in the case of positive characteristic. More precisely, let p > 0 be the characteristic
of the ground field F and let us consider the involution β induced on E by the identity map of L. In this case L1 = L and
ei1ei2 . . . eiq is skew-symmetric if and only if q ≡ 2, 3 (mod 4). Therefore, zp is a ∗-polynomial identity for (E, β) but
xp /∈ T (E).
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Now, let us consider Mk,l(E) ∼= Mk,l(F) ⊗ E, where Mk,l(F) is the algebra Mk+l(F) with the structure of superalgebra
defined as above. Let α be an involution ofMk,l(F) and let β be an involution defined on E. We assume that:
(1) α preserves the Z2-graded components ofMk,l(F),
(2) the vector space L is invariant under the action of β .
Under these assumptions, the involution γα,β of Mk+l(E) induces an involution on Mk,l(E) ⊂ Mk+l(E); moreover, using
an argument similar to that given in the proof of Proposition 1, we will obtain that any ∗-polynomial identity of Mk,l(E) is
trivial. We summarize this result as:
Proposition 3. Let γα,β be the involution induced on Mk+l(E) by a pair (α, β) of involutions defined on Mk,l(F) and E,
respectively. If α and β satisfy the conditions (1) and (2) above then γα,β induces an involution on Mk,l(E) and any ∗-polynomial
identity of Mk,l(E) is trivial, that is f (y1, . . . , yl, z1, . . . , zm) ∈ T∗(Mk,l(E), γα,β) if and only if f (x1, . . . , xl+m) ∈ T (Mk,l(E)).
4. An ideal of ∗-identities of (M1,1(E), ∗)
In the rest of this paper we will consider the algebra R = M1,1(E) and the involution ∗ defined on it by putting
a b
c d
∗
=

d b
−c a

.
The subspaces of symmetric and skew-symmetric elements of R are given by R+ =

a b
0 a

| a ∈ E0, b ∈ E1

and
R− =

a 0
b −a

| a ∈ E0, b ∈ E1

respectively. Therefore, it is clear that the algebra (M1,1(E), ∗) satisfies the following
set of ∗-polynomial identities:
(a) [y1, y2]
(b) z1z2z3 − z3z2z1
(c) [z1, z2][z3, z4].
In the following proposition we write down a list of identities that are satisfied by (M1,1(E), ∗). Their deduction is
somewhat less straightforward than that of the ∗-identities (a)–(c). That is why we separate them from the ‘‘obvious’’
identities (a)–(c). More precisely we have:
Proposition 4. The following polynomials belong to the ideal T∗(M1,1(E)):
(i) [y1, z1, z2, z3] − 2(z1 ◦ z2)[y1, z3];
(ii) [z1, z2]y1[z3, z4] + [z3, z4]y1[z1, z2];
(iii) 2z1[y1, z2, z3] + [y1, z1, z2, z3] + [z1, z2][y1, z3] + [z1, z3][y1, z2] + [z2, z3][y1, z1];
(iv) 2[z1, z2]z3[y1, z4] + [z1, z2][y1, z3, z4];
(v) [y1, z1][y2, z2] + [y1, z2][y2, z1];
(vi) [y1, z1][y2, z2, z3] − [y1, z2, z1][y2, z3];
(vii) [z1, z2][y1, z3][y2, z4] − [z1, z4][y1, z2][y2, z3] − [z2, z3][y1, z1][y2, z4] + [z3, z4][y1, z1][y2, z2].
Proof. It is sufficient to consider the evaluation of the indeterminates yi, zi on the symmetric and skew-symmetric elements
y¯i =

αi βi
0 αi

and z¯i =

ai 0
ci −ai

ofM1,1(E), respectively. Let eij be the usual matrix units ofM2(F) having 1 as (i, j) entry
and zero elsewhere. First we observe that
[z¯i, z¯j] = 2(ciaj − aicj)e21 and z¯i ◦ z¯j = 2aiaj(e11 + e22),
moreover we have
[y¯i, z¯j] = βicj(e11 + e22)− 2βiaje12.
Then, by induction on n ≥ 1, we obtain
[y¯1, z¯1, . . . , z¯n] = (−2)n−1β1a1 . . . an−1cn(e11 + e22)+ (−2)nβ1a1 . . . ane12.
Now the proof that all the above polynomials are indeed ∗-polynomial identities for M1,1(E) consists of a straightforward
verification and we omit it. 
We denote by I the T∗-ideal generated by
[y1, y2], z1z2z3 − z3z2z1, [z1, z2][z3, z4]
and the polynomials listed in Proposition 4.
Our main goal here is to prove the following theorem.
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Theorem 5. The T∗-ideal of the ∗-polynomial identities of the algebra with involution (M1,1(E), ∗) is generated, as T∗-ideal, by
the polynomials
[y1, y2], z1z2z3 − z3z2z1, [z1, z2][z3, z4]
and by the polynomials (i), . . . , (vii) of Proposition 4. In other words I = T∗(M1,1(E)).
First we deduce some consequences of the generators of I . In order to refer to them with ease we divide these new
identities in several lemmas.
The first one is an easy consequence of [y1, y2] and the identity (v) in Proposition 4. Let us recall that (−1)ρ denotes the
sign of the permutation ρ, then:
Remark 6. For all permutations σ , τ ∈ Sl the ideal I contains the polynomial
[yσ(1), zτ(1)] . . . [yσ(l), zτ(l)] − (−1)στ [y1, z1] . . . [yl, zl]
We also have:
Lemma 7. For any permutation σ ∈ Sk the ideal I contains the polynomial
[y1, zσ(1), . . . , zσ(k), zk+1] − [y1, z1, . . . , zk, zk+1].
Proof. Since the commutator [y, z] is a symmetric element for any y ∈ Y and z ∈ Z , it is enough to show that I contains
the polynomial [y1, z1, z2, z3] − [y1, z2, z1, z3]. By identity (i) we have, modulo I , [y1, z1, z2, z3] = 2(z1 ◦ z2)[y1, z3] =
2(z2 ◦ z1)[y1, z3] = [y1, z2, z1, z3]. 
Lemma 8. The following polynomial:
2z2[y1, z1] + 2z1[y1, z2] + [y1, z1, z2] + [y1, z2, z1]
is an element of I.
Proof. In every associative algebra one has [a1, a2 ◦ a3] = [a1, a2] ◦ a3 + a2 ◦ [a1, a3]. Since z1 ◦ z2 is symmetric, we obtain
[y1, z1]◦z2+z1◦[y1, z2] = [y1, z1◦z2] ∈ I . Also [y1, z1]z2 = [y1, z1, z2]+z2[y1, z1] and [y1, z2]z1 = [y1, z2, z1]+z1[y1, z2]. 
Lemma 9. The ideal I contains the polynomial
4z1z2[y1, z3] − 2[z1, z2][y1, z3] − [y1, z1, z2, z3].
Proof. We have 4z1z2[y1, z3]−2[z1, z2][y1, z3]− [y1, z1, z2, z3] = 2(z1 ◦ z2)[y1, z3]− [y1, z1, z2, z3] and the last polynomial
is in I by identity (i). 
Lemma 10. The following polynomial belongs to I:
[z2, z3][y1, z1, z4] − [z1, z3][y1, z2, z4] + [z1, z2][y1, z3, z4].
Proof. We put f = [z2, z3][y1, z1, z4] − [z1, z3][y1, z2, z4] + [z1, z2][y1, z3, z4] and we work modulo I . By identities (iv)
and (b), we have
f = −2([z2, z3]z1[y1, z4] − [z1, z3]z2[y1, z4] + [z1, z2]z3[y1, z4])
= −2([z2, z3]z1 − [z1, z3]z2 + [z1, z2]z3)[y1, z4] = 0,
and we are done. 
Lemma 11. The ideal I contains the polynomial
[z1, z4][y1, z3, z2] − [z1, z4][y1, z2, z3] + [z2, z3][y1, z4, z1] − [z1, z3][y1, z2, z4] + [z1, z2][y1, z3, z4].
Proof. Let f be the above polynomial. By Lemma 10 we have modulo I:
f = [z1, z4][y1, z3, z2] − [z1, z4][y1, z2, z3] + [z2, z3][y1, z4, z1] − [z2, z3][y1, z1, z4].
Hence, by the Jacobi identity, we obtain f = [z1, z4][y1, [z3, z2]] + [z2, z3][y1, [z4, z1]] = ([z1, z4]y1[z3, z2] +
[z2, z3]y1[z4, z1])−[z1, z4][z3, z2]y1−[z2, z3][z4, z1]y1 = 0 since each of the three summands is an element of I by identities
(ii) and (c). 
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5. The generators of Γl,m(I)
As we said above, Γl,m(I) denotes the vector space of all ∗-proper multilinear polynomials in the variables y1, . . . , yl and
z1, . . . , zm in the relatively free algebra F⟨Y ∪ Z⟩/I . More precisely,
Γl,m(I) = Γl,m/(I ∩ Γl,m).
We start by studying the subspace Γ0,m(I). In this case we must consider polynomials f (z1, . . . , zm) in the skew-variables
only. In the rest of our paper the hat over a variable means that the corresponding variable is missing from the expression.
Moreover, if f ∈ Γl,m we denote the corresponding element of Γl,m(I) by f as well. In this notation we have:
Lemma 12. The space Γ0,m(I) is spanned by the polynomials
z1 . . . zm and z1 . . .zi . . . zm−1[zi, zm], i = 1, . . . ,m− 1.
Proof. Clearly [zi, zj]zk[za, zb] = [zi, zj, zk][za, zb] − zk[zi, zj][za, zb] ∈ I because [z1, z2][z3, z4] is one of its generators and
[zi, zj] is skew-symmetric.
As a consequence, for any permutation σ in the symmetric group Sn, we obtain that ziσ(1) . . . ziσ(n) [za, zb] = zi1 . . .
zin [za, zb] (mod I).
Also the polynomials [zi, zj]◦zk = zizjzk−zkzjzi−zjzizk+zkzizj are consequences of the generator z1z2z3−z3z2z1. Hence the
space Γ0,m(I) is spanned by the monomial z1 . . . zm and the polynomials z1 . . . zˆa . . . zˆb . . . zm[za, zb]where 1 ≤ a < b ≤ m.
On the other hand zm[za, zb] + za[zb, zm] − zb[za, zm] equals zmzazb − zbzazm − zmzbza + zazbzm − zazmzb + zbzmza and so is a
consequence of the generator z1z2z3 − z3z2z1, and we are done. 
Now we assume that the number l of symmetric variables involved in our ∗-proper polynomials is non-zero. We recall
that the symmetric variables appear in the commutators only. Moreover, when we are working modulo I , they commute
since [y1, y2] is a generator of I . But [y, z] is symmetric and [z1, z2] is skew-symmetric. It follows that in any non-zero
commutator, [r1, r2, . . . , rh] ∈ F⟨Y ∪ Z⟩/I , of the elements ri ∈ Y ∪ Z , we may assume that there exists at most one
symmetric variable y. Applying the Jacobi identity one can write every commutator [z1, . . . , zk, y] as a linear combination
of commutators starting with y. Hence we can assume that [r1, r2, . . . , rh] = [y, zi1 , . . . , zih−1 ] for some symmetric variable,
y, and skew-symmetric variables zi1 , . . . , zih−1 .
Therefore we obtain:
Γl,m(I) = 0 for all l > m ≥ 0. (2)
Similarly we have:
Lemma 13. The space Γl,l(I) is spanned by the polynomial [y1, z1] . . . [yl, zl].
Proof. Clearly, any element of Γl,l(I) is a linear combination of the polynomials [yσ(1), zτ(1)] . . . [yσ(l), zτ(l)] where σ , τ
belong to the symmetric group Sl. By Remark 6 we have [yσ(1), zτ(1)] . . . [yσ(l), zτ(l)] = (−1)στ [y1, z1] . . . [yl, zl] (mod I)
and we are done. 
Now let us consider some special polynomial in the space Γl,m. Let m = l+ k with k ≥ 0, for any permutation σ ∈ Sl+k
we define the polynomials:
pσ = [y1, zσ(1), . . . , zσ(k+1)][y2, zσ(k+2)] . . . [yl, zσ(k+l)].
Ifm = l+ 1, for σ ∈ Sl+1, we consider also the polynomials:
fσ = zσ(1)[y1, zσ(2)][y2, zσ(3)] . . . [yl, zσ(l+1)].
Ifm = l+ k > l+ 1, for σ ∈ Sl+k, we define the polynomials:
gσ = [zσ(1), zσ(2)][y1, zσ(3), . . . , zσ(k+1)][y2, zσ(k+2)] . . . [yl, zσ(l+k)].
Lemma 14. Let l > 0 and k ≥ 2 then we have:
(1) The space Γl,l+1(I) is spanned by the polynomials pσ and fτ , for σ , τ ∈ Sl+1.
(2) The space Γl,l+k(I) is spanned by the polynomials pσ and gτ , for σ , τ ∈ Sl+k.
Proof. Let m ≥ l + 1. Every element of the space Γl,m(I) is a linear combination of polynomials c1c2 . . . cn (n ≥ l) where
any ci is either a skew-symmetric variable z or a commutator [y, zi1 , . . . , zih ] for some y ∈ Y and zi1 , . . . , zih ∈ Z . Since[y, zi1 , . . . , zih ]z = [y, zi1 , . . . , zih , z] − z[y, zi1 , . . . , zih ] we obtain that any element of Γl,m(I) is a linear combination of
polynomialswc ′1c
′
2 . . . c
′
l where
w = zβ(1)zβ(2) . . . zβ(t)
is a monomial of degree t ≥ 0 in skew-symmetric variables and any
c ′i = [yρ(i), zβ(t+h1+···+hi−1+1), . . . , zβ(t+h1+···+hi)]
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is a commutator of length hi+1 ≥ 2, for somepermutationsρ ∈ Sl,β ∈ Sm and for some l+1-tuple of integers (t, h1, . . . , hl).
Since [y1, y2] belongs to the ideal I we can assume that ρ(i) = i for all i = 1, . . . , l. Moreover, by identity (vi), we can assume
that hi = 1 for any i ≥ 2. In other words, Γl,m(I) is spanned by the polynomials
Pt,β = zβ(1) . . . zβ(t)[y1, zβ(t+1), . . . , zβ(m−l+1)][y2, zβ(m−l+2)] . . . [yl, zβ(m)]
where 0 ≤ t ≤ m− l and β ∈ Sm.
Ifm = l+ 1 then t ∈ {0, 1} and clearly P0,β = pβ while P1,β = fβ .
Now we assume m ≥ l + 2, we denote by Wm the subspace of Γl,m(I) spanned by the polynomials pσ and gτ where σ ,
τ ∈ Sm.We shall prove by induction onm thatWm = Γl,m(I). ButWm is an Sm-submodule ofΓl,m(I)with respect to thenatural
action of the symmetric group Sm by permuting the variables z1, . . . , zm. Hence it suffices to prove that Wm contains the
polynomials Pt,id for any 1 ≤ t ≤ m− l. Ifm = l+2 we consider the polynomials P1,id = z1[y1, z2, z3][y2, z4] . . . [yl, zm] and
P2,id = z1z2[y1, z3][y2, z4] . . . [yl, zm]. In the first casewe obtain the desired conclusion, P1,id ∈ Wm, by using the identity (iii),
in the second case the result follows from Lemma 9.
If m = l + k > l + 2, then by induction we obtain that the polynomials Pt,id are linear combinations of the following
polynomials:
z1[y1, zσ(2), . . . , zσ(k+1)][y2, zσ(k+2)] . . . [yl, zσ(l+k)],
z1[zτ(2), zτ(3)][y1, zτ(4), . . . , zτ(k+1)][y2, zτ(k+2)] . . . [yl, zτ(l+k)]
for some permutations σ , τ acting on the set {2, . . . ,m}.
Observe that the former polynomial is in Wm by using the identity (iii). For the latter, as in the proof of Lemma 12, we
have z1[zτ(2), zτ(3)] = −[zτ(2), zτ(3)]z1 (mod I) and we are done by using identity (iv). 
In the following proposition we examine more closely the set of generators of Γl,l+1(I). We prove:
Proposition 15. The space Γl,l+1(I) is spanned by the polynomials
• f = z1[y1, z2] . . . [yl, zl+1];
• p1 = [y1, z1, z2][y2, z3] . . . [yl, zl+1];
• pi = [y1, zi, z1][y2, z2] . . . [yi, zi+1] . . . [yl, zl+1] for i = 2, . . . , l+ 1.
Proof. According to Lemma 14, the space Γl,l+1(I) is spanned by the polynomials pσ = [y1, zσ(1), zσ(2)][y2, zσ(3)] . . . [yl,
zσ(l+1)] and fτ = zτ(1)[y1, zτ(2)] . . . [yl, zτ(l+1)], where σ , τ ∈ Sl+1. By Remark 6 we can assume σ(2) < · · · < σ(l + 1) and
τ(2) < · · · < τ(l + 1) and so the generators are f , pi (i ≥ 1) and the polynomials zj[y1, z1] . . . [yj, zj+1] . . . [yl, zl+1] for
j > 1. Finally, by Lemma 8, the polynomial zj[y1, z1] is a linear combination of z1[y1, zj], [y1, zj, z1] and [y1, z1, zj]. By using
Remark 6 we obtain the desired conclusion. 
Now we assume m = l + k ≥ l + 2 and we consider the subspaces Ul,m and Vl,m of Γl,m(I) spanned by the polynomials
pσ and gτ respectively (σ , τ ∈ Sm):
Ul,m = sp ([y1, zσ(1), . . . , zσ(k+1)][y2, zσ(k+2)] . . . [yl, zσ(l+k)]), σ ∈ Sm,
Vl,m = sp ([zσ(1), zσ(2)][y1, zσ(3), . . . , zσ(k+1)][y2, zσ(k+2)] . . . [yl, zσ(l+k)]), σ ∈ Sm.
Clearly, by Lemma 14 we have
Γl,m(I) = Ul,m + Vl,m (m ≥ l+ 2). (3)
By Remark 6 and Lemma 13 it follows:
Proposition 16. The space Ul,m is spanned by the polynomials
P(j1,...,jl) = [y1, zi1 , . . . , zik , zj1 ][y2, zj2 ] . . . [yl, zjl ]
where {1, . . . ,m} = {i1, . . . , ik} ∪ {j1, . . . , jl} with m = k+ l and
• i1 < · · · < ik,
• j1 < · · · < jl.
Now we consider the space Vl,m. We start with the easier case: l = 1 and som ≥ 3.
Lemma 17. The space V1,m is spanned by the polynomials
• G = [z1, zm][y1, z2, . . . , zm−1];
• G2; (i,j) = [z1, zi][y1, z2, . . . , zˆi, . . . , zˆj, . . . , zm, zj] (2 ≤ i < j ≤ m);
• G3; (i) = [z2, zi][y1, z3, . . . , zˆi, . . . , zm, z1] (3 ≤ i ≤ m).
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Proof. Let V be the subspace of V1,m spanned by the polynomials above and let gσ = [zσ(1), zσ(2)][y1, zσ(3), . . . , zσ(m−1),
zσ(m)] be a generator of V1,m. Wewill prove that gσ belongs to V . We can assume σ(1) < σ(2). By Lemma 7we can rearrange
the variables zσ(3), . . . , zσ(m−1) in any order, so we assume σ(3) < · · · < σ(m− 1). Hence 1 ∈ {σ(1), σ (3), σ (m)}.
Let 1 = σ(m), then either gσ = [z2, zi][y1, . . . , zˆi, . . . , z1] = G3; (i) ∈ V , or gσ = [zi, zj][y1, z2, . . . , zˆi, . . . , zˆj, . . . , z1]
and 3 ≤ i < j ≤ m. In the latter case, by Lemma 7, we obtain
gσ = [zi, zj][y1, . . . , zˆi, . . . , zˆj, . . . , z2, z1]
and so, using the identity in Lemma 10, gσ is a linear combination of
[z2, zi][y1, . . . , zˆi, . . . , z1] and [z2, zj][y1, . . . , zˆj, . . . , z1].
In other words, if σ(m) = 1 then gσ ∈ V .
In the sameway, if 1 = σ(3), the polynomial [zi, zj][y1, z1 . . . , zˆi, . . . , zˆj, . . . , zσ(m)] equals [zi, zj][y1, . . . , zˆi, . . . , zˆj, . . . ,
z1, zσ(m)], and is a linear combination of
[z1, zi][y1, . . . , zˆi, . . . , zσ(m)] and [z1, zj][y1, . . . , zˆj, . . . , zσ(m)].
It remains σ(1) = 1. It suffices to prove [z1, zi][y1, . . . , zˆi, . . . , zσ(m)] ∈ V . This is certainly true if m = 3. So we assume
m ≥ 4 and we argue by reverse induction on σ(m). If σ(m) = m then the polynomial is an element of V because the
condition i < σ(m) is satisfied. So we assume that our claim is true for any value of σ(m) ≥ j + 1 and we consider the
polynomial g = [z1, zi][y1, . . . , zˆi, . . . , zj]. Clearly, if i < j we are done because g = G2; (i,j) is a generator of V . Let i > j
and let h = σ(m − 1). If j > h then, by our assumption on σ , we obtain i = m, j = m − 1 and h = m − 2. In this case
g = [z1, zm][y1, z2, . . . , zm−1], that is g = G, the first generator of V . Hence we can assume j < h. In this case we obtain by
Lemma 11
[z1, zi][y1, . . . , zh, zj] = [z1, zi][y1, . . . , zj, zh] − [zj, zh][y1, . . . , zi, z1]
+ [z1, zh][y1, . . . , zj, zi] − [z1, zj][y1, . . . , zh, zi] (mod I).
The last summand is the generator G2; (j,i) of V . The second summand is an element of V by the previous argument
(σ(m) = 1) and the remaining summands are also in V by our induction hypothesis. 
Now we consider the space Vl,m, l ≥ 2. Hencem = l+ k ≥ l+ 2 ≥ 4 and Vl,m is spanned by the polynomials
gσ = [zσ(1), zσ(2)][y1, zσ(3), . . . , zσ(k+1)][y2, zσ(k+2)] . . . [yl, zσ(l+k)]
where σ belongs to the symmetric group Sl+k. In the next proposition we describe a reduced set of linear generators for this
space.
Proposition 18. The space Vl,m (m = l+ k with l ≥ 2 and k ≥ 2) is spanned by the following polynomials:
(1) G = [z1, zk+1][y1, z2, . . . , zk][y2, zk+2] . . . [yl, zl+k];
(2) G2; (j1,...,jl+1) = [z1, zj1 ][y1, zi1 , . . . , zik−2 , zj2 ][y2, zj3 ] . . . [yl, zjl+1 ]
where 2 ≤ j1 < · · · < jl+1 ≤ m and 2 ≤ i1 < · · · < ik−2 ≤ m;
(3) G3; (j1,...,jl) = [z2, zj1 ][y1, zi1 , . . . , zik−2 , z1][y2, zj2 ] . . . [yl, zjl ]
where 3 ≤ j1 < · · · < jl ≤ m and 3 ≤ i1 < · · · < ik−2 ≤ m;
(4) G4; (j1,...,jl−1) = [z2, zik−1 ][y1, zi1 , . . . , zik−2 , z1][y2, zj1 ] . . . [yl, zjl−1 ]
where 3 ≤ j1 < · · · < jl−1 ≤ m and 3 ≤ i1 < · · · < ik−1 ≤ mwith j1 < ik−1.
Proof. Set W the subspace of Vl,m spanned by the polynomials given in the statement. Write n = k + 1 and, for any
A ⊂ {1, . . . ,m} of cardinality n, let VA be the subspace of Vl,m spanned by the polynomials gσ (defined before Lemma 14)
such that σ(i) ∈ A for all i = 1, 2, . . . , n. Our aim is to prove that VA ⊆ W for any A.
Let A = {a1, . . . , an} and B = {b1, . . . , bn} be a pair of such subsets where a1 < · · · < an and b1 < · · · < bn. We say that
A ≤ B if (a1, . . . , an) ≤ (b1, . . . , bn) in the lexicographical order. So we prove our claim VA ⊆ W by induction on A. First we
consider A = {1, . . . , n}. If gσ ∈ VA then, by Remark 6, we can assume that σ(n+ 1) < · · · < σ(m); that is
gσ = [zσ(1), zσ(2)][y1, zσ(3), . . . , zσ(n)][y2, zn+1] . . . [yl, zm].
By Lemma 17, [zσ(1), zσ(2)][y1, zσ(3), . . . , zσ(n)] is a linear combination (mod I) of the polynomials
• [z1, zn][y1, z2, . . . , zn−1];
• [z1, zi][y1, z2, . . . , zˆi, . . . , zˆj, . . . , zn, zj] (2 ≤ i < j ≤ n);
• [z2, zi][y1, z3, . . . , zˆi, . . . , zn, z1] (3 ≤ i ≤ n).
Thus gσ is a linear combination of generators ofW and we obtain V{1,...,n} ⊆ W .
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Now let A ≠ {1, . . . , n} and assume VB ⊆ W for any B < A.
If gσ ∈ VA then, as above, we can assume that σ(n + 1) < · · · < σ(m). Hence if 1 /∈ A then 1 = σ(n + 1). We apply
Remark 6 to
[[y1, zσ(1), . . . , zσ(n−1)], zσ(n)][y2, z1][y3, zσ(n+2)] . . . [yl, zσ(m)]
(observe that [y1, zσ(1), . . . , zσ(n−1)] is symmetric), and we obtain:
gσ = −[zσ(1), zσ(2)][y1, zσ(3), . . . , z1][y2, zσ(n)][y3, zσ(n+2)] . . . [yl, zσ(m)].
This means that gσ ∈ VB for some B < A and we are done.
Now we study the case 1 ∈ A. Let A = {1, a2, . . . , an}, then by Lemma 17 and Remark 6 any element of VA is a linear
combination (mod I) of the polynomials
(α) [z1, zan ][y1, za2 , . . . , zan−1 ][y2, zb1 ] . . . [yl, zbl−1 ];
(β) [z1, zai ][y1, za2 , . . . , zan , zaj ][y2, zb1 ] . . . [yl, zbl−1 ], (2 ≤ i < j ≤ n);
(γ ) [za2 , zai ][y1, za3 , . . . , zan , z1][y2, zb1 ] . . . [yl, zbl−1 ], (3 ≤ i ≤ n)
where b1 < · · · < bl−1 and {1, . . . ,m} = {1, a2, . . . , an} ∪ {b1, . . . , bl−1}.
We consider separately each of the previous polynomials.
Case α:
g = [z1, zan ][y1, za2 , . . . , zan−1 ][y2, zb1 ] . . . [yl, zbl−1 ].
If an−1 > b1 then by Remark 6 g = −[z1, zan ][y1, za2 , . . . , zb1 ][y2, zan−1 ] . . . [yl, zbl−1 ]. This implies that g ∈ VB for some
B < A and so g ∈ W by induction.
If an−1 < b1 then an−1 = n− 1 and g = [z1, zan ][y1, z2, . . . , zn−1][y2, zb1 ] . . . [yl, zbl−1 ]. Clearly, we can assume that an > n,
otherwise g = G is the generator of W listed in (1) of our statement. Therefore b1 = n and by using the identity (vii) we
obtain its consequence g − g2 − g3 + g4 ∈ I , where
• g2 = [z1, zn][y1, z2, . . . , zan ][y2, zn−1] . . . [yl, zbl−1 ];• g3 = [zan , zn−1][y1, z2, . . . , z1][y2, zn] . . . [yl, zbl−1 ];• g4 = [zn−1, zn][y1, z2, . . . , z1][y2, zan ] . . . [yl, zbl−1 ].
In this way we can write g = g2 + g3 − g4.
But g2 = −[z1, zn][y1, z2, . . . , zn−1][y2, zan ] . . . [yl, zbl−1 ] and so g2, g4 are elements of V{1,...,n} ⊆ W .
By Lemma 7, g3 = [zan , zn−1][y1, z3, . . . , z2, z1][y2, zn] . . . [yl, zbl−1 ]. Hence, by using the identity in Lemma 10, we obtain
that
g3 = ([zan , z2][y1, z3, . . . , zn−1, z1] + [z2, zn−1][y1, z3, . . . , zan , z1])[y2, zn] . . . [yl, zbl−1 ].
Weremark that [z2, zan ][y1, z3, . . . , zn−1, z1][y2, zn] . . . [yl, zbl−1 ] is a generator ofW of type (4) and [z2, zn−1][y1, z3, . . . , zan ,
z1])[y2, zn] . . . [yl, zbl−1 ] is a generator ofW of type (3). This concludes Case (α).
Case β:
g = [z1, zai ][y1, za2 , . . . , zan , zaj ][y2, zb1 ] . . . [yl, zbl−1 ].
If aj < b1 then the polynomial g is a generator of W of type (2). Let aj > b1, then by Remark 6, g = −[z1, zai ][y1, za2 , . . . ,
zan , zb1 ][y2, zaj ] . . . [yl, zbl−1 ]. This implies that g ∈ VB for a suitable B < A and so g ∈ W by induction.
Case γ :
g = [za2 , zai ][y1, za3 , . . . , zan , z1][y2, zb1 ] . . . [yl, zbl−1 ].
If ai < b1 then b1 ≥ 3 and 2 ∈ A, hence a2 = 2 and g is a generator of W of type (3). Now let ai > b1 and assume also
a2 > b1, that is b1 = 2. By using the identity (vii) we obtain h1 − h2 − h3 + g ∈ I where
• h1 = [z1, z2][y1, za3 , . . . , zanza2 ][y2, zai ] . . . [yl, zbl−1 ];• h2 = [z1, zai ][y1, za3 , . . . , zan , z2][y2, za2 ] . . . [yl, zbl−1 ];• h3 = [z2, za2 ][y1, za3 , . . . , zan , z1][y2, zai ] . . . [yl, zbl−1 ].
So wewrite g = −h1+h2+h3. Clearly h1, h3 ∈ VB, B = {1, 2, a2, . . . , aˆi, . . . , an}. Hence B < A and by induction h1, h3 ∈ W .
Similarly h2 ∈ V{1,2,a3,...,an} and so h2 ∈ W too.
The last possibility to consider is a2 < b1. Then a2 = 2 and g = [z2, zai ][y1, za3 , . . . , zan , z1][y2, zb1 ] . . . [yl, zbl−1 ]. As
above we can assume that ai > b1. If i = n then the polynomial g is a generator of W of type (4). Let i ≠ n, then by using
the identity (vii), we obtain g = −H1 + H2 + H3 where
• H1 = [z1, zb1 ][y1, za3 , . . . , zanz2][y2, zai ] . . . [yl, zbl−1 ];• H2 = [z1, zai ][y1, za3 , . . . , zan , zb1 ][y2, z2] . . . [yl, zbl−1 ];• H3 = [zb1 , z2][y1, za3 , . . . , zan , z1][y2, zai ] . . . [yl, zbl−1 ].
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As above H1, H3 are elements of VB for a suitable B < A. Hence by induction H1, H3 ∈ W . Moreover, by Remark 6,
H2 = −[z1, zai ][y1, za3 , . . . , zan , z2][y2, zb1 ] . . . [yl, zbl−1 ]. Hence H2 is a linear combination of the polynomials
• q1 = [z1, zai ][y1, za3 , . . . , z2, zan ][y2, zb1 ] . . . [yl, zbl−1 ];• q2 = [z2, zan ][y1, za3 , . . . , zai , z1][y2, zb1 ] . . . [yl, zbl−1 ];• q3 = [z1, zan ][y1, za3 , . . . , z2, zai ][y2, zb1 ] . . . [yl, zbl−1 ];• q4 = [z1, z2][y1, za3 , . . . , zan , zai ][y2, zb1 ] . . . [yl, zbl−1 ];
because, by Lemma 11, one has−H2−q1+q2−q3+q4 ∈ I . By Remark 6we have q1 = −[z1, zai ][y1, za3 , . . . , z2, zb1 ][y2, zan ]
. . . [yl, zbl−1 ], that is q1 ∈ VB where B = {1, 2, a3, . . . , an−1} ∪ {b1} . In the same way the polynomials q3, q4 ∈ VC where
C = {1, 2, a3, . . . , aˆi, . . . , an} ∪ {b1}. Since B, C < A, we obtain by induction q1, q3, q4 ∈ W . Finally by Lemma 7, we have
q2 = [z2, zan ][y1, za3 , . . . , zan−1 , z1][y2, zb1 ] . . . [yl, zbl−1 ],
that is q2 is a generator ofW of type (4) and we are done. 
6. The linear independence
In this section we prove that the generators of the spaces Γl,m(I) given in the previous section are linearly independent
modulo T∗(M1,1(E)). In order to do that we need a convenient model for the relatively free algebra in the variety of algebras
with involution generated by (M1,1(E), ∗). We form the free supercommutative algebraΩ = Ω(T ,Θ). If T ,Θ are countable
disjoint sets of indeterminates let F⟨T ∪Θ⟩ be the free associative superalgebra generated by T ∪Θ . Its even component is
spanned by the monomials of even degree in the variables ofΘ while the remaining monomials span its component of Z2-
degree 1. Put J to be the two-sided ideal of F⟨T ∪Θ⟩ generated by the  titj − tjti, tiθj − θjti, θiθj + θjθi| ti, tj ∈ T , θi, θj ∈ Θ.
We define Ω = Ω(T ,Θ) = F⟨T ∪ Θ⟩/J and we denote by the same letters t , θ , the images of the variables t , θ in Ω .
One can see more details about Ω in [5, Section 2]. Clearly Ω is a superalgebra with respect to the Z2-grading induced
by that on F⟨T ∪ Θ⟩ and so we can consider M1,1(Ω) =

a b
c d

| a, d ∈ Ω0 b, c ∈ Ω1

. The linear map ∗ defined by
a b
c d
∗
=

d b
−c a

is an involution onM1,1(Ω).
Finally, for i ≥ 1, let us consider inM1,1(Ω) the matrices
Yi =

ui ζi
0 ui

and Zi =

vi 0
ηi −vi

where ui = t2i−1, vi = t2i and ζi = θ2i−1, ηi = θ2i.
Let D be the subalgebra of M1,1(Ω) generated by these matrices. Since the matrices Yi are symmetric while the Zi are
skew-symmetric with respect to ∗, this map induces an involution on D. Repeating verbatim the corresponding proof for
the generic matrix algebra we obtain:
Lemma 19. The algebra with involution (D, ∗) is isomorphic to the relatively free algebra, F⟨Y ∪ Z⟩/T∗(M1,1(E)), in the variety
of algebras with involution generated by (M1,1(E), ∗).
Now we compute the generators of the spaces Γl,m(I) introduced in the previous section, on the corresponding generic
matrices of D.
Lemma 20. The following polynomials
• z1 . . . zm;
• qi = z1 . . . zˆi . . . zm−1[zi, zm] (i = 1, . . . ,m− 1),
are linearly independent modulo the ∗-identities of M1,1(E).
Proof. In the algebra Dwe have
Z1 . . . Zˆi . . . Zm−1[Zi, Zm] = 2v1 . . . vˆi . . . vm−1(ηivm − viηm)e21.
Hence z1 . . . zm does not depend on the remaining polynomials, because the (1, 1)-entry of Z1 . . . Zm is the non-zero
monomial v1 . . . vm ofΩ . On the other hand, the monomial v1 . . . vˆi . . . vm−1ηivm appears in the (2, 1)-entry of the element
Z1 . . . Zm−1[Zi, Zm] only. Since thesemonomials are all distinct inΩ , the corresponding polynomials are linearly independent
modulo T∗(M1,1(E)). 
As a consequence of the previous lemma and Lemma 12 one has:
Γ0,m(I) = Γ0,m(T∗(M1,1(E))). (4)
Lemma 21. The polynomial [y1, z1] . . . [yl, zl] /∈ T∗(M1,1(E)).
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Proof. In the algebra D we have [Yi, Zi] =

ζiηi −2ζivi
0 ζiηi

. Hence the (1, 1)-entry of [Y1, Z1] . . . [Yl, Zl] is the monomial
ζ1η1 . . . ζlηl which is non-zero inΩ . 
Lemma 22. The following polynomials
• f = z1[y1, z2] . . . [yl, zl+1];
• p1 = [y1, z1, z2][y2, z3] . . . [yl, zl+1];
• pi = [y1, zi, z1][y2, z2] . . . [yi, zi+1] . . . [yl, zl+1], for i = 2, . . . , l+ 1,
are linearly independent modulo the ∗-identities of M1,1(E).
Proof. We compute the polynomials f , pi, i ≥ 1, on the generic matrices. We remark that the (2, 1)-entry of the elements
pi(Y1, . . . , Zl+1) is zero for all i = 1, . . . , l. On the other hand the (2, 1)-entry of Z1[Y1, Z2] . . . [Yl, Zl+1] is η1ζ1η2 . . . ζlηl+1
which is a non-zero monomial ofΩ . Therefore the polynomial f does not depend on the polynomials pi, i ≥ 1.
The (1, 1)-entry of pi(Y1, . . . , Zl+1) is ±2viζ1 . . . ζlη1 . . . ηˆi . . . ηl+1. For i = 1, . . . , l we obtain distinct monomials in Ω
and so the polynomials pi are linearly independent, too. 
We notice that the previous Lemma and Proposition 15 show that
Γl,l+1(I) = Γl,l+1(T∗(M1,1(E))). (5)
In the same way, by Lemmas 13 and 21, we obtain
Γl,l(I) = Γl,l(T∗(M1,1(E))). (6)
The last case concerns the generators of Γl,m(I) with m = l + k ≥ 2 + k. These generators are the polynomials from
Propositions 16, 18 and Lemma 17. As in the previous section we consider first the case when l = 1.
Proposition 23. The following polynomials of Γ1,m, m ≥ 3:
(1) G = [z1, zm][y1, z2, . . . , zm−1];
(2) G2; (i,j) = [z1, zi][y1, z2, . . . , zˆi, . . . , zˆj, . . . , zm, zj], 2 ≤ i < j ≤ m;
(3) G3; (i) = [z2, zi][y1, z3, . . . , zˆi, . . . , zm, z1], 3 ≤ i ≤ m;
(4) P(j) = [y1, z1, . . . , zˆj, . . . , zm, zj], 1 ≤ j ≤ m,
are the generators of Γ1,m(I).
Moreover they are linearly independent modulo the ∗-identities of M1,1(E).
Proof. The first part of the statement is an easy consequence of the decomposition given in (3) together with the results of
Lemma 17 and Proposition 16. We shall prove the linear independence of these generators.
As above, we compute the given polynomials on the generic matrices of D. We denote by G¯, . . . , P¯(j) the corresponding
elements ofD. First we remark that the (1, 1)-entry of P¯(j) = P(j)(Y1, . . . , Zm) is (−2)m−1ζ1v1 . . . vˆj . . . vmηj and it is non-zero
inΩ . On the other hand, if we consider the evaluation of a linear combination of the polynomials G, G2; (i,j) and G3; (i) on the
generic matrices Y1, . . . , Zm then the non-zero entries may be the coefficients of e2 1 and e2 2 only. Hence we can deal with
each of these two cases separately.
In the first case, since themonomials ζ1v1 . . . vˆj . . . vmηj are all distinct we deduce that the polynomials P(j), j = 1, . . . ,m,
are linearly independent.
In the second case, we consider a linear combination of the polynomials G, G2; (i,j) and G3; (i) with coefficients α, α2; (i,j)
and α3; (i) respectively. We assume that this linear combination is a ∗-polynomial identity of M1,1(E). Therefore when we
compute on Dwe get
α · G¯+
−
2≤i<j≤m
α2; (i,j) G¯2; (i,j) +
m−
i=3
α3; (i) G¯3; (i) = 0.
The (2, 1)-entries of the matrices G¯, G¯2; (i,j) and G¯3; (i) are, up to the same coefficient 2(−2)m−3, the following polynomials
ofΩ:
• G˜ = (η1vm − v1ηm)ζ1v2 . . . vm−2ηm−1;
• G˜2; (i,j) = (η1vi − v1ηi)ζ1v2 . . . vˆi . . . vˆj . . . vmηj;
• G˜3; (i) = (η2vi − v2ηi)ζ1v3 . . . vˆi . . . vmη1,
respectively.
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By looking at the monomials where the variable η1 does not appear we obtain
α · v1ηmζ1v2 . . . vm−2ηm−1 +
−
2≤i<j≤m
α2; (i,j) v1ηiζ1v2 . . . vˆi . . . vˆj . . . vmηj = 0.
Hence for each pair (i, j) such that i < m− 1 one has α2; (i,j) = 0. It follows
α · v1ηmζ1v2 . . . vm−2ηm−1 + α2; (m−1,m) v1ηm−1ζ1v2 . . . vm−2ηm = 0.
Thus α = α2; (m−1,m) since ηm−1, ηm and ζ1 are variables of odd degree in the free supercommutative algebra Ω . Let
β := α2; (m−1,m), then α = β and we have
α · G˜+ β · G˜2; (m−1,m) +
m−
i=3
α3; (i) G˜3; (i) = 0. (7)
Letm > 3, if 3 ≤ i ≤ m−1 then themonomial v2ηiζ1v3 . . . vˆi . . . vmη1 appears in the polynomial G˜3; (i) only. Henceα3; (i) = 0
for any i = 3, . . . ,m− 1 and so the last equation becomes
α · G˜+ β · G˜2; (m−1,m) + α3; (m)G˜3; (m) = 0.
Therefore
0 = α(η1vm − v1ηm)ζ1v2 . . . vm−2ηm−1 + β(η1vm−1 − v1ηm−1)ζ1v2 . . . vm−2ηm
+α3; (m)(η2vm − v2ηm)ζ1v3 . . . vm−1η1.
This clearly implies α = β = α3; (m) = 0.
On the other hand, ifm = 3 then we write Eq. (7) in the following way:
α · G˜+ β · G˜2; (2,3) + α3; (3) G˜3; (3) = 0,
that is
α(η1v3 − v1η3)ζ1η2 + β(η1v2 − v1η2)ζ1η3 + α3; (3)(η2v3 − v2η3)ζ1η1 = 0.
Now it is easy to show that α = β = α3; (3) = 0 and we are done. 
As a consequence of the above Proposition we have
Γ1,m(I) = Γ1,m(T∗(M1,1(E))), m ≥ 3. (8)
Proposition 24. Let m = l+ k. If l ≥ 2 and k ≥ 2 then the polynomials of Γl,m:
(1) G = [z1, zk+1][y1, z2, . . . , zk][y2, zk+2] . . . [yl, zl+k];
(2) G2; (j1,...,jl+1) = [z1, zj1 ][y1, zi1 , . . . , zik−2 , zj2 ][y2, zj3 ] . . . [yl, zjl+1 ],
where 2 ≤ j1 < · · · < jl+1 ≤ m and 2 ≤ i1 < · · · < ik−2 ≤ m;
(3) G3; (j1,...,jl) = [z2, zj1 ][y1, zi1 , . . . , zik−2 , z1][y2, zj2 ] . . . [yl, zjl ],
where 3 ≤ j1 < · · · < jl ≤ m and 3 ≤ i1 < · · · < ik−2 ≤ m;
(4) G4; (j1,...,jl−1) = [z2, zik−1 ][y1, zi1 , . . . , zik−2 , z1][y2, zj1 ] . . . [yl, zjl−1 ],
where 3 ≤ j1 < · · · < jl−1 ≤ m and 3 ≤ i1 < · · · < ik−1 ≤ mwith j1 < ik−1;
(5) P(j1,...,jl) = [y1, zi1 , . . . , zik , zj1 ][y2, zj2 ] . . . [yl, zjl ],
where j1 < · · · < jl and i1 < · · · < ik;
are the generators ofΓl,m(I). Moreover these polynomials are linearly independent modulo the ∗-polynomial identities of M1,1(E).
Proof. As in the previous proposition, the first part of the statement is an easy consequence of the decomposition given
in (3) together with the results in Propositions 18 and 16. Thus it remains to prove the linear independence of the
given polynomials modulo the ∗-polynomial identities of M1,1(E). We compute every generator on the generic matrices
Y1, . . . , Zm; we denote by ·¯ the corresponding element of D. As above we can split the proof into two cases. More precisely,
we observe that the (1, 1)-entry of P¯(j1,...,jl) is the non-zero element (−2)kζ1vi1 . . . vikηj1ζ2ηj2 . . . ζlηjl of Ω . On the other
hand, in a linear combination of the elements G¯, . . . , G¯4; (j1,...,jl−1), the non-zero entries may be the coefficients of e2 1 and
e2 2 only. Hence we can deal with each of the two cases separately.
In the first case we get the linear independence of the polynomials P(j1,...,jl) since the corresponding monomials
ζ1vi1 . . . vikηj1ζ2ηj2 . . . ζlηjl are pairwise distinct inΩ .
In the second case we look at the (2, 1)-entries of the matrices of D. Let us consider the following polynomials ofΩ:
• G˜ = (η1vk+1 − v1ηk+1)ζ1v2 . . . vk−1ηkζ2ηk+2 . . . ζlηk+l;
• G˜2; (j1,...,jl+1) = (η1vj1 − v1ηj1)ζ1vi1 . . . vik−2ηj2ζ2ηj3 . . . ζlηjl+1 ;
• G˜3; (j1,...,jl) = (η2vj1 − v2ηj1)ζ1vi1 . . . vik−2η1ζ2ηj2 . . . ζlηjl ;
• G˜4; (j1,...,jl−1) = (η2vik−1 − v2ηik−1)ζ1vi1 . . . vik−2η1ζ2ηj1 . . . ζlηjl−1 ;
274 O.M. Di Vincenzo, P. Koshlukov / Journal of Pure and Applied Algebra 215 (2011) 262–275
where the indices satisfy the same conditions as in the statement of the proposition. Denote by G(i) the set of all generators
of type (i), i = 2, 3, 4 from the statement of the Proposition. Clearly the (2, 1)-entry of G¯ is 2(−2)k−2G˜. The same holds
for any other generator, that is (2, 1)-entry of H¯ is 2(−2)k−2H˜ for every H ∈ G(i), i = 2, 3, 4. We assume that some linear
combination,
α · G+
−
H∈G(2)
αHH +
−
H∈G(3)
αHH +
−
H∈G(4)
αHH,
is a ∗-polynomial identity ofM1,1(E). Therefore we obtain that in the free supercommutative algebraΩ
α · G˜+
−
H∈G(2)
αH H˜ +
−
H∈G(3)
αH H˜ +
−
H∈G(4)
αH H˜ = 0. (9)
If in (9) we consider the monomials in which η1 does not appear then we obtain
α · w +
−
H∈G(2)
αHwH = 0
where
w = v1ηk+1ζ1v2 . . . vk−1ηkζ2ηk+2 . . . ζlηk+l
and
wH = v1ηj1ζ1vi1 . . . vik−2ηj2ζ2ηj3 . . . ζlηjl+1 if H = G2; (j1,...,jl+1) ∈ G(2).
Hence for any H ∈ G(2), one has αH = 0 if H ≠ G2; (k,...,k+l) := G2. Set β = αG2 , thus Eq. (9) becomes
α · G˜+ β · G˜2 +
−
H∈G(3)
αH H˜ +
−
H∈G(4)
αH H˜ = 0. (10)
Nowwe fix the sequence (j1, . . . , jl)where 3 ≤ j1 < · · · jl ≤ m−1.We consider the polynomials involved in Eq. (10) andwe
remark that the variables η1, ηj1 , . . . , ηjl appear in the summand H˜ = G˜3; (j1,...,jl) only. This implies that the corresponding
coefficient αH vanishes and we obtain
αG˜+ βG˜2 +
−
3≤j1<···<jl−1<m
α(j1,...,jl−1)G˜3; (j1,...,jl−1,m) +
−
H∈G(4)
αH H˜ = 0. (11)
At this stage of the proof, we fix the sequence of integers (j1, . . . , jl−1) where 3 ≤ j1 < · · · < jl−1 ≤ m − 1 and we
consider the polynomials involved in Eq. (11). We notice that the variables η1, η2, ηj1 , . . . , ηjl−1 appear in the polynomial
H˜ = G˜4; (j1,...,jl−1) only and so its coefficient must be zero. In other words, if l > 2 we are ready to prove the linear
independence, modulo T∗(M1,1(E)), of the following polynomials of Γl,m withm = l+ k:
• G = [z1, zk+1][y1, z2, . . . , zk][y2, zk+2] . . . [yl−1, zm−1][yl, zm];
• G2 = [z1, zk][y1, z2, . . . , zk+1][y2, zk+2] . . . [yl−1, zm−1][yl, zm];
• G3; (j1,...,jl−1,m) = [z2, zj1 ][y1, zi1 , . . . , zik−2 , z1][y2, zj2 ] . . . [yl−1, zjl−1 ][yl, zm],
where 3 ≤ j1 < · · · < jl−1 ≤ m− 1 and 3 ≤ i1 < · · · < ik−2 ≤ m− 1;
• G4; (j1,...,jl−2,m) = [z2, zik−1 ][y1, zi1 , . . . , zik−2 , z1][y2, zj1 ] . . . [yl−1, zjl−2 ][yl, zm],
where 3 ≤ j1 < · · · < jl−2 ≤ m− 1 and 3 ≤ i1 < · · · < ik−1 ≤ m− 1 with j1 < ik−1.
On the other hand, if l = 2 we have to consider the polynomials
• G = [z1, zk+1][y1, z2, . . . , zk][y2, zm];
• G2 = [z1, zk][y1, z2, . . . , zk+1][y2, zm];
• G3; (j1,m) = [z2, zj1 ][y1, zi1 , . . . , zik−2 , z1][y2, zm],
where 3 ≤ j1 ≤ m− 1 and 3 ≤ i1 < · · · < ik−2 ≤ m− 1.
We remark that for each of the previous polynomials, the last commutator is [yl, zm]. Therefore the final result follows by
using induction on l = m− k and the previous proposition. 
As a consequence, we can write:
Γl,m(I) = Γl,m(T∗(M1,1(E))) (m = l+ k, l ≥ 2, k ≥ 2). (12)
We recall that in the case of characteristic zero any T∗-ideal in the free algebra with involution is completely determined
by its ∗-proper multilinear components. Then by Eqs. (4)–(6), (8) and (12) of this section we obtain the proof of our main
Theorem 5.
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