Abstract-This paper presents a methodology for developing industrial fault detection and diagnosis (FDD) systems. Since model-or data-based diagnosis of all components cannot be achieved online on a large-scale basis, the focus must be narrowed down to the most likely faulty components responsible for abnormal process behavior. One of the key elements here is fault analysis. The paper describes and briefly discusses other development phases, process decomposition and the selection of FDD methods. The paper ends with an FDD case study of a large-scale industrial board machine including a description of the fault analysis and FDD algorithms for the resulting focus areas. Finally, the testing and validation results are presented and discussed.
I. INTRODUCTION
Increased global competition, higher product quality requirements, and safety and environmental regulations have forced the process industry to continuously optimize the efficiency and profitability of its plants. Better profitability can generally be achieved through process optimization, by cutting costs, and by reducing downtime caused by unplanned and planned shutdowns. Optimization can be further enhanced by focusing on preventing off-spec production caused by process disturbances and faults. To this end, there has been increasing interest in process monitoring and fault diagnosis methods in the process industry. Reviews of these methods have been published, e.g., by Isermann [1] .
Process knowledge has always played a key role in the development of fault detection and diagnosis (FDD) systems for the process industries. As a result, FDD methods have been classified in the following three categories based on the type of information they use: quantitative-model-based, qualitative-model-based and, process-history-based methods [2] .
The quantitative-model-based methods include observers, parity relations, Kalman filters, and parameter estimation (see e.g. [3] ). However, the applicability of the methods is limited to linear processes. Qualitative methods are used when there is no deep understanding of the process and when precise numerical models are not available [4] . Qualitative models are less prone to modelling errors than quantitative models. The drawback of qualitative modelling is the occasional generation of spurious results. Qualitative models are most
The third group of methods consists of history-based methods, which utilize the information extracted from the history data in a qualitative or quantitative way. Rule-based expert systems and qualitative trend analysis are two of the most important methods based on qualitative historical data [6] . The quantitative model based methods also include artificial neural networks and statistical methods. Depending on the type of problem, these methods are applied using a classification or a regression scheme. Moreover, the benefit of easy implementation is reflected by a large number of industrial applications reported, e.g., by Sourander et al. [7] , Jämsä-Jounela [8] , and Kettunen et al. [9] .
The methods in each category have their strengths and weaknesses, and it has been stated that no single method meets the requirements for a good diagnostic system [10] . To overcome the disadvantages, hybrid approaches have been proposed that either combine the results of different methods or combine incomplete process information available from methods in different categories (e.g. [11] [12] [13] ). These methods are generally sufficient for unit processes and small-sized processes, but they usually become inefficient in large-scale processes. Therefore, strategies based on process decomposition have been developed to tackle the challenges of large-scale systems. A process can be decomposed in a structural or functional manner by utilizing either a top-down or a bottom-up strategy. For example, Prasad et al. [14] have proposed a decomposition methodology based on the structure of a chemical plant. However, there are no welldefined criteria to evaluate the optimality of these decomposition schemes. This paper follows the following five-phase methodology for FDD system development for a large-scale industrial process, which has been presented in more detail in [8] .
The first phase is the process decomposition, which is often selected as a prior step of developing a fault diagnosis system for large-scale processes. Use of a decomposition scheme based on the process topology is well accepted and widespread in industry [14] . The best decomposition methodology thus follows the general structure of chemical processes and involves a combination of structural and functional decompositions. Plant topology, PI-diagrams, and expert knowledge are used for specifications.
The second phase, the fault analysis aims at finding the main reasons for production losses and thus the main focus areas for FDD system development. The second aim of fault analysis is to study the most common faults in the process and to discover the location and causes of the faults, as well as to identify the corresponding faulty devices. Fault analysis is carried out as data analysis of long-term maintenance and production data as well as process measurement and alarm history data, but it should be supported by interviews of the plant personnel.
In the third phase, background information concerning the aims of the FDD, expectations of the plant personnel and restrictions of the technical platforms are acquired. Based on the fault analysis results and the feedback from the operating personnel, the key areas of FDD development are determined.
Selection of the most suitable FDD methods is the fourth phase of the methodology. The method selection for a specific FDD problem depends on many factors, e.g. intended use of the method, the process and its dynamics, and especially the faults and their characteristics. Most of the FDD methods in the process industries are implemented as advanced supervision methods. Surveys of the analytical fault-detection methods and the fault -diagnosis methods are presented, e.g., by Isermann [1] . He classifies detection and diagnosis as separate tasks. Detection methods are classified according to the type of elements used to detect an abnormal state, while diagnosis methods are classified according to the type of the decision methodology used.
Finally, in the last phase, the FDD algorithms are developed and tested both in offline and online. Offline testing is done in the simulation environment utilizing the collected plant data: one data set for training, one for testing and one for validation. A recommendation for online testing is to embed the FDD algorithms in the different process control hierarchy levels and to test the algorithms in the plant automation facilities using online process operation data.
The paper is organized as follows. The case process, an industrial large-scale board machine, is described in Section II. Next, fault analysis of the board machine is described in Section III. Furthermore, selection and development of FDD algorithms for the main focus areas discovered in the fault analysis are presented and discussed in Section IV. Finally, Section V concludes the paper.
II. DESCRIPTION OF THE PROCESS AND ITS CONTROL STRATEGY, PROCESS DECOMPOSITION
The board-making process begins with the preparation of raw materials in the stock-preparation section. Different types of pulp are refined and blended according to a specific recipe in order to achieve the desired composition and properties for the board grade to be produced. The consistency of the stock is controlled by the addition of dilution water.
The blended stock passes from the stock preparation to the short circulation. First, the stock is diluted in the wire pit to the correct consistency for web formation. Next, the diluted stock is cleaned and screened, after which it passes to the head box, from where it is sprayed onto the wire in order to form a solid board web.
The excess water is first drained through the wire and later by pressing the board web between rolls in the press section. The remaining water is evaporated in the drying section using steam-heated drying cylinders. After the drying, the board is calendered in two phases in order to achieve the desired surface properties. An overview of the board machine process is presented in Figure 1 . Details of the process can be found in [15] . The main control system of the board machine is the quality control system (QCS), which represents the highest level in the control hierarchy. By utilizing model-predictive control schemes, it controls the main quality variables, basis weight moisture, and thickness, in the machine direction and in the cross direction. The quality variables are measured after the calender section with a measurement scanner that traverses constantly across the web. The calculated control actions are delivered as setpoints to lower level controllers.
In the machine direction, the stock flow controller setpoints are adjusted according to the basis weight controller, while the steam pressure setpoints in the drying section are governed by the moisture controller. In the cross direction, the QCS system controls special actuators that adjust the profiles of the quality variables. The basis weight profile is controlled by the dilution water in the middle layer headbox, while the moisture profile is controlled with a steam box located before the press section and with a moisturizing device in the drying section. The thickness profile is controlled at the second calender.
These controls are supported by a large number of basic controls that adjust pressures, flows, level, etc. around the board machine. To develop an FDD system application for large-scale industrial plants, a decomposition methodology based on the structure of the factory is recommended [14] . In this case study, a board machine was first decomposed into nine sections (see Figure 1 ): stock preparation, short circulation, broke processing, wire section, press section, drying section, calender section, reeling, and QCS. Next, the sections were decomposed into equipment and field instruments. As an example, the decomposition of the board machine's drying section is shown in Figure 2 .
III. FAULT ANALYSIS OF THE BM4
In the year 2009, the automation system of the board machine at Imatra Mills was updated and the 1st calender was renewed. Due to these major updates, the board machine was selected as a good candidate for the FDD project. The fault analysis aimed at finding the main focus areas for FDD system development. For this purpose, the long-term production and maintenance data from the year 2010 were collected for this study.
A. Analysis of the production losses
Web breaks and shutdowns were studied in the first phase of the fault analysis. These events caused interruptions in board production for one third of the analyzed time interval during the year 2010. Both unplanned and planned shutdowns resulted in a total production interruption of three months which was significantly longer than the additional two-week interruption caused by the web breaks. Additionally, the statistics showed that the web breaks were nearly always due to operational reasons whereas unplanned shutdowns can also be caused by maintenance needs. The operational causes consisted mainly of process disturbances whereas maintenance faults were, for example, caused by mechanical failures. The distribution of the production time, the web breaks, and the shutdowns of the test case are presented in Table 1 .
The studied year was exceptional in terms of normal production efficiency as it was the first complete production year after employment of the new equipment. The plant experts stated that the reported data are typical for this stage of implementation of the new device. Start-up related problems usually last three years.
B. Distribution of faults by fault types, process sections, and devices
The aim of the fault statistics was also to identify the most typical fault types, the faultiest unit processes, and the devices connected with the faults. In the study of typical fault types, malfunctions were reported as the most common fault type. This includes the problems caused by devices that function but in an incorrect way. As can be seen in Figure 3 , other significant fault types were leakages and other damages, which each produced over 10 % of all faults. Clogging and jamming or loosening and disengagement represented approximately every tenth fault.
To study the fault distribution by unit processes, the results of the decomposition of the board machine were used. Among the first eight sections, the faults were distributed quite evenly, but the QCS had twice as many faults as the other sections, as shown in Figure 4 . Next, the main fault types and devices were identified within the specific process sections. Also, the QCS faults were studied separately.
C. Recommendations for main focus areas of FDD development
As a result of the fault analysis, the following areas were identified as the main focus areas for FDD development: QCS (board thickness measurements), the drying section (clogging, jamming, and leakages of valves; condensate problems), valves (malfunctions and leakages), and the consistency sensor (malfunctions).
At the highest process control and monitoring level, FDD development should focus on the QCS due to its high share of the faults and its substantial importance to the boardmaking process. Especially the faults in the measurements of board thickness need to be further studied.
At the unit process level, FDD development should focus on the drying section, which plays a key role due to its importance and strong influence on the other sections of the process. Especially clogging, jamming, and leakages of valves and the condensate problems were selected as good candidates for FDD development.
At the lowest level of control hierarchy, malfunctions and leakages were selected as focus areas for FDD development. In addition, the consistency sensor, whose proper functioning is crucial to obtain the right board quality, is another candidate for FDD development.
IV. DISTRIBUTED FDD SYSTEM DEVELOPMENT

A. Supervisory control level (QCS) -SOM for thickness sensor fouling
A monitoring scheme utilizing self-organized maps (SOM) [17] was selected for predicting thickness sensor fouling at the process monitoring level. The development of the scheme included the selection of variables, the training of the SOM, and the monitoring tests using industrial data.
SOM is a type of a neural network that generates a lowdimensional representation, called a map, of the highdimensional input space using unsupervised learning. A SOM consists of a number of nodes described with a ddimensional weight vector
The SOM is trained by adapting the weights of the nodes to match the input data. Training consists of the search of the closest map units, called the best-matching units (BMU), of the data samples and then the update of the weight vector of the BMU and its neighbouring nodes. A BMU c is determined for a data sample x Ð 4 × as follows
where !. ! is Euclidean distance and m is the number of map nodes. The weight vector of the BMU and the neighbouring nodes are updated according to an update rule:
where t denotes time, h ci (t) is the neighbourhood kernel around the BMU and .(t) is the learning rate. In the batch training procedure the BMUs are calculated first for the whole data set, and then the weights are updated at once as follows:
The list of variables for SOM monitoring consisted of thickness control error and its filtered derivative, temperature of the 1st calendar, zero-pressure level of the secondary hood, hood ventilation air temperature and some flows related to the chemicals used in board production, see Table  2 . Next, a SOM was trained for the variables listed in Table  2 and a fault indicator variable was developed based on the maintenance records to indicate process conditions in which the thickness sensor had given faulty readings. The monitoring tests were carried out by providing the SOM with a new data set containing normal operation data and faulty data.
The monitoring results of the SOM are presented in Figure 5 , in which the estimated process state is compared with the value of the fault indicator. To reduce noise and false alarms, the estimated state has been filtered using a moving average filter with a window length of 5 samples. It can be confirmed from both figures that the SOM gives a rather good estimate of the actual process condition. In the September data ( Figure 5, top panel) , the SOM can detect the faulty periods at the beginning of the month as well as after t = 1100. However, the process state is falsely estimated to be faulty after t = 200 and around t = 400. In the December data ( Figure 5, bottom panel) , the process state is estimated satisfactorily during the first 600 samples except minor fluctuations in the estimation around t = 100 and t = 200. The non-faulty period after t = 600 is estimated successfully as well as the period in the end of the month. Table 3 summarizes the performance of the SOM by showing the rates of correctly estimated states, falsely estimated states and uncertain states.
Based on the monitoring tests, the SOM is able to estimate the state of the process correctly in over 70% of time. The rate of falsely estimated states is rather low, approximately 10% on average. The perceived errors may result from the fault indicator, which has been developed based on the dates of the fault reports and therefore it might not be exactly aligned with actual fouling. Further development is however needed to address the chemical phenomena involved in fouling and the varying conditions of the process, for instance. The detailed description of the case study can be found in [18] . 
B. Process unit level -FDD for the drying section
A novel FDD approach was proposed to detect and diagnose leakages and blockages in the valves and pipes of the drying section's steam-condensate system [19] . The algorithm identifies a number of static nonlinear parity equations based on mass balances from the process data of the drying section and then utilizes the residuals of these equations for fault detection and diagnosis tasks. The changes in the residuals are detected using the cumulative sum (CUSUM) method and diagnosis is performed utilizing the structured residuals approach. To this end, an incidence matrix describing the faults vs. the residuals was developed.
The model equations were defined to be of the following form:
where variables x, y and z are some process variables or computed variables, k is the number of linear terms involved in the equation with coefficients a i , and l, m and n are the numbers of nonlinear functions with one, two and three arguments respectively. The nonlinear functions F 1 , F 2 and F 3 were defined using the following parameterization:
where b i , b ij and b ijk are the coefficients of the nonlinear functions, and p, q, and r are the number of the basis functions g i x , g j y and g k z related to process variables x, y and z respectively. The basis functions can be selected in many ways, for example a set of the piecewise linear basis functions as in this case study.
A simplified scheme of the steam-condensate system is presented in Figure 6 . Based on this structure, the mass balance parity equations were developed and identified using the process data for the following drying section flows and units: the 10 bar feed steam flow, the 5 bar feed steam flow, the steam group 8, the steam group 7, the steam group 4 and the steam group 3. The results of the training and validation of the parity equations are presented in Table 4 . The testing and validation results were good. The standard deviations of the residuals for the validation data were slightly higher (up to 50% higher) than those for the training data. This effect can be due to many factors, such as operating at process conditions unexplored by the training data or frequent changes of the setpoints.
Taking into account the aforementioned factors, the minimum detectable change parameter of CUSUM was selected to be double the standard deviation of the residual obtained from the training data. The results of the CUSUM tests are presented in Figure 7 . Figure 7 shows that a fault was detected in the parity equation for the 10 bar feed steam flow: at hour 512, the residual became stably positive, while the residuals in the steam groups remained undisturbed. The fault is continuous almost until the end of the validation data (hour 812). According to the incidence matrix, the measurement of the 10 bar feed steam flow can be faulty. Correct detection and diagnosis was confirmed by a corresponding maintenance record, which described a faulty measurement of the 10 bar steam flow during that period.
A second fault was discovered between hours 621 and 678. During almost the same time, the mass balance for the steam group 7 became positive and the parity equations for the heat exchange in the steam groups 7 and 8 were disturbed. Though the incidence matrix did not provide any possible reasons for the fault, it is obviously located in the drying group 5 (which combines the steam groups 7 and 8).
In the maintenance data, there were reported leakages in the drying group 5 during that time, which confirms the result.
C. Basic control level: Shape-based stiction detection for critical valves
Shape-based stiction detection methods were implemented for the critical valves of the board machine at the basic control level. The following fault scenarios were considered for analysis: Based on the available FDD algorithms, the histogram stiction detection method according to Horch [20] and the curve fitting method according to [21] were applied. These methods produce stiction indexes as their diagnosis decision: If the index is high enough, stiction is determined to be present in the valve.
The stiction detection based on histogram shape utilizes filtered second derivative of the process output computed as follows:
The histogram of the signal (8) is computed and it is compared to a Gaussian distribution defined by:
and to a camel distribution defined by:
If normal distribution fits better to the histogram, stiction is detected.
In the curve fitting method, two types of curves are fitted to the measured oscillating signal: sinusoidal curve and triangular curve. A stiction index is then calculated based on the mean squared errors of the fits as follows:
To confirm the veracity of the results provided by these methods, stiction detection software [22] developed by the computer control group at the University of Alberta (UA) was tested in parallel. The UA stiction system utilizes a process model identification method to verify and quantify the presence of stiction in a closed-loop system. Table 5 shows the stiction indexes obtained from the fault scenarios.
This study concludes that the histogram method is capable of detecting stiction in most cases. However, in cases where the stiction is weak, the method is unable to provide accurate diagnosis. On the other hand, the curve fitting method is capable of quantifying stiction, making it capable of detecting weak stiction. Nonetheless, the method is susceptible to external disturbances. Therefore, in order to obtain an accurate FDD system, both methods should be used in parallel. Further information on the results and more detailed discussion of this case study can be found in [23] .
D. SISO level -FDD for consistency sensor malfunctions
Detection and diagnosis of consistency sensor malfunctions have been addressed in the earlier study by the authors in [15] , which analysed an FDD system based on the dynamic causal digraph (DCDG) method. The DCDG method is based on multiple process models that describe the causal structure of the process variables in the form of a directed graph or digraph. Each model is used to generate a set of residuals that enables detection of a fault and reasoning about its propagation path in the process.
In the same study, an enhanced DCDG method was proposed that improves the fault diagnosis. The proposed method was used in a case study of the stock preparation and the short circulation sections of a board machine. A causal digraph model was constructed comprising the 30 most important process variables of these sections. The model was used to detect and diagnose the malfunctions of consistency sensors among other fault scenarios. The results showed that the enhanced dynamic causal digraph method was able to provide timely detection and correct diagnosis of consistency sensor faults by taking advantage of the powerful reasoning ability of the method.
V. CONCLUSION In this paper, FDD system development for a large-scale board machine has been outlined. One of the main stages of this development was fault analysis. This analysis provided a practical tool and substantial benefits in focusing the FDD development of the large-scale system on the three main areas in the process automation hierarchy.
The case study of an industrial board machine confirmed that the fault analysis is well suited for screening the target areas of FDD development. FDD improvement was shown to be necessary in this study at all process hierarchy levels, but the needs can vary in general according to the control level and the process section. More research and industrial largescale applications are needed to enable specifications of more detailed hierarchical structures of FDD systems.
In future, the development will be emphasized on analysis and graphical presentation of fault propagation in the plant structure in order to facilitate appropriate corrective actions to the faults.
