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Re´sume´ :
Une couche limite bidimensionnelle, aﬄeurant une cavite´, engendre une e´mission acoustique via le
me´canisme de Rossiter. Nous e´tudions la sensibilite´ d’une quantite´ lie´e au bruit a` des perturbations
quelconques par des Simulations Nume´riques Directes et leur adjoint. L’e´tude de sensibilite´ conduit a`
de´terminer les positions optimales ainsi que les directions optimales d’actions ou de mesure ainsi que
leur forme spatio-temporelle, pour un proble`me de controˆle optimal. Les fonctions de sensibilite´ sont
les composantes du champ adjoint. Pour une cavite´ de rapport d’aspect longueur L sur profondeur D
de 2, et pour un nombre de Reynolds base´ sur L de 2982 on trouve par des se´ries de Fourier des modes
du champ adjoint tre`s proches des modes d’instabilite´ globaux adjoint. Agir sur l’e´quation de quantite´
de mouvement longitudinale semble eˆtre le choix le plus judicieux en particulier au voisinage de la
paroi proche du coin amont de la cavite´. On retrouve les modes 2D ressemblant aux modes propres
d’instabilite´ de la litte´rature. La sensibilite´ qui est un gradient est en cours d’inte´gration dans un
algorithme de controˆle optimal afin d’aboutir a` une re´duction du bruit.
Abstract :
A compressible boundary layer flow past a cavity generates noise emission by the Rossiter mechanism.
The sensitivity of any quantity relative to acoustic fluctuation with respect to any perturbations is
investigated by Direct Numerical Simulations and their continuous-then-discrete adjoint formulation.
Sensitivity functions are the components of the adjoint field. A sensitivity study aims to determine the
optimal location of actuators and sensors and the optimal direction of measurement or actuation in
a control problem. For a cavity of a length to depth ratio (L/D) of 2 and a Reynolds number of 2982
based on L, we found by Fourier series decomposition some modes which are very similar to the global
adjoint instability modes given by the literature. Action in the streamwise momentum equation seems
to be a good choice, especially on the wall close to the upstream cavity corner. The sensitivity study is
currently implemented in an optimal control algorithm in the goal of reducing noise emissions.
Mots clefs : sensitivity ; adjoint ; aeroacoustic
1 Introduction
Studies of noise emission control can find their motivation in transportation (automotive and aviation).
For most people noise remains an environmental pollution. In combustion it is associated to instability.
Here we propose a sensitivity analysis of the noise emission in the particular case of the laminar
boundary layer past an open cavity with an aspect ratio of 2. The two-dimensional sensitivity contours
will be determined by the use of the adjoint compressible Navier-Stokes equations (ANSE). The use of
adjoint equations is one of the most practical and efficient ways to determine gradients in optimization
problems. Adjoint equations have been widely used to analyze optimal perturbation in many flows,
such as boundary layer and rotating flows. We used them to determine Tollmien-Schlichting boundary
layer optimal control with linear stability equations [1]. They have also been used to analyze the
acoustic or wall receptivity in different boundary layer flows. More recently they have been used for
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noise sensitivity analyzes appearing in optimal noise control studies for the 2D compressible shear
layer [2, 3, 4]. A sensitivity study aims to provide information for control purposes. In particular,
one can find the best location for actuation and the most efficient direction for control, as well as an
indication on where to place sensors and which variables are interesting for observation. The presence
of a wall and of a complex dynamic, in the region of the cavity, make the flow we analyze here of
special interest, and indeed it has been the subject of a number of numerical and theoretical stability
or aeroacoustic studies.
In the next section we present the governing equations and the numerical method, and the main results
regarding sensitivity of sound to perturbation.
2 Adjoint equations, sensitivity and numerical method
The state of the system is defined from the flow quantities with the time-space vector q(x, t) =
(ρ,mx = ρu,my = ρv, p)
t, where the components are respectively the density, the streamwise and
normal momentum and the pressure. In the following we analyze the sensitivity of a given quantity J
to an ‘inner forcing’ f(x, t) which appears as a right-hand side term in the 2D compressible unsteady
Navier-Stokes equations LNS(q) = f . No slip boundary conditions are set at the wall at a given
temperature (an adiabatic wall has also been implemented and validated). The system is solved on a
cartesian domain Ω over a time period χ = {t ∈ [0, T ]}. The forcing vector f = (fρ, fmx , fmy , fp)
t can
act simultaneously or independently on the continuity, streamwise and normal momentum, and energy
equations. Wall forcing can naturally be taken into account similarly but it will not be discussed here.
To get a well-posed problem, we define the localized observed quantity jobs associated to noise, or any
flow quantity, weighted by a positive defined matrix Q :
J(q, f) =
∫
Ω,χ
jobs(q)dΩdt, jobs =
1
2
qtQq or jobs = g(x, t)q (1)
We seek a localized sensitivity sf reflecting the variation of J with respect to any variation of f :
δJ =<
∂jobs
∂q
, δq >= < sf , δf >, < a, b >=
∫
Ω,χ
at b dΩdt (2)
A global sensitivity could be a directional Fre´chet derivative dJ
dfi
where fi would be a component of f
at a given space-time coordinate. However a complete sensitivity analysis with that global formulation
would require as many cases as the square of the space-time dimension. This is one of the main reasons
for preferring an adjoint approach. The local sensitivity sf can be found from the adjoint equations.
These are obtained by considering the adjoint vector q∗ as a Lagrange multiplier of the Lagrangian
functional :
L(q, f, q∗) = J(q, f)− < q∗, LNS(q)− f >, (3)
Using a small perturbation approach then yields :
δL =< q∗, δf > + < −L∗NS(q)q
∗ +
∂jobs
∂q
, δq > +BT (q, δq, q∗) (4)
L∗NS(q)q
∗ are the unsteady adjoint NS equations, obtained from the linearized unsteady NS equations,
and they are always linear. In this analysis the variation δf can be understood as the right-hand-side
term of the Navier-Stokes equations since f is initially null. The time and space boundary term BT
has to be zero since the objective functional (1) contains only a volume term and the initial condition
of the problem is constant. This way we find the boundary conditions and the final time condition for
the adjoint problem which has to be integrated backward in time [5]. To get equation (2) we cancel
undesired terms in equation (4), we then find the adjoint equations to be L∗NS(q)q
∗ = f∗ =
∂jobs
∂q
.
We remark that the state derivative of the observed quantity jobs is the forcing term for the adjoint
equations. Equations (4) and (2) finally lead to :
δJ =< f∗, δq >=< sf , δf >, sf = q
∗ (5)
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State vector q Equations Index Adjoint vector q∗ Adj. Equations
ρ continuity 1 p∗ adj. energy
mx = ρu momentum, x 2 m
∗
x adj. mom. x
my = ρv momentum, y 3 m
∗
y adj. mom., y
p (or E) energy 4 ρ∗ (or E∗) adj. cont.
Table 1 – Relationship between direct and adjoint vector components and equations
[p∗]/[ρ∗] [m∗x]/[ρ
∗] [m∗y]/[ρ
∗] [p∗]/[m∗x] [p
∗]/[m∗y]
Theory rth U
2
∞
U∞ U∞ U∞ U∞
ratio r/rth ≈ 10 ≈ 21 ≈ 9 ≈ 0.5 ≈ 1.15
Table 2 – Order of magnitude of the adjoint components, U∞ = 207.6m/s, case 10, T = 15000∆t.
Equation (5) is the basic equation of sensitivity analysis since we can give any time-space distribution
of any component of the forcings f∗ and f (or δf).
The sensitivity functions therefore depend on the definition of the observed quantity and are the
components of the adjoint state. Table 1 describes the relationship, component by component, between
the direct and adjoint state vectors, and the direct and adjoint equations. The names of the adjoint
components and equations are only chosen for convenience and in accordance with the formulation
of the adjoint equations. The dimension of the adjoint components and equations are not the same
as the dimension of the direct state and equations. The dimension of any adjoint component is given
from equation (5) by [q∗i ] = [jobs]/[fi]. For any fi the dimension of q
∗
i is related to the choice of the
objective functional.However the ratio between two adjoint components (table 2) is the same as the
ratio written with the corresponding components of the state vector q. For instance rth = [p]/[mx] =
U∞ = [p
∗]/[m∗x]. In table 2 we report the theoretical ratio rth and the order of magnitude of the real
value in the simulation nondimensionalized by rth. It finally quantifies the sensitivies.
From equation (5) and table 1 we find that to observe the pressure fluctuation requires to force the
fourth adjoint equation with the pressure fluctuation over the observed space. Furthermore the noise
sensitivity with respect to a x-momentum forcing fmx in the direct NS equation is the adjoint x-
momentum m∗x. Similarly the sensitivity of the square of the mx fluctuations to a mass source will
require forcing the second adjoint equation with mx, and the local sensitivity is the adjoint pressure
field p∗. The higher the value of the adjoint field, the higher the sensitivity. In the following we propose,
without great loss of generality, some specific localized singlte-frequency observation functions jobs.
Their gradients with respect to the state q define a localized pulse forcing f∗i for a given component
of the adjoint equations :
f∗i = g(x, t) = A exp[−r
2/σ2] sin(2piStobst), r
2 = ||x− xobs||
2, σ = 50∆y (6)
The corresponding observer is jobs = f
∗
i (x, t)qi(x, t). J will be close to a Fourier coefficient qˆi(xobs, Stobs).
The amplitude is chosen non-dimensional, and does not play an important role since the adjoint pro-
blem is linear. The observation domain is centered around a given point xobs. A Dirac delta function
would be mathematically better, however a gaussian function is the best with numerical simulations.
The non-dimensional frequency Stobs depends on the fundamental frequency St1 of the flow oscil-
lations in the physical space Stobs =
k
2
St1. The value of σ gives the size of the localized area with
respect to the smallest step size of the mesh. With such a function the spatial integrals of equation
(5) are localized as well. It is equivalent to look for localized sensitivity of a time-periodic forcing in
the physical space.
The state q and the co-state q∗ are solved in the same way. The Direct Navier-Stokes simulations are
always run before the adjoint Navier-Stokes simulations (ANS). The direct field is saved every n = 100
time steps ∆t in order to determine the coefficients of the adjoint equations and the time step of the
adjoint system is kept at −∆t - although it could be larger. The space derivatives are discretized with a
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Figure 1 – Instantaneous pressure field and FFT of the pressure, at two location in y. x/H = 3.33.
Crosses indicates location of the observers.
Case type obs. dir. Stobs. Obs. pos. Case type obs. dir. Stobs. Obs. pos.
1 Pulse m∗x,mx 0.74 O1 4 ρ
∗, p global
2 Pulse m∗x,mx 0.74 O3 (far) 5 m
∗
x,mx global
3 Pulse ρ∗, p 1.48 O1 6 all global
10 Pulse m∗x,mx 0.74 O2 9 m
∗
x,mx 0.37 O2
Table 3 – Some test cases
sixth order compact scheme. Time derivatives are given with a fourth order Runge-Kutta scheme with
alternate integration coefficients to damp numerical oscillations [5, 6]. Non reflecting characteristic
boundary conditions [7] are used for both direct and adjoint numerical simulations [8]. In addition,
ghost cells are used to solve the boundary condition problem at the cavity corners. The direct and
adjoint codes have been intensively tested and validated on different configurations [5, 6]. All boundary
condition schemes have moved from the second order [5, 8] to the sixth order. Blocks are defined for
each spatial derivative direction (2 in the x direction, 3 in the y direction) avoiding the usual question
of transmitting inter-block information.
3 Sensitivity analysis
The flow characteristics are taken from the reference [9]. The Reynolds number based on the momen-
tum thickness at the first corner of the cavity is equal to Reθ = 688 and the one based on the cavity
length is ReL = 2982. The aspect ratio of the cavity L/H is 2, the upstream Mach number isM∞ = 0.6
and the reference temperature is T = 298◦K. Figure 1 depicts the instantaneous typical pressure field.
The main direction of the acoustic wave propagation upstream is clearly shown as is the impact of
the unstable shear layer on the downstream corner of the cavity. The initial condition is given from a
previous simulation such that numerical convergence is quasi ’instantaneous’ (no numerical transient).
The CFL number is 0.45. Convergence is assumed when a periodic pressure signal is obtained from
the DNS simulation. To get a very accurate spectra and for figure 1 only, a FFT was performed over
75000 time steps and with 2533 time steps per period of the fundamental frequency St1. We found
the fundamental frequency to be St1 = fL/U∞ = 0.703 which is close to the frequency of the second
Rossiter mode (0.743). The pressure signal was taken close to point O1, and just below O2 at the wall.
Harmonic pics are observed.
Finally, and to reduce CPU time consumption, we performed DNS and Adjoint DNS over 6 periods
of the fundamental frequency, keeping the same CFL number and time stepp per period ratio. It
was enough for an accurate frequency analysis. Table 3 indicates some of the test cases. Only one
adjoint direction is forced in each case except for case number 6 in which the four adjoint equations
are forced simultaneously in the whole domain by the state vector and with the same non-dimensional
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Figure 2 – Left :pressure and adjoint pressure (case 1). Right :m∗x for cases 4, 5 and 6, with a global
observation. Values at the point x/H = 3.33,m = 1, first mesh point above the wall.
amplitude. This is equivalent to setting matrix Q to the identity matrix in the equation (1). ‘Global’
means that in equation (1), the full space domain is considered for observation, and without a pulse.
‘Pulse’ indicates a localized observation and a periodic forcing f∗. The column ‘obs. dir’ indicates the
direction of the observation taken in jobs and the related direction of the adjoint forcing f
∗.
One of the main difficulties is to understand the adjoint field and the relative magnitude from one
component to another, and finally to determine which direction is the best for control. A dimensional
analysis of equation (5) provides the theoretical and the real ratio between the respective maximum of
some adjoint components. Some values are reported for the case number 10 in table 2. It indicates that
forcing in the my equation is less interesting that forcing in the mx equation of the direct state. We
also see that the forcing associated to the adjoint density, on the energy equation, will be ineffective.
It seems that a control by adding a mass source is approximately equivalent to adding a momentum
source in the NS equations. These conclusions were found for various time intervals and even for the
mode analysis and other cases of table 3.
The sensitivity of the pressure fluctuations (noise emission) is for instance analyzed in cases 3 and
4 where the adjoint equation associated to ρ∗ is forced. In cases 1, 4, 9 and 10, the sensitivity of
x-momentum fluctuations are investigated.
The discrepancies between cases for which the forcing was set at the observation points O2 and O1
were not significant, we just observed a delay in the response of the adjoint mode, relatively to the
distance between the upstream corner and the observation point. When the full domain is observed,
the delay is higher, spanning more than 10000 time steps. This time delay is presented in the left
part of figure 2, where the adjoint pressure becomes partially time periodic after 5000 ∆t, the time
for the pulse in the dual space to excite adjoint modes close to the upstream corner of the cavity.
The amplification of the magnitude in reverse time just means that sensitivity increases with the time
period, which is natural. On the right part, the adjoint x-momentum at a point close to point O1, is
shown. It quantities a sensitivity to a x−momentum forcing. We can conclude here that the pressure
is the most important field to observe compared to the other components of q.
2D Fourier modes were determined for all the cases, and at various subharmonic and harmonics of the
fundamental frequency. An example of the modulus is presented in figure 3. We can recognize some
structures close to the wall and the upstream cavity corner. Numerous tests with different forcing
frequencies have shown that it is always optimal to force at the fundamental frequency, but that it is
possible to control a flow with subharmonics or harmonics. The modes at these frequencies are similar
but with a lower amplitude, and therefore a lower sensitivity.
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4 Conclusions and Perspectives
We have numerically shown the space kernel of adjoint modes which represents the best location
for controlling noise emission from an open cavity flow. It also seems to be possible to control high
frequencies by low frequencies. The location of the observer, if not set outside the mean interesting
part of the flow, does not play an important role - simply a time delay will be introduced in the control
algorithm. Sensitivity functions have been introduced in a optimal control algorithm using a conjugate
gradient approach. Results and convergence remain to be investigated and future work will concern
wall forcing and three-dimensional flow.
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