Let arithmetic pseudo-NC k denote the problems that can be solved by log space uniform arithmetic circuits over the finite prime field F p of depth O(log k (n + p)) and size (n + p) O(1) . We show that the problem of constructing an irreducible polynomial of specified degree over F p belongs to pseudo-NC 2.5 .
Introduction
We study parallel arithmetic computation over both a general field and over finite prime fields.
We consider problems that have known feasible solutions (sequential or probabilistic). However, the study of deterministic parallel algorithms can give new insight into the structure of a problem.
We focus on minimising the circuit depth (parallel time). Only secondarily, will we consider the exact exponent of the processor bound.
Model of Computation.
We choose log space uniform arithmetic circuits as our model of computation. We allow only gates for the usual arithmetic operations (+, ·, −, /) and the constants 0, 1. By excluding arbitrary constants, we need not define how a log space TM should represent fancy constants in connection with uniformity requirements. Other constants (in the prime field concerned) can be built explicitly from 0, 1. See [Ebe89] for a discussion of constants and uniformity.
Boolean operations may be simulated arithmetically (using field constants 0 and 1). However, inputs and outputs will be field elements only, and these are treated atomically, i.e. we can not access their possible bit representations (at least not directly). For an overview of different arithmetic models of parallel computation (circuits and PRAM's) see [KaRa90] .
We shall use the following complexity classes and notions of reduction:
1. Let F denote an arbitrary field. We define arithmetic NC k to consist of those problems with domain F n that are solved by log space uniform circuits of depth O(log k (n)) and size n O(1) .
2. Let F p be the unique prime field with p elements. We define pseudo-NC k to be those problems with domain F n p that are solved by log space uniform (in n and p) circuits of depth O(log k (n+p)) and size (n+p) O(1) .
We say that problem A pseudo-NC k -reduces to problem B, when we can solve A using log space uniform arithmetic circuits with oracle gates for B such that the circuits have depth O(log k (n + p)), size (n + p) O(1) and only a constant number of oracle gates occur on any path from an input to an output. In this way, we know that if B belongs to pseudo-NC l so does A, provided l ≥ k.
When restricting computations to finite fields it turns out that deterministic polynomial time solutions for some natural problems (polynomial factorisation and construction of q'th nonresidues) are known only when the characteristic is included in the input size. For parallel computations a similar phenomenon occurs for modular exponentiation. This is the motivation for our definition of pseudo-NC k .
Problems considered.
For the first two problems, we only consider polynomials over finite prime fields. Let F p be the finite prime field with p elements for a prime p.
Irreducible Polynomial Construction is the following problem:
Given n ∈ N find an irreducible monic f ∈ F p [x] of degree n.
A solution to the problem gives normal basis guarantee if the roots of f form a basis for F p n over F p .
2. Polynomial Factorisation is the following problem: Given monic f ∈ F p [x] of degree n, find the unique minimal set of monic irreducible
For the last problem, we consider polynomials over a general field F.
Polynomial
Factor Refinement is the following problem: Given monic
, for some integer exponents n ij . The refinement is parsimonious if (iii-a) for all j, gcd(n 1j , n 2j , ..., n kj ) = 1. The refinement is square free if (iii-b) for all j, g j is square free.
Summary of technical results.
Our primary result is:
1. The problem of constructing an irreducible polynomial is in arithmetic pseudo-NC
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The bottleneck of the construction is factor refinement, by means of which we can also give a normal basis guarantee:
2. The problem of irreducible polynomial construction with normal basis guarantee pseudo-NC 2 -reduces to the problem of factor refinement.
As a byproduct, we also prove 3. The problem of polynomial factorisation pseudo-NC 2 -reduces to the problem of factor refinement.
We solve the problem of factor refinement for general fields:
4. The problem of parsimonious factor refinement is in arithmetic NC 3 .
Our algorithm can be used for integers as well as for polynomials, and we prove 5. If the gcd of a set of integers can be found in Boolean NC k (k ≥ 2), then the parsimonious factor refinement of two integers can be found in Boolean NC k+1 .
Related work.
We do not know of any earlier parallel algorithm for the construction of irreducible polynomials. The first deterministic algorithm for the problem appears in [Sho90a] . Probabilistic algorithms are not difficult to construct, since irreducible polynomials are rather abundant, see e.g [Ben81] . The problem of constructing normal bases were considered by [Lün85, BDS90] . Deterministic algorithms for polynomial factorisation appeared already in [Ber67] . [Gat84] shows that the problem of polynomial factorisation over F p is in probabilistic pseudo-NC 2 . The newer results of [Mul87] and [BKR86, KKS90] actually implies that the probabilistic parts can be made deterministic (by increasing the depth to O(log 3 (n + p))). Factor refinement has been considered by [Lün85, BDS90] , who both provide sequential solutions. The combined work of [Gat84, BKR86, KKS90] gives a parallel solution for square free factor refinement that in addition to arithmetic operations assumes the ability to extract p'th roots, when the characteristic of the field is p.
Open questions.
1. Is polynomial factor refinement in arithmetic NC 2 ?
2. Can we construct irreducible polynomials with normal basis guarantee in arithmetic NC 2 ?
-Theorem 3.
(1-2) gives an affirmative answer for restricted degrees.
3. Do the problems that we consider have parallel solutions of cost efficiency comparable to the best sequential solutions ?
-Theorem 4 gives an affirmative answer in a very restricted case.
Arithmetic NC k .
In this section, we consider arithmetic computations over an arbitrary field F. We summarise some known results about arithmetic NC k membership. The results on linear algebra will be used extensively later. In addition we present a new result on parsimonious factor refinement.
Fact 1.
1. Let M be an n × n matrix over F. Then the problems of computing the determinant, the inverse (if exists) and the rank of M all belong to arithmetic NC 2 . (The rank, an integer, is represented in unary.)
and let n be the degree of
Then the problems of computing gcd(f 1 , f 2 , ..., f k ) and computing the quotient and remainder of the division f 1 /f 2 both belong to arithmetic NC 2 .
The computation of determinant and inverse was proven to be in arithmetic NC 2 by [Csa76] (for fields of characteristic 0) and by [BGH82] and [Ber84] (for general fields). The latter result was inspired by [VSBR83] . A simple and uniform construction for general fields appeared in [Chi85] .
[Mul87] reduced the computation of matrix rank to a determinant computation.
Fast parallel circuits for polynomial division were presented in [Ebe89] . For our purposes a reduction to matrix determinant and inversion suffices [Gat84] .
The problem of computing the gcd of two polynomials was reduced to matrix inversion/determinant in [BGH82] and the computation of the gcd of many polynomials was reduced to the computation of matrix rank in [Gat84] combined with [BGH82] .
Theorem 1.
The problem of parsimonious factor refinement is in arithmetic NC 3 .
Proof
We call a set of polynomials F relatively square free, if the parsimonious refinement of
satisfies that n ij ∈ {0, 1} for all i, j.
We shall show that given F then the problem of computing a relatively square free set F such that F and F have identical parsimonious refinements belongs to NC 3 .
The remaining problem of refining F into factors that are pairwise prime belongs to NC 3 by the algorithm in [KKS90] . The latter algorithm is presented in a context where it gets only square free inputs, but it works also for a relatively square free set of inputs.
Consider the following parallel algorithm. When the algorithm is input a set F = F 0 ⊆ F[x] it will iteratively compute F 1 , F 2 , ... where F i+1 is identical to F i except that zero or more polynomials in F i have been split into two or more factors in F i+1 . No factors are lost, i.e. if a polynomial can be expressed as a product of powers of elements in F i then the same is true for F i+1 .
Algorithm 1 input:
ii. The parsimonious refinements of F and H are identical.
method:
procedure rsq(F );
where
We shall argue that the algorithm is partially correct. Let {g 1 , ..., g l } be the parsimonious factor refinement of F . Define N ij = {n|∃f ∈ F i . g j divides f precisely n ≥ 1 times}. We can express the correct termination of the algorithm by the condition
To prove (a), we follow the execution of a single phase in detail.
Consider the call split(e, {f 1 , ..., f k }) and assume e = g
In the first step, we compute
If n j is less than m j for some j's, e will be split into nontrivial factors:
This combined with gcd(N ij ) = 1 for all i, j proves (a), and we have demonstrated the partial correctness of the program. In addition, we have also proved
. By induction, we may thus prove that if k iterative calls of split are needed before N ij = {1} then n ≥ min(N 0,j ) ≥ φ k , where φ k is the kth Fibonacci number. Since φ k grows exponentially in k, we conclude that the algorithm stops within O(log(n)) iterative calls of split. Each execution of split can be handled in depth O(log 2 (n)) by fact 1. This proves the depth bound of the theorem.
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Algorithm 1 can also be used for computation on integers in the usual binary representation. We need only replace each reference to degree with a reference to number-of-bits. Since division and iterated multiplication of integers is known to be in Boolean NC 2 (If P-uniformity suffices then circuits of depth O(log(n)) and size n O(1) do the job [BCH86]), we have in fact proved:
Corollary 1.
If the problem of computing the gcd of a set of integers is in Boolean NC k (k ≥ 2), then the problem of computing the parsimonious factor refinement of a set of integers is in Boolean NC k+1 .
Representations of Finite Extension Fields.
In this section, we establish the mathematical preliminaries for the algorithmic constructions in the next section. Our construction of irreducible polynomials will be divided into cases according to the multiplicative structure of the degree wanted. The basic idea is borrowed from [Sho90a] . He considers 3 distinct cases:
1. Combining irreducible polynomials of prime power degrees n 1 , n 2 , ..., n k into a single irreducible polynomial of composite degree n = k i=1 n i .
2. Constructing irreducible polynomials of prime power degree n = p r , where p is the characteristic of the field.
3. Constructing irreducible polynomials of prime power degree n = q r , where q = p.
Shoup was not concerned with normal bases. By changing the details of the constructions in the cases (1) and (2), we make it possible to give (preserve) the normal basis guarantee, with no extra computational cost. We have not succeeded to do so in case (3). Instead, we shall call upon the standard method for constructing normal bases from polynomial bases. A major part of case (3) is the construction of field elements that are q'th nonresidues. The method used by [Sho90a] requires iterative polynomial factorisation. Since we have not been able to bound the number of iterations sufficiently, we present a different construction, which in fact is also due to Shoup [Sho90b] .
Definitions.
Let p be a prime and let n be a positive integer. We let F p n denote the unique degree n extension field over the prime field F p .
The elements 1, α, α 2 , α 3 , ..., α n−1 are linearly independent and form a polynomial basis for F p n (over F p ).
If the elements α, α
p , α p 2 , ..., α p n−1 (all the roots of f n ) are linearly independent, then they form a normal basis for F p n (over F p ).
Every finite field F p n has at least one normal basis.
For α ∈ F p n let µ α ∈ F p [x] be the minimum degree polynomial such thatμ α (α) = 0. If β ∈ F p n then µ β (x) divides x n − 1 and β generates a normal basis precisely, when µ β (x) = x n − 1.
3. Let a ∈ F p n .
Let q be a prime. a is a q'th nonresidue (in
a is a primitive root (for F p n ) if the order of a in the multiplicative group F * p n is p n − 1. It is the case that a is a primitive root if and only if a is a q'th nonresidue for all q that divides p n − 1.
These definitions with many results can all be found in the encyclopedic exposition of [LiNi83] .
Fact 2.
Let p be a prime and let n be a positive integer.
1. Let n = n 1 · n 2 , where gcd(n 1 , n 2 ) = 1 and let F p n 1 ∼ = F p (α 1 ) and
2. Let α 0 = 1 and let α r be a root of the polynomial
3. Let q be a prime and r a positive integer (q = p).
If q = 2 and p = 3 mod 4 then let m = 2, otherwise (q = 2 or p = 1 mod 4) let m be the order of p modulo q.
Let α be any qth nonresidue in F p m , let β be a root of x q r − α and let
Let q, m be as in (3). Define s by p
Then f k (x) has degree m (with the exception that f 1 (x) = x + 1 when q = 2 and p = 3 mod 4) and any root α of f k (x) satisfies that α q k = 1 and α
6. Let α be given such that
, and let n ij be defined by 5) is proved in [Sho90c] where it is used for one of the most efficient deterministic factorisation algorithms. The idea of constructing separation sets that allow complete factorisation by a final factor refinement goes back to [Ber67] .
Fact 2.(6) have been used by several sources for constructing normal bases [Lün85, BDS90] .
To support parallelism and to some extent avoid factor refinement in our construction of normal bases (fact 2.(6)), we also use the following results:
Theorem 2.
Let p be a prime and let n be an integer.
, where α = α 1 ·α 2 . If α 1 , α 2 generate normal bases for F p (α 1 ) and F p (α 2 ) respectively, then α generates a normal basis for F p (α). 3. Let α be given such that
is contained in some proper subfield F p n 1 ·n 2 /r (r prime) of F p n 1 ·n 2 . without loss of generality, we can assume that r|n 1 . Hence both α 2 and α 1 · α 2 (and therefore also α 1 ) is in F p n 1 ·n 2 /r contradicting the fact that
α generates a normal basis: We must prove that 
1 . We may conclude that c (j,k) = 0 for all (j, k) if (i) α 1 generates a normal basis for F p (α 1 , α 2 ) over F p (α 2 ) and if (ii) α 2 generates a normal basis for F p (α 2 ) over F p . (ii) is given by assumption, so we need only worry about (i).
Proof of (i): We must prove that the elements of N = {α } can be expressed as an linear combination of the elements of N. But P is a basis for F p (α 1 , α 2 ) over F p (α 2 ) and therefore, so is N.
2. The proof will use induction on r.
If we can prove that k = p r is the smallest k for which the equation 3. In [Sho90b] it is proved that for l satisfying p l > c · n 6 · log 4 (p) the set
, where c is a universal constant. However, when we merely want a q'th nonresidue one may relax the lower bound on l to p l > n 2 .
Define A l ⊆ F p [x] to be all monic polynomials of degree l.
, and clearly contains a q'th nonresidue. Hence, we may assume that l < n: In that case B l ⊆ F p (α) * and we can split B l in q'th powers B l,q and q'th nonresidues
* → C be a multiplicative character of order q, then
For β ∈ B l , let f β ∈ A l be the unique polynomial such that f β (α) = β. Define Λ(β) to be the degree of g if f β is a power of some irreducible g ∈ F p [x] and 0 otherwise. Define S(l) = β∈B l Λ(β) and S q (l) =
[Sho90b] proves that
(n − 1)), and B l − B l,q is nonempty, when p l > (n − 1) and l ≥ 1.
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Fact 2.(4) shows how to construct a q'th nonresidue by s iterative factorisations. The best bound on s in terms of p and n that we have managed to prove is the trivial one (a < log(p) · n/ log(n)). That is not good enough for a pseudo-NC-algorithm, and theorem 2.(3) will be the basis of our construction of q'th nonresidues. The direct normal basis construction of Theorem 2.
(1)-(2) will turn out to allow NC 2 -networks, whereas the reduction of normal basis construction to factor refinement will only be pseudo-NC
2 and factor refinement requires NC 3 networks to our best knowledge.
Arithmetic pseudo-NC
k .
In this section, we prove the main result of the paper. As far as possible, we try to make our constructions in arithmetic NC rather than pseudo-NC, and we do succeed in two of the three subcases arising when constructing irreducible polynomials (theorem 3. (1-2) ). The subproblems that seem to require the power of pseudo-NC are modular polynomial exponentiation, polynomial factorisation and construction of q'th nonresidues. Contrary to our earlier resolution to disregard processor efficiency, we exhibit a very processor efficient construction of degree 2 r polynomials over F 2 .
Definitions.
Let p be a prime.
Modular Polynomial Exponentiation is the following problem: Given
and r ∈ N, where f has degree n, g has degree < n and r < p n then compute (g r mod f ).
Fact 3.
1. Modular Polynomial Exponentiation is in pseudo-NC 2 .
[FiTo88] proves that polynomial modular exponentiation is in Boolean NC 2 , provided that p is bounded by n O(1) . Their construction does, however, lead to an arithmetic pseudo-NC 2 network when p is unbounded.
Theorem 3.
If the roots of f 1 , f 2 , ..., f k are known to form normal bases for their respective field extensions, then so will the roots of f .
2. Let n = pin arithmetic NC 2 by the strategy used in the proof of part (1) of this theorem.
We still need to show how to find the representation of α l r in terms of M. Let l = r i=0 a i p i be the base p representation of the integer l < p r+1 . Then
In the proof of theorem 2.(2) we found that α
for i ≥ 0. We may insert this expression into (a) and in depth O(log 2 (n)) multiply out to find numbers c ij ∈ F p such that
By using (b) for a substitution into the right hand side of it self, and possibly repeating this process a few times, we find numbers
The computation of (c) from (b) takes at most depth O(log
For k = 1, 2, ..., r we iteratively find expressions for α l k in the base {α
In the beginning, we simply insert α 0 = 1 into (c) to get the expression for α l 1 by collecting terms. Each step in the iteration consists in substituting the result from the last step into the right hand side of (c) and multiplying out. There are r steps, each of which can be done in depth O(log(n)). Hence, the complete construction of the irreducible polynomial g is in arithmetic NC 2 .
Our remaining concern is the normal basis guarantee. g has the root α r . We want to find f that has the root β r = α
3. Next, let us construct a polynomial of degree q r , where q = p. , where g ij is irreducible of degree i and g ij 1 = g ij 2 when j 1 = j 2 . We wish to find the g ij 's.
We start by making a distinct degree factorisation (an old technique). The polynomial x p k − x is the product of all irreducible polynomials in
In (a) we first compute a k = x p k mod f using fact 3.
(1) and next we compute gcd(f, a k − x) using fact 1.(2).
The remaining problem may be characterised as follows:
We use fact 2.(5) and compute:
5. Parts (1-4) of this theorem shows how the construction of an irreducible polynomial of degree n pseudo-NC 2 -reduces to the problem of factor refinement. In (3) we give no guarantee that the roots of the constructed polynomial form a normal basis. However, such a guarantee can be extended using factor refinement (and fact 2. (6) The (b)-bottleneck is easily avoided by dropping the normal basis guarantee and be satisfied with any irreducible polynomial of the proper degree. The (a)-bottleneck could be avoided by making a recursive call of the whole construction algorithm and in this way find an irreducible polynomial of degree m. However, in the worst case the recursion depth could be O(log(n)), and we would still only have a pseudo-NC 3 algorithm.
The trick lies in combining the two ideas, if m is "small", then we make a recursive call, otherwise ((q − 1)/m is "small") and it turns out that we can relatively fast find an irreducible factor of degree m.
To analyse this approach, we will need to know the following: − √ 2 log(n) and otherwise (ii) we find an irreducible factor of x q−1 +...+x+1. From (d) we know that in case (i) T (n) dominates 1 + T (m) and in case (ii) T (n) dominates 1 + log(n/m). Hence, by (c) we conclude that it is possible to find an irreducible polynomial in total depth O(log 2 (n + p) · T (n)), which implies the statement, we were to prove.
We still need to prove (d), though. Note that T (m) is an increasing function in m and that log(n/m) is a decreasing function in m (for n fixed). Hence, max 1≤m≤n min{log(n/m), T (m)} is obtained for an m such that log(n/m) = T (m). It is now a routine calculation to verify the correctness of the remaining assertions in (d).
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We have so far not concerned ourselves with optimising the circuit-size/processornumber in our results. All our constructions so far have used matrix inversion or determinant computations, which are very processor expensive operations [KaRa90] . However, we can improve upon the construction of theorem 3. 
