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Abstract 
In this article the use of augmented reality with a smartphone for fieldwork of 
Cultural Sciences students is discussed based on two pilots in Florence. A tool 
named ARLearn developed to support different learning in different contexts 
using the multimedia capabilities and location based service on smartphones. In 
the pilots assignments were given in spoken messages and students collected 
notes by recording their own voice and taking pictures of artifacts in Florence. 
The use of the tool for fieldwork helped students with systematical collection of 
data for their essay. The educational design and ARLearn toolkit is developed 
further to enable individual fieldwork students and other educational scenarios. 
1 Introduction: Augmented reality 
Today, smart-phones, iPods, PDAs and other mobile devices account for a swiftly 
growing market. In this article, mobile learning is used broadly and points at situa-
tions where these devices are engaged to support learning. Mobile learning can sup-
port learning while being on the road. For instance accessing learning resources while 
traveling. Often mobile devices are found equipped with camera, GPS, gyroscope, 
accelerometer, digital compass and other sensors that frame the mobile context. This 
makes them compelling to support location based learning, a sub-domain of mobile 
learning that zooms in on situations where a user’s particular location is important to 
support the learning process in an authentic context. Augmented Reality is one tech-
nique to realize location-based learning. It can be considered a physical real-world 
environment in which elements are augmented by virtual computer-based sensory 
input such as images or sound. Although Augmented Reality is often perceived as a 
technique to project a virtual reality on a video feed, it should more properly refer to 
any media that is specific to the location and the context of what you are doing [1]. 
Milgram and Kishino [2] define a Reality - Virtuality Continuum that spans from the 
real environment to a purely virtual environment. Augmented reality is positioned 
here as a real environment that is augmented with virtual elements. 
 
In this article, ARLearn augments a location by means of audio. In some situations 
it is better not to rely on particular sensory inputs. For instance while driving a car, 
relying on sight for giving a driver extra information is not a good a idea. New cars 
sometimes come with the ability to indicate accidentally driving over a white line. 
Vibrating the chair to indicate this builds on touch as a sense to indicate crossing a 
line. In location based learning, sight is an important sense. Supporting location based 
learning with smart-phone applications risks that sight is consumed to interact with 
the application. Just like a user should - while driving a car - use sight as much as 
possible to drive, we believe that with location based learning, a learner’s eyes must 
be primarily used to examine the environment. ARLearn therefore builds on hearing 
to support location-based learning through mobile phones. 
 
Secondly, a great deal of location based applications for smart-phones focus on lo-
cation-based access to content. Mobile apps such as Layar, AroundMe, Aloqa1 pre-
sent information through layers or channels and are without doubt useful to support 
just in time location based access to content. In a way they can be compared to what 
GPS based car-navigation does in supporting drivers to navigate. Both help users to 
fulfill tasks more efficiently. However the question remains whether these kind of 
tools also lead to deep learning and insight in the matter. Will consistent use of car 
navigation systems lead to similar geographic insight compared to with not using 
these systems? ARLearn, therefore does not focus merely at providing location based 
information but also enables users to digest information and contribute insights 
through the notion of annotations. 
 
In this article, ARLearn is presented together with the results of a pilot study. Eve-
ry year, students of the School of Cultural Sciences take part in a field-trip to Flor-
ence, where they study the available visual arts in its original context. During this trip, 
students train skills such as collecting data in the field, conducting a literature study, 
developing their own research questions and oral presentation skills.  
 
Part of the group, that visited Florence, on their study visit in the autumn of 2010 
and 2011, was equipped with a smartphone. Via the smartphone, students received 
audio recordings containing either information or assignments relative to their loca-
tion. The goal of this pilot was threefold. Firstly, we were interested whether the stu-
dents appreciated a personalized learning experience. Secondly, with this toolset pa-
perless mobile fieldwork should be supported. Finally, an online portfolio should be 
transparently made available, enabling the learners to revisit their trip, but also to 
extend and further process the notes they made. 
 
                                                            
1  Apps can be found a at www.layar.com, www.aroundmeapp.com and www.aloqa.com 
2 ARLearn 
Information in context can be filtered according to location, direction, focused ob-
ject, time period or learner’s personal interests. Augmented reality browsers like Lay-
ar and Wikitude2 support filtering dependent on the sensors available on the mobile 
device. These browsers have implemented a Point Of Interest (POI) browsing interac-
tion pattern, delivering the same experience for every user. That is, on arrival on a 
new location a user can select a channel and retrieve information about their sur-
roundings. ARLearn contrasts with this one-fit-all approach in two ways: 
● Rather than only presenting information to a learner, authors are invited to 
create location based assignments that trigger reflection on an artifact. 
● Authors can submit information that is only presented automatically to a se-
lection of students in a group.  
 
Layar and Wikitude build on GPS, Compass and accelerometer data to augment 
the life camera feed on a smartphone. As the software is aware of user’s location and 
can determine in which direction the device is held, it can annotate artifacts with a 
relative high precision.  
In one of our preliminary experiments with Augmented Reality, a game was built 
that uses the technology. The goal of the experiment was to introduce interaction with 
elements of Augmented Reality and verify how users perceive these.  The game 
named Locatory was played twice at the campus of the Open Universiteit. Each time, 
four teams played the game. Although there is no quantitative data on these pilots [3], 
reports some interesting findings: 
• Participants were all very enthusiastic about the tool. Most of them had never 
worked with Augmented Reality tools before. Even so, the use of the tools was ra-
ther intuitive. 
• The Locatory app absorbed all of the attention of the users, which might lead to 
dangerous situations. While playing the game, observers had to highlight the dan-
ger of cars entering and leaving the campus. 
• We found that the way users perceived the game environment relates to tunnel 
vision. The players were discovering their surroundings by means of the 
smartphone camera.  Holding the smartphone in front of their eyes like spectacles 
they could gaze at the virtual artifacts. In a location based learning setting, for ex-
ample a city trip, this might make the technique less suitable as eventually we want 
users to use their vision to explore their environment. 
Our findings with Locatory triggered reflection on AR usability patterns. There-
fore, in the Florence fieldwork we decided to explore the effects of an alternative 
interaction pattern, by rendering an audio augmentation layer with the smartphone, so 
students can use their eyes to explore artifacts around them. This is particularly useful 
for students on a fieldtrip as their objective is to study and report on the actual treas-
                                                            
2  www.wikitude.com 
ures in Florence. Beside this note taking facilities were to complement the augmented 
reality experience to support the students in their fieldwork. 
 
The ARLearn platform is designed for university tutors that organize fieldwork, 
but can support other scenarios as well. For example, professionals could use the app 
when inspecting a site a make notes that are synchronized with their current location. 
Alternatively a serious game can be created in which trainees are to respond to each 
other based on augmented or virtual information played by smartphones [4]. With a 
desktop based authoring tool, authors can add assignments or information to the map 
and define the conditions for the audio to be played. As we wanted to lower the 
threshold for the use of the application, we decided to build it on a cloud computing 
infrastructure in combination with open standards. As a result, authors do not need to 
set up a server for using the tool; neither do they need to rely on the infrastructure of 
the Open Universiteit. ARLearn originally builds on two Google products: 
• ‘Google maps’ offers an API through which client applications like ARLearn can 
view, store and update data on a map. 
• ‘Google sites’ is a kind of Wiki where people can work together. Like Google 
maps, this site offers an API through which client applications can create, view and 
update both pages and attachments. 
As Google APIs build on the atom publishing protocol porting ARLearn to another 
platform is possible given that it supports AtomPub. 
 
2.1 Authoring environment  
A simple authoring environment facilitates collaboration through shared Google 
Maps, prior or after the excursion. This tool lets tutors create and upload assignments 
or information to a map and define when and how they will be played. Unlike usual 
authoring environments the tool uses the shared map as the direct mean of interaction. 
Technically based on the Google Maps API and in line with the well-known interac-
tion patterns of Google Maps the author can pan and zoom the map as well as change 
the form of rendering to elaborate geographical details.  
 
Using one’s own Google account the author can work with an arbitrary number of 
maps. The author can position map features accurately to a meter anywhere on the 
map. The features are used as narrator objects that store the spatial assignment or 
information. The objects can be adjusted to the author needs and are characterized by 
the following properties: 
 
• A name identifying the object and the spatial range in which the respective audio 
notification gets played. The range is defined by a maximum and a minimum value 
depicting the object’s activity radius in meters and thus the playback volume. 
When a user enters the perimeter defined by the maximum value, the audio will 
start playing automatically. The minimum value must be further away than the 
maximum value. When a user moves in between this span, the volume will adjust 
automatically. As a result, the playback volume will fade out, as the user walks 
away from the object and fade in, as the user gets closer to the object. 
• An optional audio file, image file, and/or textual description. The audio file is the 
central entity of ARLearn system, augmenting the user experience. Using the au-
thoring environment the author can simply upload an audio file, ideally a self-
recorded sample, which will then be played automatically when a user enters the 
defined spatial range around the object and alternatively can be played manually. 
Furthermore the author can also upload an image file that represents the object and 
will be shown if a user inspects an object. Similarly to the image, the author can 
add a textual description that will also be shown when the user inspects an object. 
• An optional comma-separated list of assignees for whom the object is reserved. 
Other users will also be able to see the respective object on the map, but they will 
not receive the automatic audio notification. 
For each narrator object that is created, a feature is added to Google Maps using 
the Google Maps Data API and a page is created on Google Sites using the Google 
Sites Data API. This page contains both the audio and/or the image as an attachment 
as well as the textual description as content. Additionally the specific properties (spa-
tial range, audio and/or image url, textual description, assignee list) are submitted 
with the feature and stored as custom attributes that are not visible using the default 
Google Maps interface, but can be queried using the respective Data API based on 
AtomPUB. The API also allows submitting geospatial queries as well as a filtering 
using single. After the submission the created features are instantly visible on the map 
and can also be updated or deleted. 
2.2 ARLearn client application 
The ARLearn smartphone client is a Google Android application. Android’s multi-
tasking infrastructure and the ability to register location-based events made this oper-
ating system a good candidate for this product. 
 
The Android client is intended for students and features multiple views. During the 
excursion, students can switch between list view and map view. The map view (a) 
renders ARLearn objects relative to user’s position, while the list view (b) sorts the 
objects ordered by distance. Green icons indicate that the narrator object is not as-
signed to anyone particular, while purple objects are assigned to a list of students. 
Although these views help a user, ARLearn was intended to use in standby mode. In 
this mode, ARLearn will vibrate when a students approximates an object and plays 
the associated audio stream automatically through the earphones. The auto-play mode 
(d) functions in standby mode, but also operates when a user has another application 
open. An Android notification, that is similar to receiving an SMS message, is then 
displayed at the top. When a user responds to this notification, he is taken to (c) where 
further information is available on the audio stream that is playing. Purple (assigned) 
narrator objects will only play automatically if they are assigned to the student that is 
currently logged in. These icons indicate this with the “me” label. 
 
Fig. 1. (a) map view (b) list view (c) open object (d) auto-play 
As interacting with the artifact studied by the student triggers reflection, ARLearn 
features note taking functionality. A note can be randomly taken by a student or can 
be a response to an open question. Figure 2 illustrates how a student can navigate 
from the map view (a) to the annotate view (b). Here a user can take a picture, record 
audio and provide a title for the annotation. When at least one media item has been 
provided, the publish button appears (c), allowing the student to publish the annota-
tion to Google maps and Google sites. Next a blue icon with “me” in it will appear on 




Fig. 2. (a) Create an annotation (b) record audio (c) review and/or publish annotation 
 
After the excursion, students have access to their notes via  Google Sites pages that 
groups all ARLearn objects by account and date in a portfolio. Here, students can 
revisit and replay there notes (fig. 3). Furthermore, the Wiki functionality of this ap-




Fig. 3. Student notes are available through Google Sites. 
 
3 Pilot during Cultural Sciences fieldwork 
The context of fieldwork has potential in re-arranging its educational set-up, aban-
doning the guided tour principle where students and tutor explore as a group the 
treasures of Florence, making it a more individual exploration endeavor. In the two 
pilots, six and nine students from the faculty of Cultural Sciences of the Open Univer-
siteit volunteered to use ARLearn for one afternoon ARLearn in the context of a per-
sonal study-theme.  
 
The pilots were conducted during the regular one week Cultural Sciences study 
visit in Florence, Italy in November 2010 (pilot A) and November 2011 (pilot B). The 
day before a group instruction was given on the use of a smartphone in general and 
the ARLearn application specifically, supporting their fieldwork. Afterwards all stu-
dents were given a smartphone with ARLearn and were tasked to use and to get ac-
quainted with the device during the course of the next day.  
 
In the course of the pilot, students worked on their own in the center of Florence on 
the individual study-tasks that their tutor prepared with the authoring environment. 
The tasks of the students were not overlapping. Each student was given a series of 2-5 
small tasks by the tutor. The tasks were presented as a series of spoken messages by 
the tutor. The same tasks could also be re-read using the screen of the smartphone. In 
some cases graphics were used to clarify the task given. The tasks presented by the 
tutor are designed as guides for the students in working out their fieldwork. After the 
completion of their fieldwork students filled out a questionnaire followed by an inter-
view in which clarification and explanation on the questionnaires was obtained to-
gether with observations that were not captured in the questionnaire. An overall view 
on the use of the ARLearn application was obtained by using product reaction cards 
[5].  
 
The students were all positive on the use of ARLearn as a study-tool (first entry in 
Table 1). All participants marked 4 or 5, only in pilot B one person marked 1, which 
explains the lower average. Most participants added that the personal assignments 
explained by their tutor, helped them to focus on specific aspects of the cultural treas-
ures in a rich environment. A student expressed “this tool makes it easy to do my 
fieldwork on my own. I am not depending on the pace of the rest of the group, and it 
makes me focus on the treasures that I want to examine”. 
 
The ARLearn app makes the smartphone in pilot A vibrate and starts playing audio 
clips automatically when a student comes close to study-object. Only two students 
appreciated this, the other three perceived it as irritating and preferred to start the 
audio clip manually and one was indifferent. It was suggested to give only haptic 
feedback (e.g. audio signal, vibration) when an object is approached, after which the 
audio-fragment can be started manually.  When artifacts to be studied were within 
close range of each other, audio clips often started playing while the student was still 
focused on another task. This caused irritation. In the second pilot B the assignments 
were for this reason listed on the student’s smartphone but not played automatically. 
The phone consequently plays a signal and vibrates if a new assignment comes avail-
able.  
 
The audio fade out feature, that starts when walking away from an object, was not 
noticed by five out of six students in pilot A. Probably the street-noise made them not 
notice this. Besides, the fading out only works when a users’ position can be accurate-
ly determined, which was often not the case. In Florence, a city with narrow streets 
and high buildings, the GPS signal is often very poor. This feature was for this reason 
not used in the second pilot B and replaced by the haptic feedback mentioned above. 
 
Students were encouraged to gather their data for their fieldwork by using the an-
notation function in which their voice could be recorded using the microphone, photos 
could taken using the built-in camera and short texts could be typed using the 
touchscreen. All students made notes, where taking pictures was the most popular 
with on the average almost 5 pictures taken by each student (Table 1). This was sup-
ported by the feedback acquired in the questionnaire students showed most positive 
about taking pictures of the artifacts examined. They expressed it as an easy and fast 








Questionnaire (5 point Likertscale) Pilot A  
(n = 6) 
Pilot B  
(n = 8) 
“The support of ARlearn in performing my fieldwork on 
artifacts in different locations in Florence is useful?” 
4.56 4.24 
 “Creating notes by typing text is useful” 2.00 not available 
 “Creating notes by taking pictures is useful”  4.83 4.75 
 “Creating notes by recording my voice is useful”  3.50 3.11 
 
Number of notes collected in portfolio of students   
average number of notes with typed text 2.17 not available 
average number of notes with pictures 4.83 4.86 
average number of notes with voice recordings 3.50 3.50 
Table 1. Summarized data from questionnaire and portfolio 
 
Besides taking pictures students could take notes by either typing them on the 
smartphone or by recording their own voice. In pilot A the typing of notes turned out 
to be complicated for the students, who explained that the virtual keyboard on the 
touchscreen was rather small and that it was difficult to see in the bright sunlight. This 
explains the low number of notes taken and the low appreciation. In pilot B the use of 
typed notes was, although technical possible not mentioned and not used. In both 
pilots students recorded their own voice to take notes. Although it was considered a 
suitable option, most students felt somewhat uncomfortable to speak out their obser-
vations loud and to listen to their own voice. This explains the lower score in the 
Questionnaire compared to taking pictures. Still each student created on an average 
3.5 voice recordings in both pilots. This can be considered substantial given the fact 
that it was for all students the first time they took notes by recording their own voice. 
Students expressed in the interviews: “ It is very awkward to speak to myself and then 
listen to my own voice” and “ superfast to simply think aloud, makes it much easier to 
work-out my observations afterwards”. 
 
After the study visit in Florence students worked out an essay in order to complete 
their coursework. They were to use the collected data accessible in their portfolio (fig. 
3).  The tutor in both pilots confirmed the statements of the students that in the reports 
sent, more systematically the observations of the Florence fieldwork were covered 




In the two pilots conducted students showed critical positive towards the use of the 
ARlearn in their fieldwork. The original design with automatically playing the audio 
fragments and the change of volume showed not applicable and was abandoned in 
pilot B. Note taking turned out to be quite easy using the audio recording and camera 
functions of the smartphone, but students have to get used to do this orally, as most of 
them are not used to record and play their own voice. Given the feedback of the tutor, 
the students in the pilots collected systematically date for their essay. 
4 Conclusion 
This article contributes to a broader vision on augmented reality. Rather than rely-
ing on sight to augment, auditory senses can be used to augment what a students ob-
serve around them. For this purpose, a complete open source toolkit has been built 
including an authoring environment and a smartphone application. Furthermore this 
toolkit synchronizes content through open standards such as Atom and AtomPub con-
tent to Google Maps and Google Sites. This realizes a tool that is free to download, 
free to modify and relies on the free of charge usage of Google services. The integra-
tion of these Google services realizes a cloud based approach.  
 
From the two pilots it can be concluded that the ARLearn tool installed on an An-
droid smartphone was appreciated by the students as a useful learning tool, taking into 
consideration the difficulties in positioning and the automatic playing of audio-
fragments. Moreover the students indicated that the Audio Augmented Reality func-
tion was only one of the valuable learning tools. The possibility to record their spoken 
notes and take pictures was as important for them. The principle to play and record in 
a visual rich environment audio-fragments using ones auditory sense for questions 
and notes was supported in the pilots.  
 
The value of an individual study visit with fieldwork of the students as such de-
pends mainly on the assignments the tutor designs, taking into consideration the pre-
vious work of a student and details of the historical treasures to be observed. If over 
time more students visit the same locations, it is interesting to have students build 
upon the observations and conclusions of those who worked on the same artifact be-
fore. By this the nature of the student’s essay on the field trip will change. If individu-
al field-trips are to be implemented on a larger scale it is advised to reconsider all 
procedural, procedural and technical aspects. 
 
In future implementations of the ARLearn toolset, it is considered to make a dis-
tinction between notes and answers to assignments. Furthermore, some students solic-
ited for the ability to making notes private and hide for the tutor and peers. Improve-
ments will be made to the user-interface and the play-stop function of the audio-
fragments. The technical difficulties in determining the exact location using GPS 
cannot be solved. Admittedly, in Florence - due to the narrow streets and high facades 
- car navigation systems deliver poor results too. In the current version of the toolset 
there is no worked out module for the tutor. During the pilots, we noticed that the 
tutor had to refrain himself in giving feedback to the students. In a new version, a 
tutor backchannel will be build-in that enables the tutor to be available at a distance, 
following and guiding them as needed.  
 
The ARLearn toolkit can make the organization of fieldwork for Cultural Sciences 
students more sustainable as it enables students to visit Florence alone and not depend 
on an organized study-trip by the university. If planned in advance the tutor can be 
available at a distance for immediate feedback while checking the portfolio of the 
student.  In this way a study trip can be combined with a holiday, saving a second 
visit to Florence. As there are some vulnerable artifacts in Florence access can be 
limited to their locations. By collecting annotated data in the portfolios of different 
students examining these artifacts, visits can be limited and focused in order to protect 
the treasures. 
 
5 Future work 
The current version of ARLearn supports narrator and annotator objects. We are 
implementing other functionalities based on the interviews with both the tutor and the 
students. 
 
In ARLearn, there is no distinction between an answer to a particular question or a 
random annotation. In next versions, the set of ARLearn objects are extended with 
rich media such as multiple choice questions, polls, location based forums or ques-
tions that involve finding a location or bringing an artifact to another location. Fur-
thermore answers will be modeled as separate entities linked to the original question. 
This makes it possible to extend the use of ARlearn to other learning scenarios like 
serious games 
 
All objects are currently represented within a Google map. This has as a conse-
quence that when an excursion starts, the map (and thus the entire excursion) is al-
tered by the students. In order to enable reuse of an excursion, a distinction will be 
made between the design of an excursion, including the media a teacher uploads and 
the excursion itself that is linked to design and that represents the advancements of a 
student.   
 
During the pilots, we noticed that the tutor had to refrain himself from giving feed-
back to the students. In a new version we will provide a tutor messaging facility, 
which enables live support by the tutor. Through this facility, the tutor will not only 
be able to track a student’s progress, he will also be able to intervene and guide the 
students through new questions and messages.  
 
As indicated in this article the ARlearn set of applications is developed further and 
deployed in different educational settings. Practitioners are encouraged to use AR-
learn to design their own learning scenarios including specific assignments. Infor-
mation on this can be found on the website of the Centre for Learning Sciences and 
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