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a b s t r a c t
Given a finite set of 2-dimensional points P ⊆ R2 and a positive real d, a unit disk graph,
denoted by (P, d), is an undirected graph with vertex set P such that two vertices are
adjacent if and only if the Euclidean distance between the pair is less than or equal to d.
Given a pair of non-negative integers m and n, P(m, n) denotes a subset of 2-dimensional
triangular lattice points defined by P(m, n) def.= {(xe1 + ye2) | x ∈ {0, 1, . . . ,m − 1}, y ∈
{0, 1, . . . , n− 1}}where e1 def.= (1, 0), e2 def.= (1/2,
√
3/2). Let Tm,n(d) be a unit disk graph
defined on a vertex set P(m, n) and a positive real d. Let T km,n be the kth power of Tm,n(1).
In this paper, we show necessary and sufficient conditions that [∀m, Tm,n(d) is
perfect] and/or [∀m, T km,n is perfect], respectively. These conditions imply polynomial time
approximation algorithms for multicoloring (Tm,n(d), w) and (T km,n, w).
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Given a pair of non-negative integers m and n, P(m, n) denotes the subset of 2-dimensional integer triangular lattice
points defined by P(m, n) def.= {(xe1+ye2) | x ∈ {0, . . . ,m−1}, y ∈ {0, . . . , n−1}}where e1 def.= (1, 0), e2 def.= (1/2,
√
3/2).
Given a finite set of 2-dimensional points P ⊆ R2 and a positive real d, a unit disk graph, denoted by (P, d), is an undirected
graph with vertex set P such that two vertices are adjacent if and only if the Euclidean distance between the pair is less than
or equal to d. We denote the unit disk graph (P(m, n), d) by Tm,n(d). A graph Tm,n(1) is called a triangular lattice graph. The
kth power of a graph G is a graph whose vertex set is equivalent to that of G and a pair of two vertices is adjacent if and only
if there is a path of length that is, at most, k between the pair. Clearly, G1 = G holds. We denote the kth power of Tm,n(1)
by T km,n.
Examples of the unit disk graph on triangular lattice points Tm,n(d) and the kth power of the triangular lattice graph
T km,n are depicted in Figs. 1 and 2. The unit disk graph Tm,n(d) and the kth power T
k
m,n are different in most cases. Only for
k = 1, 2, 3, 4, ∃d, T km,n = Tm,n(d). In other cases, T km,n and Tm,n(d) are different. For example, ∀d, T 5m,n 6= Tm,n(d), and
∀k, Tm,n(
√
3) 6= T km,n.
I A preliminary version of this paper dealing with unit disk graphs on triangular lattice points appeared in the [Y. Miyamoto, T. Matsui, Multicoloring
unit disk graphs on triangular lattice points, in: Proceedings of the 16th ACM-SIAM Symposium on Discrete Algorithms, 2005, pp. 895–896]. A preliminary
version of this paper dealingwith the kth power of triangular lattice graph appeared in the [Y.Miyamoto, T.Matsui, Perfectness and imperfectness of the kth
power of lattice graphs, in: N. Megiddo, Y. Xu, B. Zhu (Eds.), Proceedings of the 1st International Conference on Algorithmic Applications in Management,
in: Lecture Notes in Computer Science, vol. 3521, Springer, 2005, pp. 233–242].∗ Corresponding author.
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Fig. 1. Tm,5(1) = T 1m,5: the triangular lattice graph.
Fig. 2. Tm,5(
√
7) (6∈ T km,n).
Table 1
Approximation ratios in case of the unit disk graph
d 1 · · · √3 · · · √7 · · · 2√3 · · · √13 · · · √19 · · ·
Ratio 4/3 5/3 7/4 2 9/5 2
d
√
21 · · · 3√3 · · · √31 · · · · · · ∞
Ratio 11/6 2 13/7 · · · 1+ 2/√3
Table 2
Approximation ratios in case of the kth power
k 2 3 4 5 6 7 8 · · · ∞
Ratio 5/3 7/4 9/5 11/6 13/7 15/8 17/9 · · · 2
Given an undirected graphH and a non-negative integer vertexweight functionw : V → Z+, amulticoloring of (H, w) is
an assignment of colors to vertices ofH such that each vertex v admitsw(v) colors and no adjacent pair of two vertices shares
a common color. A multicoloring problem on (H, w) finds a multicoloring of (H, w) that minimizes the required number
of colors.
In this paper, we studyweighted unit disk graphs on triangular lattice points, weighted kth power of the triangular lattice
graphs, and the multicoloring problem on them. We find well-solvable subgraphs whose shapes are slabs of fixed widths
that make possible to construct approximation algorithms similar to the shifting strategy [13].
First, we show a necessary and sufficient condition that [∀m, Tm,n(d) is perfect], and a necessary and sufficient condition
that [∀m, T km,n is perfect]. In other words, we characterize perfectness of Tm,n(d) and T km,n with respect to n, d, k. As shown in
Figs. 1 and 2, the shapes of these graphs are slabs. Intuitively, we characterize perfectness of these slabs with respect to their
width. If a graph is perfect, we can solve themulticoloring problem easily. Next, we propose polynomial time approximation
algorithms for multicoloring (Tm,n(d), w) and (T km,n, w). Our algorithm is based on the well-solvable cases that the given
(slab-like) graph is perfect. For any d ≥ 1, our algorithm finds a multicoloring of (Tm,n(d), w)which uses, at most,1+
⌊
2√
3
d
⌋
⌊
3+
√
4d2−3
2
⌋
ω(Tm,n(d), w)+
(⌊
3+√4d2 − 3
2
⌋
− 1
)
bd+ 1c2
colors, where ω(G, w) denotes the weighted clique number of (G, w). Table 1 shows the value of the above approximation
ratio in case that d is small. For any k ≥ 2, our algorithm finds a multicoloring of (T km,n, w), which uses, at most,(
2k+ 1
k+ 1
)
ω(T km,n, w)+ O(k3)
colors. Table 2 shows the value of the above approximation ratio in case that k is small.
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Table 3
Perfectness of unit disk graphs on triangular lattice points
Themulticoloring problem and unit disk graphs have been studied in several contexts.When a given graph is Tm,n(d) (the
unit disk graph on triangular lattice points), the problem is related to the radio channel (frequency) assignment problem.
McDiarmid and Reed [20] showed that the multicoloring problem on a weighted triangular lattice graph (Tm,n(1), w) =
(T 1m,n, w) is NP-hard. Similarly, we can show that the multicoloring problem on (Tm,n(d), w) and/or (T
k
m,nw) is also NP-
hard. Some authors [20,23] independently gave (4/3)-approximation algorithms for this problem. Feder and Shende [5]
proposed a (7/3)-approximation algorithm, for the multicoloring problem on (Tm,n(2), w). The coloring problem on unit
disk graphs is NP-hard [10], and there exists 3-approximation algorithms [10,13,16,3]. Here we note that the approximation
ratio of our algorithm is less than about 1 + 2/√3 < 2.155 for any d ≥ 1. Although a maximum clique on unit disk
graphs is obtained in polynomial time [2], the maximum stable set problem on unit disk graph is NP-hard [2]. Similarly, the
maximumweight stable set problem on (Tm,n(d), w) and/or (T km,n, w) is also NP-hard, asmentioned in Section 5.Matsui [17]
proposed a polynomial time approximation scheme (PTAS) for a maximum stable set on unit disk graphs. Nieberg, Hurink
and Kern [24] proposed a PTAS for the maximum weight stable set on unit disk graphs. Their approach [24] requires no
geometric representation. The unit disk graph recognition problem is known to be NP-hard [1].
In this paper, we discuss perfectness of unit disk graphs on triangular lattice points and of the kth power of the triangular
lattice graphs. In a case where a given graph H is the square lattice graph, the graph H becomes bipartite. Consequently,
we can obtain an optimal multicoloring of (H, w) in polynomial time (see [20] for example). In our previous paper [22],
we showed that the multicoloring problem on the square lattice graph with diagonals is NP-hard, and we proposed an
approximation algorithm that finds a multicoloring of the graph G with, at most, (4/3)ω(G) + 4 colors. Halldórsson and
Kortsarz [12] studied planar graphs and partial k-trees. For both classes, they gave a PTAS for variations of multicoloring
problem with min-sum objectives. These objectives appear in the context of multiprocessor task scheduling.
2. Perfectness and simple coloring algorithms
In this section, we discuss some well-solvable cases such that the multicoloring number is equivalent to the weighted
clique number. An undirected graph G is perfect if, for each induced subgraph H of G, the chromatic number of H , denoted
by χ(H), is equal to its clique number ω(H). A graph is called imperfect if the graph is not perfect. The following theorems
are the main results of this paper.
Theorem 1. The graph Tm,3(d) is perfect, ∀m ∈ Z+, ∀d ≥ 1. When n ≥ 4 and d ≥ 1, we have the following: [∀m ∈
Z+, Tm,n(d) is perfect] if and only if d ≥
√
n2 − 3n+ 3.
Table 3 shows the perfectness of Tm,n(d) for small n and d.
Theorem 2. The graph T 1m,3 is perfect. When k ≥ 2, we have the following: [∀m ∈ Z+, T km,n is perfect] if and only if k ≥ n− 1.
Table 4 shows the perfectness of T km,n for small n and k.
To show the above theorems, we introduce some definitions.We say that an undirected graph has a transitive orientation
property if each edge can be assigned a one-way direction such that the resulting directed graph (V , F) satisfies [(a, b) ∈ F
and (b, c) ∈ F imply (a, c) ∈ F ]. An undirected graph that is transitively orientable is called a comparability graph. The
complement of a comparability graph is called a co-comparability graph. Every co-comparability graph is well known to be
perfect [9].
Lemma 3. For any integer n ≥ 1, the condition d ≥ √n2 − 3n+ 3 implies that Tm,n(d) is a co-comparability graph.
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Table 4
Perfectness of the kth power of the triangular lattice graphs
Proof. When n ≤ 2, the statement can be proved readily. It suffices to show that the complement of Tm,n(d) is a
comparability graph when n ≥ 3 and d ≥ √n2 − 3n+ 3. Let Tm,n(d) be the complement of Tm,n(d). We direct each edge in
Tm,n(d) as follows. For any edge e = {v1, v2} in Tm,n(d), we direct the edge e from v1 to v2 when the x-coordinate of v1 is
strictly less than that of v2. Note that there is no edge in Tm,n(d)whose end points share the same x-coordinate because each
edge is longer than d ≥ √n2 − 3n+ 3 >
√
3
2 (n − 1), which is the ‘width’ of Tm,n(d). We show that the obtained directed
graph, denoted by G′, satisfies transitivity.
Clearly, G′ is acyclic. Assume that G′ contains a pair of directed edges (v1, v2) and (v2, v3). We denote the position of
vi by (xi, yi) where xi and yi, respectively, denote the x-coordinate and the y-coordinate. The definition of G′ implies that
x1 < x2 < x3. In the following, we show that x2 − x1 > d/2.
(Case 1) Consider the case in which |y2− y1| < (
√
3/2)(n− 1). Then, it is clear that |y2− y1| ≤ (
√
3/2)(n− 2). Because the
distance between v1 and v2 is greater than d and n ≥ 3, we have that x2−x1 >
√
d2 − |y2 − y1|2 ≥
√
d2 − (3/4)(n− 2)2 >√
d2 − (3/4)(n2 − 3n+ 3) ≥ √d2 − (3/4)d2 = d/2.
(Case 2) Assume that |y2−y1| ≥ (
√
3/2)(n−1). Because v1, v2 ∈ P(m, n), it is clear that |y2−y1| = (
√
3/2)(n−1). Without
loss of generality, we can assume that (x2, y2) = (x1, y1) + (x′e1 + (n − 1)e2) for some integer x′. Because 0 < x2 − x1 =
(n− 1)/2+ x′, we have x′ > −(n− 1)/2. If x′ ≤ −1, then |x2 − x1|2 + |y2 − y1|2 = (x′ + (n− 1)/2)2 + (3/4)(n− 1)2 ≤
(−1+ (n−1)/2)2+ (3/4)(n−1)2 = n2−3n+3 ≤ d2, which contradicts the non-adjacency between v1 and v2 on Tm,n(d).
Consequently, the integrality of x′ implies that x′ ≥ 0 and |x2 − x1| = (n − 1)/2 + x′ ≥ (n − 1)/2 = |y2 − y1|/
√
3. Then
the inequalities d2 < |x2 − x1|2 + |y2 − y1|2 ≤ |x2 − x1|2 + 3|x2 − x1|2 = 4|x2 − x1|2 imply that d/2 < x2 − x1.
Similarly, we can show that x3 − x2 > d/2. Therefore, we have x3 − x1 > d; also, the distance between v1 and v3 is
greater than d. From the definition of G′, the digraph G′ contains the directed edge (v1, v3). 
Similarly, we can show the following.
Lemma 4. For any integer n ≥ 2, the condition k ≥ n− 1 implies that T km,n is a co-comparability graph.
The following lemma deals with the remaining special case that n = 3, d = 1.
Lemma 5. For any m ∈ Z+, the graph Tm,3(1) = T 1m,3 is perfect.
Proof. Let H be an induced subgraph of Tm,3(1).
Whenω(H) ≥ 3, then it is clear thatω(H) = 3 and χ(H) ≤ 3 becauseω(Tm,3(1)) = 3 and Tm,3(1) has a trivial 3-coloring
(see Fig. 3).
When ω(H) ≤ 2, H has no 3-cycle. In this case, we show that every induced cycle of H is even. We name upper, middle
and lower line as shown in Fig. 4. Let C be an induced cycle ofH . Thenwe claim that the left most vertex of C is on themiddle
line. If the left most vertex is on the upper line, the vertex and its adjacent vertices in C forms a triangle. Similarly, the left
most vertex is not on the lower line, and thus the left most vertex is on the middle line. Symmetrically, we can show that
right most vertex is also on the middle line. We denote the left most vertex by vl and the right most vertex by vr . Let P and
P ′ be a pair of two subpaths in C connecting vl and vr . Because an induced cycle C does not have any shortcut, every pair
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Fig. 3. A trivial 3-coloring of Tm,3(1).
Fig. 4. An induced subgraph that has no 3-cycle.
Fig. 5. An induced subgraph C9 on Tm,4(d) for 1 ≤ d <
√
3.
Fig. 6. An induced subgraph C7 on Tm,4(d) for
√
3 ≤ d < 2.
Fig. 7. An induced subgraph C5 on Tm,4(3) for 2 ≤ d <
√
7.
of internal vertices v in P and v′ in P ′ is non-adjacent. Consequently, every internal vertex in P and P ′ is not on the middle
line (see Fig. 4). Thus, the length of P and P ′ are the same, which concludes that C is an even cycle. Therefore, χ(H) = ω(H)
because H is bipartite. 
It is noteworthy that, although the graph Tm,3(1) is perfect, the graph Tm,3(1) is not a co-comparability graph.
From the above, the perfectness of a graph satisfying the conditions of Theorems 1 and 2 is clear.
In the following, we discuss the inverse implication of Theorems 1 and 2. An undirected graph G is said to have an odd-
hole, ifG contains an induced subgraph that is isomorphic to an odd cyclewhose length is greater than or equal to 5. If a graph
has an odd-hole, then the graph is clearly not perfect. The proofs of the following Lemmas 6–9 are given in the Appendix.
We show only Figures of the odd-holes.
Lemma 6. If 1 ≤ d < √7, then ∀m ≥ 5, Tm,4(d) has at least one odd-hole (see Figs. 5–7).
Lemma 7. If 1 ≤ d < √13, then ∀m ≥ 6, Tm,5(d) has at least one odd-hole (see Figs. 8 and 9).
Lemma 8. For any integer n ≥ 4, the condition 1 ≤ d < √n2 − 3n+ 3 implies that ∃m ∈ Z+, Tm,n(d) is imperfect.
Lemma 9. The graph T 14,4 is imperfect. For any integer n ≥ 4, if k ≤ n− 2, then ∃m ∈ Z+, T km,n is imperfect.
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Fig. 8. An induced subgraph C5 on Tm,5(d) for
√
7 ≤ d < 3.
Fig. 9. An induced subgraph C5 on Tm,5(d) for 3 ≤ d <
√
13.
Lemmas 8 and 9 show the imperfectness of every graph that violates conditions of Theorems 1 and 2, respectively. Thus, we
have completed proofs of Theorems 1 and 2.
From the above lemmas, the following are immediate.
Corollary 10. Let d > 1 be a real number. Then, Tm,n(d) is a co-comparability graph if and only if n ≤ 3+
√
4d2−3
2 .
Corollary 11. Let k ≥ 2 be an integer. Then, T km,n is a co-comparability graph if and only if n ≤ k+ 1.
Next, we consider the multicoloring problems. Given an undirected graph G = (V , E) and a non-negative vertex weight
functionw : V → Z+, themulticoloring number χ(G, w) is the least number of colors required in a multicoloring of (G, w).
Theweighted clique number ω(G, w) is the weight of a maximumweight clique in (G, w). It is clear that χ(G, w) ≥ ω(G, w).
An optimal multicoloring of a perfect graph can be found in polynomial time [11,25] using ellipsoid method.
For the remainder of this section, we discuss some algorithmic aspects. Assume that we have a co-comparability graph
G and related digraph H that gives a transitive orientation of the complement of G. Then each stable set of G corresponds
to a chain (directed path) of H . The multicoloring problem on G is essentially equivalent to the minimum size chain cover
problemonH . Every clique ofG corresponds to an anti-chain ofH . Thus the equalityω(G) = χ(G) is obtained fromDilworth’s
decomposition theorem [4]. The minimum size chain cover problem on an acyclic graph is well known to be solvable in
polynomial time using an algorithm for a minimum-cost circulation flow problem (see [25] for example). Although the
graph Tm,3(1) = T 1m,3 is not a co-comparability graph, we proposed a simple O(m) time algorithm for multicoloring the
graph. (see Appendix: Algorithm for Multicoloring (Tm,3(1), w)).
3. Fractional multicoloring and imperfection ratio
In this section, we propose approximation algorithms for fractional multicoloring problems on the graphs (Tm,n(d), w)
and (T km,n, w). The basic idea of our algorithm is similar to the shifting strategy [14]. Our approximation algorithms imply
upper bounds of imperfection ratios.
Given an undirected graph G = (V , E) and a non-negative integer vertex weight function w : V → Z+, a fractional
multicoloring problem is a linear programming problem:
minimize
∑
S∈S
yS
subject to
∑
S3v
yS ≥ w(v), ∀v ∈ V , yS ≥ 0, ∀S ∈ S,
where S is the family of all the stable sets in G. The optimal value of the above problem is called the fractional multicoloring
number of (G, w); it is denoted by χf(G, w).
We describe our algorithm in a proof of the following theorem.
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Theorem 12. When d ≥ 1, there exists a polynomial time
(
1+
⌊
2√
3
d
⌋/⌊
3+
√
4d2−3
2
⌋)
-approximation algorithm for the
fractional multicoloring problem on (Tm,n(d), w).
Proof. We describe the outline of our algorithm. For simplicity, we define K1 =
⌊
3+
√
4d2−3
2
⌋
and K2 =
⌊
3+
√
4d2−3
2
⌋
+⌊
2√
3
d
⌋
.
First, we construct K2 vertex weightsw′k for k ∈ {0, 1, . . . , K2 − 1} by setting
w′k(x, y) =

0, y ∈
{
k, k+ 1, . . . , k+
⌊
2√
3
d
⌋
− 1
}
(mod K2),
w(x, y)
K1
, otherwise.
Note that the weightw′k(x, y) is a decomposition of the weightw(x, y) such thatw(x, y) =
∑
kw
′
k(x, y), becausew
′
k(x, y) =
w(x, y)/K1 if k ∈ {y+1, . . . , y+K1} (mod K2),w′k(x, y) = 0 if k ∈ {y+K1+1, . . . , y+K2} (mod K2). Next, we exactly solve
K2 fractional multicoloring problems defined by K2 pairs (Tm,n(d), w′k), k ∈ {0, 1, . . . , K2 − 1} and obtain K2 multicolorings.
We can solve each problem exactly in polynomial time because every connected component of the graph induced by
the set of vertices with positive weight is a perfect graph discussed in the previous section. The fractional multicoloring
number of a co-comparability graph is obtained in polynomial time using an algorithm for a minimum-cost circulation flow
problem. Therefore, χf(Tm,n(d), w′k) = ω(Tm,n(d), w′k) for any k ∈ {0, 1, . . . , K2 − 1}. Lastly, we output the direct sum of
K2 multicolorings obtained above. The definition of the vertex weight function w′k implies that ∀k ∈ {0, 1, . . . , K2 − 1},
K1 ω(Tm,n(d), w′k) ≤ ω(Tm,n(d), w). Consequently, the obtained multicoloring uses, at most, (K2/K1)ω(Tm,n(d), w) colors.

In a similar fashion, the following theorem is obtained.
Theorem 13. When k ≥ 1, there exists a polynomial time ( 2k+1k+1 )-approximation algorithm for the fractional multicoloring
problem on (T km,n, w).
The imperfection ratio Imp(G) of an undirected graph G is defined by
Imp(G) def.= max
w
{
χf(G, w)
ω(G, w)
}
where the maximum is taken over all non-zero integral weight function w [7,8,18,19]. From Theorems 12 and 13, the
following are immediate.
Corollary 14. The imperfection ratio of Tm,n(d) satisfies
1 ≤ Imp(Tm,n(d)) ≤ 1+
⌊
2√
3
d
⌋
⌊
3+
√
4d2−3
2
⌋ .
Corollary 15. The imperfection ratio of T km,n satisfies
1 ≤ Imp(T km,n) ≤
2k+ 1
k+ 1 .
4. Multicoloring
In this section, we propose approximation algorithms for multicoloring the graph (Tm,n(d), w) and (T km,n, w). These are
based on the fractional version appearing in the previous section. We describe our algorithm in a proof of the following
theorem.
Theorem 16. When d ≥ 1, there exists a polynomial time algorithm for multicoloring (Tm,n(d), w) such that the number of
required colors is bounded by1+
⌊
2√
3
d
⌋
⌊
3+
√
4d2−3
2
⌋
ω(Tm,n(d), w)+
(⌊
3+√4d2 − 3
2
⌋
− 1
)
χ(Tm,n(d)).
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Proof. We describe an outline of the algorithm. For simplicity, we define K1 =
⌊
3+
√
4d2−3
2
⌋
and K2 =
⌊
3+
√
4d2−3
2
⌋
+⌊
2√
3
d
⌋
.
First, we construct K2 vertex weightsw′k for k ∈ {0, 1, . . . , K2 − 1} by setting
w′k(x, y) =

0, y ∈
{
k, k+ 1, . . . , k+
⌊
2√
3
d
⌋
− 1
}
(mod K2),⌊
w(x, y)
K1
⌋
, otherwise.
Note that w(x, y) ≥ ∑kw′k(x, y). Next, we exactly solve K2 multicoloring problems defined by K2 pairs (Tm,n(d), w′k),
k ∈ {0, 1, . . . , K2 − 1} and obtain K2 multicolorings. We can solve each problem exactly in polynomial time because
every connected component of the graph induced by the set of vertices with positive weight is a co-comparability graph
discussed in the previous section. For that reason, χ(Tm,n(d), w′k) = ω(Tm,n(d), w′k) for any k ∈ {0, 1, . . . , K2 − 1}. Put
w′′ = w − ∑K2−1k=0 w′k. Then, ∀v ∈ V , w′′(v) is less than or equal to K1 − 1. Therefore, we can find a multicoloring
of (Tm,n(d), w′′) from the direct sum of K1 − 1 trivial colorings of Tm,n(d). The obtained multicoloring uses, at most,
(K1 − 1)χ(Tm,n(d)) colors (See Lemma 17). Lastly, we output the direct sum of K2 + 1 multicolorings obtained above. The
definition of the weight vector w′k implies that ∀k ∈ {0, 1, . . . , K2 − 1}, K1 ω(Tm,n(d), w′k) ≤ ω(Tm,n(d), w). Thus, the
obtained multicoloring uses, at most, (K2/K1)ω(Tm,n(d), w)+ (K1 − 1)χ(Tm,n(d)) colors. 
Let d̂ be the minimum Euclidean distance between non-adjacent vertices in Tm,n(d). Clearly, d < d̂ ≤ bd + 1c. The
following lemma gives the upper bound of the chromatic number of Tm,n(d).
Lemma 17. For any positive integers m and n, χ(Tm,n(d)) ≤ d̂ 2.
Proof. See Donald [15] and McDiarmid [21] for a pertinent example. 
Here we note that if we apply our algorithm in the case that d = 1, then the algorithm finds a multicoloring that uses,
at most, (4/3)ω(Tm,n(1), w)+ 6 colors. McDiarmid and Reed [20] proposed an approximation algorithm for (Tm,n(1), w) =
(T 1m,n, w), which finds a multicoloring with at most (4/3)ω(Tm,n(1), w)+ 1/3 colors.
When d = 2, Feder and Shende [5] proposed a (7/3)-approximation algorithm, and the procedure described above gives
a multicoloring such that the number of required colors is bounded by (5/3)ω(Tm,n(2), w)+ 14.
In a similar way, the following theorem is obtained.
Theorem 18. When k ≥ 1, there exists a polynomial time algorithm for multicoloring (T km,n, w) such that the number of required
colors is bounded by(
2k+ 1
k+ 1
)
ω(T km,n, w)+ kχ(T km,n).
It is readily apparent that χ(T km,n) is bounded by O(k
2).
5. Maximumweight stable set
Given an undirected graph G = (V , E) and a non-negative integer vertex weight function w : V → Z+, a maximum
weight stable set problem on (G, w) finds a stable set S ⊆ V whose weight∑v∈S w(v) is maximized. The maximum weight
stable set problem is clearly NP-hard on (Tm,n(d), w) and on (T km,n, w) because we can reduce a κ-stable set problem on a
3-regular planar graph, which is known to be NP-hard [6], to a maximum weight stable set problem on (Tm,n(d), w) and
(T km,n, w).
From our main theorems, the following are immediate.
Theorem 19. There exists a polynomial time
 ⌊ 3+√4d2−32 ⌋⌊
2√
3
d
⌋
+
⌊
3+
√
4d2−3
2
⌋
-approximation algorithm for the maximum weight stable
set problem on (Tm,n(d), w).
Proof. For simplicity, we define K1 =
⌊
3+
√
4d2−3
2
⌋
and K2 =
⌊
3+
√
4d2−3
2
⌋
+
⌊
2√
3
d
⌋
. First, we construct K2 subgraphs Li of
Tm,n(d) induced by
Vi
def.=
{
(x, y) ∈ P(m, n)
∣∣∣∣y ∈ {i, i+ 1, . . . , i+ ⌊ 2√3d
⌋
− 1
}
(mod K2)
}
, i ∈ {0, 1, . . . , K2 − 1}.
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Table 5
Perfectness of unit disk graphs on square lattice points
Theorem 1 and 2, the subgraphs Li are perfect (co-comparability) graphs. Next, we exactly solve K2 maximumweight stable
set problems defined by (Li, wLi), wherewLi is a restriction of theweight functionw to the subgraph Li. Let S
∗
i be amaximum
weight stable set of (Li, wLi). Lastly, we output a stable set S
∗ ∈ {S∗0 , . . . , S∗K2−1} that attains w(S∗) = maxi{w(S∗i )}, where
w(S) def.= ∑v∈S w(v).
Let Smax be a maximum weight stable set of (Tm,n(d), w). In the remainder of this proof, we show that K1w(Smax) ≤
K2w(S∗). Let Smaxi
def.= Smax ∩ Vi, i ∈ {0, 1, . . . , K2 − 1}. We obtain K1w(Smax) = ∑K2−1i=0 w(Smaxi ) because every vertex
is covered exactly K1 time by K2 induced subgraphs. We obtain
∑K2−1
i=0 w(S
max
i ) ≤
∑K2
i=0w(S
∗
i ) because w(S
max
i ) ≤
w(S∗i ), i ∈ {0, . . . , K2−1} (in other words, Smaxi is a stable set and S∗i is a maximumweight stable set of (Li, wLi)). Obviously∑K2−1
i=0 w(S
∗
i ) ≤ K2maxi{w(S∗i )}. Then K1w(Smax) ≤ K2maxi{w(S∗i )}. 
Similarly, the following theorem is obtained.
Theorem 20. When k > 1, there exists a polynomial time
( k+1
2k+1
)
-approximation algorithm for the maximum weight stable set
problem on (T km,n, w).
6. Discussion
We consider the multicoloring problem on (Tm,n(d), w) and (T km,n, w). We discussed the perfectness of (Tm,n(d), w)
and (T km,n, w) in terms of d, k and n. The discussion implies effective polynomial time approximation algorithms of the
multicoloring problem and the maximum weight stable set problem. The discussion also implies upper bounds of the
fractional multicoloring number and the imperfection ratio.
From our main theorems, a subgraph of Tm,n(d) induced by
V1
def.=
{
(x, y) ∈ P(m, n)
∣∣∣∣ y ∈ {1, 2, . . . ,⌊ 2√3d
⌋}
(mod K2)
}
.
is a perfect (co-comparability) graph, where K2 =
⌊
3+
√
4d2−3
2
⌋
+
⌊
2√
3
d
⌋
. When d < 6
√
3, a subgraph of Tm,n(d) induced
by P(m, n) \ V1 is also a co-comparability graph. This fact implies polynomial time 2-approximation algorithms for the
multicoloring problem of (Tm,n(d), w) when d < 6
√
3. Similarly, it is easy to construct polynomial time 2-approximation
algorithms for the multicoloring problem of (T km,n, w) for all k.
In this paper, we have dealt with the triangular lattice. In the following, we discuss the square lattice. Given a pair
of non-negative integers m and n, Q (m, n) def.= {0, 1, 2, . . . ,m − 1} × {0, 1, 2, . . . , n − 1} denotes the subset of 2-
dimensional integer square lattice points. We denote the unit disk graph (Q (m, n), d) by Sm,n(d). In case that d <
√
2, it
is clear that Sm,n(d) = Sm,n(1) and the graph is bipartite for any m and n. For d =
√
2, we proposed an approximation
algorithm formulticoloring with (Sm,n(
√
2), w) in our previous paper [22]. The algorithm finds amulticoloring with at most
(4/3)ω(Sm,n(
√
2), w)+ 4 colors. We also showed the NP-hardness of the problem.
Unfortunately, Theorem 1 is not extensible to the square lattice case. Table 5 shows the perfectness of unit disk graphs
on the square lattice for small n and d. The perfectness of Sm,3(
√
2)was shown in [22]. The graph Sm,3(2) contains a 5-hole:
{(0, 0), (2, 0), (2, 1), (1, 2), (0, 2)}.
Appendix
In the following, we denote a point (xe1 + ye2) ∈ P(m, n) by 〈x, y〉.
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Fig. 10. An induced subgraph C5 on Tm,6(d),
√
13 ≤ d < √21.
Proof of Lemma 6. If 1 ≤ d < √3, then a subgraph induced by
{〈2, 0〉, 〈1, 1〉, 〈0, 2〉, 〈0, 3〉, 〈1, 3〉, 〈2, 3〉, 〈3, 2〉, 〈3, 1〉, 〈3, 0〉}
is a 9-hole (see Fig. 5). If
√
3 ≤ d < 2, then a subgraph induced by
{〈3, 0〉, 〈1, 1〉, 〈0, 2〉, 〈1, 3〉, 〈2, 3〉, 〈4, 2〉, 〈4, 1〉}
is a 7-hole (see Fig. 6). If 2 ≤ d < √7, then a subgraph induced by
{〈2, 0〉, 〈0, 2〉, 〈1, 3〉, 〈3, 2〉, 〈3, 0〉}
is a 5-hole (see Fig. 7). When 1 ≤ d < √7, T5,4(d) has at least one odd-hole; hence the proof is completed. 
Proof of Lemma 7. If 1 ≤ d < √7, then odd-holes in the proof of Lemma 6 are induced subgraph of T6,5(d). If
√
7 ≤ d < 3,
then a subgraph induced by
{〈2, 0〉, 〈0, 2〉, 〈1, 4〉, 〈4, 2〉, 〈4, 0〉}
is a 5-hole (see Fig. 8). If 3 ≤ d < √13, then a subgraph induced by
{〈3, 0〉, 〈0, 3〉, 〈2, 4〉, 〈5, 3〉, 〈5, 0〉}
is a 5-hole (see Fig. 9). When 1 ≤ d < √13, T6,5(d) has at least one odd-hole; hence the proof is completed. 
Proof of Lemma 8. In the following, we show that ∀n ≥ 4, the condition 1 ≤ d < √n2 − 3n+ 3 implies that ∃m ∈ Z+,
Tm,n(d) has at least one odd-hole, by induction on n. When n = 4, 5, that fact is clear from Lemmas 6 and 7, respectively.
Now we consider the case in which n = n′ ≥ 6 under the assumption that if 1 ≤ d < √(n′ − 1)2 − 3(n′ − 1)+ 3,
then ∃m′ ∈ Z+, Tm′,n′−1(d) has at least one odd-hole. If 1 ≤ d <
√
(n′ − 1)2 − 3(n′ − 1)+ 3 =
√
n′2 − 5n′ + 7,
then Tm′,n′(d) has at least one odd-hole because Tm′,n′−1(d) is an induced subgraph of Tm′,n′(d). In the remaining case that√
n′2 − 5n′ + 7 ≤ d <
√
n′2 − 3n′ + 3, the set of points
{〈n′ − 3, 0〉, 〈0, n′ − 2〉, 〈n′ − 4, n′ − 1〉, 〈2n′ − 7, n′ − 2〉, 〈2n′ − 6, 0〉}
is contained in P(m′′, n′), ifm′′ = 2n′−5. It is readily apparent that the above five vertices induce a 5-hole of Tm′′,n′(d)when
n′ ≥ 6 and
√
n′2 − 5n′ + 7 ≤ d <
√
n′2 − 3n′ + 3 (see Fig. 10 and Lemma 21). 
Proof of Lemma 9. In the following, we show that ∀n ≥ 4, 1 ≤ ∀k ≤ n − 2, ∃m ∈ Z+, T km,n has at least one odd-hole, by
induction on n. When n = 4 and k = 1, a subgraph induced by
{〈2, 0〉, 〈1, 1〉, 〈0, 2〉, 〈0, 3〉, 〈1, 3〉, 〈2, 3〉, 〈3, 2〉, 〈3, 1〉, 〈3, 0〉}
is a 9-hole (see Fig. 5). When n = 4 and k = 2, a subgraph induced by
{〈0, 2〉, 〈1, 3〉, 〈3, 2〉, 〈3, 0〉, 〈2, 0〉}
is a 5-hole (see Fig. 7).
Lastly, we consider the case that n = n′ ≥ 5 under the assumption that if 1 ≤ k ≤ n′ − 3, then ∃m′ ∈ Z+, T km′,n′−1 has at
least one odd-hole. If 1 ≤ k ≤ n′ − 3, then T km′,n′ has at least one odd-hole because T km′,n′−1 is an induced subgraph of T km′,n′ .
In the remaining case that k = n′ − 2, a subgraph induced by
{〈0, n′ − 2〉, 〈n′ − 3, n′ − 1〉, 〈2n′ − 5, n′ − 2〉, 〈2n′ − 5, 0〉, 〈n′ − 2, 0〉}
is a 5-hole (see Fig. 11). 
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Fig. 11. An induced subgraph C5 on T 3m,5 .
Lemma 21. Assume that
√
n2 − 5n+ 7 ≤ d < √n2 − 3n+ 3 and n ≥ 6. A subgraph of Tm,n(d) induced by
{〈n− 3, 0〉, 〈0, n− 2〉, 〈n− 4, n− 1〉, 〈2n− 7, n− 2〉, 〈2n− 6, 0〉}
is a 5-hole.
Proof. Because the Euclidean distance between 〈n − 3, 0〉 and 〈0, n − 2〉 is |(n− 3)e1 + (0)e2 − {(0)e1 + (n− 2)e2}| =
|(n− 3)e1 + (−n+ 2)e2| =
√
(n− 3)2 + (−n+ 2)2 + (n− 3)(−n+ 2) = √n2 − 5n+ 7 ≤ d, the vertices 〈n− 3, 0〉 and
〈0, n− 2〉 are adjacent.
Because the Euclidean distance between 〈0, n− 2〉 and 〈n− 4, n− 1〉 is |(0)e1+ (n− 2)e2− {(n− 4)e1+ (n− 1)e2}| =
|(−n + 4)e1 + (−1)e2| =
√
(−n+ 4)2 + (−1)2 + (−n+ 4)(−1) = √n2 − 7n+ 13 = √{n2 − 5n+ 7} − 2(n− 3) ≤√
n2 − 5n+ 7 (∵ n ≥ 3) ≤ d, the vertices 〈0, n− 2〉 and 〈n− 4, n− 1〉 are adjacent.
Because the Euclidean distance between 〈n− 4, n− 1〉 and 〈2n− 7, n− 2〉 is |(n− 4)e1 + (n− 1)e2 − {(2n− 7)e1 +
(n−2)e2}| = |(−n+3)e1+e2| =
√
(−n+ 3)2 + (1)2 + (−n+ 3)(1) = √n2 − 7n+ 13 =√{n2 − 5n+ 7} − 2(n− 3) ≤√
n2 − 5n+ 7 (∵ n ≥ 3) ≤ d, the vertices 〈n− 4, n− 1〉 and 〈2n− 7, n− 2〉 are adjacent.
Because the Euclidean distance between 〈2n−7, n−2〉 and 〈2n−6, 0〉 is |(2n−7)e1+(n−2)e2−{(2n−6)e1+(0)e2}| =
|(−1)e1+(n−2)e2| =
√
(−1)2 + (n− 2)2 + (−1)(n− 2) = √n2 − 5n+ 7 ≤ d, the vertices 〈2n−7, n−2〉 and 〈2n−6, 0〉
are adjacent.
Because the Euclidean distance between 〈2n−6, 0〉 and 〈n−3, 0〉 is |(2n−6)e1+(0)e2−{(n−3)e1+(0)e2}| = |(n−3)e1+
(0)e2| =
√
(n− 3)2 + (0)2 + (n− 3)(0)= √n2 − 6n+ 9 = √{n2 − 5n+ 7} − (n− 2) ≤ √n2 − 5n+ 7 (∵ n ≥ 2) ≤ d,
the vertices 〈2n− 6, 0〉 and 〈n− 3, 0〉 are adjacent.
Because the Euclidean distance between 〈n− 3, 0〉 and 〈n− 4, n− 1〉 is |(n− 3)e1+ (0)e2− {(n− 4)e1+ (n− 1)e2}| =
|(1)e1+ (−n+1)e2| =
√
(1)2 + (−n+ 1)2 + (1)(−n+ 1) = √n2 − 3n+ 3 > d, the vertices 〈n−3, 0〉 and 〈n−4, n−1〉
are not adjacent.
Because the Euclidean distance between 〈n− 4, n− 1〉 and 〈2n− 7, n− 2〉 is |(n− 4)e1 + (n− 1)e2 − {(2n− 7)e1 +
(n − 2)e2}| = |(−n + 4)e1 + (−n + 2)e2| =
√
(−n+ 4)2 + (−n+ 2)2 + (−n+ 4)(−n+ 2) = √3n2 − 18n+ 28 =√{n2 − 3n+ 3} + (2n− 5)(n− 5) ≥ √n2 − 3n+ 3 (∵ n ≥ 5) > d, the vertices 〈n − 3, 0〉 and 〈2n − 7, n − 2〉 are not
adjacent.
Because the Euclidean distance between 〈0, n − 2〉 and 〈2n − 7, n − 2〉 is |(0)e1 + (n − 2)e2 − {(2n −
7)e1 + (n − 2)e2}| = |(−2n + 7)e1 + (0)e2| =
√
(−2n+ 7)2 + (0)2 + (−2n+ 7)(0) = √4n2 − 28n+ 49 =√{n2 − 3n+ 3} + 3(n− 6)2 + 11(n− 6)+ 4 ≥ √n2 − 3n+ 3 (∵ n ≥ 6) > d, the vertices 〈0, n− 2〉 and 〈2n− 7, n− 2〉
are not adjacent.
Because the Euclidean distance between 〈0, n − 2〉 and 〈2n − 6, 0〉 is |(0)e1 + (n − 2)e2 − {(2n − 6)e1 +
(0)e2}| = |(−2n + 6)e1 + (n − 2)e2| =
√
(−2n+ 6)2 + (n− 2)2 + (−2n+ 6)(n− 2) = √3n2 − 18n+ 28 =√{n2 − 3n+ 3} + (2n− 5)(n− 5) ≥ √n2 − 3n+ 3 (∵ n ≥ 5) > d, the vertices 〈0, n − 2〉 and 〈2n − 6, 0〉 are not
adjacent.
Because the Euclidean distance between 〈n−4, n−1〉 and 〈2n−6, 0〉 is |(n−4)e1+ (n−1)e2−{(2n−6)e1+ (0)e2}| =
|(−n+ 2)e1 + (n− 1)e2| =
√
(−n+ 2)2 + (n− 1)2 + (−n+ 2)(n− 1) = √n2 − 3n+ 3 > d, the vertices 〈n− 4, n− 1〉
and 〈2n− 6, 0〉 are not adjacent. 
Algorithm for multicoloring (Tm,3(1), w)
In the following, we describe an O(m) time algorithm for multicoloring a weighted graph (Tm,3(1), w). We denote the
set of colors by C∗ = {1, 2, . . . , ω∗} where ω∗ = ω(Tm,3(1), w). Let V (G) be a set of vertices of a graph G. The following
algorithm finds an assignment of colors c : V (Tm,3(1))→ 2C∗ such that ∀v ∈ V (Tm,3(1)), |c(v)| = w(v) and for every edge
{u, v} ∈ Tm,3(1), c(u) ∩ c(v) = ∅.
For any x ∈ {0, 1, . . . ,m−1}, we respectively denote points xe1+2e2, xe1+1e1, xe1+0e2 by tx+1, ux+1, vx. Therefore,
{t1, t2, . . . , tm}, {u1, u2, . . . , um} and {v0, v1, . . . , vm−1} form a partition of V (Tm,3(1)). Without loss of generality, we can
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assume that w(v0) = w(tm) = w(um) = 0. Our algorithm assigns colors to vertices in the following manner. Assume
that we have a multicoloring c : P ′ → 2C where P ′ = {t1, t2, . . . , tj} ∪ {u1, u2, . . . , uj} ∪ {v0, v1, . . . , vj} satisfying that
∀i ∈ {1, 2, . . . , j}, c(ti) ⊆ c(vi) or c(ti) ⊇ c(vi). Next, we assign colors to uj+1. Because w(v0) = w(tm) = w(um) = 0, we
can assume thatw(tj) ≥ w(vj)without loss of generality. Because {uj, tj, uj+1} is a 3-clique, |c(uj)|+|c(tj)|+w(uj+1) ≤ w∗.
Thus, there exists a subset of colors C1 with |C1| = w(uj+1) and C1 ∩ (c(uj)∪ c(tj)) = ∅. Then we set c(uj+1) to C1. Next, we
assign colors to tj+1. There exists a set of colors C2 ⊆ C∗ \ (c(tj) ∪ c(uj+1)) with |C2| = w(tj+1) because {tj, uj+1, tj+1} is a
3-clique. Then set c(tj+1) to C2. Finally, we assign colors to vj+1.
(Case 1) Ifw(tj+1) ≥ w(vj+1), then put c(vj+1) as a subset of c(tj+1)whose cardinality isw(vj+1).
(Case 2) Consider the case in which w(tj+1) < w(vj+1) and w(tj) + w(tj+1) ≥ w(vj) + w(vj+1). Then there exists a subset
of colors C3 ⊆ c(tj) \ c(vj)whose cardinality isw(vj+1)− w(tj+1). We set c(vj+1) = c(tj+1) ∪ C3.
(Case 3) Consider the case in which w(tj+1) < w(vj+1) and w(tj) + w(tj+1) < w(vj) + w(vj+1). Then we set c(vj+1) =
c(tj+1)∪ (c(tj)\c(vj))∪C4 where C4 and v(tj)∪c(uj+1)∪c(tj+1) are disjoint andw(vj+1) = w(tj+1)+ (w(tj)−w(vj))+|C4|.
Because {vj, uj+1, vj+1} is a 3-clique, it is readily apparent that such a subset of colors exists.
A naive implementation of the procedure described above gives a pseudo-polynomial time algorithm because the
algorithm maintains the set of colors C∗ explicitly. We can obtain a linear time algorithm with respect tom if we represent
the assigned set of colors by the union of some intervals and carefully implement the procedure described above.
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