The problems related to the Poincaré map often exhibit a similar formulation in terms of the time (or period) function associated to a continuum of periodic orbits. In this paper, parallel to the Melnikov method used to study the periodic orbits that persist after a perturbation of a centre, we present an intrinsic general formula for the derivative of the period function. This formula is obtained by exploiting the Lie symmetries of a planar vector field X having an isochronous centre, and it is applied to estimate the number of critical periods of a "close" vector field X = X + Y having a centre.
INTRODUCTION
Consider a planar vector field X defined in some region D. Given a transversal section Σ to X for which one has a well defined Poincaré map P in D, one can formulate questions like: (1) is the Poincaré map the identity (that is, does X have a continuum of periodic orbits?); if not, (2) how many fixed points does P have? (that is, how many limit cycles does X have in D?); (3) what is the series expansion of P ? (in the case that the transversal section starts from a weak focus, what is the value of the Liapunov constants?); (4) how many fixed points of P can we obtain for a neighbouring vector field X + Y ? When X is a polynomial Hamiltonian vector field, Y is polynomial and the study is restricted to a compact region full of periodic orbits of X, this last problem is usually called the weakened 16th Hilbert problem.
Suppose that we have a critical point which is a centre in D. Each point of Σ is representative of one of the closed orbits and so, the time spent by each orbit to go back to the initial state can be defined as a function T : Σ −→ R, usually called the period function. Questions like (1) is the period function a constant function (that is, does X have isochronicity?); if not, (2) how many zeroes does T have? (that is, how many critical periods does X have in D?); (3) what is the series expansion of T ? (in the case that the transversal section starts from a centre, what is the value of the period constants?), are comparable to those given above for the Poincaré map and have been posed and solved for a number of families of planar vector fields.
In this paper, we treat a question similar to problem (4) described above: Consider X having an isochronous centre in D. How many zeros of T can we obtain for a neighbouring vector field X = X + Y in a compact subset of D filled of periodic orbits? Notice that this problem is different to the one concerned about local critical periods generated from a suitable choice of the period constants.
In order to state our main result we first introduce some notation and recall some known characterizations of isochronous centres.
Let X be a smooth vector field on the plane having an isochronous centre of period T 0 at p ∈ D. It is well known that p has to be a critical point such that the eigenvalues of DX(p) are purely imaginary, see [?] . Consider a transversal smooth vector field to X in D \ {p}, U. For q ∈ D, denote by ϕ(t; q) (respectively ψ(h; q)) the trajectory of X (respectively U ) such that when t = 0 (respectively h = 0) passes trough q. Along the paper, when we do not care about q we just denote the trajectories as ϕ(t) or ψ(h).
The following characterizations of isochronous centres are known: A centre point p ∈ D is an isochronous centre if and only if one of the following assertions hold: (i) There exists a smooth change of coordinates in a neighbourhood of p that linearizes X (classical result of Poincaré).
(ii) There exists a transversal vector field U, commuting with X, i.e. [X,U]=DU X-DX U=0, see [?, ?] .
(iii) There exists a transversal vector field U and a scalar function µ such that [X, U ] = µ X and
and T γ is its period, see [?] . In this case, we will say that U is a normalizer of X.
In order to give a natural framework to the problem that we study, we take X = X + Y in the variety of centres around an isochronous centre X. To study how many critical periods bifurcate for a small perturbation X , the simplest case is when a linearizing change for X is known. In this case, the problem can be handled by performing the same change to X and thus obtainingX = −y On the other hand, if we know an isochronous system and one of its commutators, see the characterization (ii) above, we will show that it is possible to detect the critical periods of X by means of an intrinsic formula from a commutator of X. In fact, this is the main result of this paper, see the next theorem. Before stating it, we want to comment that from a linearizing change of coordinates it is easy to get a commutator of X (it is just the vector field obtained by applying the same change of variables to x ∂ ∂x + y ∂ ∂y ), but on the other way around, from a commutator U we do not know how to construct the linearizing change. 
Theorem 1. Suppose that a vector field X on the plane has an isochronous centre of period
T 0 in D. Consider a vector field U transversal to X such that [X, U ] = 0. Let γ(h) := {ϕ(t; ψ(h)), t ∈ [0, T 0 ]}
U and denote by γ (h) a generic closed orbit of X passing through ψ(h).
Then, the following assertions hold:
where
(ii) The derivative of T 1 with respect to h is: 
PROOF OF THE MAIN RESULTS
To prove Theorem ?? we first need some auxiliary results. Suppose that we know a transversal normalizer U for a particular vector field X, that is [X, U ] = µ X for some scalar function µ. We define the scalar function V = U ⊥ · X, where (a, b) ⊥ = (−b, a), and the dot denotes the usual scalar product. We list some of their features in the following lemma. To fix notation, we recall that, as usual, given a C 1 function f : R 2 → R 2 and a C 1 planar closed curve γ parameterized by t and with period T ,
Lemma 2. Let X and U be two smooth transversal vector fields and µ and V two scalar functions such that [X, U ] = µ X and V = U ⊥ · X. Let γ = γ(t) be a periodic solution of X, and T its period. Then, in the domains where the involved functions are well-defined, the following properties hold:
Notice that Lemma ??.(b) says that 1/V is an integrating factor. In a different notation, a proof of this fact can be found, for instance, in [?, Sect. 3.2.2]. We prove (a) and (b) anyway for the sake of completeness.
Proof. Straightforward computations give that
and so statement (a) is proven.
Using the formula div(
Again by (a), we see that
which proves (c).
We use now two expressions of [ 1 V X, U ]:
it can be checked that the Lie bracket between both vector fields writes as [W, U ] = (div U )W − (div W )U . By applying this last equality when
2. On the other hand, expanding the Lie bracket by its definition, we obtain that
where (∇V ) t denotes the transposed vector and hence X (∇V ) t is a 2 × 2 matrix. Comparing them, we get (d).
As in (b), we have that div(
Finally, (f) follows using the definition of V from
Remark 3. From last lemma, one can also deduce that µ = 0 is a sufficient condition of isochronicity, as stated in (ii) in the Introduction. By the Stokes theorem, subtracting two periods of the same period annulus corresponding to γ 1 and γ 2 , and using statement (e) we have:
Proof of Theorem ??
Recall that X is a vector field having an isochronous centre with a commutator U and that X = X + Y is a perturbation of X having a centre. We define
Then, using the definition of γ f and expanding in series,
On the other hand, by using Stokes Theorem and Lemma ??.(e):
From the last formula, formula (??) and Lemma ??.(f),
, where T 0 is the period of the unperturbed isochronous system and
In the last equality, we just apply the definition of γ0 f , being q any point on γ 0 and ϕ(t; q) the trajectory of X such that ϕ(t; q) = q. Thus, statement (i) is proven.
Let us prove (ii). Now we think of γ 0 as a generic closed curve of the isochronous centre. Observe that fixed X and U , whatever Y is, in T 1 we are always integrating along a solution of X and the parameterization of T 1 can be given by h,
where ψ(h; q) is the trajectory of U such that ψ(0; q) = q.
Remember that the commutation of flows generated by X and U ,
ϕ(t; ψ(h; q)) = ψ(h; ϕ(t; q))),
is equivalent to [X, U ] = 0. Then,
Finally, since
(ii) follows. The last statement of the theorem is a direct consequence of the implicit function theorem.
EXAMPLES
In this section we apply our method to two examples. The first one is the case of potential systems. The second one is a class of quadratic centres. We remark that in both cases the linearizing method would also be applicable. Anyway, as far as we know, the results that we obtain by using our method are new.
Proposition 4. Consider the system
Then, for small enough, the zeroes of This number coincides with the number of local critical points for the even potentials described by Chicone and Jacobs using period constants in [?, Thm. 4.3] .
Proof. In the notation of Theorem ??, X = (−y, x), U = (x, y) and
Taking ψ(h) = (e h , 0), ϕ(t; ψ(h)) = (e h cos t, e h sin t) and renaming e h by s the proof follows by applying Theorem ??. The proof that the maximum number of simple zeros of the above expression is [(n − 1)/2] when G is a polynomial of degree n is straightforward.
In [?], Loud gave a compact description of all the isochronous systems existing in the quadratic family. That is, he showed that every quadratic system having an isochronous centre can be brought under a change of variables into a system of the form
where the pairs (D/B, F/B) ∈ S with S = {(0, 1), (0, 1/4), (−1/2, 2), (−1/2, 1/2)}. Note that for all the values of (B, D, F ), system (??) has a reversible centre at the origin. We will here study the period function for systems that are close to one of the above isochronous systems, namely, systems of type:
with (D/B, F/B) = (0, 1) and small enough. We prove the following result: 1 + e h/2 , 0 is a trajectory of U . Furthermore, by using [?] we get that the trajectory of X starting at ψ(h) can be written as ϕ(t; ψ(h)) = (x h (t), y h (t)), where To obtain a more compact expression of T 1 (h) we introduce, after integration, the change of parameter z = Z(h) := 1 − e h/2 1 + e h/2 . Since h ranges between −∞ and 0, it is clear that z ∈ (0, 1). Thus, tedious computations give 
