In order to perform universal fault-tolerant quantum computation, one needs to implement a logical non-Clifford gate. Consequently, it is important to understand codes that implement such gates transversally. In this paper, we adopt an algebraic approach to characterize all stabilizer codes for which transversal T and T † gates preserve the codespace. Our Heisenberg perspective reduces this question to a finite geometry problem that translates to the design of certain classical codes. We prove three corollaries of this result: (a) For any non-degenerate [[n, k, d]] stabilizer code supporting a physical transversal T , there exists an [[n, k, d]] CSS code with the same property; (b) Triorthogonal codes form the most general family of CSS codes that realize logical transversal T via physical transversal T ; (c) Triorthogonality is necessary for physical transversal T on a CSS code to realize the logical identity. The main tool we use is a recent characterization of a particular family of diagonal gates in the Clifford hierarchy that are efficiently described by symmetric matrices over rings of integers [N. Rengaswamy et al., Phys. Rev. A 100, 022304]. We refer to these operations as Quadratic Form Diagonal (QFD) gates. Our framework generalizes all existing code constructions that realize logical gates via transversal T . We provide several examples of codes and briefly discuss connections to decreasing monomial codes, pin codes, generalized triorthogonality and quasitransversality. We partially extend these results towards characterizing all stabilizer codes that support transversal π/2 Z-rotations. In particular, using Ax's theorem on residue weights of polynomials, we provide an alternate characterization of logical gates induced by transversal π/2 Z-rotations on a family of quantum Reed-Muller codes. We also briefly discuss a general approach to analyze QFD gates that might lead to a characterization of all stabilizer codes that support any given physical transversal 1or 2-local diagonal gate.
I. INTRODUCTION
Quantum error correction is vital to build a universal, fault-tolerant quantum computer. Since such a device must process the information stored in it, we need to devise schemes that fault-tolerantly perform unitary operations on the protected information. For an [[n, k, d] ] quantum error-correcting code, any unitary operation on the k logical qubits must be realized via an operation on the n physical qubits that preserves the code subspace. A transversal gate is one in which the physical operation decomposes into a tensor product of individual unitaries on each physical qubit of the code. Since errors do not propagate within codeblocks during such an operation, these gates are naturally fault-tolerant. Hence, transversal implementations of logical gates are highly desirable. However, the Eastin-Knill theorem shows that there is no QECC that detects at least 1 error and possesses a universal set of logical gates that can be realized via transversal operations [1] , [2] . Therefore, there is a tradeoff between the operations that can be implemented transversally and the operations for which other fault-tolerant mechanisms must be devised.
In general, logical Clifford gates are easier to implement than logical T gates. This is because self-dual CSS codes admit a transversal implementation of the logical Clifford group, but not of the logical T gate. On the other hand, there are some code families such as triorthogonal codes [3] and color codes [4] that realize the logical T gate transversally. Therefore, a common strategy is to utilize these codes to perform magic state distillation and state injection to apply the logical T gate on the data [3] , [5] , [6] . By this approach, circuits on the error-corrected quantum computer will only consist of Clifford operations, augmented by ancillary magic states, and these operations can be realized transversally.
There has also been interest in employing smaller angle rotations, compared to the π/8 rotation of the T gate, logically [7] . This poses heavier requirements on the distillation code, but can also result in shorter gate sequences during compilation. In contrast to the difficulty of small-angle logical rotations, the fidelity of physical rotations can increase at finer angles [8] , helping to mitigate the burden of magic state distillation with cumbersome codes. Thus, it may be profitable to further understand codes supporting smaller-angle transversal Z-rotations as well.
In this paper, we take steps towards systematically understanding the construction of general stabilizer codes that support physical transversal T and T † gates as logical operators, and then discuss extensions to transversal finer angle Z-rotations. We also briefly discuss a general method to analyze other diagonal gates that have an efficient representation using symmetric matrices over rings of integers [9] (see Section III-A), which we refer to as Quadratic Form Diagonal (QFD) gates. These form a subgroup of all diagonal gates in the Clifford hierarchy which were characterized earlier by Cui et al. [10] . We have shown that all 1and 2-local diagonal gates in the Clifford hierarchy are QFD gates [9] . Fault-tolerance makes it natural to partition the physical qubits into small groups and employ "generalized" transversal gates that split into operations on these individual groups. Indeed, such a scheme has been recently explored by Jochym-O'Connor et al. [11] , and can be used to construct a universal set of fault-tolerant gates [12] . In fact, they showed that if we allow the partition to change during computation, then we can obtain a universal set of logical gates through transversal operations alone. Therefore, our general approach to analyze QFD gates allows one to investigate codes that support transversal 1and 2-local diagonal gates, on a partition of qubits into groups of at most two. This paper is a proof-of-concept for the important case of Z-rotations.
Several works have studied the problem of realizing non-trivial logical operators via physical Z-rotations [3] , [13] , [14] , [15] , [16] . These works approach this problem by restricting themselves to Calderbank-Shor-Steane (CSS) codes and then examining the action of these gates on the basis states of these codes. When a π/2 Z-rotation gate exp −ıπ 2 Z = cos ıπ 2 · I 2 − ı sin ıπ 2 · Z ≡ diag 1, exp 2πı 2 (1) acts on a qubit in the computational basis {|0 , |1 }, it picks up a phase exp 2πı 2 when acting on |1 and it leaves |0 undisturbed. Hence, a transversal application of this gate on an n-qubit state |v , v ∈ Z n 2 , picks up the phase exp 2πı 2 w H (v) , where w H (v) := n i=1 v i denotes the Hamming weight of v. Therefore, by engineering the vectors in the superpositions forming the CSS basis states to have the desired Hamming weights, these works determined sufficient conditions for such transversal Z-rotations to realize logical operators on these codes.
In contrast to these previous works, we take a Heisenberg approach to this problem by examining the action of the physical operation on the stabilizer group defining the code, naturally generalizing the aforementioned strategy. Consequently, we are able to derive necessary and sufficient conditions for any stabilizer code to support a physical transversal T, T † gate, without restricting ourselves to CSS codes (see Theorems 2, 6) . When applied to CSS codes, these conditions translate to constructing a pair of classical codes C X and C Z such that C Z contains a self-dual code supported on each codeword in C X . Concretely, this result allows us to prove the following corollaries which broadly form "converses" to the sufficient conditions derived in the aforementioned works.
1) Given an [[n, k, d]] non-degenerate stabilizer code supporting a physical transversal T, T † gate, there exists an [[n, k, d]] CSS code supporting the same operation (see Corollary 10) . An [[n, k, d]] stabilizer code is non-degenerate if every stabilizer element has weight at least d. For degenerate stabilizer codes, this statement holds under an additional assumption on the stabilizer generators. 2) Triorthogonal codes form the most general family of CSS codes that realize logical transversal T from physical transversal T (see Theorem 14 and Corollary 15) . 3) Triorthogonality is necessary for physical transversal T on a CSS code to realize the logical identity (see Theorem 12) .
An additional condition on the logical X operators distinguishes this case from triorthogonal codes where the logical operation is also a transversal T . These results suggest that, for the problem of distilling magic states using physical transversal T , CSS codes might indeed be optimal. We emphasize that we are able to make such conclusions because we focus on the effects of physical operations directly on the stabilizer (and logical Pauli) group(s), rather than just on the basis states of CSS codes, i.e., by taking a "Heisenberg" perspective rather than a "Schrödinger" perspective.
We believe this result opens the way to leverage the rich classical literature on self-dual codes [17] , [18] , the MacWilliams identities [19] and the McEliece theorems on divisibility of weights [20] , [21] , to potentially construct new stabilizer codes with transversal gates. Furthermore, this perspective is a new tool for arguing about the best possible scaling achievable for rates and distances of stabilizer codes supporting transversal T gates, or even general π/2 Z-rotations.
Among several examples, we construct a [ [16, 3, 2] ] code where transversal T realizes the logical CCZ (up to Pauli corrections; see Section III-D). This code belongs to the compass code family studied in [22] . This is also closely related to Campbell's [[8, 3, 2] ] color code [23] that is defined on a 3-dimensional cube, and it can be interpreted as three such cubes in a chain. (The construction can be extended to a chain of arbitrary number of cubes.) As we show in Example 3, the [ [8, 3, 2] ] code belongs to a family of [[2 m , m, 2]] quantum Reed-Muller codes defined on m-dimensional cubes. However, as we discuss in Example 5, the [[16, 3, 2] ] code can be constructed using the (classical) formalism of decreasing monomial codes that was introduced by Bardet et al. [24] , [25] . This formalism generalizes Reed-Muller and polar codes [26] , and provides a general framework for synthesizing a large family of codes via evaluations of polynomials. Recently, Krishna and Tillich [27] have exploited this framework to construct triorthogonal codes from punctured polar codes for magic state distillation. Thus, the [ [16, 3, 2] ] code forms an interesting example because it points towards a general application of the formalism of decreasing monomial codes for transversal Z-rotations, where the logical X and Z strings are not necessarily identical as in the standard presentation of triorthogonal codes. Such asymmetry in logical operators and hence the Xand Z-distances of the codes, which can also exist in triorthogonal codes, might be useful in scenarios of biased noise as well [28] . Hence, this formalism provides more flexibility in designing codes as well as analyzing them.
Finally, we extend the above approach beyond T gates and establish conditions for a stabilizer code to support a transversal π/2 Z-rotation (see Theorem 17) . However, the conditions we derive involve trigonometric quantities on the weights of vectors describing the stabilizer, and we are able to distill finite geometric conditions from them only under a particular assumption. Therefore, we are yet to establish a full generalization of Theorems 2 and 6 to general π/2 Z-rotations. Note that we only discuss Z-rotations of the form in (1) because non-trivial error-detecting stabilizer codes only support rotations belonging to the Clifford hierarchy [11] , [10] . However, we are able to study a family of [[2 m , m r , 2 r ]] quantum Reed-Muller codes, where 1 ≤ r ≤ m/2 and r divides m, and provide an alternative perspective that highlights the logical operation realized by a transversal exp −ıπ 2 m/r Z gate. This recovers the well-known [ [8, 3, 2] ] code of Campbell [23] , and also supplements the discussion on this family of codes in [13] , [14] . By the "CSS sufficiency" intuition above, this ties back to the "Schrödinger" perspective of past works.
The paper is organized as follows. Section II establishes the necessary background and notation, which includes the Pauli group, QFD gates, stabilizer codes and classical Reed-Muller codes. Section III-A outlines the general approach to analyze stabilizer codes that support a given physical QFD gate. Section III-B establishes the necessary and sufficient conditions for a stabilizer code to support a given pattern of T and T † gates on the physical qubits. Section III-C derives conditions for physical transversal T to realize logical transversal T on CSS codes, and proves that triorthogonal codes are the most general CSS codes that satisfy this property. Sections III-D and III-E discuss examples of codes where physical transversal T realizes logical CCZ gates, and explain how these codes satisfy the conditions derived in Theorem 2. The discussion on related work in [13] is provided at the end of Section III-E. Section III-F partially extends the results in Section III-B and explicitly derives the logical operation realized by transversal Z-rotations on the aforementioned family of quantum Reed-Muller codes. The relation to quantum pin codes and quasitransversality is discussed at the end of Section III-F. Finally, Section IV concludes the paper and discusses future directions.
II. PRELIMINARIES AND NOTATION A. The Pauli or Heisenberg-Weyl Group
The single qubit Pauli operators are the unitaries
where ı := √ −1. They satisfy X 2 = Z 2 = Y 2 = I 2 . Let A ⊗ B denote the Kronecker product between matrices A and B. For n qubits, given a = [α 1 , α 2 , . . . , α n ], b = [β 1 , β 2 , . . . , β n ] ∈ Z n , where Z denotes the ring of integers, we define the operators
The unitaries E(a, b) are Hermitian and satisfy E(a, b) 2 = I N , where N := 2 n , but the unitaries D(a, b) can have order 1, 2 or 4. Although Pauli operators are usually represented as binary vectors, we use the generalized notation of integer vectors to essentially keep track of phases and signs more carefully, as we discussed in [9] . The n-qubit Heisenberg-Weyl group (or Pauli group) is defined as HW N := {ı κ D(a, b) for all a, b ∈ Z n 2 , κ ∈ Z 4 }. We use the notation Z 2 = {0, 1, 2, . . . , 2 − 1} to denote the set of integers modulo 2 for some integer > 0.
For v = [v 1 , v 2 , . . . , v n ] ∈ Z n 2 , let |v = e v = |v 1 ⊗ |v 2 ⊗ · · · ⊗ |v n denote the standard basis vector with entry 1 in the position indexed by v and 0 elsewhere, and let v| = |v † , the Hermitian transpose of |v . An arbitrary n-qubit quantum state can be written as |ψ = v∈Z n 2 α v |v ∈ C N , where α v ∈ C satisfy v∈Z n 2 |α v | 2 = 1 as per the Born rule [29] , and C denotes the field of complex numbers. It is easy to check that X |0 = |1 , X |1 = |0 , Z |0 = |0 , Z |1 = − |1 . Hence, we can write E(a, 0) = v∈Z n 2 |v ⊕ a v| , E(0, b) = v∈Z n 2 (−1) vb T |v v|. Throughout the paper, ⊕ denotes modulo 2 addition and + denotes the usual addition over integers. Also, all binary and integer-valued vectors will be row vectors while complex-valued vectors will be column vectors. For x = [x 1 , x 2 , . . . , x n ], y = [y 1 , y 2 , . . . , y n ] ∈ Z n 2 , x * y = [x 1 y 1 , x 2 y 2 , . . . , x n y n ]. Using the fact that XZ = −ZX, we can prove the following identities for Pauli matrices (e.g., see [30] ). 
Note that Tr(E(a, b)) = 0 unless E(a, b) = E(0, 0) = I N , in which case Tr(E(0, 0)) = N .
If U = v∈Z n 2 φ v |v v| is diagonal (in the standard coordinate basis), then for a = 0 we observe that
Hence, Tr(E(a, b)U ) = 0 if and only if a = 0, and Tr(
B. Quadratic Form Diagonal (QFD) Gates
The Clifford hierarchy of unitary operators was defined by Gottesman and Chuang [5] in order to demonstrate that universal quantum computation can be realized via quantum teleportation if one has access to Bell-state preparation, Bellbasis measurements and arbitrary single-qubit operations. The first level C (1) of the hierarchy is defined to be the Pauli group, i.e., C (1) = HW N . For ≥ 2, the levels C ( ) are defined recursively as
By this definition, the second level is the Clifford group, C (2) = Cliff N , that is fundamental to quantum computation. Equivalently, the Clifford group can also be defined as the automorphism group of HW N . Any given g ∈ Cliff N satisfies
where F g ∈ Z 2n×2n 2 satisfies F g Ω F T g = Ω and hence is called a binary symplectic matrix [30] . Cliff N can be generated using the unitaries Hadamard, Phase 1 , Controlled-Z (CZ) and Controlled-NOT (CX) defined respectively as
The subscripts for CZ and CX denote the indices of the two qubits involved, and CZ is symmetric with respect to both qubits. However, for CX, a → b indicates that when the control qubit a is in state |1 the target qubit b is flipped by applying the X gate, and when a is in state |0 the target b is left undisturbed. Note that H † = H and HZH = X implies
It is well-known that Clifford unitaries along with any unitary from a higher level, say from C (3) , can be used to approximate any unitary operator arbitrarily well, and hence form a universal set for quantum computation [31] . The widely used choice for the non-Clifford unitary is the "π/8" gate or the T gate, defined as
The work in [9] considered diagonal unitaries of the form τ ( )
, and R is a symmetric matrix over Z 2 . We explicitly calculated their action on an n-qubit (Hermitian) Pauli matrix to be
The equation (14) naturally extends the action of the Clifford group given in (11) to a large class of diagonal unitaries in the Clifford hierarchy. Note that the symplectic matrix in this case is Γ R = I n R 0 I n defined over Z 2 that also satisfies Γ R Ω Γ T R = Ω (mod 2). We showed that τ ( ) R ∈ C ( ) , and that all 1and 2-local diagonal unitaries in the Clifford hierarchy can be represented using an integer symmetric matrix R. There are also many higher locality diagonal gates that can be represented in this manner, and we provided some examples in [9] . Henceforth, we will refer to these type of diagonal unitaries as Quadratic Form Diagonal (QFD) gates. Here, D x represents a diagonal matrix with the diagonal set to the vector x, andx = 1 − x with 1 representing the vector whose entries are 1. We write a = a 0 + 2a 1 + 4a 2 + . . . , b = b 0 + 2b 1 + 4b 2 + . . . ∈ Z n with a i , b i ∈ Z n 2 . With this notation, b 0 + a 0 R is an integer sum and the definition of E(a, b) has been suitably generalized to integer vectors a, b as we did in [9] . Note that D(a, b) is unaffected by this generalization since it does not have an overall phase factor ı ab T and X 2 = Z 2 = I 2 , i.e., D(a, b) = D(a 0 , b 0 ). Whenever we only consider binary vectors a, b we will replace a 0 in the above expressions with a, so then φ(R, a, b, ) = (1 − 2 −2 )aRa T . 
It is easy to see that the phase gate can be expressed as P = (I2+Z) 2 + ı (I2−Z) 2 . Therefore,
which is a well-known identity cast in our framework. We will use the identity T XT † = e −ıπ/4 Y P extensively in this paper.
It will be convenient to expand τ ( ) R in the Pauli basis. Using the observation we made earlier for a general diagonal unitary U , for x ∈ Z n 2 we define
Using this Pauli expansion for τ
The primary problem here is to determine which coefficients are non-zero for given R, a, , and also their values.
C. Stabilizer Codes
A stabilizer group S is a commutative subgroup of the Pauli group HW N with Hermitian elements, and does not contain −I N . If S has dimension r, then it can be generated as
Recollect that commuting N × N Hermitian matrices can be simultaneously diagonalized and hence have a common basis of eigenvectors that span C N . Given a stabilizer group S, the corresponding stabilizer code [32] is the subspace V (S) spanned by all eigenvectors in the common eigenbasis of S that have eigenvalue +1 with all elements in S, i.e., V (S) := {|ψ ∈ C N : g |ψ = |ψ for all g ∈ S}. The subspace V (S) is called an [[n, k, d]] stabilizer code, that encodes k := n − r logical qubits into n physical qubits, and d is the minimum weight of any operator 2 in N HW N (S) \ S. Here, N HW N (S) denotes the normalizer of S inside HW N , i.e., 
Given a Hermitian Pauli matrix E(c, d), it is easy to show that I N +νE(c,d) 2 is the projector on to the ν-eigenspace of E(c, d), where ν ∈ {±1}. Therefore, the projector on to the code subspace V (S) of the stabilizer code defined by S is given by
where j ∈ {±1} in the last equality is a character of the group S, and hence is determined by the product of signs of the generators of S that produce E(a j , b j ), i.e., j E(a j , b j ) = t∈J⊆{1,...,r} ν t E(c t , d t ) for a unique subset J.
A CSS (Calderbank-Shor-Steane) code is a special type of stabilizer code defined by a stabilizer S whose generators split into strictly X-type and strictly Z-type operators. Consider two classical binary codes C 1 , C 2 such that C 2 ⊂ C 1 , and let
for some suitable ν c , ν d ∈ {±1}. Let C 1 be an [n, k 1 ] code and C 2 be an [n, k 2 ] code such that C 1 and C ⊥ 2 can correct up to t errors. Then S defines an [[n, k 1 − k 2 , ≥ 2t + 1]] CSS code 3 that we will represent as CSS(X, C 2 ; Z, C ⊥ 1 ). If G 2 and G ⊥ 1 represent generator matrices for the codes C 2 and C ⊥ 1 , respectively, then a binary generator matrix for S can be written as
D. Classical Reed-Muller Codes
Given an integer m ≥ 1, let x 1 , x 2 , . . . , x m be binary variables and we adopt the convention that x 1 represents the least significant bit (LSB) and x m represents the most significant bit (MSB). These variables can also be interpreted as monomials of degree 1, and we can construct degree t monomials x i1 x i2 · · · x it where i j ∈ {1, . . . , m}. The set of all monomials in m variables is denoted by M m . A degree t polynomial f on m variables is a binary linear combination of monomials such that the maximum degree term(s) has (have) degree t. Any polynomial f ∈ F 2 [x 1 , . . . , x m ] can be associated one-to-one to its evaluation vector ev(f ) := [ f (x m , . . . , x 1 ) ] (xm,...,x1)∈F m 2 ∈ F 2 m 2 . Note that the unique degree 0 monomial is taken to be 1 whose evaluation vector is the all-1s vector.
For 0 ≤ r ≤ m, the binary Reed-Muller code RM(r, m) is generated by evaluation vectors of all monomials on m binary variables with degree at most r, i.e.,
Hence, the dimension of RM(r, m) is given by k = r t=0 m t . It is well-known that the minimum distance of RM(r, m) is 2 m−r and that the dual of RM(r, m) is RM(m − r − 1, m) [19] . If ev(f ) ∈ RM(r, m), then we also write f ∈ RM(r, m).
III. MAIN RESULTS AND DISCUSSION
Given a stabilizer code, we need to develop a scheme to perform fault-tolerant universal quantum computation on the logical qubits protected by the code, because otherwise the code can only be used as a quantum memory. In [30] , we produced a systematic algorithm that can synthesize all (equivalence classes of) Clifford circuits on the physical qubits that realize a given logical Clifford operator (on the logical qubits). We will refer to this as the Logical Clifford Synthesis (LCS) algorithm 4 . As mentioned before, for universal quantum computation, we also need to determine a way to synthesize circuits that realize at least one non-Clifford logical operator. Moreover, the simplest example of a fault-tolerant circuit is a transversal operator, that splits as a tensor product of individual single-qubit operators on the physical qubits of the code, since errors on individual qubit lines do not spread to other qubits. Since fault-tolerant realizations of logical non-Clifford operators are harder to produce, we begin by asking a question that is motivated by the easiest non-Clifford operator to engineer.
What kind of stabilizer codes support a transversal operator composed of T and T † gates on the physical qubits?
In other words, what structure is needed in the stabilizer S so that the code subspace V (S) is preserved under the application of a given pattern of T and T † (and identity) gates on the physical qubits? This reverses the strategy employed in the LCS algorithm, where we translated a logical operator to a physical operator. The above question is more practically motivated because single-qubit Z-rotations are some of the easiest examples of non-Clifford gates that can be performed in the lab, e.g., for trapped ion systems these gates are actually native operations [33] , and we want to make the maximum use of them. Indeed, we also need to determine what logical operator the given pattern of T and T † gates realize, assuming the stabilizer has the necessary structure. We address this question as well for some codes and logical operators, especially the case when a transversal application of just the T gate realizes the logical transversal T on all the k logical qubits encoded by a CSS(X, C 2 ; Z, C ⊥ 1 ) code. This establishes a tight connection with triorthogonal codes defined by Bravyi and Haah [3] . Subsequently, we provide a partial answer to the extension of the above question to Z-rotations above level 3 of the Clifford hierarchy [7] , [13] , [14] , [15] , [16] . Finally, we produce a family of [[2 m , m r , 2 r ]] quantum Reed-Muller codes, where 1 ≤ r ≤ m/2 and r divides m, and show that the transversal π/2 m/r Z-rotation is a logical operator on these codes. Furthermore, we also derive the exact logical operation realized by this transversal gate on these codes.
We begin by outlining the general strategy in analyzing when a physical QFD gate preserves a stabilizer code subspace.
A. General Approach for QFD Gates
The key idea in addressing the above question is the following: a physical operator U ∈ U N preserves the code subspace of a stabilizer code defined by a stabilizer group S if and only if U Π S U † = Π S . This is because two operators preserve each others' eigenspaces if and only if they commute. Here, we say an operator A preserves the eigenspace of another operator B if it holds that for any eigenvector v of B with eigenvalue b, Av is also an eigenvector of B with eigenvalue b. Thus, U is a valid logical operator for S if and only if
If U = τ ( ) R for some ≥ 2 and R symmetric over Z 2 , then by (14) we need
This shows one important utility of the formula (14) we derived in [9] . As mentioned at the end of Section II-B, the primary problem here is to determine which coefficients are non-zero for given R, a, , and also their values. In principle, we can solve for all the conditions on S that are necessary (and sufficient) for this equality. So, if we want to take advantage of an operation that we can do "easily" in the lab, then we can use the above approach to derive codes accordingly; if the operation is also a QFD gate, then we can exactly use the above equations. However, solving the above equality for arbitrary R, might be hard.
In this paper, we solve the equality completely for τ
R being a combination of T and T † gates, and almost completely for a transversal application of higher level Z-rotations.
B. Stabilizer Codes that Support T and T † Gates
We begin with a formula for the physical transversal T gate which, given several applications, is of independent interest.
Then the transversal T gate acts on E(a, b) as
where w H (a) = aa T is the Hamming weight of a, and y a denotes that y is contained in the support of a.
Proof. This result is a special case of Lemma 4, which we prove in Appendix I-B.
Using this lemma, we state our first result which partially answers the above question.
Then the transversal application of the T gate realizes a logical operation on V (S) if and only if the following are true.
For any j E(a j , b j ) ∈ S with non-zero a j , Z S contains a dimension w H (a j )/2 self-dual code A j that is supported on a j , i.e., there exists a subspace A j ⊆ {y ∈ Z S : y a j } such that yz T = 0 (mod 2) for any y, z ∈ A j (including y = z) and dim(
The last point is requiring that the Z-stabilizers arising from vectors in the subspaces A j have the right sign, given by ı w H (z) = ı zz T ∈ {±1}. If this is not taken care of, then an appropriate Pauli operator has to be applied before transversal T in order to make a valid logical operator. Indeed, this Pauli operator is essentially fixing the signs of the Z-stabilizers as required.
Remark 3. Owing to a subtlety in the proof of Theorem 2, it appears that there might sometimes be an overall Pauli application required before transversal T , even when a given code satisfies Theorem 2 exactly. However, we believe this might not be necessary, and that this is a minor issue in the proof that can be fixed. Also, we are yet to observe any examples where this phenomenon occurs.
Let us now look at a simple example constructed using this theorem that will clarify the requirements above. 
The right half of the last 3 rows form the generators of Z S for this code. Since there is only one non-trivial a j in this case, we see that Z S = A 1 with a 1 = [1, 1, 1, 1, 1, 1]. Hence, the stabilizer generators are X ⊗6 = X 1 X 2 · · · X 6 , −Z 1 Z 2 , −Z 3 Z 4 , −Z 5 Z 6 , since the generators of Z S have weight 2. Multiplying X ⊗6 and the product of these three Z-stabilizers, we see that Y ⊗6 ∈ S.
We can define the logical X operators for this code to beX 1 = X 1 X 2 ,X 2 = X 3 X 4 , since these are linearly independent and commute with all stabilizers. Using the identity we observed in Example 1, we see that
and P 1 P 2 obviously commutes withX 2 , so P 1 P 2 is essentially the logical identity gate. A similar reasoning holds for P 3 P 4 . Therefore, up to a global phase, the transversal T preserves the logical operatorsX 1 andX 2 , so in this case the transversal T gate realizes just the logical identity (up to a global phase). This can also be checked explicitly by writing the logical basis states |x 1 x 2 L for x i ∈ Z 2 :
If the Z-stabilizer generators were instead taken to be Z 1 Z 2 , Z 3 Z 4 , Z 5 Z 6 , then the superposition above in |00 L will be (|000000 + |111111 ). Therefore, T ⊗6 X 1 X 3 X 5 will be a valid logical operator (that still implements the logical identity).
Given that S has the necessary structure given by Theorem 2, note that we can freely add another Z-stabilizer generator that commutes with X ⊗6 , e.g.,
still preserves the equality since (I N + E(0, z)) is diagonal. Now we generalize Lemma 1 and Theorem 2 to T and T † gates, which addresses the initial question completely.
Then the physical operation T ⊗t acts on E(a, b) as
where T ⊗t denotes that T (resp. T † = T 7 ) is applied to the qubits in the support of t 1 (resp. t 7 ).
Proof. See Appendix I-B.
where T ⊗t denotes that T j is applied to the qubits in the support of t j .
Proof. See Appendix I-C.
] stabilizer code as in Theorem 2. Let t = t 1 + 7t 7 , t 1 * t 7 = 0, with supports of t 1 , t 7 ∈ Z n 2 indicating the qubits on which T and T † = T 7 are applied, respectively.
Then the application of the T ⊗t gate realizes a logical operation on V (S) if and only if the following are true.
The proof is along the same lines as for Theorem 2, but adapted suitably to the general case in Lemma 4.
Notice that the above two results reduce to Lemma 1 and Theorem 2, respectively, when t 1 = [1, 1, . . . , 1] and t j = [0, 0, . . . , 0] for j = 2, 3, . . . , 7. The main difference is that in this general scenario, the conditions in Theorem 2 are applied to the intersection of the support of a j and (t 1 + t 7 ).
Example 2 (contd.). Assume that now we want to apply T and T † according to t 1 = [1, 0, 1, 0, 1, 0] and t 7 = [0, 1, 0, 1, 0, 1], respectively. Since t = t 1 + t 7 = [1, 1, . . . , 1], a j * (t 1 + t 7 ) = a j always and so the first two conditions of Theorem 6 reduce to the transversal T case. However, the last condition needs the sign for the Z-stabilizer generators to be ı 2+2 = 1, so we need to change the stabilizer to be S = X ⊗6 , Z 1 Z 2 , Z 3 Z 4 , Z 5 Z 6 . Then the superposition for |00 L will indeed be (|000000 + |111111 ), and it is easy to verify that T ⊗t fixes the logical basis states |00 L , |01 L , |10 L , |11 L , so that it also realizes the logical identity.
In principle, we can generalize Theorem 6 to the case of arbitrary powers of T by using Corollary 5. However, the derivation is more complicated and the final conditions are not fully clear because the summation in Corollary 5 is over a coset and not a subspace as in Lemma 4. Hence, this generalization still remains open.
Using these results, we can refine the CSS construction to produce codes that support a desired pattern of T and T † gates. Note that the first two conditions in Theorem 6 only depend on (t 1 + t 7 ) and not individually on t 1 and t 7 , i.e., on the union of their supports. Hence, any pattern of T and T † on the support of (t 1 + t 7 ) will preserve the code subspace, up to an initial Pauli application that produces the right signs for the Z-stabilizers as prescribed by the last condition in Theorem 6.
for all x ∈ C 2 and for all z ∈ A x,t , then T ⊗t (which is composed of only T gates) is also a valid logical operator, as the sign constraints for E(0, z) are now independent of t 7 .
Remark 8. Intuitively, a CSS-T code (for transversal T ) is determined by two classical codes C 2 ⊂ C 1 such that for every codeword x ∈ C 2 , there exists a w H (x)/2 self-dual code in C ⊥ 1 supported on x. This also means that C 1 * C 2 ⊆ C ⊥ 1 for the following reason. Let a ∈ C 1 , x ∈ C 2 , so that a is orthogonal to every vector in C ⊥ 1 . In particular, a is orthogonal to the self-dual code C
We think that this observation might make it more convenient to derive some results for CSS-T codes.
Corollary 7 suggests that there might not be a significant advantage in working with general stabilizer codes, rather than just CSS codes, as far as T and T † gates are concerned. This is because, by Theorem 6, there is always a large asymmetry required between the number of stabilizer elements that have at least one X (or Y ) in them, and the number of purely Z-type stabilizer elements. Hence, altering the pure X-type stabilizers into X, Y -type stabilizers might not provide much gain, say, in terms of the distance of the code. The next corollary confirms this intuition for non-degenerate stabilizer codes. Proof. We assume that A and C are disjoint, that B and D are disjoint, and that C and D have full rank, all without loss of generality. Note that if some of these are not satisfied, then we can perform suitable row operations to subsume rows a 0 into C 0 and rows 0 b into 0 D . We will prove the result for t = [1, 1, . . . , 1], i.e., transversal T , but the extension to any t ∈ {0, 1, 7} n is straightforward as we comment at the end of the proof. Firstly, it is clear that the CSS code has the transversal T property because this depends on the subspace A, C being even and the existence of a self-dual code in D within the support of each vector in the subspace A, C . Dropping B does not affect these properties. It is also clear that the CSS code still encodes k qubits if A has full rank, but if this is violated then some rows of the stabilizer matrix are removed to provide room for more than k logical qubits (without affecting the transversal T property).
Secondly, the distance of the CSS code is lower bounded by the minimum of the minimum weights of A, C ⊥ and D ⊥ . Since 0 A, C ⊥ belongs to the normalizer of the given stabilizer code, and D has minimum weight at least d by nondegeneracy, we know that the minimum weight of A, C ⊥ is at least d. Originally, B, D ⊥ 0 is in the normalizer of the given stabilizer, so the minimum weight of B, D ⊥ is at least d as well. Since C 0 was initially in the stabilizer, we know that C ⊂ B, D ⊥ and minimum weight of C must be at least d by non-degeneracy. However, A ⊂ D ⊥ and A 0 was not originally part of the stabilizer, so it appears that A might have vectors of weight less than d. But by non-degeneracy, minimum weight of D is d. So the minimum weight of any self-dual code C x ⊂ D is d, for any x ∈ A, C . Hence, this means that w H (x) ≥ d since x ∈ C x 5 . Now consider a z ∈ D ⊥ . We want to show that a minimal weight z has weight at least d. Assume, for a contradiction, that w H (z) is minimal but is strictly less than d. Now consider any x ∈ A, C and look at the projection (x * z). By assumption, z is orthogonal to D and hence is orthogonal to C x . But the inner product of z with any vector in C x only depends on the projection (x * z). Therefore, (x * z) is orthogonal to C x , and hence belongs to C x as C x is self-dual. Observe that w H (x * z) ≤ w H (z) < d, which implies that we have found an element (x * z) ∈ C x that has weight less than d. This is a contradiction since minimum weight of C x is d, and this completes the proof for transversal T . Note that for any other t = t 1 + 7t 7 , as Theorem 6 suggests, we simply replace x ∈ A, C in the above argument with (x * t ), where t = t 1 + t 7 . Remark 11 (Degenerate Codes). Observe that the arguments above can be extended to the case when the given stabilizer code is degenerate, but now the distance of the new CSS code constructed above is lower bounded only by the minimum weight of D, which can be strictly less than d. More explicitly, the minimum weight of A, C ⊥ \ D is still d since this space is strictly outside the stabilizer but in the normalizer of the given stabilizer code. So the distance of the CSS code mainly depends on the minimum weight of D ⊥ \ A, C and the vector z at the end can be assumed to be taken from this subspace. As a result, such a z with weight less than d cannot also belong to B ⊥ since otherwise this would contradict the assumption that the given stabilizer code has distance d. Therefore, under the assumption that for the given stabilizer code any vector z ∈ D ⊥ \ ( A, C ∪ B ⊥ ) has weight at least d, the above corollary can be extended to the degenerate case. We leave the more general problem of addressing the full extension of the above corollary to the degenerate case for future work. Proof. See Appendix I-D. We will see shortly that the last three conditions essentially constitute the property of triorthogonality for the generator matrix G 1 for the classical binary code C 1 . See the proof for a more detailed argument.
C. Realizing Logical T Gates with Transversal T
Let us begin by constructing the well-known [ [15, 1, 3] ] (punctured) quantum Reed-Muller code [34] , [35] that supports a transversal T , using the conditions in Theorem 6. The construction is shown in Fig. 1 .
The generator matrix G 2 for the simplex code C 2 that produces all X-type stabilizers (which are all weight 8) is formed by the first 4 rows of G ⊥ 1 , as shown in Fig. 1 . Notice that this is obtained by shortening RM (1, 4) : take the generator matrix for the Reed-Muller code RM (1, 4) , remove the first row of all 1s, and then remove the first column which is all 0s in the remaining matrix. In other words, let x 1 , x 2 , x 3 , x 4 be binary variables that also represent degree-1 monomials, with x 1 being the least significant bit and x 4 being the most significant bit. Then, the rows of G 2 from top to bottom are x 1 , x 2 , x 3 , x 4 respectively, with the first coordinate removed. Similarly, since the dual of RM (1, 4) is the [16, 11, 4] extended Hamming code RM (2, 4) , the dual C ⊥ 1 of the punctured RM(1, 4) code C 1 is obtained by shortening RM (2, 4) . Therefore, the rows of G ⊥ 1 must be the degree-1 monomials x 1 , x 2 , x 3 , x 4 and the degree-2 monomials x i x j for i < j, with the first coordinate removed. Since all vectors in C 2 have weight 8, the first condition of Theorem 2 is satisfied. Now consider, say, the X-stabilizer arising from the monomial x 1 belonging to C 2 . By direct observation of the rows of G ⊥ 1 , we see that the monomials x 1 , x 1 x 2 , x 1 x 3 , and x 1 x 4 are linearly independent vectors contained in the support of x 1 . If we project these vectors onto just the support of x 1 , i.e., drop the x 1 in the description of the monomials, then these 4 vectors form the monomials 1,x 1 ,x 2 ,x 3 in the space of 3 binary variables. By definition, these generate the Reed-Muller code RM (1, 3) , which is also the [8, 4, 4] extended Hamming code that is self-dual. Since all other codewords in C 2 are also degree-1 polynomials, the same argument as above can be applied to them. Therefore, the second condition of Theorem 2 is satisfied as well. Finally, since all generating codewords of C ⊥ 1 have Hamming weight 4 or 8, the last condition of Theorem 2 produces no negative signs for the Z-stabilizers. Hence, the [ [15, 1, 3] ] quantum Reed-Muller code supports the transversal T gate, and it can be checked that this realizes the logical T † gate on the single encoded qubit.
We can also construct CSS codes where the physical transversal T realizes logical transversal T . In fact, triorthogonal codes introduced by Bravyi and Haah [3] serve exactly this purpose. As our next result, using our methods we show a "converse" that triorthogonality is not only sufficient but also necessary if we desire to realize logical transversal T via physical transversal T (using a CSS-T code). We first repeat the definition of a triorthogonal matrix for clarity.
Definition 13 (Triorthogonality [3] ). A p × q binary matrix G is said to be triorthogonal if and only if the support of any pair and triple of its rows has even overlap, i.e., w H (G a * G b ) ≡ 0 (mod 2) for any two rows G a and G b for 1 ≤ a < b ≤ p, and
Theorem 14 (Logical Transversal T ). Let S be the stabilizer for an [[n, k, d]] CSS-T code CSS(X,
G 2 be a generator matrix for the classical code C 1 ⊃ C 2 such that the rows x i , i = 1, . . . , k, of G C1/C2 form a generating set for the coset space C 1 /C 2 that produces the logical X group of the CSS-T code, i.e.,X = E(x i , 0); i = 1, . . . , k . Then the physical transversal T gate realizes the logical transversal T gate, without any Clifford correction as in [3] , if and only if the matrix G 1 is triorthogonal and the following condition holds true:
Proof. See Appendix I-E. Proof. The Bravyi-Haah construction allows for a Clifford correction after the transversal T gate in order to exactly realize logical transversal T . In order to prove the equivalence of their construction to Theorem 14, we just have to show that by setting their Clifford correction to be trivial we arrive at the same conditions as listed above. Since triorthogonality of G 1 is a common constraint in both Theorem 14 and the Bravyi-Haah construction, we are left to verify that the Hamming weight condition above coincides with the condition for their Clifford correction to be trivial. Let C 2 be an [n, k 2 ] code so that the number of rows in G 2 is k 2 . Let y = k+k2 i=1 d i y i with d i = c i , y i = x i for i = 1, . . . , k and y i = a i for i > k, where a i are the rows of G 2 . The Clifford correction depends on the phase ı Q(d) and is trivial when
where w H (y i ) = 2Γ i + 1 for 1 ≤ i ≤ k, 2Γ i for i > k, and y i y T j = 2Γ ij . This is because, by their construction w H (x i ) is odd.
Substituting for Γ i and 2Γ ij , we get
Using the fact that w
. This completes the proof. While the Hamming weight condition above can be hard to check in practice, using the Bravyi-Haah recipe still implies that one has to calculate a final Clifford correction. We suspect that CSS-T codes constructed using classical monomial codes, such as Reed-Muller codes or more general decreasing monomial codes [24] , [27] , might possess simple ways to check the Hamming weight condition above, since the weight distribution of some of these codes are known.
Observe that triorthogonality is a common condition for realizing either logical transversal T or logical identity from physical transversal T , since the last three conditions in Theorem 12 constitute the property of triorthogonality. Indeed, if ı xy T E(0, x * y) ∈ S for any x, y ∈ C 1 /C 2 , then we need xy T ≡ 0 (mod 2) for x = y and w H (a * (x * y)) ≡ 0, w H (z * (x * y)) ≡ 0 (mod 2) for any a ∈ C 2 , z ∈ C 1 /C 2 , z / ∈ {x, y}, all because E(0, x * y) needs to commute with X-type stabilizers and logical X operators. Similarly, the other conditions of triorthogonality can be derived from Theorem 12.
Therefore, the essential difference between transversal T realizing logical transversal T or logical identity is the following: for the former we need the Hamming weight condition above which in part implies w H (x i ) ≡ 1 (mod 8), while for the latter we need ı w H (x) E(0, x) ∈ S which implies w H (x) ≡ 0 (mod 2), and these are mutually contradictory. Note that even if we permit a Clifford correction and omit the Hamming weight condition above, the proof of Theorem 14 implies that the constraint w H (x i ) ≡ 1 (mod 8) is still necessary, so the contradiction remains. Even in the Bravyi-Haah recipe, they impose that w H (x i ) ≡ 1 (mod 2). We will construct a Reed-Muller family of CSS-T codes shortly, where we explicitly state a condition that differentiates between when the physical transversal T realizes the logical identity and when it realizes some non-trivial logical operator.
D. Realizing Logical CCZ via Transversal T
The controlled-controlled-Z (CCZ) gate is defined as the unitary CCZ := diag (1, 1, 1, 1, 1, 1, 1, −1) , which is a 3-qubit gate that applies the Pauli Z operator on the third qubit if and only if the first two qubits are in state |1 . Similar to the CZ gate, this unitary is symmetric with respect to all the three qubits involved in the operation. [23] , since it is now well-known, and show how it satisfies Theorem 2. The code can be defined by considering the 8 physical qubits to be the vertices of a cube. There is a single X-type stabilizer generator that is defined by X on all the vertices. There are 4 independent Z-type generators that are defined by Z on the vertices of (4 independent) faces of the cube. So the X-type stabilizers come from the [8, 1, 8] classical repetition code, which can be written as the Reed-Muller code RM(0, 3). It is easy to verify that the Z-type stabilizers come from the [8, 4, 4] extended Hamming code, which is also the Reed-Muller code RM(1, 3) that is self-dual. By appropriately defining the logical X strings from faces of the cube, it can be shown that transversal T realizes logical CCZ on this code. This code is also a special case of Theorem 19 for m = 3, r = 1, which generalizes to any m (and r = 1) by the conditions of the theorem. Thus, this is a family of [[2 m , m, 2]] codes defined on m-dimensional cubes similar to the 3D code above.
Example 4 ([ [16, 3, 2] ] Bacon-Shor-like Code). Now we construct a [ [16, 3, 2] ] Bacon-Shor-like code using the conditions of Theorem 2 and show that the transversal T realizes the logical CCZ gate (up to Paulis). In particular, this code belongs to the compass code family studied in [22] . Although the [ [8, 3, 2] ] code is smaller while having essentially the same properties, we will demonstrate shortly that the [ [16, 3, 2] ] code can be constructed from decreasing monomial codes [24] , [25] . While this framework has been recently used by Krishna and Tillich [27] to construct triorthogonal codes from punctured polar codes, this example has non-identical logical X and Z generators unlike the standard presentation of triorthogonal codes [3] .
The construction of the [[16, 3, 2]] CSS-T code CSS(X, C 2 ; Z, C ⊥ 1 ) is shown in Fig. 2 . The code C 2 is generated by three weight-8 vectors that are represented as the vertical rectangles in Fig. 2(a) . It is easy to check that all but one non-zero vector in C 2 are weight-8 and there is one vector which is all 1s. The code C ⊥ 1 is generated by 10 weight-4 vectors, 9 of which are represented as plaquette operators and the last one corresponds to the vertical string Z 5 Z 6 Z 7 Z 8 (or Z 13 Z 14 Z 15 Z 16 in Fig. 2(b) ). Consider the first X-type generator X 1 X 2 · · · X 8 . In its support, there are 3 plaquette weight-4 strings and 1 vertical weight-4 string, all of which are linearly independent and have mutually even overlap, Hence, these clearly form a self-dual code which is in fact the [8, 4, 4] extended Hamming code. This can be checked for all the other vectors in C 2 , so the first two conditions of Theorem 2 are satisfied. The last condition imposes no negative signs to the Z-type stabilizers since all of them have weight at least 4. Therefore, transversal T preserves the code subspace.
To see that the realized logical operator is CCZ, consider the action of T ⊗16 onX 1 = X 1 X 2 X 3 X 4 . Recollect that CCZ on qubits a, b, c maps X a → X a CZ bc , X b → X b CZ ac , X c → X c CZ ab , and CZ on qubits e, f maps
We need to show that U := P † 1 P † 2 P † 3 P † 4 ≡CZ 23 . Recollecting that P † XP = −Y , we notice that
Thus, up to signs, we have verified that P † 1 P † 2 P † 3 P † 4 ≡CZ 23 . Hence, T ⊗16 acts like logical CCZ onX 1 , and similar calculations can be done to verify the other relations for CCZ. In this case, the signs can be fixed by checking the relations for (X 2X3 )CCZ (X 2X3 ), since this is the precise logical operator realized by T ⊗16 .
Example 5 ([ [16, 3, 2] ] Decreasing Monomial Code). An equivalent [ [16, 3, 2] ] code can be constructed as a decreasing monomial code as follows, using the monomial description of Reed-Muller codes we discussed in Section II-D. Define the code C 2 as the space generated by the monomials G 2 = {1, x 1 , x 2 }, and the code C 1 as the space generated by Hence, the logical X group is generated by G X = {x 3 , x 4 , x 1 x 2 }. While Reed-Muller codes always include all monomials up to some degree as the generators, decreasing monomial codes with maximum degree r might include only some of the degree r monomials among the generators. However, the code must include all monomials of degree up to r − 1, and the degree r terms must be chosen according to a partial order as described in [25] . In the construction above, both C 2 and C 1 are decreasing monomial codes. Using the formalism in [25] , it is easy to see that the dual codes C ⊥ 1 and C ⊥ 2 are generated respectively by
So the logical Z group is generated by G Z = {x 1 x 2 x 4 , x 1 x 2 x 3 , x 3 x 4 }, where we have rewritten the generators in an order such that they form corresponding pairs with logical X generators in G X . In other words, we see that the corresponding entries in G X and G Z multiply to the full monomial x 1 x 2 x 3 x 4 , which is the only monomial of odd weight, and hence the pairs anti-commute as required. Similarly, multiplying terms from G X and G Z that are not pairs does not yield the full monomial, thereby ensuring they have even overlap. Finally, we see that the product of the three logical X generators produces the full monomial, which means their triple product has odd weight. This is precisely one of the requirements in the generalized triorthogonality conditions established by Haah and Hastings [13] , which is a special case of quasitransversality established earlier by Campbell and Howard [14] , in order to ensure that transversal T performs a logical CCZ on a CSS code. The other requirements in their conditions can also be quickly verified simply using the fact that the only monomial of odd weight is the full monomial.
To see that this also satisfies Theorem 2, consider for example the X-stabilizer corresponding to the monomial x 1 ∈ G 2 . We observe that the elements
1 are supported on x 1 . When we project down to x 1 , we get the monomials 1,x 1 = x 2 ,x 2 = x 3 ,x 3 = x 4 that precisely generate the code RM(1, 3) that is self-dual. A similar analysis can be made for other elements in C 2 . Moreover, since the elements in G ⊥ 1 have weights 4, 8, or 16, the last condition of Theorem 2 does not introduce any negative signs for the Z-stabilizers. Therefore, we have used the decreasing monomial codes formalism to produce an equivalent [ [16, 3, 2] ] code, where only the logical X and Z generators have changed in comparison to the construction above. We believe this is not just one special case but points to a general construction of CSS codes using this formalism that support transversal Z-rotations.
E. Realizing Products of C (3) gates with Transversal T
We demonstrate two examples where transversal T realizes a logical diagonal gate at the 3rd level that is not a single elementary gate but a product of elementary gates. These codes have been partially discussed in recent works [13] , [14] but we describe the general family and later derive the exact logical operation realized by transversal T on these codes. 6) . The distance of this code is the minimum of the minimum distances of C 1 and C ⊥ 2 . It is well-known that the minimum distance of RM(r, m) is 2 m−r , so the distance of this CSS-T code is 4. Therefore, this gives a [[64, 15, 4] ] code. Let us quickly check the conditions in Theorem 2. The code C 2 is generated by degree-1 monomials in 6 binary variables x 1 , x 2 , . . . , x 6 , and all of its codewords have even weight. Using the same strategy that we used for the [[15, 1, 3] ] RM code, consider the monomial x 1 in C 2 . Since C ⊥ 1 is generated by all monomials of degree less than or equal to 3, it contains the monomials x 1 (1), x 1 (x i ), x 1 (x i x j ) for i, j ∈ {2, 3, 4, 5, 6} and i < j. If we project down to x 1 , then the monomials 1,x ixixj for i, j ∈ {1, 2, 3, 4, 5} and i < j exactly generate the code RM(2, 5) which is self-dual. A similar analysis holds for all the other codewords in C 2 which are degree-1 polynomials as well. Finally, the generators of C ⊥ 1 have Hamming weights 8, 16, 32 and 64, so there are no negative signs introduced by the last condition of Theorem 2. Thus, this is indeed a CSS-T code.
In order to determine the logical operation realized by transversal T , we initially wrote a computer program to generate the vectors in the superposition of all the 2 15 logical computational basis states. (Later, in Theorem 19, we derive the exact logical operation analytically.) Then we calculated the action of T ⊗64 on them by just computing the Hamming weights of the vectors in the superposition. The effective logical operation was a diagonal unitary with entries ±1, and there were 13, 888 entries that were (−1) in the diagonal (out of the 2 15 = 32, 768). We determined the Boolean function encoding the locations of 1 and −1 in the diagonal, and simplified the naive 13, 888 term sum-of-products (SOP) expression into a 1991 term SOP expression using the software "Logic Friday". Subsequently, we used "Mathematica" to convert this Boolean function into its algebraic normal form (ANF) and obtained the following polynomial.
Therefore, the logical diagonal gate can be represented as U L |v 1 · · · v 15 L = (−1) q(v1,...,v15) |v 1 · · · v 15 L . This implies that the gate decomposes into exactly 15 CCZ gates on the logical qubits, and hence belongs to the 3rd level of the Clifford hierarchy. More interestingly, note that the CSS superposition of a given logical computational basis state |v 1 · · · v 15 L consists of all vectors in the corresponding coset of C 2 in C 1 generated by 15 i=1X vi i , i.e., the binary vector representations x i of the logical operatorsX i = E(x i , 0). Therefore, the diagonal of U L encodes exactly which cosets of RM (1, 6) in RM(2, 6) have all vectors of weight exactly 4 mod 8 (diagonal entry −1) and which cosets have all vectors of weight 0 mod 8 (diagonal entry 1). Since the above phase polynomial is a codeword in RM (3, 15) of degree 3, this suggests a deeper connection to RM codes where the coset weight distribution modulo 8 is encoded exactly by a codeword in RM (3, 15) . Theorem 19 explores this connection more rigorously than the empirical approach described above. = RM(2, 7) , and hence C ⊥ 1 = RM(4, 7) ⊂ C ⊥ 2 = RM (5, 7) . The X-stabilizers are generated by degree-1 monomials, and logical X operators are given by the coset representatives for C 1 /C 2 , which are degree-2 polynomials. This implies, for any a, b ∈ C 2 and x, y ∈ C 1 /C 2 , a * b, a * x, x * y are either degree 2, 3, or 4 polynomials, all of which belong to C ⊥ 1 by the definition of RM codes. So C 1 is a triorthogonal code that also satisfies the first condition of Theorem 12, and hence transversal T realizes the logical identity. However, the code supports the application of the T gate on the physical qubits corresponding to the pattern prescribed by any degree-1 polynomial, as can be verified from the conditions in Theorem 6 by setting t 7 = 0 and t 1 a degree-1 polynomial. Although this example does not fit in Theorem 19 that concerns strictly with transversal Z-rotations, we verified computationally that the logical gate is non-trivial in this case. for transversal T to not realize the logical identity. This appears to imply that there is exactly one integer value of r that provides a valid code, but this need not be true since decreasing monomial codes correspond precisely to non-integer values of r. For example, one can take m = 9, r = 3 to obtain a valid [[512, 84, 8] ] code. Indeed, notice that C ⊥ 1 = RM (5, 9) contains the code RM (4, 8) in the support of any degree-1 polynomial, and RM(4, 8) contains the self-dual code "RM(3.5, 8)", which is generated by all degree at most 3 monomials as well as the first half of all degree 4 monomials when they are arranged in lexicographic order. Once again, Theorem 19 provides the logical gate realized by transversal T on this [[512, 84, 8] ] code.
The above family of quantum Reed-Muller codes has appeared in recent work by Haah and Hastings [13] , and Campbell and Howard [14] , [15] , where in [13] they focused on distilling CCZ magic states from these codes via physical transversal T . For this reason, they needed the logical CCZs to be on distinct triples of (logical) qubits and they provided an analytic construction that guarantees a [[2 m , 3(2 m/3 − 2), 2 m/3 ]] quantum Reed-Muller code satisfying this constraint. However, using a computational search strategy, they show that in certain cases the number of logical qubits can be increased to produce more disjoint CCZs. For example, for m = 9, they expand the [[512, 18, 8] ] code from the analytic construction that yields 6 logical CCZs into a [[512, 30, 8] ] code that yields 10 logical CCZs on disjoint triples of logical qubits.
In Theorem 19, we generalize the above quantum Reed-Muller family for general π/2 Z-rotations, and also prove the exact logical operator realized on these codes. We believe that, when applied to the transversal T scenario, this result allows one to analytically derive the above codes in [13] by using combinatorial arguments to carefully "peel off" the additional CCZs that either overlap on qubits involved in existing ones or violate the generalized triorthogonality constraints [13] . This peeling procedure effectively drops all logical qubits that are not involved in the maximum number of disjoint CCZs, k max CCZ , obtainable on these codes. Moreover, this approach might lead to an exact characterization of k max CCZ for any m, without involving the Lovasz Local Lemma that appears to provide guarantees only for large m. We leave this investigation for future work.
F. Stabilizer Codes that Support Transversal Z-Rotations
We first generalize Lemma 1 to transversal π/2 Z-rotations, that again could be of independent interest elsewhere. 
Proof. See Appendix I-F. For = 3 (transversal T ), the cosine term produced a 2 −w H (aj )/2 factor which we were able to ensure was an integer by enforcing a j to have even Hamming weight. Then we produced 2 w H (aj )/2 copies of each stabilizer element in order to cancel this factor and thereby reproduced the code projector. However, for > 3, extending this idea requires that sec 2π 2 w H (a) cancel the sum of (signed) tangents acquired for each copy of the stabilizer element. This leads us to an extension of Theorem 2. 
where v ∈ {±1} is the sign of E(0, v) in the stabilizer group S.
Proof. See Appendix I-G.
The extension here is only partial in the sense that the conditions on the stabilizer involve trigonometric quantities and we still have to distill finite geometric constraints on the vectors describing the stabilizer elements, similar to Theorems 2 and 6. However, under the assumption that Z j is a self-dual code and v = 1 for all v ∈ Z j , we are able to deduce the following condition on the Hamming weights of v and a j . 
where the last step follows from the fact that exp −2πı 2 = cos 2π 2 − ı sin 2π 2 . We note that w H (v) is even for all v ∈ C and observe three cases. Finally, although we do not have the full extension of Theorem 2 yet, we consider a family of quantum Reed-Muller codes QRM(r, m) that supports π/2 Z-rotations from the Clifford hierarchy, and we also explicitly construct the logical operations induced by transversal Z-rotations on these codes. The code QRM(r, m) is a CSS code defined by C 2 = RM(r − 1, m) and C 1 = RM(r, m). Hence, we can identify the following relationships:
The parameters for QRM(r, m) are given by [[2 m , m r , 2 min{r,m−r} ]]. Recollect that for v f ∈ Z k 2 , the CSS basis states are
where G C1/C2 denotes the generator matrix for the linear subspace of coset representatives for C 2 in C 1 , and G 2 denotes the generator matrix for the code C 2 . For QRM(r, m), the rows of G C1/C2 correspond to degree r monomials, each identifying a logical qubit. Hence, any polynomial f comprised of these monomials corresponds to a distinct logical computational basis state |v f L . So a non-trivial logical X operator is described by a degree r polynomial f , but only the degree r terms will determine which logical qubits are acted upon. Also, this implies that if a particular degree r term is present in f , then the corresponding logical qubit is set to |1 L in |v f L .
Example 6 (contd.). Before we state the general result, let us setup the notation through the [[64, 15, 4] ] example from Section III-E. Recollect that in this case we have m = 6 and r = 2, so the logical qubits can be identified with the degree 2 monomials that define generators for logical X operators. Hence, the polynomial in (44) defining the logical gate realized by physical transversal T can be represented in monomial subscripts as
where each term in the polynomial corresponds to a logical CCZ gate acting on the three logical qubits indexed by the three monomial subscripts, and the sum corresponds to a product of such gates (in the logical unitary space). In the notation of (44), v x1x2 v x3x4 v x5x6 ≡ v 1 v 10 v 15 and so on, which means v f = [v x1x2 , v x1x3 , . . . , v x5x6 ], i.e., |v f L = |v x1x2 L ⊗ |v x1x3 L ⊗ · · · ⊗ |v x5x6 L = |v 1 L ⊗ |v 2 L ⊗ · · · ⊗ |v 15 L .
For this code, the rows of G C1/C2 are evaluations of the m m/3 = 15 degree r = 2 monomials, namely x 1 x 2 , x 1 x 3 , x 1 x 4 , . . . , x 5 x 6 . So, the polynomial f ∈ RM(r, m) above is a linear combination of degree r = 2 monomials, and possibly lower degree monomials that correspond to just X-type stabilizers. Hence, v f ∈ Z 15 2 exactly describes which corresponding rows of G C1/C2 are chosen in this linear combination. Therefore, if f = x 1 x 2 +x 3 x 4 +x 5 x 6 +(smaller degree terms), then |v x1x2 v x3x4 v x5x6 L = |111 L and other qubits are set to |0 L , so q(f ) = 1. But if f = x 1 x 2 + x 3 x 4 + x 5 x 6 + x 3 x 5 + x 4 x 6 + (smaller degree terms), then q(f ) = 0 as this polynomial corresponds to two CCZs applying the phase −1.
For stating the general result, it will be convenient to replace the monomial subscripts with binary vectors p 1 , p 2 , p 3 = p m/r . So, for example, for the first term v x1x2 v x3x4 v x5x6 these index vectors are given by p 1 = [1, 1, 0, 0, 0, 0], p 2 = [0, 0, 1, 1, 0, 0], p 3 = [0, 0, 0, 0, 1, 1], which each have Hamming weight r = 2 and sum up to 1.
Define µ(x) := (−1) x , and let ν p (s) denote the largest integer t such that p t divides s.
Theorem 19. Suppose that 1 ≤ r ≤ m/2 and r divides m. Then, the transversal exp ıπ 2 m/r Z gate is a logical operator for QRM(r, m). Moreover, up to local corrections, the corresponding logical operator acts on a computational basis state by
where f = d∈Z m 2 a d x d ∈ RM(r, m), a d ∈ {0, 1} with a d = 0 for all w H (d) > r, and
where P := {(p 1 , . . . , p m/r ) : p j ∈ Z m 2 , m/r j=1 p j = 1, w H (p j ) = r}. In particular, deg(q) = m/r and so by [10] , it is a gate from the (m/r)-th level of the Clifford hierarchy.
In general, the above theorem states that the logical gate polynomial q(f ) consists of all terms such that the monomials in the subscripts of each term form a unique partition of m variables into m/r groups of r variables each. Therefore, the number of terms in the polynomial q(f ), and hence the number of gates in the induced logical operator, is given by
Proof. From the example above and (55), we realize that any f ∈ RM(r, m) corresponds to a vector u = v f ·G C1/C2 ⊕y ·G 2 ∈ C 1 in the CSS superposition for |v f L . Define ζ t := e 2πı t and note that on any state |u , transversal exp ıπ 2 m/r Z maps
By fixing v f we fix the degree r terms in f , and by sweeping over all y ∈ Z k2 2 we exhaust all choices of degree at most (r − 1) terms in f , thereby examining all states |u in the CSS superposition corresponding to |v f L . For the logical operator to be well-defined as a diagonal gate acting as per (58), we need to show that w H (u) (mod 2 m/r ) depends only on the degree r terms in f . Thus, we are interested in ν 2 (w H (u)) for different u in a single coset of RM(r − 1, m) in RM(r, m).
First, let us consider QRM(1, m) separately for simplicity. Here, if |u = |00 · · · 0 , then for any w ∈ u + RM(0, m), ν 2 (w H (w)) = m and so |w → |w . However, if u = ev(f ) with deg(f ) = 1, then for any w ∈ u + RM(0, m) = {u, u ⊕ 1}, w corresponds to a codimension-1 affine plane so that ν 2 (w H (w)) = m − 1, and so |w → − |w . Hence, the logical diagonal unitary has diagonal entries (1, −1, −1, . . . , −1), which is equivalent to (−1, 1, 1, . . . , 1) up to a global phase of (−1). Thus, up to local corrections (i.e., a logical transversal X gate correction), transversal application of physical Z-rotation exp ıπ 2 m/r Z implements a logical C m−1 Z gate. This captures the [ [8, 3, 2] ] code we discussed previously in Section III-D. Now consider the more general case where r ≥ 2. We are interested in calculating w H (u) = 2 m − N (f ) (mod 2 m/r ), where N (f ) denotes the number of zeros of f over F 2 . Then, following the proofs of Ax's theorem [36] , [21] , [37] , note that
Define the function t on F 2 by t(0) = 1, t(1) = −2. Then distributing the product, we can express N (f ) as
where the summation over indicators i runs over all Boolean functions i : F m 2 → F 2 . We want to calculate ν 2 (w H (u)), where u = ev(f ), and we observe that ν 2 (w H (u)) = ν 2 (2 m − N (f )) = ν 2 (N (f )). Hence, we are interested in the 2-adic valuation of N (f ), so we group terms from this sum into products and rewrite this as
Observe that for each function i, the first product is binary, and the remaining two terms are each powers of 2, so the whole term is a power of 2 and has a 2-adic valuation. The last term is a power of 2 because it is precisely the Hamming weight of the monomial d∈F m 2
x 0 x d i(d) .
Now we are interested in the quantity ν 2
, since the smallest value among all indicating functions i will determine ν 2 (N (f )). Observe that when i is the zero function, this quantity takes the maximal value of 2 m+1 , and hence does not affect ν 2 (N (f )). When i is not the zero function, we can calculate
So we conclude that ν 2 
The second inequality holds because Put together, these conditions exactly define the coefficient products appearing in q(f ) in (59). Let P denote the set of all such i satisfying these conditions, so that this set has a bijective mapping to the set P defined in the theorem statement. Then returning to N (f ), and noting that only those terms i which contribute 2 m/r matter, we see that As q(f ) is oblivious to lower-order terms in f (that correspond to X-type stabilizers), each coset indeed has a well-defined weight residue (mod 2 m r ), and thus the induced logical operation is also well-defined. Accordingly, by (60), the logical action on (logical) computational basis vectors is defined by
This completes the proof.
Remark 20 (Quasitransversality). In [14] , [15] , Campbell and Howard considered diagonal gates U F ∈ C (3) that can be expressed as
is a weighted polynomial with L(x) linear (mod 8), Q(x) quadratic (mod 4) and C(x) cubic (mod 2) polynomials. So L corresponds to single-qubit Z-rotations, Q corresponds to controlled Z-rotations, and C corresponds to CCZ gates. They define a quantum code to be "F -quasitransversal" if there exists a Clifford g such that gT ⊗n acting on the physical qubits realize the logical gate U F . In [14, Lemma 1] , they provided the following sufficient condition for a CSS code to be F -quasitransversal, which we rewrite in our notation (e.g., see (55)):
where the subscript "c" implies that the two sides are Clifford equivalent, i.e., there exists a weighted polynomialF such that by replacing F (x) with F (x) + 2F (x) above, we can replace ∼ c with equality. Now, observe that u = x · G C1/C2 ⊕ y · G 2 ∈ C 1 exactly corresponds to u = ev(f ) for some f ∈ RM(r, m) above (with x = v f ). Hence, we note that (75) exactly matches the (quasi)transversality condition above (with equality and thereby no Clifford correction). Therefore, QRM(m/3, m) is 4q(f )-(quasi)transversal.
Remark 21 (Quantum Pin Codes). Vuillot and Breuckmann [16] recently introduced "Quantum Pin Codes" as an abstract framework to synthesize stabilizer codes that support transversal, or partially transversal, physical Z-rotations. These codes are inspired by topological constructions such as color codes [4] , but the abstraction extends beyond algebraic topology while retaining transversality properties. The authors produce several new codes using this formalism. We note that the above result regarding QRM(r, m) codes applies to a general family of quantum pin codes as discussed in [16, .
IV. CONCLUSION
In this paper, we used the recent characterization of quadratic form diagonal (QFD) gates [9] to derive necessary and sufficient conditions for a stabilizer code to support a physical transversal T gate. Our Heisenberg approach allowed us to generalize all such existing constructions. Using this, we showed that for any non-degenerate stabilizer code with this property, there exists an equivalent CSS code that also possesses this property. So for magic state distillation via transversal T on non-degenerate stabilizer codes, CSS codes are essentially optimal. We also showed that triorthogonal codes form the most general family of CSS codes that realize logical transversal T via physical transversal T . Among several examples, we constructed a [ [16, 3, 2] ] code using the decreasing monomial formalism, and demonstrated how to check that transversal T realizes logical CCZ with the help of generalized triorthogonality conditions. This points to a possibly general construction of CSS codes supporting transversal T using this formalism.
We then extended the above results beyond T gates, and derived trigonometric stabilizer conditions for the code to support a transversal π/2 Z-rotation. However, we were only able to reduce this to finite geometric conditions under some assumptions. Finally, we considered a family of quantum Reed-Muller codes and determined the exact logical operation induced by transversal Z-rotations on these codes from an alternate viewpoint, using Ax's theorem on residue weights of polynomials. Although these logical operations involve products of overlapping many-controlled-Z gates, it will be interesting to investigate their utility in magic state distillation and other proposals for universal quantum computation. In certain systems, finer angle rotations often have better fidelity than coarser angle rotations. Hence, these native resources in the lab could be leveraged in combination with these codes to potentially obtain better circuit decompositions.
APPENDIX I PROOFS FOR ALL RESULTS

A. Proof of Theorem 2
We proved in [9] that given a tensor product of diagonal unitaries τ ( )
Rn , the result is also of the form τ ( )
. Hence, for an n-qubit system, the transversal application of T gate corresponds to R = I n and = 3.
Based on the discussion in Section III-A, for the case of transversal T , we need
Note that whenever a j = 0, the denominator is 1 and the inner summation is trivial since only 0 0. Therefore, each such stabilizer E(0, b j ) is retained unchanged (as we would expect since T ⊗n is diagonal and commutes with diagonal Paulis), and we only need to analyze the case a j = 0.
First we observe that we need w H (a j ) to be even in order to make the denominator an integer, which can be canceled by producing 2 w H (aj )/2 copies of each stabilizer element E(a j , b j ) (with the appropriate sign ±1) in the summation over all 2 r stabilizer elements. (We will call this sum over j ∈ {1, . . . , 2 r } as the "outer summation" and the sum over y a j as the "inner summation".) The only way to produce copies of E(a j , b j ) is through stabilizers E(a j , b i ) such that b i ⊕ y i = b j for some y i a j . If two such Paulis E(a j , b j ⊕ y), E(a j , b j ⊕ z) must belong to S then we need E(a j , b j ⊕ y) and E(a j , b j ⊕ z) to commute, which means we need a j y T ≡ a j z T (mod 2). Since y = 0 must be included, we need a j z T = zz T = w H (z) ≡ 0 (mod 2) for all such choices z a j . There are n j := 2 w H (aj )−1 such even weight vectors z a j but we need exactly 2 w H (aj )/2 of them, so we can pick p j := w H (a j )/2 linearly independent ones. Let us denote the span of these vectors z a j to be A j , and we have |A j | = 2 w H (aj )/2 .
Next we need to ensure that the signs of these copies match exactly, and that the other Paulis E(a j , b j ⊕ y) for y / ∈ A j cancel each other in the outer summation. Consider some u, v ∈ A j that correspond to the stabilizers
. Note that we are taking the signs of these stabilizers to include (−1) bj u T , (−1) bj v T which might not be necessary, since the terms E(a j , b j ⊕ u), E(a j , b j ⊕ v) might appear both with a positive sign and a negative sign in the overall outer summation, and it is ambiguous to pick which sign is "correct". This is the reason why there might be a final Pauli correction required as mentioned in Remark 3.
For the outer summation index being i, the inner summation index y = u ⊕ v is valid since u a j , v a j ⇒ y a j . This particular y produces
where the penultimate equality holds because w H (u) = uu T is even. Hence we see that in order for the sign to match exactly that of the stabilizer element i E(a i , b i ), we need uv T ≡ 0 (mod 2) for all pairs u, v ∈ A j . Similarly, we can repeat the same calculation as above by considering u ∈ A j but v / ∈ A j (and v a j ). Then we need the stabilizers i E(a i , b i ) arising from half of the 2 w H (aj )/2 vectors u ∈ A j to produce i E(a i , b i ) with an outer negative sign and the remaining vectors u ∈ A j to produce it as it is, so that all such non-stabilizer terms i E(a i , b i ) cancel in the outer summation over all 2 r stabilizer elements. Hence we need |{u ∈ A j : uv T ≡ 0}| = |{u ∈ A j : uv T ≡ 1}| for all v a j such that v / ∈ A j . When combined together with the previous condition on A j , this exactly means that A j must be a self-dual code of dimension w H (a j )/2. This is because, for any v a j such that v / ∈ A j , if uv T ≡ 0 for all u ∈ A j , then this implies v ∈ A j which is a contradiction. By symmetry of binary vector spaces, this automatically means |{u ∈ A j : uv T ≡ 0}| = |{u ∈ A j : uv T ≡ 1}|. Given that the self-dual code A j is present, note that we can freely add another Z-stabilizer generator E(0, z) that commutes with existing stabilizers. This does not disturb the transversal T property: once T ⊗n Π S (T ⊗n ) † = Π S , mapping Π S → Π S · (I N +E(0,z)) 2 still preserves the equality since (I N + E(0, z)) is diagonal. For the last condition, observe that this implies the other stabilizers are
as we derived above. Again, since z a j , we have a j (b j * z) T = w H (b j * z) = b j z T . This completes the proof.
B. Proof of Lemma 4
As mentioned earlier in the proof of Theorem 2, we proved in [9] that given a tensor product of diagonal unitaries τ ( )
. Hence, for an n-qubit system, the transversal application of T gate corresponds to R = I n and = 3. Similarly, it is easy to see that the symmetric matrix corresponding to
We need to calculate c
For the case x = 0, we calculate as follows. Recollect that we have defined 
In the last step, unless x (a * t ) it is easy to see that the inner summation in the second step vanishes. For convenience, let us denote by A the support of (a * t ) ⊕ x, by A 1 the support of (a * t 1 ), and by A 7 the support of (a * t 7 ). Note that A = supp(a * t ) \ supp(x) and hence vx T = 0. For simplicity, we will write {v ∈ Z n 2 : supp(v) ⊆ A} as v A. Then we can write the first sum above as 
Now we can calculate the second sum similarly as follows. x (a * t ) (−1) x(a * t1) T E(a, b + ((a * t ) + x) + 6(a * t 7 )) (106) = 1 2 w H (a * t )/2
x (a * t ) (−1) x(a * t1) T +a(a * t7) T E (a, b + ((a * t ) ⊕ x + 2(x * (a * t )))) (107) = 1 2 w H (a * t )/2
x (a * t ) (−1) x(a * t1) T +w H (a * t7) E (a, b + ((a * t ) ⊕ x + 2x)) (108) C. Proof of Corollary 5
We have t = 7 j=1 jt j with t j * t j = 0 for all j = j . Then we can write T ⊗t = T t1+t3+t5+t7 P t2+t3+t6+t7 Z t4+t5+t6+t7 , where Z t4+t5+t6+t7 = E(0, t 4 + t 5 + t 6 + t 7 ). Now we can compute T ⊗t E(a, b)(T ⊗t ) † as follows. Firstly we observe E(0, t 4 + t 5 + t 6 + t 7 ) · E(a, b) · E(0, t 4 + t 5 + t 6 + t 7 ) = (−1) a(t4+t5+t6+t7) T E(a, b).
Next, using the identity u + v = u ⊕ v + 2(u * v), we can calculate P t2+t3+t6+t7 · (−1) a(t4+t5+t6+t7) T E(a, b) · (P † ) t2+t3+t6+t7 = (−1) a(t4+t5+t6+t7) T E(a, b + (a * (t 2 + t 3 + t 6 + t 7 ))) (116) = (−1) a(t4+t5+t6+t7) T +a(b * (t2+t3+t6+t7)) T E(a, b ⊕ (a * (t 2 + t 3 + t 6 + t 7 ))) (117) = (−1) a(t4+t5+t6+t7) T +a(b * (t2+t3)) T E(a, b ⊕ (a * (t 2 +t 3 ))) (118) = (−1) a(t4+t5+t6+t7) T +w H (a * b * t2)+w H (a * b * t3) E(a, c),
where we have defined c := b ⊕ (a * (t 2 +t 3 )) for convenience. Finally we can invoke Lemma 4 with the t 1 , t 7 in that lemma taken respectively to be t 1 + t 3 + t 5 + t 7 and 0 here. Then we have 
= (−1) a(t4+t5+t6+t7) T +w H (a * (t2+t3)) 2 w H (a * (t1+t3))/2 (a * t2) z a * (t1+t2+t3) (−1) bz T +z(a * (t2+t3)) T E(a, b ⊕ z),
where we have defined z := (a * (t 2 +t 3 )) ⊕ y. Now we observe that z(a * (t 2 +t 3 )) T = w H (z * a * t 2 ) + w H (z * a * t 3 ) = w H (a * t 2 ) + w H (z * t 3 ) = w H (a * t 2 ) +t 3 z T .
Substituting this back, and noting thatt 3 = t 3 + t 7 , we obtain
T ⊗t E(a, b) T ⊗t † = (−1) a(t3+t4+t5+t6) T 2 w H (a * (t1+t3))/2 (a * t2) z (a * (t1+t2+t3))
which is the final expression given in the statement of the lemma.
D. Proof of Theorem 12
Let G 1 = G C1/C2 G 2 be a generator matrix for the code C 1 . Then by the CSS construction, the vectors x = k i=1 c i x i , where c i ∈ {0, 1} and x i form the k rows of the coset generator matrix G C1/C2 , determine all logical X operators E(x, 0) for the code CSS(X, C 2 ; Z, C ⊥ 1 ). Similarly, vectors a ∈ C 2 determine the X-type stabilizers E(a, 0) for the code. Therefore, (x ⊕ a) ∈ C 1 represents all possible X-type representatives of all logical X operators for the CSS-T code. Recollect that by the CSS-T conditions, C 2 ⊂ C ⊥ 1 ⇒ a ∈ C ⊥ 1 as well, so that ı w H (a) E(0, a) ∈ S. By assumption, we have transversal T acting trivially on the logical qubits, so transversal P = T 2 must also act trivially on the logical qubits. Using this fact, and the identity P XP † = Y , let us observe the action of transversal P on a logical X representative E(x ⊕ a, 0). We require
where the second equality follows from the identity (5) . (129)
Here the notation P x⊕a means that the phase gate is applied to the qubits in the support of (x ⊕ a). From the above calculation for P ⊗n , we know that ı w H (x⊕a) E(0, x ⊕ a) ∈ S, so for the last equivalence to be true, we need to ensure that P x⊕a acts like the logical identity. Let us examine its action on an arbitrary logical X representative E(y ⊕ b, 0) for y ∈ C 1 /C 2 , b ∈ C 2 . We require
= E(y ⊕ b, 0) · ı w H ((y⊕b) * (x⊕a)) E(0, (y ⊕ b) * (x ⊕ a)) (131) ≡ E(y ⊕ b, 0).
Observe that this is satisfied for the case y = x, b = a by the arguments above for P ⊗n . Clearly, the constraint we need is that ı w H ((y⊕b) * (x⊕a)) E(0, (y ⊕ b) * (x ⊕ a)) ∈ S. Since this must hold for all valid x, y, a, b, by setting a = b = 0 we obtain the third condition of the theorem. Similarly, by setting a = y = 0 and x = y = 0 respectively, we obtain the second and fourth conditions of the theorem. It can be verified that these alone ensure that ı w H ((y⊕b) * (x⊕a)) E(0, (y ⊕ b) * (x ⊕ a)) ∈ S for all combinations of x, y, a, b, since we can split (y ⊕ b) * (x ⊕ a) = (y * x) ⊕ (y * a) ⊕ (b * x) ⊕ (b * a) and using the Hamming weight identity we used above. Finally, we will show that the last three conditions amount to triorthogonality. Note that since we need ı w H (y * x) E(0, y * x) ∈ S, it must be true that (y * x) ∈ C ⊥ 1 since by the CSS construction pure Z-type stabilizers arise from the code C ⊥ 1 . As logical X operators and X-type stabilizers must each commute with Z-type stabilizers, by the symplectic inner product constraint we can see that this implies z(y * x) T = w H (z * y * x) ≡ 0 (mod 2) for any z ∈ C 1 /C 2 or z ∈ C 2 . Similarly, since we need ı w H (b * a) E(0, b * a) ∈ S, we also have w H (z * b * a) ≡ 0 for any z ∈ C 1 /C 2 or z ∈ C 2 . These are exactly the triorthogonality conditions in Definition 13. The first condition of Definition 13 follows from the facts that C 2 ⊂ C ⊥ 1 , and since ı w H (y * x) E(0, y * x), ı w H (y * a) E(0, y * a) ∈ S must be Hermitian, the phase has to be ±1, which implies w H (y * x) = xy T ≡ 0, w H (y * a) = ay T ≡ 0 (mod 2) for any x, y ∈ C 1 /C 2 and a ∈ C 2 . Hence, triorthogonality of G 1 is a necessary condition for transversal T to realize the logical identity on a CSS-T code.
