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THE FIRST OMITTING CARDINAL FOR MAGIDORITY
SHIMON GARTI AND YAIR HAYUT
Abstract. An infinite cardinal λ is Magidor iff λ → [λ]ℵ0−bdλ . It is
known that if λ is Magidor then λ → [λ]ℵ0−bdα for some α < λ, and the
first such α is denoted by αM (λ). In this paper we try to understand
some of the properties of αM (λ). We prove that αM (λ) can be successor
of a supercompact cardinal, when λ is a Magidor cardinal. From this
result we obtain the consistency of αM (λ) being a successor of a singular
cardinal with uncountable cofinality.
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2 SHIMON GARTI AND YAIR HAYUT
0. Introduction
The combinatorial definition of a Magidor cardinal λ is given by λ →
[λ]ℵ0-bdλ . Recall that [λ]
ℵ0-bd is the family of all countable bounded sub-
sets of λ. It contains subsets of any countable order type. The relation
λ → [λ]ℵ0-bdλ means that for every c : [λ]
ℵ0-bd → λ there exists A ∈ [λ]λ
for which c “[A]ℵ0-bd 6= λ. The reason of concentrating on bounded subsets
of λ is that λ 9 [λ]ℵ0λ holds for every infinite cardinal λ (by a theorem of
Erdo˝s and Hajnal). It follows that if λ is Magidor then λ is a limit cardinal
of countable cofinality. Magidor cardinals were defined in [3] through this
combinatorial property. A model-theoretic characterization of these cardi-
nals via elementary embeddings appears in [4].
It is easy to see that if λ → [λ]ℵ0-bdλ then λ → [λ]
ℵ0-bd
α for some α < λ
([3], Lemma 1.2). Given a Magidor cardinal λ, the first such α is denoted
by αM (λ) or just αM if λ is clear from the context. Notice that if β ≥ αM
then λ→ [λ]ℵ0-bdβ as well. We shall say that αM is the first omitting cardinal
for λ.
A parallel notion arises for Jo´nsson cardinals. Recall that λ is Jo´nsson iff
λ→ [λ]<ωλ , in which case there exists a first ordinal α for which λ→ [λ]
<ω
α .
The first such ordinal is denoted by αJ (or αJ(λ)), and it is a regular cardinal
strictly below λ.
Several properties of αM are phrased in [3], among them the fact that it
is always a regular cardinal. Some open problems concerning αM appear
in [3]. A pair of related problems is labeled there as Question 3.12 and
Question 3.13. The first one is whether αM can be a successor of a singular
cardinal. In the second one we ask about the possibility that αM is a large
cardinal (e.g., measurable) or the successor of a large cardinal. We shall
prove that αM is not a large cardinal but it can be a successor of a large
cardinal. Thence, one can singularize this large cardinal and force αM to be
a successor of a singular cardinal.
Although we can force αM to be a successor of a singular cardinal, the
cofinality of this cardinal is uncountable in our model. The last stage of
singularizing our large cardinal is done with Magidor forcing and not with
Prikry forcing. It is an amusing historical coincidence (Magidor cardinals
were defined with no connection to Magidor forcing), but it seems that
Prikry forcing fails to place αM at the first point above a singular cardinal.
The reason will be explicated in the sequel, and it points to a substantial
property of αM .
Our notation is mostly standard. We suggest [6] for a comprehensive
treatment to large cardinals. We shall use the Jerusalem notation in forcing,
i.e. p ≤ q means that q is stronger than p. If P is a forcing notion and p, q ∈ P
then p ‖ q means that p and q are compatible. The pure order in Prikry
type forcing notions will be denoted by ≤∗.
We call κ supercompact iff for every ordinal γ there exists an elementary
embedding  : V→M for which κ = crit() and γM ⊆M . A forcing notion
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P is κ-directed-closed iff whenever A ⊆ P is a directed set of conditions
and |A| < κ, there exists some q ∈ P so that p ∈ A ⇒ p ≤ q. We shall
use Prikry and Magidor forcing, and we follow the conventions of [5]. This
has a particular importance with respect to Magidor forcing, as this type of
forcing notions can be written in several ways.
Laver proved in [7] that if κ is supercompact then one can define a forcing
notion P which makes κ indestructible upon any further extension by κ-
directed-closed forcing notions. The forcing P is a set forcing, based on the
so-called Laver’s diamond.
Arrows notation in this paper is coherent with the common literature.
The notation [λ]ℵ0-bd refers to all bounded subsets of λ whose cardinality is
ℵ0, regardless of order type. We shall use the notation [λ]
ω-bd if we restrict
ourselves to bounded sets of order type ω. We mention here only the less
frequent relation λ → [λ]ℵ0-bdν,<ν which means that for every f : [λ]
ℵ0-bd → ν
there exists A ∈ [λ]λ for which |f “[A]ℵ0-bd| < ν. In general, the arrows
notation is designed in order to keep monotonicity, but this need not hold
for λ→ [λ]ℵ0-bdν,<ν with respect to the subscript.
We shall mention cardinals in the family of rank-into-rank, so let us recall
the definitions of I0 and I1. A cardinal λ is I1 iff there exists a non-trivial
elementary embedding  : Vλ+1 → Vλ+1. If λ is I1 then there are many
elementary embeddings of the form k : Vλ+1 → Vλ+1 with different critical
points. Lest it is important to specify the critical point, we write I1(κ, λ)
meaning that there exists an elementary embedding  : Vλ+1 → Vλ+1 such
that crit() = κ.
A cardinal λ is I0 iff there is  : L(Vλ+1) → L(Vλ+1) so that crit() <
λ. Every I1 cardinal λ is Magidor, by a simple observation of Menachem
Magidor ([6], Question 24.1).
Finally, we shall have to know that under some circumstances the as-
sertion I1(κ, λ) is preserved by forcing. We shall use, for this end, Silver’s
criterion. We phrase the pertinent theorem in a bit more generality than we
actually need, see [1], Proposition 9.1:
Theorem 0.1. Silver’s criterion.
Let  : M → N be an elementary embedding, where M,N are transitive
models of ZFC. Let P ∈M be a forcing notion, and G ⊆ P a generic subset
over M . Assume H is a generic subset of (P) over N . Then the following
two statements are equivalent:
(a) (p) ∈ H for every p ∈ G.
(b) There exists an elementary embedding + : M [G] → N [H] so that
+(G) = H and + ↾M = .
0.1
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1. Large cardinals and their successors
In this section we focus on Question 3.13 from [3]. Our first theorem says
that under some mild assumptions, one can show that αM must be a suc-
cessor cardinal. The metamathematical idea is that αM (and similarly, αJ
and αR which are the parallel notions for Jo´nsson and Rowbottom cardinals
respectively) is not a large cardinal in the philosophical sense.
Ahead of the proof we need a lemma, which is the parallel to a lemma of
Tryba, [10]. The lemma of Tryba refers to Jo´nsson cardinals, and here we
translate it to Magidor cardinals.
Lemma 1.1. Assume that:
(a) λ→ [λ]ℵ0-bdν,<ν and λ→ [λ]
ℵ0-bd
νcf(ν),<νcf(ν)
.
(b) ν < λ is a limit cardinal.
(c) There are no Magidor cardinals in the interval [ν, νcf(ν)].
Then there exists some ρ < ν for which λ→ [λ]ℵ0-bdν,<ρ , and hence λ→ [λ]
ℵ0-bd
ρ,<ρ .
Proof.
First we show that if λ→ [λ]ℵ0-bdγ , γ ≤ δ ≤ ε and there is no Magidor cardi-
nal in the interval [δ, ε] then λ→ [λ]ℵ0-bdε,<δ . Toward showing this, assume that
λ9 [λ]ℵ0-bdε,<δ and choose a function f : [λ]
ℵ0-bd → ε so that |f “[A]ℵ0-bd| ≥ δ
whenever A ∈ [λ]λ. We may assume that ε is the first counterexample.
By our assumption, ε is not a Magidor cardinal. Hence λ→ [λ]ℵ0-bdε,<ε (see
Proposition 3.18 in [3]). Let us choose B ∈ [λ]λ so that η = |f “[B]ℵ0-bd| <
ε. By the firsthood of ε and the fact that δ ≤ η < ε we conclude that
λ → [λ]ℵ0-bdη,<δ . In particular, one can choose a subset C ∈ [B]
λ for which
|f “[C]ℵ0-bd| < δ, a contradiction to the choice of f .
We proceed to the assertion of the lemma. Let A be the set {σ < ν : λ9
[λ]ℵ0-bdν,<σ }. Denote sup(A) by η. If η < ν then η
+ < ν as well (recall that ν
is a limit cardinal) so η+ can serve as the alleged ρ in the lemma.
Assume towards contradiction that sup(A) = ν, and choose a sequence of
members of A of the form 〈σα : α < cf(ν)〉, cofinal in ν. For every α < cf(ν)
choose a function fα : [λ]
ℵ0-bd → ν such that |fα “[x]
ℵ0-bd| ≥ σα whenever
x ∈ [λ]λ.
Let B =
∏
α<cf(ν)
σα. We define a function g : [λ]
ℵ0-bd → B as follows:
g(s) = (fα(s) : α < cf(ν)).
Notice that |B| = νcf(ν). By assumption (a), λ → [λ]ℵ0-bd
νcf(ν),<νcf(ν)
. Hence
there exists a set x ∈ [λ]λ for which |g “[x]ℵ0-bd| < ν. This follows from
the beginning of the proof, by letting γ = δ = ν, ε = νcf(ν), upon noticing
that there are no Magidor cardinals in the interval [δ, ε] by assumption (e).
Consequently, λ → [λ]ℵ0-bd
νcf(ν),<ν
, which amounts to the existence of x ∈ [λ]λ
so that |g “[x]ℵ0-bd| < ν.
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On the other hand, every value of fα, for each α < cf(ν), gives rise to
a distinct element of B. Hence |g “[x]ℵ0-bd| ≥
⋃
α<cf(ν)
|fα “[x]
ℵ0-bd| = ν, and
this contradiction gives the desired conclusion.
1.1
Based on this lemma, we can prove the following:
Theorem 1.2. Let λ be a Magidor cardinal.
(a) If there is no Magidor cardinal in the interval [αM , 2
αM ] then αM is
a successor cardinal.
(b) If every limit cardinal is a strong limit cardinal then αM (λ) is a
successor cardinal for every Magidor cardinal λ.
Proof.
As mentioned in the introduction, if λ is Magidor then λ is a limit cardinal.
Part (b) follows from part (a) by noticing that if every limit cardinal is
strong limit then there are no limit cardinals in the interval [αM , 2
αM ] and
hence no Magidor cardinals in this interval. We prove, therefore, part (a).
Assume towards contradiction that αM is a limit cardinal. All the require-
ments of Lemma 1.1 hold, bearing in mind that αM here stands for ν there.
Requirement (a) there is a simple property of αM as proved in [3, Theorem
1.8] and (b) is our assumption towards contradiction. Requirements (c) is
the assumption of the theorem.
It follows from the conclusion of Lemma 1.1 that λ → [λ]ℵ0-bdρ,<ρ for some
ρ < αM , but this is an absurd in the light of the definition of αM , so we are
done.
1.2
Our next goal is to show that αM can be basically a successor of every
regular cardinal. This is possible even if one wishes to force αM to be suc-
cessor of large cardinals. The following preservation theorem is in the spirit
of the celebrated Le´vy-Solovay preservation theorem from [8] for measurable
cardinals.
Claim 1.3. Let λ be Magidor and α < λ. Let P be an α-cc ℵ1-complete
forcing notion.
Then λ remains Magidor in the generic extension by P.
Proof.
Without loss of generality, α is regular and hence not Magidor (we can
always work with α+ in lieu of α). We may also assume that αM ≤ α, by
taking larger α if needed. Let f
˜
be a name of a function from [λ]ℵ0-bd into
α, and let p be a condition which forces this fact.
We define g ∈ V, which is also a function from [λ]ℵ0-bd into α. Given
any t ∈ [λ]ℵ0-bd let g(t) = sup{η < α : ∃q, p ≤ q, q  f
˜
(t) = η}. By the
chain condition and the regularity of α, g(t) < α for every t ∈ [λ]ℵ0-bd. By
the assumption of ℵ1-completeness, [λ]
ℵ0-bd is the same mathematical object
both in V and V[G].
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Choose A ∈ [λ]λ for which |g “[A]ℵ0-bd| < α. This can be done since α is
not a Magidor cardinal. But now sup(f
˜
“[A]ℵ0-bd) ≤ sup(g “[A]ℵ0-bd) < α.
In particular, f
˜
omits colors on a full size subset of λ, so λ is Magidor.
1.3
We shall see, below, that if λ is I1 and κ < λ where κ is measurable then λ
remains Magidor after adding a Prikry sequence to κ. Despite the possible
preservation of Magidority by Prikry forcing, it turns out that a “small”
Prikry forcing may change the value of αM , in an interesting way. If λ is
Magidor then one can force αM (λ) = ℵ2 while preserving the Magidority
of λ (Proposition 1.10 of [3]). This is done, essentially, by collapsing the
predecessor (or predecessors) of αM , and it gives a simple way to decrease
αM . Using Prikry forcing, one can increase αM .
Theorem 1.4. Let λ be Magidor, and let κ < λ be a measurable cardinal
so that 2κ < λ. Let P be Prikry forcing through some normal ultrafilter U
over κ. Let G ⊆ P be generic.
If λ is still Magidor in V[G] then αM > κ. Moreover, αM > (κ
ω)V [G], so
αM > κ
+ in V[G].
Proof.
First we prove that if µ = cf(µ) > 2κ and T ∈ [µ]µ ∩V[G] then there exists
S ⊆ T so that S ∈ [µ]µ ∩ V. For this end, assume that y
˜
is a name of a
subset of µ of size µ, and recall that a generic subset G has been chosen. The
interpretation of y
˜
according to G can be written as y
˜
G
=
⋃
p∈G yp where
yp = {α ∈ µ : p  αˇ ∈ y
˜
}. Observe that each yp belongs to the ground
model, as the forcing relation is definable in V. Since cf(y
˜
G
) > 2κ = |G| we
see that there exists a single condition p ∈ G and a set yp ∈ [µ]
µ ∩ V such
that p  yp ⊆ y
˜
G
, as desired.
Our objective is to define, in V[G], a function f from [λ]ℵ0-bd into κ which
omits no color on full size subsets of λ. The main point is to take care of
new sets of size λ, added by the forcing poset. As a preliminary, for every
α < λ such that cfV(α) = κ we choose in V a cofinal sequence 〈βαi : i < κ〉.
We also fix a function g : [κ]ω → κ, now in V[G], such that g “[H]ω = κ
whenever H ∈ [κ]κ. We may assume that g is defined only over unbounded
subsets of κ (recall that cfV[G](κ) = ω). The existence of g can be proved
as the existence proof of the usual ω-Jo´nsson functions.
Assume now that t = {tn : n ∈ ω} belongs to [λ]
ℵ0-bd. Let γt be sup({tn+
1 | n < ω}). If cfV(γt) 6= κ then we define f(t) = 0. Assume that cf
V(γt) =
κ. For every n ∈ ω let ρn be the first ordinal i < κ so that tn ≤ β
γt
i . We
define f(t) = g({ρn : n ∈ ω}).
Assume that T ∈ [λ]λ ∩ V[G]. Choose any regular cardinal θ < λ such
that θ > 2κ. By the assertion from the beginning of the proof we choose
S ∈ [λ]θ ∩ V such that S ⊆ T . Let γ be the supremum the first κ elements
of S. We shall prove that f “[S ∩ γ]ω = κ, thus accomplishing the proof
(notice that all the members of [S ∩ γ]ω are bounded in λ).
THE FIRST OMITTING CARDINAL FOR MAGIDORITY 7
Suppose η < κ is any color. Since 〈βγi : i < κ〉 is cofinal in γ and since κ
is regular in V , the set W = {ρ < κ : ∃δ ∈ S, ρ = min{j < κ : δ ≤ βγj }} is
of size κ. By the nature of g, we can choose {ρn : n ∈ ω} ⊆ W for which
g({ρn : n ∈ ω}) = η. Notice that sup{ρn | n < ω} = κ. For each n ∈ ω
choose tn ∈ S such that ρn = min{j < κ : tn ≤ β
γ
j }, and let t = {tn : n ∈ ω}.
Now f(t) = g({ρn : n ∈ ω}) = η, so we are done.
We show now how to modify the proof in order to get P αM > (κ
ω)V [G].
We fix the sequences 〈βαi : i < κ〉 as before, and the ω-Jo´nsson function g
in V [G]. Our goal is to define f : [λ]ℵ0-bd → κω which omits no sequence in
κω over any full size subset of λ.
Suppose that t ∈ [λ]ℵ0-bd. If otp(t) 6= ω · ω then let f(t) be ~0, the fixed
sequence of zeros. Likewise, if γt = sup(t) is not an ordinal of cofinality κ
in the ground model then we let f(t) = ~0. If otp(t) = ω · ω and cfV(γt) = κ
enumerate the ordinals of t by {〈tω·m+n : n ∈ ω〉 : m ∈ ω} in increasing
order. For each m ∈ ω denote the slice 〈tω·m+n : n ∈ ω〉 by t
m. For every
m,n ∈ ω let ρmn be the first ordinal i < κ such that t
m
n ≤ β
γt
i . finally, define
f(t) = 〈g({ρmn : n ∈ ω}) : m ∈ ω〉.
Assume now that T ∈ [λ]λ ∩ V[G], and chose a sufficiently large regular
θ < λ such that for some S ∈ [λ]θ ∩ V and some p ∈ G, we have p  Sˇ ⊆ T
˜
.
We step up a bit further, and concentrate on the supremum of the first κ ·ω
elements of S, say γ. We claim that f “[S ∩ γ]ℵ0 = κω.
Assume that 〈ηm : m ∈ ω〉 ∈ κ
ω. Let γ−1 be 0 and for every m ∈ ω let γm
be the supremum of the first κ elements of S above γm−1. For every m ∈ ω
let
Wm = {ρ < κ : ∃δ ∈ S, γm−1 ≤ δ < γm, ρ = min{j < κ : δ ≤ β
γm
j }}.
By the choice of g we choose, for each m ∈ ω, a sequence (ρmn : n ∈ ω) ⊆Wm
for which g({ρmn : n ∈ ω}) = ηm.
Now we can finish the proof as follows. For every m ∈ ω let tm = {tmn :
n ∈ ω} where tmn ∈ S satisfies t
m
n ≤ β
γm
j with respect to j = ρ
m
n (and
assuming that ρmn is the first j with this property). Define t =
⋃
m∈ω
tm and
observe that f(t) = 〈g(tm) : m ∈ ω〉 = 〈ηm : m ∈ ω〉, thus accomplishing
the proof.
1.4
The fact that Prikry forcing through κ results in αM ≥ κ
++ is the
strongest reason which stands behind Conjecture 2.1 below. Namely, we
suspect that αM cannot be a successor of a singular cardinal with countable
cofinality. The most natural way to force it is Prikry forcing, and this prov-
ably fails. An analysis of the proof shows that specific properties of Prikry
forcing are not essential for the validity of the basic argument. The main
point in the above proof can be abstracted as follows.
Corollary 1.5. Let V,W be models of ZFC.
Assume that V ⊆W and λ is Magidor in both of them. Assume further that
µ < λ, µ > cf(µ) = ω in W and µ is regular in V .
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If every S ∈ [λ]λ∩W contains a set T ∈ V of order type µ ·ω, then αM > µ
+
in W .
1.5
If λ is Magidor and κ < λ then κ+ < λ, so the chain condition of Prikry
forcing through κ is promising. However, Prikry forcing is not ℵ1-complete,
so it may ruin the Magidority of λ or change the value of αM . In order to
employ Prikry forcing we need stronger assumptions. By I1(κ, λ) we mean
that λ is I1 as witnessed by  : Vλ+1 → Vλ+1 and κ = crit(). If µ is a
measurable cardinal below κ then Prikry forcing for µ preserves I1(κ, λ).
More generally, any small forcing notion keeps I1. Probably, the following
Lemma is known, but we elaborate:
Lemma 1.6. Le´vy-Solovay for I1.
Assume I1(κ, λ), and P ∈ Vκ is a forcing notion. Then I1(κ, λ) holds in
VP.
Proof.
Assume  : Vλ+1 → Vλ+1 witnesses I1(κ, λ). Since P ∈ Vκ we know that
(p) = p for every p ∈ P, and likewise (P) = P. Fix a generic subset G ⊆ P.
We will use Silver’s criterion with M = N = Vλ+1 and H = G. Since our
formulation of Theorem 0.1 does not immediately apply to this case, we will
continue and give a detailed proof.
We claim that there is an elementary embedding + from V
V [G]
λ+1 into V
V [G]
λ+1
which extends . This implies, in particular, that κ = crit(+) and hence
V [G] |= I1(κ, λ). For proving this claim notice that if x
˜
is a name of an
element in Vλ+1 ∩ V [G] then for some name y
˜
∈ Vλ+1 we have P x
˜
= y
˜
, so
we can focus only on names which belong to Vλ+1.
Given a P-name which belongs to Vλ+1, let 
+(y
˜
G
) = ((y
˜
))G. If yˇ is a
canonical name of an element y in V Vλ+1 then 
+(y) = +(yˇG) = ((yˇ))G =
(y), the last equality follows from the elementarity of . We conclude that
+ extends .
Similarly, we argue that + is elementary. For this, let ϕ be any first order
formula and y
˜
a name in P. We see that:
V
V [G]
λ+1 |= ϕ[y
˜
G
]⇔ ∃p ∈ G, p  ϕ[y
˜
]⇔
∃p ∈ G, p  ϕ[(y
˜
)]⇔ V
V [G]
λ+1 |= ϕ[(y
˜
)G].
By this, + is elementary in the generic extension, so we are done.
1.6
Corollary 1.7. Assume I1(µα, λα) where 〈µα : α ∈ Ord〉 is a proper class.
Then one can force the existence of a Magidor cardinal with αM arbitrarily
large. Likewise, it is consistent that λ is Magidor and the distance between
αJ and αM is arbitrarily large.
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Proof.
For the first assertion choose any measurable cardinal κ and add a Prikry
sequence to it. Then use Theorem 1.4 in order to conclude that all instances
of I1 with critical point above κ are still I1 and hence Magidor, with αM
above κ.
For the second assertion notice that each I1 cardinal λ is an ω-limit of
measurable cardinals, hence Rowbottom. It follows that for colorings of
finite sets of λ we can find a full size subset which assumes only countably
many colors, i.e. αJ = ℵ1. Now use the former paragraph to increase αM
while keeping λ as I1, so its αJ is still ℵ1.
1.7
Remark 1.8. The general fact proved above, that if µ = cf(µ) > 2κ and
T ∈ [µ]µ ∩ V[G] then there exists S ⊆ T so that S ∈ [µ]µ ∩ V, shows that
a small Prikry forcing cannot create a new Magidor cardinal. Namely, if
λ > cf(λ) = ω is not Magidor, and κ is a measurable cardinal for which
2κ < λ then Prikry forcing through κ keeps the non-Magidority of λ. This
should be compared with a theorem of Woodin, [11], who proved that if
I0(κ, λ) then Prikry forcing through κ makes κ I1, and hence Magidor.
1.8
Merging the above method with Le´vy collapses, we can show that basically
αM can be any prescribed successor of a regular cardinal. Moreover, it is
consistent that αM is a successor of a strongly inaccessible cardinal or a
strongly Mahlo cardinal. For proving this, we need another lemma about
the impact of Le´vy collapse on αM .
Lemma 1.9. Collapsing αM .
Assume ℵ0 < µ = cf(µ) < λ, λ is Magidor and µ
+ < αM (λ) ≤ α = cf(α) <
λ. Assume further that α is µ-closed (i.e. for all β < α, βµ < α). Let
P = Le´vy(µ,< α) and let G ⊆ P be generic. Then V [G] |= αM (λ) = µ
+.
Proof.
We have to prove the following two statements:
(ℵ) P αM ≤ µ
+.
(i) P αM ≥ µ
+.
The first assertion follows from the chain condition. By the assumption
of the lemma, P is α-cc. Now let f
˜
be a name and let us fix a condition
p ∈ P that forces that f
˜
is a function from [λ]ℵ0-bd into α. We define
another function g : [λ]ℵ0-bd → α, g ∈ V, as follows. Given s ∈ [λ]ℵ0-bd let
g(s) = sup{β < µ+ : ∃q ≥ p, q  f
˜
(s) = β}. Notice that g(s) ∈ α since α is
regular and by the chain condition.
In the ground model we have λ → [λ]ℵ0-bdα , so we choose a set A ∈ [λ]
λ
for which |g “[A]ℵ0-bd| < α. This can be done since α is regular and hence
not Magidor. Fix an ordinal γ < α so that g “[A]ℵ0-bd ⊆ γ, and notice
that p P sup{g(s) : s ∈ [A]
ℵ0-bd} ≥ sup{f
˜
(s) : s ∈ [A]ℵ0-bd}, since P is ℵ1-
complete so no new countable sets are forced into the universe. We conclude
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that p P f
˜
“[A]ℵ0-bd ⊆ γ < α, which means that V [G] |= λ → [λ]ℵ0-bdα . By
the collapse, V [G] |= α = µ+, so part (a) is accomplished.
The second assertion follows from the size of P. We have to find a coloring
which exemplifies λ 9 [λ]ℵ0-bdµ in the generic extension. Choose a coloring
c : [λ]ℵ0-bd → µ which shows that λ9 [λ]ℵ0-bdµ in V. We claim that cˇ gives
the same relation in V [G].
For this recall that [λ]ℵ0-bd is the same object in V and in V [G] by ℵ1-
completeness. The only possible problem would be a new A
˜
∈ [λ]λ which
might omit colors. In order to cope with this problem we shall prove that
for some B ∈ [λ]λ ∩V we have P Bˇ ⊆ A
˜
.
Indeed, for each ordinal β < λ let σβ be the statement βˇ ∈ A
˜
. Let
〈λn : n ∈ ω〉 be an increasing sequence of regular cardinals such that α < λ0
and λ =
⋃
n∈ω
λn. By induction on n ∈ ω we shall define a set Bn ∈ [λn]
λn and
a condition qn such that qn  Bˇn ⊆ A
˜
. Moreover, the sequence 〈qn : n ∈ ω〉
will be increasing.
Suppose qm, Bm were constructed for every m < n. For λn-many ordinals
β there is a condition which forced σβ. Since λn = cf(λn) > |P| we can pick
a single condition qn (above qn−1 in case n > 0) such that Bn = {β < λn :
qn  σβ} is of size λn.
By the completeness of P we choose a condition q so that q ≥ qn for
every n ∈ ω. Let B =
⋃
n∈ω
Bn. Notice that q  Bˇ ⊆ A
˜
and |B| = λ, so
c ↾ [B]ℵ0-bd = µ. Hence P cˇ “[A
˜
]ℵ0-bd = µ, as desired.
1.9
For the purpose of forcing αM to be a successor of a singular cardinal we
shall need to force that αM is a successor of a measurable cardinal, and this
will be done later. But the above claims enable us to show that αM can be
a successor of small large cardinals.
Claim 1.10. Making αM successor of small large cardinals.
(a) For every successor ordinal β, it is consistent (assuming the existence
of large cardinals) that αM (λ) = ℵβ+1 for some Magidor cardinal λ.
(b) It is consistent that αM (λ) is a successor of a strongly inaccessible
cardinal (and even strongly Mahlo).
Proof.
We need the assumption I1(κ, λ) for some κ above ℵβ, so that there exists a
measurable cardinal µ < κ with ℵβ < µ. Now we force with Prikry forcing
through µ, so if G is a generic set for Prikry forcing then λ is still Magidor
in V[G] and αM (λ) > µ.
The next stage is to collapse the predecessors of αM to ℵβ. In V [G] choose
a regular α such that αM ≤ α < λ and α is ℵβ-closed (such α exists, since λ
is still a limit of inaccessible cardinals). Let H be a generic set in V[G] for
the collapse Le´vy(ℵβ, < α). It follows from Lemma 1.9 that αM (λ) = ℵ
+
β in
V[G][H], so we are done with part (a).
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For part (b) notice that the collapse (being complete enough) adds no
bounded subsets to the predecessor of αM . Hence if this is an inaccessible
cardinal in V then it is still inaccessible in V[G][H]. A similar argument
shows that αM can be forced to be a successor of a strongly Mahlo cardinal.
1.10
Question 3.13 from [3] asks for a stronger statement: Is it consistent that
αM (λ) is a successor of a measurable cardinal? We shall prove that a positive
answer is consistent, even if one replaces measurability by supercompactness.
Basically, we would like to lift αM above some supercompact cardinal and
then to collapse its predecessors to this supercompact. Prikry forcing is a
useful way to achieve the first mission, but it ruins supercompactness below
it since it adds a weak square (and even stronger forms of squares, see
[2]). Fortunately, we also have a delicate way to increase αM , based on the
quilshon principle from [3]:
Definition 1.11. Quilshon.
Assume λ > δ = cf(δ).
We say that ⋔λ,δ holds iff there is a collection {Sγ : γ < δ} of disjoint subsets
of λ so that Sγ ∩ η is a stationary subset of η for every ordinal η < λ with
cf(η) = δ and every γ < δ.
It has been proved in [3], Theorem 2.2, that ⋔λ,δ implies αM (λ) > δ.
Likewise, adding ⋔λ,δ by the partial square forcing of Jensen preserves su-
percompactness below δ (Theorems 2.6 and 2.8 of [3]). This yields the
consistency of αM being a successor of a supercompact cardinal:
Theorem 1.12. It is consistent that λ is Magidor, αM (λ) = µ
+ and µ is
supercompact.
Proof.
We begin with I1(κ, λ) and we fix a supercompact cardinal µ below κ. This
can be arranged if we choose λ to be a limit of supercompact cardinals, since
κ = crit() can be arbitrarily large below λ as the n-th iteration elementary
embedding n satisfies crit(n) = n(κ) and the values of n(κ) are unbounded
in λ.
Choose a regular cardinal δ ∈ (µ, κ) and force ⋔λ,δ while preserving the
supercompactness of µ on the one hand and I1(κ, λ) on the other hand. The
canonical way to force ⋔λ,δ gives these properties (see Theorems 2.6 and 2.8
of [3]). We force now with Laver’s forcing, making µ indestructible upon
µ-directed-closed forcing notions. By virtue of Lemma 1.6, I1(κ, λ) holds
in the generic extension and µ < αM (λ). We may assume that αM (λ) < κ
since I1(κ, λ) implies that there are arbitrary large cardinals κ′ < λ such
that I1(κ′, λ) holds. By changing κ to a larger κ′ if needed, we may arrange
that αM (λ) < κ.
If αM (λ) = µ
+ we are done. If not, let α = ((αM )
µ)+ and notice that
α < κ since κ, being measurable, is strongly inaccessible.
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Let P = Le´vy(µ,< α) and choose a generic subset G ⊆ P. Since P
is µ-directed closed, forcing with P preserves the supercompactness of µ.
By Lemma 1.6 we still have I1(κ, λ), so in particular λ remains a Magidor
cardinal. By Lemma 1.9, V [G] |= αM (λ) = µ
+, so the proof is accomplished.
1.12
We conclude this section with two open problems:
Question 1.13. Is it consistent, under any assumption, that αM is a limit
cardinal?
The second question is about αJ . Our knowledge about αJ is relatively
poor (see [10]). We know how to obtain a Jo´nsson cardinal with large αJ
but we do not know how to change αJ for a given cardinal. The following
is typical:
Question 1.14. Can we increase αJ to an arbitrarily large value?
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2. Successors of singular cardinals
In this section we focus on Question 3.12 from [3], namely is it consistent
that αM (λ) = µ
+ when µ is a singular cardinal? Our approach depends on
the tentative answer to the problem. If we speculate that the answer is no,
then the most natural thing would be to express µ+ as tcf(
∏
α<cf(µ) µα, J)
where 〈µα | α < cf(µ)〉 is an increasing sequence of regular cardinals that is
cofinal in µ, and J is an ideal over cf(µ). Now one can fix fα : [λ]
ℵ0-bd → µα
which omits no colors, for every α < cf(µ). The hope is to define from these
functions a coloring c : [λ]ℵ0-bd → µ+ which omits no color over full-sized
subsets of λ.
If one wishes to try a positive answer then the natural attempt would
be to force αM = µ
+ where µ is measurable (or even more) and then to
singularize µ. If this process keeps αM = µ
+ then a positive answer to the
above question has been given.
Practically, there are obstacles in both ways. It seems that there is no
simple way to combine functions into small cardinals in order to get a single
function c : [λ]ℵ0-bd → µ+. Actually, the main theorem of this section shows
that αM (λ) can be µ
+ where µ > cf(µ) > ω, thus proving that this approach
fails in general, though it may be helpful in case of singular cardinals with
countable cofinality.
The other approach is problematic as well. The simplest attempt to force
αM = κ
+ where κ is measurable and then to add a Prikry sequence to κ, fails.
By Theorem 1.4, αM > κ
ω in the generic extension. Since κ > cf(κ) = ω
after Prikry forcing, αM > κ
+ in the generic extension. Actually, we believe
that this is a ZFC limitation:
Conjecture 2.1. Let λ be Magidor and α = αM (λ).
If θ < α then θω < α. In particular, αM cannot be µ
+ when µ > cf(µ) = ω.
2.1
There is, however, an alternative to Prikry forcing. We shall use Magidor
forcing in order to force αM to be a successor of a singular cardinal. As a
warm-up we show that under some assumptions on the Magidor cardinal λ
one can force αM (λ) = κ
++ by singularizing a measurable cardinal κ. This
will be done with the usual Prikry forcing through κ, so cf(κ)V [G] = ω and
yet Prikry forcing does not increase αM too much. Recall:
Definition 2.2. Strong Magidority.
Assume that β < λ.
(ℵ) λ is β-Magidor iff λ→ [λ]<β-bdλ .
(i) λ is strongly Magidor iff λ is β-Magidor for every β < λ.
It has been shown in [3] that if λ is I1 then λ is strongly Magidor. If λ
is strongly Magidor and κ < λ (or even β-Magidor and κ ≤ β < λ) then
we can define α<κM (λ) as the first α < λ such that λ → [λ]
<κ-bd
α . The usual
αM (λ) is then α
<ω1
M (λ).
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Claim 2.3. Let λ be κ+-Magidor where κ < λ is a measurable cardinal.
Assume that α<κ
+
M (λ) = κ
++, P is Prikry forcing through κ and G ⊆ P is
generic.
Then V [G] |= αM (λ) = κ
++, and in particular λ is still Magidor in V [G].
Proof.
Let f
˜
: [λ]ℵ0-bd → κ++ be a name of a coloring. We have to find A ∈ [λ]λ
such that the interpretation of f
˜
restricted to countable subsets of A omits
colors from κ++. It follows from the arguments of [3] that 2κ < α<κ
+
M (λ),
so under our assumption that α<κ
+
M (λ) = κ
++ we see that 2κ = κ+. The
proofs in [3] deal with ℵ0-Magidor cardinals, but the same proofs work for
the more general case as well.
For every x ∈ [λ]<κ
+-bd ∩ V we define g(x) to be the supremum over all
ordinals γ < κ+ such that there is a P-name τ
˜
and a condition q ∈ P such
that q forces that τ
˜
is a countable subset of x and that f
˜
(τ
˜
) = γ.
Notice that g ∈ V as the forcing relation is definable in V . Observe also
that g(x) ∈ κ++ for every x ∈ [λ]<κ
+-bd∩V . This is true since the number of
names τ
˜
(up to equivalence) which appear in the definition of g(x) is at most
(κ · 2κ)κ·ℵ0 = κ+. This is true as we can always assume that the conditions
in the name τ consist of countably many maximal antichains, each of size at
most κ, and there are at most κ many ordinals in x. By the chain condition
of P the value of f
˜
(τ
˜
) can be determined in at most κ many different ways.
As each value of f
˜
(τ
˜
) is an ordinal in κ++ (recall that the range of f
˜
is
κ++) we see that g(x) ∈ κ++.
By the assumption that α<κ
+
M (λ) = κ
++ in the ground model, there is a
set A ∈ [λ]λ and an ordinal µ < κ++ such that Rang(g) ⊆ µ. It follows that
Rang(f
˜
) ⊆ µ in the generic extension, so we are done.
2.3
Our next goal is to show that the assumptions of the above claim are
consistent.
Claim 2.4. Assume that λ is I1.
(ℵ) It is consistent that µ < λ, µ is supercompact and α<µ
+
M (λ) = µ
++.
(i) It is consistent that µ < λ, µ is supercompact and α<µM (λ) = µ
+.
Proof.
Choose µ < κ < λ so that I1(κ, λ) and µ is supercompact. Notice that
α<µ
+
M (λ) > µ
+ and α<µM (λ) > µ.
Let α = ((α<µ
+
M (λ))
µ)+. Since λ is a strong limit cardinal we see that
α < λ. Now we force with Q = Le´vy(µ+, < α) and one can verify that
α<µ
+
M (λ) = µ
++ in the generic extension by Q, as done in the proof of
Theorem 1.12.
A similar argument proves part (i), but here it is possible to force
α<µM (λ) = µ
+. Indeed, the pertinent chain condition will be just µ+-cc,
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as the elements that we color are of size strictly less than µ. Consequently,
Le´vy(µ,< α) is sufficient.
2.4
The fact that Prikry forcing at µ might increase αM only to µ
++ is sug-
gestive. A more illuminating formulation of this fact is that basically (un-
der some convenient assumptions that we made) Prikry forcing at µ makes
αM = (µ
ω)+. Philosophically this is the correct point for αM since one can
code ω-sequences of µ in the generic extension by old µ-sets, thus covering
all the colors of µω but maintaining (µω)+ to omit colors.
Mathematically it suggests that if we singularize µ in such a way that
µω = µ in the generic extension then we can force αM = (µ
ω)+ = µ+
while µ > cf(µ). This is hopeless with Prikry forcing but it can be done
by another Prikry-type forcing notion which makes µ > cf(µ) > ω. We let
Magidor forcing into the discussion at this point.
A natural question arose in the wake of Prikry’s work. Is it possible to
change the cofinality of a measurable cardinal κ into uncountable cofinality
without collapsing cardinals? A positive answer was given by Magidor in [9],
nowadays known as Magidor forcing. The definition of the forcing is more
involved than the classical Prikry forcing, and in particular the required
largeness of the cardinal which changes its cofinality is much more than just
measurability.
There are other differences between Prikry and Magidor forcing, the most
important for us is mirrored in the covering properties of countable sets. If
P is Prikry forcing for κ and x = {xn : n ∈ ω} is a cofinal Prikry sequence,
then x cannot be covered by a set of size less than κ from the ground model.
But if M is Magidor forcing then the situation changes a bit. The following
claim shows that Magidor forcing has a better covering property when new
countable sets are considered.
Claim 2.5. Assume that κ ≤ λ and κ is sufficiently large (e.g. κ is super-
compact). Let M be Magidor forcing which makes κ > cf(κ) > ω.
If τ
˜
is any M-name of an element in [λ]ℵ0-bd then there are p ∈ M, θ < κ
and x ∈ V such that |x| = θ and p  τ
˜
⊆ xˇ.
Proof.
For precise definitions and explanation of facts about the Magidor forcing
we refer the reader to [5, Section 5], in which the forcing is defined using
measure sequences and in particular to [5, Subsection 5.2] for details about
the version which is used here.
A condition p ∈ M is a finite sequence 〈d1, . . . , dn, (κ,A)〉 where each di
is either an ordinal or a pair (ν,Aν). The part 〈d1, . . . , dn〉 is the stem of
p, and if p, q share the same stem then p ‖ q. Inasmuch as the number of
possible stems is κ, M is κ+-cc.
Fix a generic subset G ⊆ M. Let τ
˜
be a name of a countable set of
ordinals. Each element in τ
˜
G is determined by an antichain of size at most
κ, hence by collecting all the possibilities we construct (in V ) a set B of
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ordinals, |B| ≤ κ such that M τ
˜
⊆ Bˇ. Since B ∈ V, |B| = κ one can fix a
bijection h : κ→ B.
Let σ
˜
be a name for a countable set of ordinals of κ, such that M σ
˜
=
h−1(τ
˜
). The interpretation of σ
˜
in the generic extension is a bounded subset
of κ, since V [G] |= cf(κ) > ω. Hence for some β ∈ κ there is a condition
p ∈ M such that p  σ
˜
⊆ βˇ. It follows that p  τ
˜
⊆ h “ β. Denote h “ β by
x and |β| = |x| by θ. Observe that p forces that τ
˜
is contained in the set x
and x ∈ V . Since θ < κ, we are done.
2.5
One can modify the above claim to elements in [λ]η-bd where η > ℵ0,
provided that M forces cf(κ) > η. In this way one can obtain α<ηM (λ) = µ
+
where µ > cf(µ) > η as we shall prove below. We focus on the usual αM
(that is, with respect to countable sets).
Let us start with a technical lemma.
Lemma 2.6. Let µ < λ be cardinals and let us assume that µ is regular,
uncountable and 2<µ = µ.
If λ→ [λ]<µ-bdθ and θ is not Jo´nsson then λ→ [λ]
<µ-bd
θ,<θ .
Proof.
Let us fix a function h : µ→ (Pµµ)
<ω such that for all x ∈ (Pµµ)
<ω there are
unboundedly many ζ < µ such that h(ζ) = x and if h(α) = 〈x0, . . . , xn−1〉
then x0, . . . , xn−1 ⊆ α.
Let us assume that f : [λ]<µ-bd → θ is a function such that for all A ∈ [λ]λ,
|f “[A]<µ-bd| = θ. Let g : θ<ω → θ witness the negative partition relation
θ 9 [θ]<ωθ .
Let us define a function F : [λ]<µ-bd → θ, that contradicts the assumption
λ→ [λ]<µ-bdθ .
For x ∈ [λ]<µ-bd, let {ξi | i < otp(x)} be the increasing enumeration
of x. define F (x) to be g(δ0, . . . , δn−1) where δi = f({ξj | j ∈ ai}) and
h(otp x) = 〈ai | i < n〉.
Let us claim that for every A ∈ [λ]λ, F “[A]<µ-bd = θ.
Let B = f “[A]<µ-bd. By the assumption, |B| = θ. By the choice of
g, g “[B]<ω = θ. Let γ ∈ θ. Let us pick 〈δ0, . . . , δn−1〉 ∈ B
<ω such that
g(δ0, . . . , δn−1) = γ. Let ti ∈ A
<µ-bd be a set of ordinals such that f(ti) = δi.
Let y = t0 ∪ · · · ∪ tn−1. Note that y is still a bounded set of size < µ. Let
〈ζi | i < otp(y)〉 be the increasing enumeration of the elements of y and let
ai = {j < otp(y) | ζj ∈ tj}.
By the assumption on h there is a ordinal ρ ∈ [otp(y), µ) such that h(ρ) =
〈a0, . . . , an−1〉. Let x be y∪y
′ where otp(x) = ρ, min y′ > sup y, and y′ ⊆ A.
Clearly, F (x) = γ. 2.6
Theorem 2.7. Let λ be I1.
Then one can force αM (λ) = µ
+ where µ is a singular cardinal with un-
countable cofinality.
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Proof.
Our starting point is a strongly Magidor cardinal λ with a supercompact
cardinal µ such that µ < λ and α<µM (λ) = µ
+. This can be arranged by part
(i) of Claim 2.4.
By Lemma 2.6, since µ+ is not Jo´nsson, λ→ [λ]<µ-bd
µ+,<µ+
.
We shall force with Magidor forcing M to make µ > cf(µ) > ω and our
task is to show that αM (λ) = µ
+ in the generic extension by M.
Before proving this statement we need a preliminary assertion which re-
duces the number of the pertinent names for the coloring that we wish to
define. Assume that κ is supercompact and M is Magidor forcing at κ. Let
A be a set of ordinals such that |A| < κ. We claim that there exists a set
T of names, |T | ≤ κ such that for any name τ
˜
and any condition p ∈M for
which p  τ
˜
⊆ Aˇ∧ |τ
˜
| = ℵ0 there exists a name σ
˜
∈ T and a condition q ≥ p
so that q  σ
˜
= τ
˜
.
For proving this assertion suppose that |A| = θ < κ. Fix a bijection
h : A→ θ. Let A = {pi : i < κ} be a maximal antichain of conditions which
force an element into the Magidor sequence above θ. For every i < κ fix an
ordinal αi > θ which is forced to be in the Magidor sequence by pi.
Let 〈di1, . . . , d
i
n(i)〉 be the stem of pi for every i < κ. There exists m =
m(i) ∈ [1, n(i)] such that αi appears in d
i
m (either d
i
m = αi or d
i
m = (αi, Ai)).
A fundamental property of Magidor forcing is that M/pi ∼= Mαi/p
≤m
i ×
M/p>mi and new subsets of αi are forced only by the lower part Mαi/p
≤m
i .
The notation Mαi/p
≤m
i should be understood as all conditions in the Magi-
dor forcing below the cardinal αi, which are stronger than the condition
p≤mi . Notice that the number of names in Mαi/p
≤m
i for subsets of αi is at
most 2αi < κ. Let T be the set of all names of the form h−1(y) where y is
a Mαi/p
≤m
i -name for a subset of θ, for every i < κ, so |T | ≤ κ · κ = κ. We
claim that T is as required.
Indeed, assume that τ
˜
is an M-name, p ∈ M and p  τ
˜
⊆ Aˇ ∧ |τ
˜
| = ℵ0.
By the maximality of A choose pi ∈ A so that p ‖ pi, and let q ∈ M be a
condition which satisfies q ≥ p, pi. Now q  τ
˜
⊆ Aˇ ∧ |τ
˜
| = ℵ0 as q ≥ p and
q  σ
˜
= τ
˜
for some σ
˜
∈ T since q ≥ pi. This completes the proof of the
assertion.
Let G ⊆M be generic. We try to show that V [G] |= αM (λ) = µ
+. By the
fact that λ is I1 in V we can see that λ is I1 (and hence Magidor) in V [G].
Assume that f
˜
: [λ]ℵ0-bd → µ+. Let A be a bounded subset of λ of size less
than µ which belongs to V . Define g(A) to be the supremum of all ordinals
α < µ+ such that there is an M-name τ
˜
, the weakest condition forces that
τ
˜
⊆ Aˇ ∧ |τ
˜
| = ℵ0, and there is a condition q such that q  f
˜
(τ
˜
) = αˇ.
By the preliminary assertion and the chain condition of M we see that
g(A) ∈ µ+ for every A as above. Since g ∈ V and α<µM (λ) = µ
+ there are
H ∈ [λ]λ and β ∈ µ+ such that g “H<µ-bd ⊆ β. We can finish the proof by
showing that f
˜
“[H]ℵ0-bd is forced to be a subset of β as well.
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Suppose not. Choose γ, τ
˜
and q such that γ > β, q ∈ M, τ
˜
is an M-
name of a countable bounded subset of H and q  f
˜
(τ
˜
) = γ. Fix A ∈
V, A ⊆ H, |A| = θ < µ and r ≥ q such that r  τ
˜
⊆ A. Notice that
r  τ
˜
⊆ H as well (since r ≥ q) and hence for some condition s ≥ r we have
s  f
˜
(τ
˜
) ≤ g(A) < β < γ, a contradiction.
We showed that in the generic extension, αM (λ) ≤ µ
+. Note that
αM (λ) 6= µ since µ is singular. The set of all ζ < µ in which M adds
a Prikry sequence is unbounded in µ. Let ζ be a measurable cardinal of
Mitchell order 1 in the generic Magidor club. Let p ∈ M be a condition
that forces ζ to be in the Magidor club. The forcing M/p decomposes into
a product of two forcing notions, M′ × P where P is the Prikry forcing at
ζ. By standard arguments, one can verify that P is equivalent to the Prikry
forcing at ζ in the generic extension by M′. Thus, P forces that αM (λ) > ζ.
Since this is true for all ζ < µ, αM (λ) ≥ µ
+ and thus αM (λ) = µ
+, as
wanted.
2.7
As in the former section, the above proof can be abstracted. Basically all
we need is the special covering property of new countable sets by relatively
small sets. This is the main distinction between Prikry and Magidor forcing,
used above.
We conclude the paper with an open problem which goes back to singular
cardinals with countable cofinality. The main theorem of this section states
that αM can realize the true cofinality of a product of cardinals below some
µ > cf(µ) > ω. The following is natural:
Question 2.8. Assume that µ < λ, λ is Magidor and µ > cf(µ) = ω.
Is it possible that αM = tcf(
∏
n∈ω µn, J
bd
ω ) for some increasing sequence of
regular cardinals 〈µn : n ∈ ω〉?
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