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Abstract—It is very useful to integrate human knowledge and experience into traditional neural networks for faster learning speed,
fewer training samples and better interpretability. However, due to the obscured and indescribable black box model of neural networks,
it is very difficult to design its architecture, interpret its features and predict its performance. Inspired by human visual cognition
process, we propose a knowledge-guided semantic computing network which includes two modules: a knowledge-guided semantic
tree and a data-driven neural network. The semantic tree is pre-defined to describe the spatial structural relations of different
semantics, which just corresponds to the tree-like description of objects based on human knowledge. The object recognition process
through the semantic tree only needs simple forward computing without training. Besides, to enhance the recognition ability of the
semantic tree in aspects of the diversity, randomicity and variability, we use the traditional neural network to aid the semantic tree to
learn some indescribable features. Only in this case, the training process is needed. The experimental results on MNIST and GTSRB
datasets show that compared with the traditional data-driven network, our proposed semantic computing network can achieve better
performance with fewer training samples and lower computational complexity. Especially, Our model also has better adversarial
robustness than traditional neural network with the help of human knowledge.
Index Terms—Semantic Computing Network(SCN), Semantic tree, CapsNet, Adversarial attacks.
F
1 INTRODUCTION
ERECENTLY, a series of deep learning algorithms includ-ing CNN [1], GAN [2], CapsNet [3] etc. have made
remarkable contributions in the field of computer vision
such as image recognition [4], object detection [5] and image
caption [6]. However, such neural networks are trained in a
big-data-driven approach, which results in a series of disad-
vantages including high energy consumption, large storage
space requirements, cumbersome manual annotation pro-
cesses and data acquisition difficulties. What is more, they
are also suffered seriously from adversarial attacks.
Furthermore, unlike humans, most traditional neural
networks have an unsatisfactory performance on few-shot
learning because of too many features to learn and dif-
ficulties in reasoning through prior knowledge. A lot of
researches show that human can learn new concepts and
generalize meaningfully from just few positive examples.
Even children can make meaningful generalizations via
’one-shot learning’ [7]. An influential opinion explains that
during the new task learning, human can use strong previ-
ous prior knowledge [8] to make relevant inferences. This
enables us to eliminate some unreasonable results directly
and accelerate our learning process. Thus, integrating hu-
man knowledge into neural networks is an effective solution
to few-shot and fast learning. However, due to the indescrib-
able black box model of the traditional neural network, it is
very difficult to design its architecture, interpret its features
and predict its performance, resulting in difficulties of the
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integration. Therefore, the existing models still need further
improvement.
Fortunately, the visual cognition process of human brain
[9] provides a very good idea for this improvement. After
visual information is transmitted to the brain via the eyes, it
is processed by the human visual cortex. The visual cortex
mainly includes the primary visual cortex (V1, also known
as the striate cortex) and the extrastriate cortex (such as V2,
V3, V4, V5, etc.). In 1962, Hubel and Wiesel [10] found that
some cells in V1 only respond to bright or dark strips with
special orientations and for each cell, there is an optimal
position in which the cell reacts most strongly. Riesenhuber
M et al [9] describe a new hierarchical model consistent
with physiological data from inferior temporal cortex that
accounts for this complex visual task and makes testable
predictions. Matthew Lawlor et al points out that long-range
horizontal connections among V1 cells enable V1 to respond
to curvature [11]. Besides, Livingstone and Hubel [12] pro-
posed that different types of V1 cells make up three different
structures in V1, which respectively perceives and transmits
the information about the color, the shape, the movement
and stereoscopic vision to V2 and subsequent cells. During
the whole human visual cognition process, visual informa-
tion goes through two different visual pathways. One of
them called ’dorsal stream’ leads to the parietal cortex for
spatial vision (the information about ’where’); another one
called ’ventral stream’ leads to inferior temporal cortex for
object vision (the information about ’what’) [13].
Areas along both pathways are hierarchical structures,
such that low-level inputs are transformed into more useful
representations through successive stages of processing. In
this process, average receptive field size increases steadily
and neuronal response properties become increasingly com-
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2plex. For example, along the ’ventral stream’ for object
vision, V1, V2 and some V4 cells function as local filters and
respond to low-level features including tiny strips, contours
and colors; and inferior temporal cells respond selectively
to global or overall object features, such as shape [13];
after that, discrete cortical regions respond preferentially
to specific objects such as faces, buildings, letters, houses,
etc. [14]. And then the information is further analyzed and
integrated to become the final perceived vision.
This hierarchical transmission and formation process of
visual information in human brain gives researchers great
inspiration. In recent years, there have been many studies
on building recognition networks from the perspective of
the hierarchical composition of objects. S. C. Zhu et al.
propose And-Or Templates (AOT) for object recognition and
detection [15], [16]. It is a hierarchical reconfigurable image
template and learned the structural semantic composition of
objects through probabilistic methods. Dileep Georage et al
proposes a recursive cortical network which is a generative
model combining AOT with conditional random fields [17].
It breaks the defense of text-based captchas and is more
efficient than neural networks on scene text recognition.
Furthermore, Hinton proposes CapsNet [3], [18] to deal with
the representation of spatial hierarchicy between simple
object and complex object, which is a problem for CNN. The
CapsNet uses a vector or matrix called capsule to represent a
group of neurons with different properties. Each capsule can
be considered as a specific type of entity such as an object
or an object part, whose length represents the probability
that a capsule’s entity exists. This makes CapsNet achieve
excellent performance on MNIST and recognize highly over-
lapping digits.
Previous researches make some preliminary studies on
imitating the human decision-making and visual cognition
process. But there is no such thing as a free lunch. The
corresponding networks become more complex with the
requirement of massive data and the long training process
because they are still essentially data-driven methods. So
far, there are still no efficient mechanisms to utilize the
previous experience and knowledge of human. Therefore,
it is essential to exploit a way to integrate human knowl-
edge and experience into traditional neural networks for
faster learning speed, fewer training samples and better
interpretability. Fortunately, human beings have intuitive
and hierarchical structural cognitive abilities according to
previous researches about human visual cognition process.
Therefore the thinking way of the human brain is a kind of
intuitive thinking. In this paper, we model such a thinking
way with the semantic tree, which is a tree-like structure
with semantic dictionary and semantic relation template.
We propose a novel recognition approach for classification
tasks called the semantic computing network (SCN). The
SCN consists of two modules: a knowledge-guided semantic
tree module and a data-driven traditional neural network
module. In order to build the semantic tree module, we
firstly use the human knowledge to construct semantics
hierarchically with a semantic dictionary. Then we define
several spatial structural relations between semantics based
on experience and get a set of semantic relation templates
through statistical method. Finally, we build the semantic
tree for object recognition based on the semantic dictio-
nary and the relation templates. In the recognition process,
semantic primitive detection is performed on the input
images, and then the semantic tree gives a recognition result
through the forward computing. The kind of semantic tree
is based on knowledge and can be interpreted, expanded
easily. But it is hard for human to fully represent the
specially complex images with the amount of details, thus
we need to represent complex details with the help of
traditional neural network. In our method, we choose the
CapsNet as an auxiliary leaning-based network because of
its high compatibility with the semantic tree. Through the
combination of the knowledge-guided semantic tree and
the data-driven CapsNet, the SCN keeps a high recognition
accuracy with fewer training samples, lower computational
complexity and better interpretability. At the same time,
our SCN has more robustness to adversarial attacks than
traditional neural networks.
Overall, the contributions of this study are mainly in
three aspects:
• We firstly exploit a way to model human visual cog-
nition process with semantic tree. This hierarchical
semantic tree have better description and interpreta-
tion to the object. At the same time, it can quickly
calculate semantic results.
• We propose a knowledge-guided semantic compute
network (SCN), which includes two modules: a
knowledge-guided semantic tree and a data-driven
CapsNet. Such SCN can achieve better performance
than traditional neural network on different datasets
and corresponding fewer training samples. At the
same time, our SCN only needs lower computational
complexity. What is more, Our SCN has better ro-
bustness to adversarial attacks than traditional neu-
ral networks.
• We design a novel loss function for SCN, which can
automatically adjust the weights between semantic
tree and neural network according to the recognition
ability of semantic tree on training samples. Such
weights reflects the guidance of semantic tree (hu-
man knowledge) to traditional neural network. Fi-
nally, the traditional neural network can aid semantic
tree to learn some indescribable featrues.
2 RELATED WORKS
Recently, with the development of traditional neural net-
works, more and more people pay attention to the problems
of network interpretability, fewer samples, network security
and network simplification.
In general, most of neural networks achieve a high
accuracy at the cost of low interpretability of black-box
representations, which makes it difficult for researchers to
design and regulate network architecture [19]. In order
to understand the decision-making process of traditional
neural network from the perspective of visual cognition pro-
cess, semantic interpretability is a critical research direction.
Some explainable models recently have been built: some
researchers explore the way to combine features visualiza-
tion and other interpretable techniques to understand how
traditional neural networks make decisions [20]; Zhang et
al. make a review of CNN interpretability research, which
3gives more details about interpretability researches of CNN
[21]; Wu et al. present a method of learning qualitatively
interpretable models in object detection [22]. Sara Sabour,
Nicholas Frosst and Geoffrey E Hinton et al design a novel
CapsNet [3], which has a certain interpretability. We find its
structure is similar with human visual recognition process.
These researches motivate us to imitate the human decision-
making process by designing a novel network architecture.
In order to reduce training samples, There are a large
number of literatures in few-shot learning [7], [23], [24],
[25]. Sung et al present a conceptually simple, flexible, and
general framework for few-shot learning [26]. F.Li et al
explore a bayesian method to learn much information about
a category from just one or some images [27]. Oriol Vinyals
propose a network that maps a small labelled support set
and an unlabelled example to its label. There is no need for
fine-tuning to adapt to new class types [28]
Some researchers are becoming more and more inter-
ested in the more compact and simple networks, Han et
al introduce a ”deep compression” method [29], which
needs three stage pipeline: pruning, trained quantization
and Huffman coding. Landola et al propose a small DNN
architecture called SqueezeNet, which achieves AlexNet-
level accuracy on ImageNet with 50 times fewer parameters
[30].
Recently, some researchers pay more and more attention
to the security problem of neural networks [31], [32].
Marco Barreno et al present a framework for analyzing
attacks on machine learning systems and defense against
them. Some researches also find that most traditional neural
networks are very vulnerable to adversarial attacks [33],
[34], [35], [36], [37], [38]. C. Szegedy et al find that they
can make the neural network classify incorrectly to an
image by applying a certain imperceptible perturbation. A.
Fawzi et al provide a theoretical framework for analyzing
the robustness of classifiers to adversarial perturbations
and show fundamental upper bounds on the robustness
of classifiers [39]. An adversarial sample is the input
data which has been modified very slightly in some way.
Although human beings can not notice any modification,
neural network can easily misclassify such an adversarial
sample. FGSM [40] method is regarded as a simple and
straightforward strategy for generating adversarial samples,
which can drastically decrease accuracy in convolutional
neural networks on image classification tasks. In the same
way, BIM [40] method is a more complex adversarial attack,
which simply takes multiple smaller steps in FGSM attack
to create the adversarial samples.
Generally, these characteristics are also reflected in the
process of human recognition mechanism. Human visual
recognition mechanism can explain object recognition pro-
cess of traditional neural networks, which is also a sim-
ple forward computing process. Human knowledge has a
strong generalization ability, and it can learn very well on
fewer samples. Human visual recognition mechanism has
a very stong robustness. Due to these advantages, Next we
will explore how to integrate human knowledge into the
existing neural networks.
The rest of this paper is organized as follows: In Section
3, we briefly introduce the semantic computing network
and some related concepts. In Section 4, we design the
network architecture of the SCN and describe its working
mechanism. In Section 5, we make a series of experimental
evaluations on the MNIST, GTSRB datasets, corresponding
few samples and adversarial samples. Finally we conclude
the paper and look ahead to future work in Section 6.
3 SEMANTIC COMPUTING NETWORK
In this paper, semantics generally represent some spatial
structural units that have specific meaning, which consist
of concrete semantics and abstract semantics. Concrete se-
mantics refer to the objective things that can be perceived
by human while abstract semantics refer to the subjective
concepts generalized by human. And this paper only dis-
cusses concrete semantics. For human visual recognition
process, we consider the semantic as a meaningful part in
the image. And it is a kind of hierarchy, which means that a
semantic can be decomposed into many sub-semantics (Fig.
1). For example, an image of rabbit contains the top-level
semantic of ’rabbit’ and it can be decomposed into rabbit’s
head, rabbit’s leg and other sub-semantics, and the head
can be further decomposed into eyes, nose, ears, etc. The
semantic is decomposed into semantic primitives layer by
layer in such a human visual recognition process approach.
The so-called semantic primitives are the the most typical
basic units of semantics as well as basic visual perceptions of
human such as strips and colors which V1 cells can perceive.
Fig. 1: A hierarchical semantic tree constructed by human
knowledge and experience.
In order to represent human knowledge, we construct a
semantic dictionary in a hierarchical manner. Its top layers
store the highest level of semantics, which represent the
objects. The middle layers store sub-semantics (the parts
of objects) and the bottom layers store a large number
of semantic primitives. In this paper, we use a standard
image template to represent each semantic, in this way, the
semantic dictionary serves as a memory bank of the network
for further use. Actually, the semantic dictionary forms a
mapping from semantic primitives to objects through this
4hierarchical structure. In the semantic dictionary, each se-
mantic is independent and different upper semantics may
have the same sub-semantics. This means the semantic
dictionary can be easily expanded and sub-semantics can
be shared by different upper semantics to save space and
improve efficiency.
Then we define a set of structural relations among same-
level semantics, including distance relations, location rela-
tions, etc. Furthermore we set up semantic relation tem-
plates for each upper-semantic through template matching
and statistic method. Such semantic relation templates de-
scribe how sub-semantics compose upper semantics. Be-
cause the tree-like structure can well describe the parent-
child relations between the upper and lower semantics, we
build a semantic tree based on the semantic dictionary and
the semantic relation templates. The semantic tree can easily
complete the recognition process only via a forward com-
puting method, which includes detecting different semantic
primitives in the image, calculating the semantic relation
table and finding the most suitable semantic relation tem-
plate. Based on the introduction of the semantic dictionary,
the recognition process has changed from data-driven to
knowledge-driven. This allows such recognition to be easily
understood by humans, unlike CNN’s black box model. In
general, we use this semantic tree to model human visual
recognition process.
As shown in Fig.1, we use semantic tree to represent
target knowledge and take a car as an example here. The
object car is regarded as top level semantic, it can be
decomposed into middle level semantics(key components)
such as wheel, window, etc. Furthermore, The middle level
semantics also can be decomposed into low level semantics
(simple shape) such as circle, triangle, rectangle, etc. In
this way, the decomposition of the semantic layer by layer
until the last semantic primitives such as arcs, line, blue,
etc. This semantic tree is built from primitives to system,
from local to whole. Especially, layer-to-layer connections
use AND or logical operations and the spatial relations
are used to represent the same layer lateral connections.
The benefits of this semantic tree are mainly descriptive
and understandable. So it is very useful to represent object
structure information with semantic tree.
However, most objects in the datasets have a variety
of details such as postures, and even the background
is extremely complicated. While human representation of
knowledge is methodic and limited. Some complex features
are hard to be described by human knowledge. Therefore
this makes it inadequate to describe all features of objects
through the semantic tree. However, learning-based neural
networks can learn the unique representation of complex
features of objects, including features that can not be de-
scribed by humans. Thus, we need to search for a learning-
based approach to aid the semantic tree in learning the
indescribable features. In this paper, we finally choose the
CapsNet as an auxiliary network because the concepts of
capsules and semantics are corresponding to each other.
The CapsNet is highly compatible with our semantic tree in
some aspects and the two modules can be combined easily.
First of all, they are both hierarchical structures. Low-level
capsules correspond to ’parts’ while high-level capsules
correspond to ’objects’, which is exactly similar with low-
level semantics and high-level semantics. Secondly, the Cap-
sNet uses an activity vector to represent the instantiation
parameters of a specific type of entity [3]. Similarly, the se-
mantic tree uses vectors to describe the semantic primitives
and their relations. Finally, the recognition process of two
modules is same, and they both complete the classification
based on the entities’ score.
As shown in Fig.2, We design a semantic computing
network (SCN) by combining the semantic tree and the
traditional neural network. Here, we take a 50km/h traffic
sign of GTSRB dataset as an example. When it is input to the
knowledge-guided semantic tree, we can obtain semantic
primitives including line, arcs, white, red. The two way blue
arrow represents spatial structure relations. Furthermore,
we use simple shapes such as five, zero, scene, red ring as
low-level semantics. We obtain middle level semantics such
as character 50 and board according to the relation of dif-
ferent low-level semantics. Finally, we obtain top semantics
such as 50km/h, 30km/h, 80km/h traffic signs. When object
image is input to the data-driven traditional neural network,
we can obtain the final output probability through the input
layer, hidden layers and output layer. The semantic tree
completes preliminary and principal recognition of objects
according to human knowledge and statistic characteristics.
And the neural network learns the representation of inde-
scribable features to supplement the semantic tree. Finally,
we make a proportional fusion of the two module’s out-
puts. In this way, the recognition process is completed in a
knowledge-guided and learning-aided approach. Especially,
semantic tree only needs simple forward computing and the
back propagation [41] is only used to update the parameters
of traditional neural network. Most important of all, the
proposed network keeps a very high recognition accuracy
and requires fewer training samples, smaller storage space
and lower energy consumption. In the next section, we will
detail the structure of the SCN in some specific applications.
4 NETWORK ARCHITECTURE: SEMANTIC TREE
AND THE CAPSNET
In this paper, we propose a novel semantic computing
network for classification tasks, which includes a semantic
tree module and an aided CapsNet module. In particular,
the semantic tree module completes preliminary recognition
of objects according to pre-define and statistic priors. And
the CapsNet module is used to learn some features that are
hard to be described by the human knowledge (Fig. 4(b)).
In this architecture, the CapsNet aids the semantic tree for
better recognition performance by representing indescrib-
able features. This architecture can be easily expanded, and
we take the structure of one layer with three classes as an
example to show its working mechanism (see Fig. 3).
As shown in Fig. 3, the semantic tree module includes a
semantic primitive detector, a semantic dictionary, a relation
table R and several semantic relation templates T. The Cap-
sNet module includes the traditional convolutional layer,
PrimaryCaps layer and DigitCaps layer. When inputting an
image to the the SCN, we use the length of the upper capsule
to represent output probability of the CapsNet module
[3]. In the semantic tree module, we obtain correspond-
ing semantic primitive(e1, e2) vectors through the semantic
5Fig. 2: Semantic compute network includes two modules: the knowledge-driven semantic tree module and data-driven
deep neural network module. Especially, back propagation is only used to update the parameters of deep neural network.
primitive detector. Then, the semantic relation table R can
be obtained through computing the relation value among
semantic primitives. And the final output probability pj can
be achieved through the product operation between relation
tables R and semantic relation templates T. Finally, we make
a proportional fusion of the two module’s outputs. The
ssoftmax classifier is used to obtain the output probabilities
of the SCN.
4.1 Semantic primitive detection and semantic relation
table
Given an image, we choose basic graphical shapes, such
as straight line, circle, ellipse, arc, triangle, rectangular,
quadrilateral, polygon and their color, etc as the semantic
primitives. In this paper, we adopt the standard template
matching method to detect semantic primitives. During this
process, we can also obtain some corresponding properties
of semantic primitives such as quantity and length.
After we find out all semantic primitives of the image,
next task is to describe how the semantic primitives make
up the upper semantics.For this purpose, we propose four
relation tables to describe structural relations of the semantic
primitives: intersect relation table, distance relation table,
included-angle relation table, and location relation table.
These four relation tables are abbreviated to int, dis, ang, loc
respectively. Int describes whether two primitives intersect.
Dis describes the distance among the primitive points co-
ordinates. Ang are the included-angle relations of different
semantic primitives. Loc contains up, down, left and right
relations. Here, we take a location relation table as an
example (Table 1). These relation tables can be achieved by
direct computing. Each element in relation tables represents
the relation value between two specific semantic primitives
and we denote rci as the i-th relation value in relation table
c, where c ∈ {int,dis, ang, loc}. For an image, if it has
the corresponding semantic primitives and relation, rci =1;
otherwise, rci =0. For example, whether the distance between
two specific semantic primitives is above the threshold set in
light of prior knowledge. Then, the relation table Rc can be
expressed as Rc = (rc1, r
c
2 . . . r
c
αc), where αc represents the
dimension of relation table c. The corresponding semantic
relation table is
R = (Rint,Rdis,Rang,Rloc) (1)
TABLE 1: Location relation table
relations primitive 1 primitive 2 primitive 3 · · ·
primitive 1 empty down right · · ·
primitive 2 up empty outside · · ·
primitive 3 left inside empty · · ·
...
...
...
...
. . .
As shown in Table 1, we take three semantic primitives
as an example. There is no relationship between the same
primitives, so ’empty’ is used to represent this relation.
Relative to primitive 2, the relation between primitive 1 and
primitive 2 is down. In the same way, Relative to primitive
1, the relation between primitive 2 and primitive 1 is up.
Similar relations exist among other primitives.
4.2 Semantic relation template: the definition of se-
mantic tree
In the process of building semantic tree, the semantic re-
lation template is an extremely essential part. It describes the
relation distribution of the upper semantic with a specific
class. We use a statistical method to build semantic relation
6Fig. 3: A simple semantic computing network with two modules. One is the semantic tree module built through prior
knowledge, the other is the CapsNet module acted as an assisted network.
template of the corresponding category. And the template is
expressed by
T = (
K∑
k=1
r1(k),
K∑
k=1
r2(k), · · · ,
K∑
k=1
rα(k))
α = αint + αdis + αang + αloc
(2)
where k represents the k-th training sample (k =
1, 2, · · · ,K). α represents the number of relations in the
semantic relation table R. ri(k) represents the i-th relation
value of k-th training sample.
As for classification task with N classes, we denote Tjas
the j-th semantic relation template which corresponds to the
j-th class. For an input image, the semantic relation table
R can be calculated through Eq. 1. We adopt the product
operation to compute the matching degree dj between the
R and Tj , which can be denoted by
dj =
1
‖Tj‖1
(Tj · R) (3)
Then, we adopt the softmax function to generate the
probability pj of the corresponding category, which can be
expressed as
pj =
exp(dj)∑N
j=1 exp(dj)
(4)
4.3 Loss function of the SCN
Both semantic tree and the CapsNet modules have a pre-
diction probability vector with N dimensions, which can be
represented by (p1, p2...pN ) and (q1, q2...qN ) respectively.
We design a linear function f (·) to get the final output
probability oi:
oi = f(pj , qi) = β1pj + β2qj (5)
where β1, β2 represent the fusion coefficients of two mod-
ules respectively.
The j-th margin loss functions of the semantic tree, the
CapsNet module and the SCN are expressed by
Lstj = Hj max (0, 0.9− pj)2 + 0.5× (1−Hj)max (0, pj − 0.1)2
Lcapsj = Hj max (0, 0.9− qj)2 + 0.5× (1−Hj)max (0, qj − 0.1)2
Lscnj = Hj max (0, 0.9− oj)2 + 0.5× (1−Hj)max (0, oj − 0.1)2
(6)
7Their loss functions are represented respectively by
Lst =
1
M
M∑
m=1
(
N∑
j=1
Lstj )
Lcaps =
1
M
M∑
m=1
(
N∑
j=1
Lcapsj )
Lscn =
1
M
M∑
m=1
(
N∑
j=1
Lscnj )
(7)
In order to enable the semantic tree to guide the CapsNet
to learn the representation of indescribable features, we
design a total loss function L. That is
L =
1
1 + e100(0.5−τ)
Lscn, τ =
Lst
Lst + Lcaps
(8)
where Hj is the one-hot vector of the true label, which
belongs to {0, 1}. M is the batch size of training images.
N represents the number of categories. τ is the proportion
of Lst in the sum of Lst and Lcaps. Especially, Eq. 8 has
some special properties:
a) It is a smooth loss function and can adjust the
weights between the semantic tree and the CapsNet
adaptively.
b) When Lst is much larger than Lcaps, τ is close to 1
and loss function L is also close to Lscn. In the same
way, when Lst is much smaller than Lcaps, τ is close
to zero and loss function L is also close to zero.
5 EXPERIMENTAL EVALUATION
We evaluate the performance of the SCN on MNIST,
GTSRB datasets and corresponding small datasets through
a series of experiments and compare our SCN with the
original data-driven CapsNet both qualitatively and quan-
titatively. Furthermore we test the adversarial robustness
of SCN on the adversarial test set produced by different
adversarial attacks.
5.1 Semantic tree of MNIST and GTSRB
The MNIST consists of 28×28 grayscale images of hand-
written digits with 60000 training images and 10000 test
images. We make some small training sets including 10000,
5000, 4000, 3000 and 2000 training images. The number of
test set images keeps 10000. And the GTSRB dataset consists
of real-world images and is much more complex, which
contains 34799 training images and 12630 test images. In
the same way, we also make some small training sets such
as 0.9, 0.8, 0.7, 0.6, 0.5 times of the original training set.
For MNIST dataset, we conduct the semantic primitive
detection on MNIST with the template matching method.
Because all dataset are grayscale images, there is no need
to take the color primitive into consideration. There are
the following three steps during the semantic primitives
detection for the MNIST.
Image thinning: Firstly, we perform an image thinning
process in order to achieve the image skeletonization, which
makes our semantic primitives features more prominent.
Shape Detection: In this step, we search for closed
contours in the thinned image. The closed contours include
circle or ellipse primitives. If there are closed contours in
the MNIST image, such as number 0, 6, 8 and 9, we remove
them from the thinned image. Otherwise, the thinned image
remains unchanged. We also detect other semantic primi-
tives in the output images of contour detecting. Here, we
set another two kinds of semantic primitives: lines and arcs.
So there are three types of semantic primitives for MNIST
in total: closed contours (circle and ellipse), lines and arcs
with different angles, size, length and so on. Eventually, for
every image, we choose the two most typical primitives of
each type.
Through the above three steps, we obtain all semantic
primitives for MNIST. Each semantic primitive has a set of
properties represented by an eight-dimensional vector. The
properties of these semantic primitives are very important
because they are used to make up the digit instance. For the
closed contour, we use center point coordinates, length of
the long and short axis and rotation angle of the center in
horizontal direction as the properties. For the line, we use
starting point and end point coordinates, length and angle
with horizontal axis as the properties. For the arc, we use
starting point, middle point and end point coordinates as
the properties.
As for GTSRB dataset, We firstly extract color and shape
primitive from the GTSRB dataset, which mainly contains
triangle, circle, red, blue and so on. Then, we adopt the
template matching method to detect the symbol primitives
. There are the following several steps during the detection
for the GTSRB.
Image preprocessing: Influenced by the change of illu-
mination, the traffic sign images acquired in natural back-
ground have low brightness and contrast. In order to relieve
these problems, histogram equalization method is used to
improve the quality of original images. What is more, we
obtain color semantic primitives through color segmenta-
tion.
Shape detection: After the previous operation, we take
the template matching method to detect the shape primi-
tives and symbol primitives of the dataset such as circle,
triangle, bicycles, pedestrians and so on. Especially, adaptive
two valued method is used to keep details in the image.
After detecting all semantic primitives for MNIST, we
obtain α1 = 8 intersect features Rint, α2 = 95 distance
features Rdis, α3 = 13 location relation features Rloc, α4 = 11
included-angle relation features Rang. Thus, we can obtain
corresponding semantic relation table R with 127 dimen-
sions. For GTSRB dataset, we obtain 3 shape semantic prim-
itives, 3 color semantic primitives and 43 internal primitives
of GTSRB images. Furthermore, to acquire the semantic
relation template Tj of the j-th category, we perform a
cumulative operation on semantic relation tables of training
images. For each image in the test set, the probability value
of every category images can be easily computed by Eq.(3)
and Eq.(4). The category with max probability value is the
semantic tree’s classification result. Eventually, we obtain
the 63% accuracy on MNIST and GTSRB datasets. To inte-
grate the semantic tree and the assisted CapsNet, we set the
fusion coefficient of β1, β2 as 0.6 and 0.4 in Eq.(5).
85.2 Training
In the SCN, the CapsNet module uses back propagation
and dynamic routing algorithms to update network param-
eters and the parameters of the semantic tree module are
predefined and remain unchanged. Furthermore, we use the
Adam optimizer to minimize the loss function in Eq.8 with
gradually decline learning rate.
5.3 Visualization and understanding of semantic com-
puting network
In this section, we perform some visualization exper-
iments between the SCN and the original CapsNet. The
difference between their feature maps in the first layer is
shown in Fig. 4. Here, we take the digit ’6’ of the MNIST
dataset as an example.
As shown in Fig. 4(b), it is obvious that for the SCN there
are many invalid feature maps because their pixels are all
zero, while for the CapsNet all feature maps include varied
edges, texture information (Fig. 4(a)). In our experiments,
it is interesting that the number of black invalid feature
maps becomes smaller after reducing the channels number
of CapsNet module in the SCN to 128 and 64 respectively
(Fig. 4(c, d)). In particular, the 64 feature maps in first layer
of the CapsNet module in the SCN have no black ones.
Most important of all, we find the feature maps in the
SCN (Fig. 4(b)) are the remaining parts after the original
feature maps(Fig. 4(a)) remove the semantic primitives.
These remaining parts are learned through the CapsNet. The
same phenomena appear in the PrimaryCaps layer. In other
words, our SCN does not need too many filters. We consider
simplifying our SCN according to the visualization results.
5.4 Experiments on simplified SCN
According to section 5.3, some experiments are designed
to evaluate the performance of the simplified SCN. When
simplifying the SCN, we reduce the filter numbers of both
first layer and PrimaryCaps layer in the CapsNet module
to its 1/2, 1/4, 1/8, 1/16, noted by SCN(1/2), SCN(1/4),
SCN(1/8), SCN(1/16). The accuracies of these five pairs
of SCNs and CapsNet networks on MNIST and GTSRB
datasets are shown in Fig. 5. 6.
Fig. 5: Test accuracy of different networks.
(a) 256 feature maps in the original CapsNet
(b) 256 feature maps in SCN
(c) 128 feature maps in SCN
(d) 64 feature maps in SCN
Fig. 4: The difference of the feature maps between the orig-
inal CapsNet and the proposed SCN. And the black pixels
of feature maps represent that their values are negative or
zero.
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As shown in Fig. 5 .6, it is obvious that the SCN
outperforms the CapsNet in all comparison experiments.
Especially, our network obtains the best result at SCN(1/4)
and SCN(1/8) on the MNIST and GTSRB datasets. On the
MNIST dataset, when we inspect its feature maps on the
digit’6’ (Fig. 4(d)), SCN(1/4) has almost no invalid feature
maps in the first layer, which means that SCN(1/4) fully
utilizes all convolutional filters. The same phenomenon
appears on the GTSRB dataset. SCN(1/8) fully utilizes all
convolutional filters. Through simplifying, the SCN also
reduces time and space complexity. The related experiment
results are shown in Table. 2.
As shown in Table 2, along with the proposed SCN
simplifies, its time and space complexities are also reduced.
Especially, on the GTSRB dataset, the time complexity of
SCN(1/8) is only 0.04 times that of the CapsNet. The same
on the MNIST dataset, the time complexity of SCN(1/4) is
only 0.07 times that of the CapsNet.
To further confirm that the SCN also has excellent perfor-
mance on smaller datasets, we make different experiments
on 10000, 5000, 4000, 3000 and 2000 training images on
the MNIST dataset respectively. The number of test images
always keeps 10000. We compare the original CapsNet and
SCN(1/4) on these smaller training set. For GTSRB dataset,
we use 1 times, 0.9 times, 0.8 times, 0.7 times, 0.6 times
and 0.5 times training set to train the model. In particular,
we compare the original CapsNet with SCN(1/8) on these
smaller training set. And the accuracy curves on different
training sets are shown in Fig. 7, 8.
As shown in Fig. 7, compared with the CapsNet, our
SCN(1/4) obtains high and stable accuracy among differ-
ent size training sets. When we reduce the training set
from 10000 to 2000, the accuracy of the original CapsNet
decreases sharply while the accuracy of SCN(1/4) almost
remains unchanged. In the same way, Fig. 8 shows our
SCN(1/8) achieves a better performance than the original
CapsNet at all different size training sets by large margin.
Especially, SCN(1/8) obtains almost 10% improvement than
CapsNet at half of the training set. In other words, the
proposed SCN can achieve better performance on fewer
training samples with the help of the prior knowledge
included in the semantic tree.
5.5 Adversarial Robustness Experiments
Recently, there is a trend to study the robustness of tradi-
tional neural network to adversarial attacks. The adversarial
Fig. 7: Performance comparison among different size train-
ing sets.
Fig. 8: Performance comparison among different size train-
ing sets.
examples can be recognized by humans, but they can fool
the neural networks to make wrong classification results.
Up to now, there are a variety of methods to create the
adversarial examples such as FGSM [40] and BIM [33].
These ways have shown a great obstacle to convolutional
neural networks on the image classification tasks.
In order to confirm the robustness of the proposed SCN.
we generate adversarial samples from the test set (MNIST
and GTSRB datasets) using FGSM method and more com-
plex adversarial attacks of the Basic Iterative Method. These
adversarial samples can vary according to different pertur-
bations (epsilon) and number of iterations. In this paper, For
MNIST dataset, we add five levels of epsilon corresponding
to eps=0.1, 0.15, 0.2, 0.25 and 0.3. For GTSRB dataset, we
add five levels of epsilon corresponding to eps=0.01, 0.02,
0.03, 0.04 and 0.05. Especially, the number of iterations on
the MNIST and GTSRB BIM adversarial samples are 2. The
related experiment results are in Fig. 9. 10.
As shown in Fig. 9, it is obvious that our SCN is
significantly more robust to adversarial attacks than the
CapsNet at all adversarial samples. Our SCN achieves high
and stable accuracy with the increase of eps on the FGSM
attack. Especially at BIM eps=0.3, our model obtains over
75% improvement. Most important of all, the CapsNet is
trained on the 60000 training images, while SCN is only
trained on the 5000 training images. The same phenomenon
appears on GTSRB dataset (Fig. 10). Compared with the
CapsNet, our SCN(1/8) achieves obvious excellent accuracy.
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TABLE 2: Time and space complexity comparison
Datasets Complexities CapsNet SCN SCN(1/2) SCN(1/4) SCN(1/8) SCN(1/16)
GTSRB Time 2× 10
8 2× 108 6.4× 107 2.2× 107 8.5× 106 3.6× 106
Space 3.7× 107 3.7× 107 1.8× 107 8.9× 106 4.4× 106 2.1× 106
MNIST Time 2× 10
8 2× 108 5.2× 107 1.4× 107 4.2× 106 1.4× 106
Space 6.8× 106 6.8× 106 2.1× 106 7.1× 105 2.7× 105 1.1× 105
Fig. 9: Performance comparison among different adversarial
samples of MNIST.
Fig. 10: Performance comparison among different adversar-
ial samples of GTSRB.
Especially on the FGSM eps=0.03, our SCN(1/8) obtains
over 14% improvement. Most important of all, SCN(1/8) is
a greatly simplified semantic compute network, whose time
complexity is only 0.04 times that of the SCN.
As shown in Table 3, on MNIST dataset, we find that
our model is less vulnerable to both FGSM and BIM ad-
versarial attacks. Especially on the BIM adversarial samples
with eps=0.2, 0.25, 0.3. the traditional convolutional neural
networks basically do not work at all. While our model
still keeps a high accuracy rate. For the GTSRB dataset
(Table 4), our SCN(1/8) has more robustness than traditional
convolutional neural networks at all adversarial samples.
Especially on the BIM adversarial samples with eps=0.01,
our SCN(1/8) obtains over 44% improvement than tradi-
tional neural network.
As shown in Fig. 11, it is obvious that human can easily
identify the categories of all adversarial images. Therefore,
our semantic tree is not directly affected by the adversarial
attacks. While traditional neural networks become very
vulnerable to these adversarial attacks. Furthermore, experi-
mental results(Table 3, 4) explain that our SCN is much more
robust to the adversarial samples than the traditional neural
networks.
As shown in Fig. 12, we study the performance of differ-
ent networks on the different adversarial samples. We select
corresponding adversarial images on the FGSM eps=0.1,
BIM eps=0.1 and BIM eps=0.3. With the deterioration of im-
ages quality, the accuracies of CNN and CapsNet decreased
significantly. Due to the integrity of semantic information
in adversarial images, our SCN can still maintain high
confidence level. The similar phenomenon appears on the
GTSRB dataset (Fig. 13), we select the images on the FGSM
eps=0.01, BIM eps=0.01 and BIM eps=0.05.
6 CONCLUSION AND FUTURE WORK
In this paper, we propose a novel knowledge-guided se-
mantic computing network for different classification tasks,
which includes two modules: a knowledge-guided semantic
tree and a data-driven CapsNet. The semantic tree is pre-
defined to describe the spatial structural relations of dif-
ferent semantics, we use the CapsNet to aid the semantic
tree to learn indescribable features. The experimental results
on MNIST and GTSRB datasets show that compared with
the traditional data-driven network, our proposed semantic
computing network can achieve better performance with
fewer training samples and lower computational complex-
ity. Especially, our SCN is much more robust to adversarial
samples than traditional neural networks. Most of all, we
propose a novel method that integrating prior knowledge
into traditional neural networks for faster learning speed,
fewer training samples and better interpretability.
We plan to evaluate our semantic computing network
on more complex datasets, such as the ImageNet dataset. We
also need to further optimize network architecture for better
performance. The results presented in this paper motivate
some researches about integration of human knowledge
and traditional neural networks. We consider this as an
important research direction for future work.
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