Low-rank matrix completion (MC) has achieved great success in many real-world data applications. A latent feature model formulation is usually employed and, to improve prediction performance, the similarities between latent variables can be exploited by pairwise learning, e.g., the graph regularized matrix factorization (GRMF) method. However, existing GRMF approaches often use a squared L 2 norm to measure the pairwise difference, which may be overly influenced by dissimilar pairs and lead to inferior prediction. To fully empower pairwise learning for matrix completion, we propose a general optimization framework that allows a rich class of (non-)convex pairwise penalty functions. A new and efficient algorithm is further developed to uniformly solve the optimization problem, with a theoretical convergence guarantee. In an important situation where the latent variables form a small number of subgroups, its statistical guarantee is also fully characterized. In particular, we theoretically characterize the complexity-regularized maximum likelihood estimator, as a special case of our framework. It has a better error bound when compared to the standard trace-norm regularized matrix completion. We conduct extensive experiments on both synthetic and real datasets to demonstrate the superior performance of this general framework.
Introduction
Low-rank matrix factorization (MF) has been widely used in many real-world data applications, e.g., in signal processing, image restoration and collaborative filtering. A typical optimization problem (Koren et al., 2009; Gopalan et al., 2014) follows the form
where M ∈ R n×m , X ∈ R n×d , Y ∈ R m×d and the projection operator Ψ Ω (M) retains the entries of the matrix M in Ω that denotes the observed indices. The row vectors {x i } of X and {y j } of Y usually represent the features of two classes of interdependent objects, known as latent variables, e.g., user features and movie features in recommender systems (Bennett Figure 1 : Illustration of three pairwise penality functions w.r.t. x = x i − x j . When x * = x * i − x * j is large, the squared L 2 norm is much larger than MCP, SCAD and the M-type function.
et al., 2007; Koren et al., 2009) , respectively. Based on this basic model, many variants have been considered for different application scenarios. For example, a latent feature model is often employed in matrix completion and, for a better estimation error, the similarities between latent variables can be exploited by pairwise learning, e.g. the graph regularized matrix factorization (GRMF) method using a squared L 2 norm. It has been shown that GRMF can reduce the recovery error (Rao et al., 2015; Zhao et al., 2015; Monti et al., 2017) . For the ground truth M * = X * Y * T , assume that the feature vectors {x * i } correspond to the vertices of a graph (V x , E x , W) with V x = {1, 2, ..., n} and the edges E x = V x × V x are weighted by a non-negative matrix W = [w ij ] ∈ R n×n . Similarly, we can also define (V y , E y , U) for {y * j }. By adding a smoothing graph regularizer to (1) , GRMF aims to solve the problem
which encourages the solutions x i ≈ x j (respectively y s ≈ y t ) if the weight w ij (respectively u st ) is large. Existing works (Ma et al., 2011a; Kalofolias et al., 2014; Rao et al., 2015; Zhao et al., 2015) often construct the weight matrices W and U by incorporating additional information of the feature vectors, e.g., the social network of users and the attributes of movies in recommender systems. However, as shown in (Chiang et al., 2015) , the side information could have noise, and hence the weights may be inappropriately selected. As illustrated in Fig. 1 , if the difference between x * i and x * j is large but w ij is not small enough, the squared L 2 norm used in the graph regularizer can severely penalize the objective function and push the solution x i to be close to x j . It can result in biased estimates, as shown in (Ma & Huang, 2017) , which can dramatically affect the recovery performance. The same argument also applies to y s and y t . To address this problem, we introduce a large family of (non-)convex pairwise penalty functions that imposes less penalization on large differences, e.g., by the minimax concave penalty (MCP) (Zhang, 2010) , the smoothly clipped absolute deviation (SCAD) (Fan & Li, 2001) . and the M-type function, as shown in Fig. 1 . To this end, we propose a general optimization framework
where p(·, γ X ) and p(·, γ Y ) are (non-)convex pairwise penalty functions with tuning parameters γ X , γ Y ≥ 0.
To efficiently solve the whole class of optimization problems, we design a novel and scalable algorithm based on a modified alternating direction method of multipliers (ADMM) (Boyd et al., 2011) . The allowed non-convex and non-smooth pairwise penalty functions complicate the optimization, which, if not handled carefully, can even result in divergent iterations. Theoretically, we characterize the convergence of our algorithm for the whole class of pairwise penalty functions. Compared with the standard ADMM, our algorithm has the following two features. First, although recent works (Wang et al., 2015a; Hong et al., 2016; Wang et al., 2015b) prove the convergence of ADMM for a large family of non-convex functions under different conditions, none of these results directly apply to our problem. Thus, we tailor ADMM to our setting by introducing Bregman divergences to certain subproblems. Second, the optimization algorithm needs to solve an expensive equation that typically requires O((m 2 + n 2 ) × d 2 ) running time to invert two large matrices in each iteration. We provide a conjugate gradient (CG) based approach to obtain an inexact solution of this equation, using only O(|Ω| × d) running time. As a result, our new method can significantly reduce the computation time (two orders of magnitude faster), as demonstrated in Appendix H.2. Notably, according to Theorem 2, we still guarantee the convergence using the inexact solutions during iterations.
Fully characterizing the statistical guarantee of the proposed class of penalty functions is challenging. Instead, we restrict to an important situation where the latent variables form a small number of subgroups. Specifically, we investigate a subgroup-based model, where two feature vectors in {x * i } or {y * j } are considered in the same group if they are identical. For a partially observed matrix corrupted with Gaussian noise, we prove that the complexity-regularized maximum likelihood estimator, as a special case of the framework (3), can achieve a lower error bound than the one for the trace-norm regularized matrix completion especially when the numbers of the subgroups for {x * i } and {y * j } are small. However, this estimator is computationally inefficient. To this end, we introduce a class of sparsity-promoting pairwise penalty functions (possibly with a finite support) to approximate the indicator function. Interestingly, not only can we identify the subgroups automatically but also we significantly reduce the recovery error, as verified in Section 5.3.
In addition, the theoretical analysis motivates us to adaptively construct the weights. As an application, our framework also applies to the datasets that do not provide side information since we heuristically pick adaptive weights based on the partially observed matrix. Our extensive experiments on both synthetic and real data demonstrate the superior performance of the proposed framework. Notations: Let A = [A ij ] ∈ R n×m be a n × m matrix and
Denote by |S| the cardinality of a set S. Recall the Frobenius norm
Optimization Framework
We develop a general optimization framework for (3) that allows a wide class of (non-)convex pairwise penalty functions p (z, γ), which are characterized by the following condition. Condition 1. For any given vector v ∈ R d , the penalty function p(z, γ) satisfies This condition holds to a variety of (non-)convex pairwise penalty functions, including MCP (Zhang, 2010) , M-type function and SCAD (Fan & Li, 2001) . For example, Condition 1 holds for the MCP
by setting ς 0 = 1/(2t), where 1(·) is the indicator function. Moreover, we introduce the following M-type function for our framework
which satisfies Condition 1 by letting ς 0 = γ. In addition, Condition 1 also holds for all convex functions, e.g., Lasso and the squared L 2 norm. Thus, our framework unifies the exisiting GRMF approaches.
Algorithm and Convergence
For the whole class of optimization problems introduced in Section 2, we develop an efficient and general algorithm, with a strong theoretical convergence guarantee. We begin with the following equivalent form of the main problem (3) minimize
where the index set ε X = {l = (l 1 , l 2 ) : w l 1 l 2 > 0, l 1 < l 2 } and ε Y is defined in a similar way for Y . To express the constraints of (6) in a standard form, we introduce some notations. Let l i x = l i 1 , l i 2 ∈ ε X be an ordered sequence of index pairs such that l i 1 ≤ l i+1 1
for any 1 ≤ i ≤ |ε X | − 1. Similarly, we can define l j y ∈ ε Y . Moreover, define P ∈ R d×|ε X | with its i th column vector being P i = p T l i x and E x ∈ R n×|ε X | with its i th column vector being
, where the standard basis vector e k has a single non-zero value 1 at its k th coordinate. Symmetrically, we can define matrices Q ∈ R d×|ε Y | and E y ∈ R m×|ε Y | . It can be verified that the standard form of the constraints of (6) is
Let L η (P, Q, X, Y, Λ, V) be the augmented Lagrangian function of the problem (6), which is given by
where the dual multiplier matrix
As commented in the introduction, the existing convergence results for the standard ADMM do not directly apply to our problem (6). Specifically, the row ranks of E x and E y in the constraints (7) are at most n − 1 and m − 1, respectively, contradicting the assumptions in Wang et al. (2015b) and (Hong et al., 2016) that require them to be both full row rank. The results in (Wang et al., 2015a) are not applicable either, because we also consider non-convex pairwise penalty functions. Next, we describe our 2-step algorithm based on a modified ADMM.
Step 1. Define an undirected graph G X = (V X , E X ) with V X = {1, 2, ..., n} and E X = ε X . We first use the standard depth-first-search algorithm to find cycles. Then, for each cycle of G X , we randomly cut one edge l off by letting w l = 0. As a result, the graph G x becomes acyclic. Similar operations can be applied for G Y = (V Y , E Y ). This step verifies Property 2 in Section 3.1, which guarantees the convergence of our algorithm.
Step 2. In each iteration k, we do the following updates:
Remark on the modified ADMM: Compared to the standard ADMM, we introduce Bregman divergences to X, Y in (9). These additional terms guarantee sufficient descents of L η during the X, Y-subproblems in each iteration, as proven by Lemma 4 in Appendix C . Otherwise, the algorithm may diverge, as shown in Fig. 2 Figure 2 : Illustration of the divergence by the standard ADMM applied to the optimization problem (6). We use MCP as the pairwise penalty function p(·, γ), and randomly pick 30% of the pixels of a 512 × 512 image Lena to generate the partially observed matrix Ψ Ω (M). The relative error is defined by RelErr = || M − M|| F /||M|| F , where M is the estimate.
to P and Q in order to save O ((|ε X | + |ε Y |) × d) space for tracking P k and Q k . Based on (9), updating P in (8) is to solve the following proximal map for each of its column P i ,
In practice, we choose η > 2ς 0 w l i x , which, in conjunction with Condition 1, implies that the problem in (10) has a unique solution. Notably, this solution has simple and explicit analytical form for the pairwise penalty functions such as Lasso, SCAD, MCP and the M-type function.
Based on (9), updating X is to minimize
where
However, solving (12) requires inverting a nd × nd matrix, which is computationally demanding when dealing with large datasets. Motivated by (Rao et al., 2015) , we use the standard CG to directly minimize f (vec(X T )).
The most expensive part in each iteration is the Hessian-vector multiplication ∇ 2 f (s)s. Using the identity (B T ⊗ I)vec(S) = vec(SB), we have
where the matrix S = [s 1 , ..., s n ] ∈ R d×n and s = vec(S). Since G k y is a diagonal block matrix, computing
, where nnz(·) is the number of non zeros. For our algorithm, we use a k w -nearest neighbor method to select the weights w ij , as introduced in section 4.3. Thus, using the structure of the matrix E x , we have an upper bound for nnz(E x E T x ), as in the following proposition. Its proof is given in Appendix A. Proposition 2. nnz(E x E T x ) ≤ n(k w + 1). In most real-world applications, k w is small and satisfies n(k w + 1) < |Ω|. Thus, each CG iteration can be computed in O(|Ω| × d) time. We stop CG if
Algorithm 1 Learning latent features with pairwise penalties in matrix completion by modified ADMM for j = 1 to |ε Y | do 8:
end for 10:
Update X k+1 , Y k+1 by minimizing (11) through CG 11: 
T where X t is the output of the t th CG iteration and the parameters on the right side are chosen to satisfy Theorem 2. Different from (Rao et al., 2015) , we do not require CG to fully converge. Instead, we only need a very small number (≤ 5 in our implementation) of CG iterations to obtain an inexact solution X k+1 that satisfies (14), which still guarantees the convergence for our algorithm, as shown in Theorem 2. This step further speeds up our algorithm.
The main steps are provided in Algorithm 1, where
In the experiments, we choose tol 1 = 10 −1 and tol 2 = 10 −4 . Time complexity: The total time complexity for one iteration in Algorithm 1 is
Step 1 and the weight selection, we usually have |ε X |d < |Ω| and |ε Y |d < |Ω|. Thus, our algorithm is very efficient.
Convergence Guarantee
This section proves the convergence of our algorithm. Let
be the exact solutions of the subproblems in (9). We first prove the convergence of the sequence U k . Then, we extend this convergence result to Algorithm 1 that solves the equation (12) inexactly. We first provide two properties of our algorithm. Their proofs are presented in Appendix B. Property 1 (Boundedness). The sequence X k , Y k generated by (9) is bounded. It means that there exist
Property 2 (Full column rank). After step 1 of the algorithm, the matrices E x and E y defined in (7) are both full column rank. Thus, there exist positive constants σ x , σ y such that E T x E x σ x I and E T y E y σ y I. Using these two properties, we establish Lemma 2, 3 and 4 in Appendix C to upper bound the descent of L η during each subproblem. Based on these results, there exists a constant η 1 that is determined by
F < ∞ and converges to a stationary point of L η . We refer to Appendix C for the proof. By Theorem 1, we extend the convergence result for inexact iterations. Let
where matrices A 1 , C are defined in (11). In a symmetric way, we can define t k y . Following Deng et al., 2017) , we use the quantity || U k+1 − U k || 2 F as a measure of the convergence rate for the sequence U k . Based on (14), we have
is non-increasing, the convergence rate of Algorithm 1 is o(1/k). The proof can be found in Appendix D. Different from the exact solution in Theorem 1, Theorem 2 only requires X k to satisfy
This extension allows more efficient methods to find inexact solutions of (12), e.g., the CG approach used in our algorithm. Interestingly, we observe that
is non-increasing in most of our experiments. Thus, the o(1/k) convergence rate is usually achievable in practice.
Statistical Properties
Fully characterizing the statistical guarantee of the proposed class of penalty functions in Section 2 is challenging. Instead, we restrict to an important subclass, which is used for the subgroup-based model. We can rigorously derive the estimation error bound for this class of penalty functions. More importantly, our theoretical analysis motivates two interesting directions for our framework, i.e., subgroup identification and adaptive weights. We first introduce the subgroup-based model in Section 4.1. Then, the estimation error is characterized in Section 4.2. This characterization directly motivates us to use adaptive weights in Section 4.3.
Subgroup-based Model
Assume that the ground truth M * ∈ R n×m can be factorized as M * = X * Y * T , where X * ∈ R n×d , Y * ∈ R m×d , and the observations Ψ Ω (M) = Ψ Ω (M * + N) are corrupted with the addictive noise N. The feature vectors {x * i } and {y * j } form some latent subgroups, where two features x * i and x * j (respectively y * s and y * t ) are considered in the same subgroup if x * i = x * j (respectively y * s = y * t ). One key difference with the existing group based models, e.g., the group sparsity model (Kim et al., 2012) , is that the subgroup structure in our model is not assumed to be known a priori. Studies (Jiacheng, 2017) have shown that the users with similar types in recommender systems often have the same feature, implying a natural subgroup structure. Nevertheless, our subgroup-based model is not restricted to these typical cases. For example, the number of subgroups can be even as large as the matrix dimension.
To facilitate the analysis, we introduce some useful notations. Let
be two sets of mutually exclusive partitions of the indices {1, · · · , n} and {1, · · · , m}, which satisfy
We use |G(X)| = k x and |G(Y)| = k y to denote the number of subgroups of {x i } and {y j }, respectively.
Estimation Error Bound
This section derives the estimation error bound for the subgroup-based model. We first introduce the complexity-regularized maximum likelihood estimator, and show it is a special case of our framework. Then, we prove that this estimator achieves a lower bound compared to the standard trace-norm regularized matrix completion.
For an integer s with s/(nm) ∈ (0, 1), assume that each index pair
is included in the observed index set Ω independently with probability s/(nm). The elements of the matrix Ψ Ω (M) are independent conditional on the set Ω. The noise matrix N contains i.i.d. random variables following a distribution N (0, σ 2 ). Assume ||X * || ∞ , ||Y * || ∞ and ||M * || ∞ are bounded by C x , C y and C m , respectively. First, we introduce the following complexity-regularized maximum likelihood estimator
where the finite set H is given by
The set X in (16) is defined by
with
In a symmetrical way, we can also define Y.
Using the following proposition, we show that the estimator (15) is a special case of our framework (3). Proposition 3. Let K i be the total number of the feature vectors x s that satisfy ||x s − x i || 2 < 2C x /K. We have, for
where the indicator function Υ(z) = 0 if ||z|| 2 < 2C x /K and 1 otherwise. A symmetrical result holds for |G(Y)|.
See Appendix E for the proof. Moreover, the constraints ||X|| ∞ ≤ C x and ||Y|| ∞ ≤ C y in (17) play a similar role as the regularizer α(||X|| 2 F + ||Y|| 2 F )/2 in our framework. In the following theorem, we provide an error bound for the estimator (15).
, then the estimator (15) satisfies the error bound
where the expectation is with respect to the joint distribution of (Ω, Φ Ω (M)) and C 1 , C 2 , C 3 are positive constants related to C x , C y and C m .
The key step of the proof is the construction of the complexity penalty. See Appendix F for more details. We compare the error bound (19) with the one for the trace-norm regularized matrix completion obtained by (Koltchinskii et al., 2011) , which assumes the observed entries are corrupted by addictive noise. Casting Corollary 2 in (Koltchinskii et al., 2011) to our setting, we obtain an error bound
with high probability, where c and t are two constants related to C x , C y and C m . Note that our error bound
can be much lower than (20) provided that the total number of subgroups |G(X * )| + |G(Y * )| n + m. However, to directly optimize (15) with regularizer (18) is undesirable in practice since the indicator function complicates the optimization and the sets X , Y are discretized. Based on the analysis, we introduce the following heuristics:
• First, we undertake a slight relaxation of (15) by replacing X , Y with their convex hulls.
• Then, we use a class of sparsity-inducing penalty functions with finite support that can shrink some differences x i − x j and y s − y t to zeros, e.g., by MCP and SCAD, to approximate the indicator function. By checking whether a pair of feature vectors are equal or not, we can classify {x i } and {y j } into subgroups.
• Note that the formulation (18) encourages
Based on this observation, we introduce adaptive weights in Section 4.3.
Remarkably, not only can we identify the subgroups automatically but also we can significantly reduce the recovery error, as demonstrated in Section 5.3.
Adaptive Weights
Based on the discussion at the end of Section 4.2, we introduce the adaptive weights w ij and u st that are computed based on the partially observed matrix itself without any additional side information. The weights are chosen by
where the distance function d x * i , x * j needs to be approximated and the indicator function I kw ij is 1 if x * j belongs to one of the k w -nearest neighbors of x * i and 0 otherwise. The selection (21) makes w ij large during the computation if x * i ≈ x * j , similar to the adaptive weight chosen in (Zou, 2006) . It effectively pushes the optimization solver to return x i ≈ x j . We also define u st for y s and y t by replacing k w and x in (21) with k v and y, respectively. Thus, in the following we only explain w ij . In practice, k w and k u are usually selected to be small, e.g., k w , k u ≤ 20 in our experiments for collaborative filtering datasets. Below we provide two possible ways to estimate d x * i , x * j . (I) For M = X * Y * T + N, assume that X * and Y * have full column rank d. Let σ y be the smallest singular value of the matrix Y * . Define M i· and N i· as the i th row vectors of M and N, respectively. Assume that the noise is small such that ||N i· − N j· || 2 σ y for 1 ≤ i < j ≤ n. Then, based on Remark 1 in (Li & Pong, 2015) , we have σ 2
, which implies that if M i· ≈ M j· , then x * i is also very close to x * j . Motivated by this simple observation, we define
where r i and r j are the i th and j th rows of the partially observed matrix Ψ Ω (M) and the index set S i = {s ∈ N : r i (s) is observed}. Set w ij = 0 if S i ∩ S j = ∅.
(II) The second way is for the sparse collaborative filtering datasets. In this case, d 1 x * i , x * j is not a good choice since the number of observed common indices between the i th and j th rows (i.e., |S i ∩ S j |) is too small to approximate the distance for many (i, j). Thus, we define the distance in a two-step way. First, we define
where the vectorr i→j is defined bȳ
and R t is the set of indices of the observed entries for the t th row of M. Set
we obtain a solution X (1) and Y (1) of the optimization problem (3) with weights computed by (21). Next, we use X (1) and Y (1) to compute the distance by d x * i , x * j = ||x
Experiments
In this section, we first compare our algorithm to the classical MC (Candès & Recht, 2009 ) and two state-ofthe-art GRMF algorithms, i.e., the graph regularized alternating Least Squares (GRALS) (Rao et al., 2015) and Separable Recurrent Multi-Graph CNN (sRMGCNN) (Monti et al., 2017) on different graphs. Then, we evaluate the effectiveness of the proposed adaptive weights. Finally, we use both synthetic and real datasets to verify our theoretical results in Section 4. We refer to our algorithm as LLFMC. All experiments are performed using Matlab/Octave on a PC with macOS system, Intel 5 core 2.9 GHz CPU and 16G RAM.
More empirical results can be found in Appendix H. Real datasets: We conduct the experiments on two groups of collaborate filtering datasets: Jester 2 (Goldberg et al., 2001) and MovieLens 3 (Harper & Konstan, 2016 
, where r i is the observed rating in the test set, r i is the predicted rating and N is the total number of ratings in the test set.
Parameter selection: For our algorithm, we choose the regularization parameters γ X and γ Y from 2 {−2,...,10} , fix α = 1 and set η = 10 4 to guarantee the convergence. In addition, we fix d = 4 for MovieLens datasets and d = 100 for Jester datasets. For MCP function (4), we select t from {0.5, 2, 20}, and for the M-type penalty function, we fix b = 3. We downloaded the code of GRALS from the author's website 4 , and changed the number of iterations from 10 (default) to 100 to ensure the convergence.
Comparison to GRMF Algorithms
We test the performance of our proposed algorithm on real datasets. Following (Rao et al., 2015) , we evaluate MovieLens100K using the five provided data splits. For MovieLens1M, we randomly split the observed ratings into a training set (90%) and a test set (10%). For jester datasets, we randomly choose 10% of the observed ratings as the training set and the remaining 90% as the test set. Table 1 summarizes the performance of different methods on the graphs that can cause the large penalty problem we discuss in the introduction. It shows that using MCP and M-type penalty, our method outperforms GRALS in all datasets. Table 2 shows that our method still makes improvement using the same graphs as in (Rao et al., 2015) . Table 2 : RMSE on MovieLens100K. We use the same graphs as in (Rao et al., 2015) that were constructed by the side information. 
Performance of Adaptive Weights
Using the same setting as in Section 5.1, we test the performance of our proposed adaptive weights. We set k w = k u = 10 in our wights (21) for MovieLens datasets and set k w = 20, k u = 2 for Jester datasets. Based on the results in Table 1, Table 2 and Table 3 , we make the following two observations. 1) Compared to the two kinds of weights used in Section 5.1 (including the weights constructed by the side information), the proposed adaptive weights significantly improve the performance of GRALS and our methods on all datasets. 2) Our method still outperforms the competitors in almost all experiments. 
Synthetic Data with Subgroups
To verify Theorem 3, we generate matrix M * = X * Y * T ∈ R n×n , X * ∈ R n×d , Y * ∈ R n×d in the following way. Let U 1 be uniformly random in
Similarly we generate V 1 , ..., V ky . We evenly divide the feature vectors {x * u } into k x subgroups and set the features in i th subgroup to be U i . We divide {y * v } in a similar way. When k x = k y = n, there exist no subgroups. Multiplying by a constant, M * can satisfy ||M * || F = 10 6 . The observed entries of Ψ Ω (M) are sampled from M = M * + N uniformly at random, with the noise N containing i.i.d. elements following N (0, σ 2 ). Moreover, we use the first way (22) to compute the weights by setting k w = k u = 0.15n and fix d = 5. Let M be the estimate of M * . Relative error: We study three cases where the number of subgroups is small (20), medium (50) and large (200). Fig. 3 shows that our method significantly improves the recovery error, even though no real subgroups exist. Subgroup identification: Similar to (Han & Zhang, 2015) , we provide the subgroups for the recovered features { x i } and { y j } by the matrices P, Q, where the features x u and x v (respectively y s and y t ) are in the same subgroup if and only if P uv = 1 (respectively Q st = 1). We choose P uv = 1 if || x u − x v || 2 < 0.01 min{|| x u || 2 , || x v || 2 } and 0 otherwise. Similarly, we can define the matrix Q. Due to the limited space, we only virtualize the matrix P in Fig. 4 . The results clearly show that our method recovers the subgroup structure quite well. In contrast, the standard MC cannot identify this latent structure. 
Subgroup Identification for Real Dataset
We provide the subgroups of uses and movies from the MovieLens100K dataset computed by LLFMC (MCP). We use the adaptive weights (21) with the distance (23). Fig. 5 clearly shows that the users and movies exhibit subgroup structures; only 200 users and 200 movies are plotted for a better presentation. To get more useful information, we investigate the 2 th largest user subgroup in Fig. 7 in detail. Interestingly, we find out that most users in this subgroup have ages between 25 and 35, consisting of mainly engineers and students. Figure 5: Illustration of P (left) and Q (right): P uv = 1 (respectively Q st = 1) (white spots) implies that user u and v (respectively movie s and t) are in the same subgroup. Table 4 provides user information in a small subgroup with only 5 members. Interestingly, it shows that the majority live in the same area with related occupations.
Conclusion
We propose a new optimization framework to learn latent features in matrix completion by a wide class of (non-)convex pairwise penalty functions. To efficiently solve this class of optimization problems, we develop an efficient algorithm and prove its convergence guarantee. On the statistical guarantee, we characterize the complexity-regularized maximum likelihood estimator under the subgroup-based model. Extensive experiments on both synthetic and real data sets show the superior performance of our framework.
A Proof of Proposition 1 and 2
Proposition 1 can be directly obtained via some calculations based on the identities that (B T ⊗ A)vec(X) = vec(AXB) and tr(ABC) = vec(A T ) T (I ⊗ B)vec(C). We now turn to prove Proposition 2. Recall the definition of the matrix E x given in Section 3 and let E i be the i th row vector of the matrix E x . We then make the following three key observations for E x 1. Each E i has exactly k w non zeros, 1 ≤ i ≤ n.
2. For any two row vectors E i and E j , there exists at most one coordinate at which E i and E j are both non-zero.
3. Each column vector of the matrix E x has exactly two non zeros.
Based on these observations, we first claim that the row vector
has at most k w + 1 non zeros for 1 ≤ i ≤ n. We then prove this result by contradiction. Without loss of generality, we consider the scenario where i = 1. Let {d s , 1 ≤ s ≤ k w } be the coordinates at which E 1 is non-zero. Suppose that the vector
has k w + 2 non zeros. Without loss of generality, we assume that E 1 E T j = 0 for 1 ≤ j ≤ k w + 2. Based on the observation 2 above, we have, for each E j , 2 ≤ j ≤ k w + 2, there exists exactly one coordinate in {d s , 1 ≤ s ≤ k w } at which E j is non-zero. Thus, there must exist one coordinate t in {d s , 1 ≤ s ≤ k w } such that E 1 (t) = 0, E u (t) = 0 and E v (t) = 0, for certain 2 ≤ u, v ≤ k w + 2. However, this contradicts the observation 3. Thus, we conclude that the vector E i E T x has at most k w + 1 non zeros. It means that nnz(
B Proof of Properties
Then, using the coercivity of the objective function in (6), we have that, there exist
Property 2. Recall that after step 1, the graph becomes acyclic. Note that E x is the incidence matrix associated to the graph G x = (V, E). Then, using Lemma 2.5 in (Bapat, 2010) , we have that all columns
of E x are linearly independent and hence E x is full column rank. Similar result holds for E y . Then, using Remark 1 in (Li & Pong, 2015) , we finish the proof.
C Proof of Theorem 1
We first establish several lemmas, and then use these lemmas to prove Theorem 1.
where A i x is the i th row vector of the matrix A x . Similarly, we can prove
Lemma 2 (Upper bound the descents of multipliers). For each k ∈ N, there exist a constant L y > 0 such that
Proof. Noting that vec((X k+1 ) T ) is the solution of the equation ∇ vec(X T ) f (vec(X T )) = 0 in (12), we obtain
which, together with Λ k+1 − Λ k = η(P k+1 − (X k+1 ) T E x ) and the identity vec(AB) = (B T ⊗ I)vec(A), implies
Using (26), we further obtain
where the inequality follows from the facts that ||a + b|| 2 2 ≤ (||a|| 2 + ||b|| 2 ) 2 ≤ 2(||a|| 2 2 + ||b|| 2 2 ), ||Aa|| 2 ≤ ||A|| F ||a|| 2 and ||ab|| 2 ≤ ||a|| 2 ||b|| 2 . Recalling the definition of G k y and b k y in (11) and using Property 1, we have, there exists a sufficiently large constant L y such that
which, in conjunction with (27) and Lemma 1, completes the proof.
Using a similar approach as in Lemma 2, we have
Define the constant η 0 = 2ς 0 max( w, u) + 1 with w = max i {w l i x } and u = max j {u l j y }. Then we have Lemma 3 (Upper bound the descents of L η during P, Q-subproblems). Under Condition 1, we have, for any η > η 0 and each k ∈ N
Proof. Define the function p(
Recalling Condition 1 and noting η 0 > 2 wς 0 , we obtain p(P i , λ X ) is strongly convex. Based on the optimality of P k+1 i for (10), we have
. Based on the definition of the subgradient of a convex function, we have
Define a function
Using (29), we have
where the second equality follows from the cosine rule that ||a + c|| 2 2 −||b
F and using (30), we have
which finishes the proof.
By the symmetry of P and Q, we derive the similar results for Q by replacing P in Lemma 3 by Q.
Proof. Since X k+1 is the minimizer of the X-subproblems in (9) respectively, we obtain
Similarly, we can obtain
Combing (31) and (32) yields the proof.
To prove the main theorem, we introduce some notations.
proof of Theorem 1. Based on 8, we have
where the last equality follows from the dual updates that
Combining (24), (28), (34), Lemma 3 and Lemma 4, we have
Let
which, in conjunction with (36), indicates that
Consider a constant
Combining (33) and (39), we have σ * > 0 for any η > η 1 , which implies that L η U k is non-increasing.
Next, we show that the sequences U k and U k are bounded. The boundedness of the sequence X k , Y k follows from Property 1. Recalling (26) and using Property 1, we obtain
A symmetric result holds for ||V k || 2 F . Thus, the sequence Λ k , V k is bounded. Based on the definition of L η U k in (37) and the non-negativity of p(·, γ), we have
Since
with (41), shows that
Then, based on the boundedness of (X k , Y k , Λ k , V k ) and the properties of Frobenius norm that ||A − B|| F ≥ ||A|| F − ||B|| F and ||AB|| F ≤ ||A|| F ||B|| F , we further obtain
which implies that the sequence P k , Q k is bounded. Combining the results above yields the boundedness of the sequences U k and U k .
Since U k is bounded, there exists a subsequence U k i , i ≥ 1 that converges to U * . By the continuity of the function
Using the inequality (38), we have, for a fixed n ∈ N ,
which, in conjunction with (24) and (28), indicates that
Fermat's rule to (9) yields
Recalling the dual updates that
and using (43) and
which implies that 0 ∈ ∂L η (U * ) and thus U * is a stationary point of L η .
D Proof of Theorem 2
Proof. Note that X k+1 can be regarded as the minimizer of the following subproblem
where the function f (·) is given by (11). Then, using a similar approach to (26), we can obtain
Similar to (24) and based on (45), we have
A symmetrical result holds for ||V k+1 − V k || 2 F . Using a similar approach to (31) and recalling (44), we have
where the last inequality follows from the fact that ||A + B|| 2 F ≤ 2(||A|| 2 F + ||B|| 2 F ). A symmetrical result holds for Y k+1 . Next, we show that the sequence U k is bounded. The boundedness of X k , Y k follows from Property 1. Similar to (40), using (45) and Property 1 yields the boundedness of Λ k , V k , which, in conjunction with the last two equalities in (9), yields the boundedness of P k , Q k . These facts imply the boundedness of the sequence of U k .
Since the function L η is continuous and coercive, by the boundedness of U k , we have, there exists (47), Lemma 3 and Lemma 4, we have
Combining (39), (33) and η > 2η 1 , we have σ * > 1/4. Then, letting n → ∞ in (48) implies
which, in conjunction with that ∞ k=1 ||t k x || 2 2 < ∞ and (46), implies that
and have two identities
where vec((T k+1 x ) T ) = t k+1 x . Combining (50), (51), lim k→∞ || U k+1 − U k || F → 0 and lim k→∞ ||t k+1 x || 2 = 0, we can obtain
Thus, we have 0 ∈ ∂L η ( U * ) and U * is a stationary point of L η .
According to (49), we have
E Proof of Proposition 3
where the third equality in (52) follows from the fact that
F Proof of Theorem 3
Let p(x) and q(x) denote the pdf of a real-valued random variable x. Recall the Kullback-Leibler divergence
) and the Hellinger affinity A(p, q)
. We first quote the following lemma. 4. We assign each H ∈ H 1 with a code that is concatenation of the code for X followed by the code for Y. Then, note that
is the code length of the unique code assigned to H ∈ H 1 . Since such codes are uniquely decodable, we have H∈H 1 2 −pen(H) ≤ 1.
Noting that H ⊆ H 1 , we have H∈H 2 −pen(H) ≤ H∈H 1 2 −pen(H) ≤ 1. Then, by replacing pen(H) in Lemma 5 by (57), our estimate is given by
which, based on the fact that max{ log 2 (n) , log 2 (m) } ≤ log 2 (K) = µ log 2 (n 0 ) , satisfies
Let λ = 2σ 2 ξd log 2 (K). Recalling that ξ ≥ (1 + 2C D /3) 2 log 2 and using the fact that log 2 (K) = µ log 2 (n 0 ) ≤ 2µ log(n 0 )/ log 2, we have, for
the estimate
Recall that the noise matrix N contains i.i.d. elements following N (0, σ 2 ) and the pdf of the observations
Combining (61) and (63), we have,
Furthermore, we have
where the last inequality follows from the fact that Then, recalling (53) and noting that ||H|| ∞ ≤ C m for each H ∈ H, we choose C D = 2C 2 m /σ 2 and thus (60) becomes
Using a similar approach, we obtain
Based on (65) and (67), the inequality (62) can be rewritten as
Next, we prove an upper bound for min H∈H ||H − M * || 2 F . Let H 0 = X 0 Y T 0 ∈ M be a candidate reconstruction such that the entries of X 0 and Y 0 are the closest discretized surrogates of the entries of X * and Y * , respectively. Recalling (17) and (16), we have,
Using (69), we obtain
which, together with the fact that |G(
Letting C 1 = 64C 2 m , C 2 = 96C 2 x C 2 y , C 3 = 64C 2 m and using (64), (66), (70), we finish the proof.
G Parameter Tuning on γ X and γ Y
In this section, we introduce an efficient way to improve the final results. Notably this process also generates a solution path with a hierarchical structure of the subgroups. Suppose we aim to find the optimal 
H More Experimental Results

H.1 More Results on Synthetic Data
To show the performance improvement, we examine the average relative error w.r.t the sample rate and σ. In this simulation, we set n = 100, k x = k y = 40 and γ X = γ Y = 10. For each fixed pair of values for the sample rate and σ, we compute the average relative error by averaging over 50 Monte Carlo trials. Fig. 8 shows that the blue region with smaller relative error becomes much larger when using the pairwise fusion. 
H.2 Running Time Comparison
In this section, we demonstrate that our proposed CG based solver (13) can significantly speed up the algorithm. We test the performance using the synthetic data in Section 5.3, where we set n = 200, k x = k y = 200, δ = 100 and the sample rate ρ = 0.12. We choose n = 200 for a comparison because the exact solver fails for n ≥ 500. Fig. 9 shows that our approach is almost 2 orders of magnitude faster than the one that solve the equation (12) exactly. 
H.3 MovieLens and Jester Data Statistics
The statistics of collaborate filtering datasets used in our experiments is presented in Table 5 . 
H.4 Matrix Completion on Images
We compare our algorithm to four state-of-the-art matrix completion algorithms: nonnegative matrix factorization completion (NMFC) (Xu et al., 2012) , singular vector thresholding (SVT) (Cai et al., 2010) , fixed point continuation with approximate SVD (FPCA) (Ma et al., 2011b) and low rank matrix fitting (LMaFit) on image recovery. The matlab codes of these methods are downloaded from the authors' websites. Our test data consist of four grayscale images, including 752 × 500 "Flower", 360 × 360 "Dresser", 512 × 512 "Lena", and 503 × 880 "Diver". We randomly sample w% ∈ {5%, 10%, 20%} of the pixels from the original image for training, and randomly sample 10% of the remaining pixels for validation. Using 4-fold cross validation on training data, we select d from {5, 10, 15}, η = 2.25 × 10 3 and α = 0.02. In addition, we adopt the first way described in (22) to compute w ij and u st , with k w = k u selected from {5, 10}. The parameters for FPCA, SVT, NMFC and LMaFit have been optimized for a fair comparison. We evaluate the recovery qualities using the relative error
where M is the reconstructed solution based on the optimization and M is the original matrix. The experimental results are given in Table 6 , where the running time of LMaFit written in C++ is not listed. It can be seen from Table 6 that our method achieves an average of more than 20% improvement for the relative error and is comparable in running time with FPCA and SVT. 
