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International Institute for Applied Systems Analysis, Laxenburg, Austria 
SUMMARY 
This report analyzes the waterdemand for supplementary irrigation in Skdne. Using 
water balance models, recent IIASA studies of Sk&ze detnonstrated that agricultural water 
use could be a critical factor in future water management decisions in this region, and raised 
questions about possible economic effects: 
What is the poter~tial detnand for irrigation water at currerlt (1978) crop prices 
and irrigation costs? 
What effect would this level of irrigation have on the market for irrigated crops, 
and how would the changed market conditions in turn affect the demand for 
imgation? 
What effect would a significant increase in the cost of  irrigation have on the quan- 
tity of  water used for that purpose? 
This report responds to these questions. However, for several reasons, the answers 
are tentative. The data on which they are based are seriously incomplete. The quantitative 
analysis determines only the demand for water per hectare of crop area; the analysis that 
determines the land areas planted in different crops is strictly qualitative. The estimates 
presented cover only two of the crops irrigated in Skdne: table potatoes and sugar beets. 
Subject to these important caveats, the analysis shows that, at roughly current crop 
prices and water costs, irrigation demands may indeed be as great as those calculated using 
simple water balance models. The analysis thus supports the conclusion of related lIASA 
studies that potential water supply and demand in this region could become seriously out 
of balance. 
The analysis also shows that imgation would have little ejJect on the market for irri- 
gated crops. Hence, there would be little hope that this kind of feedback effect would 
contribute much to closing the gap between potential demand and supply. 
The sole remaining options f or balancing supp1.v and potential demand are reallocatb~g 
water from other users andlor expanding the capacity of the water supply system. 111 all 
200 R. J. Anderson 
uses, the result would be a substantial increase in the opportunity cost of irrigation. The 
analysis shows that the demand for irrigation probably would be reduced substmtiallv if 
irrigation costs were increased to reflect the opportunity costs of  reallocating existing sup- 
plies or of expanding capacity. 
The conclusions of  this report thus reinforce those from other studies conducted as 
a part of IIASA's analysis of regional water management in Skdne. Agricultural water 
demand is an important - perhaps even the critical - factor in future planningand manage- 
ment o f  the water supply system in this region. 
1 INTRODUCTION 
Recent work at IlASA (Arthur 1980, arid Strzepek 1981) raises the possibility that 
future use of water for supplementary irrigation in Skilne will severely stress the current 
water resources of that region. Arthur showed that the irrigation rules now being recom- 
mended to farmers in SkPne would result in average irrigation water usage on irrigated 
acreage of from 86  to 194 millimeters per hectare (mm/ha), depending upon the crop. 
Strzepek converted these average figures into totals for the regions of the Kavlinge River 
Basin, added estimates of water demands for other purposes, and compared these totals 
to the estimated water yield of the basin. He found that the water supply system fre- 
quently did not yield enough water to satisfy all demands simultaneously.-) 
These calculations portend a serious imbalance of water supply and potential demand 
in SkPne. They certainly indicate that a thorough analysis of potential irrigation water 
demands in this region is in order. Any such analysis should include an examination of 
the effects of economic factors such as crop prices and irrigation costs. 
Figure 1 shows the major relationships and variables that should be considered in a 
complete investigation. Broadly speaking, irrigation demands are derived from market 
demand for crops which can be produced using irrigation water, and other inputs such as 
fertilizer and seed. t t  In outlining the system, it is useful to think of price and output 
determination as a cyclical series of four steps, as shown in Figure 1. 
1. Demands for crops, along with relationships that describe the ways in which in- 
puts can be combined to produce crop outputs, result in demands for inputs. 
2. Demands for inputs, together with input supplies determine input prices and 
quantities of inputs used for crop production. For example, these relationships 
determine the quantities of land planted in each crop, and the quantities of seed, 
water, and fertilizer applied to  each hectare. 
- - 
t l n  a simulation covering 75 years, Strzepek (1981) found that, in 83 percent of the years, the yield 
of the basin would be insufficient to meet the sum of potential irrigation usage [calculated by 
multiplying the usages per hectare reported in Arthur (1980) by corresponding crop areas in 1976, 
and multiplying this result by the Malmohus County Board of Agriculture's estimates of the per- 
centages of crop areas that potentially will be irrigated in Malmohus County], 1976 levels of munici- 
pal and industrial demand, and waterquality-related stream-flow regulations. 
ttSection 2 gives a more complete explanation of the economic relationships shown in Figure 1. 
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FIGURE 1 Economic determinants of irrigation usage. 
3. Input quantitiesand prices, together with crop production input-output relation- 
ships, determine crop supplies. 
4. Crop supplies and demands interact to  produce market prices and quantities of 
crops. 
An important implication of Figure 1 is that input and output prices and quantities 
in related markets are interdependent. In general, effects occurring in one market have 
ramifications inall other markets. For example, increased use of irrigation water to  produce, 
say, potatoes would increase the yield and production of potatoes; this in turn may lead 
to a decrease in the price of potatoes, which would reduce the land area planted in potatoes 
and the demands for nonland inputs, including irrigation water. In the absence of additional 
shocks, the final outcome would be a readjustment of prices and quantities in all markets. 
Any complete investigation on the balance of water supply and demand must attempt to  
account for all important market adjustment mechanisms that could help this balance. 
In spite of its seeming comprehensiveness, Figure 1 simplifies the market adjustment 
process in two important respects. First, some adjustment mechanisms have been omitted. 
For example, we have ignored the role that prices play in influencing the state of the tech- 
nical arts for transforming inputs into outputs. In general, when scarcities arise, the search 
begins for technologies that will economize on the use of scarce resources. If water were 
scarce, agronomists would seek crop varieties less critically affected by water. We have 
ignored this type of linkage mechanism in Figure 1, since it generally occurs only over 
relatively long periods of time whereas our concern here is with the relatively immediate 
future. 
A second simplification is that Figure 1 does not explicitly show the many non- 
market factors that affect the determination of prices and quantities. One might imagine 
these factors as being represented by the white space on the page that engulfs the forces 
explicitly represented. This image would be appropriate. Nonmarket factors, such as price 
supports, or restrictions on the quantity of land planted in a particular crop, modulate 
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and in some instances overwhelm the market forces represented in the diagram. These 
nonrnarket factors are particularly important in Swedish agriculture today, as we see in 
subsequent sections of this report. 
Although Figure 1 is a simplified representation of market adjustment processes, 
an examination of all of the factors indicated in it is well beyond our means. Given the 
information at our disposal, the most that can be attempted is a partial analysis of the in- 
fluence of economic and selected nonmarket factors on the demand for irrigation water 
in Skine. 
In particular, this report attempts to answer three questions. First, what would be 
the level of potential demand for irrigation water at current crop prices and irrigation costs? 
The estimates presented by Arthur (1980) are based on application of irrigation rules that 
are designed to maximize yield. These rules do not take into account economic factors 
such as the cost of irrigation, incremental yields due to irrigation, and additional farm 
income associated with incremental yields. When these other factors are accounted for, 
what level of demand for irrigation would be expected? 
Second, what effect would irrigation have on the market for irrigated crops, and 
how would these altered market conditions affect the demand for irrigation? The range of 
possible market effects, depending upon particular conditions in the relevant markets and 
the agricultural policies that apply to them, includes expanded crop production accom- 
panied by constant or falling prices, and possible increases in the cost of crop price sup- 
port programs. The nature and magnitude of these market effects are extremely important 
to the balance of water supply and demand. Depending upon the form they take and the 
size they assume, crop market effects could either tend to moderate or to intensify the 
demand for irrigation water. 
Third, what effect would a significant increase in the cost of irrigation have on the 
quantity of water demanded? Balancingsupply and demand may well require that existing 
water supplies be reallocated and/or that capacity be expanded. In all instances, the cost 
of additional water may be substantially above current water costs, and this increase in 
cost, if allowed to affect irrigation decisions,could also help to balance supply and demand. 
Our answers to these questions are tentative for several reasons. The data on which 
our estimates and analyses are based are seriously incomplete. We analyze quantitatively 
only the determination of the demand for water per hectare of crop area; our analysis of 
the determination of land areas planted in different crops is strictly qualitative. Our quan- 
titative estimates cover only two of the crops - table potatoes and sugar beets - that are 
irrigated in S k h e .  
Subject to  these important caveats, our analysis shows that the levels of irrigation 
water demand projected by Arthur (1980) are consistent with the levels of demand one 
would project based upon an economic model of irrigation water demand, assuming 1978 
crop prices and irrigation c0sts.t Our analysis thus supports the conclusion that, at current 
(1978) crop prices and water costs, water supply and potential water demand in Skilne 
could become seriously out of balance. 
Our analysis also shows that the effects of irrigation on crop markets probably would 
contribute little to closing the gap between water supply and potential water demand. We 
t1978 is the latest year for which the relevant published economic data were available at IIASA. 
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show that even if crop prices fell as a result of increased production, the resulting price 
decreases probably would not have much of an effect on irrigation water demand. If crop 
price supports restrained any tendency of prices to  fall, this adjustment mechanism would 
be of no help in rebalancing water supply and demand. 
The sole remaining options for balancing supply and demand for water are realloca- 
tion of water from other users (eg., residential, commercial, industrial, environmental, 
and recreational users), and/or expansion of the capacity of the water supply system. In 
all cases, the result is likely to be a substantial increase in the opportunity cost of irrigation. 
Where balancing is effected through reallocation, these costs may take the form of incon- 
venience or even hardship on other water users as they reduce their water usage. Although 
total costs of system operation may not seem to go up, this loss of opportunity to  use 
water - or opportunity cost - is a very real and probably substantial cost, and should be 
considered in analyzing this alternative for balancing supply and demand. Of course, the 
costs of expanded capacity are easier to identify and obviously are large. 
Our analysis suggests that the demand for supplementary irrigation probably would 
be reduced substantially if irrigation costs were increased to reflect the opportunity costs 
of reallocation of existing supplies or capacity expansion. This conclusion is strengthened 
if possible irrigation-induced crop price decreases are considered simultaneously. 
It is tempting to reach beyond these conclusions concerning the prospective demand 
for irrigation water and to make conclusions about appropriate public policy. For example, 
some readersmight conclude: "These results show that potential water demand will exceed 
water supply. Therefore we must reallocate water or expand capacity." Or other readers 
might conclude: "These results show that if prices reflecting the full opportunity cost of 
resources were to  prevail, there would be no imbalance between water supply and poten- 
tial demand. Reallocation to agriculture or capacity expansion are economic wastes, and 
should not be undertaken." 
Readers should resist making conclusions about public policy: conclusions concerning 
what should or should not be done depend upon the objectives of Swedish public policy. 
We make no attempt here either to identify these objectives or to  reach any conclusions 
concerning appropriate policy. 
In Section 2 of this report, the basic model for our analysis is developed. This inodel 
involves two important, and perhaps controversial, approximations. The f ~ s t  is an approx- 
imation of the relationship between water input and crop yield via a function that relates 
yield to  total seasonal water inputs. The second is an approximation of irrigation decision- 
making under uncertainty. Section 2 explains the basis for these approximations and their 
effects on the results of our analysis. 
Section 3 presents empirical estimates of the parameters required to estimate irriga- 
tion water demands for two crops, table potatoes and sugar beets. These crops are consid- 
ered by Swedish agricultural experts to  be the best candidates for expanded use of supple- 
mentary irrigation in Skine. Three kinds of parameter estimates are presented. First, 
parameters of empirical distributions of precipitation over the growing seasons for these 
crops are estimated from historical data on precipitation measured at Lund. Our statistical 
analyses of these data show that the probability distribution of precipitation during the 
growing season for each crop can be approximated conveniently and satisfactorily by the 
Weibull distribution. Second, empirical estimates of seasonal water input-yieId relation- 
ships are presented for table potatoes and sugar beets. These relationships are based upon 
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the reported results of irrigation experiments conducted in southern Sweden. Very few 
data points were available for this purpose, so the estimated yield relationships presented 
liere are subject to a great, althougli unquantified, amount of uncertainty. Third, estimates 
of the fxed and variable costs of irrigation are reported. The derivation of these estimates 
is described in detail in Appendix A. 
Section 4 presents estimates of the demand for irrigation water for table potatoes 
and sugar beets using the model presented in Section 2 and the parameter estimates reported 
in Section 3.  Expected demands of approximately 87  nunlha for both crops are obtained, 
assuming that 1978 crop prices and irrigation costs prevail. These estimates are reasonably 
close to those reported in Arthur (1980). 
Section 4 also examines the contribution of irrigation to farm income. This contribu- 
tion, again assuming 1978 crop prices and irrigation cost levels, is found to be more than 
sufficient to cover the fxed costs associated with irrigation. However, for reasons that are 
explained in Section 2, our estimates of contribution to farm income tend to overstate 
the contributions that could in fact be expected. Nonetheless, when adjustments are made 
for this overstatement, the conclusion stands that irrigation is profitable at 1978 crop price 
and irrigation cost levels.? 
In Section 5 we consider the possible effects of irrigation on crop markets and "feed- 
back" effects on irrigation demand. As previously noted, increased yields, other things 
being equal, could result in decreased crop prices. These price decreases, in turn, could 
moderate the demand for irrigation water. Section 5 presents some very rough estimates 
of the extent to which crop prices might fall as a result of irrigation in Skine, assuming 
other factors remain constant. Our analysis shows that even sizeable price decreases prob- 
ably would not result in a substantial decrease in the quantity of irrigation water demanded. 
Section 6 examines the effect of markedly higher variable costs of irrigation on the 
quantity of irrigation water that would be demanded. Our calculations suggest that increases 
in costs to levels that would reflect either the opportunity cost of reallocating existing 
water supplies or the costs of capacity expansion would reduce substantially the quantity 
of water demanded per hectare. This result is reinforced if the simultaneous effects of 
increased crop yields on crop markets and an increase in the cost of water are considered. 
We conclude that increasing irrigation costs, e.g., through imposition of a charge on the 
use of water for irrigation, to reflect the opportunity cost of the water resources involved 
would make a substantial contribution to  redressing the potential imbalance between 
water supply and demand in SkPne. 
Section 7 offers some general but nonetheless qualified conclusions. Our analysis 
supports the conclusion that use of water for supplementary irrigation in Skilne is profit- 
able at roughly current prices and costs. Growing awareness of this undoubtedly accounts, 
in part, for the recent rapid adoption of irrigation techniques among farmers in the region. 
Our results on the combined effects of crop price changes in response to increased yields 
and increases in the cost of irrigation suggest that economic factors could come into play 
that would reduce or eliminate altogether the opportunities to  employ supplementary irri- 
gation profitably, and thereby markedly reduce the potential demand for irrigation water. 
t Anderson (1980) developed an approximation that may be used to adjust estimates of the contribution 
of irrigation to farm income to eliminate, approximately, the overstatement. 
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2 THEMODEL 
As noted in Section 1, water is demanded for irrigation because irrigation increases 
crop yields and, consequently, farm income. Thus, one important factor in calculating 
how much water is likely to be demanded is the quantitative relationship between water 
inputs, yield increases, and farm income increases. 
Another important factor in estimating irrigation demand is the extent to which 
precipitation satisfies the water requirements of crops. There are three important aspects 
of the relationship between precipitation and irrigation demand. First, precipitation varies 
randomly. During some periods, precipitation is relatively great, and the need to supple- 
ment it with irrigation is correspondingly reduced; during other periods precipitation is 
relatively low, and the need to  supplement it is great. As a consequence, irrigation demand 
also varies randomly. Second, farmers do not know exactly how much crop-usable water 
precipitation will yield. Thus, irrigation decisions must be made in the presence of uncer- 
tainty about the quantity of water that will be supplied by precipitation. Third, the effec- 
tiveness of precipitation in promoting crop growth varies, depending upon a number of 
other conditions. 
This section explains how we model the relationship between water inputs and crop 
yields, and how we treat the various aspects of precipitation as a source of water input. 
The actual relationships between these variables are complex and our modeling of them is 
therefore at best approximate. 
2.1 The Relationship between Water Input and Crop Yield 
In general, the effect of water inputs on crop yields depends upon the crop variety, 
the type of soil, solar radiation, and upon the temporal pattern of application of the water. 
It also depends upon other soil and climatic factors, and upon subtle genetic differences 
in plants. 
Several detailed models of crop-water relationships that attempt to incorporate 
one or more of these factors have been developed. In most of these models, the funda- 
mental premises are that each crop variety has a genetically determined maximum potential 
yield (denoted by YM ), and that actual yields below this maximum potential yield are 
the results of water stresses on the crop. The models differ primarily in the mathematical 
form given the water stress-crop yield relationship, and in the variables chosen to charac- 
terize this relationship. 
Four basic concepts have been found to be useful in describing and modeling the 
effect of water on plant growth. The first concept is permanent wiltingpoint. This is the 
moisture content of a given soil at which the leaves of a given type of plant growing in that 
soil become permanently wilted. This happens when the moisture in the soil falls t o  levels 
so low that the rate of transpiration exceeds the rate at which the plant is able to extract 
water from the soil. 
The second concept is field capacity. This is defined as the quantity of water held in 
the root zone by the soil against gravity when the soil is allowed to drain freely. Clearly 
field capacity also depends upon both soil type and crop. 
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The third concept is soil moisture tension. This is the force with which water adheres 
to soil particles. The higher the moisture tension, the greater the force with which moisture 
is "bound" to the soil. 
The fourth and final concept is evapotranspiration. This is the evaporation of water 
from soil and the transpiration of water by plants. 
These four concepts are related to one another. For example, the closer a given soil 
layer is to field capacity, the lower the soil moisture tension in this layer, and the greater 
the rate of evapotranspiration. The higher the soil moisture tension, the greater the diffi- 
culty plants have in making use of this moisture and the lower the rate of evapotranspira- 
tion. The permanent wilting point is reached when plants are no longer able to  overcome 
the forces that bind moisture to the soil. 
There are two main theories concerning the precise nature of the relationship between 
water availability and plant growth. The first theory, which has been called the equal avail- 
ability theory, holds that variations in soil moisture between the permanent wilting point 
and field capacity have no effect on yield (Veihlnayer and Hendrickson 1955). This theory 
implies that the aim of irrigation, ignoring cost factors and other constraints, should be to 
maintain just enough water in the field to insure that available water does not fall below 
the permanent wilting point. 
The second theory holds that the rate of plant growth is inversely related to  the 
level of soil ~noisture tension in the root zone of the plant (Hagan, Vaadia, and Russel 
1959). High levels of tension retard plant growth, and completely terminate it at the 
permanent wilting point. 
One of the earliest formulations of production functions for irrigated agriculture 
based upon these theories is due to Moore (196 1). Moore noted that the agronomic theories 
described above imply that there is a relationship between the percentage of the maximum 
growth rate that is attained by a plant and the percentage of available moisture (i.e., the 
moisture between field capacity and the permanent wilting point) that is depleted in the 
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FIGURE 2 Relationship between soil moisture and plant growth. 
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by Moore in an hypothetical case. This figure shows that at 65 percent depletion of avail- 
able moisture in clay soil, the growth rate of the plant is 80 percent of the maximum attain- 
able by the plant. The rate of decrease of the growth rate percentage curve depends upon 
the effect of variations in water availabilities between field capacity and the permanent 
wilting point. Under the equal availability hypothesis, the curve would be flat at 100 per- 
cent of the maximum growth rate until 100 percent depletion is reached. Under the hypo- 
thesis that growth rates decline with depletion, the curve would begin to  decline at lower 
depletion percentages. 
Based upon variants of Moore's theory, several investigators have specified and/or 
estimated empirical relationships between water inputs - as measured by one or more of 
the concepts discussed earlier - and crop yield. For example, Hall and Butcher (1968) 
developed a model of the water-yield relationship that distinguishes between different 
stages in a plant's development, with overall growth being determined by multiplication 
of growth rates at different stages. The form of their model is given in eqn. (1) 
where 
q is the total amount of water applied per unit area 
Y(q) is the actual yield corresponding to  application of q units of water 
qM is the water required to maintain soil at field capacity 
YM(qM) is the maximum yield that can be obtained with an unlimited quantity of water 
O k  is the available soil moisture during stage k 
k is the index of stages of growth 
n is the number of stages of growth 
ak(ek) is the function representing the effect of moisture deficiency during stage k on 
total yield 
Minhas, Parikh, and Srinivasan (1974) specified the relationship between water and 
yield shown in eqn. (2) 
where 
E (r)k is the ratio of actual evapotranspiration to  potential evapotranspiration in stage k 
'bk is the coefficient measuring crop sensitivity to  water deficits 
Y is the actual yield 
Fitting this equation by regression methods, they determined that over 98 percent of the 
variation in experimental yields of wheat in India could be explained by the model. t 
tother  papers that develop models of the water-yield relationship are Flinn and Musgreave (1967), 
Jensen (1968), Hiler and Clark (1971), and Hanks (1974). 
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In general, the literature establishes that it is possible, using yield experiment data, 
to obtain quite satisfactory empirical relationships between measures of water availability 
(e.g., available soil moisture depletion, the ratio of actual to potential evapotranspiration) 
and crop yield. Moreover, this literature holds out the promise that substantial improve- 
ments can be made in field-level irrigation management. The use of detailed field-specific 
and growth stage-specific water- yield relationships to improve irrigation management 
through sequential control of water inputs is amply illustrated in Burt and Stauber (197 1) 
and Cordova and Bras (1979). 
The ideal type of water--crop yield relationship for our examination of irrigation 
water demand in Skfne would be one that relates total seasonal water inputs (i.e., water 
inputs over the growing season) to yield. Strictly speaking, this can be done legitimately 
only if the intraseasonal distribution of water inputs is held f ~ e d .  (See Yaron 1971.) 
Nonetheless, it is possible to derive an approximate relationship between seasonal water 
input and yield even in cases where the intraseasonal distribution of water inputs is not 
held strictly fixed. Indeed, this is by far the most common practice in studies of the effects 
of water inputs on yields. (For example, see Hallgren 1971, and Hexem and Heady 1978.) 
We shall follow this common practice in further development of the model and in empirical 
investigations in subsequent sections of the report. 
2.2 Precipitation and the Demand for Supplementary Irrigation 
As noted at the beginning of Section 2, some portion of the water requirements of 
crops in Skilne is met by precipitation, with the balance to come from supplementary 
irrigation. We also noted that three aspects should be considered in examining the effects 
of precipitation on the demand for irrigation: (1) randomness in precipitation; (2) uncer- 
tainty about precipitation at the time irrigation decisions must be made; and (3) random- 
ness in the effectiveness of precipitation in supplying water requirements to crops. 
Let us consider each of these aspects in turn. Since we conduct our analysis in terms 
of the relationship between total water inputs over the growing season and crop yields, 
we are interested primarily in interseasonal randomness in precipitation. However, as has 
been discussed and is discussed further, intraseasonal randomness is an important determi- 
nant of the effectiveness of precipitation in supplying crop water requirements and, thus, 
requires some consideration. 
Let us consider the implications of interseasonal randomness of precipitation. Let 
us suppose that there is an optimal (by some criterion as yet unspecified) quantity of total 
water input for a crop season, denoted by i*. Let us also suppose that in each crop season, 
farmers know in advance exactly how much of this optimal level of water input will be 
supplied by precipitation. Then the quantity of irrigation water demanded would be either 
the difference between the optimum water input level and the level of precipitation, or 
zero, whichever is greater. 
This situation is easily illustrated. Consider Figure 3, which depicts a hypothetical 
probability distribution of total precipitation for the season relevant to production of the 
crop under consideration. As illustrated, precipitation typically may vary over a wide range. 
The particular shape and position of the distribution depend upon the local climate. In the 
absence of irrigation, the distribution of the quantity of water input for agriculture and 
the distribution of precipitation are identical. 
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Precipitation 
FIGURE 3 The effect of irrigation on the distribution of water. 
If irrigation is undertaken, the situation is somewhat different. In any crop season 
in which precipitation (denoted by 7) is less than i*, irrigation water (denoted by 7 )  is 
added to bring total water input up to the level i*. 
Two conclusions emerge concerning the effects of irrigation on water input,assuming 
perfect foreknowledge of precipitation. First, the quantity of irrigation water demanded 
will vary randomly from crop season to crop season depending upon the level of precipi- 
tation.? This follows from the fact that the quantity of irrigation water applied is adjusted 
to  make up any deficit between the optimal total water input for the crop season i* and 
the (random) level of total precipitation for the crop season 7. Assuming perfect fore- 
knowledge, the quantity of irrigation water applied is always exactly the correct amount 
needed to  make up any gap between the optimal level of water input and precipitation. 
Second, the effect of irrigation under the perfect foreknowledge assumption is to  alter 
the distribution of water input to  the crop by chopping off the left-hand tail of the distri- 
bution. For example, if irrigation water is added to insure that available water is always at 
least i* mm per hectare, then the probability density of water input if supplementary irriga- 
tion were practiced would be the right-hand tail of the precipitation distribution beyond i*, 
scaled appropriately to  possess the usual properties of a probability density function. 
In practice, the irrigation plans applied in Skine also shift the right-hand tail of the 
distribution of seasonal water inputs. Arthur (1980) shows that the irrigation operating 
rules currently being recommended to farmers in Sklne reduce the dispersion of the prob- 
ability distribution of seasonal water inputs, and, in varying degrees, shift the entire distri- 
bution to the right in the direction of increased water inputs. As Arthur (1980) explains, 
tThe quantity of irrigation water demanded conditional on precipitation is deterministic. However, since 
precipitation varies from year to year, irrigation is a random variable with a probability distribution 
that may be derived from the probability distribution of precipitation. This is explained in more detail 
in Section 2.3. 
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the reason that this shift occurs is because irrigation decisions must be taken before pre- 
cipitation is known with certainty. 
In the completely general case, it is impossible to  say precisely what effect uncer- 
tainty about the water input supplied by precipitation would have in an economic model 
of the quantity of irrigation water demanded. The specific effect would depend upon 
assumptions about the way in which randomness enters the model (e.g., multiplicative, 
additive), the information available to  farmers at the time irrigation decisions must be 
made (e.g., precipitation forecasts), and the behavior of the farmers under uncertainty. In 
the absence of perfect foreknowledge, all that can be said with confidence is that the 
quantity of irrigation water applied would not in general be exactly the correct amount 
needed to make up a deficit between a target water input level and the actual level of pre- 
cipitation. In some cases, more water than required would be added, in other cases, less 
water than required would be added. 
In this analysis, we proceed as if precipitation were known with certainty at the time 
irrigation decisions are made. Since irrigation operating rules involve sequential control of 
irrigation water inputs in response to observed precipitation, and since short-term forecasts 
of precipitation are available, this assumption may be accepted as an approximation. 
A third important consequence of the fact that precipitation is random is that its 
effectiveness as a source of water input varies. This effect is a result of intraseasonal random- 
ness. For example, precipitation that occurs when soil moisture is already at field capacity 
contributes nothing to the water input of the crop. Indeed, it may cause injury through 
erosion with the run-off or, in extreme cases, waterlogging. Because precipitation does not 
come in carefully controlled doses, its effectiveness as a source of water input is generally 
lower than the effectiveness of irrigation. 
Detailed field level models of sequential intraseasonal irrigation management, such 
as in Cdrdova and Bras (1979), incorporate hydrological balance models that represent 
the varying effectiveness of precipitation as a source of water input. Since our analysis is 
conducted in terms of total water input for the crop season, it is necessary t o  adopt a 
slightly different approach to incorporating this effect into our model. In particular, we 
allow for the difference in effectiveness of irrigation and precipitation as sources of water 
input by introducing a relative effectiveness parameter B.t  This parameter always takes a 
value in the unit interval, reflecting the fact that precipitation, which is uncontrolled, is 
no more effective as a source of water input than irrigation. In general, it will be less effec- 
tive. We shall then compute total effective water input as W = I + Br, where Wis effective 
water input, I is irrigation, and r is precipitation. 
To summarize, we shall make our calculations as though farmers had perfect fore- 
knowledge about precipitation at the time irrigation decisions must be made. The only 
source of randomness in our model is thus natural variation in precipitation. While year to  
year variations in precipitation will influence the quantity of irrigation water demanded, 
the quantity applied in any year is - assuming perfect foreknowledge - always exactly 
the correct amount. This has the effect of biasing our demand estimates, although the direc- 
tion of this bias cannot be determined without more information. However, since perfect 
foreknowledge also implies that irrigation water is never used needlessly, this assumption 
tTius parameter is not to be confused with "irrigation" efficiency, which measures the ratios between 
water inputs and water outputs, along the links in an irrigation system. 
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also has the effect of making our estimates of the contribution of irrigation to farm income 
too high. 
2.3 The Demand for Irrigation 
With these preliminaries, we can now analyze the demand for irrigation. Let us sup- 
pose that the relationship between yield per hectare and seasonal effective water input is 
quadratic as given in eqn. (3) 
This equation is concave in water, and reaches a maximum at a, /2a2. It is similar in form 
to many ofthe functions obtained in empirical studies of water input-crop yield relation- 
ships. (For example, see Yaron 1971, Hexem and Heady 1978, and Hallgren 1947.) 
Let us also suppose that the variable cost of irrrigation is equal to  C monetary units 
per hectare-millimeter (ignoring fixed costs for the moment), and that the net proceeds to  
the farmer from sale of one unit of crop are equal t o p  monetary units. If farm operators 
incurred costs of C monetary units per hectare-millimeter of irrigation water used, and if 
they sought to maximize expected farm income, the optimum level of irrigation water usage 
(assuming that the fmed costs were covered) would be 
pa - C  I > ' - -  - B r = i * - B r ;  
' 2Q2p I(i* - Br) = 0  
This is the necessary condition of the level of irrigation water input that would maximize 
farm income (before fixed charges).? 
Equation (4) leads to  a simple rule for deciding when and how much to  irrigate. In 
particular, if precipitation (adjusted for effectiveness) yielded less water than the amount 
i* shown in eqn. (4), profits could be increased by "purchasing" irrigation water until the 
sum of precipitation (adjusted for effectiveness) plus irrigation water equaled i*. 
Our irrigation rule may be expressed thus 
if i* 2 Br, I = i * - B r  
if i* < Br, 1 = 0  
where I  is irrigation, r  is precipitation, B  is the precipitation effectiveness parameter, and 
i* is the optirnality parameter in eqn. (4). 
To examine the effect of irrigation on expected farm income, let us denote the 
probability density function of precipitation by fir). Then we may represent expected 
farm income when we follow the irrigation rule given in eqn. (5) above by the eqn. (6): 
tRecalling that total water input is W = I + Br, and that r is assumed to be known at the time the irri- 
gation decision is made, eqn. (4) is obtained by finding the maximum of the profit function, I I = p[a ,  
(I + Br) - a ,  (I + Br)' ] - CI with respect toI,requuing that1 > 0. Note that i* in eqn. (4) is defined 
a s m ,  C l ; ? o , p .  
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II = ~ ( i * / ~ ) ] p ( a ~ i *  -a,i*')-c / 
F (i* /B) 0 
where F(x) is the probability that r < x. This equation, as clearly can be seen, has two 
main terms. The first term gives expected farm income in the event that effective precipita- 
tion (i.e., precipitation multiplied by the efficiency parameter B) is less than i*. In this 
event, irrigation water is drawn bringing total available water supply to  the level i*, con- 
tributing p(al i* - a, i*') to  expected income, and 
to  expected costs (again ignoring fvred costs). If precipitation exceeds i*, then no irrigation 
water is drawn, and the contribution t o  expected farm income in this event is given by 
Each term is multiplied by the corresponding probability that the event indicated occurs 
(i.e., by F(i*/B) and 1 - F(i*/B) respectively), and the two terms are added together to  
give expected farm income if irngation is practiced. 
If irrigation is not practiced, the corresponding expression for expected farm income 
is simply 
We have split the integrals in eqn. (7) into ranges in order to  facilitate comparison of ex- 
pected income with and without irrigation. 
The increment to  expected farm income from irrigation is determined by taking the 
difference between eqns. (6) and (7). When this is done, the following expression for in- 
cremental expected farm income due to  irrigation is obtained. 
We have thus far ignored fvred costs in our analysis. Equation (8) gives the excess of 
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expected revenues over expected variable costs obtained through irrigation according to 
the rule described by eqn. (5). Whether or not irrigation would make a net contribution 
to farm income after fixed costs are deducted thus depends upon the size of the increment 
calculated according to eqn. (8) relative to the size of f i e d  costs. If the increment calculated 
by eqn. (8) is greater than fixed costs, then irrigation would add to expected farm income. 
If not, then it will not add enough to cover fixed costs, and presumably would not be un- 
dertaken. 
The model described here shows how irrigation demand per hectare of crop area 
and the contribution of irrigation to expected farm income may be calculated for any 
given value of net farm pricep and variable cost of irrigation C. From the individual farmer's 
perspective, our calculations approximate the expected values of optimal irrigation water 
quantities and farm income assuming constancy in these parameters. 
However, as our discussion of Figure 1 suggests demand and income may be different 
when a regional perspective is adopted. Two factors are important to mention here. First, 
irrigation increases expected yield of crops. These yield increases may, for example, affect 
crop market prices and quantities. That is, when the actions of all farmers in the region 
taken together are considered, we must allow for the possibility that the crop market con- 
ditions assumed in the derivation of individual farmer's irrigation demands change. In 
Section 5 we show how crop market effects could alter the results of the analysis. 
A second factor mentioned in our discussion of Figure 1 is the possibility that ex- 
pansion of the demand for some factor of production (irrigation water in this case) could 
necessitate an increase in the price charged for this factor. This possibility is discussed in 
Section 6, where the effects of increases in irrigation costs on irrigation water demand are 
considered. 
3 PARAMETER ESTIMATES 
Three types of parameter estimates are required in order to use the relationships 
developed in Section 2 to estimate the demand for irrigation water. These are estimates of 
the parameters of the probability distributions of precipitation over relevant time periods, 
estimates of the parameters of function relating seasonal water input to yield, and estimates 
of the Tied and variable costs of irrigation. Estimates of these parameters are presented 
in this section. 
3.1 Precipitation Distributions 
Probability density functions for precipitation over relevant time periods (see Table 
1) were fitted to 75 years of data on precipitation at Lund. Inspection of the precipitation 
TABLE 1 Periods for seasonal water input distrlb~tions. 
Crop Period 
Potatoes 16 June-31 Aug 
Sugar beets 1 July-15 Sept 
SOURCE: Arthur 1980. 
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data (keeping in mind the expressions in Section 2 that require numerical calculation) 
suggested fitting Weibull densities to the data. 
Using this form of density, the results reported in Table 2 were obtained. As can be 
seen from the table, the estimated densities fit the data well. The coefficients of determina- 
tion are all relatively high, and chi-square tests fail to reject the hypotheses that the data 
were generated by Weibull densities with the parameter values reported. For example, in 
the case of the distribution of "potato season" precipitation, the probability of obtaining 
a chi-square statistic less than or equal to that obtained, when the null hypothesis is true, 
is 0.6080. This means that we could reject the null hypothesis only at significance levels of 
about 40 percent. 
TABLE 2 Estimates of parameters of Weibull densities g(r) = 'yorlr(rl-l)e-yor 7, 
Chi-square Probability 
Crop Density parameters R a x P,(? z2) 
Potatoes 7, = 0.96 X lo-'' 0.9498 14.8(14) 0.6080 
7, = 3.98 18 
Sugar beets 7, = 3.1 X lo-'' 0.97 14 11.2(14) 0.3297 
7, = 4.1827 
Taken together, the results reported in Table 2 indicate that our empirically estimated 
Weibull densities provide a good approxi~nation to the observed distributions of precipita- 
tion. 
3.2 Seasonal Water Input-Yield Functions 
Seasonal water input-crop yield functions were fitted to experimental data (Swedish 
University of Agricultural Sciences 1966-1979; and Johansson and LinnCr 1977). Data 
used to fit the parameters of water input--yield functions were taken from experiments 
conducted in southern Sweden. Very few experiments were available that could be used for 
this purpose. The seasonal water input-yield functions reported here therefore should be 
interpreted as rough approximations at best. 
The procedure used in fitting the functions was as follows. Only data from experi- 
ments whose aim was to maximize yield were used.t Effective water inputs and yields 
t I n  experiments designed to maximize yield, complementary inputs (eg., fertilizer) frequently are 
applied in greater quantities than would be economical. In cases in which this occurs, estimates of the 
contribution of the treatment to output tend to be biased upward. It is probable, therefore, that our 
estimates of the incremental output due to irrigation overstate the increments that would actually be 
observed under normal farm operating conditions. However, we do not believe that this bias is very 
large in the present case. 
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were computed from experimental data. If several experiments were available, water inputs 
and yields were averaged. The parameters of a quadratic seasonal water input-yield func- 
tion were then estimated by solving the following two equations for a, and a, 
The efficiency parameter value B was selected for each crop by trial and error to approx- 
imate reported average yields with and without irrigation. The results obtained from these 
calculations are given in Table 3. The first three columns of the table report estimated 
TABLE 3 Estimated parameters of water input-yield functions. 
Crop 
Expected yield (dtlha) 
Without With 
B irrigation irrigation 
Potatoes 3.4826 0.0087 0.65 270.97 349.67 
Sugar beets 4.1707 0.009 1 0.75 373.72 477.86 
values of a , ,  a,, and B. The last two columns report expected yield without irrigation and 
expected yield with irrigation. Thus, our estimates imply average yields in the absence of 
irrigation of approximately 270 dt/ha and 375 dtlha for potatoes and sugar beets, respec- 
tively, and average yields with irrigation of approximately 350 dt/ha and 475 dt/ha, 
respectively. 
3.3 Imgation Costs and Crop Prices 
Two types of economic parameters enter into the calculation of the demand for 
irrigation water. These are irrigation costs and net farm prices. 
In S k h e  today, there are no charges levied directly on the withdrawal of water from 
groundwater or surface water sources for irrigation. The water itself is free.? However, this 
does not mean that irrigation is free to the farmer. The withdrawal and application of 
irrigation water require investment in equipment and outlays for its operation. 
Estimates of the investment and operating costs associated with water withdrawal 
and application are given in Table 4. As can be seen from the table, investment costs are 
estimated to be about 735 SwedishKroner (skr) per hectare irrigated per year, and variable 
costs are estimated to be about 4 skr per hectare-millimeter. 
tSwedish water law stipulates that water may be withdrawn only in amounts that will not harm the 
public's right to water, and establishes certain general controlson quantities of water that may be with- 
drawn for specific purposes without special permission. For example, withdrawals from groundwater 
for irrigation purposes are limited to 300 m3 per 24 hours without special permission. 
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TABLE 4 Estimated irrigation costs. 
Estimated cost 
Investment 735 (skr per hectare per year) 
Operating 4 (skr per mm per hectare) 
See Appendix A for explanation of cost estimates. 
The second type of economic parameter required for our calculations is the net farm 
price of the crops we consider. Net farm price, or producer's price, is equal to the wholesale 
price for the crop less the cost of harvest, drying, sorting, and transporting the crop to the 
market. Table 5 reports average wholesale prices, preparation and delivery costs, and net 
farm prices in 1978 for table potatoes and sugar beets. The net farm prices shown are the 
prices used in our calculations of irrigation demand in Section 4. 
TABLE 5 WhoIesale and net farm prices, and preparation and transport 
costs of table potatoes and sugar beets. 
Preparation and 
Wholesale price transport cost Net farm price 
Crop (*r/dt) (skrldt) (skr/dt) 
Table potatoes 90 10 8 0 
Sugar beets 16 1 15 
4 ESTIMATES OF THE DEMAND FOR IRRIGATION WATER IN S m E  
All ofthe data needed to make the calculations explained in Section 2 are now avail- 
able. To estimate irrigation demand, we now only require to calculate the expressions 
developed in Section 2, and certain auxiliary expressions, using the parameter estimates 
given in Section 3. 
4.1 Partial Expectations 
Evaluation of the expressions in Section 2 requires that the expectations of certain 
random variables be taken over a subset of their range. Fortunately this can be done with 
relative ease given the form of the precipitation densities (Weibull) and water input-yield 
functions (quadratic) employed here. 
Consider first the partial expectation of the first-order term in the seasonal water 
input-yield relationship, 
Let t = y o r y l ,  then 
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But the integral in this expression is simply the incomplete gamma function with parameters 
l / y ,  + 1 and yo(i*/B)T1. Thus, the partial expectations of firstarder terms may be 
evaluated as 
where I?&*) is the incomplete gamma function. 
The partial expectations of second~rder  terms may be reduced to simple expressions 
involving incomplete gamma functions by analogous reasoning. The resulting expression 
for the value of the partial expectation of second-order terms is 
4.2 Estimates of Quantities of Water Demanded 
Our basic estimates of quantity of water demanded per irrigated hectare are presented 
in Table 6. These results are computed using the parameter values reported in Section 3. 
Column (1) of Table 6 reports the value of the optimal irrigation parameter i*, cor- 
responding to 1978 prices and costs, determined according to  eqn. (4) in Section 2. The 
value taken on by this parameter represents the quantity of effective water that maximizes 
the net contribution of the water input to farm income. At the price and cost combinations 
used in calculation of the results in Table 6, the quantity of effective water input that 
maximizes this contribution is only slightly less than the quantity of effective water input 
that would maximize yield. 
Column (2) of Table 6 reports the probability that seasonal precipitation will yield 
less than the optimal quantity of effective water shown in Column (1). Thus, for example, 
our estimates imply that in more than 99 percent of the years, irrigation water would have 
t o  be applied t o  both potatoes and sugar beets in order to bring the water inputs up to  
optimal levels. In less than one percent of the years will precipitation supply the full amount 
of the optimal water inputs. 
Column (3) of Table 6 reports the increases in expected yields that would result from 
irrigation, computed according to the relationships derived in Section 2. As can be seen 
by comparing these figures with corresponding estimates of expected yield in the absence 
of irrigation presented in Table 3, the expected increases are substantial. In the case of 
both crops, increases in expected yields amount t o  more than 25 percent of expected yields 
without irrigation. 
Column (4) of Table 6 reports the expected quantity of water demanded for irriga- 
tion. This is obtained by evaluating the partial expectation of i* - Br over the interval 
(0, i*/B). Our model implies that expected irrigation demand at 1978 price and cost levels 
would be about 87 mrn/ha for both crops. 
TABLE 6 Analysis of water demands per hectare irrigated. w 
C 
QD 
(1) (2) (3) - (4) (5 ) (6) 
i* A? I CT Aii 
Crop Period Production (mm/ha) F(if/B) (dt/ha) (mm/ha) (skrlha) (sh/ha) 
Potatoest 16 June-31 Aug a ,  = 3.4826 197.28 0.9989 78.63 87.03 348.12 5,942.31 
a, = 0.0087 
Sugar beetstt  1 July-15 Sept a ,  = 4.1707 214.51 0.9971 102.19 86.65 346.60 1,186.24 
a, = 0.0091 
Parameters used in calculation: 
?Farm price = 80 sh/dt;  rainfall effectiveness = 0.65 
t t  Farm price = 15 skr/dt; rainfall effectiveness = 0.75 
Variable cost of irrigation = 4 skr/mrn/ha 
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These estimates are reasonably close to those reported for the same crops in Arthur 
(1980). This is not really surprising as the irrigation rules simulated by Arthur were derived 
in part from the same experimental data that were used to  fit the water input-yield relation- 
ships employed in our calculations. Nonetheless, it is important t o  note that when current 
(1978) crop prices and water costs are taken into account, per hectare water demands are 
approximately the same as those estimated in Arthur's analysis. 
Column (6) of Table 6 reports the expected contribution of irrigation to  farmincome 
(gross of fixed costs) per hectare. For example, our estimate of the expected contribution 
of irrigation of potatoes to farm income is about 5,940 skr per hectare irrigated. Since 
estimated fiied costs of irrigation are less than 800 skr per hectare irrigated (see Table 4), 
the estimates presented in Table 6 suggest that irrigation of both sugar beets and potatoes 
would be profitable at 1978 crop prices and irrigation costs. 
It should be noted that the contribution to  farm income of any single crop need 
not exceed fiied costs for irrigation to be profitable. This is because crops are grown in 
rotation, and in different plots on the same farm at the same time. For irrigation to be 
profitable, it is sufficient if the contribution to  farm income from irrigating the mixture 
of crops is large enough to  cover the fiied costs of irrigation. 
4.3 Sensitivity of Water Use to  Water Cost and Crop Prices 
The sensitivity of the basic results presented in Table 6 t o  changes in crop prices 
and variable irrigation costs is investigated in Tables 7a and 7b. Table 7a reports estimated 
water quantity demanded at various combinations of net farm price for potatoes and vari- 
able costs of irrigation. The cell of the table corresponding to a net farm price of 75 skr 
per d t  and a variable irrigation cost of 5 skr per mm/ha approximates the assumed values 
for crop price and irrigation cost used in calculating the results in Table 6. 
Table 7a shows two interesting and important patterns. First, at low variable costs 
of irrigation (i.e., 5 skr/mm/ha), we see that the quantity of water demanded does not 
respond very much to  changes in crop prices. At a net farm price of 35 skr/dt and variable 
irrigation cost of 5 skrlmmlha, the estimated per hectare demand for water is 81.7 mm. 
At a price of 95  skr/dt and variable irrigation cost of 5 skr/mm/ha, demand for water is 
only about 5 mm/ha greater. 
Demand is somewhat more sensitive to crop prices at  higher irrigation costs. For 
example, at a cost of 25 skr/mm/ha, quantity demanded increases from about 49.5 mm/ha 
at a net farm price of 35 skr/dt to  74.8 mmlha at a net farm price of 95 skr/dt. The increase 
in quantity demanded at this level of irrigation cost is thus over 25 mm/ha. 
The second important pattern reflected in Table 7a is that sensitivity of quantity 
demanded to  cost is greater at low net farm prices than at high prices. This can clearly be 
seen by comparing the columns of the table. 
Table 7b shows the same general patterns as does Table 7a. Indeed, in some cases in 
which low crop prices are combined with high irrigation costs, the optimum irrigation 
parameter i* is zero [see eqn. (4) in Section 21. 
In Tables 7a and 7b, a broken line separates the p r i c e  cost combinations which yield 
a contribution to farm income of less than 800 skr/ha from those which yield this amount 
or more. Our estimate of fixed costs of irrigation per hectare is approximately 800 skr. 
TABLE 7a Analysis of water demands for irrigation of potatoes. N 
0 
Net farm price (skr/dt) 
Variable cost 
of irrigation 35 
- 
5 5 75 95 
An - - - water t 1 I Ali 1 An I Ali 
(skr/mm/ha) (mmlha) (skrlha) ( m d h a )  (skr/ha) (mm/ ha) (skrlha) (mmlha) (skrlha) 
-- - 
5 81.70 2325.57 84.68 3892.16 86.07 5462.73 86.88 7034.76 
25 49.47 1016.54 63.92 2406.62 70.80 3894.19 74.81 5417.90 
-/'Note that 1 hectare-millimeter is equal to 10 m3. Variable cost figures may be converted to skr/m3 by dividing by 10. 
TABLE 7b Analysis of water demands for irrigation of sugar beets. 
Net farm price (skr/dt) 
Variable cost -- - 







water t I Ali I M I Aii I Aii 
(skr/mm/ha) (mmlha) (skrlha) (mmlha) ha) (mmlha) (skrlha) (mmlha) (skrlha) 
25 0 0 2.83 7.80 19.75 127.59 56.06 1161.28 
45 0 0 0 0 0.46 1.33 25.08 365.39 
65 0 0 0 0 0 0 6.92 69.90 
- -- p-pp--- 
?Note that 1 hectaremillimeter is equal to 10 m3. Variable cost figures may be converted to skr/m3 by dividing by 10. k P 
a 
S 
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Price-cost combinations falling below the broken line fail to yield a contribution to  farm 
income sufficient to  cover fixed costs. Price- cost combinations falling above the line do 
yield a large enough contribution to cover fixed costs. Although it is not necessary for all 
crops to  yield a contribution sufficient to cover irrigation costs in order for irrigation to  
be profitable, it is necessary that the crop mix yields sufficient income to  offset this 
amount. This means that at least one of the crops irrigated must show a contribution t o  
farm income in excess of fvted costs. 
4.4 Remarks 
The most important conclusion of the analysis presented here is that explicit consid- 
eration of crop prices and irrigation costs does not result in materially lower estimates of 
per hectare demand for irrigation than those obtained by Arthur. Indeed, the estimated 
demands per hectare obtained in Section 4.2 are about the same as those reported by 
Arthur. 
This certainly underscores the gravity of the results reported by Strzepek (1981). 
Consideration of economic factors bearing on individual farmer's irrigation demand deci- 
sions does not alter the conclusion that potential water demand and water supply could 
become seriously out of balance. 
The only possible reprieve is that the crop market effects of irrigation could moderate 
demand. This possibility is considered in Section 5. 
5 EFFECT OF IRRIGATION ON CROP MARKETS 
Sections 1 and 2 indicated that increased yields due to  irrigation could affect the 
markets for crops. Since the demand estimates presented in Section 4 are based on the 
assumption of a given set of market conditions, the possibility must be considered that 
irrigation-induced changes in crop market conditions may result in changes in irrigation 
demands. Estimating the effect of increased yields in a conceptually correct manner requires 
a fairly detailed model of the agricultural sector. To support a complete analysis of the 
effects of irrigation on crop markets and of the feedback effects on irrigation demand, 
this model would have to explain both factor demands per hectare and the determination 
of land areas planted in different crops. The model developed in Section 3 explains only 
irrigation demands per hectare. Without a model that explains crop areas as well, the most 
that can be done is to estimate roughly the possible ranges of outcomes and to examine 
how outcomes in these ranges could affect the demand for irrigation water. 
To analyze the possible effects of irrigation on crop markets, let us first consider 
the basic principles of price and quantity determination in national crop markets. To 
begin, we assume that the national crop market in question is completely open (i.e., there 
are no barriers to trade) and perfectly competitive. 
Determination of output and price in a competitive open national crop market is 
shown in Figure 4. Curve D-D represents the domestic demand for the commodity. p ,  
represents the world price for the commodity, and so represents the domestic supply of 






FIGURE 4 Price and output determination in national crop markets. 
Under the open competitive market assumption, domestic producers may produce 
and sell as much output as they wish at the world price p, .  In this situation, domestic 
producers would produce a quantity corresponding to the point at which the world price 
curve pw intersects the domestic supply curve so .  Output also would be sold domestically 
at the world price p, .  Hence, domestic producers would produce Q, units of output per 
unit of time, and domestic consumers would purchase Q, units of output per unit of time. 
The difference Q, - 0, would be exported at the world price p , .  If the domestic supply 
and demand conditions relative to world market price were such that domestic consumers 
demanded more at the world price than domestic suppliers produced, then the balance 
would be imported at the world price. 
However, the analysis would be somewhat different if domestic prices were supported 
at pd, with foreign producers discouraged from selling in the domestic market by an import 
duty marginally larger than the difference between pd and p, .  In this case domestic con- 
sumption would be Q, while domestic production would be Q, . In this case, exports would 
not automatically close the gap between domestic production and consumption. The dif- 
ference between Q, and Q, would have to be taken up through storage or perhaps through 
subsidized export. If thc latter altcmativc were chosen, the cost of the subsidy required 
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would be equal to the difference between the domestic and the world price, times the dif- 
ference between the quantity of the commodity produced and the quantity of the com- 
modity demanded in the domestic market. 
Figure 4 also illustrates how an increase in supply -- such as might come about with 
the adoption of irrigation -- could affect the crop market. If tlie market were open and 
competitive, the effect of an increase in supply would be to  increase domestic production 
and increase domestic exports (or reduce domestic imports). There would be no tendency 
for market price to  change since the increment in output would be neghgible in relation to  
the world market. This is seen in Figure 4 by examining the effect of a shift in supply from 
so to  s,  . Domestic output increases to Q,, and exports increase to Q, - Q,. 
If the domestic market were insulated from the world market by tariffs and price 
supports, the effect of a supply shift would be to exacerbate the problems of dealing with 
crop surpluses. In the case depicted in Figure 4, the effect of the supply shift to  s ,  is t o  
increase by Q, -- Q, the surplus of output over domestic consumption that must be dealt 
with in some fashion. The cost of dealing with this problem depends both upon the size 
of the surplus and the spread between domestic and world prices. 
Market effects, such as those depicted in Figure 4, can have profound feedback 
effects on irrigation demand per hectare of crop and on the land area planted in the crop. 
Inspection of eqn.(4) reveals immediately that per hectare irrigation demand varies directly 
with crop price. It can also be shown that crop area varies directly with crop price (see 
Appendix B). The effects of crop price changes on per hectare irrigation demand and crop 
area reinforce one another. Estimates of the effects of price changes on per hectare demand 
thus tend to understate the full effect of crop price changes on demand. 
It can be further shown that if crop price does not change as a result of irrigation, 
crop area would tend to increase (see Appendix B). Thus, although per hectare irrigation 
demand would be unaffected in the constant crop price case, total irrigation demand would 
increase. 
Figure 4 conveys the essentials of the situation in Sweden. Sweden has taken policy 
measures to  insulate its agricultural sector from the forces of world market competition. 
These measures include tariffs,subsidized export and storage programs, and price supports 
for Swedish farmers designed to insure that prices are adequate to cover costs and that 
"farmers . . . like others, . . . attain a reasonable income level" (Statens Lantbruks Infor- 
mation 1976). 
Sweden today pursues what is termed a "high price" policy for its farm production. 
The domestic prices of most (although not all) crops are maintained above world levels. 
The specific levels at which domestic prices are maintained are set in negotiations between 
the government and various organizations representing producers of the different agricul- 
tural commodities. In 1978, the domestic price for table potatoes was about 9 0  skr per 
deciton, or about 20 skr per deciton above the world market price. However, the Swedish 
domestic price for sugar beets was roughly equal to the world market price in that year. 
The analysis in Figure 4 demonstrates that, as long as the Swedish domestic price 
and the world price of sugar beets are approximately equal and the world market is com- 
petitive, the effect of increased irrigation of sugar beets is to increase production and, 
other things being equal, to increase exports. Hence, the sugar beet market conditions 
assumed in the calculation of per hectare irrigation demands of individual farmers (see 
Section 4) is not affected by irrigation. Crop market adjustments thus have no effect on 
224 R. J. Anderson 
demand for irrigation per hectare of sugar beets. Moreover, since irrigation increases the 
relative profitability of sugar beet production, land area planted in sugar beets can increase. 
This would result in an increase in total water demand, not per hectare water demand, for 
irrigation of sugar beets. 
The effects of irrigation of table potatoes on the Swedish market are less clear-cut. 
Because of the spread between the Swedish domestic price and the world price of table 
potatoes, the nature and magnitude of effects on the potato crop market would depend 
upon the adjustment policy pursued. In this regard, it is useful to consider two limiting 
cases. 
In the first case, we assume that the domestic price of table potatoes is lowered as 
far as is needed to absorb increased yields. This case could result in elimination of the 
divergence between domestic and world prices, and a decrease in irrigation water demand 
per hectare of potatoes. 
In the second case, we assume that the 1978 spread between the domestic and the 
world price of table potatoes is maintained, and that the additional surplus is disposed of 
via subsidized exports. Of course, this would have the effect of increasing the cost of the 
price support policy, and, if land area planted in table potatoes increased, increasing total 
irrigation water demand. However, per hectare irrigation demand of table potatoes is un- 
affected. 
5.1 Price Adjustment 
Let us consider the case in which price adjustment alone accommodates the increased 
supply of table potatoes. Other things being equal, an increase in the yield of table potatoes 
would tend to cause the price to fall. This is because consumers are induced to buy the 
larger quantity of crop available only if the price falls. The extent of the price decrease 
necessary to bring increased crop supply into balance with demand, neglecting other (factor 
demand) adjustments, can be calculated approximately by using an estimate of the elas- 
ticity of  demand.? 
To see how the elasticity of demand can be used to estimate the effect of an increase 
in yield on crop price, suppose that the elasticity of demand for table potatoes is q and 
that - as a result of the increase in yield -- the quantity of this crop offered for sale in- 
creases by n percent. Then the approximate change in the price of table potatoes that 
would be required to bring supply and demand back into balance would be 
tThe elasticity of demand is def ied as the percentage change in quantity demanded that would result 
from a given percentage change in price. The formula for this measure is 
where q is the quantity demanded and p is the price. 
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In a world in which agricultural commodities were freely and competitively traded, 
the demand facing producers in any country would be highly price elastic (i-e., q would 
be very large), and increments to output, of the size that would result from irrigation in 
Skine, would result in imperceptible downward pressure on prices. Equation (9) is thus 
completely consistent with our analysis of Figure 4. 
Rough estimates of the parameters needed to apply the formula in eqn. (9) and im- 
plied estimates of table potato price changes are shown in Table 8. These estimates assume 
TABLE 8 Estimated effect of increased yields on table potato prices, 
assuming no producer adjustment. 
- - - 
(1) Approximate demand elasticity 0.1 
(2) Approximate yield increase 0.29 
(3) Approximate Skine share 0.18 
(4) Initial wholesale price (skrldt) 90 (70) 
(5) Wholesde price at increased yield (skr/dt) 70 
-- - - - - - - - 
(6) Incremental cost (skr/dt) 10 
(7) Farm price at increased yield (skr/dt) 60 
that there is no producer response (e.g., reduction in irrigation or reduction in land area 
planted in table potatoes) to price changes. Thus, they tend to  represent upper bounds on 
the size of the price effect on per hectare irrigation demand that might be expected to  
follow from irrigation. 
Line (1) of Table 8 gives estimates of the price elasticities of Swedish demand for 
table potatoes.? The elasticity is less than one, that is the domestic demand for this crop is 
inelastic. 
Line (2) gives the estimated increase in per hectare yield obtained when the irrigation 
plan reflected in Table 6 is applied. Estimated fractional increases are obtained by dividing 
our estimates of the increases in yield by the estimated yields without irrigation reported 
in Table 3. Thus, our estimates imply that irrigation will increase expected yields of potatoes 
by about 29 percent (i.e., 78.70+ 270.97 X 100 = 29.01). 
Line (3) gives the fraction of total Swedish production of table potatoes accounted 
for by the part of Skine -- Malmohus County - which is of interest here. This is the frac- 
tion of production which we assume to be affected by irrigation.tt Our estimate of the 
fraction by which total Swedish production of table potatoes is increased, is thus equal to 
the product of the fractions in lines (2) and (3) of Table 8. 
Line (4) gives the assumed initial (i.e., without irrigation) Swedish wholesale price 
for table potatoes, and an approximate world market price in parentheses.?t? 
tEstimate provided by F. Desmond McCarthy, Food and Agriculture Program, IIASA. 
t t T h e  Malmohus County Board of Agriculture estimates that 100 percent of the crop area in potatoes 
in Malmohus Country potentially will be irrigated. 
t t tWorld price was calculated by dividingthe total dollar receipts for exports of potatoes by European 
nations, by the reported export quantities, and converting to skr. Data for these calculations are 
taken from Food and Agricultural Organization (1978). 
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As shown by comparison of these figures, the Swedish wholesale price for potatoes is about 
20 skr above the world market price. 
Line (5) gives the calculated Swedish wholesale price of table potatoes after the frac- 
tional production increases implied by the products of lines (2) and (3). This price is 
determined by calculating the price decrease implied by eqn. (1 5), and subtracting 
this calculated decrease from the initial price shown in line (4). 
Line (6) gives the cost per deciton of processing table potatoes for wholesale. This 
is the difference between wholesale price and net farm price. Subtraction of line (6) from 
line (5) thus provides an estimate of the net farm price of table potatoes at the increased 
production level implied by the earlier lines of the table. This estimate is reported in line 
(7). On a priori grounds, the price effects calculated in Table 8 could have significant 
repercussions on the demand for irrigation water. In particular, significant decreases in 
the net farm price of potatoes of the magnitude reflected in our calculations in Table 8 
could result in substantial reductions in demand for supplementary irrigation. 
Juxtaposition of the results presented in Tables 7a and 8 provides some indication 
of the extent to which the price effects shown in Table 8 could moderate demand. The 
column of Table 7a which most nearly corresponds to our estimated farm price at increased 
yields is the column which assumes anet fann price of 55 skr/dt for table potatoes. Accord- 
ing to our estimates, irrigation of potatoes would still be profitable by a wide margin (is.,  
the contribution to farm income exceeds the fmed costs of irrigation) if irrigation costs 
remained constant, and the quantity of irrigation water demanded per hectare would be 
only slightly lower than it would be at 1978 prices. 
5.2 Surplus Adjustment 
Failing any adjustment of price to reflect the effects of supplementary irrigation on 
yield and production, additional surpluses of table potatoes would be produced. While 
the total production of sugar beets would also increase, as noted earlier this additional 
production could be exported without subsidy under the price and cost conditions assumed 
in Table 8. 
Under our simplifying assumption that land areas planted do not adjust, if the do- 
mestic price of table potatoes were held constant, the increase in crop surplus that would 
have to be disposed of would be 
where A is crop acreage irrigated, A Y is the increase in expected yield associated with irriga- 
tion, and As is the increase in surplus. The cost of disposing of this extra surplus, assuming 
that it was exported at the world price, would be 
Export subsidy = (pd - pw) As (1 1) 
where pd and pw are respectively the domestic and world prices. 
When the calculation given in eqn. (10) is carried out we obtain an estimate that the 
incremental surplus production of table potatoes, assuming that all land planted in table 
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potatoes in Malmijhus County in 1978 were irrigated, would be 316,250 decitons. At a 
price spread between domestic and world prices of 20 skr per deciton, the cost of disposing 
of this additional surplus would be 6,325,000 skr.? 
5.3 Remarks 
Two rather strong assumptions are implicit in the calculations of price adjustments 
using eqn. (9), and surplus adjustments using eqns. (10) and (1 1). As shown in Appendix B, 
these assumptions tend to  bias downward our estimate of price that would result from irriga- 
tion, bias upward our estimate ofthe reduction in irrigation demand per hectare that could 
result from crop price effects, and bias downward our estimate of the increment to surplus 
that would result if crop prices were maintained. 
The first assumption (in reality it is a simplification of our calculations) we have 
made is that we have not considered the effect of reduced irrigation on prices. That is, as 
prices fall, irrigation per hectare tends to  fall, reducing yields, and relieving some of the 
downward pressure on prices. We could allow for this moderating effect by reformulating 
the model presented in Section 2 to take price effects into account. We have not done so 
because, in view of the other assumptions made, the gains from this refinement would not 
be worth the extra computation. 
The second assumption we have made is that no other adjustments take place. In 
fact, as is demonstrated in Appendix B, one would expect to  see adjustments in areas planted 
in crops in response to changes in the relative profitability of producing different crops. 
Tlus would tend to moderate the price adjustments calculated in Section 5.1. 
In the surplus adjustment case considered in Section 5.2, one would expect to see 
the acreage planted in irrigatedcrops increase since the profitability of these crops relative 
to  other crops is increased, ceteris paribus (see Appendix B). The estimate of surplus we 
present in Section 5.2 thus tends to understate the additional surplus that would have to 
be disposed of in the pure surplus adjustment case. 
These qualifications notwithstanding, it is important to  note that one very important 
conclusion can be drawn from our approximate calculations: crop market effects alone 
probably would not result in a sufficiently large decrease in the demand for irrigation 
water in Skdne to  rebalance water supply and potential demand in the region. Even the 
relatively large price decrease for potatoes reflected in Table 8 (which, for reasons discussed 
above, is larger than we would actually expect to  observe) would not substantially reduce 
per hectare water demand by itself. Only if crop price had a substantial effect on crop 
acreage would there be any material effect on the total quantity of irrigation water 
demanded. 
?As noted earlier, Swedish agricultural expertsestimate that 100 percent of the potato crop in Malmohus 
County will be irrigated. The increase in yield used in the above calculations is taken from Table 6, 
and the 1978 figure of 4,022 hectares of table potatoes is used as the estimate of irrigated crop area. 
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6 IRRIGATION DEMAND AT HIGHER IRRIGATION COSTS 
R.J. Anderron 
The evidence examined suggests that water demands at roughly current prices and 
costs could well be as great as Arthur (1980) and Strzepek (1981) have estimated them to 
be, and that there is little prospect that irrigation-induced crop market effects would reduce 
irrigation water demands by very much. 
In the calculations presented in Section 4, the cost of irrigation was estimated as 
the investment in equipment and outlays for operations to  withdraw and apply water 
from surface water and groundwater sources. No cost was attached to  the water per se. If 
adequate watersupplies were available to meet all demands, the cost of irrigation estimated 
in this fashion would fairly represent the economic costs of irrigation. If, however, water 
were scarce relative to demands - as is potentially the case in SkfIne if irrigation demands 
attain the levels projected in Section 4 - the true social cost of irrigation would be some- 
what higher than simply the investment and operating costs needed t o  withdraw and apply 
it. In order to accommodate irrigation usage, water would have to  be reallocated from 
other uses, or additional capacity would have to be added, and both of these options 
involve further costs. 
Thus, the sole remaining options for rebalancing supply and demand are some real- 
location of existing water supplies or the addition of supply capacity. Either option, as is 
indicated in Section 1, is likely to result in a substantial increase in the opportunity cost 
of irrigation. 
Reallocation of existing water supplies would mean that some current users of water 
in the region would have to  curtail their usage. As noted in Section 1, there may be no 
increase in water supply system costs occasioned by a reallocation of water from current 
users. However, there would be an opportunity cost associated with reallocated water. 
Current users pay on average about 5.5 skr/m3 for municipal water in Skilne. This means 
that each cubic meter of water used may be viewed as being worth at least 5.5 skr to the 
user. 
If this figure is taken as a benchmark of the opportunity cost of reallocating water 
from current users, then the implied variable cost of water per hectare irrigated is 55 skr/ 
mm/ha, and the variable cost of irrigation is about 59 skr/mm/ha (i.e., 55 skr/mm/ha for 
water and 4 skrlrnmlha for operation of irrigation equipment). This is a substantial increase 
in irrigation costs over current levels (note that we estimate that the variable cost of irriga- 
tion is about 4 skrlmrnlha). Moreover, 55 skr/mm/ha may tend to underestimate the true 
opportunity cost of the reallocated water since it assumes that only the lowest valued uses 
(i.e., those valued at just 5.5 skr/m3) are displaced and that no higher valued uses are dis- 
placed. 
Inspection of the results presented in Tables 7a and 7b shows the dramatic effect 
that an increase in irrigation costs to 59 skr/mm/ha would have on per hectare irrigation 
demand. It isunlikely that irrigation of sugar beets, considered in isolation from other crops, 
would be profitable. Irrigation of table potatoes might continue to  be profitable, depending 
upon what is assumed about crop prices. However, even if irrigation of table potatoes re- 
mained profitable, it is possible that per hectare irrigation quantities would be reduced be- 
tween 30 and 50 percent from the levels we would expect at 1978 crop prices and irrigation 
costs (see Table 7a). 
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If charges were levied on use of water for irrigation at levels reflecting the opportunity 
cost of displaced uses, this suggests that the result could - depending upon what happens 
to crop prices --be a substantial decrease in quantities of water used per hectare for irriga- 
tion. The decrease in usage could be sufficient to rebalance demand and supply without 
additions to existing capacity. 
Another option for rebalancing supply and demand is addition to current water 
supply system capacity. Indeed, system capacity is currently being expanded through con- 
struction of the Bolmen project. Taking estimated average cost of water from Bolmen as a 
measure of the cost of additional capacity, we may approximate the cost of water from 
expanded capacity between 4 and 5 skr/m3, or just about the same amount as the cost of 
reallocating existing supplies. The conclusions stated earlier (i.e., that demands would be 
significantly reduced at higher cost levels) thus remain valid if the option considered for 
rebalancing supply and demand is capacity expansion. Note, however, that it is doubtful 
that any addition to  systemcapacity would be required if agricultural users were charged a 
price for water that reflected either its opportunity cost or the cost of additional capacity, 
and if crop prices were established solely by market forces. It is, therefore, doubtful that 
demands for supplementary irrigation would provide an economic justification for capacity 
expansion at costs approximating those of the Bolmen project. 
These conclusions are reinforced if the effect of increases in imgation cost on crop 
areas is considered. In Appendix B it is demonstrated that the effect of an increase in irriga- 
tion cost is to reduce crop area. The crop area effect (which we are unable to  estimate 
with the data at our disposal), taken in conjunction with the effects on per hectare demands 
estimated above, imply a very substantial reduction in total irrigation demand. 
We remarked above that Swedish institutions governing the withdrawal and use of 
water for irrigation provide no mechanism for pricing of the water used. Thus, if prices 
were to be used in an effort to balance water supply and demand, substantial changes in 
the current institutional framework for water management might be required. 
7 CONCLUSIONS 
The following conclusions can be drawn, based upon our analysis. 
First, an economic analysis of demand for irrigation water suggests that the per hect- 
are demands for irrigation water for table potatoes and sugar beets, at 1978 crop prices 
and variable costs of irrigation, are about the same amount as Arthur (1980) estimated. 
Based on the analysis of Strzepek(l981), we thus conclude that water supply and demand 
in Sklne could become seriously out of balance. 
Second, the feedback effects of increased yields and production on imgation de- 
mand, even under relatively extreme assumptions probably would not reduce the demand 
for irrigation water enough (if at all) to rebalance demand and supply. This conclusion is 
obvious if crop prices do not fall - either because they are equal to world price levels or 
because they are prevented from doing so by crop price supports. Our calculations show 
that even ifprices did fall, and even if market adjustment mechanisms that tend to moder- 
ate price decreases were ignored, the fall in prices probably would not reduce demand by 
more than a modest amount. 
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Third, if the variable costs of irrigation were increased to levels reflecting the opportu- 
nity cost of the water used (e.g., through levying a charge on irrigation water usage) the re- 
duction in demand would be large enough to rebalance demand and existing supply, depend- 
ing upon what happens to crop prices. If crop prices fell in response to increased yields, quan- 
tities of water used can fall between 30 to 50 percent or more from levels that are used 
under 1978 price and cost conditions. If prices were supported at well-above world price 
levels, the effect of increased costs on demand would be smaller. 
The analysis on which these conclusions is based contains a number of simplifications 
and approximations. Even so, in our opinion the results of the analysis can hardly be clas- 
sified as "simple" or "clear-cut." The actual extent to which supplementary irrigation will 
be practiced in Skine clearly will depend upon a number of factors about which we can 
only speculate. We have seen, for example, that conclusions concerning demand quantities 
depend upon what one assumes about agricultural commodity price policy. If prices are 
allowed to adjust to reflect improved yields due to irrigation, water demand may be mod- 
erated slightly and the balancing of water supply and demand may be facilitated. If price 
supports are maintained and additional production is accumulated as surplus. water demand 
may be amplified as land is reallocated to relatively more profitable irrigated crops, and the 
potential water supply-demand imbalance may be exacerbated. If institutions are so struc- 
tured as to confront the farmer with the full social opportunity cost ofthe water resources 
he uses, then cost considerations wlll moderate demands and help balance water supply and 
demand. If institutions are not so structured, then little help in balancing supply and de- 
mand can be expected from this quarter. 
What is absolutely clear, from this work and that of Strzepek and Arthur, is that 
agricultural water demand in Sklne is an important - perhaps even the critical - factor 
in future planning and management of tlie water supply system in tlus region. A more 
detailed investigation whlch examines and evaluates the assumptions and approximations 
we have made and the course of Swedish policy with respect to agricultural commodities 
and water use is thuscertainly required. This undoubtedly is our most important conclusion. 
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APPENDIX A: ESTIMATED IRRIGATION COSTS 
The following estimated irrigation costs were prepared by Lennart de Mad, IIASA. 




















Other fuced costs: 
skr/yr 
Groundwater (skr) 







Storage, insurance, etc., 
at irrigation machine 1,500 
Electricity (basic fee) 1,200 
2,700 
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Variable costs and cost factors: 
Electricity use charge 
Labor cost 
Tractor cost 
Electricity use per hour 
Irrigation factor 
Potatoes 


















ha11 8 hour-day 
mm/ha/irrigation 






15 ha sugar beets, 2 irrigations, 35 mmlirrigation 
15 ha potatoes, 5 irrigations, 25 mmlirrigation 
Fixed costs per year: 
Surface water 
Investment: 0.1 X 32,500 + 0.2 X 32,500 + 0.24 X 40,000 = 19,350 
Other fixed: 2,700 
22,050 
Groundwater 
Investment: 0.1 X 50,000 + 0.2 X 37,500 + 0.24 X 40,000 = 22,100 
Other fured: 2,700 
Fixed costs per year per hectare: 
Surface water: 735 
Groundwater: 827 
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Variable costs per year: 
Potato irrigation days: 1512 X 5 = 37.5. 
Sugar beet irrigation days: 1511.5 X 2 = 20.0 
- 
Total irrigation dayslyr 57.5 
X 18 
Total irrigation hrlyr 1,035 
Electric cost @ 1,035 X 20.25 X 0.13 2,724.64 
Labor cost 
Potatoes. 5 X 15 X 35 X 1.0 
1.8 X 37.5 X 35 
Sugar beets: 2 X 15 X 35 X 1.0 
1.8X 2 0 X  35 
Tractor cost 
Potatoes: 5 X 15 X 17 X 0.3 
1.0 X 37.5 X 17 
Sugar beets: 2 X 15 X 17 X 0.3 
1.OX 2 0 X  17 
Variable costs per tzectare-millimeterlyr: 
Hectare-millimeters: 
Potatoes: 5 X  15X 2 5 =  1,875 
Sugar beets: 2 X  1 5 X  35 = 1,050 
2,925 
Variable cost per hectare-millimeter: 1 1,535.14 + 2,925 = 3.94 
APPENDIX B: ANALYSIS OF THE SENSITIVITY OF IRRIGATION DEMAND PER 
HECTARE AND CROP AREA TO SELECTED PARAMETERS 
In Sections 5 and 6 of this report, approximate computations are made of effects of 
changes in irrigation costs and crop market conditions on the demand for irrigation. Our 
formal model of irrigation demand (see Section 3) characterizes only the determination 
of irrigation demand per hectare of crop. Total irrigation demand is the product of demand 
per unit crop area and total crop area. This appendix qualitatively analyzes the sensitivity 
of total irrigation demand for a crop to  key parameters (irrigation cost and crop price) 
and shows the effects of changes in these parameters on total demand and per hectare 
demand. 
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B.l Notations and Assumptions 
For this purpose, let us denote the production function for a crop by 
where Q is total crop output, A is crop area, and F is a function which relates crop yield 
per unit crop area to  total crop area and irrigation water usage per unit crop area, denoted 
by w. In addition, we assume that the yield function F possesses the following properties: 
We have assumed that output is a concave function of inputs, that yield per unit land area 
declines with increasing land area (as less and less suitable land is brought into production), 
and that the yield function F is separable in land area and water per unit land area. 
We assume that farmers select input levels to  maximize farm income. The necessary 
conditions for this to  be achieved are 
where r is the rent per unit area of land, and c is the irrigation cost per unit of water. 
B.2 Sensitivity of Factor Demands to Irrigation Cost 
Section 6 examines what would happen t o  irrigation demand per hectare w, if the 
cost of irrigation increased markedly. Using the extended model described in this appendix, 
we can also examine the effect of changes in irrigation costs on crop area A and on total 
water demand, W = wA. 
To do tlus, let us first take the total differential of the fust-order condirions (Bl) 
we obtain 
dpAF2 + (pF2 - c)dA + pAFZ2 dw - Adc = 0 
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Setting dp = dr = 0, and solving for dw/& and dA/dc, we obtain 
We conclude that the effect of a change in the cost of irrigation per unit of water 
applied c is to reduce the quantity of water used per unit of land area w and to reduce the 
crop area A. 
The change in total water usage is given by 
and the elasticity of total water demand e  with respect to  c is given by 
c dA c dw 
e T = - - - + -  + 
A d c  w &  c ec" 
We conclude that if irrigation cost c increases, total demand for irrigation falls on 
two accounts. First, the quantity of water demanded per unit of crop area w falls. Second, 
crop area A falls. Estimates of the effect of imgation costs on demand that encompass 
only effects on irrigation demand per unit land area (as is the case with the estimates pre- 
sented in Section 6) thus tend to understate the effect of cost on demand. 
B.3 Sensitivity of Crop Area to  Introduction of Irrigation 
We have noted several times that the adoption of irrigation raises the profitability 
of irrigated crops. Other things being equal, this should result in an increase in crop area. 
To investigate, let us compare the solutions to the first-order conditions (Bl) when w is 
constrained to be 0 (i.e., the no-imgation case) and when it takes on the optimal value 
given by (B 1). 
Subtracting the first equation of (Bl) evaluated at w = 0 from the first equation 
with w set at its optimal value, we obtain 
By the concavity of F in w 
and by separability 
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Substituting into the expression for A and making use of the second equation of (Bl) to 
eliminate a term 
By the convexity of F in A 
which implies 
which recalling the separability of F implies 
Thus, we conclude that the effect of introduction of irrigation is to increase crop area. 
This is an important finding. It could mean, for example, that the crop areas 
assumed in Strzepek's simulations are smaller than might be expected with full adoption 
of irrigation. 
B.4 Sensitivity of Irription Demand to Crop Price 
Section 5 examines the effect of crop price changes on irrigation demand per unit 
of crop area. Consideration of the total differential equations (B2) above shows what 
happens to both demand per unit land area and to crop area. In particular, (B2) implies that 
dA 




dw p dA 
, T = : - + - - = , w + &  
P w d p  A d p  
That is, irrigation demand per unit crop area, and crop area vary directly with crop price. 
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MODEL MIGRATION SCHEDULES 
Andrei Rogers and Luis J. Castro 
International Institute for Applied Systems Analysis, Laxenburg, Austria 
SUMMARY 
This report draws on the fundamental regularity exhibited by age profiles o f  migm- 
tion all over the world to  develop a system of  hypothetical model schedules that can be 
used in multiregional population analyses cam0ed out in countries that lack adequate migra- 
tion data. 
1 INTRODUCTION 
Most human populations experience rates of age-specific fertility and mortality that 
exhibit remarkably persistent regularities. Consequently, demographers have found it pos- 
sible to  summarize and codify such regularities by means of mathematical expressions 
called model schedules. Although the development of model fertility and mortality sched- 
ules has received considerable attention in demographic studies, the construction of model 
migration schedules has not, even though the techniques that have been successfully applied 
to  treat the former can be readily extended to  deal with the latter. 
We begin this report with an examination of regularities in age profile exhibited by 
empirical schedules of migration rates and go on t o  adopt the notion of model migration 
schedules t o  express these regularities in mathematical form. We then use model schedules 
to  examine patterns of variation present in a large data bank of such schedules. Drawing 
on this comparative analysis of "observed" model schedules, we develop several "families" 
of schedules and conclude by indicating how they might be used to  generate hypothetical 
"estimated" schedules for use in Third World migration studies - -  settings where the avail- 
able migration data are often inadequate or inaccurate. 
2 AGE PATTERNS OF MIGRATION 
Migration measurement can usefully apply concepts borrowed from both mortality 
and fertility analysis, modifying them where necessary t o  take into account aspects that 
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are peculiar to spatial mobility. From mortality analysis, migration studies can borrow the 
notion of the life table, extending it to include increments as well as decrements, in order 
to reflect the mutual interaction of several regional cohorts (Rogers 1973a, b, 1975, Rogers 
and Ledent 1976). From fertility analysis, migration studies can borrow well-developed 
techniques for graduating age-specific schedules (Rogers et al. 1978). Fundamental to both 
"borrowings" is a workable definition of the migration rate. 
2.1 Migration Rates and Migration Schedules 
The simplest and most common measure of migration is the crude migration rate, 
defmed as the ratio of the number of migrants, leaving a particular population located in 
space and time, to the average number of persons (more exactly, the number of person- 
years) exposed to the risk of becoming migrants. Data on nonsurviving migrants are often 
unavailable, therefore the numerator in this ratio generally excludes them. 
Because migration is highly age selective, with a large fraction of migrants being 
young, our understanding of migration patterns and dynamics is aided by computing migra- 
tion rates for each single year of age. Summing these rates over all ages of life gives the 
gross migraproduction rate (GMR), the migration analog of fertility's gross reproduction 
rate. This rate reflects the level at which migration occurs out of a given region. 
The age-specific migration schedules of multiregional populations exhibit remarkably 
persistent regularities. For example, when comparing the age-specific annual rates of resi- 
dential migration among whites and blacks in the United States during 1966-1971, one 
finds a common profile (Figure 1). Migration rates among infants and young children 
mirrored the relatively high rates of their parents, young adults in their late twenties. The 
mobility of adolescents was lower but exceeded that of young teens, with the latter show- 
ing a local low point around age 15. Thereafter migration rates increased, attaining a high 
peak at about age 22 and then declining monotonically with age to  the ages of retirement. 
The migration levels of both whites and blacks were roughly similar, with whites showing 
a GMR of about 14 migrations and blacks one of approximately 15 over a lifetime undis- 
turbed by mortality before the end of the mobile ages. 
Although it has frequently been asserted that migration is strongly sex selective, with 
males being more mobile than females, recent research indicates that sex selectivity is 
much less pronounced than age selectivity and is less uniform across time and space. Never- 
theless, because most models and studies of population dynamics distinguish between the 
sexes, most migration measures do also. 
Figure 2 illustrates the age profiles of male and female migration schedules in four 
different countries at about the same point in time between roughly comparable areal 
units: communes in the Netherlands and Sweden, voivodships in Poland, and counties in 
the United States. The migration levels for all but Poland are similar, varying between 3.5 
and 5.3 migrations per lifetime; and the levels for males and females are roughly the same. 
The age profiles, however, show a distinct, and consistent, difference. The high peak of 
the female schedule precedes that of the male schedule by an amount that appears to 
approximate the difference between the average ages at marriage of the two sexes. 
Under normal statistical conditions, point-to-point movements are aggregated into 
streams between one civil division and another; consequently, the level of interregional 
migration depends on the size of the areal unit selected. Thus if the areal unit chosen is a 
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FIGURE 1 Observed annual migration rates by color (--- white, - black) and single years of 
age: the United States, 1966-1971. 
minor civil division such as a county or a commune, a greater proportion of residential 
location will be included as migration than if the areal unit chosen is a major civil division 
such as a state or a province. 
Figure 3 presents the age profiles of female migration schedules as measured by dif- 
ferent sizes of areal units: (1) all migrations from one residence t o  another, (2) changes of 
residence within county boundaries, (3) migration between counties, and (4) migration 
between states. The respective four GMRs are 14.3, 9.3, 5 .O, and 2.5. The four age pro- 
files appear to  be remarkably similar, indicating that the regularity in age pattern persists 
across areal delineations of different size. 
Finally, migration occurs over time as well as across space; therefore, studies of its 
patterns must trace its occurrence with respect to  a time interval, as well as over a system 
of geographical areas. In general, the longer the time interval, the larger the number of 
return movers and nonsurviving migrants and, hence, the more the count of migrants will 
understate the number of interarea movers (and, of course, also of moves). Philip Rees, 
for example, after examining the ratios of one-year to  five-year migrants between the 
Standard Regions of Great Britain, found that 
. . . the number of migrants recorded over five years in an interregional flow 
varies from four times to  two times the number of migrants recorded over one 
year. (Rees 1977, p. 247) 
0.25 1 Netherlands, 1972 
0.25 1 Sweden, 1968-1 973 
Poland, 1973 
0.25 1 United States, 1966-1971 
FIGURE 2 Observed annual migration rates by sex (- - - females, - males) and single years of age: the Netherlands (intercommunal), Poland (inter- 
voivodship), Sweden (intercommunal), and the United States (intercounty); around 1970. 





FIGURE 3 Observed average annual migration rates of females by levels of areal aggregation and single 
years o f  age: the United States, 1966-1971. 
2.2 Model Migration Schedules 
From the preceding section it appears that the most prominent regularity found in 
empirical schedules of age-specific migration rates is the selectivity of migration with 
respect to age. Young adults in their early twenties generally show the highest migration 
rates and young teenagers the lowest. The migration rates of children mirror those of their 
parents; hence the migration rates of infants exceed those of adolescents. Finally, migra- 
tion streams directed toward regions with warmer climates and into or out of large cities 
with relatively lugh levels of social services and cultural amenities often exhibit a "retire- 
ment peak" at ages in the mid-sixties or beyond. 
Figure 4 illustrates a typical observed age-specific migration schedule (the jagged 
outline) and its graduation by a model schedule (the superimposed smooth outline) defined 
as the sum of four components: 
1. A single negative exponential curve of the pre-labor force ages, with its rate of 
descent a,  
2. A left-skewed unirnodal curve of the labor force ages positioned at mean age p, 
on the age axis and exhibiting rates of ascent A, and descent a, 
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= rate of descent of pre-labor force component 
= rate of ascent of labor force component 
= rate of descent of labor force component 
A ,  = rate of ascent of post-labor force component 
a, = rate of descent of post-labor force component 
c = constant 
x ,  = low point 
x h  = high peak 
x ,  = retirement peak 
X = labor force shift 
A  = parental shift 
8 = jump 
x X I  x,., x + A  
Age. x 
FIGURE 4 The model migration schedule. 
3. An almost bell-shaped curve of the post-labor force ages positioned at p, on 
the age axis and exhibiting rates of ascent A, and descent a ,  
4. A constant curve c ,  the inclusion of which improves the fit of the mathematical 
expression to the observed schedule 
The decomposition described above suggests the following simple sum of four curves 
(Rogers et al. 1978): 
M(x) = a, exp (-al x) 1 
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The labor force and the post-labor force components in eq. (1) adopt the "double 
exponential" curve formulated by Coale and McNeil(1972) for their studies of nuptiality 
and fertility. 
The "full" model schedule in eq. (1) has 11 parameters: a,, a , , a , ,  p , ,  a , ,  A,,a,,  p , ,  
a , ,  A,, and c .  The profile of the full model schedule is defined by 7 of the 11 parameters: 
a , , p 2 , a 2 ,  A2 ,p3 ,  a , ,  and A,. Its level is determined by the remaining 4 parameters: a , , a , ,  
a , ,  and c .  A change in the value of the GMR of a particular model schedule alters propor- 
tionally the values of the latter but does not affect the former. As we shall see in the next 
section, however, certain aspects of the profile also depend on the allocation of the sched- 
ule's level among the pre-labor, labor, and post-labor force age components and on the 
share of the total level accounted for by the constant term c. Finally, migration schedules 
without a retirement peak may be represented by a "reduced" model with seven param- 
eters, because in such instances the third component of eq. (1) is omitted. 
Table 1 sets out illustrative values of the basic and derived measures presented in 
Figure 4 .  The 1974 data refer to  migration schedules for an eight-region disaggregation of 
Sweden (Andersson and Holmberg 1980). The method chosen for fitting the model sched- 
ule to  the data is a functional-minimization procedure known as the modified Levenberg- 
Marquardt algorithm (see Appendix A, Brown and Dennis 1972, Levenberg 1944, Mar- 
quardt 1963). Minimum chi-square estimators are used to  give more weight t o  age groups 
with smaller rates of migration. 
To assess the goodness-of-fit that the model schedule provides when it is applied to  
observed data, we calculate E, the mean of the absolute differences between estimated 
and observed values expressed as a percentage of the observed mean: 
This measure indicates that the fit of the model t o  the Swedish data is reasonably good, 
the eight regional indices of goodness-of-fit E being 6.87,6.41,12.15, 1 1.01,9.3 1, 10.77, 
11.74, and 14.82 for males and 7.30, 7.23, 10.71,8.78, 9.31, 11.61, 11.38, and 13.28 
for females. Figure 5 illustrates graphically this goodness-of-fit of the model schedule to  
the observed regional migration data for Swedish females. 
Model migration schedules of the form specified in eq. (I)  may be classified into 
families according to  the ranges of values taken on by their principal parameters. For 
example, we may order schedules according t o  their migration levels as defined by the 
values of the four level parameters in eq. (I), i.e., a , , a , , a , ,  and c (or by their associated 
GMRs). Alternatively, we may distinguish schedules with a retirement peak from those 
without one, or we may refer to  schedules with relatively low or high values for the rate 
of ascent of the labor force curve A, or the mean age 5. In many applications, it is also 
meaningful to  characterize migration schedules in terms of several of the fundamental 
measures illustrated in Figure 4 ,  such as the low point xl ,  the high peak xh ,  and the retire- 
ment peak x,. Associated with the first pair of points is the labor force shift X, which is 
defined to be the difference in years between the ages of the high peak and the low point, 
i.e., X = xh - x,. The increase in the migration rate of individuals aged xh over those 
aged xl will be called the jump B. 
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TABLE 1 Parameters and variables defining observed model migration schedules: outmigration from the 8 
Region 
1. Stockholm 2. East Middle 3. South Middle 4. South Parameters 
and variablesa Male Female Male Female Male Female Male Female 
G M R ~  1.45 1.43 1.44 1.48 1.33 1.41 0.87 0.84 
a 1 0.033 0.041 0.035 0.039 0.032 0.033 0.025 0.021 
Ql 0.097 0.091 0.088 0.108 0.096 0.106 0.117 0.104 
0 2  0.059 0.067 0.079 0.096 0.091 0.112 0.066 0.067 
H 20.80 19.32 20.27 18.52 19.92 18.49 21.17 19.88 
Q2 0.077 0.094 0.090 0.109 0.104 0.127 0.115 0.129 
A2 0.374 0.369 0.406 0.491 0.404 0.560 0.269 0.442 
a3 0.000 0.000 
k 76.55 85.01 
Q3 0.776 0.369 
% 0.145 0.072 
C 
- 
0.003 0.003 0.003 0.004 0.003 0.004 0.002 0.002 
n 31.02 29.54 29.17 28.38 28.29 27.96 28.26 28.14 
%(O-14) 25.61 25.95 22.81 22.59 21.40 20.67 22.76 21.93 
%(lS-64) 64.49 65.10 70.38 69.48 72.47 71.73 70.73 70.76 
%(65+) 9.90 8.94 6.81 7.94 6.13 7.60 6.5 1 7.31 
61, 13.56 13.06 12.14 9.79 12.26 8.90 13.27 9.93 
612 0.716 0.604 0.446 0.403 0.350 0.293 0.377 0.312 
630 0.003 0.003 
PI, 1.26 0.977 0.981 0.993 0.921 0.883 1.02 0.809 
0 2  4.86 3.94 4.52 4.49 3.88 4.40 2.34 3.43 
03 0.187 0.196 
16.39 14.81 15.92 14.80 15.41 15.07 14.52 15.61 
xh 24.68 22.70 23.78 21.46 23.12 21.06 24.16 22.58 
Xr 64.80 61.47 
X 8.29 7.89 7.86 6.66 7.7 1 5.99 9.64 6.97 
A 27.87 25.49 29.99 27.32 29.93 27.27 29.90 27.87 
B 0.029 0.030 0.040 0.022 0.044 0.059 0.026 0.032 
:All parameters and variables are briefly defined in Appendix B and discussed more comprehensively in the 
The GMR,  its percentage distribution across the three major age categories (i.e., 0-14, 15-64, 65+), and 
The close correspondence between the migration rates of children and those of their 
parents suggests another important shift in observed migration schedules. If, for each point 
x on the post-high-peak part of the migration curve, we obtain by interpolation the age 
(where it exists), x - A, say, with the identical rate of migration on the pre-low-point 
part of the migration curve, then the average of the values of A,, calculated incrementally 
for the number of years between zero and the low point xl. will be defined as the observed 
parental shift A. 
An observed (or a graduated) age-specific migration schedule may be described in a 
number of useful ways. For example, references may be made to the heights at particular 
ages, to locations of important peaks or troughs, to slopes along the schedule's age profde, 
to ratios between particular heights or slopes, to  areas under parts of the curve, and to 
both horizontal and vertical distances between important heights and locations. The vari- 
ous descriptive measures characterizing an age-specific model migration schedule may be 
conveniently grouped into the following categories and subcategories: 
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Swedish regions, 1974 observed data by single years of  age. 



































the mean age ii are all calculated with a model schedule spanning an age range of 95 years. 
1. Basic measures (the 11 fundamental parameters and their ratios) 
heights: a , , a , , a , ,  c  
locations: p,, p3 
slopes : a , ,  a , ,  A,, a , ,  A, 
ratios: SIC = a , / c ,  S,, = a , / a , ,  S,, = a, /a , ,  P, ,  = a , / a , ,  o, = A,/&,, 
(73 = A3/0~3 
2. Derived measures (properties of the model schedule) 
areas: GMR, %(O-14), %(15--64), %(65+) 
locations: i i, x l ,  xh , x, 
distances: X, A ,  B 
A convenient approach for characterizing an observed model migration schedule (i.e., 
an empirical schedule graduated by eq. (1)) is to begin with the central labor force curve 
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1. Stockholm 0.09 . 2. E m  Middle 
0.08 . 
0.09 . 3. South Middle 
0.08 . 
FIGURE 5 continued on facing page. 
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0.08. 5.  wen 
0.08. 
6. North Middle 
0.09. 8. Uppr North 
0.08 - 
FIGURE 5 Observed (jagged line) and model (smooth tine) migration schedules: females, Swedish 
regions, 1974. 
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and then to "add on" the pre-labor force, post-labor force, and constant components. This 
approach is represented graphically in Figure 6. 
labor form pre-labor post-labor constant model schedule 
component force force component 
component component 
FIGURE 6 A schematic diagram of the fundamental components of the full model migration schedule. 
One can imagine describing a decomposition of the model migration schedule along 
the vertical and horizontal dimensions; e.g., allocating a fraction of its level to the constant 
component and then dividing the remainder among the other three (or two) components. 
The ratio a , ,  = a , / c  measures the former allocation, and a, ,  = a , / a ,  and a, ,  = a,/a,  
reflect the latter division. 
The heights of the labor force and pre-labor force components are reflected in the 
parameters a, and a , ,  respectively, therefore the ratio a, /a ,  indicates the degree of "labor 
dominance", and its reciprocal, a , ,  = a , / a 2 ,  the index of child dependency, measures the 
pace at which children migrate with their parents. Thus the lower the value of a, , ,  the 
lower the degree of child dependency exhibited by a migration schedule and, correspond- 
ingly, the greater its labor dominance. This suggests a dichotomous classification of migra- 
tion schedules into child dependent and labor dominant categories. 
An analogous argument applies to  the post-labor force curve, and 6,, = a,/a,  sug- 
gests itself as the appropriate index. It will be sufficient for our purposes, however, to 
rely simply on the value taken on by the parameter a, ,  with positive values pointing out 
the presence of a retirement peak and a zero value indicating its absence. 
Labor dominance reflects the relative migration levels of those in the working ages 
relative to  those of children and pensioners. Labor asymmetry refers to the shape of the 
left-skewed unimodal curve describing the age profile of labor force migration. Imagine 
that a perpendicular line, connecting the high peak with the base of the bell-shaped curve 
(i.e., the jump B), divides the base into two segments g and h as in Figure 7. Clearly, the 
ratio h/g is an indicator of the degree ofasymmetry of the curve. Amore convenient index, 
using only two parameters of the model schedule is the ratio a,  = A,/&,, the index of 
labor asymmetry. Its movement is highly correlated with that of h/g,  because of the 
approximate relation 
Model migration schedules 
FIGURE 7 A schematic diagram of the curve describing the age profile of labor force migration. 
where a denotes proportionality. Thus a, may be used to  classify migration schedules 
according to  their degree of labor asymmetry. 
Again, an analogous argument applies t o  the post-labor force curve, and a, = X,/a, 
may be defined as the index of retirement asymmetry. 
When "adding on" a pre-labor force curve of a given level to  the labor force com- 
ponent, it is also important t o  indicate something of its shape. For example, if the migra- 
tion rates of children mirror those of their parents, then a, should be approximately equal 
to a,, and p,, = a,  /a,, the index of parental-shift regularity, should be close to  unity. 
The Swedish regional migration patterns described in Figure 5 and in Table 1 may 
be characterized in terms of the various basic and derived measures defined above. We 
begin with the observation that the outmigration levels in all of the regions are similar, 
with GMRs ranging from a low of 0.80 for males in Region 5 to  a high of 1.48 for females 
in Region 2. This similarity permits a reasonably accurate visual assessment and character- 
ization of the profrles in Figure 5. 
Large differences in GMRs, however, give rise to  slopes and vertical relationships 
among schedules that are noncomparable when examined visually. Recourse then must be 
made to  a standardization of the areas under the migration curves, for example, a general 
rescaling to  a GMR of unity. Note that this difficulty does not arise in the numerical data 
in Table 1, because, as we pointed out earlier, the principal slope and location parameters 
and ratios used t o  characterize the schedules are not affected by changes in levels. Only 
heights, areas, and vertical distances, such as the jump, are level-dependent measures. 
Among the eight regions examined, only the first two exhibit a definite retirement 
peak, the male peak being the more dominant one in each case. The index of child depen- 
dency 6,, is highest in Region 1 and lowest in Region 8, distinguishing the latter region's 
labor dominant profrle from Stockholm's child dependent outmigration pattern. The index 
of labor asymmetry a, varies from a low of 2.34, in the case of males in Region 4 t o  a high 
of 4.95 for the female outmigration profrle of Region 8. Finally, with the possible excep- 
tion of males in Region 1 and females in Region 6, the migration rates of children in 
Sweden do indeed seem to  mirror those of their parents. The index of parental-shift regu- 
larity P, ,  is 1.26 in the former case and 0.730 in the latter; for most of the other sched- 
ules it is close to  unity. 
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3 A COMPARATIVE ANALYSIS OF OBSERVED MODEL MIGRATION 
SCHEDULES 
Section 2 demonstrated that age-specific rates of migration exhibit a fundamental 
age profile, which can be expressed in mathematical form as a model migration schedule 
defined by a total of 1 1 parameters. In this section we seek to establish the ranges of val- 
ues typically assumed by each of these parameters and their associated derived variables. 
This exercise is made possible by the availability of a relatively large data base collected 
by the Comparative Migration and Settlement Study, recently concluded at IIASA (Rogers 
1976a, 1976b, 1978, Rogers and Willekens 1978, Willekens and Rogers 1978). The migra- 
tion data for each of the 17 countries included in this study are set out in individual case 
studies, which are listed at the end of this report. 
3.1 Data Preparation, Parameter Estimation, and Summary Statistics 
The age-specific migration rates that were used to demonstrate the fits of the model 
migration schedule in the last section were single-year rates. Such data are scarce at the 
regional level and, in our comparative analysis, are available only for Sweden. All other 
region-specific migration data are reported for five-year age groups only and, therefore, 
must be interpolated to  provide the necessary input data by single years of age. In all such 
instances the region-specific migration schedules were first scaled to a GMR of unity (GMR 
= 1) before being subjected to a cubic-spline interpolation (McNeil et al. 1977). 
Starting with a migration schedule with a GMR of unity and rates by single years of 
age, the nonlinear parameter estimation algorithm ultimately yields a set of estimates for 
the model schedule's parameters (see Appendix A for details). Table 1 in section 2 pre- 
sented the results that were obtained using the data for Sweden. Since these data were 
available for single years of age, the influence of the interpolation procedure could be 
TABLE 2 Parameters defining observed model migration schedules and parameters obtained after a cubic- 
Region and width of age group 
1. Stockholm 2. East Middle 3. South Middle 4. South 
Parameters 1 yr 5 Yr 1 ~r 5 Yr 1 Yr 5 Yr 1 ~r 5 yr 
01 0.029 0.028 0.026 0.026 0.023 0.023 0.025 0.025 ; 
'3 0.091 0.089 0.108 0.106 0.106 0.105 0.104 0.106 , 
a 2  0.047 0.049 0.065 0.070 0.080 0.087 0.080 0.085 
w2 19.32 19.69 18.52 18.99 18.49 18.93 19.88 20.23 
ff 2 0.094 0.098 0.109 0.117 0.127 0.136 0.129 0.135 
A, 0.369 0.313 0.491 0.351 0.560 0.375 0.442 0.367 
c 0.002 0.002 0.003 0.003 0.003 0.003 0.003 0.003 
a 3  0.000 0.000 
P 3  85.01 81.20 
a 3  0.369 0.364 
A3 0.072 0.080 
a~bserved data are for single years of age (1 yr); the cubicspline-interpolated inputs are obtained from observed 
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assessed. Table 2 contrasts the estimates for female schedules in Table 1 with those obtained 
when the same data are first aggregated to  five-year age groups and then disaggregated to  
single years of age by a cubic-spline interpolation. A comparison of the parameter estimates 
indicates that the interpolation procedure gives generally satisfactory results. 
Table 2 refers to  results for rates of migration from each of eight regions to the rest 
of Sweden. If these rates are disaggregated by region of destination, then 8' = 64 inter- 
regional schedules need t o  be examined for each sex, which will complicate comparisons 
with other nations. To resolve this difficulty we shall associate a "typical" schedule with 
each collection of national rates by calculating the mean of each parameter and derived 
variable. Table 3 illustrates the results for the Swedish data. 
To avoid the influence of unrepresentative "outlier" observations in the computation 
of averages defrning a typical national schedule, it was decided to  delete approximately 
10 percent of the "extreme" schedules. Specifically, the parameters and derived variables 
were ordered from low value t o  high value; the lowest 5 percent and the highest 5 percent 
were defined to  be extreme values. Schedules with the largest number of low and high 
extreme values were discarded, in sequence, until only about 90  percent of the original 
number of schedules remained. This reduced set then served as the population of schedules 
for the calculation of various summary statistics. Table 4 illustrates the average parameter 
values obtained with the Swedish data. Since the median, mode, standard deviation-to- 
mean ratio, and lower and upper bounds are also of interest, they are included as part of 
the more detailed computer outputs reproduced in Appendix B. 
The comparison, in Table 2, of estimates obtained using one-year and five-year age 
intervals for the same Swedish data indicated that the interpolation procedure gave satis- 
factory results. It also suggested, however, that the parameter A, was consistently under- 
estimated with five-year data. To confirm this, the results of Table 4 were replicated with 
the Swedish data base, using an aggregation with five-year age intervals. The results, set 
out in Table 5, show once again that A, is always underestimated by the interpolation 
procedure. This tendency should be noted and kept in mind. 
spline interpolation: Sweden, 8 regions, females, 1974.~ 
5. West 6. North Middle 7. Lower North 8. Upper North 
1 yr 5 yr 1 yr 5 yr 1 yr 5 yr 1 yr 5 yr 
0.027 0.025 0.021 0.022 0.021 0.021 0.019 0.021 
0.106 0.095 0.102 0.115 0.119 0.130 0.128 0.160 
0.067 0.069 0.087 0.097 0.096 0.118 0.094 0.106 
19.36 19.72 18.18 18.57 17.93 19.11 17.62 18.00 
0.114 0.121 0.139 0.145 0.148 0.172 0.143 0.150 
0.442 0.395 0.561 0.345 0.701 0.305 0.711 0.330 
0.003 0.003 0.003 0.003 0.003 0.003 0.003 0.003 
data by five-year age groups (5 yr). 
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TABLE 3 Mean values of parameters defining the full set of observed model migration schedules: 
Sweden, 8 regions, 1974 observed data by single years of age until 84 years and over. 
Males Females 
Without retirement With retirement Without retirement With retirement 
Parameters peak (52 schedules) peak (11 schedules) peak (58 schedules) peak (5 schedules) 
a 1 0.029 0.025 0.027 0.023 
Q 1  0.126 0.080 0.114 0.087 
a1 0.066 0.050 0.078 0.05 1 
Pl 21.09 21.52 19.13 19.20 
Ql 0.113 0.096 0.133 0.101 
A1 0.459 0.439 0.525 0.377 
c 0.003 0.002 0.003 0.003 
a3 0.0012 0.0017 
H 75.45 72.07 
Q3 0.797 0.688 
ha 0.294 0.192 
' ~ e ~ i o n  1 (Stockholm) is a singlecommune region; hence there exists no intraregional schedule for it, 
leaving 8' - 1 = 63 schedules. 
TABLE 4 Mean values of parameters defining the reduced set of observed model migration schedules: 
Sweden, 8 regions, 1974 observed data by single years of age until 84 years and overa 
Males Females 
Without retirement With retirement Without retirement With retirement 
Parameters peak (48 schedules) peak (9 schedules) peak (54 schedules) peak (3 schedules) 
a1 0.029 0.026 0.026 0.024 
QI 0.124 0.085 0.108 0.093 
a1 0.067 0.05 1 0 .O 76 0.055 
Pl 20.50 21.25 19.09 18.87 
Q P 0.104 0.093 0.127 0.106 
A1 0.448 0.416 0.537 0.424 
c 0.003 0.002 0.003 0.003 
a3 0.0006 0.0001 
H 76.71 74.78 
Q 3  0.847 0.938 
A 3  0.158 0.170 
'~egion 1 (Stockholm) is a singlecommune region; hence there exists no intraregional schedule for it, 
leaving 8' - 1 = 63 schedules, of which 6 were deleted. 
It is also important to note the erratic behavior of the retirement peak, apparently 
due to its extreme sensitivity to the loss of information arising out of the aggregation. 
Thus, although we shall continue to present results relating to the post-labor force ages, 
they will not be a part of our search for families of schedules. 
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TABLE 5 Mean values of parameters defining the reduced set of observed model migration schedules: 
Sweden, 8 regions, 1974 observed data by five years of age until 80 years and over.' 
Males Females 
Without retirement With retirement Without retirement With retirement 
Parameters peak (49 schedules) peak (8 schedules) peak (54 schedules) peak (3 schedules) 
01 0.028 0.026 0.026 0.026 
QI 0.115 0.088 0.108 0.077 
01 0.068 0.05 2 0.080 0.044 
Cca 20.61 20.26 19.52 19.18 
Q1 0.105 0.084 0.133 0.089 
ha 0.396 0.390 0.374 0.341 
C 0.002 0 .oo 1 0.002 0.002 
"3 0.0017 0.0036 
Cc3 77.47 77.72 
as 0.603 0.375 
A, 0.148 0.134 
' ~ e ~ i o n  1 (Stockholm) is a single~ommune region; hence there exists no intraregional schedule for it, 
leaving 8' - 1 = 63 schedules, of which 6 were deleted. 
3.2 Nationalcontrasts 
Tables 4 and 5 of the preceding subsection summarized average parameter values 
for 57 male and 57 female Swedish model migration schedules. In this subsection we shall 
expand our analysis to include a much larger data base, adding to the 114 Swedish model 
schedules another 164 schedules from the United Kingdom (Table 6), 114 from Japan, 20 
from the Netherlands (Table 7), 58 from the Soviet Union, 8 from the United States, and 
32 from Hungary (Table 8). Summary statistics for these 510 schedules are set out in 
TABLE 6 Mean values of parameters defining the reduced set of observed model migration schedules: 
the United Kingdom, 10 regions, 1970.8 
Males Females 
Without retirement With retirement Without retirement With retirement 
Parameters peak (59 schedules) peak (23 schedules) peak (61 schedules) peak (21 schedules) 
a I 0.021 0.016 0.021 0.018 
QI 0.099 0.080 0.097 0.089 
01 0.059 0.053 0.063 0.048 
Cca 22.00 20.42 21.35 21.56 
&I 0.127 0.120 0.151 0.153 
A2 0.259 0.301 0.327 0.333 
c 0.003 0.004 0.003 0.004 
0 3  0.007 0.002 
Y 71.11 7 1 .84 
Q3 0.692 0.583 
A3 0.309 0.403 
'NO intraregional migration data were included in the United Kingdom data; hence 10' - 10 = 90 
schedules were analyzed, of which 8 were deleted. 
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TABLE 7 Mean values of parameters defining the reduced set of observed model migration schedules: 
Japan, 8 regions, 1970; the Netherlands, 12 regions, 1 9 7 4 . ~  
Japan Netherlands 
Males Females Males Females 
Without retirement Without retirement With retirement With retirement 
Parameters peak (57 schedules) peak (57 schedules) slope (10 schedules) slope (10 schedules) 
a ~ e g i o n  1 in Japan (Hokkaido) is a single-prefecture region; hence there exists no intraregional schedule 
for it, leaving 8' - 1 = 63 schedules, of which 6 were deleted. The only migration schedules available 
for the Netherlands were the migration rates out of each region without regard to destination; hence 
only 12 schedules were used, of which 2 were deleted. 
TABLE 8 Mean values of parameters defining the reduced set of observed total (males plus females) 
model migration schedules: the Soviet Union, 8 regions, 1974; the United States, 4 regions, 1970- 
1971 ; Hungary, 6 regions, 1 9 7 4 . ~  
Soviet Union United States Hungary 
Without retirement With retirement Without retirement With retirement 
Parameters peak (58 schedules) peak (8 schedules) slope (7 schedules) slope (25 schedules) 
Q I  0.005 0.021 0.010 0.015 
f f i  0.302 0.075 0.245 0.193 
a2 0.126 0.060 0.090 0.099 
111 19.14 20.14 17.22 18.74 
ff 2 0.176 0.1 18 0.130 0.159 
A, 0.310 0.569 0.415 0.274 
c 0.004 0.002 0.004 0.003 
a3 0.002 0.00032 
113 8 1.80 
ff3 0.430 0.033 
A, 0.119 
a~ntraregional migration was included in the Soviet Union and Hungarian data but not in the United 
States data; hence there were 8' = 64 schedules far the Soviet Union, of which 6 were deleted, 6' = 
36 schedules for Hungary, of which 4 were deleted, and 4' - 4 = 12 schedules for the United States, 
of which 2 were deleted because they lacked a retirement peak and another 2 were deleted because of 
their extreme values. 
Appendix B; 206 are male schedules, 206 are female schedules, and 98 are for the com- 
bination of both sexes (males plus females).* 
*This total does not include the 56 schedules excluded as "extreme" schedules. During the process of 
fitting the model schedule to these more than 500 interregional migration schedules, a frequently 
encountered problem was the occurrence of a negative value for the constant c. In al l  such instances 
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A significant number of schedules exhibited a pattern of migration in the post-labor 
force ages that differed from that of the 11 -parameter model migration schedule defined 
in eq. ( I ) .  Instead of a retirement peak, the age profile took on the form of an "upward 
slope". In such instances the following 9-parameter modification of the basic model migra- 
tion was introduced 
The right-hand side of Table 7 ,  for example, sets out the mean parameter estimates 
of this modified form of the model migration schedule for the Netherlands. 
Tables 4 through 8 present a wealth of information about national patterns of 
migration by age. The parameters, given in columns, define a wide range of model migra- 
tion schedules. Four refer only to  migration level: a,,a, ,  a,, and c. Their values are for a 
GMR of unity; to obtain corresponding values for other levels of migration, these four 
numbers need to  be multiplied by the desired level of GMR. For example, the observed 
GMR for female migration out of the Stockholm region in 1974 was 1.43. Multiplying 
a,  = 0.029 by 1.43 gives 0.041, the appropriate value of a ,  with which t o  generate the 
migration schedule having a GMR of 1.43. 
The remaining model schedule parameters refer to  migration age profile: a, ,  p, , a,,  
A,, p,, a , ,  and A,. Their values remain constant for all levels of the GMR. Taken together, 
they define the age profile of migration from one region to  another. Schedules without a 
retirement peak yield only the four profile parameters: a, ,  p,, a, ,  and A,, and schedules 
with a retirement slope have an additional profile parameter a,. 
A detailed analysis of the parameters defining the various classes of schedules is 
beyond the scope of this report. Nevertheless a few basic contrasts among national average 
age profiles may be usefully highlighted. 
Let us begin with an examination of the labor force component defined by the four 
parameters a,, p,, a,, and A,. The national average values for these parameters generally 
lie within the following ranges: 
the initial value of c was set equal to the lowest observed migration rate and the nonlinear estimation 
procedure was started once again. 
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In all but two instances, the female values for a,, a,, and A, are larger than those 
for males. The reverse is the case for p,, with two exceptions, the most important ofwhich 
is exhibited by Japan's females, who consistently show a high peak that is older than that 
of males. This apparently is a consequence of the tradition in Japan that girls leave the 
family home at a later age than boys. 
The two parameters defining the pre-labor force component,a, and a , ,  generally lie 
within the ranges of 0.01 to 0.03 and 0.08 to  0.1 2, respectively. The exceptions are the 
Soviet Union and Hungary, which exhibit unusually high values for a,. Unlike the case of 
the labor force component, consistent sex differentials are difficult to  identify. 
Average national migration age profiles, like most aggregations, hide more than they 
reveal. Some insight into the ranges of variations that are averaged out may be found by 
consulting the lower and upper bounds and standard-deviation-to-mean ratios listed in 
Appendix B for each set of national schedules. Additional details are set out in Appendix 
C. Finally, Table 9 illustrates how parameters vary in several unaveraged national schedules, 
by way of example. The model schedules presented there describe migration flows out of 
and into the capital regions ofeachof six countries: Helsinki, Finland; Budapest, Hungary; 
Tokyo, Japan; Amsterdam, the Netherlands; Stockholm, Sweden; and London, the United 
Kingdom. All are illustrated in Figure 8.  
The most apparent difference between the age profiles of the outflow and inflow 
migration schedules of the six national capitals is the dominance of young labor force 
migrants in the inflow, that is, proportionately more migrants in the young labor force ages 
appear in the inflow schedules. The larger values of the product a,A, in the inflow sched- 
ules and of the ratio 6 , ,  = a,/a, in the outflow schedules indicate this labor dominance. 
A second profile attribute is the degree of asymmetry in the labor force component 
of the migration schedule, i.e., the ratio of the rate of ascent A, to the rate of descent a, 
defined as a, in section 2. In all but the Japanese case, the labor force curves of the capital- 
region outmigration profiles are more asymmetric than those of the corresponding inmigra- 
tion profiles. We refer to  this characteristic as labor asymmetry. 
Examining the observed rates of descent of the labor and pre-labor force curves, a, 
and a , ,  respectively, we find, for example, that they are close to  being equal in the outflow 
TABLE 9 Parameters defining observed total (males plus females) model migration schedules for flows 
1974; the United Kingdom, 1970. 
Finland Hungary Japan 
Parameters From Helsinki To Helsinki From Budapest To Budapest From Tokyo To Tokyo 
"I 0.037 0.024 0.015 0.008 0.019 0.008 
QI 0.127 0.170 0.239 0.262 0.157 0.149 
01 0.081 0.130 0.082 0.094 0.064 0.096 
PI 21.42 22.13 17.10 17.69 20.70 15.74 
Q2 0.124 0.198 0.130 0.152 0.1 11 0.134 
A2 0.231 0.231 0.355 0.305 0.204 0.577 
c 0.000 0.003 0.003 0.003 0.003 0.002 
"3 0.00027 0.00001 0.00005 0.00002 0.00131 
k 99.32 
a3 0.204 0.072 0.059 0.06 1 0.000 
4 0.042 
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schedules of Helsinki and Stockholm and are highly unequal in the cases of Budapest, 
Tokyo, and Amsterdam. In four of the six capital-region inflow profiles a, > a,.  Profiles 
with significantly different values for a, and a ,  are said to be irregular. 
In conclusion, the empirical migration data of six industrialized nations suggest the 
following hypothesis. The age profile of a typical capital-region inmigration schedule is, in 
general, more labor dominant and more labor symmetric than the age profile o f  the corre- 
sponding capital-region outmigration schedule. No comparable hypothesis can be made 
regarding its anticipated degree of irregularity. 
3.3 Families of Schedules 
Three sets of model migration schedules have been defined in this report: the 11- 
parameter schedule with a retirement peak, the alternative 9-parameter schedule with a 
retirement slope, and the simple 7-parameter schedule with neither a peak nor a slope. 
Thus we have at least three broad families of schedules. 
Additional dimensions for classifying schedules into families are suggested by the 
above comparative analysis of national migration age profiles and the basic measures and 
derived variables defined in section 2. These dimensions reflect different locations on the 
horizontal and vertical axes of the schedule, as well as different ratios of slopes and heights. 
Of the 524 model migration schedules studied in this section, 412 are sex-specific 
and, of these, only 336 exhibit neither a retirement peak nor a retirement slope. Because 
the parameter estimates describing the age profile of post-labor force migration behave 
erratically, we shall restrict our search for families of schedules to  these 164 male and 172 
female model schedules, summary statistics for which are set out in Tables 10 and 1 1. 
An examination of the parametric values exhibited by the 336 migration schedules 
summarized in Tables 10  and 11 suggests that a large fraction of the variation shown by 
these schedules is a consequence of changes in the values of the following four parameters 
and derived variables: p,, 6 , , u,, and P,, . 
from and to capital cities: Finland, 1974; Hungary, 1974; Japan, 1970; the Netherlands, 1974; Sweden, 
Netherlands Sweden United Kingdom 
From Amsterdam To Amsterdam From Stockholm To Stockholm From London To London 
A. Rogers, L.J. Cnstro 
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-3, TABLE 10 Estimated summary statistics of parameters and variables associatcd with reduced sets of observed model migration schedules for Sweden, the 2 
United Kingdom, and Japan: males, 164  schedule^.^ -, 5 
Summary statistics 3 
Parameters Standard deviation/ 5. 

























a~ list of definitions for the parameters and variables appears in Appendix B. 
TABLE 11 Estimated summary statistics of parameters and variables associated with reduced sets of observed model migration schedules for Sweden, the 
United Kingdom, and Japan: females, 172 schedulesa P 
Summary statistics 
- - 
Parameters Standard deviation/ 





















'A List of definitions for the parameters and variables appears in Appendix B. 
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Migration schedules may be early or late peaking, depending on the location of p, 
on the horizontal (age) axis. Although this parameter generally takes on a value close to  
20, roughly three out of four observations fall within the range 17-25. We shall call those 
below age 19 early peaking schedules and those above 22 late peaking schedules. 
The ratio of the two basic vertical parameters, a ,  and a,, is a measure of the relative 
importance of the migration of children in a model migration schedule. The index of child 
dependency, S,, = a,/a,, tends to  exhibit a mean value of about one-third with 8 0  per- 
cent of the values falling between one-fifth and four-fifths. Schedules with an index of 
one-fifth or less will be said to be labor dominant; those above two-fifths will be called 
child dependent. 
Migration schedules with labor force components that take the form of a relatively 
symmetrical bell shape will be said to  be labor symmetrical. These schedules will tend to  
exhibit an index of labor asymmetry (a, = A,/a,) that is less than 2. Labor asymmetric 
schedules, on the other hand, will usually assume values for a, of 5 or more. The average 
migration schedule will tend to  show a a, value of about 4, with approximately five out 
of six schedules exhibiting a a, within the range 1-8. 
Finally, the index of parental-shift regularity in many schedules is close to  unity, 
with approximately 70 percent of the values lying between one-third and four-thirds. 
Values of p,, = a, /a, that are lower than four-fifths or higher than six-fifths will be called 
irregular. 
We may imagine a 3 X 4 crossclassification of migration schedules that defines a 
dozen "average families" (Table 12). Introducing a low and a high value for each param- 
eter gives rise to  16 additional families for each of the three classes of schedules. Thus we 
may conceive of a minimum set of 60  families, equally divided among schedules with a 
retirement peak, schedules with a retirement slope, and schedules with neither a retire- 
ment peak nor a retirement slope (a reduced form). 
TABLE 12 A crossclassification of migration schedules. 
Measures (average values) 
Peaking Dominance Asymmetry Regularity 
Schedule (r,  = 20) @,a = 1/31 (0, = 4) a 1  = 1) 
Retirement peak + + + + 
Retirement slope + + + + 
Reduced form + + + + 
To complement the above discussion with a few visual illustrations, in Figure 9(a) 
we present six labor dominant profiles, with Sic fixed at 22. The tallest three exhibit a 
steep rate of descent a, = 0.3; the shortest three show a much more moderate slope of 
a, = 0.06. Within each family of three curves, one finds variations in p,  and in the rate 
of ascent A,. Increasing p, shifts the curve to the right along the horizontal axis; increas- 
ing )12 raises the relative height of the high peak. 
The six schedules in Figure 9(b) depict the corresponding two families of child 
dependent profiles. The results are generally similar to those in Figure 9(a), with the 
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exception that the relative importance of migration in the pre-labor force age groups is 
increased considerably. The principal effects of the change in 4, are: (I) a raising of the 
intercept a ,  + c along the vertical axis, and (2) a simultaneous reduction in the height of 
the labor force component in order to maintain a constant area of unity under eachcurve. 
Finally, the dozen schedules in Figures 9(c) and 9(d) describe similar families of 
migration curves, but in these profiles the relative contribution of the constant component 
to  the unit GMR has been increased significantly (i.e., 6,, = 2.6). It is important to note 
that such "pure" measures of profiles asxl, x,, , X, and A remain unaffected by this change, 
whereas "impure" profile measures, such as the mean age of migration Fi, now take on a 
different set of values. 
3.4 Sensitivity Analysis 
The preceding subsections have focused on a comparison of the fundamental pararn- 
eters defining the model migration age profiles of a number of nations. The comparison 
yielded ranges of values within which each parameter may be expected to  fall and suggested 
a classification of schedules into families. We now turn to  an analytic examination of how 
changes in several of the more important parameters become manifested in the age profile 
of the model schedule. For analytical convenience we begin by focusing on the properties 
of the double exponential curve that describes the labor force component: 
We begin by observing that if a, is set equal to  A, in the above expression, then the 
labor force component assumes the shape of a well-known extreme value distribution 
used in the study of flood flows (Gumbel 1941, Kimball 1946). In such a case xh = p, 
and the function f,(x) achieves its maximum y h  at that point. To analyze the more gen- 
eral case where a, # A,, we may derive analytical expressions for both of these variables 
by differentiating eq. (4) with respect to  x ,  setting the result equal t o  zero, and then solv- 
ing t o  find 
an expression that does not involve a,, and 
an expression that does not involve p, . 
Note that if A, > a,, which is almost always the case, then xh > p,. And observe 
that if a, = A,, then the above two equations simplify t o  
and 
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Since p, affects xh only as a displacement, we may focus on the variation of xh as a 
function of a, and A,. A plot of xh against a,, for a fixed A,, shows that increases in a, 
lead t o  decreases in xh. Analogously, increases in A,, for a fixed a,, produce increases in 
xh but at  a rate that decreases rapidly as the latter variable approaches its asymptote. 
The behavior of yh is independent of p, and varies proportionately with a,. Hence 
its variation also depends fundamentally only on the two variables a, and A,. A plot of 
yh against %, for a fixed A,, gives rise to  a U-shaped curve that reaches its minimum at 
a, = A,. Increasing A, widens the shape of the U. 
The influence of a, and A, on the labor force component may be assessed by exam- 
ining the proportional rate of change of the function f,(x): 
Equation (7) defines this rate of change as the sum of two components: --a, and the 
exponential A, exp [-A, (x - p,)] . To demonstrate how the actual rates of ascent and 
descent are related to  A, and a, we may take, for example, a typical set of parameter val- 
ues such as a, = 0.1, A, = 0.4, and p, = 20 and then proceed to  calculate the quantities 
presented in Table 13. The calculations indicate that, at ages above 30, the actual rate of 
descent is almost identical to  -a,. The actual rates of ascent are very different from the 
A, value, except for ages close to  x = p, .* 
TABLE 13 Impacts of h, and a, on the actual rates of ascent and descent of the labor 
force component: h, = 0.4, a, = 0.1, and p, = 20. 
Actual rates of ascent and descent 
Range of age Age (x) dx )  = h, exp [-A,@ - p,)] -a2 + g(x) 
1192 1192 
In this range the impact 161 161 
of a, can be ignored 22 22 
3 3 
In this range the impact 0.007 
of A, can be ignored 0.001 
*We are grateful to Kao-Lee L i w  for suggesting the examination of eq. (7) and for pointing out that 
the parameters A, and a, are not truly rates of ascent and descent, respectively. 
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The introduction of the pre-labor force component into the profile generally moves 
xh to a slightly younger age and raises yh  by about a ,  exp(-a,xh), usually a negligible 
quantity. The addition of the constant term c, of course, affects only yh ,  raising it by the 
amount of the constant. Thus the migration rate at age xh may be expressed as 
A variable that interrelates the pre-labor force and labor force components is the 
parental shift A. To simplify our analysis of its dependence on the fundamental param- 
eters, it is convenient to assume that a, and a, are approximately equal. In suchinstances, 
for ages immediately following the high peak xh,  the labor force component of the model 
migration schedule is closely approximated by the function a, exp [-a, (x, - p,)] . Recall- 
ing that the pre-labor force curve is given by a ,  exp(--a,x,) when a, = a,, we may equate 
the two functions to solve for the difference in ages that we have called the parental shift: 
This equation shows that the parental shift will increase with increasing values of 
p2 and will decrease with increasing values of a, and S,, . Table 14 compares the values of 
this analytically defined "theoretical" parental shift with the corresponding observed paren- 
tal shifts presented earlier in Table 1 for Swedish males and females. The two definitions 
appear to produce similar numerical values, but the analytical definition has the advantage 
of being simpler to calculate and analyze. 
Consider the rural-to-urban migration age profile defined by the parameters in Table 
15. In this profile the values of a, and A, are almost equal, making it a suitable illustration 
of several points raised in the above discussion. 
First, calculating xh with eq. (5) gives 
as against xh = 21.59 set out in Table 15. Deriving yh using eq. (6) gives 
where a,/A, = 0.23710.270 = 0.878. Thus M(21.59) is approximately equal to yh + c = 
0.069 + 0.004 = 0.073. The value given by the model migration schedule equation is also 
0.073. 
Since a, # a,, we cannot adequately test the accuracy of eq. (8) as an estimator of 
A. Nevertheless, it can be used to help account for the unusually large value of the paren- 
tal shift. Substituting the values for p,, a,, and S,, into eq. (8), we find 
And although this is an underestimate of 45.13, it does suggest that the principal cause 
for the unusually high value of A is the unusually low value of S,,. If this latter parameter 
TABLE 14 Observed and theoretical values of the parental shift: Sweden, 8 regions, 1974. 3 
m 
Regions of Sweden 2- 
Parental shift 
9 
1. Stockholm 2. East Middle 3. South Middle 4. South 5. West 6. North Middle 7. Lower North 8. Upper North 
observed: males 27.87 29.99 29.93 29.90 29.57 29.92 30.15 31.61 
Theoretical, males 25.14 29.24 30.01 29.65 28.97 29.43 26.61 29.89 
observed: females 25.49 27.32 27.27 27.87 27.42 27.01 26.94 28.30 
Theoretical, females 24.68 26.85 28.16 28.91 27.51 28.54 28.19 28.95 
'source: Table 1. 
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TABLE 15 Parameters and variables defining observed total (males plus 
females) model migration schedules for urban-to-rural and rural-to-urban 
flows: the Soviet Union, 1974. 
















PI ,  
x1 
a~ list of definitions for the parameters and variables appears in Appendix B. 
had the value found for Stockholm's males, for example, the parental shift would exhibit 
the much lower value of 22.52. 
4 ESTIMATED MODEL MIGRATION SCHEDULES 
An estimated model schedule is a collection of age-specific rates derived from pat- 
terns observed in various populations other than the one being studied plus some incom- 
plete data on the population under examination. The justification for such an approach is 
that age profiles of fertility, mortality, and geographical mobility vary within predeter- 
mined limits for most human populations. Birth, death, and migration rates for one age 
group are highly correlated with the corresponding rates for other age groups, and expres- 
sions of such interrelationships form the basis of model schedule construction. The use of 
these regularities to develop hypothetical schedules that are deemed to be close approxima- 
tions of the unobserved schedules of populations lacking accurate vital and mobility regis- 
tration statistics has been a rapidly growing area of contemporary demographic research. 
4.1 Introduction : A1 ternative Perspectives 
The earliest efforts in the development of model schedules were based on only one 
parameter and hence had very little flexibility (United Nations 1955). Demographerssoon 
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discovered that variations in the mortality and fertility regimes of different populations 
required more complex formulations.1n mortality studies greater flexibility was introduced 
by providing families of schedules (Coale and Demeny 1966) or by enlarging the number 
of parameters used to  describe the age pattern (Brass 1975). The latter strategy was also 
adopted in the creation of improved model fertility schedules and was augmented by the 
use of analytical descriptions of age profiles (Coale and Trussell 1974). 
Since the age patterns of migration normally exhibit a greater degree of variability 
across regions than do mortality and fertility schedules, it is to  be expected that the devel- 
opment of an adequate set of model migration schedules will require a greater number 
both of families and of parameters. Although many alternative methods could be devised 
to summarize regularities in the form of families of model schedules defined by several 
parameters, three have received the widest popularity and dissemination: 
1. The regression approach of the Code-Demeny model life tables (Coale and 
Demeny 1966) 
2. The logit system of Brass (Brass 1971) 
3.  The double exponential graduation of Coale, McNeil, and Trussell (Coale 1977, 
Coale and McNeil 1972, Coale and Trussell 1974) 
The regression approach embodies a correlational perspective that associates rates at 
different ages t o  an index of level, where the particular associations may differ from one 
"family" of schedules to another. For example, in the Code-Demeny model life tables, 
the index of level is the expectation of remaining life at age 10, and a different set of 
regression equations is established for each of four "regions" of the world. Each of the 
four regions (North, South, East, and West) defines a collection of similar mortality sched- 
ules that are more uniform in pattern than the totality of observed life tables. 
Brass's logit system reflects a relational perspective in which rates at different ages 
are given by a standard schedule whose shape and level may be suitably modified to be 
appropriate for a particular population. 
The Code-Trussell model fertility schedules are relational in perspective (using a 
Swedish standard first-marriage schedule), but they also introduce an analytic description 
of the age profile by adopting a double exponential curve that defines the shape of the 
age-specific first-marriage function. 
In this study we mix the above three approaches to  define two alternative perspec- 
tives for estimating model migration schedules in situations where only inadequate or 
defective data on internal (origin-destination) migration flows are available. Both perspec- 
tives rely on the analytic (double plus single exponential) graduation defined by the basic 
model migration schedule set out earlier in this study. Both ultimately depend on the 
availability of some limited data to obtain the appropriate model schedule, for example, 
at least two age-specific rates, such as M(0-4) and M(20-24), and informed guesses regard- 
ing the values of a few key variables, such as the low and high points of the schedule. They 
differ only in the method by which a schedule is identified as being appropriate for a par- 
ticular population. 
The first perspective, the regression approach, associates variations in the parameters 
and derived variables of the model schedule to each other and then to agespecific migra- 
tion rates. The second, the logit approach, embodies different relationships between the 
model schedule parameters in several standard schedules and then associates the logits of 
the migration rates in a standard to  those of the population in question. 
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4.2 The Correlational Perspective: The Regression Migration System 
A straightforward way of obtaining an estimated model migration schedule from 
limited observed data is t o  associate such data with the basic model schedule's parameters 
by means of regression equations. For example, given estimates of the migration rates of 
infants and young adults, M(0-4) and M(20-24) say, we may use equations of the form 
to  estimate the set of parameters Qi that define the model schedule. The parameters of the 
fitted model schedules are not independent of each other, however. Higher than average 
values of h,, for example, tend to be associated with lower than average values of a, .  The 
incorporation of such dependencies into the regression approach would surely improve the 
accuracy and consistency of the estimation procedure. An examination of empirical asso- 
ciations among model schedule parameters and variables, therefore, is a necessary first step. 
Regularities in the covariations of the model schedule's parameters suggest a strategy 
of model schedule construction that builds on regression equations embodying these co- 
variations. Given the values for t i , , ,  x ~ ,  and xh, for example, one can proceed to derive p,, 
h,, a, ,  and PI,. Since o, = h,/a, we obtain, at the same time, an estimate for a,, which 
we then can use to find a,. With a, established, a ,  may be obtained by drawing on the 
definitional equation t i , ,  = a , /a , ,  and a ,  may be found with the similar equation P , ,  = 
a, la , .  An initial value for c is obtained by setting c = a ,  / t i , ,  , where t i , ,  is estimated by 
regressing it on t i , , ,  and a , ,  a , ,  and c are scaled to give a GMR of unity. 
Conceptually, this approach to model schedule construction begins with the labor 
force component and then appends to  it the pre-labor force part of the curve. The value 
given for t i , ,  reflects the relative weights of these two components, with low values defin- 
ing a labor dominant curve and high values pointing to a family dominant curve. (The 
behavior of the post-labor force curve is assumed here to be treated exogenously .) 
We begin the calculations with p, to establish the location of the curve on the age 
axis; is it an early or late peaking curve? Next, we turn to the determination of its two 
slope parameters h, and a ,  by resolving whether or not it is a labor symmetric curve. Val- 
ues of a,  between 1 and 2 generally characterize a labor symmetric curve; higher values 
describe an asymmetric age profile. The regression of a, on a ,  produces the fourth param- 
eter needed to  define the labor force component. With values for p,, A,,  a , ,  and a, the 
construction procedure turns to the estimation of the pre-labor force curve, which is 
defined by the two parameters a ,  and a, .  Its relative share of the total unit area under 
the model migration schedule is set by the value given to t i , , .  The retirement peak and the 
upward slope are introduced exogenously by setting their parameters equal to those of 
the "observed" model migration schedule. 
The collection of regression equations given in Table 16 exemplifies a regression 
system that may be defined to represent the "child dependency" set, inasmuch as their 
central independent variable t i , ,  is the index of child dependency. It is also possible to 
replace this independent variable with others, such as o, or PI, for example, t o  create a 
"labor asymmetry" or a "parental-shift regularity" set. The regression coefficients were 
obtained using the age-specific interregional migration schedules (scaled to  unit GMR) of 
Sweden, the United Kingdom, and Japan. Of the three variants, the child dependency set 
gave the best fits in about half of the female schedules tested, whereas the parental-shift 
Model migration schedules 
TABLE 16 A basic set of regression equations. 
Regression coefficients of independent variables 
Dependentvariables Intercept 6,, XI X h Q1 
rl (males) -3.26 3.28 -0.67 1.39 
(females) -7.69 - 2 . 1 4  -0.53 1.63 
A, (males) 1.31 0.15 0.08 -0.09 
(females) 1.19 0.13 0.08 -0.09 
o, (males) 16.43 5.59 0.89 -1.17 
(females) 10.97 6.05 0.63 -0.85 
PI* (males) 1.90 1.33 -0.03 -0.04 
(females) 1.82 1.42 - 0.04 -0.04 
a, (males) 0.03 
(females) 0.04 
6,, (males) 9.41 13.83 
(females) 0.19 26.43 
regularity set was overwhelmingly the best fitting variant for the male schedules (see Rogers 
and Castro 1981). 
To use the basic regression equations presented in Table 16, one first needs to obtain 
estimates of ti,,, x l ,  and xh. Values for these three variables may be selected to reflect 
informed guesses, historical data, or empirical regularities between such model schedule 
variables and observed migration data. For example, suppose that a fertility survey has 
produced a crude estimate of the ratio of infant to parent migration rates: M = M(0-4)/ 
M(20-24), say. A linear association between ti,, and this M ratio, with the regression 
equation forced through the origin, gives 
for females, and 
for males. 
Figure 10 illustrates examples of the goodness-of-fit provided by the estimated 
schedules to the observed model migration data. Two sets of estimated schedules are 
shown: those obtained with the observed index of child dependency (ti,,) and those found 
with the estimated index (ill), both calculated using the above regressions. In each case 
xl and x,, were set equal to the values given by the observed model migration schedules. 
4.3 The Relational Perspective: The Logit Migration System 
Among the most popular methods for estimating mortality from inadequate or defec- 
tive data, is the so-called logit system developed by William Brass about twenty years ago 
Stockholm h) London 
m 
0.05 1 Tokyo Amsterdam 
FlGURE 10 The fits of the correlational approach when using 6,, from the model migration schedule (---) and 8,, from the observed M ratio (. . . .) com- 8 
pared with the observed (-) data for the female populations of Stockholm, London, Tokyo, and Amsterdam. 8 
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and now widely applied by demographers alI over the world (Brass 197 1, Brass and Coale 
1968, Carrier and Hobcraft 197 1, Hill and Trussell 1977, Zaba 1979). The logit approach 
to model schedules is founded on the assumption that different mortality schedules can 
be related to each other by a linear transformation of the logits of their respective survivor- 
ship probabilities. That is, given an observed series of survivorship probabilities I(x) for 
ages x = 1,2,. . . ,a, it is possible to associate these observed series with a "standard" series 
l,(x) by means of the linear relationship 
logit [ I  - l(x)] = 7 + p logit [ l  - I,(x)l 
where, say, 
The inverse of this function is 
I(x) = 1 /{1 + exp [2Y(x)]) 
The principal result of this mathematical transformation of the nonlinear I(x) func- 
tion is a more nearly linear function in x,  with a range of minus and plus infinity rather 
than unity and zero. 
Given a standard schedule, such as the set of standard logits, Y,(x), proposed by 
Brass, a life table can be created by selecting appropriate values for 7 and p .  In the Brass 
system 7 reflects the level of mortality and p defines the relationship between child and 
adult mortality. The closer 7 is to zero and p to unity, the more the estimated life table is 
like the standard. 
The logit perspective can be readily applied to migration schedules. Let .M(x) denote 
the age-specific migration rates of a schedule scaled to a unit GMR, and let ,M,(x) denote 
the corresponding standard schedule. Taking logits of both sets of rates gives the logit 
migration system 
and 
where, for example, 
The selection of a particular migration schedule as a standard reflects the belief that 
it is broadly representative of the age pattern of migration in the multiregional population 
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system under consideration. (Our standard schedules will always have a unit CMR; hence 
the left subscript on .Y,(x) will be dropped.) To illustrate a number of calculations carried 
out with several sets of multiregional data, we shall adopt the national age profile as the 
standard in each case and strive to estimate regional outmigration age profiles by relating 
them to the national one. Specifically, given an m X m table of interregional migration 
flows for any age x ,  we divide each origin-destination-specific flow Oii(x) by the popula- 
tion in the origin region Ki(x) to define the associated age-specific migration rate Mii(x). 
Summing these over all origins and destinations gives the corresponding national rate M. .(x), 
and scaling all schedules to unit CMR gives .Mii(x) and ,,M. .(x), respectively. 
Figure 1 1 presents national male standards for Sweden, the United Kingdom, Japan, 
and the Netherlands. (We shall deal only with graduated fits inasmuch as all of our non- 
Swedish data are for five-year age intervals and therefore need to be graduated first in 
order to provide single-year profiles by means of interpolation.) The differences in age 
profiles are marked. Only the Swedish and the United Kingdom standards exhibit a retire- 
ment peak. Japan's profile is described without such a peak because the age distribution 
of migrants given by the census data ends with the open interval of 65 years and over. The 
data for the Netherlands, on the other hand, show a definite upward slope at the post-labor 
force ages and therefore have been graduated with the 9-parameter model schedule with 
an upward slope. 
Regressing the logits of the age-specific outmigration rates of each region on those 
of its national standard (the CMRs of both first being scaled to unity) gives estimated val- 
ues for y and p.  Reversing the procedure and combining selected values of y and p with a 
national standard of logit values, identifies the following important regularity: whenever 
y = 2(p - I) then the CMR of the estimated model schedule is approximately unity 
(Rogers and Castro 198 1). Linear regressions of the form 
fitted to our data for Sweden, the United Kingdom, Japan, and the Netherlands, consis- 
tently produce estimates for do and dl that are approximately equal to 2 in magnitude 
and that differ only in sign, i.e., 8, = -2, and il = +2. Thus 
Differences in the national standard schedules illustrated in Figure 1 1 suggest that a 
single standard schedule may be a more restrictive assumption in migration analysis than 
in mortality studies. It therefore may be necessary to  follow the Code-Demeny strategy 
of developing families of appropriate schedules (Code and Demeny 1966). 
The comparative analysis of national and interregional migration patterns carried 
out in section 3 identified at least three distinct families of age profiles. First, there was 
the 1 1-parameter basic model migration schedule with a retirement peak that adequately 
described a number of interregional flows, for example, the age profiles of outmigrants 
leaving capital regions such as Stockholm and London. The elimination of the retirement 
peak gave rise to the 7-parameter reduced fonn of this basic schedule, a form that was 
used to describe a large number of labor dominant profiles and the age patterns of migra- 
tion schedules with a single openended age interval for the post-labor force population, 
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for example, Japan's migration schedules. Finally, the existence of a monotonically rising 
tail in migration schedules such as those exhibited by the Dutch data led to  the definition 
of a third profile: the 9-parameter model migration schedule with an upward slope. 
Within each family of schedules, a number of key parameters or variables may be 
put forward in order to further classify different categories of migration profiles. For 
example, in section 3 we identified the special importance of the following aspects of 
shape and location along the age axis: 
1. Peaking: early peaking versus late peaking (p,) 
2. Dominance: child dependence versus labor dominance (6 , , )  
3 .  Asymmetry: labor symmetry versus labor asymmetry (a,) 
4. Regularity: parental-shift regularity versus parental-shift irregularity (PI,) 
These fundamental families and four key parameters give rise to a large variety of 
standard schedules. For example, even if the four key parameters are restricted to only 
dichotomous values, one already needs 24 = 16 standard schedules. If, in addition, the 
sexes are to be differentiated, then 32 standard schedules are a minimum. A large number 
of standard schedules would make the logit approach a less desirable alternative. Hence 
we shall examine the feasibility of adopting only a single standard for both sexes and 
assume that the shape of the post-labor force part of the schedule may be determined 
exogenously. In tests of our logit migration system, therefore, we shall always set the post- 
labor force retirement peak or upward slope equal to  observed model schedule values. 
The similarity of the male and female median parameter values set out in Tables 10 
and 11 (for Sweden, the United Kingdom, and Japan), suggests that one could use the 
average of the values for the two sexes to define a unisexual standard. A rough rounding 
of these averages would simplify matters even more. Table 17 presents the simplified basic 
standard parameters obtained in this way. The values of a,, a,, and c are initial values only 
and need t o  be scaled proportionately to ensure a unit GMR. Figure 12 illustrates the age 
profile of this simplified basic standard migration schedule. 
TABLE 17 The simplitied basic standard migration 
schedule. 
Fundamental parameters Fundamental ratios 
We have noted before that when y = 0 and p = 1, the estimated model schedule is 
identical to  the standard. Moreover since the GMR of the standard is always unity, values of 
y and p that satisfy the equality y = 2(p - - 1) guarantee a GMR ofunity for the estimated 
schedule. What are the effects of other combinations of values for these two parameters? 
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FIGURE 12 Simplified basic standard migration schedule. 
Figure 13 illustrates how the simplified basic standard schedule is transformed when 
y and p are assigned particular pairs of values. Figure 13(a) shows that fixing y = 0 and 
increasing p from 0.75 to  1.25 lowers the schedule, giving migration rates that are smaller 
in value than those of the standard. On the other hand, fixing p = 0.75, and increasing y 
from -1 to  0 raises the schedule, according to  Figure 13(b). Finally, f l n g  GMR = 1 by 
selecting values of y and p that satisfy the equality y = 2(p - 1) shows that as y and p 
both increase, so does the degree of labor dominance exhibited by the estimated sched- 
ule. For example, moving from an estimated schedule with y = - 4 . 5  and p = 0.75 to  one 
with y = 0.5 and p = 1.25 does not alter the area under the curve (GMR = I), but it does 
increase its labor dominance (Figure 13(c)). 
Given a standard schedule and a few observed rates, such as M(0-4) and M(20-24), 
for example, how can one find estimates for y and p ,  and with those estimates go on to  
obtain the entire estimated schedule? 
First, taking logits of the two observed migration rates gives Y(0 4) and Y(20-24) 
and associating these two logits with the pair of corresponding logits for the standard gives 
Solving these two equations in two unknowns gives crude estimates for y and p ,  and apply- 
ing them to  the standard schedule's full set of logits results in a set of logits for the esti- 
mated schedule. From these one can obtain the migration rates, as shown earlier. Tests of 
such a procedure with the migration data for Sweden, the United Kingdom, Japan, and 
the Netherlands, however, indicate that the method is very erratic in the goodness-of-fits 
that i t  produces and, therefore, more refined procedures are necessary. Such procedures 
(for the case of mortality) are described in the literature on the Brass logit system (for 
example, in Brass 1975, Carrier and Goh 1972). 
A reasonable first approximation to  an improved estimation method for the case of 
migration is suggested by the regression approach described in subsection 4.2. lmagine a 
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regression of p on the M ratio,M(O-4)/M(20---24). Starting with the simplified basic stan- 
dard migration schedule and varying p within the range of observed values, one may obtain 
a corresponding set of M ratios. Associating p and the M ratio in this way, one may pro- 
ceed further and use the relational equation to  estimate + from p :  
A further simplification can be made by forcing the regression line to  pass through 
the origin. Since the resulting regression coefficient has a negative sign and the intercept 
exhibits roughly the same absolute value, but with a positive sign, the regression equations 
take on the form 
where M = M(0-4)/M(20--24). 
Given a standard schedule and estimates for y and p ,  one can proceed to compute 
the associated estimated model migration schedule. Figure 14 illustrates representative 
examples of the goodness-of-fit obtained using this procedure. Two estimated schedules 
are illustrated with each observed model migration schedule: those calculated with the 
interpolated 85 single-yearaf-age observations and the resulting leastsquares estimates of 
y and p ,  and those computed using the above regression equations of p on the M ratio. 
Although the fits are moderately successful, it is clear that further study of this problem 
is necessary. 
5 CONCLUSION 
This report began with the observation that empirical regularities characterize ob- 
served migration schedules in ways that are no less important than the corresponding well- 
established regularities in observed fertility or mortality schedules. Section 2 was devoted 
to defining mathematically such regularities in observed migration schedules in order t o  
exploit the notational, computational, and analytical advantages that such a formulation 
provides. Section 3 reported on the results of an examination of over 500 migration sched- 
ules that underscored the broad generality of the model migration schedule proposed and 
helped to  identify a number of families of such schedules. 
Regularities in age profiles lead naturally to the development of hypothetical model 
migration schedules that might be suitable for studies of populations with inadequate or 
defective data. Drawing on techniques used in the corresponding literature in fertility and 
mortality, section 4 develops procedures for inferring migration patterns in the absence of 
accurate migration data. 
Of what use, then, is the model migration schedule defined in this study? What are 
some of its concrete practical applications? 
The model rnigration schedule may be used to  graduate observed data, thereby 
smoothing out irregularities and ascribing to the data summary measures that can be used 
for comparative analysis. It may be used t o  interpolate to single years of age, observed 
migration schedules that are reported for wider age intervals. Assessments of the reliability 
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of empirical migration data and indications of appropriate strategies for their correction 
are aided by the availability of standard families of migration schedules. Finally, such 
schedules also may be used t o  help resolve problems caused by missing data. 
The analysis of national migration age patterns reported in this study seeks to  dem- 
onstrate the utility of examining the regularities in age profile exhibited by empirical 
schedules of interregional migration. Although data limitations have restricted some of 
the findings t o  conjectures, a modest start has been made. It is hoped that the results 
reported here will induce others to  devote more attention to  this topic. 
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APPENDIX A 
NONLINEAR PARAMETER ESTIMATION WITH MODEL MIGRATION SCHEDULES 
This appendix briefly illustrates the mathematical programming procedure used to 
estimate the parameters of the model migration schedule. The nonlinear estimation prob- 
lem may be defined as the search for the "best" parameter values for the function 
M(x) = a,  exp (-a, x )  
in the sense that a predefined objective function is minimized when the parameters take 
on these values. 
This problem is the classical one of nonlinear parameter estimation in unconstrained 
optimization. All of the available methods start with a set of given initial conditions, or 
initial guesses of the parameter values, in the search for better estimates following specific 
convergence criteria. The iterative sequence ends after a finite number of iterations, and 
the solution is accepted as giving the best estimates for the parameters. 
The problem of selecting an effective method has been usefully summarized by Bard 
(1 974, p. 84) as follows: 
. . . no single method has emerged which is best for the solution of all nonlinear 
programming problems. One cannot even hope that a "best" method will ever 
be found, since problems vary so much in size and nature. For parameter esti- 
mation problems we must seek methods which are particularly suitable t o  the 
special nature of these problems which may be characterized as follows: 
1. A relatively small number of unknowns, rarely exceeding a dozen 
or SO. 
2. A highly nonlinear (though continuous and differentiable) objec- 
tive function, whose computation is often very time consuming. 
3. A relatively small number (sometimes zero) of inequality con- 
straints. Those are usually of a very simple nature, e.g., upper and 
lower bounds. 
4.  No equality constraints, except in the case of exact structural mod- 
els (where, incidentally, the number of unknowns is large) . . . 
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For computational convenience, we have chosen the Marquardt method (Levenberg 
1944, Marquardt 1963). This method seeks out a parameter vector P* that minimizes the 
following objective function: 
where fp is the residual vector. For the case of a model schedule with a retirement peak, 
vector P has the following elements: 
where T denotes transposition. The elements of the vector fp can be computed by either 
of the following two expressions: 
where M(x) is the observed value at age x and /jlp(x) is the estimated value using eq. (Al) 
and a given vector P of parameter estimates. 
By introducing eq. (A4) in the objective function set out in eq. (A2), the sum of 
squares is minimized; if, on the other hand, eq. (A5) is introduced instead, the chi-square 
statistic is minimized. 
In matrix notation, the Levenberg-Marquardt method follows the iterative sequence 
where h is a non-negative parameter adjusted to ensure that at each iteration the function 
(A2) is reduced, J q  denotes the Jacobian matrix of +(P) evaluated at the q iteration, and 
D is a diagonal matrix equal to the diagonal of JTJ. 
The principal difficulty in nonlinear parameter estimation is that of convergence, 
and the method discussed here is no exception. The algorithm starts out by assuming some 
initial parameters, and then a new vector P is estimated according to the value of A, which 
in turn is also modified following some gradient criteria. Once some given stopping values 
are achieved, vector P*  is assumed to be the optimum. In some cases, however, this P* 
reflects local minima that may be improved with better initial conditions and a different 
set of gradient criteria. 
Using the data described in this report, several experiments were carried out to  exam- 
ine the variation in parameter estimates that could result from different initial conditions 
(assuming Newton's gradient criteria).t Among the cases studied, the most significant dif- 
ferences were found for the vector P with 11 parameters, principally among the param- 
eters of the retirement component. For schedules without the retirement peak, the vector 
P* shows no variation in most cases. 
?For a complete description of gradient methods, see Fiacco and McCormick 1968, Bard 1974. 
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The impact of the gradient criteria on the optimal vector P* was also analyzed, using 
the Newton and the Steepest Descent methods. The effects of these two alternatives were 
reflected in the computing times but not in the values of the vector P*. Nevertheless, 
Bard (1974) has suggested that both methods can create problems in the estimation, and 
therefore they should be used with caution in order to avoid unrealistic parameter esti- 
mates. It appears that the initial parameter values may be improved by means of an inter- 
active approach suggested by Benson (1979). 
Appendix B contains summary statistics of national parameters and variables of the 
reduced sets of observed migration schedules, and Appendix C contains national 
parameters and variables of the full sets of observed migration schedules. To save 
space these data have not been included here. Copies of the complete report may be 
obtained from: 
Office of Communications (Distribution) 
International Institute for Applied Systems Analysis, 
A-236 1 Laxenburg, 
Austria. 
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SUMMARY 
The consumption of commercial energy in the developing countries is expected to 
increase by a factor of about 10 over the next 50 years. As most of the infrastructure re- 
lated to their energy consumption and supply will undergo a major expansion during the 
next few decades, it should be possible to introduce softldecentralized technologies based 
on renewable sources of  energy in order to meet a significant fraction of  the future energy 
demand in these countries. This report assesses what could, under favorable conditions, 
be a maximum share of so ftldecentralized renewables in meeting the future commercial 
energy demand o f  the three market-economy developing world regions considered in the 
global energy study of the IIASA Energy Systems Bogram (Region IV: Latin America 
(LA); Region V: Africa (except Northern Africa and South Africa) and South and South- 
east Asia (A f/SEA); Region VI: Middle East and Northern Africa (MEINAfl). 
A number of softldecentralized technologies based on renewable sources of energy 
are looked into and their investment requirements (per unit capacity) and fuel production 
costs are compared with those of conventional supply schemes. Shortcomings and practical 
difficulties associated with some of these technologies that render them unsuitable for 
meeting diffrent categories of demand in rural areas and in small and large urban centers 
are analyzed It is concluded that the most promising so ftldecentralized renewables are: 
windmills and small hydropower units for use in imgation and for supplying elecm'city to 
rural households and small towns; charcoal for meeting thermal energy requirements of 
industry, households, and the service sector; biogas for use in rural households; and solar 
heat for supplying hot waterlsteam to indusm-es, households, and services. Maximum fea- 
sible shures of softldecentralized renewables to meet different categories of demand by 
2000 and 2030 are stated. The quantities of energy to be supplied by different technolo- 
gies are estimated by superimposing these shures on the sectoral and subsectoral demands 
for elecm-city and useful thermal energy as projected in the High and Low scenarios of  
the IZASA study. 
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The shares of so ft/decentralized rene wables in the commercial final energy demand 
of the three developing regions in 2030 are estimated to be about 7% for electricitv, 17% 
for nonelectric energy (charcoal 15%, biogas I % ,  soft solar I%), and 15% for total final 
energy. The soft/decentralized renewables will be required in 2030 to supply 0.7-1 .I TWyr 
of final energv, which is large in relation to the commercial final energy demand of  0.6 
TWyr in 19 75 in the three regions. 
Soft/decentralized renewables will be of greatest importance in rural areas. With the 
continuing use of noncommercial fuels in the rural areas of the three regions to satisfy 
about 60% of their thermal energy requirements, the commercialized soft/decentralized 
renewables are projected to meet about 35% of the electricity demand and 22% of the 
nonelectric commercial final energy demand of the rural sector in 2030. For the urban 
sector, it is estimated that by 2030 soft/decentralized renewables may be invoked to cover 
about 15% of the electricity demand and about 1 7% o f  the nonelectric demand originating 
from small urban centers. 
Among the so ft/decentralized renewables charcoal stands out as the most important 
and, at the same time, the most difficult component of the future supply schemes. In 
Region IV(LA), a region with large forest resources, the projected High scenario demand 
for charcoal in 2030 may be met by utilizing about one-third o f  the annual regenerative 
capacity o f  the region's natural forests. However, the same is not true for Regions V and 
VI (Af/SEA, ME/NAf). If it is assumed that not more than about one-third o f  a region's 
natural forest may be harvested for energy purposes, Region V will be required by 2030 
to raise energy plantations over an area equivalent to about 10% of  its present arable land 
in order to meet its High scenario demand for charcoal. The situation will be even more 
critical in Region VI, whose natural forest resources are extremely small. This region will 
have to undertake extensive energy plantation opemtions to meet its demand for charcoal 
in both scenarios. The area required to be put under plantations by 2030 is estimated, in 
the High scenario, to be about the same as the region's present arable area. 
This assessment o f the possible role o f soft/decentralized renewables is based on opti- 
mistic assumptions The envisaged supply of energy by these renewables can certainly be 
met i f  a well organized, large effort is initiated by the developing regions without loss of 
time, and pursued vigorously for the next 50 years. Any further delay or halfhearted effort 
would result in a smaller contribution by soft/decentralized renewables than is anticipated 
here. 
1 INTRODUCTION 
The developing world regions considered in this report are onIy those comprising 
market-economy countries and are defined as Regions IV, V, and VI in the IIASA study 
(Energy Systems Program Group of IIASA 1981). Region IV is Latin America (LA); 
Region V is Africa (excluding Northern Africa and South Africa) and South and Southeast 
Asia (AfISEA); and Region VI is the Middle East and Northern Africa (ME/NAf). The 
countries in each region are listed in the Appendix. 
The consumption of primary commercial energy in these regions in 1975 amounted 
to  0.80 TWyr yr-'. According to the two IIASA scenarios, corresponding to  different 
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projected levels of economic growth, the consumption will increase to about 8--13 times 
its 1975 value by 2030. As most of the infrastructure related to energy consumption and 
supply in the developing countries will be established over the next 50 years, it is worth 
while to explore the extent to which softldecentralized technologies based on renewable 
sources of energy may be called upon to meet the future energy demand in these regions. 
To do this we shall make a brief survey of such technologies that hold promise of wide- 
scale application in the developing regions; identify the plausible extent of their application 
to different energy-consuming activities; and then estimate their contribution to meeting 
the energy demand projected in the two IIASA scenarios for the years 2000 and 2030, 
assuming that an aggressive policy were to be pursued in favor of soft/decentralized renew- 
able~.  Finally, we shall consider how such an assessment stands in relation to the resource 
base of renewables in the three developing regions. 
In the context of this paper renewable energy sources are solar energy, wind, hydro- 
power, biomass, geothermal energy, etc. They will frequently be referred to  as "renew- 
able~.'' The term "soft" refers to simple technologies such as harvesting of wood from 
forests and plantations and use of small-scale hydropower, whereas the term "decentralized" 
implies localized systems, e.g. windmills, small hydropower units, and biogas plants that 
are not part of centralized supply systems. Large windmills may not be called soft tech- 
nologies but are still decentralized technologies, whereas wood harvesting may involve a 
very large organized effort but is still considered here as a soft technology. The technologies 
included in this assessment are not necessarily "soft" and "decentralized" at  the same time, 
but they belong to at least one of the categories. Centralized supply schemes using relatively 
advanced technology, such as hydropower plants, interconnected chains of  windmills, and 
solar-thermal--electric conversion, are therefore not considered here. The softldecentral- 
ized technologies based on renewable sources of energy will often be referred to as "S/D 
renewables." 
2 SOME BACKGROUND INFORMATION 
In 1975 the developing countries of Africa, Asia, and Latin America had a population 
of 1874 million, 30% ofwhom lived in urban areas and 70% in rural areas (United Nations 
1976). The main sources of income in rural areas are activities such as agriculture, fishing, 
and cattle breeding. Most of these activities, in particular farming, are still carried out by 
way of centuriesald traditional practices requiring intensive use of human labor and draft 
power. However, the pressure caused by increasing population, limited resources of arable 
land (0.34 ha per capita in 1975, as against 0.62 ha in the developed regions (Food and 
Agriculture Organization 1977)), and inadequate supplies of water from precipitation and 
canals is gradually forcing a change toward more productive, mechanized methods of both 
farming and irrigation. 
At present there is little industrial activity in the rural areas although efforts are 
being made by various governments to establish handicraft and cottage industries to 
reduce the population shift to urban areas. Most of the villages have a few hundred 
inhabitants and are distributed close to the arable land. The facilities of electricity and 
transportation are generally inadequate. According to a survey by the World Bank in 
1975 only about one-sixth of the total rural population of the developing countries (4% 
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in Africa, 15% in Asia, and 23% in Latin America) had access to electricity. The present 
trend of rural electrification seems to be dominated by extending grid supplies to rural 
areas rather than by establishing independent, small generating units. 
About 60% of the urban population in the developing regions was concentrated in 
1975 in cities of 100,000 or more inhabitants (UN 1976). Although all urban dwellers 
have potential access to electricity, a large fraction of the poor do not have the financial 
resources to cover the initial cost of electrification and are still without electricity. A 
substantial fraction of the electrified households use electricity only for lighting and for 
operating ceiling fans, radios, and television sets. 
The requirementsof nonelectric energy in both rural and urban households are dom- 
inated by cooking needs. This is because about threequarters of the population live in areas 
where hardly any space heating is required in winter and the use of hot water is also rnin- 
imal, in general. Noncommercial fuels to the extent of 0.5 TWyr were used in 1975 mainly 
for cooking and heating in households. Understandably the share of noncommercial fuels 
in meeting the household requirements is much higher in rural than in urban areas. I t  is 
generally estimated that the efficiency of noncommercial fuels, as they are presently used, 
is only 5-1 0%, compared with 30-60% for fossil fuels. Thus the present level of use of non- 
commercial fuels serves requirements that could perhaps be met by some 50-100 GWyr 
of fossil fuels. 
The manufacturing activities are practically all confined to urban areas. They are 
generally based on processes and technologies similar to those that either are presently 
used in the developed countries or were used by them within the last few decades. The 
mining and construction operations are, in general, very labor-intensive (except for oil and 
gas mining), although mechanization is gradually being increased. 
Things will change considerably in the next 50 years. In particular there will be much 
progress in industrial activity coupled with an increased level of urbanization. The rural 
development programs will help provide electricity to a large fraction of the rural popula- 
tion. Agriculture, construction, and mining activities will also become much more mechan- 
ized. In view of the growing scarcity of fossil fuels the renewable forms of energy will cer- 
tainly have a role in various sectoral activities but this role will vary from sector to sector 
and will not be the same for all groups of the population. For example, cities with popu- 
lations of millions will almost exclusively have to rely on centralized electricity grids, 
whereas it may be economically attractive to supply electricity to scattered and remote 
villages and to irrigation water pumps in certain areas from windmills and small hydropower 
units. For a proper assessment of the role of softldecentralized renewables one therefore 
needs to look into the distribution of future energy demand among the sectoral activities 
as well as among various groups of the population. 
3 PROMISING SOFTIDECENTRALIZED TECHNOLOGIES 
The developing world regions have a large potential of renewable energy sources. For 
example, the annual increment of wood above ground in the regions' forests is equivalent 
to about 7 billion tomes(7 X 109t) of dry wood with an energy content of about 4 TWyr 
(Earl 1975, FA0  1977). The energy content of agricultural and animal wastes produced 
at present in these regions is estimated to be about 0.4 ~ W y r  yr-' (FA0 1977, Parikh 1978, 
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Revelle 1979). This will probably increase by a factor of 3-5 over the next 50 years. The 
total hydropotential in the developing regions corresponds to  about 0.5 TW(e)yr yr-', of 
which only about 6% is in use at present, and that mostly through centralized generating 
schemes (UN 1977, World Energy Conference 1978). There is an abundance of sunshine 
in most of the regions, with an average solar irradiance of 1500-2000 kwh m-? yr -' . Winds 
having useful velocities are also found near coastal areas at distances of up to several hundred 
kilometers from the coastlines. As a rough estimate, the realizable potential of mechanical 
power from wind available in the developing regions may be taken as 0.5 T W ~ ~  yr-'. The 
realizable potential of wet geotllermal energy would also correspond t o  about 0.5 TWyr 
yr-'. These potentials of wind power and geothermal energy assumed for the developing 
regions are half of those estimated for the world as a whole (Energy Systems Program 
Group of IIASA 1981). 
In spite of their large potential the only significant applications, so far, of renewable 
sources of energy in the developing regions have been centralized hydropower generation 
and use of noncommercial fuels derived from disorganized cutting of forests and from 
agricultural and animal wastes. Recently some countries (most notably India) have started 
promoting the use of biogas plants in rural areas, while Brazil has embarked on a program 
of production of alcohol from sugarcane for use as fuel. Other applications such as those 
of windmills, small hydropower units, soft solar devices, and plantation schemes, are lagging 
further behind and are still in the exploratory stages. 
Since the various soft/decentralized technologies have not been commercialized it is 
not possible to make firm estimates of their investment requirements or fuel production 
costs. In addition, both the investment requirement per unit of installed capacity and the 
total cost per unit of energy produced will vary considerably for each technology, depend- 
ing on the geography, environmental conditions, and indigenous industrial capability. 
Nevertheless some rough estimates are necessary in order to identify the technologies that 
hold promise of large-scale utilization in areas where resource conditions are favorable. 
Table 1 presents some estimates (in 1975 US dollars) of the capital costs (per unit 
peak capacity) and the average energy production costs of S/D renewables for electricity 
generation. The estimates of capital costs are, in general, based on the prices of basic equip- 
ment now commercially available in some countries. The cost of electricity production has 
been calculated by fxing a charge of 10% per annum on capital cost and using the appro- 
priate duty cycle in column 4. The table also allows a comparison of the S/D renewables 
with conventional centralized systems. 
As centralized systems of electricity supply also entail large investments in transmis- 
sion networks and have associated maintenance and distribution expenses, the actual energy 
supply costs from centralized systems would be some 50-100% higher than those in Table 
1. Thus under favorable conditions the supply from individual windmills and small hydro- 
power units may be more economical. The cost of electricity production from photovoltaic 
arrays is, however, an order of magnitude too high at present. It is too early to  say whether 
the cost can be reduced sufficiently t o  make such systems an economically attractive prop- 
osition withn the next 50 years. 
Although windmills and some small hydropower units appear economically competi- 
tive with centralized power generation in terms of supply cost per unit of electricity, their 
energy sources are irregular by nature. This shortcoming makes them unsuitable for supply- 
ingregulated power to  large cities, major industries, and electrified transportation systems. 
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TABLE 1 Electricity supply from S/D renewables: estimatesof capital costs and electricity production 
costs, and comparison with centralized systems. 
Technology Capacity 
Small hydropower units 
Photovoltaic devices 
Centralized systems 
Large hydropower units 
Coal-fued plants 
Oil-fiued plants 
Capital costa Assumed duty Electricity costb 
(1975$ kW(e)-.' ) cycle (11 yr-' ) (19753 kW(e)h-' ) 
3000-6000 2500 0.12-0.24 
1000-2000 2500 0.04-0.08 
450 2500 0.02 
aThese estimates are based essentially on the information given by the National Academy of Sciences 
(1976). WEC (1978),Cecelskiet al. (1979), and the Energy Systems Program Group of IlASA (1981). 
bThese costs have been worked out by assuming a fixed charge of 10% per annum on capitalinvestment 
and neglecting the operating costs. For coal- and oil-fued plants an allowance has also been made for 
the fuel cost at 25 $ton-' for coal and 12$ bbl-' for oil. 
CLarge windmills with capacities in the MW(e) range are in the development stage. 
However, this unsteady nature would not pose much of a problem in meeting irrigation 
water-pumping requirements. Similarly, villages and small towns might tolerate to a con- 
siderable extent an irregular electricity supply and could meet part of their requirements 
from dieselaperated systems or central grids. However, the use of windmills and small 
hydropower units would call for considerable investments ($2000-10,000 per kW(e)yr yr-' 
of supply), which may be difficult for individuals or small groups to  afford without govern- 
ment finances. 
Table 2 lists the capital costs (per unit peak thermal capacity) and the average energy 
production costs of some solar devices, biogas plants, and alcohol production plants. The 
simple solar devices considered for water heating, space heating, and cooking are made from 
reflecting material that costs about $100 per m2 of surface. The biogas plants are the one- 
family and community units of the Indian design discussed by Parikh (1978). The capital 
cost for alcohol production was estimated by Goldemberg (1979) and corresponds to  the 
Brazilian situation. The energy costs in column 4 (expressed per unit of useful energy for 
solar devices and of energy content of fuel for other plants) are, again, based simply on a 
fixed charge of 10% per annum on capital cost and the assumed duty cycle in column 3. 
Also listed in Table 2 are the production costs for fuelwood and charcoal estimated by 
Earl (1975) for two different schemes in East Africa: harvesting natural forests, and raising 
energy plantations. Unlike the energy costs of solar heating, biogas, and alcohol, wluch 
have been worked out by neglecting the operating costs (although they would not be neg- 
ligible for large biogasand alcohol plants), the costs of fuelwood and charcoal include both 
the royalty paid on the forestlland area used and the operating costs. For comparison the 
energy costs of coal and of oil are also shown, but the actual price paid by the user for 
coal and oil will, in general, be much higher when taxes, profits, and transportation are 
taken into account. 
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TABLE 2 Thermal energy supply from S/D renewables: estimates of capital costs and energy produc- 
tion costs. 
Technology Capital costa Assumed duty Energy cost 
(1975$ kW" ) cycle (h yr-' ) $ kwh-') 
Solar water heating 300-600 2000 15- 30 
Solar space heating 400-800 5 00 80- 160 
Solar cooking 200-300 500 40- 60 
Biogas: 
one-family units 5 00 
community plants 250 
Alcohol production 
from sugarcane 800 
Fuelwood production: 
harvesting natural forests - 
energy plantations - 
Charcoal production: 
harvesting natural forests - 




Coal at 25$ ton-' - - 3 
Oil at 12$ bbl" - - 7 
"These estimates are based essentially on the information given by NAS (1976), WEC (1978), Parikh 
(1978), and Goldemberg (1979). 
Except for fuelwood and charcoal, the energy costs reflect only the contribution of capital costs at a 
fixed charge of 10% per annum. The cost estimates for fuelwood and charcoal are based on the data 
given by Earl (1975). 
To the extent that one can rely on the estimates in Table 2, renewable energy supply 
schemes based on biogas plants, energy plantations, and harvesting of natural forests appear 
attractive when their energy production costs are compared with the prices of coal and oil 
in the international market. Alcohol production may become more economical in coming 
years, as coal and oil prices rise. The energy costs for solar devices are relatively high but 
may fall as a result of the current R&D effort and the possible introduction of mass pro- 
duction. In any case the relative energy costs of different solar devices will remain roughly 
in the same proportion as in Table 2; in particular, solar water heating will remain more 
attractive than solar space heating. Very simple solar cookers, costing as little as $15 each, 
were produced in India in the 1960s but failed to be accepted in rural areas even though 
the government gave financial support to popularize them (Cecelski et al. 1979). The ex- 
perience in other countries has not been very different. This is understandable because 
solar cookers are very inconvenient for the housewife, and the time when they may be 
used efficiently does not coincide with the time when most people want to have warm 
meals. Therefore, we do not expect much success for solar cookers (in spite of lowered 
production costs) as long as more convenient means of energy supply for cooking remain 
available at acceptable costs. These alternatives for rural areas, which may be considered 
the most likely environment for using solar cookers, are fuelwood, agricultural and animal 
wastes, and biogas. 
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Biogas generation offers a very efficient and convenient form of fuel but its applica- 
tion is limited to  rural areas. In view of the relatively low investment potential of families 
in villages it is to  be expected that large plants for the community, perhaps built with the 
help of external financing, will be much more successful than the smaller, one-family units. 
While envisaging the application of biogas plants one should keep in mind the traditional 
social customs and habits of people in the handling of animal wastes. Taking into account 
these considerations and the relative availability of forest wood in different developing 
regions, we feel that the biogasplants will not have much success in the rural areas of Latin 
America. On the other hand, they may be very successful in the villages of Africa and Asia 
provided that the necessary investment funds are made available. 
In order to consider the long-term prospects of supplying wood/charcoal from nat- 
ural forests and energy plantations and of producing alcohol from sugarcane or other crops, 
one should look at the present land utilization patterns in developing regions. Table 3 
shows that there are about one billion hectares of forest area in each of Regions IV and V 
whereas Region VI has a meager 28 million hectares of woodland. Although the indiscrim- 
inate cutting of forests in recent years, particularly in Africa and Southeast Asia, has been 
causing serious deforestation and land erosion, silviculturally sound practices may allow 
harvesting of large amounts of wood from natural forests without adverse effects, and 
perhaps even with beneficial effects (Earl 1975). 
Both of the other alternatives (energy plantations and alcohol production from sugar- 
cane or other similar crops) are to be seen in competition with the requirements of food 
production for a growing population. The availab~lity of arable land in Regions IV, V, and 
VI in 1975 was only 0.45,0.32, and 0.33 ha per capita, respectively. These figures appear 
low when compared with 0.62 ha per capita, the average area of arable land available in 
the developed world regions. There does not appear to be much prospect for expanding 
arable land in the developing regions, so the per capita availability of good agricultural land 
in these regions will become evensmaller in the next 50 years, over which period the popu- 
lation will increase to about 2.5 times the present number. The production of sugarcane, 
or of similar crops, requires good agricultural land with an adequate water supply. (The 
cultivated area of sugarcane required to  produce 1 GWyr yr-' of alcohol in Brazil was esti- 
mated by Goldemberg (1979) to  be 0.4 X l o6  ha.) It is unhkely that the production of 
alcohol from agricultural crops will be able to play any significant role in the long run, 
TABLE 3 Distribution, by region, of population and land in 1975. Arable land includes the area 
under permanent crops. Source: FA0 (1977). 
Region Population Arable land Permanent Forests and Other land Total land 
( l o 6 )  ( lo6  ha) pastures woodland ( l o 6  ha) ( l o6  ha) 
( lo6  ha) ( l o6  ha) 
1V 319 142 527 1071 37 4 2114 
V 1422 45 6 7 10 963 1074 3203 
Africa 319 184 67 1 633 840 2328 
Asia 1103 272 39 3 30 234 875 
V1 133 45 172 28 802 1047 
Africa 57 13 45 3 45 3 5 14 
Asia 7 6 32 127 25 349 533 
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when there will be great pressure to  use such land for producing food. On the other hand, 
energy plantations based on certain species of fast-growing trees can be raised on marginal 
agricultural land (Earl 1975) and,as such, do not necessarily interfere with focd production 
requirements. Raising such plantations would help to  control land erosion in certain areas 
and may even be a welcome approach in the neighborhood of populated areas far from 
natural forests. 
Although wood can be used directly as fuel it is not as convenient to  handle and 
transport as charcoal and burns with a lower efficiency (for supplying useful energy). It is 
therefore expected that most of the available wood from forests and plantations will be 
converted t o  charcoal for use inindustry and urban households. The additional expenditure 
incurred in conversion of wood to  charcoal and the conversion energy losses (equivalent 
to  about 50% of the energy content of wood) will then be more or less counterbalanced 
by the savings in transportation expenses and the higher burning efficiency of charcoal. 
In principle, wood and its associated tree matter (leaves and twigs) can also be used 
t o  obtain liquid or gaseous fuel but no proper cost estimates are available for such an 
operation at a sizable scale. In general one would expect the investment per unit capacity 
of liquid/gaseous fuel to be much higher for this operation than for production of alcohol 
from sugarcane. Therefore we do not consider this as a viable alternative t o  charcoal pro- 
duction. 
The use of wood/charcoal for electricity generation at a decentralized level is not 
considered here as the capital costs (per unit capacity) of small thermal power plants will 
be too high t o  make them economically viable. Large thermal power plants (of the order 
of 100 MW(e)) may be more economical but they will also be more complex systems and 
will need to  be linked to central grids; therefore, they cannot be considered as either a soft 
or a decentralized technology. In any case it would be preferable to  use the available wood/ 
charcoal for direct thermal uses rather than for power generation if the demand for the 
former use alone is sufficient to put a great pressure on the resources of natural forests. 
(We shall show that this situation will apply to  the three developing regions if the use of 
S/D renewables is promoted to the extent envisaged in the present assessment.) 
The costs of supplying energy from wet geothermal sources are not mentioned in 
Table 2 as these sources are limited to only a few locations, and hence are unsuitable for 
wide-scale decentralized use; moreover, the costs will depend very much upon location. 
For the reasonsgivenabove, we view only four soft/decentralized technologies based 
on renewables as holding promise for wide application t o  developing world regions over 
the next 50 years. 
(i) Windmills, small hydropower units : for irrigation water pumping and supplying 
electricity to villages and small towns. 
(ii) Chmcoal: for industry, households, and the service sector, mainly as a source 
of thermal energy. 
(iii) Biogos: for rural areas of Africa and Asia, where the handling of animal wastes 
is traditionally and culturally acceptable. 
(iv) Solar heat: mainly for supplying hot waterlsteam to  industries and hot water 
to households and services; of limited use for space heating (in rich households 
and the service sector where the availability of capital is not a problem). 
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4 SCENARIO ASSUMPTIONS CONCERNING USE OF SOFT/DECENTRALIZED 
RENEWABLES 
Many factors will determine the extent to which soft/decentralized technologies 
based on renewable energy sources may be invoked to meet the future energy demand. 
The most important of these are listed below: 
- the cost economics of S/D renewables as compared with those of conventional 
forms of energy; 
- the magnitude of the domestic resources of conventional fuels; 
- the production potential of renewables close to demand centers; 
- the convenience of use and social preferences; 
- the access of different sections of the population to central power grids; 
- the investment potential of individuals and small groups for financing indepen- 
dent installations; 
- the government loan and investment policies for funding decentralized supply 
sources in preference to centralized facilities; and 
- the problems of institutional changes and management. 
All these factors will vary from region t o  region and much more so from country to  country. 
A detailed analysis that acknowledges so many factors with their inherent uncertainties 
may prove to  be a formidable task. Therefore, we shall make some simplifying assumptions 
that allow us toestimate the possible share of S/D renewables in meeting the future energy 
demands of the developing countries. 
4.1 General Assumptions 
(1) In view of the general scarcity of fossil fuels and the high cost of electricity trans- 
mission through centralized grids to small towns and rural areas, vigorous efforts will be 
made to make increasing use of renewables on a soft/decentralized basis. The institutional, 
managerial, and financial problems will be overcome through national policies and govern- 
mental support. 
(2) The electricity requirements of cities (large urban agglomerations each with 100,000 
or more inhabitants) will be met solely through centralized supply schemes, whereas those 
of towns (urban agglomerations having up to 100,000 inhabitants) and villages (covering 
all rural households) will be met partly by S/D renewable sources. It is assumed that half 
of the towns and villages will be in areas where renewable sources may be used for electricity 
generation on a decentralized level. In view of the variable nature of these sources (wind, 
small-scale hydropower), the problems of energy storage, and the need for diversification 
of power sources, it is further assumed that of the power requirements in such areas not 
more than 60% in villages and 30% in towns can actually be supplied by S/D renewables. 
(3) The decentralized renewable sources of power will be available in areas covering 
about half of the agricultural land that will require irrigation by pumping of water. As the 
demand for irrigation is more flexible than the needs of households, services, and indus- 
tries, it is assumed that up t o  80% of the requirements in favorable areas can be supplied 
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by decentralized renewables. It is also assumed that the other power needs of the agricul- 
tural sector (e.g. for grinding grain) can be met by S/D renewables to the same extent. 
(4) The main manufacturing industries will all be in urban areas only and distributed 
between cities and towns in proportion to their respective populations. The small power 
requirements of cottage industries in villages will be included in the electricity demand of 
the rural households. 
(5) Rural electrification will increase rapidly in all developing regions and will be com- 
plete within the next 50 years. The consumption of electricity will be the same in a village 
household as in an urban household of the same region. Although this amounts to over- 
emphasizing the share of rural households in electricity consumption, it may be justified 
by assumption (4). 
(6) The energyconsurning activities of the service sector will be confined to urban areas 
and distributed between cities and towns in proportion to population. 
(7) It will not be possible to meet the electricity requirements of the mining, transpor- 
tation, and construction activities with S/D renewables to any significant extent. 
(8) Although, in principle, all the useful thermal energy demand of the household/service 
sector and most of the industrial demand may be considered potentially suitable for S/D 
renewables, in practice it will not be possible to make use of these renewables to such an 
extreme. For example, rich households, sophisticated service establishments, and certain 
large modem industries will in all likelihood continue to make use of relatively more con- 
venient and clean forms of conventional fuels. The reliance of industries upon fossil fuels for 
certain uses will also be dictated by specific processes, e.g. those requiring high-temperature 
furnace heat. Therefore, we shall make the following assumptions. 
(i) In the industrial sector, up to 80% of the hot-waterllow-temperature steam 
requirements, 60% of the high-temperature steam requirements as well as coke 
needs of the steel industry, and 12% of the high-temperature furnace heat 
requirements may be met by S/D renewables. 
(ii) In the household sector, the S/D renewables may be invoked to  meet, in com- 
bination with noncommercial fuels, as much as 90% of the useful thermal 
energy requirements (for cooking, water heating, space heating) in villages, 
80% in towns, and 60% in cities. 
(iii) In the service sector, the share of S/D renewables in meeting the useful energy 
demand (for water and space heating) may be as large as 60% for towns and 
40% for cities. 
(9) S/D renewables will not be used to any significant extent to produce liquid fuels. 
Since practically all the nonelectric demand of transportation, mining, construction, and 
agricultural activities will be for liquid fuels, the S/D renewables will not be required in any 
significant amount to meet it. (The gas used in petroleum-mining activities cannot be re- 
placed by renewables either.) Similarly, the use of fossil oil in the production of petro- 
chemical feedstocks will not be replaced by S/D renewables. 
(10) The use of S/D renewables will proceed so that by 2030 their share in meeting the 
energy demand for various sectoral activities will be as high as anticipated in these assump- 
tions. 
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4.2 Additional Assumptions Concerning Specific Renewables 
(A) The use of noncommercial fuels was increasing in the past. It is assumed that, as a 
result of efforts to  organize harvesting of wood from forests and to  introduce biogas plants 
in rural areas, the total quantity of noncommercial fuels used (user-collected firewood, 
agricultural and animal wastes) will stay about the same as in 1975 in each region. Further, 
efforts will be made to introduce devices that will help to improve the efficiency of use of 
noncommercial fuels, by 2030, to 1.6 times its 1975 value in each of Regions V and VI, 
and to  2.0 times its 1975 value in Region IV. It is also assumed that noncommercial fuels 
will be used mostly in villages and that the balance, if available, will be used in the house- 
holds of small towns. 
(B) Extensive use will be made of biogas plants in the rural areas of Regions V and VI. 
By 2030,90% of the nonelectric energy demand from village households will be allocated 
to renewables; the part that is not met by noncommercial fuels will be supplied by biogas 
generation. The efficiency of burning biogas wdl be the same as that of natural gas. 
(C) Soft solar devices for water heating, space heating, and steam generation will find 
increasing use after the turn of the century. It is assumed that by 2030 such devices, backed 
by 20% fossil fuel support, will be used to meet: 
(i) 30% of the hot-waterllow-temperature steam requirements and 10% of the 
high-temperature steam demand of industries in all regions; 
(ii) 30% of the hot-water demand in households of Regions IV and V (15% in 
Region VI); 
(iii) 50% of the space-heating demand of centrally heated, single-family houses in 
Region IV and 20% of this demand in Region VI; and 
(iv) 50% of the heat requirements of low-rise buildings of the senice sector in 
Regions IV and V (20% in Region VI). 
@) All wood supplied commercially will be converted to charcoal. The efficiency of 
charcoal for different uses will be the same as the average fossil fuel efficiency for corre- 
sponding applications. 
5 FUTURE DEMANDS FOR SOFT/DECENTRALIZED RENEWABLE ENERGY 
The assumptions of Section 4 provide a general framework for estimating the pos- 
sible overall contribution of S/D renewables to  satisfying the future energy demands of the 
developing regions. It has been assumed that by 2030 S/D renewables in two groups (as 
sources of electric and nonelectric energy) will penetrate their respective markets covering 
various sectoral activities to the maximum extent feasible in our judgment. The projected 
penetrations are listed in Tables 4 and 5. Also listed are appropriate figures for the year 
2000, in line with the projected penetrations for 2030. Relatively high penetrations are 
assumed for nonelectric energy demand in 2000 (Table 5) compared with those for electric 
energy demand (Table 4). This is because: (i) we feel that it would not be too difficult for 
industries and the household/se~ce  sector to shift from fossil fuels to  charcoal if appro- 
priate policy measures were adopted soon enough on a national basis; (ii) the industrial 
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TABLE 4 Projected penetrations of decentralized renewable sources of 
energy in the electricity supply schemes of developing regions (expressed as a 
percentage of electricity demand). Only 60% of the village households in 
Region IV and 50% in each of Regions V and VI are assumed to have access 
to dectricity in the year 2000. 















TABLE 5 Projected penetrationsof soft renewable sources of energy in the nonelectric energy supply 
schemes of developing regions (expressed as a percentage of useful energy demand). Penetration of soft 
renewables in the household sector includes use of noncommercial fuels. 
Demand sector Nature of demand 2000 2030 
Region IV Region V Region VI Regions 
(LA) (A~/SEA) (ME/NAf) IV, V, VI 
Households 
Cities t Cooking, space 40 45 20 60 Towns heating, water 60 7 0 40 80 Villages heating 75 85 60 9 0 
Service sector 
Cities i Space heating, 20 2 0 20 40 Towns water heating 30 3 0 30 60 




hot water 4 0 
High-temperature steam 
Furnace heat 
Steel industry (coke 
replacement) 
Feedstocks (oil replacement) 
Transport, agriculture, Mainly liquid fuel demand - 
construction, mining 
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infrastructure is still being established in the developing regions and this favors rapid pen- 
etration of renewables in the industrial sector if a number of new industries opt for them; 
and (iii) renewables, in the form of noncommercial energy, were already supplying in 1975 
about 40, 70, and 10% of the useful thermal energy requirements of households (urban 
and rural) in Regions IV, V, and VI, respectively. The penetrations of S/D renewables in 
the nonelectric energy demand of households (Table 5) include the use of commercial and 
noncommercial forms of renewable energy and should, therefore, be considered in relation 
to the present situation. 
There are some additional assumptions for the year 2000 not explicitly covered in 
Section 4. 
(a) The fractional uses of soft solar energy for various activities will be a factor of about 
2-10 lower than those in 2030. 
(6)  The efficiency in using noncommercial fuels will be only about 15-20% higher than 
that in 1975. 
(c) Biogas will be used to supply only 50% of the fraction of the nonelectric energy 
demand of rural households that is allocated to renewables but not met by noncommercial 
fuels. 
(d )  Electrification will extend to 60% of the villages in Region IV and 50% of those in 
Regions V and VI. 
To make quantitative estimates of the requirements of soft/decentralized forms of 
renewable energy in 2000 and 2030, we need the corresponding projections for (i) the 
population distribution among cities, towns, and villages, and (ii) the sectoral requirements 
of electricity and useful thermal energy for various activities. The projections for popula- 
tion distribution are given in Table 6 together with the historical data for 1950 and 1975. 
For the year 2000, the estimates of rurallurban distribution are based on UN (1976) pro- 
jections, whereas those for the distribution of urban population between cities and towns 
are extrapolations of the UN projections for 1985 (UN 1976). All the estimates for 2030 
are our own, made by extrapolating the historical data and the available UN projections. 
TABLE 6 Distribution of population (%) in cities, towns, and villages: 
historical data and projections. Source: UN(1976). 
Population 1950 1975 2000 2030 
grouping 
Region 1 V 
Cities 19 36 5 3 65 
Towns 22 24 22 20 
Villages 5 9 40 25 15 
Region V 
Cities 6 13 23 44 
Towns 8 9 11 11 
Villages 86 78 66 45 
Region VI 
Cities 14 29 45 65 
Towns 12 16 17 17 
Villages 7 4 5 5 38 18 
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For the projections of useful and final energy demand for different sectoral activities 
in 2000 and 2030 we shall use the results of a detailed energy demand analysis (Khan and 
Hobl 198 I )  carried out with the help of a model called MEDEE-2 (Lapillonne 1978, Hob1 
198 1) in connection with the medium- to long-term global energy study recently completed 
by the Energy Systems Program Group of IIASA (1981). The various assumptions and 
projections concerning growth of population, growth and evolution of economy, lifestyle 
changes, technological improvements, conservation measures, and growth of useful and 
final energy consumption until 2030, in two different scenarios called Low and High, are 
described in detail by Chant (1981), Khan and Hobl (1981), and the Energy Systems 
Program Group of IIASA (1981) and will not be discussed here. Table 7 summarizes the 
relevant information on population, gross domestic product, commercial final energy con- 
sumption, the share of electricity in this final energy consumption, and noncommercial 
energy consumption for each of Regions IV, V, and VI for the base year 1975, together 
with the corresponding projections for 2000 and 2030 in the two scenarios. Additional 
information about the demands for electricity, useful thermal energy, and liquid fuels (for 
specific uses), together with their sectoral distributions in 1975,2000, and 2030, is given 
in Tables 8 ,  9 ,  and 10 for Regions IV, V, and VI. The three tables also list those parts of 
the demands for electricity and useful thermal energy (including coke requirements) that 
TABLE 7 Projections of population, GDP (in constant 1975 US dollars), final energy (commercial), 
and noncommercial energy in the IlASA High and Low scenarios. 
Parameter 1975 2000 2030 
Low High Low High 
Region l V  
Population ( l o 6 )  319 575 797 
GDP ( lo9$)  340 918 1272 2229 3569 
Final energy (commercial) (GWyr) 255 7 33 1004 1656 2640 
Share of electricity (%) 10 12 12 16 15 
Noncommercial energy (GWyr) 109 109 109 
Region V 
Population ( l o 6 )  1422 25 28 3550 
GDP ( lo9$)  340 924 1207 1995 3488 
Final energy (commercial) (GWyr) 25 3 802 1063 1876 3173 
Share of electricity (%) 9 12 13 15 16 
Noncommercial energy (GWyr) 344 344 344 
Region VI 
Population ( l o 6 )  133 247 35 3 
GDP ( lo9 $) 190 643 
Final energy (commercial) (GWyr) 106 434 
Share of electricity (%) 4 12 
Noncommercial energy (GWyr) 10 10 10 
Regions I V  + V + VI 
Population ( l o 6 )  1874 3350 4700 
GDP ( lo9 $) 870 2485 3379 5534 9975 
Final energy (commercial) (GWyr) 614 1969 2645 4400 745 1 
Share of electricity (%) 8 12 12 15 16 
Noncommercial energy (GWyr) 46 3 46 3 463 
306 A.M. Khan 
TABLE 8 Projections of demands for electricity, useful thermal energy, and Liquid fuels and of possible 
shares of S/D renewables for Region IV. Electricity and liquid fuel demands are expressed as final energy. 
Useful thermal energy is expressed in terms of equivalent requirements of electricity. 
1975 2000 2030 
Low High Low High 
Demand for electricity (GWyr) 






Demand to be met by S/D renewables (GWyr) 
Demand for useful thermal energy (GWyr) 




Demand to be met by S/D renewables (GWyr) 
Shares (GWyr) 
Soft solar 
Charcoal, b iogas 
Noncommercials 
Specific demand for liquid fuelsb (GWyr) 




Woke  requirements of the steel industry are included on an equivalent calorific basis. 
6Liquids required as feedstocks for petrochemical industries are included. 
can be met by S/D renewables on the basis of the assumptions in Section 4 and those made 
earlier in this section, and that are consistent with the population distribution projections 
of Table 6. 
Using the data of Tables 6--10 asa basis, and the efficiency improvement projections 
for different fuels and processes as embodied in the MEDEE-2 analysis of Khan and Holzl 
(198 l) ,  we present in Tables 11 and 12, respectively, the demands in 2000 and 2030 for 
electricity, nonelectric commercial final energy, and noncommercial energy in villages, 
towns, and cities of the developing regions and provide details of the contributions from 
different S/D renewables (wind/hydropower, charcoal, biogas, soft solar) in the three 
types of demand center. 
Assuming that the share of villages in the regional consumption of noncommercial 
fuels in 1975 was about 60% for Region IV, 85% for Region V, and 75% for Region VI, 
we estimate that only about 6% of that year's demand, both for total commercial final 
energy and for electricity alone, in the developing regions (IV + V + VI) originated from 
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TABLE 9 Projections of demand for electricity, useful thermal energy, and liquid fuels and of possible 
shares of S/D renewables for Region V. Electricity and liquid fuel demands are expressed as final energy. 
Useful thermal energy is expressed in terms of equivalent requirements of electricity. 
1975 2000 2030 
Low High Low High 
Demand for electricity (GWyr) 2 2 95 133 274 509 






Demand to be met by S/D renewables (GWyr) 0 2.1 2.6 31 45 
Demand for useful thermal energy (GWyr) 100 249 331 508 883 
Shares of sectors (%) 
Households 38 31 24 30 18 
Services 0.1 0.2 0.2 0.3 0.3 
Manufacturinga 6 2 69 7 6 70 8 2 
Demand to be met by S/D renewables (GWyr) 26 8 8 104 239 376 
Shares (GWyr) 
Soft solar 0 1 .O 1.4 15 30 
Charcoal, biogas 0 58 73 183 305 
Noncommercials 26 29 29 4 1 41 
Specific demand for liquid fuelsb (GWyr) 8 0  309 391 896 1425 
Shares of sectors (%) 
Agriculture 3.4 10.7 9.5 11.3 8.7 
Transportation 82 7 0 68 67 6 3 
Othersa 15 19 2 3 22 28 
C o k e  requirements of the steel industry are included on an equivalent calorific basis. 
bLiquids required as feedstocks for petrochemical industries are included. 
the requirements* of villages. The share of villages in total final energy, for all three regions 
taken together, does not change significantly over the next 50 years (Table 13) despite 
increased urbanization. On the other hand, the share of villages increases by a factor of 
about 2 if only electricity demand is considered. These results are consequences of the 
increasing energy intensiveness of agriculture assumed in the MEDEE-2-based energy 
demand projections and the assumptions of Section 3 concerning rural electrification and 
use of noncommercial fuels. 
Table 14 shows the shares of S/D renewables in the electricity, nonelectric commer- 
cial final energy, and total commercial final energy demands of villages, towns, and cities 
*The commercial final energy requirements of villages are assumed to consist of the demand of the 
agricultural sector for irrigation and tractor operations, etc. and the commercial energy requirements 
of rural households for those needs that are not satisfied by the available supplies of noncommercial 
fuels. The rural population would also have some share in the transportation energy but this is generally 
very small and has accordingly been neglected here. 
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TABLE 10 Projection of demands for electricity, useful thermal energy, and liquid fuels and of possible 
shares of S/D renewables for Region VI. Electricity and liquid fuel demands are expressed as final energy. 
Useful thermal energy is expressed in terms of equivalent requirements of electricity. 
Low High Low High 
Demand for electricity (GWyr) 4.7 5 3 69 133 270 






Demand to be met by S/D renewables (GWyr) 0 0.5 0.7 7.8 13.9 
Demand for useful thermal energy (GWyr) 18.4 113 









Specific demand for liquid fuelsb (GWyr) 69 214 300 466 870 
Shares of sectors (%) 
Agriculture 0.6 2.3 1.9 2.6 1.8 
Transportation 60 67 66 67 70 
0thersb 39 31 32 30 28 
OCoke requirements of the steel industry are included on an equivalent calorific basis. 
bLiquids required as feedstocks for petrochemical industries, as well as gas used in petroleum mining, 
are included. 
in Regions IV, V, and VI, based on the IIASA High scenario energy demand projections. 
The results for the Low scenario are not very different and have, therefore, been left out. 
According to Table 14, by 2030 S/D renewables should be able to  meet about 35% of the 
electricity requirements of villages and 15% of those of towns in each region. The commer- 
cial renewables will be meeting about 22% of the nonelectric commercial final energy 
demand of villages, and 17% of that in urban areas (towns, cities) of the three regions 
taken together. The share of commercial renewables in meeting the energy requirements 
of the developing regions in 2030 could be, according to the present assessment, as high 
as 7% of electricity and 17% of nonelectric commercial energy, which amounts t o  about 
15% of the total commercial final energy. In quantitative terms S/D renewables would be 
required to supply in 2030 about 78 G ~ ( e ) ~ r  yr-l of electricity and 1055 GWyr yr-' of 
nonelectric final energy (charcoal, biogas, soft solar), according to  the High scenario. The 
corresponding figures in the Low scenario would be 52 GW(e)yr yr-' and 657 GWyr yr-' 
(Table 12). 
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6 SOME SUPPLY CONSIDERATIONS 
The amounts of electricity generated by wind/small-scale hydropower, and of non- 
electric energy in the formsof charcoal, biogas, and soft solar that will be required in 2000 
and 2030 in Regions IV, V, and VI, on the basis of our assumptions in conjunction with 
the IIASA energy demand projections, have been detailed in Tables 1 1 and 12. The greatest 
pressure on sources of S/D renewables, within the time horizon of the present assessment, 
will be in 2030 in each scenario; moreover, this will be greater in the High than in the Low 
scenario. We shall therefore discuss the supply of S/D renewables mostly with respect t o  
the High scenario demand for the year 2030. 
The per capita demand for electricity in the villages of Regions IV, V, and VI in 2030 
is expected to  be in the range of 0.06-0.27 kW(e)yr yr-' for the High scenario (Table 15). 
The corresponding demand in the towns of these regions would be 0.2-0.9 kW(e)yr yr-' . 
For a typical village of 500 inhabitants and a typical town of 20,000, the power require- 
ments would be 30- 135 kW(e)yr yr-' and 4- 18 MW(e)yr yr-' , respectively. Thus wind- 
rnills/small hydropower units (or groups of units) with peak power capacities between just 
a few kW(e) and a few hundred kW(e) would be needed t o  meet the requirements of vil- 
lages, whereas larger systems, with capacities between several hundred kW(e) and a few 
tens of MW(e), would be necessary t o  meet even the low-priority requirements of towns. 
Still these larger systems are considered here as S/D renewables since they may well consist 
of several separate units that may or may not be connected to  each other or to  a conven- 
tional power plant. 
A much larger fraction of human population has settled close t o  rivers and streams 
than near the coasts (where wind is strong), so it is assumed that about two-thirds of the 
power generation by S/D renewables in each region would be based on small-scale hydro- 
power and the remaining one-third would be derived from wind energy. Suchan assumption 
does not call for utilizing more than about one-tenth of the hydropower potential in each 
of Regions IV and V, but in Region VI it would imply utilizing about 40% of the hydro- 
power potential via decentralized power generation (Table 16). Regions IV,V,and VI used 
only about 7 , 4 ,  and 6% of their respective hydropower potentialsin 1975 and that output 
practically all originated from centralized power generation. 
Of the noncommercial fuels used in the developing regions in 1975 about 25 GWyr 
in Region IV, 1 15 GWyr in Region V, and 8 GWyr in Region VI are estimated t o  have been 
produced from agricultural and animal wastes. The total amounts of such wastes produced 
in the regionsin 1975 are estimated to have been about 83,300, and 23 GWyr, respectively 
(Parikh 1978, Revelle 1979). By 2030, higher agricultural production will probably increase 
these amounts by a factor of 3.5 - 4.5. (Even no change in agricultural production per capita 
would need an increase in total agricultural production by 2.5 times.) The requirements 
of biogas for rural households in 2030 have been estimated (Table 12) as 35-40 GWyr 
for Region V and 12-14 GWyr for Region VI. This implies that by 2030 some 60-65 
GWyr yr4 of agricultural and animal wastes would be used for biogas production in Region 
V and about 20-25 GWyr yr-' in Region VI, at a biogas conversion efficiency of about 
60% (Makhijani and Poole 1975). Thus the production of biogas t o  the extent envisaged 
in our assessment would not put any excessive pressure on production of agricultural and 
animal wastes.Most of these wastes will still remain available in each region for use as non- 
commercial fuels, for returning t o  the fields, and for other applications. 
310 A.M. Khan 
TABLE 11 Projections of demands for electricity, nonelectric commercial final energy, and noncom- 
mercial energy by villages, towns, and cities in the year 2000, and shares of S/D renewables (GWyr). 
The energy demands of villages are assumed to comprise requirements of rural households and agricul- 
ture.Theenergy demands of towns and cities are obtained by distributing the urban demand in propor- 
tion to  population. 
- - 
Demand sector Low High 
IV v VI IV v VI 
Villages 
Electricity 
Contribution from wind, 
small-scale hydropower 







Contribution from wind. 
small-scale hydropower 





at ies  
Electricity 
Contribution from wind, 
small-scale hydropower 






Contribution from wind, 
small-scale hydropower 
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TABLE 12 Projections of demands for electricity, nonelectric commercial final energy, and noncom- 
mercial energy by villages, towns, and cities in the year 2030, and shares of S/D renewables (GWyr). 
The energy demands of villages are assumed to comprise requirements of rural households and agricul- 
ture.The energy demands of towns and cities are obtained by distributing the urban demand in propor- 
tion to population. 
Demand sector Low High 
IV v VI IV v VI 
Villages 
Electricity 
Contribution from wind, 
small-scale hydropower 







Contribution from wind, 
small-scale hydropower 







Contribution from wind, 
smd-scale hydropower 






Contribution from wind, 
smd-scale hydropower 







TABLE 13 Share (5%) of villages in commercial final energy demand. 
Demand category 1975 2000 2030 
Low High Low High 
Region I V  
Electricity 4.2 7.7 6.9 7.5 6.3 
Nonelectric energy 3.0 2.2 1.7 2.0 1.4 
Total final energy 3.1 2.8 2.3 2.8 2.2 
Region V  
Electricity 8.9 2 1 9  18.0 23.9 17.2 
Nonelectric energy 7.3 10.8 8.8 9.3 6.6 
Total final energy 7.4 12.2 10.0 11.4 8.3 
Region VI 
Electricity 4.1 5.8 5.5 8.1 6.3 
Nonelectric energy 7.3 5.1 4.3 3.5 2.3 
Total final energy 7.2 5.2 4.4 4.2 3.0 
Regions I V  + V  + V I  
Electricity 6.1 13.1 11.2 14.4 11.0 
Nonelectric energy 5.5 6.4 5.1 5.4 3.8 
Total final energy 5.6 7.1 5.9 6.8 5 .O 
TABLE 14 Fraction (%) of commercial final energy demand met by the projected use of S/D renew- 
ables (High scenario). 
- 
Demand 2000 2030 
sector Electricity Nonelectric Total final Electricity Nonelectric Total final 
energy energy energy energy 
Region I  V  
Villages 6 0 2.1 35 0 15 
Towns 2.3 10 9 14 15 15 
Cities - 10 8 - 15 13 
Total 1 .O 9 8 5 15 13 
Region V  
Villages 7 36 29 37 22 27 
Towns 2.5 12 11 14 19 18 
Cities - 12 11 -. 19 16 
Total 1.9 14 13  9 19 17 
Region V I  
Villages 6 42 37 36 45 42 
Towns 2.5 8 7 15 15 15 
Cities 8 7 - 15 13  
Total 1 .O 9 8 5 16 14 
Regions 1 V  + V  + V I  
Villages 7 33 2 7 37 22 27 
Towns 2.4 10 9 14 17 16 
Cities 10 9 17 14 
Total 1.4 11 10 7 17 15 
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TABLE 15 Present and projected per capita consumption of e lec  
tricity (W(e)yr yr-' ) as r ia l  energy delivered to consumers. 
Region IV 
Total population average 
Urban population average 
Rural population average0 
Region V 
Total population average 
Urban population average 
Rural population averagea 
Region VI 
Total population average 
Urban population average 
Rural population averagea 
- - - - -  
Low 
- - - -  
High 
acomprises electricity consumption of rural households and of the 
agricultural sector; rural electrification is assumed to be 25% for 
Region IV and 15% for Regions V and VI in 1975, and 100% for 
all regions in 2030. 
The supply of charcoal, the most important component of the S/D renewables, will 
be quite different. According to the present estimates the quantities of charcoal required 
in the High scenario will by 2030 amount to 302 GWyr ~ r - '  for Region IV, 433 GWyr ~ r - '  
for Region V, and 188 GWyr yr-' for RegionVI (Table 12). If the efficiency of converting 
wood to charcoal is 45% (Earl 1975) and there are 5% losses in transportation of charcoal 
from production sites to towns and cities, the quantities of dry wood (in terms of the 
energy content of wood) required for meeting these demands will be 704, 1013, and 440 
Gwyr yr-' for Regions IV, V, and VI respectively. 
The regenerative capacity of natural forests in the developing regions, expressed in 
terms of the average annual increment of dry wood above ground, is estimated at about 
3.5 t ha-', which corresponds to  an annual energy production of about 1.95 kwyr ha-' 
(Earl 1975). Thus the total regeneration in the natural forests of Regions IV, V, and VI 
amounts to  about 2090, 1880, and 55 GWyr yr", respectively. In view of the difficulties 
of access, transportation, management, and environmental safeguards, it is assumed that 
no more than about one-third of the natural forests in each of these regions would be 
harvested for producing energy. If concerted efforts are made it would perhaps be possible 
to reach such a level of exploitation within the next 50 years. This would then supply suf- 
ficient wood for the High scenario charcoal demand of Region IV, but not for those of 
Regions V and VI. In fact the extremely small forest area of Region VI (Table 3) would 
not be able to cope with even the estimated Low scenario demand in 2030(108 GWyr y-'), 
even if the region's entire annual increment of wood were used for charcoal production. 
Owing t o  the inadequate supply potential of their natural forests, Regions V and VI 
would have to resort to energy plantation schemes if they decided to use charcoal to the 
degree envisaged in this assessment. The available literature (e.g. Earl 1975, NAS 1976, 
Revelle 1979) appears to indicate that fairly high yields ofwood (6-30 t ha-' yr-' or more) 
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TABLE 16 Resource utilization to achieve the projected S/D renewables commercial energy use in 
2030. The values are expressed in terms of primary energy equivalents, using conversion efficiencies of 
0.37 for electricity, 1.0 for soft solar, 0.45 for conversion of wood to charcoal, and 0.60 for conversion 
of agricultural and animal wastes to biogas. 
Maximum Capacity required (GWyr yr-' ) 
production Low High 
capacity 
(GWyr &-I ) 
Small-scale hydropower 
IV 5831' 23 3 3 
V 761b 5 6 8 1 
VI 686 14 25 
Windmillgenerated electricity 
IV N.A. 12 17 
V N.A. 28 41 
VI N.A. 7 13 
Soft solar 
IV N. A. 2 2 33 
V N.A. 15 30 
VI N.A. 9 16 
Wood from forests 
IV 2090 458 704 
V 1880 604 673 
VI 55 18 18 
Wood from plantations 
IV N.A. 0 0 
V N.A. 0 340 
VI N.A. 2 34 421 
Agricultural and animal wastes0 
IV 291-374 0 0 
V 1054-1355 5 8 67 
VI 98-126 20 23 
*The production capacities correspond to 3.5-4.5 times the estimated production in 1975. 
bThese figures refer to total hydropowergenerating capacity including centralized hydropower genera- 
tion. 
N.A.: Not available. 
may be obtained from energy plantations by raising specific varieties of fast-growing trees 
on marginal farmland. If the average annual yield of dry wood is 15 t ha-' yr-' (i.e. yielding 
about 8.4 kWyr yr-I in the form of wood or 3.8 kWyr yr-' as charcoal) energy plantations 
will be required to cover about 40 X lo6  ha in Region V (High scenario only) and 28-50 
X lo6 ha in Region VI. These figures should be compared with the present arable land areas 
in Regions V and VI, which amount to about 450 X lo6  ha and 45 X lo6  ha, respectively 
(Table 3). These are large operations, particularly for Region VI, but they may still be 
feasible if proper governmental support is provided to convert some of the permanent 
pastures and other land into energy farms. 
Although our assumptions about the use of solar devices for space and water heating 
in buildings and hot-waterlsteam production for use in industry are optimistic, the share 
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of soft solar energy in meeting the final energy demand in developing regions would not 
exceed much above 1% by 2030 (Table 12). If only manufacturing requirements of final 
energy are taken into consideration the share would be about 1.7% in each region. A rather 
high contribution of soft solar, at a level of about 5%, is also expected in the final energy 
demand of the household/seMce sector in Region IV where central heating is more common 
than in the other regions. 
Table 16 reports both the estimated maximum production capacity in each of 
Regions IV, V, and VI and the capacity required in 2030 for meeting that part of the final 
energy demand in the two IIASA scenarios that is considered appropriate for S/D renew- 
ables in the present assessment. 
7 CONCLUSION 
The assessment in this report has shown that the softldecentralized technologies 
based on renewable energy sources, if fully supported by national policy measures, may 
meet in 2030 about 7% of the electricity demand and about 17% of the nonelectric com- 
mercial final energy requirements of the developing regions. Our assumptions for identifying 
the potential markets for softldecentralized renewables and for estimating the extent of 
their penetration into the appropriate potential markets within feasible limits (in ourjudg- 
ment) have been clearly stated. We believe that efforts to introduce these renewables at a 
higher scale would result in undue hardships to the users, and may also adversely affect 
economic development. 
Of the electricity demand in 2030 in the developing regions about 13% would arise 
from the requirements of the rural population (including irrigation requirements) and 
about 17% from those of small towns. It is estimated that in 2030 about 37% of the elec- 
tricity requirements of rural areas and some 14% in small towns may be supplied by 
decentralized, small hydropower units and windmills. 
About 60% of the nonelectric final energy demand in the developing regions in 2030 
would be for transportation, construction, mining, agriculture (mainly tractor fuel), and 
feedstock production activities (Khan and Holzl 1981) and would be essentially all met 
by liquid fuels. The remaining 40% would be thermal requirements, which would define 
the main role of S/D renewables in the nonelectric sector. The use of commercial SID 
renewables has been envisaged in 2030 to meet about 52% of the thermal requirements of 
the household/seMce sector and 36% of those attributed to manufacturing activities. In 
addition, the use of noncommercial fuels would meet about 18% of the householdlse~ce 
sector requirements of useful thermal energy in 2030. 
The shares of biogas, soft solar, and charcoal in meeting the total nonelectric final 
energy demand of the developing regionsin 2030 have been assessed as about 0.9,1.3, and 
14.776, respectively, in the High scenario. (The shares are almost the same as in the Low 
scenario.) Thus the most important contribution would come from charcoal. The quantities 
of wood required in 2030 to produce the necessary amounts of charcoal would be in the 
range of 2.4-3.9 X lo9 t for the two IIASA scenarios. These quantities should be seen 
against the total annual increment of wood in the forests of the regions, which is estimated 
as about 7.2 X lo9 t. The situation is even more complicated if regional demands for char- 
coal and the regional resources of natural forests are considered separately. It turns out 
that Region VI would need to undertake intensive energy plantation even before the turn 
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of the century, while Region V would be required to  do the same later and only in the 
High scenario. Region IV, on the other hand, has sufficient resources of forests t o  meet 
its demand up t o  2030 by utilizing not more than about one-third of the annual regenera- 
tive capacities of its forests, this being a practical upper limit, in our view, imposed by 
various constraints. If plantation activities are pursued in Regions V and VI, the land area 
under plantations in 2030 in the High scenario would be about 10% of the present arable 
land in Region V and roughly the same as the present arable area in Region VI. Region V, 
with very limited resources of fossil fuels, would probably have no other choice although 
the oil-rich Region VI may still consider it unnecessary to follow such a course. 
The shares of biogas and soft solar in the total nonelectric final energy demand are 
rather low despite the incorporation into the assessment of some generous assumptions 
about their use. This is mainly a result of the limited sizes of their potential markets. Biogas 
is suitable for use only in rural areas, where a large fraction of the thermal energy require- 
ments would still be met by noncommercial fuels even if the use of such fuels were assumed 
not toexceed the regional consumption levels of 1975. Soft solar is suitable only for water 
heating, space heating in detached centrally heated dwellings or low-rise buildings, and 
steam and hot-water production for manufacturing industries. The generally warm climates 
of the developing regions make their water- and space-heating requirements low compared 
with those in the developed regions, which mostly have cooler climates. The demand for 
hot water and steam by manufacturing industries accounts for only about 40% of their 
useful heat requirements. A considerable fraction of these industries are generally in or 
near major cities where scarcity of land precludes large solar installations for hot-water 
and steam generation. 
In our opinion, this assessment of the possible use of soft/decentralized renewables 
is based on quite optimistic, although still not unrealistic, assumptions. It would call for a 
well organized, large, and persistent effort on the part of the developing regions if the use 
of renewables t o  the extent envisaged were t o  become a reality within, say, the next 50  
years. The resource conditions, with respect to both conventional fuels and renewables, 
are not the same in all regions. There will even be large variations within each region, if 
individual countries are taken into consideration. It may well be that countries with abun- 
dant resources of oil, gas, or coal or with large potentials of centralized hydropower genera- 
tion consider it unnecessary to change to  soft/decentralized renewables to any significant 
extent in the next few decades. The unavailability of investment funds from individuals 
and small groups or unfavorable loan policies of governments may also retard the intro- 
duction of S/D renewables in areas where the resource conditions are most favorable to  
their use. These considerations only tend to lower the share of S/D renewables in meeting 
the future energy demands. Our present estimates should, therefore, be taken as an upper 
limit under generally favorable conditions. 
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APPENDIX THE THREE MARKET-ECONOMY DEVELOPING REGIONS OF IIASA'S 
ENERGY SYSTEMS PROGRAM 
Region IV: Latin America (LA) 




























Trinidad and Tobago 
Uruguay 
Venezuela 
Other Caribbean nations 
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Region V: Africa (except Northern Africa and South Africa) and South and Souiheast 
Asia (Af/SEA) 
Slowly developing economies with some energy resources and significant population 
growth. 
Africa 
Angola Kenya Rwanda 
Benin Lesotho Senegal 
Botswana Liberia Sierra Leone 
Burundi Madagascar Somalia 
Carneroun Malawi Sudan 
Cape Verde Mali Swaziland 
Central African Republic Malta Tanzania 
Chad Mauritania Togo 
Congo Mauritius Tunisia 
Ethiopia Morocco Uganda 
Gabon Mozambique Upper Volta 
Gambia Namibia Western Sahara 
Ghana Niger Zaire 
Guinea Nigeria Zambia 
Guinea-Bissau Rbunion Zimbabwe 
Ivory Coast 
Asia 
Afghanistan Indonesia Philippines 
Bangladesh Korea, South Singapore 
Brunei Macao Sri Lanka 
Burma Malaysia Taiwan 
Comoros Nepal Thailand 
Hong Kong Pakistan Tirnor 
India Papua New Guinea West South Asia, 
not elsewhere specified 
Region VI: Middle East and Northern Africa (ME/NAf) 
Developing economies with large energy resources. 
- 
Members of  the Organization of Arab Petroleum Others 
Exporting Countries 
Algeria Libya Iran 
Bahrain Qatar Jordan 
Egypt Saudi Arabia Lebanon 
Iraq Syria Oman 
Kuwait United Arab Emirates Yemen 
Yemen. South 
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SUMMARY 
This report is a survey of nonprocedural communication between users and applica- 
tion software in interactive data-processing systems. It includes a description o f  the main 
features of interactive systems, a classification o f  the potential users o f application software, 
and a definition of the nonprocedural interface. Nonprocedural languages are classified 
into a number of broad groups and illustrated with examples. Finally, future trends in 
user-computer interfaces and possible developments in manager-oriented languages are 
discussed. 
1 INTRODUCTION 
1.1 Basic Concepts 
Advances in semiconductor technology during the past decade have dramatically 
increased the availability of low-cost computer hardware. One of the results of thisgreater 
availability has been the development of cheap but powerful small-scale computer systems. 
According to Fick (1 980), the power of computer systems has recently been doubling 
every two years, while the price of computer systems has remained approximately con- 
stant. With the "real" cost of computing capability declining, it is nevertheless apparent 
that low-cost computer hardware does not necessarily mean "cheap" computing -- the 
cost of the software should also be considered. Computer software is a labor-intensive 
product, generally designed specifically for a small group of users or even for an individual 
(Fick 1980), and it is therefore more expensive than the mass-produced hardware. There 
are a number of areas in which development should take place if low-cost hardware is to 
be matched with suitable software. and these areas are outlined below. 
1 .  Development of theoretical and methodological tools for software design in 
different fields of application. 
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2. Development of tools for software realization (programming languages, auto- 
matic program generation, program debugging and verification, etc.). 
3.  Development and production of media for software distribution (semiconductor 
read-only memories. magnetic tapes, magnetic discs, punched cards, punched 
paper tapes, books, journals. etc.). 
4. Development of means for communication between users and the application 
software (input/output devices, new languages, etc.). 
In this article we survey problems of communication between users and their applica- 
tion software. The manner of communication between users and application software is 
highly dependent on the users' access to the computer system. In recent years there has 
been much discussion of the issue of "indirect access" vs. "direct access", e.g., batch- 
processing systems vs. time-sharing systems. The communication between user and com- 
puter is very slow in a batch-processing system; the user can neither influence the way in 
which the program is run nor intervene while it is being run. The issue of batch-processing 
systems vs. time-sharing systems has therefore been resolved in favor of time-sharing sys- 
tems. This means that communication between user and computer is now generally inter- 
active in nature. The rest of this paper assumes the use of interactive systems and discusses 
the most interesting features of these systems. 
1.2 Interactive Systems 
Many of the problems associated with batch-processing systems may be overcome 
by the opportunity to communicate directly with the computer using an interactive sys- 
tem. However. the use of interactive systems has helped to create various new problen~s, 
which are now receiving considerable attention; the main requirements of interactive 
systems and the basic principles of the interactive dialogue are still under debate (Miller 
and Thomas 1977, Watson 1976, Fitter 1979, Gaines and Facey 1976). Here we provide 
a list of facilities which we think could and should be provided by interactive systems and 
some principles which should be followed in an interactive dialogue. Some of the follow- 
ing points may also be relevant to a batch-processing (noninteractive) environment, but 
we consider only their importance in interactive systems. 
System response time. System response time is the time spent in processing the 
input and in producing a response. It is difficult to know exactly how long or short the 
response time should be, and there is no general agreement on this subject. There are sev- 
eral arguments for short response times: 
-- human response times are of the order of two seconds 
- long response times decrease throughput 
- long delays are usually disruptive and disturbing 
On the other hand, there are arguments against short response times: 
-- short response times require high investment in the system 
- long response times might be helpful for more complex tasks 
-- fast responses may encourage users to  expect the same level of service at all times 
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2.  Development of tools for software realization (programming languages, auto- 
matic program generation, program debugging and verification, etc.). 
3.  Development and production of media for software distribution (semiconductor 
read-only memories. magnetic tapes, magnetic discs, punched cards, punched 
paper tapes, books. journals, etc.). 
4. Development of means for communication between users and the application 
software (input/output devices, new languages, etc.). 
In this article we survey problems of communication between users and their applica- 
tion software. The manner of communication between users and application software is 
highly dependent on the users' access to the computer system. In recent years there has 
been much discussion of the issue of "indirect access" vs. "direct access", e.g., batch- 
processing systems vs. time-sharing systems. The communication between user and com- 
puter is very slow in a batch-processing system; the user can neither influence the way in 
which the program is run nor intervene while it is being run. The issue of batch-processing 
systems vs. time-sharing systems has therefore been resolved in favor of time-sharing sys- 
tems. This means that communication between user and computer is now generally inter- 
active in nature. The rest of this paper assumes the use of interactive systemsand discusses 
the most interesting features of these systems. 
1.2 Interactive Systems 
Many of the problems associated with batch-processing systems may be overcome 
by the opportunity to communicate directly with the computer using an interactive sys- 
tem. However. the use of interactive systems has helped to  create various new problenls, 
which are now receiving considerable attention; the main requirements of interactive 
systems and the basic principles of the interactive dialogue are still under debate (Miller 
and Thomas 1977, Watson 1976, Fitter 1979, Gaines and Facey 1976). Here we provide 
a list of facilities which we think could and should be provided by interactive systems and 
some principles which should be followed in an interactive dialogue. Some of the follow- 
ing points may also be relevant to a batch-processing (noninteractive) environment, but 
we consider only their importance in interactive systems. 
System response time. System response time is the time spent in processing the 
input and in producing a response. It is difficult to know exactly how long or short the 
response time should be, and there is no  general agreement on this subject. There are sev- 
eral arguments for short response times: 
- human response times are of the order of two seconds 
- long response times decrease throughput 
- long delays are usually disruptive and disturbing 
On the other hand, there are arguments against short response times: 
- short response times require high investment in the system 
- long response times might be helpful for more complex tasks 
-- fast responses may encourage users to expect the same level of service at  all times 
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It has been observed that the variability of the system response time can be very annoying 
to the user. 
Rohlfs (1979) proposed that systems should be designed so that their response 
time may be adjusted to the activity of the individual user: 
> 15 sec intolerable 
> 4 sec too long in most cases, possibly tolerable after termination of a major step 
> 2 sec too long for very involved work 
< 2 sec necessary for work consisting of more than one step 
< 1 sec immediate reaction 
Availability and reliability. The computer system should be available for use at any 
time; this would be possible if each user had hislher own computer. Because the user will 
be unhappy with any system performance error or degradation regardless of good normal 
performance, reliability is also a very important feature of an interactive system. For 
many computer applications almost no degradation or loss in availability can be tolerated. 
Commonaliry. A software system is usually composed of a number of subsystems. 
In this case, the system should be organized such that terminology does not change be- 
tween subsystems. This implies that the input language of each subsystem should be an 
extension of the common base language. Thus, the user will only need to learn additional 
functions or statements when using a new subsystem and not have to learn a completely 
new "foreign" language. When the user is in trouble, helshe can use standardized "help" 
functions to extricate himlherself from the situation. 
Adaptability to user proficiency. It should be possible to design the interface between 
user and computer to suit users with different amounts of knowledge about a particular 
subsystem. A sophisticated user may prefer to use mathematical or formalized notation 
in his/her dialogue. On the other hand, a novice user is likely to prefer less formalized 
notation and use simpler system functions. 
The newer systems have been adapted for users with various levels of proficiency 
by designing different user interfaces. As the user becomes more proficient, helshe can 
use more sophisticated functions or a more formalized interface. 
Immediate feedback. A system should make an unambiguous response to each of 
the user's requests. This response should be sufficient to identify the activity and state of 
the system. In situations where system response times are longer than usual, it is highly 
desirable to confirm receipt of the user's command immediately. It is very useful to let 
the user know when the computer will produce a response, for example, by displaying a 
countdown clock on the terminal. 
Observabiliry and controlability. A system can be regarded as an automaton. It is 
important that the user should feel in control of the system, and in order to make this 
control possible he/she must have some knowledge about the current state of the system. 
Thus, when the user's input is processed, the user should be informed about the current 
state of the system. The display of this information may be regarded as a transition from 
one state to another. 
Use the user's model. Everybody rationalizes their experiences in their own terms, 
and in the same way each user will model a computer system according to his/her experi- 
ence of it. This cannot be prevented and should be made as easy as possible. The system 
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should use a model of computer activity which corresponds to that perceived by the user, 
so that the interactive dialogue resembles a conversation between two users accepting 
the same model. Given that we can somehow determine the user's model of the computer 
system, we should make the underlying processes reflect it, and design the dialogue to 
reveal it as clearly as possible. 
Validation. All input commands and data must be validated by checking syntax, 
semantics, and, if possible, values. The system must inform the user about any errors or 
ambiguities in the input data and let the user update the values in question before the 
system acts uporl them. 
Query-indepth. Information and advice on the system should be categorized ac- 
cording to possible user requests and should be available to the user through a simple 
standard mechanism. 
Extensibility. There will never be enough professional programmers and system 
developers to provide all the tools that users may desire for their work. It should there- 
fore be possible for users to develop new tools or to extend the functions already present 
in the system. 
Written documentation. In some cases it is necessary to produce high-quality doc- 
uments as a result of interaction between user and terminal. Text processing is one of 
the most important examples. 
System activities. It is necessary to maintain records of system performance and 
user's activities to  evaluate and improve the behavior of the system. 
1.3 Interface between the User and the Application Software 
The nature of a user-application software interface is largely determined by the 
medium used for communication. The most basic means of communication are alpha- 
numeric texts and graphics. More advanced methods of communication, such as speech, 
eye movement, brain-wave control, and handwritten script (Watson 1976) are currently 
being investigated. 
In this survey we concentrate on alphanumeric texts as a medium for user-computer 
communication. It is assumed that a normal keyboard and alphanumeric display (with or 
without hard copy) are available to  the user. 
The user-software interface has two sides (Watson 1976, Sprague 1981): the input 
side, through which the user inputs information by means of an action language; and 
the output side, through which the computer provides feedback and other assistance to  
the user by means of a display language. 
Let us first survey the action languages. A wide range of action languages has been 
designed to  accommodate a wide variety of users. The selection of a particular action 
language determines the communication mode that should be used. We can classify action 
languages and/or communication modes as follows: 
- low-level machine-like programming languages 
- high-level universal programming languages 
- high-level programming languages with new syntax and semantic forms (such 
languages can be used as special-purpose languages) 
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- self-contained special-purpose languages 
- answer languages 
- command languages 
-- query languages 
- natural languages 
- - two-dimensional positional languages 
This classification of communication modes covers the complete range from artificial 
machine-oriented languages to natural human-oriented languages. 
Different types of user may wish to communicate with the computer in different 
ways, and so it is very important during software development and implementation to 
select the communication modes appropriate to the end-users. 
According to Schneiderman (1978), we can categorize users into three groups 
with respect to their skills, the frequency with which they use application software, their 
degree of knowledge of the problem under investigation, and their professional fields. 
1. Nontrained intermittent users who infrequently use application software. A 
user in this category is called a "casual user" by Codd (1977) and a "general 
user" by Miller and Thomas (1977). These people are not computer profession- 
als. have no syntactic knowledge, and have little knowledge of the organization 
of the application software. At the same time it is assumed, however, that these 
users have sound professional knowledge in their own particular fields and, 
therefore, that the system should allow them to express themselves in their 
own specialized terminology (Lehmann 1978). 
2. Skilled frequent users who make daily use of application software. These users 
can learn the simple syntax of a communication action language, but they are 
more interested in their own work than in computer programming. This cate- 
gory includes skilled secretaries, engineers, and managers. 
3. Professional users whose main task is to develop and maintain the application 
software. They are highly trained in this field and are concerned with the 
efficiency and the quality of the computer system. This category includes data- 
base administrators and software system programmers. 
Although programming and communicating with a computer in high-level program- 
ming languages like ALGOL, FORTRAN, COBOL, PL/l , and PASCAL represents a major 
advance over the use of machine-like low-level programming languages, high-level languages 
are becoming less appropriate now that cheap hardware is available. With the rapid diffusion 
of cheap computer hardware it is expected that the numbers of people in the nontrained 
intermittent and the skilled frequent user categories will grow very quickly. These users 
have little or no experience of data-processing, and would find it very difficult and very 
time-consuming to learn how an algorithm may be constructed and described in a pro- 
gramming procedure-oriented language. Therefore, it is highly desirable to find some 
means by which these users may communicate with application software in a nonprocedural 
manner. 
There is very great interest in the development of nonprocedural languages, not 
only to facilitate communication between the user and the application software, but also 
in connection with the implementation of application software. 
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According to Winograd (1979), it is useful to distinguish three ways in which com- 
putational processes may be specified: 
1. Program specification. A formal specification which can be interpreted as a set 
of instructions for a given computer. This is the imperative mode characteristic 
of traditional procedure-oriented programming languages. 
2. Result specification. A process-independent specification of the relationship 
between the inputs (or initial state), internal variables, and outputs (or final 
state) of the program. 
3.  Behavior specification. A formal description of the activity of a computer 
over time. A description of this type selects certain features of the machine 
state and action without specifying in full the mechanisms which generate 
them. 
We can divide an algorithm into two components (Kowalski 1979), a logic component, 
which specifies the knowledge to be used in solving the problem, and a control compo- 
nent, which determines the way in which the knowledge will be used. For example, con- 
sider an algorithm for computing factorials. The logic component of the algorithm is 
given by the definition of a factorial: 
1 i s  t h e  f a c t o r i a l  o f  0 
u  is  t h e  f a c t o r i a l  o f  x  i f  v  i s  t h e  f a c t o r i a l  o f  
x  - 1 and 
u  i s  v  t i m e s  x  
This is an example of result specification. For comparison, consider the following pro- 
cedure in ALGOL 60: 
p r o c e d u r e  f a c t o r i a l  ( x ) ;  v a l u e  x ;  i n t e g e r  x ;  
i f  x  = 0 t h e n  f a c t o r i a l  : = 1 e l s e  
f a c t o r i a l  : = f a c t o r i a l  ( x  - l ) * x  
In this procedure the logic component is blended with the control component. 
According to McCracken (1 978), we can characterize nonprocedural languages in 
two ways. 
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1. The user cannot control the storage of data. Decisions that relate only indirectly 
to the calculation are considered to be part of the internal functioning of the 
system. These include decisions about the internal representation of numbers 
(fued point, floating point, octal, decimal), dimensions of quantities that occur 
only as intermediate results, and input and output formats. The representation 
of data is selected by the system itself, and the description of the data repre- 
sentation is stored with the data. This is called data independence. 
2. The user cannot tell the computer how to obtain the desired results. Rather. 
helshe tells the computer only what he/she wants. This means that the user 
does not become involved in the loops and branches which make up most of 
the computational steps in a program written in procedural language. This we 
can call control independence. 
The following query on the data stored in a data base provides a nice illustration of 
the nonprocedural approach. 
RETRIEVE (AGE > 40 AND < 6 5 )  AND SALARY > 3 0 0 0 ;  
FOR EACH 
I F  WEIGHT > TABLE (HEIGHT - 50) 
THEN SET OVERWEIGHT = "TRUE" 
PENSION = S A L A R Y I ~ ;  
ELSE SET PENSION = S A L A R Y / ~  
We can now give a working definition of a nonprocedural language: 
In a nonprocedural language the computational process is specified by the 
desired result (or behavior). This specification is data independent and control 
independent. 
We shall consider a nonprocedurally oriented language to be a language which does 
not fulfill all of the conditions necessary for classification as a nonprocedural language, 
but which does not require program specification. Of the nine communication modes 
listed earlier, we can consider answer languages, command languages, query languages, 
natural languages, two-dimensional positional languages, and some special-purpose lan- 
guages as nonprocedurally oriented action languages. 
In the next section we examine the nonprocedural action languages available for 
communication between nontrained intermittent or skilled frequent users and application 
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software. Communication in the reverse direction (from the system to the user) takes place 
through display languages, the main features of which are described in Section 3 .  
2 NONPROCEDURALLY ORIENTED ACTION LANGUAGES 
In the last section we defined nonprocedural action languages and sketched the 
arguments for using them for user-application software communication. In this section 
we shall give the basic characteristics of each type of language and illustrate them with 
examples taken from the literature. 
2.1 Answer Languages 
An answer language is the set of words, phrases, or sentences which may be used to 
answer questions asked by the computer. This type of language is introduced first because 
it is the simplest means of user-computer communication. 
The answer languages used as action languages are very closely related to display 
languages. The display language in this case contains, among other things, the set of ques- 
tions which are asked and which the user is obliged to answer. We can categorize answer 
languages with respect to the number of different questions that can be answered in each 
user response: this may be one, or more than one. Languages in which the user may answer 
only one question at a time can be divided into three classes: binary answer systems, 
menu selection systems, and instruction and response systems. 
Binary answer systems only recognize two answers, YES and NO,  often repre- 
sented by the abbreviations Y and N.  The binary answer languages are used in software 
systems in which the internal structure corresponds to a binary oriented graph. In the 
binary oriented graph two branches leave each edge. Edges correspond to states of the 
system; in each such state the system asks a question, and according to the answer (NO 
or YES ) a branch is selected which leads to a new state. The binary answer language is 
used mostly in simple systems such as computer games. 
As an example we use the popular game blackjack (Thompson and Ritchie 1975). 
The dealer (simulated by the computer) might ask the following questions: 
NEW GAME? rl 
1 DOUBLE DOWN? 1 
Each question is answered by YES or NO 
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It is clear that binary answer language may be used only in systems in which a limited 
number of questions may be asked. For cases in which the answers Y E S  or NO are not 
sufficient to answer all the questions which may arise, we can use a menu selection system 
(n-ary answer language). 
In a menu selection system the set of possible answers to each question is defined. 
Each set must be finite, and from a practical point of view should consist of only a small 
number of answers. 
The set of answers to a particular question is called the "menu". There are two 
ways in which the menu may be presented to the user. First, the menu of answers for 
each question may be given in the description of the software system, and the user is 
thus obliged to learn these menus before using the system. Much better is the second way, 
in which the menu and the question are provided together. This method has a number of 
advantages, the most important of which is that the user need not learn the menus for all 
possible questions. 
Menu selection systems, like binary answer languages, are used in software systems 
in which the internal structure corresponds to an ordinary oriented graph. In such a graph 
a varying number of branches leave from each edge, the edge representing the question 
and the branches corresponding to the set or "menu" of possible answers. 
As an example we use some menus from Teitelman (1979), who describes a system 
designed to help the user to develop programs. In this system, for example, the user may 
be presented with the following choice: 
1 M E N U S :  
WINDOW 
D O C U M E N T  
E D I T  
L O O K  
H I S T O R Y  
B R E A K  
O P E R A T I O N S  
This menu is then used to select further menus. 
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1 WINDOW: 
R E  AD 
MOVE 
GROW 
S H R I N K  1 P U T  ON T O P  
1 P U T  ON BOTTOM 1 
1 K I L L  1 MAKE I N V I S I B L E  I 
E D I T :  
I N S E R T  
A P P E N D  
D E L E T E  




D O N E  
Questions with menus are displayed on a screen, and the user can select an answer 
by means of the cursor. 
When the number of possible answers to a particular question is very large, it is inef- 
ficient (or sometimes impossible) to  display all possible answers with the question. This 
situation may arise if the answer contains a number. In such cases we may use an instruc- 
tion and response system. 
In an instruction and response system an explanation of the answer required is 
included in the question. The following example of an instruction and response dialogue 
is taken from Hebditch (1 979). 
O R D E R  O R  C R E D I T ?  0 
C U S T O M E R  NUMBER? 848923 
C U S T O M E R  I S  B R O W N ' S  S T A T I O N E R S  L T D .  
H I G H  S T R E E T  
WATFORD 
P L E A S E  C O N F I R M  ( Y / N ) ?  Y 
D E L I V E R Y  A D D R E S S  I S  A S  ABOVE 
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O R D E R  NUMBER? 77/34 
D I S C O U N T ?  1 2 . 5  
* * * 1 2 . 5  P E R C E N T  I S  H I G H E R  THAN NORMAL T E R M S  
P L E A S E  C O N F I R M  B Y  R E - E N T R Y ?  1 2 . 5  
E N T E R  P R O D U C T  C O D E .  Q U A N T I T Y  ( E N D  A F T E R  
L A S T  I T E M )  
? B 0 4 , 2 4  24 DOZ P E N C I L S  ( H B )  
? A 6 8 , 1 0  1 0  REAMS BANK P A P E R  
? B 6 1  ,36 36 DOZ B A L L - P O I N T  P E N S  
***36 D O Z  I S  ABNORMAL Q U A N T I T Y  F O R  T H I S  I T E M .  
P L E A S E  C O N F I R M  
? B 6 1  , 3  3 DOZ B A L L - P O I N T  P E N S  ( B L U E )  
? Z l 5 , 1  1 D I S P L A Y  S T A N D  (BALL-POINT P E N S )  
? E N D  O R D E R  C O M P L E T E D  ( 4  ITEMS) 
DO YOU W I S H  T O  SEE I N V O I C E  P R I O R  T O  P R I N T I N G  
( Y / N ) ?  N 
Systems in which a user can answer more than one question at a time require some 
type of fixed format user input. This format can be used, for example, to separate single 
answers in user input. and may be described in the question. Such a system is called a 
displayed format system. 
The following simple and selfexplanatory example of a book-ordering system 
(Hebditch 1979) shows a question containing the format description and the resulting 
answer. 
E N T E R  AUTHOR / T I T L E  / P U B L I S H E R  / I S B N  / 
NO.  O F  C O P I E S  / C U S T O M E R  NAME / 
C U S T O M E R  A D D R E S S  / P O S T  OR C O L L E C T ?  
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HEBDITCH / DATA COMMUNICATIONS: AN 
INTRODUCTORY GUIDE / ELEK SCIENCE LTD. / 
NK / 4 / A. WISEMAN / NA / COLLECT 
2.2 Command Languages 
Command languages in one form or another have been in use since the earliest 
operating systems first came into existence in the late 1950s. The name "command 
languages" was used in the past to describe the job control languages used as interfaces 
between users and operating systems. Today the term includes a wide variety of languages 
employed as user-computer interfaces in many types of software systems. 
A command language consists of a set of commands. A typical command is com- 
posed of four elements: the command prefii, the operation specification, the parameter 
part, and the command completion. 
The first part of the command, the command pre f i ,  contains 
- a command indication (a symbol or string of symbols to distinguish the com- 
mand from other inputs) 
- a command identification (a label or number used for reference purposes in 
other commands) 
- a condition, which must be satisfied before the command is executed (for ex- 
ample: IF TIME < MAXTIME THEN) 
A command word is frequently reserved for use as an operation specification 
(Miller and Thomas 1977). Watson (1976) proposes an operation specification in the 
form of a verb-noun pair. In this case we obtain a verb--noun matrix as, for example, 
in an editing system: 
I I 1 I 
I I I I I 
I I I I I 
I I c h a r a c t e r  I l i n e  I P a g e  I 
I 
I I I 
I d e l e t e  I I I I 
I I I 
- 1  I I I 
I I I I I 
1 i n s e r t  I I I I 
I 
I I I I I 
I I I I I 
I I I I I 1 c h a n g e  I 1 
I I I 
I 
I 
I I I I I I 
I I 1 move I 
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Each element of this matrix is a normal English command. 
Displaying the operation specification in this form seems to  be very helpful for 
users with no experience in data processing (Keen and Hackathorn 1979). Hebditch 
(1973) proposes a more structured format, using adjectives (J) in addition to nouns (N) 
and verbs (V), to create an operation specification with three forms: 
V J N  ( PRINT CONDENSED RECORD ) 
V N J  ( F I N D  EMPLOYEES WITH A DEGREE) 
V J N J (PRINT ALL LINES BEGINNING WITH +)  
Further, Hebditch (1973) proposes that a set of basic verbs could be used as an 
interface with a data base, as shown in Table I .  
TABLE 1 Computer functions, verbs commonly used to specify the function, and alternative speci- 
fications. 
Function Verb (abbreviation) Alternative forms 
Initiation START ( s )  Begin, Sign-on, Initiate, 







Addition of new 
record or item 
Movement of 
record (or data) 
from one logical 




FIND ( F )  
PRINT ( P )  
(for hard copy) 
Locate, Get. Search, 
Read, Obtain, Pick (good 
for inventory data base?) 
Display (for VDUs), 
Show, Query, Give, List, 
Present 
ALTER ( A )  Change, Amend, Modify, 
Replace, Convert, Set 
INSERT ( I )  Add, New, Assign, 
Include, Originate, Form 
MOVE ( M )  Transfer, Shift, Relocate, 
Convey, Reallocate, 
Transpose 
EXPLAIN ( E )  Assist, Why?, Expand, 
Clarify, Help, Interpret 
HALT (H) End, Finish, Done, Close, 
Terminate, Conclude 
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The parameter part specifies the operand and suggests various ways in which the 
command could be executed. There are two distinct methods of formatting the argu- 
ments for commands: positional format and keyword format. 
In the positional format, particular pieces of data must appear in fixed relative or 
absolute positions in the parameter part. 
In the keyword format the parameter part is a permutable string of arguments, 
each argument containing a keyword which indicates the argument type and, sometimes, 
its value. 
Both types of argument format occur in current systems. From the user's point of 
view the keyword format is more acceptable, because it requires the user to memorize 
less information. 
The arguments in the parameter part may be composed of several different elements; 
these may include keywords, constants (numerical, boolean, etc.), text strings,andexpres- 
sions (regular, arithmetical, boolean, etc.). 
There remains the question of what to do when the user does not specify some in- 
formation that either could or should have been provided. There are several ways of 
prompting the user for missing information: 
1. Listing the missing argument names with all their possible values so that the 
user may choose the correct values. 
2 .  Assigning a default value automatically to some of the missing arguments and 
asking the user for agreement. 
3. Supplying missing information on the basis of the arguments provided to previ- 
ous commands. 
The problem of choosing argument delimiters is related to argument specification. 
Delimiting functions may be delimiting command words, delimiting arguments, or delimit- 
ing optional arguments (arguments with default values) (Watson 1976). It is generally 
advisable to  use the same symbol for delimiting command words and arguments and to 
use a different symbol for delimiting optional or default arguments. 
The last part of the command is the command completion. According to  Watson 
(1976), there are three types of command completion: 
1. Command accept: a command completion indicating that the command should 
be executed and the system should then return to  the base state to receive the 
next command. 
2 .  Repeat: a command completion indicating that the command should be exe- 
cuted and the system should then return to  an intermediate command state 
for quick repetition of the command with or without request. This mode is 
useful when an operation must be repeated several times. 
3. Insert: a command completion indicating that the command should be exe- 
cuted, the system should then enter insertcommand mode for insertion of 
some new parameters, and then the command should be repeated. 
A different symbol should be used for each type of command completion. 
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2.3 Query Languages 
According to Olle (1973), there are four levels on which a user might come into 
contact with a data base. At the highest level is the data administrator, that is, the person 
responsible for the data base. The applications programmer occupies the second level, 
and at the next level is the application specialist, who is able to formulate questions about 
the data stored in the data base but is not a programmer. Finally, people who are unable 
to formulate questions occupy the lowest level in this hierarchy. 
Data administrators and applications programmers generally use programming 
languages in their work. Users who are unable to formulate questions may use the simpler 
answer languages discussed previously. Query languages are designed to be used by the 
intermediate group of people, users who are not programmers but who understand how 
to formulate questions for a particular application. 
Query languages are high-level nonprocedural data-base languages, which allow the 
user to perform operations such as insertion, deletion, and retrieval on the data base. Strong 
emphasis is placed on retrieval operations and, in view of this fact, a finer categorization 
of retrieval operations seems appropriate (Schneiderman 1978). There are four main 
retrieval operations which may be performed on a data base: 
1. Simple verification of the presence, absence, or acceptability of a specified item. 
2 .  Retrieval of a single record when a key is provided. 
3. Retrieval of a number of records when a key or boolean predicate is provided. 
4. Total listing of all information stored. 
The list below indicates how query languages may be used to sort and retrieve data, 
and gives some examples of the type of queries which may be asked (Schneiderman 1978). 
1. Simple mapping produces data values from one field when a known value for 
another field is supplied. Example: Find the names of all employees in depart- 
ment 50. 
2 .  It is possible to select all of the data associated with a specified key. Example: 
Give the entire record for the employee whose name is John Jones. 
3. In a relational model it is possible to select any domain of a relation. Example: 
Print the names of all employees. 
4. Boolean queries permit AND / OR/NOT connections. Example: Find the 
names of those employees who work for Smith and who are not employed in 
department 50. 
5. Set operation queries involve set operations such as intersection, union, and 
symmetric difference. Example: Find the names of the employees who work 
for Smith and the addresses of the employees who work for Black. 
6. Built-in functions such as MAXIMUM , M I N I  MUM, AVERAGE , S UM , 
make it easier for the user to formulate questions. Example: Print the sum of 
salaries of employees in department 50. 
7. Combination queries are produced by using the output of one query as the in- 
put for another. Example: Find the names of all departments which have more 
than 30 employees and then find the names of the department managers. 
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8.  It is possible to group items with a common domain value. Example: Print the 
names of departments in which the average salary is greater than $15,000. 
9. Universal quantification corresponding to the "for all" (ft) concept of the first- 
order predicate calculus. Example: Find the addresses for all employees. 
The features listed above are available in most query languages designed for data 
bases using relational, hierarchical, or network models of data. 
As an example, consider the following data base, which is built on a relational 
model (Chamberlin 1976): 
PRESIDENTS 
NAME PARTY HOME-STATE 
E i s e n h o w e r  R e p u b l i c a n  T e x a s  
Kennedy Democrat  M a s s a c h u s e t t s  
J o h n s o n  Democrat  T e x a s  
Nixon  R e p u b l i c a n  C a l i f o r n i a  
Carter Democra t  G e o r g i a  
Reagan  R e p u b l i c a n  C a l i f o r n i a  
This relation PRESIDENTS has domains NAME , PARTY, and HOME- ST ATE. 
ELECT1 ONS-WON 
YEAR WINNER-NAME 
1 9 5 6  E i s e n h o w e r  
1 9 6 0  Kennedy 
1 9 6 4  J o h n s o n  
1 9 6 8  Nixon  
1 9 7 2  Nixon  
1976  Carter 
1 980 Reagan  
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This relation ELECT1 ONS-WON has domains YEAR and WINNER-NAME . The 
two relations PRESIDENTS and ELECT I ONS-WON are the only relations in our 
sample data base. 
According to Chamberlin (1976), there are four classes of query language: relational 
calculus-based languages; relational algebra-based languages; mapping-oriented languages; 
and graphics-oriented languages. Languages in the first three categories may be distinguished 
by their mathematical basis. The fourth category includes certain two-dimensional 
languages. 
One example of a relational calculus-based query language is the language QUEL 
(Stonebraker et  al. 1976). A typical query in QUEL has three parts: 
- a result name, which is the name of the relation from which data will be re- 
trieved 
- a target list, which specifies the particular domains of the relation from which 
data will be retrieved 
- a qualification, which specifies certain conditions that the retrieved data must 
fulfill 
A QUEL interaction must include at least one RANGE statement to specify the 
relation over which each variable ranges. Twoexamples of queries in QUEL are given below. 
1. What was the home state of President Kennedy? 
RANGE OF P I S  PRESIDENTS 
RETRIEVE INTO X (STATE = P.HOME-STATE) 
WHERE P .NAME = "KENNEDY" 
2. List the years in which a Republican from Illinois was elected President! 
RANGE OF E I S  ELECTIONS-WON 
RANGE OF P I S  PRESIDENTS 
RETRIEVE INTO Y (YEARS = E.YEAR) 
WHERE P .PARTY = "REPUBLICAN" 
AND P .HOME-STATE = " ILLINOIS"  
AND P.NAME = WINNER-NAME 
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Relational algebra-based query languages use a variety of operators that deal with 
relations, yielding new relations as a result. Among the most important of these operators 
are projection, restriction, and set-theory (union, intersection, and symmetric difference) 
operators. Translating the two queries given above into relational algebra-based query 
language we obtain: 
1. What was the home state of President Kennedy? 
1 PRESIDENTS [NAME = "KENNEDY"]  [HOME-STATE] 
The above example uses projection and restriction operators. 
2 .  List the years in which a Republican from lllinois was elected President! 
(ELECTIONS-WON [ W I N N E R - N A M E  = NAME] PRESIDENTS) 
[ P A R T Y  = "REPUBLICAN"] [HOME-STATE = 
In this example we use union, projection, and restriction operators. 
The basis of mapping-oriented query languages is the operation of "mapping", 
in which a known domain or set of domains is "mapped" into a desired domain or set of 
domains by means of some relation. Our two examples are now in the mapping-oriented 
language SEQUEL (Astrahan et al. 1976). 
1 . What was the home state of President Kennedy? 
( SELECT HOME-STATE 1 FROM PRESIDENTS 
WHERE NAME = "KENNEDY" I 




WHERE WINNER-NAME = 
SELECT NAME 
FROM PRESIDENTS 
WHERE PARTY = "REPUBLIC AN" 
AND HOME-STATE = " I L L I N O I S "  
Graphics-oriented query languages are mentioned later in this survey in the section 
dealing with two-dimensional positional languages. 
The mapping- and graphics-oriented query languages are designed for users with no 
experience in data-processing and offer power equivalent to  relational algebra- or relational 
calculus-based languages while avoiding difficult mathematical concepts. 
2.4 Natural Languages 
The idea of communicating with computers using a natural language has provoked 
much discussion from the early years of machine translation. However, though this con- 
cept is obviously very attractive to the user, the implementation of a natural language 
interface presents considerable difficulties to the programmer. 
Natural language is the technique of verbal communication between people. Accord- 
ing to Addis (1 977), natural languages have an extremely complex structure because they 
reflect the way in which people think. 
The use of a natural language for user-computer communication has several major 
advantages (Infotech International Ltd. 1979). 
1. It provides a familiar way of forming questions. This means that the natural 
language interface would be available to  a large number of users without the 
need for special training. 
2. There are often many ways to extract the same data. The user can usually 
communicate his/her knowledge in a natural language augmented by specific 
notation and vocabulary characteristic of his/her specialist field. 
3.  It may be easier to formulate complicated queries using a natural language 
than using formal languages or menu selection methods. 
4. The user does not have to  learn a formal syntax and his/her departures from 
accepted grammar may be tolerated without comment. 
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At the same time we must note the following disadvantages: 
1. The use of a natural language interface encourages an unrealistically highexpec- 
tation of system power. 
2. The linguistic limitations of such a system are not as well-defined as they are 
within a formal language. Confusion can arise as the result of an unknown 
word, an unknown grammatical construction, or a misunderstanding. 
3. Sentences in natural languages are frequently ambiguous. Implementation is 
difficult if all the possible meanings of a sentence must be considered. 
4. Because much of the vocabulary may be specific to the particular application, 
the system has to be partially recast to deal with each new application. 
5. A system with a natural language interface is inherently much more com- 
plicated to implement than systems using more formal languages. 
Besides these disadvantages there is one additional problem: the great variety of 
natural languages in the world. These problems do not imply that a natural language inter- 
face is useless, only that it is not as generally applicable as is sometimes thought. 
Natural language communication with computers falls into two major categories 
(Kraegeloh and Lockemann 1978): communication with systems designed to  understand 
natural language as part of the development of artificial intelligence, and communication 
with data-base systems. 
In developing artificial intelligence the main goal is for the system to  understand a 
natural language by the simulation of natural language perception. The resulting systems 
are highly complex, because the semantics of the natural language must remain unre- 
stricted. One of the characteristics of Man is his ability to produce a mental image of his 
environment, a model of the real world. During a conversation, statements about his envi- 
ronment are related to this cognitive model and can modify it. Simulation of this process 
requires some system in which the real world, or part of it, may be modeledin a computer. 
One system capable of understanding a natural language is GUS (Genial Understander 
System), which is described in more detail by Bobrow (1977). This system is restricted to  
the role of a travel agent in a conversation with a client who wants to  make a trip to a 
single city in California. The following is a simple dialogue between a client and GUS. 
GUS : H e l l o .  My name is  GUS. I c a n  h e l p  you 
p l a n  a s i m p l e  t r i p  by a i r .  Where do 
you want t o  go?  
C l i e n t :  I want t o  go t o  S a n  Diego  on May 2 8 .  
GUS : What t ime  do you want t o  l e a v e ?  
C l i e n t :  I mus t  be i n  S a n  Diego b e f o r e  10 a m .  
Nonprocedural communication 339 
GUS : Would you  l i k e  P .S .A.  f l i g h t  1 0 2  t h a t  
a r r i v e s  at  9 . 1 5  am? 
C l i e n t :  What is t h e  n e x t  f l i g h t ?  
GUS : Air C a l i f o r n i a  f l i g h t  310 t h a t  l e a v e s  
a t  8.30 a m  and  a r r i v e s  a t  10.00 am. 
C l i e n t :  I ' l l  t a k e  t h e  f i r s t  o n e .  
GUS: I n  what  name s h o u l d  I make a r e s e r v a -  
t i o n ,  p l e a s e ?  
C l i e n t :  Dan Bobrow. 
GUS : I h a v e  c o n f i r m e d  t h e  f o l l o w i n g  f l i g h t :  
P.S.A. f l i g h t  1 0 2  o n  Wednesday May 2 8  
f r o m  S a n  J o s e  t o  S a n  Diego  t h a t  l e a v e s  
a t  7.30 a m  and  a r r i v e s  a t  9 . 1 5  a m .  
What d a t e  do you  want  t o  r e t u r n  on?  
C l i e n t :  On F r i d a y  i n  t h e  e v e n i n g .  
GUS : Would y o u  l i k e  t h e  f l i g h t  t h a t  l e a v e s  
a t  7 . 4 5  pm? 
C l i e n t :  T h a t ' s  f i n e .  
GUS : I h a v e  c o n f i r m e d  t h e  f o l l o w i n g  f l i g h t :  
P.S.A. f l i g h t  307 o n  F r i d a y  May 3 0  
f r o m  S a n  Diego  t o  S a n  J o s e  t h a t  l e a v e s  
at  7 . 4 5  pm a n d  a r r i v e s  at  9 . 3 0  pm. 
I Thank you f o r  c a l l i n g .  Goodbye.  I 
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The second important area in natural language communication with computers is 
the use of natural languages to provide an interface between the user and data-base sys- 
tems. This is a subject under much discussion because it could provide easy data access to 
users unfamiliar with query languages. In this case the computer's understanding of a natural 
language is not based on a simulation of the cognitive process; the data base itself serves 
as a model for understanding. Consequently, the input language should be restricted to 
the vocabulary necessary to use the data base. Under these conditions the natural lan- 
guages used as interface languages in data-base systems may still be considered formal 
languages. 
As an example of a natural language interface between user and data base we 
use the system PLANES (Waltz 1978). This system was developed with the following 
aims: 
1. To accept the user's natural English 
2. To provide explicit, clear answers to questions (possibly using graphics) 
3. To tolerate minor errors (such as misspelling and grammatical errors) 
4. To use clarifying dialogue for several purposes: 
- to increase its understanding of the user's request 
- t o  ask the user about parts of the request which it does not understand 
- to add new words, phrases, and sentences to its vocabulary 
- to provide appropriate assistance to the user 
- to provide information about the capabilities of the system 
5. To  be convenient to use, i.e., 
- to be on-line and interactive 
- to operate rapidly 
- to require a minimum of typing 
- to answer a substantial percentage of questions 
6. To be relatively easy to  develop further 
An ordinary dialogue between a user and the PLANES system is given below. 
PLEASE ENTER YOUR QUESTION .................... 
1 >>How many f l i g h t s  d i d  p l a n e  3 make i n  J a n  73? 1 
PLANESsearchestheMONTHLY FLIGHT AND MAINTENANCE SUM- 
MAR I E S  and paraphrases the answer required as the value of TOTAL FLIGHT S 
for plane SERIAL # 3  during January 1973. 
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SHOULD I EVALUATE THE QUERY? TYPE Y OR N 
> > Y  
EVALUATING . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
(SUM TOTFLTS) = 1 7  
PLEASE ENTER YOUR QUESTION ............... 
For our second example we give a clarifying dialogue involving a spelling correction. 
> > W h i c h  S k y h a w k s  l o g g e d  l e s s  t h a n  10 h o u r s ?  P 1 PLEASE ENTER A S P E C I F I C  TIME PERIOD 
> > B e t w e e n  J a n .  1 a n d  J u l e  1 ' 73  
I DON'T KNOW THE MEANING OF JULE.  I 
IPERHAPS I T ' S  MISSPELLED? I 
PLEASE ENTER A NUMBER CORRESPONDING TO THE 
FOLLOWING: 
1 .  JUNE 
2 .  JULY 
3.  NONE OF THE ABOVE 
> > 2 .  
A natural language may not provide the best interface in every situation. Schneider- 
man (1978) describes a "natural versus artificial query language experiment" concerning 
communication with data bases and concludes that the user must have some k~iowledge 
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of the application domain if a natural language interface is to  be used; i.e., the user has to 
be familiar with the semantics of the information in the data base. When a user learns a 
query language, he/she automatically learns the semantics of the information stored in 
the data base at  the same time. 
2.5 Special-Purpose Languages 
In some fields, specific formalisms are used to  describe particular problems. It seems 
reasonable to  use these formalisms directly as special-purpose languages to  interface with 
specialized software systems. 
As an example, we consider one class of formalisms used widely for language design 
and implementation. Special-purpose languages based on formalisms of this type are used 
as interfaces in written translation systems. These languages are based on the idea of a 
context-free grammar, i.e., a set of rules of the form: 
left part : right part 
where the left part is one nonterminal symbol called a syntactic category and the right 
part is a string of nonterminal and terminal symbols. 
The way in which sentences, composed of terminal symbols, may be derived from 
one particular nonterminal symbol, known as the start symbol, is first defined. The set 
of all sentences which can be derived from the start symbol may be described as a formal 
language generated by the grammar. 
The following example illustrates the use of a language based on context-free gram- 
mar. In this case nonterminal symbols are represented by mnemonic names between angu- 
lar brackets ( ); the terminal symbols are 0, I ,  2 , 3 , 4 , 5 , 6 , 7 , 8 , 9 ,  and /. The rules are: 
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The start symbol is < d a t e >  , and we shall use the symbol + to represent one 
step in the derivation. 
The language generated by this grammar is a set of sentences of the form number/ 
number/number/, which can be read as dates. 
Context-free grammars are often used to describe the syntax of formal and natural 
languages and, as mentioned above, they can also be used as a basis for the special-purpose 
languages used in written translation systems. The following is an example of text input 
to the YACC written translation system (Johnson and Lesk 1978). 
% t o k e n  D I G I T  
d a t e  : number  ' / '  number  ' / '  number  
[ d a t e  ( $ 1 ,  $3,  $ 5 )  ;I; I number  : D I G I T  1 
I number  : number  D I G I T  I 
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The nonterminal symbols in this grammar are d a t e  and number ; the termi- 
nal symbols are D IG I T and I. A program fragment is given at the end of each gram- 
mar rule, and these program fragments compute the meaning or value of the nonterminal 
symbols. The variable $$ refers to the nonterminal symbol on the left-hand side of each 
rule, while $1, $2, . . . , $n refer to the first, second, or nth symbols on the right-hand 
side of the rule, respectively. 
This input text may then be processed by a YACC parser generator, whichgenerates 
a program able to read dates, convert then1 into a suitable form, and store them in the 
computer, provided that the digits are first read by another program returning the value 
of each digit. 
2.6 Two-Dimensional Positional Languages 
In two-dimensional positional languages the input information corresponds to a 
given position in two-dimensional space. This space is displayed on a screen. The correct 
position of the information is generally indicated by means of a cursor controlled by a 
keyboard, through a joystick, or a mouse. Other methods include use of a lightpen or 
touch-sensitive screens. 
Two-dimensional positional languages have many uses, the most important of 
which include systems for filling in forms, systems for screen editing, and two-dimensional 
query systems. 
In form-filling systems the user is provided with a format map displayed on a screen 
and helshe can then insert the appropriate data in free areas. The format map is protected 
and cannot be inadvertently altered from the keyboard. After filling in the form the user 
presses a special key and all input data are transmitted to the computer. This type of 
technique is very easy to use. A typical "form" is shown below; note that the user can 
only put data between the square brackets [ 1 .  
N A M E  [ 
D A Y  [ ] MONTH [ ] Y E A R  [ 1 
P E R S O N N E L  C O D E  [ 1 
The second type of two-dimensional positional system involves editing on a screen. 
A screen editing system displays part of a file on the user's screen and allows llinllher to 
make changes at the position indicated by the cursor. There are three principal types of 
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command in a typical screen editing action language (Pearson 1980): cursor movement 
commands, text movement commands, and text modification commands. In some cases 
cursor movement commands can be replaced by the use of special keys on the keyboard 
(Altair Software Distribution Company 1977). 
As our final example in this section we consider a two-dimensional query system, 
known as the Query-By-Example system (Zloof 1976), which is used as an interface be- 
tween user and data base. In order to query the data base the user inserts a possible 
answer in the skeleton of the data base displayed on the screen. 
As an example, the skeleton of the data base used earlier is given below. 
P R E S I D E N T S  I NAME 1 PARTY I HOME-STATE 1 
Here P R E S I D E N T S  is the name of the relation,and NAME , PARTY, and HOME- 
S T A T E  are the names of the domains. To obtain information the user should fill in 
the skeleton using an example element (a variable), which must be underlined, and a 
constant element, which should not be underlined. In addition, the function "P." (print) 
must be inserted before the example element to  indicate that this class of data forms the 
output. 
As an example, assume that the user wishes to print out the names of the Democratic 
Presidents of the USA since 1956 using the relation P R E S I D E N T S ;  helshe just fills 
in the skeleton with P .NIXON (the name ofany President would do) and DEMOCRAT. 
P R E S I D E N T S  I NAME I PARTY I HOME-STATE I 
I P .  NIXON I DRMOCRAT I 
The answer of the system should be: 
INAME I 
I KENNEDY / 
1 JOHNSON 1 
I CARTER I 
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3 MAIN FEATURES OF DISPLAY LANGUAGES 
In this section we consider the output side of the user- application software inter- 
face. The information produced by the computer to provide the user with feedback and 
other assistance we shall call the display language. 
The display language must be able to perform a number of distinct functions. It 
should be able to: 
- format the dialogue document (the printed record or screen display of the state- 
ments made by both user and computer) 
- assist the user to input data and commands 
- respond to the user after receiving valid input 
- provide error messages 
- provide "help" facilities 
In this section we discuss the ways in which a display language can best fulfill 
these functions. 
3.1 Formatting the Dialogue Document 
There are a number of factors which help to produce a well-formatted dialogue doc- 
ument (Hebditch 1979). 
1. Logical sequencing. The dialogue document contains several different types of 
information, and this information should be arranged in as logical a sequence 
as possible. One example of bad sequencing would be to blend input and out- 
put text. 
2. Distinguishing input from output. It is very useful and improves legibility to 
distinguish inputs (action language phrases) from outputs (display language 
phrases). The ways in which this can be done depend on the type of terminal 
available. Possible methods include the use of lower-case characters for input 
and upper-case characters for output; underlining either input or output; 
using different colors or different line densities for displaying input and out- 
put, and so on. 
3. Spaciousness. The whole two-dimensional space of the dialogue document can 
be used for output. Use of a tabular format can improve legibility; for example, 
if a menu is included in the output it could be presented as a table. 
3.2 Assisting the User to Input Data and Commands 
The assistance given to the user depends on the user-computer interface. For ex- 
ample, if an answer language is used as an action language, the form of the desired input 
is specified in the question asked by the computer. Another possibility is that the input 
language may contain keywords; in this case the system can be designed to assist the user 
through rapid keyword recognition. There are five forms of keyword recognition. 
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1. The whole keyword mode. In this case the user is obliged to type the whole 
keyword. 
2. The anticipatory mode. This mode requires the user to type just enough char- 
acters for the command to be uniquely specified.The system then automatically 
fills in the remainder of the keyword. 
3. The fixed mode. The keywords are chosen such that it is possible to recognize 
each keyword in a fixed number of characters. 
4. The demand mode. This mode requires the entry of a special character to 
initiate recognition after the first part of the keyword has been typed. 
5 .  The single-character mode. This mode allows high-speed single-character recog- 
nition of the most commonly used keywords. This mode may be used only 
when the keywords begin with different characters. 
Another method of system assistance involves the use of noise words. When the sys- 
tem recognizes the first part of an input phrase, it can generate some words, called noise 
words, to tell the user what information is awaited by the system. For example, in the 
input command 
CREATE LINE from x l  t o  x2 
the words from and to could be generated by the system as noise words on recognizing 
the phrase CREATE L I N E .  The noise words prompt the user into entering data in 
the correct manner. 
As mentioned earlier, the system may be designed to  help the user by assigning de- 
fault values to missing arguments, or by supplying missing information on the basis of 
previous commands. Whenever this happens the system should inform the user and ask 
himlher for confirmation. 
3.3 Responding to  the User after Receiving Valid Input 
The system should provide regular feedback to  the user on receiving valid input. 
The response should contain the following information: 
1. Confirmation that input has been received. The system should confirm that 
the input is valid and has been accepted. In cases where misunderstanding is 
possible, as, for example, with natural language interfaces, the system can out- 
put a question and ask the user for confirmation. 
2. Information about the unavailability of resources. If a process requested by a 
user involves the use of resources such as files or peripheral devices, the user 
must be informed if these resources are not available and, if necessary, why they 
are not available. 
3. Output data. The output data can either be displayed on the user's terminal 
or by means of some other output device. In the latter case the user should be 
told where and how to obtain his/her results. 
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4. End information. When the process initiated by the user comes to anend,infor- 
mation about the mode of termination (normal, failure of the system, error in 
input, etc.) is useful. 
3.4 Providing Error Messages 
The system must anticipate errors in every piece of the input; sophisticated tech- 
niques must be used to handle these errors. There are three possible levels on which errors 
can be handled: 
1. Error detection. The system must take great care to ensure that every error is 
detected. 
2. Error recovery. After an error has been detected in the input text it is desirable 
to continue processing the remainder of the input without "pseudo-error" in- 
dications. 
3.  Error correction. Some errors may be corrected automatically, but in this case 
the system must ask the user for confirmation because it is possible to intro- 
duce insoluble problems through automatic error correction. 
After an error has been detected the system must inform the user exactly and clearly 
of the nature of the error. Hebditch (1979) provides some guidelines on error-reporting 
techniques: 
1. Avoid giving error messages in code and thus the need to refer to manuals. 
2. Make error messages as self-explanatory as possible. 
3.  Error messages should be specified by the system designer, and the ease with 
which they may be understood and used checked with the potential users. 
4. Errors should be detected as quickly as possible. 
5 .  Avoid the need to rekey valid input during the error-correction process. 
6. Recheck everything after correction. 
3.5 Providing "Help" Facilities 
Any software system must be properly documented in order to be usable (Cohen 
1976). To document a large system is not an easy task, and it is made more difficult if 
the system is designed to be expanded by its users. Any printed documentation of such 
a system would be outdated before it was published and therefore the system itself must 
be capable of providing documentation that is guaranteed to be up to date. 
In general, the user needs to know three things (Watson 1976): 
-- what he/she has already done 
- what he/she is doing now 
- what he /she can do next 
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The system should therefore provide information in the following three areas: 
1. Information space. The user needs to know where he/she is in information space 
and which part of the information available is being displayed to  him/her. The 
user arrived at his/her present position from a series of previous positions, and 
he/she may want to be able to return to these positions as well as to be able to 
move on. It is possible to achieve this by organizing help facilities in a tree struc- 
ture. Each information node in the tree contains an explanation of a specific 
part of the system. The tree structure provides easy access to information 
about a specific topic. 
2.  Subsystem or tool space. In systems containing many tools (or subsystems), 
the user needs to know which tools are active, which tools he/she has used 
previously, and which subsystems can be entered from the present position. 
Each subsystem has a name and contains a number of related commands. In 
an ideal case all of the tools would operate on information in the same file 
because this would make it easier to move from one tool to another. 
3 .  Input syntax space. Several ways in which the computer may help the user to 
formulate input have been described in a previous section. If, however, there is 
still some uncertainty about the basic concepts or the vocabulary, the user can 
employ the help facilities described above, either by specifying the concept 
causing difficulty or by making a more general request for help. In the latter 
case the system could make use of the information input up to this point to 
select the information required by the user. 
In data-base management systems the user should be kept informed about the se- 
mantics of the data stored in the data base. In the data-base management system INGRES 
(Stonebraker et  al. 1976) information about relations is available and may be used in the 
same way as help facilities which specify the names of the relations only. 
4 CONCLUSION 
Although we have discussed many of the issues concerned with user-application 
software interfaces, there are numerous aspects which we have not mentioned. This is 
largely because we have concentrated on interfaces in which alphanumeric texts are used 
as a means of communication. The main problem in communicating with a computer using 
alphanumeric texts is the great difference between the speed of the input and the speed 
of the output. While the output speed can be very high (thousands of characters per second), 
the speed of input via a keyboard is very low (less than ten characters per second). This 
drawback can be partly reduced by using single letters in an action language, for example, 
'F' for F I N D  , 'P' for P R I N T  , and so on. However, this reduces the legibility of 
the dialogue document and can only be used by frequent users. 
Graphics provide another promising medium for user-computer interfaces. Graphics 
can be used within display languages, action languages, or both. We have already discussed 
two-dimensional positional languages, in which simple graphics are used as part of a 
display language. Communication in such systems is both simpler and faster than using 
alphanumeric texts, as can be seen by comparison of a line-oriented editing system with a 
screen-oriented editing system. 
The second problem in communication between users and application software is 
the selection and design of an appropriate language. Computers, especially small-scale 
computers, are increasingly being used as everyday tools in offices, businesses, and man- 
agement. Most people using these systems have little or no knowledge of data processing. 
It is therefore desirable to  design software systems with a nonprocedural interface for 
these applications, and a natural language seems to be the most appropriate. However, 
because of the problems involved in implementing natural language interfaces even on 
large-scale computers, we must suppose that formal languages will remain widely used in 
the future. Thus it is very important to design any language to  be used by nonskilled 
operators so that it follows the natural language as closely as possible. The interested 
reader may find a more extensive discussion of languages designed for use in offices in 
Rohlfs (1979); the design of languages to be used in managerial systems is treated in more 
detail in Keen and Hackathorn (1979) and Blanning (1979). 
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SUMMARY 
This paper describes the general form of an energy supply model, called MESSAGE 
(Model for Energy Supply Systems And their General Environmental impact). MESSAGE 
is a dynamic linear programming model minimizing total costs o f  energy supply over a 
given time horizon. It balances secondary energy demand, which is disaggregated into 
sectors and exogenous to the model, with primary energy supply, given as a set of resource 
availabilities which are disaggregated into an optional number of cost categories by choos- 
ing from a given set of energy conversion technologies. Model constraints reflect the 
limited speed of build-up of technologies, the limited annual availability of resources, and 
technological relationships - among other aspects of the energy system. The model per- 
mits the definition of load regions (e.g., for electricity demand), distinguishes between 
indigenous and imported resources, takes account of the environmentalimpactof energy 
supply strategies, and optionally includes this impact in the objective function. 
The most important application of MESSAGE so far has been in the description of 
the IIASA global energy scenarios. A set of models and formalized procedures, each de- 
scribing one part of the energy system, is arranged in a loop. Iterative application of this 
model loop leads to globally consistent scenarios in the development of the global energy 
system. The most important connection for MESSAGE in this loop is with the energy 
demand model MEDEE-2 that provides the demand data for MESSAGE. Information on 
energy costs flows back to the demand model. 
With this application in mind it was felt that the model description could be made 
more specific if some generality o f  the model features was omitted in favor of a clearer 
exposition. Thus, some variables that can be chosen by the model user to suit a particular 
application are replaced here by the values they assumed in the global study. A case in 
point is the description of the energy chain; here it stops at the level of secondary energy 
as in the global scenarios, whereas the generic model formulation also permits considera- 
tion of final or useful energy. 
These replacements make it easier to understand the description of the model rela- 
tions. However, the description does not allow decisions on the relevance of individual 
model runs. Such a judgment can be am'ved at only by using this description together 
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with a full documentation of the model including the input data for a particular run. The 
IIASA runs for the global scenarios are documented in a separate forthcoming paper 
(Schrattenholzer 1982a). Another related publication is a user's guide for the computer 
program that generates the computer image of the model (Schrattenholzer 19826). 
Experience with the model has been usefit1 in several respects. It appears that 
MESSAGE can also be used as a stand-alone model i f  the information, which in the global 
study came from other models of the IIASA model set, is collected by different means. The 
model can also be applied to geographical regions other than the world regions of the 
global study. In general, such applications may necessitate modifications of  the original 
model but the basic features remain the same. 
1 INTRODUCTION 
Future energy supply is a problem of truly global concern and the subject ofnational 
and international debates. These debates diverge enormously. One reason is that there are 
many different perceptions of the energy system and these perceptions often pertain only 
to isolated aspects of its future development. This was the setting when the Energy Systems 
Program (ENP) at the International Institute for Applied Systems Analysis (IIASA) 
undertook to formulate consistent scenarios of the development of the global energy 
system. The scope of this work has included: 
- The construction of plausible and consistent paths of development of the global 
energy system. 
- The conceptualization of the dependence of the various subsystems on each 
other, and of the system boundaries. 
- The embedding of the energy system into the economy. 
- The economic and environmental impact of energy supply strategies. 
On this basis, two scenarios, High and Low, of the global energy system over the 
next 50 years were formulated using the following guidelines: 
Consistency, to be understood as the establishment of a global balance between 
supply (by primary energy sources) and demand (for useful energy) and a balance 
between global exports and imports of primary energy. 
Reasonableness, according to expert judgment of the scenario assumptions and 
of the scenarios themselves. Obviously each step in the definition and selection 
of an expert, in their judgment on a first round of scenario results, and in the 
incorporation of this opinion is subjective. However, what remains at least 
establishes a reference point with which everybody can compare his own assump- 
tions and perspectives. 
Continuity, so that the scenarios evolve smoothly from historical development 
and are themselves smooth. This does not mean, however, that the scenarios 
are extrapolations of past trends. 
Degree of variation. The difference between the High and the Low scenarios 
was to be large enough to cover an area within which the actual development is 
expected to fall with reasonably high probability. 
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These general considerations resulted in a global energy model or, better, in a set of 
submodels which together describe the global energy system. MESSAGE, a linear pro- 
gramming energy supply model, is one part of this model set. 
The main purpose of this report is to  document an important part of IIASA'S global 
energy model enabling those who are interested to  understand the tool with which the 
corresponding parts of the global scenarios were built up. Together with the documenta- 
tion of the MESSAGE computer program and the model input data that were used for 
the description of the global scenarios (Schrattenholzer 1982a, b), this report should pro- 
vide sufficient information for those with the appropriate experience to  reproduce the 
MESSAGE results for the global scenarios in any desired degree of detail. 
Thus, the report mainly addresses those already familiar with energy models. For 
the sake of conciseness much of the description of the real-world energy supply systems, 
that is the background of MESSAGE, has been omitted. 
Section 2 gives a short summary of the model system used for the global scenarios; 
Section 3 describes the MESSAGE model; Section 4 briefly discusses general aspects of 
applications of MESSAGE and reports on experiences with its usage for countries and 
regions other than those used in the global study. Appendices give a summary of some 
high-level input data used for the global model runs, the description of a standard form of 
a dynamic linear programming model, and a classification of the model variables. 
2 A GLOBAL ENERGY MODEL SET 
To give an idea of the model environment in which MESSAGE was primarily used, 
this section describes briefly the model set used for the global energy scenarios. The actual 
application of this model set, the scenarios, and independent studies that have been inte- 
grated into the scenarios are given in the comprehensive report of the activities of IIASA's 
Energy Systems Program Group (1981). 
A schematic description of the model set and the information flow between its sub- 
models is given in Figure 1. The part above the dotted line, describing models and formal- 
ized procedures, was applied to each of seven world regions (defined in Appendix A), 
which together cover the globe. The parts of the large model for each world region are 
arranged in the form of a loop; the seven loops are connected by a procedure that balances 
interregional trade of primary energy. 
Historically, the fust step in formulating the scenarios was to  make assumptions 
about the overall development of the economy (expressed as GDP per capita) and about 
population. However, after a first round of model runs, the built-in feedback mechanism 
changed the original assumptions so that there is no real "beginning" of the model loop. 
The output of this procedure as well as assumptions about the economic structure (GDP 
per sector), about lifestyle (e.g., dwelling space per capita), and about technical efficien- 
cies (e.g., fuel efficiency of a car) are inputs to  the energy consumption model MEDEE-2, 
which in turn produces scenarios of energy demand. (For a description of MEDEE-2 see 
Lapillone 1978.) These are converted into scenarios of secondary energy demand (by fuel 
type) using scenario assumptions for the allocation of demand for substitutable fuels to  
the various fuel types. The demands for secondary energy, maximum build-up rates, and 
cost figures are inputs into the MESSAGE model. MESSAGE results on the marginal 
L. Schrattenholzer 
I Secondary Fuel Mix 
I and Substitutions Maximum 
I Prices t Build-up I 
L---- Rates. Costs Economic Energy Supply 
Impacts - and Conversion 






r--------- (economic, popu- 
I 
I r lation growth) 
I 
I I  t 
Interregional 
Energy Trade 
I I F---rn 
I I 
I I 
I I I 
( _) Assumptions, judgmellts, manual calculations 




- Direct flow of information (only major flows shown) 
---- Feedback flow of information (only major flows shown) 
Lifestyles, 
FIGURE 1 IIASA's global energy model. 
costs of supplying secondary energy feed back into MEDEE-2. The other connection be- 
tween MESSAGE and the model loop is with the procedure for the balance of global pri- 
mary energy trade. Information about energy requirements flows from the world regional 
MESSAGE models into this procedure for energy trade, resulting in available imports for 
each region. The output of this procedure that is most important for the global scenarios 
is the development of the global oil market. Global availabilities of crude oil imports are 
based upon the assumption that the oilexporting countries maximize the revenues from 
their exports and assumptions about the resource situation in the seven world regions. 
The results of MESSAGE are fed into the IMPACT model (Kononov and Pdr 1979) which 
calculates the economic impact of energy supply strategies in terms of some economic 
variables (direct and indirect investments, land requirements, requirements for skilled 
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labor, etc.) which are compared with the original assumptions on general economic devel- 
opment, thus closing the main model loop. 
This loop is applied iteratively until satisfactory consistency is achieved. 
3 GENERAL DESCRIPTION OF MESSAGE 
The energy supply model MESSAGE (Model for Energy Supply Systems And their 
General Environmental impact) is a dynamic linear programming (DLP) model which 
minimizes total discounted costs of energy supply over a given time horizon. The main 
subject of the model is the balancing of demand for secondary (or final) energy and supply 
of primary energy resources via divers technologies. The most important model constraints 
reflect limits on the speed of build-up of technologies, the availabilities of indigenous and 
imported resources, and technological relationships. Major distinctive features of the mo- 
del are the consideration of load regions for electricity demand, the disaggregation of 
resources into cost categories, and the consideration of the environmental impact of energy 
supply strategies. The model output is used to describe scenarios of energy supply. The 
description comprises the physical flows of energy between primary energy and eventual 
use as specified by the demand data, shadow prices of supply and demand constraints,and 
the environmental impact of energy supply paths, expressed as emissions and concentra- 
tions of pollutants. The energy flows give a consistent picture of the supply/demand bal- 
ance; and the shadow prices allow for an assessment of the incremental benefit of addi- 
tional resources, the incremental benefit of new technologies, and the marginal costs of 
meeting additional demand. The environmental module may be used to  model the influence 
of emission or concentration standards (upper limits) on the model solution. Another 
possibility is the inclusion of emissions and/or concentrations of pollutants in the objec- 
tive function. 
Since this report gives only a general description of the model, it does not provide 
a solid basis for judging its results. Such a basis would have to include the whole set of 
input data which is documented elsewhere (Schrattenholzer 1982a). This documentation 
supplements the comprehensive report of the activities of IIASA's Energy Systems Program 
Group (1981). Another related publication is the user's guide for the computer program 
that generates the LP matrix in a standard format (Schrattenholzer 1982b). [The FORTRAN 
code generating a standard-format (MPS) LP matrix is available through the Energy 
Systems Program at IIASA.] In order to give at least some sense of the application of 
MESSAGE within the global scenarios, some higher level input data are summarized in 
Appendix A. 
3.1 Model History 
MESSAGE is the last in a series of LP energy models that were developed at IIASA. 
The first one was the Hafele-Manne model (Hafele and Manne 1974); this was followed 
by Suzuki's model (Suzuki 1975). The most significant differences distinguishing MESSAGE 
from its predecessors are the following: the inclusion of an optional number of primary 
energy resource categories allowing for the modeling of the nonlinear relation between 
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extraction costs and available amount of a resource; the explicit consideration of demand 
load curves, in order t o  take account of e.g., the variation of demand for electricity; the 
calculation of residual discharges t o  the environment; increased program flexibility allow- 
ing e.g., for easy modular inclusion and removal of technologies. This flexibility has the 
disadvantage of somewhat blurring the distinctions between model, model inputs, and 
model input data. However, these distinctions will be discussed in some detail below. 
The model history also includes stages in the development of MESSAGE as docu- 
mented in Agnew et  al. (1978,1979). Agnew e t  al. (1979) describes an earlier concept of 
the model encompassing a part of the energy supply system significantly larger than con- 
sidered for the actual global model runs. The restriction to  the size described here was a 
consequence of the purpose of its application, the lack of sufficient data, and the level 
of detail to be incorporated. Agnew et  al. (1978) is a user's guide for an earlier version 
of the computer program for the implementation of MESSAGE. 
3.2 Model Relevance 
In this section, questions of model credibility and model validity are discussed. 
These points precede the main model description as they establish the frame of reference 
for a part of the description. This section, containing some theoretical aspects,is an impor- 
tant part of the model description. However, it is not relevant to those using this report 
as an introduction to  MESSAGE or as a reference, and may be omitted. 
The validation of a model or, more generally, a discussion of model relevance would 
be a routine task if standard procedures were available and simply needed applying. Such 
procedures would have to be based on a general theory of systems and models. However, 
general and abstract concepts in mathematical system theory are not sufficiently familiar, 
nor widely accepted, among model builders and users nor are these concepts detailed 
enough to  be used or referred to. Therefore two important aspects influenced the shape 
and content of this section. First, we emphasize the importance of model validation and 
second, as there are still no standard procedures of general systems and model theory to  
be followed, we take the freedom avadable t o  rearrange and modify existing theory in 
order to best combine general theory and particular model description. With this in mind, 
the following definitions should be considered merely as working defmitions which are 
not exhaustive in the sense that they do not describe a complete theory. The reader who 
is further interested in theory is referred to  Casti (1 980) and Kalman (1 974). 
The first step is defmition of a model as a description of a system. Accordingly, 
whenever a system is mentioned in connection with a model, the system being modeled 
is referred to. Where no confusion can arise, parts of the model are denoted by the same 
name as the relevant parts of the system. 
The next step is a classification of models (Hafele 1980). This classification is not 
intended to  be exhaustive, i.e., applicable to all models. Rather, it should distinguish 
between three important model types for which validation is quite different. The char- 
acteristic features of each type of model should therefore be viewed more as ingredients 
than as compIete descriptions. This classification explains the background for the kind of 
model validation that was adopted for this report. 
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Three types of models are distinguished: 
1. Models formulating laws of nature. 
2. Models formulating regular behavior. 
3. Models formulating concepts of controlling man-made systems. 
The model attribute underlying this classification could - in accordance with 
Lewandowski (1980) - be called "model background." The description of the respective 
backgrounds for the three types of models would be natural, behavioral, and man-made. 
With respect to  application, a more important model attribute is predictive capability. 
The above three types of models are ranked in decreasing order of predictive capability. 
The following discussions give a more detailed characterization of the three types of 
models from the point of view of the two attributes just described. 
Models of Type 1 directly reflect what are accepted as laws of nature. Their pre- 
dictive power is evident and prediction is the main purpose of their usage. These models 
are found rather than constructed; their validity is demonstrated by reproducible experi- 
ment. An example of this type of model is the motion of a mass point in a gravity field. 
Models of Type 2 are some models in economics, sociology, biology, etc. They 
usually reflect theories - natural laws, if they exist, have not been found. Their predic- 
tive value is local in the mathematical sense, i.e., for points in the state space which are 
sufficiently far away from the initial condition, these models are sometimes quite wrong. 
Models of this type typically reflect macro phenomena based on the behavior of micro 
agents. They are validated by generating output from historical input data and compar- 
ing model outputs with the observed development of the underlying system. An example 
is the development of a species in a limited environment. 
Models of Type 3 often have a rather simple conceptual basis entailing a rather 
trivial mathematical formulation (often including a large number of relations between 
their variables). Many relations expressed in the model are immediately plausible. An 
important nontrivial aspect of such a model is for example, the degree of detail incor- 
porated, reflected by the number of relations contained in the model and by the bound- 
ary assumed for the system modeled. The predictive capability of this type of model is 
often irrelevant, although often overestimated. The typical point of their application is to  
study consequences of alternative lines of action and alternative sets of constraints to 
decisions. They are used to  describe consistent scenarios providing a quantitative concep- 
tualization of complex systems. Much like physical models, they help visualization of the 
relation between a large number of assumptions. As MESSAGE belongs to this group of 
models, the validation of this type of model will be discussed in more detail below. 
Before, some more definitions are needed. 
The dynamics of the system are described by its states at time t.  Restricting our 
considerations to  models that are described in mathematical form, the state of a system 
at time t is described by the value of the state variables of the model for that point in 
time. The state variables are therefore those variables that describe the dynamics of the 
system modeled. All model variables that are not state variables are control variables. 
They describe the control that can be applied to the state variables in order to move the 
system in a desired way. Using MESSAGE as an example, the capacity of, say, coal-fired 
power plants is a state variable which is influenced by the control variable construction of 
coal-fired power plants. 
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The system equivalent of the control variables is called system inputs. These model 
inputs are not to be confused with the input data to  the mathematical model (the com- 
puter code representing it).* The difference between the two is easily seen in the example 
in which the control variable u(t) is the representation of a system input whereas the 
parameters defining the lower and upper bounds are input data to the model. 
In addition, it is helpful to further classify the input data to the computer program 
(representing the model) in the following way: 
Data that should be considered part of the model because they refer to system 
boundaries and to the degree of detail of the description of the system, e.g., 
the number and the names of energy demand sectors. 
Data constraining the system inputs (control variables) and system outputs, 
e.g., the amounts of resources available over the model time horizon. 
Model parameters, a part of the internal description, also called the "wiring 
diagram" in a "black-box" description (Casti 1980) of a system,e.g., the thermal 
efficiencies of power plants. 
These groups should not be taken as an unambiguous classification but as a sum- 
mary of the most important characterizations of data. In the context of this section, 
they are ranked in ascending order according to the degree to  which they can be wrong. 
This means that data in the first group deal with the amount of detail that is to be incor- 
porated in a model run and that they are therefore based mainly on judgment, whereas 
the last group of data refers to observations of the real system being based more on objec- 
tive facts. 
By system outputs we understand the real-world equivalents of the mathematically 
described model outputs. 
Now, we turn to the validation of Type-3 models. Along with an overestimation of 
their predictive capabilities often goes an inadequate demand for their validation. A dis- 
tinction should be drawn between forecasts and scenarios. The emphasis of a forecast is 
on the description of a single future development (with only statistical deviations) of the 
underlying system; scenarios (the result of Type-3 models), on the other hand, draw a 
consistent picture of the consequences of a given set of assumptions, the probability of 
which is not necessarily being assessed. As a consequence, a single result of Type-3 models 
is always much less relevant than comparisons between several model runs which typically 
attempt to investigate the influence of (unknown) input parameters on the model solu- 
tion. Validating such a model therefore means demonstrating that the mapping from the 
set of assumptions onto the set of consequences is done correctly by the model. However, 
the question of correctness cannot be answered by yes or no. Rather, all an answer can 
reasonably give is the degree to which the mapping is correct. Since there is no established 
scale by which this degree can be measured, the answer can be given only in qualitative 
terms. 
*For the sequel it wiU be assumed that, as is the case for MESSAGE, there is a computer program 
that corresponds to a model. 
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Turning to the validation of MESSAGE, the correctness of the mapping done by 
the model depends on the degree of simplification of a model run.* This degree of sim- 
plification is defined by the model formulation as described below and by the input data 
for a particular model run. Hence, validation of MESSAGE in the framework of this report 
means discussing - in qualitative terms - the degree of simplification which is implied 
by the very formulation of the model relations. The reader can then judge whether he 
agrees that MESSAGE is valid enough for its application within the global model or not. 
To aid understanding a transparent presentation of the model relations was aimed 
at. One means to  achieve this was the style chosen for the model description, consisting 
in a standardized formulation of dynamical LP models (Propoi 1977) for describing the 
model relations. One important advantage of this formulation is that it differentiates LP 
variables into state variables and control variables as well as distinguishing between con- 
straints that are state equations and actual constraints. The mere separation of these 
terms significantly helps comprehension of the model dynamics. 
The second part of the model validation, the discussion of the simplification of 
the mapping as defined by the input data, belongs to  the data documentation and is 
therefore contained in Schrattenholzer (1982a). Here, we conclude these general con- 
siderations of model validation by emphasizing an important practical part of model 
validation - the repeated model runs. These can provide a judgmental check of the model 
output for reasonableness. However, this does not mean that any results that seem un- 
reasonable point to  an invalid part of the model. They may equally well reveal an impor- 
tant point in the system dynamics that had been overlooked. To differentiate between 
these two kinds of "unreasonable" results, the model user traces the input data through 
the model to  see which model part causes the particular result. 
3.3 Model Description 
This section describes the general form of MESSAGE. To give an adequate descrip- 
tion of a particular model run, the general outlines must be supplemented by the input 
data for the particular runs. In cases where it helps to  understand the general equations, 
some of the input parameters are denoted by the values that were used in the global ana- 
lysis. Further input data for the seven IIASA world regions are summarized in Appendix A. 
For a full documentation of all input data used in the global scenarios, see Schrattenholzer 
(1 982a). 
3.3.1 General Model Description 
This description is as follows. The generic form of the model relations (i.e., func- 
tions, constraints, equations) will be aggregated into groups and written down in matrix,' 
vector notation. Each group of relations is described in a separate subsection. The group- 
ing of model relations follows a standardized formulation of a Dynamic Linear Program 
(DLP) as defined in Propoi (1977) and summarized in Appendix B. 
*This is assuming that the corresponding computer program is correct, i.e., exactly generating the 
mathematical formulation of the model. Although, in practice, this is not a trivial aspect, for the 
theoretical description here we make this assumption. 
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Each group of relations will be followed by an explanation of those symbols that 
have not previously been introduced. The relations will be interpreted where not readily 
clear. Next, a description of the input requirements for this group of relations will be 
given. The last paragraph of each subsection contains a discussion of their relevance in 
the theoretical terms described in Section 3.2. These final paragraphs are not relevant 
for those readers that omitted that section. 
For the formulation of the dynamic equations, the time horizon of the model is 
divided into n time intervals of equal length. These time intervals lie between the grid 
points t o ,  . . . , t n .  In the runs for our global scenarios, the number of time periods was 
chosen to be 11, each one containing 5 years. Although these numbers are not fixed for 
the computer program corresponding to MESSAGE, they will - for the sake of clarity 
of the description - be treated as if they were f ~ e d .  This remark is valid for some other 
model parameters, too. In cases where it matters for the scenario runs, these parameters 
will be identified. 
3.3.2 DemandlSupply Balance 
where 
D is the matrix describing supply/demand paths (constants) 
x is the vector of annual supply activities (control variables) 
t is the index of the current time period 
d is the vector of annual secondary energy demand (exogenous inputs) 
H is the matrix with the coefficients for the inputs of secondary energy required 
by technologies (constants) 
This group of constraints links the output of energy conversion technologies to the 
vector of exogenously given energy demand. The matrix D contains ones, if a technology 
contributes to  the supply of a demand sector,* and zeroes where a technology does not 
contribute to  the supply of a demand sector. For the sake of clarity, the matrix H, which 
defines inputs of secondary energy into conversion technologies (and thereby increases 
the exogenously given demand within the model), is defined separately from the matrix 
D. (As they have the same dimensions, they could have been added into one matrix which 
would have to be interpreted accordingly.) It should be noted here that the consideration 
of demand for secondary energy is a consequence of the model application. There is no 
implication by the model formulation that the modeling of the energy chain has to stop 
at the level of secondary energy. If desired, the energy chain could be considered until its 
end (i.e., end-use of energy) using the same general model. In that case, the demand vec- 
tor contains secondary energy carriers (e.g., electricity) and end-use sectors (e.g., space 
heating). The only demand sectors for which demand is exogenously specified are then the 
end-use sectors. Demand for secondary energy is then calculated endogenously via the 
intermediate demand of the technologies supplying end use, expressed by the matrix H. 
*In some cases the output xi of a technology may be defined in different units than the demand dj ;  
then, thc rcspcctivc matrix coefficient is the applicable conversion factor rather than unity. 
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Input data for this group of constraints describe the conversion factors of technol- 
ogies (D), input requirements that consist of secondary fuels (H), and the energy demand 
projection (d) .  A demand sector can be divided into load regions (see Subsection 3.3.3). 
These constraints set a lower limit to the variables x which are control variables. 
These lower limits are exogenous and can safely be called driving parameters of the model. 
3.3.3 Capacity Utilization 
where 
Bi are the matrices defining load regions and availability of technologies in the load 
regions; i = 1, . . . , n (input data) 
c is the vector of installed capacities (state variables) 
Since this form of the utilization constraints is not very instructive, they will be 
derived using the example of an ordered load curve of electricity demand and three load 
regions. The general case is then easily seen by analogy. 
The upper part of Figure 2 shows an ordered load curve for electricity demand. This 
curve is approximated by a step function consisting of three steps. The load duration 
(width) of each step is optional and is part of the model input data. It should be chosen 
so as to  "optimally" approximate the given load curve. The height of the step is determined 
so that the areas under the load curve and its approximation are identical. The supply 
activities (the vector x )  for those technologies which supply electricity are disaggregated 
according to the load durations as shown in the lower part of Figure 2. In this graph the 
upper horizontal line represents the installed capacity, the dashed horizontal line represents 
the upper limit of the actual utilization of a power plant, determined by the plant factor. 
Thus, for the j-th step of the demand curve, the capacity constraint for a given load 
region and for a given technology (now in scalar notation) is 
where 
i is the index of the technology 
pf;:is the maximal plant factor, expressed as a fraction of installed capacity 
of the technology 
(hi - hi-l) is the duration of the j-th load region (h, = 0) 
In order to  be able to  express all these constraints in the form of eqn. (2), the con- 
straints of eqn. (3) were divided by the constant factors of the right-hand side. 
A few remarks are in order. This definition of a load region differs from the usual 
definition, in which a load region is defined as the area under a function of utilization 
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hours per year. (In Figure 2 the usual definition would be represented by a horizontal 
division of the total area.) This difference is not drastic because the model solution allows 
results t o  be shown in terms of either definition. The advantage of our formulation is that 
it is more flexible for example, permitting variable load durations of technologies and en- 
dogenous adjustments of the demand load curve. 
Input data required for these constraints are the durations of the load regions 
(hi - hi-, ) and the maximal plant factors of the technologies (Pfi). 
These constraints are constraints on control variables by state variables. The fact 
that the formulation of the model assumes that the usage of a load region can be chosen 
by the model seems t o  be in conflict with reality, where technical properties of power 
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was preferred because some of the technologies included in the model will only be devel- 
oped in the future. For these technologies the model results provide criteria for the design 
of these power plants. The drawback of such freedom of the model - it can yield techni- 
cally infeasible solutions - is compensated by the possibility of restricting the use of 
technologies to  certain load regions. Details about the implementation of these restrictions 
in the MESSAGE computer program are found in Schrattenholzer (1 982b). 
3.3.4 Capacities of Technologies 
where 
z is the vector of annual additions to  capacity (control variables) 
t - 6 reflects a 30-year service life: after 6 (variable in the program. but fixed here) 
periods of service. an energy conversion facility is phased out 
Input data belonging to  this group of equations are a list of technologies (defining 
the length of the vectors c and z), their initial capacities c(O), and the historical construc- 
tion rates [z(t - 6) for t - 6 < 0] as initial conditions. 
These equations are state equations. They relate the variables c (state variables) t o  
the variables z (control variables). Since the single z-variables can take any nonnegative 
value, this means that the size of installed energy conversion facilities can be arbitrarily 
small. Because of the large size of the geographical regions modeled and because of the 
large time horizon, this did not pose a problem in the global analysis. If the model is 
applied to  smaller geographical regions or for shorter time spans, this point must be kept 
in mind. 
3.3.5 Build-Up Constraints 
where 
y is a (diagonal) matrix of growth parameters (input data) 
g is a vector of start-up values allowing z t o  reach positive values after having been 
zero before (input data) 
where 
GUB(t) is a time series of absolute upper limits (input data) 
I, is a subset of the set of technologies 
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The first group of constraints limits the growth rates of build-ups of single technol- 
ogies, the second one puts an absolute upper limit on the total installation of a group of 
technologies. The first group is particularly important for new technologies, the second 
group is so far only used for limiting the total annual installation of nuclear capacity. 
Input data are the growth parameters (yiPi) of the first group of constraints and the 
time series of installation limits [GUB(t)] for the second. 
The functioning of eqn. (5) can be illustrated for the case of a new technology, for 
which these constraints are binding for some time periods, ti, ti+, , etc. In this case, total 
installed capacity of this technology is proportional to the parameter g and roughly pro- 
portional to yt i  where n is the number of time periods in which the constraint is binding. 
The build-up constraints just constrain the control space making sure that some 
foresight is employed by the model - the need for technology in the future is anticipated 
early enough, keeping growth rates within limits. This function is not the only reason 
why these constraints are to  be considered to  belong to the most important ones of the 
model. Another reason is suggested by Marchetti and Nakidenovid (1 979), where the pene- 
trations of new energy carriers into existing energy systems are investigated. There, many 
examples are given and a theory is described that support the conjecture that such pene- 
trations follow internal laws. In MESSAGE, a less constraining form of such a law, an 
inequality instead of an equality, has been incorporated. 
3.3.6 Resource Balances 
where 
s is the vector of reserves (stocks) of primary energy carriers or man-made fuels 
(state variables) 
r is the vector of annual consumption of primary energy carriers (control variables) 
The lengths of the vectors s and r depend on the number of natural and man-made 
resources incorporated in the model. These resources can be subdivided into different 
cost categories in which case the vectors s and r are extended accordingly. Such a dis- 
aggregation can be interpreted as an approximation of the nonlinear relation between the 
availability and the unit cost of a resource by a step function. 
Input data belonging to this group of constraints are the total resource availabilities 
s(0). It is worth remembering here that LP variables are nonnegative by default. This is an 
important constraint for the vectors making sure that not more than the initial availabili- 
ties s(0) are consumed in the model. For those activities in the vector r that refer to man- 
made fuels, this nonnegativity constraint is removed so as to  also allow for production 
(not only consumption) of these materials. 
Renewable energy sources (solar, hydro, etc.) are not included in these constraints 
as their total availability is unlimited for the purpose of the model. However, the rate of 
utilization of renewable sources is limited. This limitation is introduced as the character- 
istic of a technology converting renewable energy and is described in Subsection 3.3.9 
where the bounds of the model variables are discussed. 
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Eqn. (7) is a state equation relating annual consumption of primary energy r (con- 
trol variables) to  the total stock of primary energy s (state variables). An implicit assump- 
tion behind this formulation is that any share of available resources can be used at any 
time within the time horizon and thus arbitrarily fast. This is in contrast to  the real world, 
where a good part of the resources used in a given time interval of 50 years are only grad- 
ually discovered or deployed. However, MESSAGE contains a means for compensating 
this drawback to some extent as the model formulation allows the limitation of annual 
production of primary energy. These constraints are described below. 
3.3.7 Resource Consumption 
where 
G is a binary matrix (containing only zeroes and ones) aggregating 
all categories of a resource (input data) 
Q, , Q,, and Q, are matrices of parameters describing specific consumption of re- 
sources by conversion technologies (model input data belonging 
to  the definition of technologies) 
As mentioned above, resources can be divided into different cost categories. Since 
they are nevertheless meant to  serve the same purpose, these categories are aggregated, by 
the matrix G, when balanced with the resource consumption of the energy conversion 
facilities. This consumption is expressed by the matrices Q, , Q,, and Q, which describe 
resource consumption per unit of output (Q,), per unit of new capacity (Q,), and 
recovery of a resource at the end of a service life of a technology (Q,). For the time 
being, Q, and Q,  are exclusively used to  describe inventory requirement and recovery 
of nuclear fuels. 
Input data for these constraints are the specific consumption of fuels (matrices 
Q) and the disaggregation of resources into categories (matrix G). 
As already pointed out, the disaggregation of resources into cost categories and 
their subsequent aggregation for the purpose of their consumption can be interpreted 
as a nonlinear cost function for a resource. The wdy the model is set up, the independent 
variable in this function is cumulative use of a resource. An alternative formulation would 
be to have such a function depend on the use of a resource in each time period, in which 
case the model could determine the cost level up to  which it is optimal to  deploy a re- 
source. Such a formulation seems to  be more realistic but at the same time more data 
intensive. This trade-off has been resolved in favor of using the above formulation. The 
linearity of the right-hand side of the above relation assumes a linear relationship between 
fuel input and energy output for the energy conversion facilities. This simplification was 
considered appropriate for the applications carried out so far. 
3.3.8 Resource Extraction 
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where 
G ,  is the matrix for the aggregation of indigenous resource categories (input data) 
p is the vector of annual production limits for each resource kind (exogenous 
inputs) 
Optionally, one category per resource may be defined as import category. (Since 
there can be at most one import category for each resource, the costs of import cate- 
gories may be defined to  be time dependent. See also the description of the objective 
function.) Such a definition does not change the purpose of its use as a resource as de- 
scribed in eqn. (8). The separate definition of an import category applies in this group of 
constraints, where the total annual extraction of only indigenous resource categories is 
constrained. The annual amount available for the import of any resource is constrained 
separately as described in Subsection 3.3.9. 
Input data required for these constraints are time series of upper limits for the 
annual extraction of indigenous resources [p(t)] .
This group of constraints sets an upper limit t o  a part of the control variables r .  
The way these constraints are formulated assumes that each cost category of a particular 
resource can be exploited up t o  its maximum availability before the next category is tapped. 
In the LP solution this is reflected by abrupt transition between adjacent categories. It 
may be argued that for example, a separate bound on each category for each time period 
would be more realistic because depletion rates of resource categories could be taken 
into account thus allowing for smoother transitions between categories. At the same time, 
such a formulation would be one way t o  approximate the nonlinear cost function for a 
resource for each time period rather than over the time horizon . Because of these advan- 
tages, the decision to choose this particular formulation was very close, just slightly in 
favor of the decision finally taken. 
3.3.9 Bounds on Single Variables 
Since bounds on single variables in many LP computer packages are taken together 
in one set, they are treated here under one heading; and since the mathematical formula- 
tion is too trivial to  add any further information, only a qualitative description is given. 
Lower, upper, or fixed bounds may be set on the supply of a single technology 
(x-variables) and on the installation of new capacity (2-variables). Bounds on x-variables 
are usually used t o  limit the harvesting of renewable energy sources; bounds on z-variables 
are a means t o  constrain capacities of technologies also in absolute terms (not only their 
growth as described in Subsection 3.3.5). Upper bounds may be set on the annual availa- 
bility of an import resource category. The treatment of renewable energy in MESSAGE 
deserves some further explanation. As is the case for nonrenewable energy, increasing 
utilization, in general, entails increasing unit costs. This is usually taken into account in 
the model, by defining two (or more) technologies that have the same technical charac- 
teristics but different costs. Bounds are then set for the output of these technologies 
(the corresponding x-variables) making sure that the model cannot choose more of a 
technology than that available at a certain cost. 
Input data to this part of the model are the kinds of bounds (lower, upper, fixed) 
and the corresponding time series. 
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Although the practical relevance of the bounds is trivial, the fact that these bounds 
constrain the control space of the modeled system and thus significantly influence the 
model output, makes the bounds a characteristic ingredient of Type3 models and thus of 
MESSAGE. 
3.3.1 0 Objective Function 
where 
4 are discount factors (input data) 
ui are vectors of annual cost coefficients (input data) 
Because of the special formulation of eqns. (2) and (4), which imply that the annual 
utilization of a capacity already includes the build-up in the same time period, the build- 
up variables z have to be interpreted as activities occurring before the supply activitiesx 
which utilize this capacity. Consequently, the discount factors belonging to  the respective 
LP variables have to be different to  take account of this time lag. Besides the time lag, all 
the discount factors Pi(t) are uniformly calculated using constant annual discount rates. 
In addition, the ~arameters 0, (t) contain a correction factor expressing the value of capacity 
that keeps operating beyond the model time horizon. Thus the objective function excludes 
costs, the benefits of which do not accrue within the model boundaries. The cost coeffi- 
cients are - with the exception of the costs for an import resource category - constant 
over time, the usual interpretation being that the costs remain constant in real terms. 
Accordingly, the discount factors are interpreted as real discount factors excluding infla- 
tion. An expected change of costs of technologies can be reflected in the model by defin- 
ing two model technologies with different costs and different availabilities over time. 
The input data belonging to  the objective function are the annual discount rate and 
the cost coefficients. 
Taking costs as the function to be minimized assumes economically rational be- 
havior of future decision makers. Although it is implied in what has been said already, it 
should be pointed out here that this formulation of the objective function does not mean 
that costs are the only criterion determining the model output. Other criteria are imposed by 
the model constraints. (Subsection 3.3.1 2 on the environmental submodule of MESSAGE 
introduces still another criterion.) Also it is repeated here that in the applications for the 
global runs the location of the feasible region in the state space, determined by the 
scenario variables, has always had a larger effect on the solution than the optimal point 
in the state space, determined by the objective function. Nevertheless, some model 
features based on this function will be discussed in more detail. 
One important drawback of an LP model - in the case of uncertain input data - is 
the discontinuous dependence of the solution on the objective function: a small change in 
cost data can eliminate a technology's contribution t o  energy supply replacing it by a 
different one. Thus, if no consideration is given to  this feature, a "second-best" solution 
can remain undiscovered although it would be optimal under an only slightly different 
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objective function. Usually, this problem is solved by analyzing the model sensitivity. How- 
ever, the sensitivity analysis depends on the model application much more than on the 
model itself and therefore falls outside the scope of this report. The particular form of 
sensitivity analysis that was thought to be appropriate for the global analysis is described 
in Energy Systems Program Group (1981). A related problem is the sudden replacement 
of one energy source by another as soon as a "cheaper" one becomes available. MESSAGE 
contains two features that limit this unsteady behavior of the solution: the build-up con- 
straints for technologies prevent sudden build-up of a technology; and the explicit con- 
sideration of capacities the underutilization of which entails economic penalty thus working 
against a sudden drop-out of a technology. 
3.3.1 1 Initial Conditions 
The initial conditions have already been described together with the corresponding 
variables. Here, they are summarized under a common heading. 
The initial capacities c(O), and the historical build-up activities z(O), . . . , (2 - 5) 
of all technologies have to be specified consistent with the conditions 
and 
The only other set of initial conditions are the numbers of the availabilities of 
natural resources, which in fact are an upper limit on the amount of resource which is 
available in a category within the time horizon of the model. 
The theoretical relevance of the initial conditions for MESSAGE does not seem to 
justify separate discussion. (The initial conditions are much more critical for the evolu- 
tion of the system for those types of models in which control plays a lesser role.) 
3.3.1 2 Environmental Submodule 
The environmental impact is one of the most intensively discussed aspects of energy 
supply strategies. Along with widespread discussion goes a large number of vastly different 
views of various impacts, expressed by significant differences in the corresponding data. 
Taking these discrepancies into account would have meant performing a considerable 
number of model runs in order to match the technical and economic parts of the global 
energy scenarios with an adequate scenario on environmental impacts. Even an extended 
study in this respect would have carried the risk of being inconclusive. In view of these 
difficulties the two global energy scenarios restrict the consideration of the environmental 
impact of energy supply strategies to one global kind of impact - the global CO, concen- 
tration in the atmosphere. With respect to the importance of the environmental impact, 
the corresponding part of MESSAGE is somewhat elaborate, allowing for a more thorough 
treatment of this problem than in the global study. 
As it describes a part of the model which was only used to some extent in the descrip- 
tion of the global scenarios, this subsection on the environmental submodule of MESSAGE 
is separated from the rest of the model description. Although this somewhat breaks the 
format it does summarize related parts of the model in one place. 
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The following two equations are the basis for the environmental submodule: 
where 
e is the vector of emissions of pollutants (state variables) 
E is the matrix of specific emissions (input data) 
where 
b is the vector of concentration of pollutants (state variables) 
Xis a (diagonal) matrix of coefficients expressing the rest time of pollutants in the 
environment (input data) 
These two groups of equations account for emissions of pollutants [eqn. (12)] and 
ambient concentrations of selected pollutants [eqn. (13)l. There are three levels at which 
these variables can be used within MESSAGE. Firstly, they may be used as monitoring 
variables only. In this case, they merely quantify the environmental impact of an energy 
supply strategy in natural units. Secondly, these variables may be constrained thus reflect- 
ing emission or concentration standards in the model. Finally, they may be included in 
the objective function thus directly participating in the optimization. The last of these 
three levels can be interpreted as multiobjective optimization. An example of such a 
joint optimization of economic and environmental aspects in a mathematical program- 
ming model is found in Jansen (1977). 
Input data requirements for the environmental submodule of MESSAGE depend on 
the extent to which it is used for a particular model run. If it is fully used, the data required 
are on specific emissions of pollutants by energy conversion facilities, rest times of pol- 
lutants, the initial concentrations of pollutants, emission and concentration standards, 
and "cost data" (objective function coefficients) for emission and concentration variables. 
The formal relevance of the emission and concentration variables is an extension 
of the state space of the model and the corresponding description of the results in these 
terms. Constraining the range of these variables means a reduction of the feasible region; 
their inclusion into the performance index means a change in the preference ranking of 
the energy conversion alternatives. As far as the inclusion in the objective function is 
concerned, it should be noted that the assumption of linearity means rather oversimplify- 
ing the real-world system. 
4 EXPERIENCE AND CONCLUSIONS 
MESSAGE was developed for the application to geographical regions the size of 
continents. It may also be applied to  smaller regions or countries, provided that some care 
is taken in supplying the input data and in interpreting the model results. A particular 
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problem that may arise comes from the continuity of the model variables that - for small 
countries - may very likely result in sizes of energy conversion facilities that are unrealis- 
tically small. Also, in some regions or countries the energy system may have some peculi- 
arities which have not been considered in the general model formulation. 
Both problems appeared in applying the model to  Austria, because of her small 
size and her heavy reliance on hydro storage. The results of this application showed that 
the difficulty of continuous variables was less serious than might have been expected. 
Even continuous solutions yielded a good enough first set of scenarios (Schrattenholzer 
1979). The continuous solutions were then adjusted by trial and error t o  arrive at reason- 
able block sizes of power plants. This method was considered preferable to  using mixed 
integer programming, a method similar to  linear programming. but permitting restriction 
of variables to  discrete values. The difficulty relating to  Austria's heavy reliance on hydro 
storage was solved by a modification of the original model. 
Another important application of MESSAGE besides its usage within the global 
model was the one for the Commission of the European Communities (CEC). In contrast 
to the application for Austria, where the emphasis was on the transfer of methodology, 
the CEC application emphasized the disaggregation of global results. This was achieved 
by splitting IIASA's Region 111 into "Europe of the Nine" and "Rest of the Region" 
using a modified model loop. The results of the IIASA models were then compared with 
"bottom-up" model runs performed by the CEC. A description of this work contrasting 
regional aspirations with globally consistent scenarios, is contained in Commission of the 
European Communities (1 980). 
Other applications underway (such as for Brazil, Bulgaria, the FRG. and Hungary) 
seem to  prove that the defmition of MESSAGE is general enough to  serve as a basis for 
a great variety of applications. 
Work is currently being undertaken at [IASA t o  extend MESSAGE. The extensions 
are the result of modeling the energy chain up to  useful energy, of running the model 
for a longer time period, and of modeling countries for which detailed data are available. 
The extended model is called MESSAGE I1 and is documented in Messner (1 982). 
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APPENDIX A 
This appendix defines the seven world regions and presents some high-level input 
data for these regions, giving some idea of the model boundaries of the MESSAGE runs 
for the global scenarios. 
The seven world regions are: 
Region I North America 
Region 11 Soviet Union and Eastern Europe 
Region 111 Western Europe, Japan, Australia, New Zealand, South Africa, and Israel 
Region IV Latin America 
Region V Africa (except Northern and South Africa), South and Southeast Asia 
Region VI Middle East and Northern Africa 
Region VII China and Other Asian Countries with Centrally Planned Economies 
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The input data in this appendix give, for each region, the names of the demand sec- 
tors and the names of the technologies supplying these sectors. The list of primary energy 
carriers is the same for each region and will therefore be given only once (at the end of 
this appendix). It does not contain renewable energy sources as these are treated differently 
(under the description of the technologies). For complete information about all input 









1. For electricity generation: 
Light water reactor (LWR) 
Fast breeder reactor (FBR) 
Coal-fired power plant 
Coal-fired power plant (advanced) 
Hydroelectric power plant 
STEC (centralized solar power plant) 
Liquid fuel power plant 
Gas-steam power plant 
Gas turbines 
2. Production of liquid fuels: 
Crude oil refinery 
Coal liquefaction 
3. Solid fuels: 
Coal 
4. Gaseous fuels: 
Natural gas 
Coal gasification 
5. Soft solar: 










Heat I1  
The difference between the two heat sectors is that "Heat I" means demand for 
heat which can be supplied by central sources. "Heat 11" is heat which can only be sup- 
plied by smaller units. 
Technologies: 
1. For electricity generation: 
Light water reactor (LWR) 
Fast breeder reactor (FBR) 
Coal-fired power plant 
Coal-fired power plant (advanced) 
Hydroelectric power plant 
STEC (centralized solar power plant) 
Liquid fuel power plant 
Gas-steam power plant 
Gas turbines 
2. Combined production of Heat I and electricity: 
Light water reactor (LWR) 
Coal-fired power plant 
Liquid fuel power plant 
Gaseous fuel power plant 
3. Production of liquid fuels: 
Crude oil refinery 
Coal liquefaction 
4. Solid fuels: 
Coal 
5. Gaseous fuels: 
Natural gas 
Coal gasification 
6.  Soft solar: 
Local solar energy conversion facilities 
7. Heat 11: 
Light water reactor (LWR) 
Coal-fired power plant 
Liquid fuel power plant 











1. For electricity generation: 
Light water reactor (LWR) 
Fast breeder reactor (FBR) 
Coal-fired power plant 
Coal-fired power plant (advanced) 
Hydroelectric power plant 
STEC (centralized solar power plant) 
Liquid fuel power plant 
Gas-steam power plant 
Gas turbines 
2. Production of liquid fuels: 
Crude oil refinery 
Coal liquefaction 
3. Solid fuels: 
Coal 
4. Gaseous fuels: 
Natural gas 
Coal gasification 
5. Soft solar: 
Local solar energy conversion facilities 
6. Heat: 
Geothermal heat 











1. For electricity generation: 
Light water reactor (LWR) 
Fast breeder reactor (FBR) 
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Coal-fired power plant 
Coal-fired power plant (advanced) 
Hydroelectric power plant 
Hydroelectric power plant (expensive) 
STEC (centralized solar power plant) 
Liquid fuel power plant 
Gas-steam power plant 
Gas turbines 
2. Production of liquid fuels: 
Crude oil refinery 
Coal liquefaction 
3. Solid fuels: 
Coal 
4. Gaseous fuels: 
Natural gas 
Coal gasification 
5. Soft solar: 
Local solar energy conversion facilities 
6. Heat: 













1. For electricity generation: 
Light water reactor (LWR) 
Fast breeder reactor (FBR) 
Coal-fired power plant 
Coal-fired power plant (advanced) 
Hydroelectric power plant 
Hydroelectric power plant (expensive) 
STEC (centralized solar power plant) 
Liquid fuel power plant 
Gas-steam power plant 
Gas turbines 
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2. Production of liquid fuels: 
Crude oil refinery 
Coal liquefaction 
3. Solid fuels: 
Coal 
4. Gaseous fuels: 
Natural gas 
Coal gasification 
5. Soft solar: 
Local solar energy conversion facilities 
6. Heat: 










1. For electricity generation: 
Light water reactor (LWR) 
Fast breeder reactor (FBR) 
Coal-fired power plant 
Coal-fired power plant (advanced) 
Hydroelectric power plant 
STEC (centralized solar power plant) 
Liquid fuel power plant 
Gas-steam power plant 
Gas turbines 
2. Production of liquid fuels: 
Crude oil refinery 
Coal liquefaction 
3. Solid fuels: 
Coal 
4. Gaseous fuels: 
Natural gas 
Coal gasification 
5. Soft solar: 
Local solar energy conversion facilities 
6. Heat: 
Combined production of heat and electricity 










1. For electricity generation: 
Light water reactor (LWR) 
Fast breeder reactor (FBR) 
Coal-fired power plant 
Coal-fired power plant (advanced) 
Hydroelectric power plant 
STEC (centralized solar power plant) 
Liquid fuel power plant 
Gas turbines 
2. Production of liquid fuels: 
Crude oil refinery 
Coal liquefaction 
3. Solid fuels: 
Coal 
4. Gaseous fuels: 
Natural gas 
Coal gasification 
5. Soft solar: 
Local solar energy conversion facilities 
6. Heat: 
Combined production of heat and electricity 







This appendix gives the general definition of a dynamic linear programming (DLP) 
model as described in Propoi (1977) and as used in this report. In the general definition, 
each part of a DLP is formulated by alternative descriptions; however, the description 
here is restricted t o  only those variants that apply for MESSAGE. 
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1. State equations 
where 
x is the vector of state variables 
u is the vector of control variables 
A, B are matrices (model input data) 
II. Constraints 
G(t)x(t) + D(t)u(t) f (t) 
where 
G, D are matrices (input data) 
f is a vector (input data) 
III. Boundary Conditions 
IV. PlanningPeriod 
T is futed. 
V. Performance Index (Objective Function) 
T- 1 
J(u) = [a(T),x(nl + C 1 [a(t),x(t)l + [b(t), u(t)] 1 + max (min) 
130 
where 
a, b are vectors of cost coefficients (input data) 
The variables of MESSAGE, disaggregated between state and control variables are: 
Control variables: 
r(t) (annual consumption of resources) 
x(t)  (energy production) 
z(t) (annual additions to  capacity) 
State variables: 
b(t) (concentrations of pollutants) 
c(t) (capacities of technologies) 
e(t) (annual emissions of pollutants) 
~ ( t )  (stocks of resources) 
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The development at IIASA of the Hungarian Agricultural Model (HAM), as a proto- 
type of models of centrally planned food and agriculture systems was completed at the end 
of 1979. The model is a joint undertaking of the Food and Agriculture Program at IIASA 
and three institutes in Hungary. The results of the entire three-year HAM project are sum- 
marized in this paper. HAM is a descriptive, recursive simulation model describing i n e  
Hungarian food and agriculture system as a disaggregated part of an economic system 
closed at the national and the international levels. The model, which will ultimately become 
one of a system of interconnected models, is structured according to  the major elements of 
the centrally planned food and agriculture systems. Two spheres are differentiated within 
the model. The government economic management and planning submodel describes the 
decision making and control activities of the government. The production submodel deals 
with the fulfillment of central plan targets, covering the whole national economy. The 
general structure of the model and its mathematical description are discussed first. Two 
versions of HAM have in fact been produced. HAM-1 is a relatively aggregated model (10 
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out in December 1968 to  provide data that were then combined with census data to test 
these hypotheses. The questionnaire that was distributed was designed to obtain the migra- 
tion, employment, and income history of each migrant from 1 year before his move to 
the time of the survey as well as the migrant's opinion on why he moved, how long he 
intended to  stay, and what he thought of life in urban centers. This volume is an analysis 
of those data. The basic thesis is that rural-urban migration is a rational response to devel- 
opment in Kenya. Migration does not shape this development; it is merely one symptom 
of growth. On the basis of the results obtained, the study concludes with a general discus- 
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October 198 1. 
Reprinted from Scientific American, Vol. 243(3), 1980, pp. 1 18- 13 1. 
This paper presents a complementary view of IIASA's energy analysis. Based on the 
realization that technoeconomic approaches often "solve" problems by splitting them and 
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transferring their parts elsewhere, it searches for the deeper roots of obvious failures in 
the evolution of the energy segment of man's vital infrastructure, and seeks to  identify 
the limits of sound principles that govern past and present decisions and that become evi- 
dent when we examine such failures. 
From this point of view, the author describes a serious conflict between macroeco- 
nomic and microeconomic decisions that Hrlll occur if scientific and technological progress 
does not compensate for a decline in the quality of the world's energy resources. Resolving 
t x s  conflict is an important matter for institutional and political forces to deal with. 
Fedra, K., G. van Straten, and M.B. Beck, Uncertainty and Arbitrariness in Ecosystems 
Modelling: A Lake Modelling Example. IIASA Research Report RR-8 1-26, October 
1981. 
Reprinted from Ecological Modelling, Vol. 13, 198 1, pp. 87-1 10. 
Mathematical models of ecosystems are considerable simplifications of reality, and 
the data upon which they are based are usually scarce and uncertain. Calibration of large 
complex models depends upon arbitrary assumptions and choices, and frequently calibra- 
tion procedures do not deal adequately with the uncertainty in the data describing the 
system under study. Since much of the uncertainty and arbitrariness in ecological model- 
ling is inevitable, because of both practical as well as theoretical limitations, model-based 
predictions should at least reveal their dependence on, and sensitivity to, uncertainty and 
arbitrary assumptions. 
This paper proposes a method that explicitly takes into account the uncertainty 
associated with data for modelling. By reference to a partly qualitative and somewhat 
vague definition of system behaviour in terms of allowable ranges, an ensemble of accept- 
able parameter vectors for the model may be identified. This contrasts directly with a 
more conventional approach to  model calibration, in which a quantitative (squared-error) 
criterion is minimized and through which a supposedly 'unique' and 'best' set of parameters 
can be derived. The ensemble of parameter vectors is then used for the simulation of a 
multitude of future systems behaviour patterns, so that the uncertainty in the initial data 
and assumptions is preserved, and thus the predicted future systems response can be inter- 
preted in a probabilistic manner. 
Arthur, W.B., The Analysis of Causal Linkages in Demographic Theory. IIASA Research ~ 
Report RR-8 1-27, December 198 1. 
Many seemingly different questions that interest demographers can be phrased as 
the same technical question: how, within a given demographic model, would variable y 
change if tile age- or time-specific function f were to change arbitrarily in shape and inten- 
sity? At present demography lacks the machinery to answer this question in analytical 
and general form. 
This paper suggests a method, based on modern functional calculus, for deriving 
closed-form expressions for the sensitivity of demographic variables to  changes in input 
functions or schedules. I t  uses this "causal linkage" method on three bodies of theory: 
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stable population analysis, nonstable or transient population analysis, and techniques for 
the estimation of incomplete demographic data. 
In stable theory, closed-form expressions are obtained for the response of the intrin- 
sic growth rate, birth rate, and age composition to  arbitrary marginal changes in the age 
patterns of fertility and mortality. 
In nonstable theory, expressions are obtained for the transient response of the age 
composition to time-varying changes in the birth sequence, and to  changing age-specific 
fertility and mortality patterns. The problem of "bias" in period vital rates is also looked at. 
In incomplete-data analysis, a general format for robustness or error analysis is sug- 
gested; this is applied to a standard Brass estimation technique. 
Leonardi, G.,  A Unifying Framework for Public Facility Location Problems. IIASA 
Research Report RR-8 1-28, November 198 1. 
Reprinted from Environment and Planning A ,  Vol. 13,1981, pp. 1001-1028. 
This paper, a condensed report of the present state of the work in the Public Facility 
Location Task (formerly the Normative Location Modeling Task) at IIASA, has three main 
aims: first, to build a general framework for location problems; second, to  use this frame- 
work to  unify existing location models; and third, to  use the framework to develop new, 
more general, and more meaningful location models. Suggestions are also given on how to  
introduce multiple services and multiple time periods in location problems. The multi- 
activity dynamic location models that this perspective generates are the subject of future 
research in the Public Facility Location Task. 
This first part of the paper gives a nontechnical description of the proposed general 
framework for analyzing location problems. The second part will describe mathematical 
models for static, single-service, facility location problems and their possible extensions 
and improvements, and will appear in the next issue. 
Marchetti, C., Society as a Learning System: Discovery, Invention, and Innovation Cycles 
Revisited. IIASA Research Report RR-8 1-29, November 198 1. 
Reprinted from Technological Forecasting and Social Change, Vol. 18, 1980, pp. 
267-282. 
The very simple heuristic suggestion that society as a whole and its numerous subsets 
operate like learning systems, basically governed by Volterra-Lotka equations, has been 
extremely valuable in organizing a most variegated collection of statistical sets of time 
series, ranging from the structure of energy markets to the efficiency of machinery and 
the expansion of empires. In this paper an attempt is made to  treat invention and entre- 
preneurship, generally perceived as the most "free" of human activities but actually subject 
to iron rules. Invention and innovation during the last 250 years appear in precisely struc- 
tured waves that lend themselves to robust prediction. The present wave will reach itsmax- 
imum momentum around 1990. Furthermore, the introduction, maximum market pene- 
trations, and prices of new primary energies show a very strong link to  these innovation 
waves. This stresses once more that economic features may be the expression of deeper 
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"physical" phenomena related to the basic working of society and thus become predict- 
able up to  a point through a very abstract and noneconomic analysis. 
This work has been done in the frame of IIASA's Energy Systems Program and can 
be considered as an outgrowth of and complement to  the research on the evolution of 
energy systems described in IIASA Research Reports 79-12, 79-13, and 77-22. There it 
was found that a new primary energy coming into the market must be observed for 10 or 
20 years if one is to  extract the basic features necessary to predict its long-term market 
behavior. Specifically, it was concluded that the dates at which new primary energies come 
into play cannot be predicted. In this paper innovations are considered not one by one 
but as an abstract set, whose behavior is analyzed. In this frame possible birth dates for 
new energy sources can be identified, thus enhancing the quality of very long-term fore- 
casting in the energy field. Also, prices appear predictable, at least in their gross features. 
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