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PRODUCT OF AN INTEGER FREE OF SMALL PRIME
FACTORS AND PRIME IN ARITHMETIC PROGRESSION
KAM HUNG YAU
Abstract. We establish estimates for the number of ways to rep-
resent any reduced residue class as a product of a prime and an
integer free of small prime factors. The best results we obtain is
conditional on the generalised Riemann hypothesis (GRH). As a
corollary, we make progress on a conjecture of Erdo¨s, Odlyzko and
Sa´rko¨zy.
We are interested in the following conjecture stated in the paper of
Erdo¨s, Odlyzko and Sa´rko¨zy [2].
Conjecture (EOSC). For all sufficiently large k and a with (a, k) = 1,
we have
(0.1) p1p2 ≡ a (mod k) for some p1, p2 ≤ k .
Although EOSC is unreachable with current methods in view of the
parity problem, we note that various relaxation towards EOSC had
been made. Specifically Shparlinski [10] showed for any integers a and
m ≥ 1 with (a,m) = 1, there exists several families of small integers
k, ℓ ≥ 1 and real positive α, β ≤ 1, such that the products
p1 . . . pks ≡ a (mod m).
Here p1, . . . pk ≤ mα are primes and s ≤ mβ is a product of at most
ℓ primes. Shparlinski [9] also showed that there exist a solution to the
congruence
pr ≡ a (mod m)
where p is prime, r is a product of at most 17 prime factors and p, r ≤
m. The techniques in [9], [10] involves a sieve method by Greaves [5]
applied with bounds of exponential sum over reciprocal of primes.
For products of large primes, Ramare´ and Walker [8] showed that
every reduced residue class modulo m can be represented by a product
of three primes p1, p2, p3 ≤ m4 as m→∞ .
In another direction Friedlander, Kurlberg and Shparlinski [3] ob-
tained an upper bound on the number of solutions to (0.1) on average
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over a and k . This implies we should expect the following conjecture
#{(p1, p2) : pi ≤ x, p1p2 ≡ a (mod k)} =
π(x)2
ϕ(k)
+ o
(
π(x)2
ϕ(k)
)
where π(x) denote the number of primes up to x.
Finally, we remark that one can find results of Garaev [4] which
improves results of [3] concerning the related congruences
p1(p2 + p3) ≡ a (mod m) and p1p2(p3 + h) ≡ a (mod m),
where p1, p2, p3 ≤ x are primes and h is a fixed integer.
Let U ⊆ [2, x] ∩ N, V ⊆ [2, y] ∩ N, k > 2 and an integer a with
(a, k) = 1. We denote Nk(a;U ,V, z) by the number of solutions to the
congruence
uv ≡ a (mod k), u ∈ U , v ∈ V, P−(u) ≥ z.
Here P−(m) is the smallest prime factor of m for m ≥ 2 and P−(1) =
∞ .
In the special case when U = [2, x] ∩ N and V = {p ≤ y : p prime} ,
we set
Nk(a; x, y, z) = Nk(a;U ,V, z).
Observe that showing
Nk(a; k, k, k
1
2 ) > 0
for all sufficiently large k would immediately imply EOSC.
In this paper we establish various bounds for Nk(a; x, y, z) where
the best results are conditional on the generalised Riemann hypothesis
(GRH). Our method is to apply the Harman sieve coupled with Type I
& II estimates obtained from bounds for multiplicative character sums.
1. Notation
We recall that A = O(B) and A ≪ B are all equivalent to the
assertion that the inequality |A| ≤ cB holds for some absolute constant
c > 0. Consequently, we write A ≍ B to mean both A ≪ B and
B ≪ A. We denote m ∼ M to mean integers satisfying M < m ≤ 2M .
We write χ0 to be the principal character modulo k and the set of
all ϕ(k) multiplicative character modulo k is denoted by Xk , where ϕ
is the Euler totient function. Moreover, we denote X ∗k = Xk\{χ0} .
For relatively prime integers m and n, we denote by n¯m the multi-
plicative inverse of n modulo m, the unique integer u defined by the
conditions
un ≡ 1 (mod m) and 0 ≤ u < m.
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We always denote p, q and their subscripts to be prime.
2. Main results
For any β ≥ 0, we denote
Φ(x, xβ) = #{n ≤ x : P−(n) ≥ xβ}
as the number of xβ -rough numbers in the interval [1, x] and
Pk(y) = {p ≤ y : (p, k) = 1}
as the set of all primes up to y coprime to k . In the special case that
k = 1, we write P(y) = P1(y).
We state our first result for Nk(a; x, y, z) which is unconditional on
GRH.
Theorem 2.1. Let k, x ≪ logB y for some fixed B > 0. Then for any
β ∈ (0, 1
2
] and fixed C > 0, we have
Nk(a; x, y, x
β) =
#Pk(y)
ϕ(k)
Φ(x, xβ) +O
(
xy
ϕ(k) logC y
)
.
Assuming GRH, we obtain an estimate valid for a wider range of
parameters.
Theorem 2.2. Assume GRH. Fix real numbers ϑ1, ϑ2 > 0 such that
ϑ2 < min
{
1 + ϑ1
2
,
2 + 3ϑ1
5
}
.
Set y = xϑ1 , k ≍ xϑ2 and fix β ∈ (0, 1
2
] with β < 1 + 2(ϑ1 − ϑ2). For
any sufficiently small ε > 0, we have
Nk(a; x, y, x
β) =
#Pk(y)
ϕ(k)
Φ(x, xβ) +O
(
x1−ε+o(1)y
k
)
as x→∞.
We see from Theorem 2.2 even on the assumption of GRH we need
one of the two lengths x or y to be greater than the modulus k . In
view of EOSC and focusing on the special case β = 1
2
, our next result
shows that we can reduce one of the lengths drastically.
Theorem 2.3. Assume GRH. For any fixed sufficiently small ε > 0, set
y = xε and k ≍ xδ . Then for all x sufficiently large, we have
Nk(a; x, y, x
1
2 ) =
#Pk(y)
ϕ(k)
Φ(x, xβ) +O
(
x1−ε+o(1)y
k
)
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if δ ∈ (1
4
, 1
3
] and
(2.1) Nk(a; x, y, x
1
2 ) ≥
(0.7533 + o(1))xy
ϕ(k)(log x)(log y)
if δ ∈ (1
3
, 2
5
).
By [7][Lemma 12.1], we have for any fixed β < 1, the asymptotic
Φ(x, xβ) ∼ ω(β−1)
x
β log x
as x → ∞ . Here ω is the Buchstab function defined by the delay
differential equation
ω(u) = 1/u for 1 ≤ u ≤ 2,
(uω(u))′ = ω(u− 1) for u > 2.
For k = yO(1) , we have by the prime number theorem
Pk(y) = P(y)−
∑
p|k
1 = P(y) +O(log y) ∼
y
log y
as y →∞ . It follows the main term dominates the remainder term in
Theorems 2.1, 2.2 and 2.3. We do not pursue to optimise the constant
0.7533 in (2.1).
Lastly, notice that Theorem 2.1 and 2.2 gives partial results towards
EOSC, that is
Nk(a; k, exp(k
1
B ), k
1
2 ) > 0
and
Nk(a; k, k
1+ε, k
1
2 ) > 0
(conditional on GRH) respectively as k →∞ .
3. Preparations
3.1. Bounds for multiplicative character sums. We recall a classical
result independently proved by Po´lya and Vinogradov [7, Theorem
12.5].
Lemma 3.1 (Po´lya-Vinogradov). For any non-principal character mod-
ulo k , we have
max
M,N
∣∣∣∣ ∑
M<n≤M+N
χ(n)
∣∣∣∣≪ k 12+o(1).
We also recall a result from [7, Corollary 5.29] which gives a bound
for character sums over primes.
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Lemma 3.2. For k > 2 and fixed A > 0, we have
max
χ∈X ∗
k
∣∣∣∣∑
p≤y
χ(p)
∣∣∣∣≪ k 12y(log y)−A.
We obtain a stronger bound under GRH. This follows by taking
T = x2 in (13) on page 120 of [1] and applying GRH.
Lemma 3.3. Assume GRH then we have
max
χ∈X ∗
k
∣∣∣∣∑
p≤y
χ(p)
∣∣∣∣≪ y 12 log ky.
We also recall the mean value estimate for character sums which
follows immediately by orthogonality.
Lemma 3.4. For N ≥ 1 and any sequence of complex numbers an , we
have ∑
χ∈Xk
∣∣∣∣∑
n≤N
anχ(n)
∣∣∣∣
2
≤ ϕ(k)(N/k + 1)
∑
n≤N
|an|
2.
3.2. Type I & II estimates. We recall that k > 2 an integer and we
define the sequences A = (cr) by
cr =
∑
p≤y,(p,k)=1
r≡ap¯k mod k
1
and B = (1r) the constant sequence 1, both supported on the interval
[1, x]. We state our Type I estimate below.
Lemma 3.5 (Type I estimate). Suppose we have the bound∑
p≤y
χ(p)≪ ∆(k, y)
for all χ ∈ X ∗k . For any complex sequence am such that |am| ≤ τ(m),
we have
(3.1)
∑
cmn∈A
m≤M
amcmn =
#Pk(y)
ϕ(k)
∑
mn∈B
m≤M
am +O(∆(k, y)M
1+o(1)k
1
2
+o(1)).
Proof. We recall the orthogonality relation
1
ϕ(k)
∑
χ∈Xk
χ¯(a)χ(r) =
{
1 if r ≡ a mod k
0 otherwise,
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for gcd(a, k) = 1. Applying the above identity, we get∑
cmn∈A
m≤M
amcmn =
∑
mn∈B
m≤M
am
∑
p≤y,(p,k)=1
mn≡ap¯k mod k
1
=
1
ϕ(k)
∑
mn∈B
m≤M
am
∑
p≤y
(p,k)=1
∑
χ∈Xk
χ(mn)χ¯(ap¯k).
Separating the main term corresponding to the principal character
χ0 , the above is
#Pk(y)
ϕ(k)
∑
mn∈B
m≤M
am +
1
ϕ(k)
∑
χ∈X ∗
k
χ¯(a)
∑
mn≤x
m≤M
amχ(mn)
∑
p≤y
(p,k)=1
χ(p).
Denote the second sum on the right by R . By Po´lya-Vinogradov
(Lemma 3.1) and our assumption, we obtain
R≪M1+o(1)
∑
χ∈X ∗
k
max
m∼M
∣∣∣∣ ∑
n≤x/m
χ(n)
∣∣∣∣ ·
∣∣∣∣∑
p≤y
χ(p)
∣∣∣∣
≪M1+o(1)ϕ(k)k
1
2
+o(1)∆(k, y).
⊓⊔
Using similar argument to Lemma 3.5, we obtain our Type II esti-
mate.
Lemma 3.6 (Type II estimate). Suppose we have the bound∑
p≤y
χ(p)≪ ∆(k, y)
for all χ ∈ X ∗k . For any complex sequences am, bn such that |am| ≤
τ(m), |bn| ≤ τ(n), we have∑
cmn∈A
m∼M
ambncmn =
#Pk(y)
ϕ(k)
∑
mn∈B
m∼M
ambn
+O
(
∆(k, y)
(x
k
+
M
1
2x
1
2
k
1
2
+
x
M
1
2k
1
2
+ x
1
2
)
(xM)o(1)
)
.
Proof. We proceed as in the proof of Lemma 3.5 and it is enough to
bound
R =
∑
χ∈X ∗
k
∑
mn≤x
m∼M
ambnχ(mn)
∑
p≤y
(p,k)=1
χ¯(ap¯k).
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We apply
∑
a≤x/m
1
⌊ x
M
⌋
⌊ x
M
⌋∑
z=1
e
(
z(a− n)
⌊x/M⌋
)
=
{
1 if n ≤ x/m,
0 otherwise,
to R in order to separate the dependence on m in the summation over
n and assert
R≪ log(x)
∑
χ∈X ∗
k
∑
n≤x/M
m∼M
amb
∗
nχ(mn)
∑
p≤y
(p,k)=1
χ¯(ap¯k)
where |b∗n| = |bn| . By Cauchy inequality, Lemma 3.4 and our assump-
tion, we bound
R≪ (log x) max
χ∈X ∗
k
∣∣∣∣∣
∑
p≤y
χ(p)
∣∣∣∣∣ ·
∑
χ∈Xk
∣∣∣∣∣
∑
m∼M
amχ(m)
∣∣∣∣∣ ·
∣∣∣∣∣
∑
n≤x/M
b∗nχ(n)
∣∣∣∣∣
≪ (log x)∆(k, y)
(∑
χ∈Xk
∣∣∣∣∣
∑
m∼M
amχ(m)
∣∣∣∣∣
2
·
∑
χ∈Xk
∣∣∣∣∣
∑
n≤x/M
b∗nχ(n)
∣∣∣2
) 1
2
≪ (log x)∆(k, y)
(
ϕ(k)
(
M
k
+ 1
)
Mϕ(k)
(
x
Mk
+ 1
)
x
M
) 1
2
(xM)o(1)
≪ ∆(k, y)ϕ(k)
(
x
k
+
M
1
2x
1
2
k
1
2
+
x
M
1
2k
1
2
+ x
1
2
)
(xM)o(1)
where we have used the bound |am| ≪Mo(1) for m≪ M . ⊓⊔
3.3. Sieve method. In this section, we set A = (ξr) and B = (ηr) to
be any general sequence of complex numbers support on [1, x]. For any
positive integer s, we denote the sequence
As = (ξrs).
Moreover, for any positive real numbers z , we define the weighted
sifting function to be
S(A, z) =
∑
r≤x
(r,P (z))=1
ξr
where P (w) =
∏
p<w p is the product of all primes less than w .
First, we recall a lemma which is essentially due to Buchstab [7, Eq.
(13.58)], but we state it here with weighted sifting function.
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Lemma 3.7 (Buchstab identity). For any 0 < z2 ≤ z1 , we have
S(A, z1) = S(A, z2)−
∑
z2≤p<z1
S(Ap, p).
It is easy to see that the following variant of Harman sieve follows
closely to the proof of [6, Lemma 2].
Proposition 3.8 (Harman sieve). Suppose that for any |am| ≤ τ(m),
|bn| ≤ τ(n), we have for some λ > 0, α > 0, β ≤
1
2
, M ≥ 1, that
(3.2)
∑
ξmn∈A
m≤M
amξmn = λ
∑
ηmn∈B
m≤M
amηmn +O(Y )
and
(3.3)
∑
ξmn∈A
xα≤m≤xα+β
ambnξmn = λ
∑
ηmn∈B
xα≤m≤xα+β
ambnηmn +O(Y ).
Then, if |cr| ≤ 1, xα < M , R < min{x1−α,M} and M ≥ x1−α if
R > xα+β , we have∑
r∼R
crS(Ar, x
β) = λ
∑
r∼R
crS(Br, x
β) +O(Y log3 x).
4. Proof of Theorem 2.1
By Lemma 3.2 with A = 3B + C + 3, we have
max
χ∈X ∗
k
∣∣∣∣∑
p≤y
χ(p)
∣∣∣∣≪ k
1
2y
(log y)A
.
Set
∆(k, y) =
k
1
2 y
(log y)A
.
To obtain our Type I estimate, we apply Lemma 3.5 to get∑
cmn∈A
m≤M
amcmn =
#Pk(y)
ϕ(k)
∑
mn∈B
m≤M
am +O(R1).
Here
R1 =
M1+o(1)k1+o(1)y
(log y)3B+C+3
≪
M1+o(1)y
(log y)B+C+3
≪
xy
ϕ(k) logC+3 y
whenever M ≪ x1−ε for any fixed ε > 0 and x sufficiently large. We
have used the assumption k ≪ logB y .
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To obtain our Type II estimate, we apply Lemma 3.6 at most log x
times to get ∑
cmn∈A
m≤M
ambncmn =
#Pk(y)
ϕ(k)
∑
mn∈B
m≤M
ambn +O(R2)
where
R2 =
y
(log y)3B+C+3
(
x
k
+
M
1
2x
1
2
k
1
2
+
x
M
1
2k
1
2
+ x
1
2
)
(xM)o(1)
≪
xy
ϕ(k) logC+3 y
whenever 1≪ M ≪ x.
Set λ = #Pk(y)/ϕ(k), α = ε > 0, β ∈ (0,
1
2
], M = x1−ε , Y =
xy
ϕ(k) logC+3 y
, R = 1 and cr = 1 for r ∼ R .
Appealing to above, we obtain our Type I & II estimate (3.2) and (3.3).
Clearly xα < M as ε is sufficiently small, therefore by appealing to
Harman sieve (Proposition 3.8) we get
S(A, xβ) = λS(B, xβ) +O(Y log3 x)
and the result follows.
5. Proof of Theorem 2.2
By Lemma 3.3, we have
max
χ∈X ∗
k
∣∣∣∣∑
p≤y
χ(p)
∣∣∣∣≪ y 12 log ky.
Set
∆(k, y) = y
1
2 log ky.
By Lemma 3.5, we get our Type I estimate∑
cmn∈A
m≤M
amcmn =
#Pk(y)
ϕ(k)
∑
mn∈B
m≤M
am +O(R1)
where
R1 =M
1+o(1)k
1
2
+o(1)y
1
2 log(ky)≪ x1−ε+o(1)yϕ−1(k)
whenever M ≪ x1+
1
2
(ϑ1−3ϑ2)−ε+o(1) .
By Lemma 3.6, we get estimate Type II∑
cmn∈A
m∼M
amcmn =
#Pk(y)
ϕ(k)
∑
mn∈B
m∼M
am +O(R2).
10 K. H. YAU
Here
R2 = y
1
2 (log ky)
(
x
k
+
M
1
2x
1
2
k
1
2
+
x
M
1
2k
1
2
+ x
1
2
)
(xM)o(1).
Since 2ϑ2 < 1 + ϑ1 , we get
R2 ≪ x
1−ε+o(1)yϕ−1(k)
whenever
xϑ2−ϑ1+2ε+o(1) ≪M ≪ x1+ϑ1−ϑ2−2ε+o(1).
Set λ = #Pk(y)/ϕ(k), α = ϑ2 − ϑ1 + 2ε + o(1), β ∈ (0,
1
2
] with
β < 1 + 2(ϑ1 − ϑ2), M = x
1+ 1
2
(ϑ1−3ϑ2)−ε+o(1) , Y = x1−ε+o(1)yk−1 ,
R = 1 and cr = 1 for r ∼ R .
Then considering above, we obtain our Type I & II estimate (3.2)
and (3.3). Our assumption 5ϑ2 < 2 + 3ϑ1 implies x
α < M for x
sufficiently large. Therefore by the Harman sieve (Proposition 3.8) we
get
S(A, xβ) = λS(B, xβ) +O(Y )
where the log3 x term is absorbed into Y .
6. Proof of Theorem 2.3
Let ε′ > 0 with ε = 3ε′ so that y = xε = x3ε
′
. By the proof of
Theorem 2.2 (take ε = ε′ there), we have satisfactory Type I estimate
as long as
M ≪ x1−
3
2
δ.
The Type II estimate remains valid when
xδ ≪M ≪ x1−δ.
Set λ = #Pk(y)/ϕ(k) and Y = x1−ε+o(1)yk−1 .
• Assume δ ∈ (1
4
, 1
3
].
Write X = x
1
2 , z = x1−2δ then applying the Buchstab identity
(Lemma 3.7), we assert
S(A, X) = S(A, z)−
∑
z≤p<X
S(Ap, p) = Σ1 − Σ2, say.
Then by the Harman sieve, we have
Σ1 = λS(B, z) +O(Y ).
We have xδ ≤ z < X ≤ x1−δ since δ ∈ (1
4
, 1
3
], therefore Σ2 is a Type
II sum and we obtain
Σ2 = λ
∑
z≤p<X
S(Bp, p) +O(Y ).
PRODUCT OF AN INTEGER & PRIME IN ARITHMETIC PROGRESSION 11
Hence we get
S(A, X) = λS(B, X) +O(Y ).
• Assume δ ∈ (1
3
, 2
5
).
Write X = x
1
2 , z = x1−2δ , T = xδ . Then by Buchstab identity
S(A, X) = S(A, z)−
∑
z≤p<X
S(Ap, p)
= S(A, z)−
∑
z≤p<T
S(Ap, p)−
∑
T≤p<X
S(Ap, p)
= Σ1 − Σ2 − Σ3, say.
The sums Σ1 and Σ3 can be estimated as above. For Σ2 , we apply
Buchstab identity to get
Σ2 =
∑
z≤p<T
S(Ap, z)−
∑
z≤q<p<T
S(Apq, q) = Σ4 − Σ5, say.
The sum Σ4 can be estimated by Harman sieve. We split Σ5 and
write
Σ5 =
∑
z≤q<p<T
pq≤x1−δ
S(Apq, q) +
∑
z≤q<p<T
pq>x1−δ
S(Apq, q) = Σ6 + Σ7, say.
Since T ≤ z2 ≤ pq ≤ x1−δ , the sum Σ6 can be estimated as a Type II
sum.
For simplicity we drop Σ7 and obtain
S(A, X) = λ(Σ∗1 − Σ
∗
3 − Σ
∗
4 + Σ
∗
6) + Σ7 +O(Y )
≥ λ(Σ∗1 − Σ
∗
3 − Σ
∗
4 + Σ
∗
6 + Σ
∗
7 − Σ
∗
7) +O(Y )(6.1)
= λS(B, X)− λΣ∗7 +O(Y )
where Σ∗j is Σj with A replaced by B .
We note that if pq2 ≥ x then Σ∗7 is zero, therefore we write
Σ∗7 =
∑
z≤q<p<T
x1−δ/q<p<x/q2
S(Bpq, q).
For the summand in Σ∗7 , we have
S(Bpq, q) = (1 + o(1))
x
pq log q
ω
(
log(x/pq)
log q
)
= (1 + o(1))
x
pq log q
ω
(
log x
log q
(
1−
log p
log x
−
log q
log x
))
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where ω is the Buchstab function. Therefore
Σ∗7 = (1 + o(1))
∑
q
∑
p
x
pq log q
ω
(
log x
log q
(
1−
log p
log x
−
log q
log x
))
where the summation over q, p satisfies
1− 2δ ≤
log q
log x
< δ
and
max
{
log q
log x
, 1− δ −
log q
log x
}
<
log p
log x
< min
{
δ, 1− 2
log q
log x
}
.
By partial summation, we get
Σ∗7 =
(1 + o(1))x
log x
I
where
I =
∫ δ
1−2δ
∫ min{δ,1−2α2}
max{α2,1−δ−α2}
1
α22α1
ω
(
1
α2
(1− α1 − α2)
)
dα1 dα2.
Here we implicitly impose the condition
min{δ, 1− 2α2} ≥ max{α2, 1− δ − α2}
on I as Σ∗7 is non-negative.
We split I into two integrals
I = I1 + I2
where
I1 =
∫ δ
1−δ
2
∫ 1−2α2
α2
1
α22α1
ω
(
1
α2
(1− α1 − α2)
)
dα1 dα2,
I2 =
∫ 1−δ
2
1−2δ
∫ δ
1−δ−α2
1
α22α1
ω
(
1
α2
(1− α1 − α2)
)
dα1 dα2.
Observe that the Buchstab function is bounded above by 1. When
1
3
< α2 ≤ δ the integral I1 = 0 therefore we bound
I1 ≤
∫ 1
3
1−δ
2
∫ 1−2α2
α2
1
α22α1
dα1 dα2 ≤
∫ 1
3
3
10
∫ 1−2α2
α2
1
α22α1
dα1 dα2
=
1
3
(log(256/81)− 1) ≤ 0.0503.
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Similarly we obtain
I2 ≤
∫ 1−δ
2
1−2δ
∫ δ
1−δ−α2
1
α22α1
dα1 dα2 ≤
∫ 3
10
1
5
∫ 2
5
3
5
−α2
1
α22α1
dα1 dα2
=
5
3
log(9/8) ≤ 0.1964.
Appealing to (6.1), we have
S(A, X) ≥ λ(0.7533 + o(1))
x
log x
+O(Y )
=
(0.7533 + o(1))xy
ϕ(k)(log x)(log y)
as x→∞ .
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