Abstract. We look for ground states and bound states E : R 3 → R 3 to the curl-curl problem
Introduction
We look for weak solutions to the semilinear curl-curl problem
originating from the Maxwell equations where E(x) cos(ωt) is a time-harmonic electric field in a nonlinear medium and f (x, E) models a nonlinear polarization in the medium, see [26, 31, 32] and the references therein. Another motivation has been provided by Benci and Fortunato [8] who introduced a model for a unified field theory for classical electrodynamics based on a semilinear perturbation of the Maxwell equations in the spirit of the Born-Infeld theory [12] . In the magnetostatic case in which the electric field vanishes and the magnetic field is independent of time, this leads to an equation of the form (1.1) with E replaced by A, the gauge potential related to the magnetic field. The semilinear curl-curl problem in R 3 has been solved for the first time in [1] in the cylindrically symmetric setting. If f (x, E) depends only on |E|, then one can restrict the considerations to the fields of the form which are divergence-free, so ∇×(∇×E) = −∆E and one can study (1.1) by means of standard variational methods (however, there may still exist solutions which are not of this form). Other results in the cylindrically symmetric setting have been obtained in [3, 17, 19, 24, 39] . We would also like to mention that travelling waves of similar form for a system of nonlinear Maxwell equations have been studied by Stuart and Zhou in [31] [32] [33] [34] for asymptotically linear f and by McLeod, Stuart and Troy [25] for a cubic nonlinearity. In the media which are not cylindrically symmetric the problem is much more challenging since the curl-curl operator ∇ × (∇ × ·) has an infinite-dimensional kernel consisting of all gradient vector fields. Hence the energy functional associated with (1.1)
where f = ∂ E F is unbounded from above and from below and its critical points may have infinite Morse index. For instance, this is the case in a model example (1.4) f (x, E) = Γ(x) min{|E| p−2 , |E| q−2 }E with 2 < p < 6 < q where Γ ∈ L ∞ (R 3 ) is Z 3 -periodic, positive and bounded away from 0. Here E is of class C 1 on the Banach space D(curl, Φ) (to be defined in Section 2), and critical points of E are weak solutions to (1.1) . In addition to these problems related to the strongly indefinite geometry of E, we also have to deal with issues related to the lack of compactness. Namely, the functional E ′ is not (sequentially) weak-to-weak * continuous, i.e. weak convergence E n ⇀ E in D(curl, Φ) does not imply that E ′ (E n ) ⇀ E ′ (E) in D(curl, Φ) * , hence we do not know whether the weak limit of a bounded Palais-Smale sequence is a critical point.
Similar difficulties have already appeared in curl-curl problems on bounded domains in Bartsch and Mederski [4] where a generalized Nehari manifold approach inspired by Szulkin and Weth [36] has been developed to overcome strong indefiniteness. Other approaches have been developed in subsequent work [5, 27] ; see also the survey [6] . Note that on a bounded domain there is no problem with lack of weak-to-weak * continuity of E ′ since a variant of the Palais-Smale condition is satisfied under some constraints. In R 3 however, one has to make a careful concentration-compactness analysis on a suitable generalized Nehari manifold N E ; this has been demonstrated in [26] which seems to be the only work on ground states of (1.1) in the nonsymmetric setting.
In the present work we consider a larger class of nonlinearities which have supercritical growth at 0 and subcritical growth at infinity; this is in the spirit of the zero mass case of Berestycki and Lions [11] , see condition (N2) below. This requires a new functional setting for (1.1) as well as a new critical point theory since the methods based on the constraint N E turn out to be insufficient. Our critical point theory for strongly indefinite functionals in Section 3 solves the problem of multiplicity of bound states. It has not been considered so far, not even for (1.4) . Note that although E has the classical linking geometry, the well-known linking results, e.g. of Benci and Rabinowitz [10] , are not applicable due to the lack of weak-to-weak * continuity of E ′ . In order to state our main result we assume that the growth of f is controlled by a strictly convex N-function Φ : R → [0, ∞) of class C 1 such that (N1) Φ satisfies the ∆ 2 -and the ∇ 2 -condition globally. N-functions and condition (N1) will be introduced in the next section and are standard in the theory of Orlicz spaces [29] . (N2) is inspired by [11] and (N2), (N3) describe supercritical behaviour at 0 and superquadratic but subcritical at infinity. We collect our assumptions on the nonlinearity F (x, u).
(F1) F : R 3 × R 3 → R is differentiable with respect to the second variable u ∈ R 3 for a.e. x ∈ R 3 , and f = ∂ u F :
, and almost all x ∈ R 3 and y ∈ Z 3 . (F2) F is uniformly strictly convex with respect to u ∈ R 3 , i.e. for any compact
for every u ∈ R 3 and a.e. x ∈ R 3 . (F4) For every u ∈ R 3 and a.e.
We provide some examples. First we note that if G = G(x, t) : R 3 × R → R is differentiable with respect to t, g := ∂ t G is a Carathéodory function, G(x, 0) = 0, M ∈ GL(3) is an invertible 3 × 3 matrix and (1.5)
F (x, u) = G(x, |Mu|) and t → g(x, t)/t is non-decreasing for t > 0, then F satisfies (F4) (cf. [36] ) and it is easy to see that (F5) holds. Note that (1.5) implies g(x, 0) = 0, so f is continuous also at
is Z 3 -periodic, positive and bounded away from 0. Take
where W is a function of class
is non-decreasing on (0, +∞). Then we check that (F1), (F2), (F4) and (F5) are satisfied (here G(
|t| q with 2 < p < 6 < q, then we can take Φ(t) = W (t 2 ) and we see that (F3) holds as well. Note that if
for a < |v| < |u| < b and a stronger variant of (F5), i.e. [26, (F5) ], is no longer satisfied. So we cannot apply variational techniques relying on minimization on the Nehari-Pankov manifold N E (defined in (1.7)) as in [26, 36] . Moreover, our problem requires a new functional setting. Indeed, if we consider
and (F1)-(F5) are satisfied; however, f cannot be controlled by any N-function associated with
for 2 < p < 6 < q as in [26] or in other zero mass case problems [9, 15] . As our final example we take F (x, u) = Γ(x)Φ(|u|) where Φ(0) = 0,
r > 6 and a = 2 −4 ln 2. Obviously, F satisfies (1.5) and hence (F4), (F5), and (1.6) holds for 1 < |u| < 2. It is easy to see that (F1)-(F3) and (N1)-(N3) hold (to check (N1) it is convenient to use Lemma 2.2). Note that here Φ(t)/t 6 → 0 but Φ(t)/t p → ∞ as t → ∞ for any p < 6. Note also that in the last two examples we can replace |u| by |Mu|.
Our principal aim is to prove the following result. 
where
In our approach we establish a critical point theory on the topological manifold
which contains N E as a subset, and we show that E has the mountain pass geometry in M E and admits a Cerami sequence at the ground state level inf N E E > 0; see the abstract setting and the critical point theory in Section 3. In order to find a nontrivial critical point being a ground state one needs to analyze Cerami sequences in the spirit of Lions [22] . However, this is not straightforward because the kernel of the curl-curl operator is not locally compactly embedded into any L p or Orlicz space and E ′ lacks weak-to-weak * continuity. Therefore it is difficult to treat this problem by a concentration-compactness argument directly in the space D(curl, Φ). Based on a crucial convergence result obtained in Proposition 5.2, we prove that E ′ is weak-to-weak * continuous in M E , see Corollary 5.3. This allows us to find a nontrivial weak limit of the Cerami sequence which is a ground state solution as in Theorem 3.5(a). Moreover, a result on the discreteness of Cerami sequences allows us to find infinitely many geometrically distinct solutions.
We would also like to mention that our methods allow to consider Schrödinger equations in the zero mass case as in [9, 15] and we are able to obtain new results with improved growth conditions; see Section 7.
Preliminaries and variational setting
Here and in the sequel | · | q denotes the L q -norm. Now, following [29] , we recall some basic definitions and results about N-functions and Orlicz spaces. A function Φ : R → [0, +∞) is called an N-function, or a nice Young function if it is convex, even and satisfies
Given an N-function Φ, we can associate with it another function Ψ : R → [0, +∞) defined by
which is an N-function as well. 
for t < 0 and Ψ can be expressed as
We also recall from [29, Section II.3] that Φ satisfies the ∆ 2 -condition globally (denoted Φ ∈ ∆ 2 ) if there exists K > 1 such that for every t ∈ R Φ(2t) ≤ KΦ(t) (here 2 can be replaced by any constant a > 1) while Φ satisfies the ∇ 2 -condition globally
The set 
We can define an equivalent norm on L Φ by letting 
we use the norm | · | Φ defined above and for
Since Φ is increasing on positive numbers, we have
hence if the second integral is ≤ 1, so is the first one. Taking the infimum over k > 0 we obtain |E i | Φ ≤ |E| Φ and |E| Φ,3 ≤ |E| Φ . On the other hand, since Φ is convex,
Before going on, for the reader's convenience we recall some important facts.
Lemma 2.2.
(i) The following are equivalent: From now on we assume (F1)-(F5), (N1)-(N3), Φ will denote an N-function as in (F3) and Ψ will denote its complementary function. Moreover, we will denote by | · | Φ any of the two (equivalent) norms defined above, unless differently required.
Let D(curl, Φ) be the completion of C ∞ 0 (R 3 , R 3 ) with respect to the norm
The subspace of divergence-free vector fields is defined by
where div v is to be understood in the distributional sense.
) with respect to the norm
and let W be the closure of ∇ϕ :
Proof. In view of (N2) it is clear that Φ(t) ≤ C|t| 6 for any t ∈ R and some C > 0. So we can conclude by Lemma 2.2 (iii).
The following Helmholtz decomposition holds. 
Moreover, V ⊂ D and the norms · D and · curl,Φ are equivalent in V.
Proof. Take any w ∈ W and a sequence ϕ n ∈ C
where we have used Lemma 2.2 (ii) and the fact that ∇ × ψ ∈ L Ψ . Hence ∇ × w = 0 in the sense of distributions and w curl,Φ = |w| Φ . Therefore W is closed in D(curl, Φ); moreover, we easily see that also V is closed in D(curl, Φ). Now, take any E ∈ D(curl, Φ) and
We also have ∇ × ϕ 1 n = ∇ × ϕ n and div(ϕ 1 n ) = 0 pointwise. Using these two equalities and integrating by parts gives |∇ϕ
, then E − v ∈ W and we get the decomposition
. Since div v = 0, ξ is harmonic and therefore so is v. Hence
). So v = 0; therefore V ∩ W = {0} and we obtain (2.1).
The equivalence of norms follows from Lemma 2.3.
Observe that in view of Lemma 2.4 and Lemma 2.3, V is continuously embedded in L Φ . We introduce a norm in V × W by the formula
and consider the energy functional defined by (1.3) on D(curl, Φ), and
defined on V × W. We have that J ′ is well defined and J is of class C 1 due to the following lemma.
Proof. Since Φ ∈ ∆ 2 , it follows using Lemma 2.2(i) and recalling
Proposition 2.6. J ′ is well defined and J is of class C 1 .
Proof. First we see that for every v, v ′ ∈ V and w, w ′ ∈ W there holds 
) is a critical point of J if and only if E is a critical point of E if and only if E is a weak solution to
Proof. For the first equivalence, let
and the conclusion follows from Lemma 2.4. For the second equivalence we just need to observe that for every ϕ ∈ C
Critical point theory
We recall the abstract setting from [4, 5] . Let X be a reflexive Banach space with the norm · and a topological direct sum decomposition X = X + ⊕ X, where X + is a Hilbert space with a scalar product . , . . For u ∈ X we denote by u + ∈ X + and u ∈ X the corresponding summands so that u = u + + u. We may assume u, u = u 2 for any u ∈ X + and u 2 = u + 2 + u 2 . The topology T on X is defined as the product of the norm topology in X + and the weak topology in X. Thus u n T −→ u is equivalent to u + n → u + and u n ⇀ u.
Let J be a functional on X of the form
The set
obviously contains all critical points of J . Suppose the following assumptions hold.
(I1) I ∈ C 1 (X, R) and I(u) ≥ I(0) = 0 for any u ∈ X.
(I2) I is T -sequentially lower semicontinuous:
Clearly, if a strictly convex functional I satisfies (I4), then (I2) and (I5) hold. Observe that for any u ∈ X + we find m(u) ∈ M which is the unique global maximizer of J | u+ X . Note that m needs not be C 1 , and M needs not be a differentiable manifold because I ′ is only required to be continuous. Recall from [5] that (u n ) is called a (P S) c -sequence for J if J ′ (u n ) → 0 and J (u n ) → c, and J satisfies the (P S) T c -condition on M if each (P S) c -sequence (u n ) ⊂ M has a subsequence converging in the T -topology. In order to apply classical critical point theory like the mountain pass theorem to J • m : X + → R we need some additional assumptions.
(I6) There exists r > 0 such that a := inf
According to [5, Theorem 4.4] , if (I1)-(I7) hold and
achieved by a critical point of J . Since we look for solutions to (1.1) in R 3 and not in a bounded domain as in [5] , the (P S)
-condition is no longer satisfied. We consider the set
and we require the following condition on I:
In [4, 5] it was additionally assumed that strict inequality holds provided u = tu + v. This stronger variant of (I8) implies that for any u + ∈ X + \ {0} the functional J has a unique critical point n(u + ) on the half-space
is the global maximizer of J on this half-space, the map
is a homeomorphism, the set N is a topological manifold, and it is enough to look for critical points of J •n. N is called the Nehari-Pankov manifold. This is the approach of [37] . However, if the weaker condition (I8) holds, this procedure cannot be repeated. In particular, N need not be a manifold. Yet the following holds.
Proof. Let u ∈ N . In view of (I8) we get by explicit computation
for any t ≥ 0 and v ∈ X. Hence the conclusion.
Before proving the main results of this section we recall the following properties (i)-(iv) taken from [5, Proof of Theorem 4.4]. Note that (I8) has not been used there.
(i) For each u + ∈ X + there exists a unique u ∈ X such that m(u
Property (i) has in fact already been discussed above. We shall also need the following fact.
Proof. It suffices to show that each sequence (u
Then, passing to a subsequence and using (I7), we obtain
As usual, (u n ) ⊂ X + will be called a Cerami sequence for J at the level c if
In view of (I4), it is clear that if (u n ) is a bounded Cerami sequence for J , then (m(u n )) ⊂ M is a bounded Cerami sequence for J . Observe that J has the mountain pass geometry and Γ, Γ are related as follows: if γ ∈ Γ, then γ + ∈ Γ and J (γ(t)) = J (γ + (t)), and if σ ∈ Γ, then m • σ ∈ Γ and J (σ(t)) = J (m • σ(t)). Hence the mountain pass value for J is given by
By the mountain pass theorem there exists a Cerami sequence (u n ) for J at the level c M (see [2, 14] ) which proves (a). The map u → m(u) is a homeomorphism between N 0 and N , and since For a topological group acting on X, denote the orbit of u ∈ X by G * u, i.e.,
and T (gu) = gT (u) for all g ∈ G, u ∈ X. In order to deal with multiplicity of critical points, assume that G is a topological group such that (G) G acts on X by isometries and discretely in the sense that for each u = 0, (G * u) \ {u} is bounded away from u. Moreover, J is G-invariant and X + , X are G-invariant.
Observe that M is G-invariant and m : X + → M is G-equivariant. In our application to (1.1) we have G = Z 3 acting by translations, see Theorem 1.1.
Proof. Suppose G * u = G * v (the other case is obvious). We may assume without loss of generality that u = 0 and v minimizes the distance from u to G * v. Now it suffices to take ε :=
We shall use the notation
Since all nontrivial critical points of J are in N , it follows from Theorem 3.3 that J (u) ≥ a for all u ∈ K \ {0}.
We introduce the following variant of the Cerami condition between the levels α, β ∈ R. Note that if J is even, then m is odd (hence J is even) and M is symmetric, i.e. M = −M. Note also that (M) β α is a condition on J and not on J . Our main multiplicity result reads as follows. 
for any u ∈ X + \ K. Moreover, if J is even, then v is odd. Let η : G → X + \ K be the flow defined by
is the maximal time of existence of η(·, u). We prove Theorem 3.5 by contradiction. From now on we assume:
There is a finite number of distinct orbits {G * u : u ∈ K}. Proof. Suppose T (u) < ∞ and let 0 ≤ s < t < T (u). Then
Hence the limit exists and if it is not a critical point, then η(·, u) can be continued for t > T (u).
Suppose now T (u) = ∞ and J (η(t, u)) is bounded from below. We distinguish three cases:
(i) We follow an argument in [36] . We shall show that for each ε > 0 there exists t ε > 0 such that η(t ε , u) − η(t, u) < ε for all t ≥ t ε . Arguing by contradiction, we can find ε ∈ (0, m β 0 /2), R > 0 and t n → ∞ such that η(t n , u) ∈ B(0, R) and η(t n , u) − η(t n+1 , u) = ε for all n. Let t 1 n be the smallest t ∈ (t n , t n+1 ) such that η(t n , u) − η(t 1 n , u) = ε/3 and t 2 n the largest
Since J (η(t n , u)) − J (η(t 1 n , u)) → 0, also κ n → 0. Hence we can choose s such that there exist arbitrarily large t for which η(t, u) ∈ B(0, R). We can find t n , t 1 n so that t n → ∞, η(t n , u) = R + 1 and t 1 n is the smallest t > t n with η(t 1 n , u) = R. We may also assume that η(s, u) ≤ R + 1 for s ∈ [t n , t 1 n ]. Let κ n be as above. Then
and hence κ n → 0. So we see that there exist u n := η(s
Thus we have found a Cerami sequence in X + \ B(0, M β 0 ) which is impossible. This shows that case (ii) can never occur.
(iii) There exist R 0 > 0 and δ > 0 such that J ′ (v) ≥ δ/ v whenever v ≥ R 0 and v ∈ J β 0 (for otherwise there exists an unbounded Cerami sequence). Choose t 0 > 0 so that η(t, u) ≥ R 0 and J (η(t 0 , u)) − J (η(t, u)) ≤ δ/8 for t ≥ t 0 . For large n let t n be the smallest t such that η(t, u) = n, and let κ n := min{ J ′ (η(t, u)) : t ∈ [t 0 , t n ]}. By the choice of t n ,
.
It follows by the same argument as above that for n large enough,
This is a contradiction and hence also case (iii) can be ruled out.
Let Σ := {A ⊂ X + : A = −A and A is compact},
and for A ∈ Σ, put i
where r is as in (I6), S(0, r) := {u ∈ X + : u = r} and γ is Krasnoselskii's genus [35] . This is a variant of Benci's pseudoindex [2, 7] and the following properties are adapted from [30, Lemma 2.16].
≥ k whenever R is large enough and B(0, R) := {u ∈ X + : u ≤ R}.
Proof. (i) follows immediately from the properties of genus. (ii) For each h ∈ H,
Taking the minimum over all h ∈ H on the right-hand side we obtain the conclusion.
∩ S(0, r)) < k and an odd mapping 
Take any γ ∈ Γ such that
where Γ is given by (3.4) . Since e is continuous,γ(t) := η e(γ(t)), γ(t) is a continuous path in X + such that J (γ(1)) ≤ J (γ(1)) < 0. Henceγ ∈ Γ and
The obtained contradiction proves that either c M is a critical value or for any ε 0 ∈ (0, ε) we find a critical value in (c M , c M + ε 0 ]. (b) Take β ≥ a and let
Since there are finitely many critical orbits, there exists ε 0 > 0 for which
) such that B(u, δ) ∩ B(v, δ) = ∅ for all u, v ∈ K β , u = v (this is possible due to Lemma 3.4). We show there is ε ∈ (0, ε 0 ) such that (3.9) lim
We assume K β = ∅, the other case being simpler. If u ∈ J β+ε 0 β−ε 0 \B(K β , δ) and lim t→T (u) J (η(t, u)) < β − ε 0 , then (3.9) trivially holds. Otherwise
Let u ∈ A 0 and define
and note that 0 ≤ t 0 (u) < t(u) < T (u). By (3.6) we have
If ρ = 0 then we find u n ∈ A 0 and t n ∈ (t 0 (u n ), t(u n )) such that
Since t n > t 0 (u n ), we have η(t n , u n ) ∈ B(K β , δ) and passing to a subsequence we can find u 0 ∈ K β and g n ∈ G such that g n η(t n , u n ) ∈ B(u 0 , δ). Since t n < t(u n ), we see that
Let u n := u 0 , v n := g n η(t n , u n ). Then u n and v n are two Cerami (in fact Palais-Smale) sequences such that δ/2 ≤ v n − u n ≤ δ < m
, a contradiction. Therefore ρ > 0 and we take ε < min ε 0 , δρ
we obtain using(3.10)
Hence A 0 = ∅ which proves (3.9). Note that this argument also shows η(t, u) will not enter the set
and note that by Lemma 3.7 all β k are well defined, finite and a ≤ β 1 ≤ β 2 ≤ . . .. Let β = β k for some k ≥ 1. If the set K β is nonempty, it is (at most) countable, so we can order its elements in pairs ±u j and let the map f : K β → R \ {0} be given by f (±u j ) = ±1. This shows that by the choice of δ,
Choose ε > 0 such that (3.9) holds. Take Lipschitz continuous cutoff functions χ, ξ such that
U is an open neighbourhood of J β+ε β−ε with K ∩ U = K β . Let η : R × X + → X + be the flow given by
Then η(t, u) = η(t, u) as long as t ≥ 0 and η(t, u) ∈ J β+ε β−ε \ B(K β , δ/2). Using (3.9) we can define the entrance time map e :
Since η(s, u) / ∈ B(K β , δ/2) as we have observed, e is finite. It is standard to show that e is continuous and even. Take any A ∈ Σ such that i * (A) ≥ k and J (u) ≤ β + ε for u ∈ A. Let T := sup u∈A e(u); then T < ∞ since A is compact. Set h := η(T, ·) and note that h ∈ H and
Thus K β = ∅, so as we have shown above, γ(K β ) = 1. If β k = β k+1 for some k ≥ 1, then (3.11) implies γ(K β k ) ≥ 2, a contradiction. Hence we get an infinite sequence β 1 < β 2 < ... of critical values which contradicts our assumption that K consists of a finite number of distinct orbits. This completes the proof. ✷
Properties of the functional J for curl-curl
Recall our earlier assumption that (N1)-(N3) and (F1)-(F5) hold. We will check that assumptions (I1)-(I8) are satisfied and we want to apply Theorems 3.3 and 3.5.
Define the manifold
and the Nehari-Pankov set for J
and J ′ (v, w)[(0, ψ)] = 0 for any ψ ∈ W} ⊂ M.
Observe that E = v + w ∈ N E if and only if (v, w) ∈ N (N E is defined in (1.7) ). Moreover, N contains all nontrivial critical points of J . In general N E , N and M are not C 1 -manifolds.
for any ψ ∈ W and t ≥ 0.
Proof. Let (v, w) ∈ V × W, ψ ∈ W, t ≥ 0. We define
and observe that
For fixed v, w ∈ R 3 , define a map ϕ : [0, +∞) × R 3 → R as follows:
We shall show that ϕ(t, ψ) ≤ 0 for all t ≥ 0, ψ ∈ R 3 . This is clear if v + w = 0. So let v + w = 0 and ζ := t(v + w) + ψ. By (F3), (F4) we have ϕ(0, ψ) ≤ 0 and
If A is large enough, then the quadratic form (in t and ζ) above is negative definite. Moreover, A|ζ| 2 − F (x, ζ) is bounded above by superquadraticity of F implied by (F3) and (N3). Hence ϕ(t, ψ) → −∞ as t + |ψ| → ∞ and ϕ attains a maximum at some (t, ψ) with t ≥ 0. If t = 0, then ϕ(t, ψ) ≤ 0 as we have already mentioned. If t > 0, then
Using (4.4) in (4.3) we see that both terms in (4.3) are positive (because f (x, v+w), v+w > 0) and f (x, v + w), ψ = 0. This and (F5) imply
By Proposition 2.6, I and I are of class C 1 . In view of (F2), I and I are strictly convex. Moreover, the following property holds.
Before proving the above lemma we need a variant of the Brezis-Lieb result [13] for sequences in L Φ .
Proof. Note that Φ has an absolutely continuous norm, so by (4.6), for any ε > 0 there is δ > 0 such that if |Ω| < δ (|Ω| denotes the measure of Ω), then
is uniformly integrable. Using (4.6) once more we see that for any ε > 0 there is Ω ⊂ R 3 with |Ω| < +∞ such that
Indeed, if χ n is the characteristic function of the set |x| ≥ n, then R 3 Φ(|Eχ n |) dx → 0 and therefore |Eχ n | Φ → 0 by Lemma 2.2(iii). Hence Ω exists as claimed and ( f (x, E n −E+tE), E ) is tight. Since E n (x) − E(x) → 0 a.e. on R 3 , it follows from the Vitali convergence theorem that
Proof of Lemma 4.2. We show that (up to a subsequence)
Then from (F2) we infer that for any 0 < r ≤ R,
Observe that by (4.7) and convexity of F ,
Therefore, setting
there holds
and thus |Ω n | → 0 as n → ∞. Since 0 < r ≤ R are arbitrarily chosen, we deduce
In view of Lemma 4.3, we obtain
F (x, E) dx and hence
By (F3) and Lemma 2.2 (iii) we get |E n − E| Φ → 0. ✷
Proposition 4.4. Conditions (I1)-(I8) are satisfied and there is a Cerami sequence
Proof. Setting X := V × W, X + := V × {0} and X := {0} × V we check assumptions (I1)-(I8) for the functional J : X → R given by
2) and (4.5)). Recall
, where v D = |∇v| 2 .
Convexity and differentiability of I, (F3) and Lemma 4.2 yield:
Indeed, by (F3) and (N2) there exist C, C ′ > 0 (cf. proof of Lemma 2.3) such that for any
and thus (I6) is satisfied. It is easy to verify using (F3) and (iv) of Lemma 2.2 that
Hence also
holds by strict convexity of F . Next we prove
Observe that by (F3)
In view of (N3) we find C > 0 such that
Then (4.10)
We may assume passing to a subsequence that v n → v a.e. and w n ⇀ w in L 2 loc (R 3 , R 3 ) for some w. Given ε > 0, let (4.11)
Ω n := {x ∈ R 3 : |v n (x) + w n (x)| ≥ ε}.
We claim that there exists ε > 0 such that lim n→∞ |Ω n | > 0, possibly after passing to a subsequence. Arguing indirectly, suppose this limit is 0 for each ε. Then v n + w n → 0 in measure, so up to a subsequence v n + w n → 0 a.e., hence w n → −v a.e. and
. Since ∇ × w n = 0 in the distributional sense, the same is true of v. Thus there is ξ ∈ H 1 loc (R 3 ) such that v = ∇ξ, see [21, Lemma 1.1(i)]. As div(∇ξ) = div v = 0, it follows that ξ, and therefore v, is harmonic. Recalling that v ∈ D, we obtain v = 0 as in the proof of Lemma 2.4. This is a contradiction. Taking ε in (4.11) such that lim n→∞ |Ω n | > 0, we obtain
Finally, Proposition 4.1 shows that (I8)
Applying Theorem 3.3 we obtain the last conclusion.
Since there is no compact embedding of V into L Φ we cannot expect that the Palais-Smale or Cerami condition is satisfied. We need the following variant of Lions' lemma. |v n | 2 dx → 0 as n → ∞.
Proof. This follows from [28, Lemma 1.5] since Φ satisfies (N2).
We collect further properties of I. 
Proof. (a) Let v ∈ L
Φ . Since W ∋ w → I(v, w) ∈ R is continuous, strictly convex and coercive, there exists a unique w(v) ∈ W such that (4.13) holds. We show that the map w :
is bounded and we may assume w(v n ) ⇀ w 0 for some w 0 ∈ W. Observe that by the (sequential) lower semi-continuity of I we get
Hence w(v) = w 0 and by Lemma 4.2 we have 
Proof. If no finite bound M β exists, for each k there is a sequence (v k n ) satisfying the assumptions above and such that lim sup n→∞ v k n ≥ k. Now it is easy to find n(k) in such a way that (v k n(k) ) is an unbounded sequence satisfying the hypotheses of Lemma 4.7, a contradiction.
(Ω) and u n → 0 a.e. in Ω after passing to a subsequence. By (N2), for each ε > 0 there exists C ε such that Φ(t) ≤ εt
where the constant C depends only on the L 6 -bound on (u n ). By the dominated convergence theorem and since ε is arbitrary, Ω Φ(|u n |) dx → 0 and |u n | Φ → 0 according to Lemma 2.2(iii).
Proof. It follows from the definition (4.13) of w that (5.1)
Since the sequence (v n ) is bounded, so is w(v n ) by Lemma 4.6(b). In addition,
, then v n → v a.e. after passing to a subsequence. Let Ω ⊂ R 3 be bounded and let ζ ∈ C ∞ 0 (R 3 , [0, 1]) be such that ζ = 1 in Ω. By (F3) and Lemmas 2.2(ii), 2.5, 5.1, for some constant C > 0 we have
, for every n there exists ξ n ∈ H 1 loc (R 3 ) such that w(v n ) = ∇ξ n . We may assume B(0,R) ξ n dx = 0. Then by the Poincaré inequality,
Hence in view of Lemma 5.1, up to a subsequence, ξ n → ξ in L Φ B(0, R) for some ξ ∈ H 1 (B(0, R)). Similarly as in (5.2), we have
The limits in (5.2) and (5.
where we have taken z = ∇ ζ(ξ n − ξ) in (5.1). We shall show that v n + w(v n ) → v + w(v) a.e. in Ω. The convexity of F in u implies that
Adding these inequalities and using (F2), we obtain for any 0 < r ≤ R and
where m r,R has been defined in (4.8). Since ζ = 1 in Ω, it is now easy to see from (5.4) that
in Ω as claimed, and by the usual diagonal procedure we obtain a.e. convergence to v + w(v) in R 3 . So far we have shown that if v n ⇀ v in D, then a subsequence of (w(v n )) converges a.e. in R 3 , and therefore weakly in W, to w(v). But since each subsequence of (w(v n )) has a subsequence converging weakly to w(v), we can conclude that w(v n ) ⇀ w(v) for the full sequence.
In general J ′ is not (sequentially) weak-to-weak * continuous, however we show the weakto-weak * continuity of J ′ for sequences on the topological manifold M. Obviously, the same regularity holds for E ′ and M E .
We may assume φ, ψ are compactly supported. Let Ω be a bounded set containing the support of φ + ψ. Then 4.6) ). In view of the Vitali convergence theorem and uniform integrability of the norm [29, Theorem III.4.14], we obtain
6. Proof of Theorem 1.1
Recall that the group G := Z 3 acts isometrically by translations on X = V × W and J is
and suppose that K consists of a finite number of distinct orbits. It is clear that Z 3 acts discretely and hence satisfies the condition (G) in Section 3. Then, in view of Lemma 3.4, |u n − v n | 2 dx ≥ ε.
Since J is Z 3 -invariant, we may assume y n = 0. As m(u n ), m(v n ) are bounded, up to a subsequence, (6.4) (u n , w 1 n ) ⇀ (u, w 1 ) and (v n , w 2 n ) ⇀ (v, w 2 ) in V × W for some (u, w 1 ), (v, w 2 ) ∈ V × W. As u n → u and v n → v in L 7. A remark on the Schrödinger equation Theorem 3.5 can also be used to deal with the Schrödinger equation or a system of equations. In particular, one can use it to obtain alternative proofs of the results in [18, 36] . Contrary to [18] , we do not need to use nonsmooth critical point theory.
Below we briefly discuss a very simple application of Theorem 3.5, yet our result extends and complements known ones. We leave the details to the reader. We look for solutions to the equation (AF1) F : R N × R → R is differentiable with respect to the second variable u ∈ R and f := ∂ u F : R N × R → R is a Carathéodory function (i.e. measurable in x ∈ R N , continuous in u ∈ R for a.e. x ∈ R N ). Moreover, f is Z N -periodic in x, i.e. f (x, u) = f (x + y, u) for x ∈ R N , u ∈ R and y ∈ Z N . (AF2) lim Note that there is no convexity-type assumption similar to (F2). However, (AF4) implies (not necessarily uniform) convexity of F as well as (F4). Since the quadratic part of J is positive definite, we have X + = M = D 1,2 (R N ) and X = {0}, so m(u) = u here and we easily check (I1)-(I8) from Section 3. In fact (I2)-(I4) are trivially satisfied, (I5) is an empty condition and (I8) becomes much simpler because v is necessarily 0. Using Theorems 3.3 and 3.5 we obtain the following result. Problem (7.1) with growth of the form (AF2) is the so called zero mass case introduced in [11] for the autonomous nonlinearity f (x, u) = f (u). In the nonautonomous case it has been studied e.g. in [9, 15] , see also the references therein. In [9, 15] more restrictive growth conditions have been imposed. In particular, F is of order |u| q for small |u| > 0 and of order |u| p for |u| large where 2 < p < 2 * < q. This makes it necessary to work in the Orlicz space
. In Theorem 7.1 we are able to deal with a class of nonlinearities with less restrictive growth conditions (AF2) and we no longer need to use any Orlicz setting.
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