jf 0 (z)j 2 g(z; w)] p dm(z) < 1; (1.1) where g(z; w) = log j(1?wz)=(w ?z)j is the Green function of 4 and m is the Lebesgue measure. As in 3], Q p is a proper subspace of BMOA ( jf(e i ) ? f(e i' )j 2 je i ? e i' j 2?p d d' < 1; (1.2) where the supremum is taken over all subarcs I @4. Janson 9] used (1.2) to de ne a dyadic analogue Q d p of Q p and to prove that Q p is the intersection of Q d p and BMOA. Observe that (1.2) makes sense even if f is not analytic and it becomes possible to consider an extension to Harmonic Analysis over Euclidean spaces. This is our starting point.
Throughout this paper, we always let R n be n-dimensional Euclidean space, and let R n+1 + be the upper half space based on R n . A cube means always a cube in R n with edges parallel to the coordinate axes. We denote the edge length of a cube I by`(I), and the Lebesgue measure of I by jIj; thus`(I) = jIj 1=n .
Also, for t > 0, tI means the cube which has the same center as I and the edge length t`(I). We let jxj denote the usual Euclidean norm for x 2 R n .
For 2 (?1; 1), in analogy with (1.2), we de ne Q (R n ) to be the space of all measurable functions on R n that satisfy where I ranges over all cubes in R n . Note that we have changed the parameter from p in (1.2) to in (1.3) ; the relation between them is p = 1?2 (for n = 1 as in (1.2) ). We will henceforth use Q (R n ) as de ned by (1.3) exclusively, hopefully avoiding any possible confusion.
Note that kfk Q (R n ) = 0 if and only if f is constant a.e.; we thus regard Q (R n ) as a Banach space of functions modulo constants. (It is immediate that kfk Q (R n ) is a norm; completeness also is easily veri ed, see Section 2.) Remark 1.1. Since every cube I is contained in a cube J with dyadic edge length (i.e.`(J) 2 f2 k : k 2 Zg) such that`(J) < 2`(I), it is obvious that we obtain an equivalent de nition, with an equivalent norm, if we consider only cubes of dyadic edge lengths in (1.3) . Similarly, one can consider balls instead of cubes (with`(I) replaced by the radius).
We rst observe that if = ? n 2 , then Q (R n ) = BMO(R n ), which can be de ned for example as the space all functions in L 1 loc (R n ) satisfying kfk 2 BMO(R n ) = sup jf(x) ? f(I)j 2 dx < 1; (1.4) where the supremum is taken over all cubes I in R n and f(I) = jIj ?1 Z I f(x) dx stands for the mean value of f over the cube I, cf. 10]. In fact, we will prove below that Q (R n ) = BMO(R n ) for all 2 (?1; 0).
It is well known that the important space BMO(R n ) can be described by Poisson integrals, Carleson measures, wavelet coe cients and dyadic cubes.
The purpose of this paper is to give analogues for Q (R n ), 2 (0; 1), which are given in Sections 2{4 and 6{7. In Section 7 we also consider a dyadic version of Q (R n ). In Section 5, we will provide a local analysis of Q (R n ) which sheds further light on the relation between Q (R n ) and BMO(R n ). Finally, in Section 8 we will pose some open problems. Remark 1.2. One can similarly de ne Q spaces of functions de ned on a cube in R n or a torus T n . Many of the results below extend to these situations, but we leave the details to the reader. Some notations. Throughout the paper, is a xed number in (?1; 1); usually we assume 2 (0; 1). C and c will denote unspeci ed positive constants, possibly di erent at each occurence; the constants may depend on and the dimension n, but not on the functions or cubes involved. (They may sometimes depend on other xed parameters, for example, in Section 6, on the choice of wavelets.) We write X Y , meaning cX Y CX. E is the characteristic function of the set E.
We let, for x 2 R n , jxj 1 be the l 1 -norm on R n : j(x 1 ; : : : ; x n )j 1 = max k jx k j.
Basic properties
This section is devoted to some simple properties of Q (R n ) and to relations between Q (R n ) and the Besov spaces.
We rst observe that, by simple changes of variables in (1.3), kfk Q (R n ) is not a ected by translations or dilations of R n , i.e. by replacing f(x) by f(x ? x 0 ), x 0 2 R n or f(tx), t > 0; if we use the norm de ned using balls, cf. Remark 1.1, the same holds for rotations. Thus, Theorem 2.1. Q (R n ) is invariant under translations, rotations and dilations, and thus under all similarities of R n ; moreover, there exists an equivalent norm on the space such that all similarities preserve the norm.
We note the following alternative characterization of Q (R n ). The following properties indicate that we only need to pay attention to the case 2 0; 1) for n > 1, and to the case 2 0; 1=2] for n = 1. Theorem 2.3.
(ii) If n 2 and 1, or if n = 1 and > 1=2, then Q (R n ) contains only functions that are a.e. constant, and thus Q (R n ) = f0g (as a Banach space).
Remark 2.4. The inclusion in (i) is strict if < except in the cases 1 < (n 2), 1=2 < < (n = 1), and < < 0, where equality holds by (ii) or (iii); see Example 2.10 and Remarks 2.8 and 2.11 below. In particular, if n 2 and 0 < 1 or n = 1 and 0 jf(x) ? f(y)j 2 jx ? yj n+2 dx dy C `(I)] n?2 kfk 2 Q (R n ) ; that is to say, f 2 Q (R n ). So, Q (R n ) Q (R n ).
(ii Secondly, assume 1 and assume f 2 Q (R n ). Assume rst that f 2 C 1 (R n ), and that f is non-constant. By considering either the real or imaginary part, we may further assume that f is real. Then there exists a point x 0 with rf(x 0 ) 6 = 0, and by the rotation invariance (Theorem 2.1) we may assume that rf(x 0 ) is directed along the positive x 1 -axis. Then there exist > 0 and a small cube I about x 0 on which @f=@x 1 Minkowski's inequality that if f 2 Q (R n ) and g 2 L 1 (R n ), then f g 2 Q (R n ). In particular, if g 2 C 1 0 (R n ), then f g 2 Q (R n ) \ C 1 (R n ), and thus (assuming 1) f g is constant. Finally, choosing a sequence g n 0 with R g n = 1 and supp g n shrinking to 0, f g n ! f a.e., and it follows that f is a.e. constant, which completes the proof of (ii). (Note that the rst case uses large cubes and the second case small cubes to show that f has to be constant.) (iii). Case 1: ?n=2 Connection with Besov spaces. Denote the homogeneous Besov spaces on R n by p;q (R n ). We refer to e.g. 16] for a general de nition; if 0 < < 1 and 1 p; q < 1, then p;q (R n ) consists of all measurable functions f such that Theorem 2.7. Let n 2 and 0 < < 1, or n = 1 and 0 < < 1=2.
(i) If q 2, then n= ;q (R n ) Q (R n ).
(ii) If > and q 1, then n= ;q (R n ) Q (R n ). Remark 2.8. In the case n = 1 and = 1=2, it is seen by (1.3) and (2.3)
jf(x) ? f(y)j 2 jx ? yj 2 dx dy < 1 = 2;2 1=2 (R); which coincides with the Sobolev space L 2 1=2 (R). Thus (i) holds in this case too, while (ii) holds only for q 2.
In particular, Q 1=2 (R) contains non-constant functions, and it is thus clear that the inclusion Q 1=2 (R) Q (R), > 1=2, is strict (cf. Theorem 2.3 and Remark 2.4).
Proof. (i). Since n= ;q (R n ) n= ;2 (R n ) 16, Chapter 3, Theorem 4], we may assume that q = 2. Thus, assume that f 2 n= ;2 (R n ). By H older's inequality with exponents n=2 and n=(n ? 2 ) we get, for any cube I in R n , (ii). Since n= ;q (R n ) n= ;q (R n ) for > 16, Chapter 3, Theorem 5], we may assume that < < 1, and in the case n = 1 further 1=2. If f 2 n= ;q (R n ) n= ;1 (R n ), then for any cube I in R n we apply H older's inequality with exponents n=2 and n=(n ? 2 ) together with (2.4) to get C`(I) n?2 kfk 2 n= ;1 (R n ) :
So, f 2 Q (R n ) and the result follows. Remark 2.9. The inclusions in Theorem 2.7 are the only possible for these . First, if p;q (R n ) Q (R n ), then the inclusion mapping is bounded by the closed graph theorem, and since for any t > 0, the norm of the dilation f t (x) = f(tx) satis es kf t k Q (R n ) = kfk Q (R n ) by Theorem 2.1, while kf t k p;q (R n ) = t ?n=p kfk p;q (R n ) (for a suitable choice of norm), we see that necessarily ? n=p = 0 and thus p = n= .
Secondly, the following example shows that n= ;q (R n ) 6 Q (R n ) for < or = and q > 2.
Example 2.10. Let ' 2 S(R n ) be a xed function such that' has support in the unit ball and ' 6 = 0 on the cube ?3 ; 3 ] n . (Such functions are easily constructed, for example as a dilation ' 1 ( x) with' 1 2 C 1 where x 1 is the rst coordinate of x. Let f = 'g. It is then easily seen, by the de nition 16, p. 51], that for every p, q and
(with the usual modi cation if q = 1).
In particular, if P k 2 2k ja k j 2 < 1, then f 2 n= ;2 (R n ), and thus f 2 Q (R n ) by Theorem 2.7, provided n 2 and 0 < < 1 or n = 1 and 0 < 1=2. In particular, this shows that Q 0 (R n ) ( Q (R n ) = BMO(R n ), < 0.
Poisson extension
In this section, we discuss di erences and similarities between Q (R n ), 2 (0; 1), and BMO(R n ) with respect to Poisson extensions to R n+1 + .
Let f be any measurable function on R n that satis es Z R n jf(x)j 1 + jxj n+1 dx < 1:
Its Poisson integral is de ned by f(x; t) = Z R n P t (x ? y)f(y) dy; (3.2) where P t (x) = c n t We extend a lemma of Stegenga 18 ] from one dimension to higher dimensions.
Lemma 3.1. Let I and J be cubes in R n centered at x 0 with`(J) 3`(I) and let f 2 L 1 loc (R n ). For 2 (0; 1), there is a constant C independent of f; I and
jx ? yj n+2 dx dy
Proof. Without loss of generality, we assume that x 0 is the origin. Also, let ' be a function with 0 ' 1 such that ' = 1 on 2 3 J, supp ' 3 4 J, and j'(x) ? '(y)j C `(J)] ?1 jx ? yj; x; y 2 R n :
We also have f(x; t) = f 1 (x; t) + f 2 (x; t) + f 3 (x; t) for the corresponding Poisson integrals. In the integral with the gradient square, f 1 contributes nothing since it is constant.
We Next set y = r 2 R n , with r = jyj, and j j = 1. In the same way we can prove This inequality, the de nition of Q (R n ) and Lemma 3.1 imply (3.5), which proves one implication. We know that Q (R n ) BMO(R n ), and it follows from the last estimate and Remark 4.4 that sup y2R n+1 + I 1 (y) < 1. 
Mean oscillation
In this section we give an alternative characterization of Q (R n ) in terms of the (square) mean oscillation over cubes. We follow the one-dimensional case given in 9].
We de ne, for any cube I and an integrable function f on I, We will prove below that Q (R n ) can be characterized by sup I f; (I) < 1.
We begin with some simple preliminary lemmas. We will prove the converse inequality for < 1=2 in Lemma 5.8 below, but rst we give a slightly weaker, but also more general, converse. As an immediate consequence of Lemmas 5.3 and 5.4, we obtain our alternative characterization of Q (R n ).
Theorem 5.5. Let ?1 < < 1. Then Q (R n ) equals the space of all measurable functions f on R n such that sup I f; (I) is nite, where I ranges over all cubes in R n . Moreover, the square root of this supremum is a norm on Q (R n ), equivalent to kfk Q (R n ) as de ned above.
In order to prove a full converse to the inequality in Lemma 5.3, we begin with two further preliminary lemmas, which also may have independent interest. Lemma 5.6. Let < 1=2. Let I, I 0 and I 00 be three cubes of equal size, jIj = jI 0 j = jI 00 6. Wavelets The purpose of this section is to observe that the well known characterization of BMO(R n ) in terms of an orthonormal wavelet basis, see Meyer 13, p. 154 ], extends to Q (R n ). In the sequel, we let j;k;l (x) = 2 jn=2 l (2 j x ?k); j 2 Z;k 2 Z n ; l = 1; : : : ; 2 n ? 1: be a 1-regular orthonormal wavelet basis as in 13, Chapter 3]. We adopt the shorter notation j;k;l = , with 2 = Z Z n f1; : : : ; 2 n ? 1g. For simplicity we consider only the case of wavelets of compact support, and assume thus that the wavelets satisfy the conditions in 13, p. 108]; in particular supp mI( ), where m is a constant ( xed throughout this section) and for every = (j;k; l) 2 we use I( ) to denote the dyadic cube I( ) = fx : 2 j x ?k 2 0; 1) n g: Thus (6.2) follows. Conversely, suppose that (6.2) holds; multiplying f by a constant, we may assume that T a; (I) 1 for every dyadic cube I. In particular, T a;0 (I) T a; (I) 1 for every dyadic cube I, and thus, by 13, Section 5.6], f = X a( ) 2 BMO(R n );
with the sum converging e.g. in the weak topology on BMO(R n ). We will show that f 2 Q (R n ), with kfk Q (R n ) C. The nal sum equals jf(x) ? f(y)j 2 jx ? yj n+2 dx dy C; nally, Remark 1.1 yields f 2 Q (R n ) and kfk Q (R n ) C. Uniqueness of f follows from the uniqueness in BMO(R n ); if f; g 2 Q (R n ) BMO(R n ) have the same wavelet coe cients, then they de ne the same linear functional on H 1 (R n ) and thus f = g as elements of BMO(R n ) (i.e. modulo constants), see again 13, Section 5.6].
7. The dyadic counterpart We de ne a dyadic analogue of Q (R n ) and give some results relating the two spaces.
Once again, recall that D is the set of all dyadic cubes in R n , and de ne the dyadic distance (x; y) between two points in R n by (x; y) = inff`(I) : x; y 2 I 2 Dg: Relations between Q (R n ) and Q d (R n ). We rst observe that if we consider all cubes I with dyadic edge lengths in Theorem 7.2, instead of just dyadic cubes, we obtain instead Q (R n ).
Lemma 7.7. Let ?1 < < 1. Then Q (R n ) equals the space of all functions f on R n such that sup I f; (I) < 1, where I ranges over the set of all cubes in R n with dyadic edge lengths. Moreover, kfk Q (R n ) sup I f; (I) 1=2 .
Proof. Immediate by Remark 1.1 and Lemmas 5.3 and 5.4.
Let t denote the translation operator t f(x) = f(x ? t). Theorem 7.8. Let ?1 < < 1. Then f 2 Q (R n ) if and only if t f 2 Q d (R n ) for all t 2 R n and sup t k t fk Q d (R n ) < 1. Moreover, kfk Q (R n ) sup t k t fk Q d (R n ) .
Proof. Since every cube of dyadic edge length is the translate of a dyadic cube, Lemma 7.7 and Theorem 7. 
