Clonal interference, the competition between lineages arising from different beneficial mutations in an asexually reproducing population, is an important factor determining the tempo and mode of microbial adaptation. The standard theory of this phenomenon neglects the occurrence of multiple mutations as well as the correlation between loss by genetic drift and clonal competition, which is questionable in large populations. Working within the Wright-Fisher model with multiplicative fitness (no epistasis), we determine the rate of adaptation asymptotically for very large population sizes and show that the standard theory fails in this regime. Our study also explains the success of the standard theory in predicting the rate of adaptation for moderately large populations. Furthermore, we show that the nature of the substitution process changes qualitatively when multiple mutations are allowed for, because several mutations can be fixed in a single fixation event. As a consequence, the index of dispersion for counts of the fixation process displays a minimum as a function of population size, whereas the origination process of fixed mutations becomes completely regular for very large populations. We find that the number of mutations fixed in a single event is geometrically distributed as in the neutral case. These conclusions are based on extensive simulations combined with analytic results for the limit of infinite population size. microbial adaptation ͉ substitution process ͉ rate of adaptation ͉ index of dispersion ͉ Wright-Fisher model
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microbial adaptation ͉ substitution process ͉ rate of adaptation ͉ index of dispersion ͉ Wright-Fisher model I f two different beneficial mutations happen to occur from the wild-type simultaneously in an asexually reproducing organism and both survive against genetic drift, how will the population evolve? At first, both mutations will independently struggle against the wild-type and ultimately eliminate it. Once the wild-type becomes insignificant in the population, the mutants now compete with each other for fixation and eventually the mutation that has the larger fitness will be fixed. This phenomenon has been referred to as clonal interference (CI) (1) , and it has a long history in the discussion about the evolution and maintenance of sex (2) (3) (4) (5) (6) . In a sexual population, different beneficial mutations, rather than outcompeting each other, can recombine into a single genome, which implies an advantage compared with the asexual reproduction mode.
The key parameter governing the occurrence of CI is the number of beneficial mutations per generation N, where N is the population size and is the mutation probability per individual. When N is small, beneficial mutations arise and fix one by one and the population evolves by ''periodic selection'' (7, 8) . In this regime, the substitution rate and the rate of adaptation (RA; see Eq. 1) are linear functions of both N and . The onset of CI for N Ͼ Ͼ 1 implies, first, that the RA slows down (compared with the periodic selection limit), and second, that the selective advantage conferred by a mutation that does become fixed (and thus has survived the competition with other clones) is larger than that of typical beneficial mutations. There is considerable evidence for both effects from evolution experiments on viral and bacterial populations (8) (9) (10) (11) (12) . A more subtle prediction of CI theory is a certain temporal regularity in the process of substitution events, in the sense that the index of dispersion for counts (IDC) of the corresponding time series (the ratio of the variance to the mean of the number of events up to that time) becomes much smaller than unity for large populations (13) .
The first systematic statistical description of CI was developed by Gerrish and Lenski (GL) in 1998 (1) and has since been elaborated by several authors (11, (13) (14) (15) (16) . The GL theory is based on two important approximations. First, it neglects the occurrence of multiple mutations, i.e., all mutations are assumed to arise from the wild-type. This is plausible only when N is small, so that the time between subsequent mutation events is long compared with the time during which the mutant clone destined for fixation makes up a significant fraction of the population, but it must surely break down in the CI regime where N Ͼ Ͼ 1 (17) . Second, the survival of a mutation against genetic drift is assumed to be independent of its success in the clonal competition process. The following argument shows that this assumption implies an overestimation of the survival probability of a superior mutation arising during the fixation process of an earlier established clone. Consider a situation where the frequency of the wild-type and that of a mutant with selection coefficient s Ͼ 0 are 1 Ϫ f and f, respectively. Suppose that a new mutation with selection coefficient sЈ Ͼ s occurs from the wild-type background. What is the fixation probability of the new mutant, provided no further mutations are generated? According to GL, because of the independence of genetic drift and clonal interference, the survival probability is simply (sЈ), the fixation probability of the beneficial mutation against the wild-type background. However, the new mutation has to compete with a background population whose average selection coefficient is fs Ͼ 0, and hence the fixation probability is reduced to (sЈ Ϫ fs). The difference between the two expressions can be appreciable if the selection coefficients involved are large. Hence, the waste of mutations with large selective advantage is more probable than predicted by the GL theory, which clearly reduces the RA.
Whereas the mechanism described above gives rise to a quantitative correction to the GL theory, the effect of including multiple mutations is of a more fundamental nature, because they imply a conceptual ambiguity in the very definition of substitution events. According to a rigorous study of the neutral case (18, 19) , once multiple mutations are allowed, a fixation event can involve several mutations which fix simultaneously. In this situation, the processes of origination and fixation need to be distinguished, where the origination process consists of the events when a mutation destined to be fixed first appears in the population (20, 21) . Because the population is always polymorphic when N is large, a fixation event should be understood here as a change in the genotype of the most recent common ancestor of the whole population. After such an event, the set of mutations that all individuals share has increased by one or several mutations, which are thus fixed simultaneously. In contrast to the case of periodic selection (N small), these fixation events are not necessarily accompanied by selective sweeps. Rather, the genetic variability of the population is essentially stationary in time.
In the work of Gerrish (13) on the timing of substitution events multiple mutations were not allowed for. This guarantees that a single mutation is fixed in each substitution, and that the population is monomorphic immediately after the event. As a consequence, the sequence of substitution events can be treated as a renewal process (22) , because the population structure is reset to its initial state after each fixation. In the presence of multiple mutations, this simplification is not possible, and the statistical properties of the origination and fixation processes turn out to be markedly different (see below).
The purpose of this article is to examine the consequences for the dynamics of asexual adaptation when the two key approximations of the GL theory, as outlined above, are relaxed. In all other respects, we maintain the basic setting of the GL theory. In particular, we assume an unlimited supply of beneficial mutations, we assign a different randomly drawn fitness to each new mutation (infinite sites model), and we take the fitness effects of the mutations to be multiplicative (no epistasis). Below we present our results for the RA and the statistics of substitution events, which is followed by a discussion of the limitations of this work and a brief summary. A detailed description of the Wright-Fisher model of asexually reproducing populations that underlies our investigations can be found in Methods.
Results

Rate of Adaptation.
For the Wright-Fisher model with multiplicative fitness effects at finite population size N, it can be rigorously proven that the asymptotic increase rate of the mean logarithmic fitness (referred to herein as the rate of adaptation or RA) is the sum of the change produced by mutations in one generation and an entropy-like functional of the relative fitness distribution in the population (23) , that is,
where i ϭ w i,t /w (t) is the relative fitness, w i,t is the fitness of the ith individual at time t and w (t) its population average; throughout ͗. . .͘ means an average over independent samples. The distribution of selection coefficients s is taken to be of the form
with mean s b . The choice of an exponential distribution is standard in the field, and can be motivated by arguments from extreme-value theory (24, 25) . In our setting, the increase by mutations is ͗ln(1 ϩ s)͘ Ϸ s b , which is usually negligible for our choice of parameters s b ϭ 0.02, ϭ 10 Ϫ6 (see Methods). The second term on the right side of Eq. 1 is related to Fisher's fundamental theorem of natural selection (2, 26) . Indeed, if the i values are not far away from their mean value of unity, we can approximate ln i Ӎ i Ϫ 1 and see that the second term in Eq. 1 reduces to the variance of the relative fitness.
In supporting information (SI) Appendix, we show how the Wright-Fisher model can be solved exactly in the infinite population limit along the lines of (27) . In this limit the fitness increases for long times according to
which shows that the RA ln w (t)/t diverges logarithmically as t 3 ϱ. This is in contrast to the case of finite populations, where the relative fitness distribution i becomes stationary and the right side of Eq. 1 attains a finite limit; data illustrating the convergence are presented in SI Appendix. Fig. 1 shows the time dependence of the mean logarithmic fitness for finite and infinite populations. For our set of parameters, the different curves begin to deviate at t Ϸ 50. Within GL theory, one computes separately the expected rate of substitution and the expected selection coefficient of fixed mutations which, following the notation of (15), will be denoted by E[k] and E[s], respectively. Denoting by (s) the survival probability against genetic drift, the substitution rate reads (1)
and the average selection coefficient of a fixed mutation is (1)
, the RA of the Wright-Fisher model with multiplicative landscape is predicted to be (15)
Here, we compare these predictions to our simulation results. The integrals in Eqs. 4 and 6 were evaluated numerically using the expression (s) ϭ 1 Ϫ exp(Ϫ2s) (28) for the survival probability which (in contrast to the commonly used approximation (s) Ϸ 2s) remains valid also for large s (16) . An asymptotic analytic evaluation of the integrals using the full expression for (s) is given in SI Appendix. We simulated systems with population sizes from 10 3 to 10 9 and the number of independent samples ranged from 10 8 for N ϭ 10 3 to 32,000 for N ϭ 10 9 . As discussed above, in large populations the notion of a substitution event becomes ambiguous and one has to distinguish be- tween the fixation and origination processes that have in general different rates of occurrence (21) . The question then arises to which of these processes the GL substitution rate E[k] should be compared. Because the focus of the GL theory is on the fixation of single mutations, the origination process, which involves one mutation per event, rather than the fixation process, which can include multiple mutations, will be used here for the comparison.
To count the number of origination events up to a given time is rather cumbersome, although not difficult in principle: We have to keep track of the birth date for every mutation, and at its fixation (if it occurs), we have to increase the number of origination events at that time. Because we are interested here in the long time behavior of the origination process, we take an easier route and simply count the number of mutations fixed up to time t. Clearly, this number is smaller than the number of origination events, but the ratio of these two numbers approaches unity when the observation time is large. We also measured the number of mutations of the most populated genotype, which is the most directly available quantity in experiments. This number is clearly smaller (larger) than the number of origination events (number of fixed mutations), so again its rate of increase in the asymptotic limit is equal to the rate of substitution. Because the variance in the number of mutations in the population is bounded, the number of mutations in the most populated genotype is not much different from the mean number of mutations, which can be calculated analytically in the limit of infinite population size (see below). In Fig. 2, we present an example which shows the difference and similarity between these measures of the rate of substitution (for further details, see SI Appendix).
To obtain the mean selection coefficient of fixed mutations in the simulation, we wait until a fixation event occurs and calculate the selection coefficient(s) of the fixed mutation(s), comparing the fitness of each mutant to its direct precedent. The distribution of selection coefficients of fixed mutations can be found in SI Appendix. The RA can then be measured directly or indirectly using the relation in Eq. 7. The two procedures give identical results (see SI Appendix).
In Fig. 3 , simulation results for the RA are compared with the predictions of GL theory. For population sizes N Ͻ 10 4 , the evolution proceeds by periodic selection and the RA is given by the simple expression 4s b 2 N (see Fig. 3 Inset). Clonal interference starts to reduce the RA for N Ͼ 10 4 , and significant deviations between theory and simulation appear for N Ն 10 6 (note that these numbers depend on the chosen values of and s b ). However, even for populations as large as N ϭ 10 9 , the discrepancy is not dramatic, amounting to no more than 25%.
To gain further insight into the origins of the discrepancy, we show in Fig. 4 is fortuitous and that the GL theory eventually strongly underestimates the substitution rate in extremely large populations. As shown in SI Appendix, the GL expression (Eq. 4) for E[k] approaches s b for N 3 ϱ, a result that also follows from a simple extreme value argument. According to extreme value theory (see SI Appendix for a brief summary), the largest selection coefficient among mutations drawn from the distribution (Eq. 2) during one generation should be of order s b ln(N), which yields the fixation time for such a mutation to be t fix Ϸ ln(N)/(s b ln(N)) 3 1/s b for large N. Thus, because multiple mutations are disallowed, the rate of substitution must approach s b within the GL framework. In view of the exact result Fig. 4 , we now argue that for extremely large populations the GL estimate of this quantity will again become accurate. Recall Eq. 8, which means that, in every generation, one mutation appears that is destined to be fixed. Most probably, the fixed mutation will be the one with the largest selection coefficient, which on average is equal to s b ln(N). This is precisely the N 3 ϱ limit of E[s] obtained by Wilke (15) within the GL theory [see SI Appendix for a derivation using the full expression for (s)]. It is also consistent with the infinite population calculation presented in SI Appendix, which shows that the RA is determined by the upper bound of the support of the distribution of selection coefficients; in a finite population with unbounded selection coefficient, s b , ln(N) effectively plays the role of this bound. Thus the relative error of E [s] in Fig. 4 is expected to reach a maximum and then decrease to 0 as N becomes large.
Two general conclusions can be drawn from these considerations. First, despite its inherent approximations, the GL theory provides a reasonable description of the rate of substitution and the RA in the experimentally relevant range of population sizes (at least up to N ϭ 10 9 ). Second, the deviations between simulations and theory that can be observed in this regime (as depicted in Fig.  4 ) are a poor guide to the true asymptotic behavior as N 3 ϱ. In this sense, population sizes of order 10 9 are actually still rather small. This observation is further underscored by the fitness evolution curves in Fig. 1 . It might not be fair to compare the RA of a finite population with that of the infinite population, because the latter unlike the former increases, although slowly, indefinitely. Still, it is evident that the overlap between the fitness evolution of the infinite population and that of the finite population with N ϭ 10 9 in Fig. 1 is restricted to very short times. Substitution Events. We now turn to the temporal statistics of substitution events in the CI regime. This issue was first addressed by Gerrish (13) , who argued that CI renders the substitution process more regular than the random Poisson process through which the beneficial mutations arise. Based on the GL theory, he predicted that the IDC of the substitution process approaches a universal value for large populations, which is significantly smaller than the value of unity characteristic of a Poisson process. In view of the distinction between the number of fixed mutations and the number of fixation events that becomes necessary in the presence of multiple mutations, it is obviously important to clarify to which (if any) of the two processes Gerrish's argument applies.
In our simulations, we observe the mean and variance of the number of fixed mutations and of the number of fixation events to increase linearly in time. It is then convenient to introduce the increase rates of the mean and variance of the origination (fixation) process, which will be denoted by E O (E F ) and V O (V F ), respectively. Hence, the average number of fixation events until generation t is ϷE F t and so on. The IDC of each process is I X ϭ V X /E X , where X stands for either F or O. In the previous section, E O was used for comparison with E[k] predicted from the GL theory.
To understand how the fixation and origination processes are related, we introduce the probability distribution J(k) of the number of mutations (k) fixed in a given fixation event. Fig. 5 shows that J(k) follows a geometric distribution with success probability q J͑k͒ ϭ q͑1 Ϫ q͒ kϪ1 .
[9]
This is similar to the known behavior in the case of neutral mutations, where q ϭ 2/(2 ϩ N) for the Moran model (18, 19) . Fig.  6 depicts the N-dependence of q. For N Ͻ 10 4 we have q Ϸ 1, because the fixation of multiple mutations is very rare in the regime of periodic selection. In the CI regime, q decreases with increasing N, similarly to but much more slowly than in the neutral case. For the largest population size, q Ϸ 2/3, which implies that the average number of mutations fixed in a single event is 1/q Ϸ 1.5. Now let us proceed to the analysis of the IDC. In Fig. 7 , the rates of increase of the various quantities related to the substitution process are depicted. Two branching points are conspicuous. At N ϭ 10 4 , E X starts to deviate from the V X (as before X represents either F or O), which means that the sequence of substitution events begins to deviate from the random Poisson process generating the mutations, and, in turn, the low population limit expression 4s b 2 N for the RA becomes invalid (see Fig. 3 Inset). From around N ϭ 10 5 , the rates associated with the fixation and origination processes start to deviate. Hence, multiple mutations become important in the evolution, which is also reflected in the deviation of the GL prediction from the simulation data in Fig. 3 . It is evident from Fig. 7 that the IDC of the fixation process is different from that of the origination process if N Ͼ 10 5 . The data displayed in Fig. 8 show that Gerrish's prediction (13) of an asymptotically constant, nonzero but sub-Poissonian IDC applies neither to the origination process, nor to the fixation process. Instead, the qualitative nature of the IDC of the two processes becomes distinct for N Ͼ 10 6 , with the origination (fixation) process becoming more regular (more random) as the population size becomes large. The question then naturally arises what to expect as N 3 ϱ.
For the origination process, the simulation suggests I O 3 0. We now argue that this is indeed the case. As discussed before, the number of origination events, the number of mutations of the most populated genotype, and the population average of the number of mutations are interrelated. Hence, the IDC of the origination process can be calculated from that of the average number of mutations in the population. However, as the population size becomes large, the distribution of the number of mutations in the population becomes deterministic and evolves according to the infinite population evolution equations given in SI Appendix. Hence, the origination process also becomes completely deterministic and the IDC that reflects the variation between the number of origination events among different realizations of the stochastic evolution must vanish.
Based on this observation along with that of the geometric distribution J(k), we can develop a phenomenological prediction as to how I F behaves as N 3 ϱ. Because the origination process becomes deterministic for large populations, we can rescale the generation time in terms of the rate of origination events (in fact, the two rates become identical for N 3 ϱ, because E O ϭ E[k] 3 1). The fixation process can then be approximated as a Bernoulli process consisting of repeatedly performing independent but identical Bernoulli trials with success probability q(N) at each (scaled) generation. This picture implies a set of simple relations between the quantities characterizing the two processes. First, because the mean number of mutations fixed in an event is 1/q, the relation E F ϭ qE O holds as an identity. Second, because the IDC of the Bernoulli process is 1 Ϫ q (22), we expect that I F Ϸ 1 Ϫ q and V F Ϸ q(1 Ϫ q)E O for large N. It can be seen from Figs. 7 and 8 that these relations are rather well satisfied already for moderate population sizes N Ͼ 10 7 . This agreement is quite remarkable, because even for the largest accessible population size N ϭ 10 9 the rate E O of the origination process is two orders of magnitude smaller than the asymptotic limit (Eq. 8).
Having established a link between I F and q, we now argue that q(N) will decrease to zero as N 3 ϱ. Because two fixation events are on average separated by 1/q origination events (or scaled generations), the fixation time for any one of these originating mutations is of order 1/q. As discussed above, the initial genotype (or wild type) will be removed at time Ϸ1/s b , because the largest selection coefficient is Ϸs b ln(N). After the wild type is removed, the subsequent fixation events are determined by clonal interference. Because the mean difference between the largest and the second largest selection coefficient in the population is s b (see SI Appendix for calculation), the selective advantage of the fittest clone against the second fittest clone is only Ϸ1/ln(N). Hence, fixation will occur after a time of order ϷO((lnN) 2 ), which diverges for N 3 ϱ, and it follows that q 3 0 in this limit.
According to the above argument, q decreases logarithmically for very large N, which explains the slow decrease seen in Fig. 6 . This should be compared with the neutral mutation model, where the fixation time is of order N and accordingly q decreases proportional to the inverse of the population size (18, 19) . The slow decrease of q appears to be linked to the presence of mutations with a distribution of selection coefficients. Our preliminary study of a model (17) in which all mutations confer the same selective advantage indicates a faster decay of q(N). This finding is consistent with the fact that in such a setting there is a high degree of degeneracy in the fitness of different genotypes, which brings the behavior closer to the neutral case.
Summary and Discussion
Limitations of the Model. The model studied here may appear to have two significant shortcomings: the neglect of deleterious mutations and the assumption of an unlimited supply of beneficial mutations. Regarding the first issue, in the large populations of interest here, Muller's ratchet (5, 29, 30) can be safely disregarded and a mutation-selection equilibrium can be assumed to exist for the deleterious mutations. This is consistent with the deterministic calculation in the infinite population limit, which shows that the increase of the fitness in the asymptotic regime is only governed by the effect of the beneficial mutations irrespective of the strength and the rate of the deleterious mutations (see SI Appendix). According to the studies by Orr (14) and Wilke (15) , the population size N in our model can then be interpreted as the population size of the genotype without deleterious mutations, that is, N ‫ۋ‬ N exp(ϪU/s d ), where U is the rate of the deleterious mutation and s d is the strength of a deleterious mutation (30) .
In the absence of Muller's ratchet, deleterious mutations can be fixed only by hitchhiking with beneficial mutations. If U/s d Ͻ 1, the subpopulation without deleterious mutations is larger than that with one deleterious mutation (30) . Using extreme value statistics, it is then easy to see that most of the fixed beneficial mutations arise from the genotype without deleterious mutations. On the other hand, if U/s d Ͼ Ͼ 1, beneficial mutations occurring in genotypes with a few deleterious mutations can have larger fitness than those in the genotype without deleterious mutation. In this regime, fixation of deleterious mutation by hitchhiking can frequently happen and may change the statistics of the fixation and origination processes. Hence, the results of this paper remain applicable when U/s d is sufficiently small.
The assumption of an unlimited supply of beneficial mutations is common to most theoretical work on clonal interference (1, (13) (14) (15) 17) , but it is strictly true only for an infinite number of sites. A population evolving on a finite space of genotypes sooner or later approaches a fitness peak and the supply of beneficial mutations accordingly dwindles (31, 32) . At the same time, beneficial mutations become recurrent, which alleviates the effect of CI (33, 34) . As long as the fitness landscape remains static, the applicability of our results is therefore limited to an early time regime where the finite extent of the genome is not yet felt. On the other hand, the continuous supply of beneficial mutations can also be thought to mimic a situation where the environment changes over time. In this case, the comparison of the fitness between two genotypes adapted at different environment is meaningless, and hence the overall RA cannot be read off from an increase of the mean fitness. Our results for the rate and statistics of substitution events may nevertheless be applicable, provided the environmental change is slower than the time scale of the fixation and this change does not affect the mean selective advantage significantly.
Summary.
We have presented a detailed study of asexual adaptation in large populations, where CI is common. Two key simplifying assumptions of the established theory of CI (1) were identified and shown to have opposite effects on the rate of adaptation. For the population sizes that are accessible to our simulations (up to N ϭ 10 9 ), the correlation between clonal interference and survival against drift leads to a moderate decrease of the adaptation rate compared with the Gerrish-Lenski prediction, but for larger populations (or larger values of N) we predict a significant speedup of adaptation due to multiple mutations. In contrast, the effect of multiple mutations on the statistics of substitution events is important throughout the range of population sizes where CI occurs. We have shown that Gerrish's prediction of ''rhythmic'' adaptation, in the sense of a decreased index of dispersion for counts of substitution process (13) , is qualitatively correct as far as the origination process is concerned, but the distinction between the processes of origination and fixation is crucial. The two are linked through the geometric distribution of the number of mutations fixed in a single fixation event characterized by a single parameter q, which succinctly encapsulates the statistical structure of the substitution process.
Methods
Our numerical work is based on the Wright-Fisher model of asexually reproducing organisms with fixed population size N. The reproduction scheme is as follows: Each individual i is assigned fitness w i,t (i ϭ 1, . . . , N) at generation t. Initially, all individuals have the same genotype and accordingly same fitness w i,0 ϭ 1. The probability that a parent of an individual in the next generation is i is w i,t /(w (t)N), where w (t) ϭ ¥ iϭ1 N w i,t /N is the mean fitness at generation t. In the actual simulation, we did not discern different progenitors if they have the same genotype. Instead, the number of progeny of a given genotype is determined from the multinomial distribution with the probability also proportional to the population of that genotype. The multinomial distributed numbers are chosen by sampling correlated binomial random numbers, as described in SI Appendix; see also ref. 35 .
Once an offspring has chosen its parent, a mutation can change its genotype with probability . For simplicity, every mutation is assumed to change only one nucleotide and we neglect the effect of deleterious mutations, that is, every mutation is beneficial (a discussion of the consequences of including deleterious mutations can be found in Summary and Discussion). When a mutation occurs in an individual whose parent is i, its fitness becomes w i,t (1 ϩ s) , where s is a random number drawn from the exponential distribution (Eq. 2). If no mutation occurs, the offspring simply inherits the fitness of its parent. The above steps are repeated until the end of the observation time, which is set to 20,000 generations in this paper. In the simulations presented here, the mutation probability and the average selection coefficient are set to the values ϭ 10
Ϫ6
and s b ϭ 0.02, respectively, and the focus is on the variation of the population size N.
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