We investigate the effect of viscosity on a steady, transonic flow for which the in viscid limit has a nodal solution topology near the critical (sonic) point. Unlike the usual saddle or X-type topology, for which there are just two distinct transonic solutions (one accelerating and one decelerating), a nodal topology consists of a degenerate family of solutions that converges on the shallower of the two possible critical-point slopes, which are now either both accelerating or both decelerating. We find that the effect of including viscosity is qualitatively different and, in a sense, opposite for the accelerating and decelerating cases. For the accelerating case, viscous solutions tend to repel each other, so that a very delicate choice of initial conditions is required to prevent them diverging; indeed, only the two critical solutions extend to arbitrarily large distances into both the subsonic and supersonic flow. For the decelerating case, however, the solutions tend to attract, and so an entire two-parameter family of solutions now extends over large distances. The general effect of viscosity on the solution degeneracy of a nodal topology is thus to reduce or limit it for the accelerating case, and to enhance it for the decelerating case. The implications of these results for various astrophysical flows (e.g., solar wind, stellar and galactic winds, and accretion flows) are discussed. Subject headings : hydrodynamics -shock waves -stars : winds I. INTRODUCTION A smooth, steady-state transition between subsonic and supersonic inviscid flow can be characterized by the nature of the associated critical point. A common example is the solar wind, for which the solution topology near the critical (sonic) point is described as "X" or saddle type, with two distinct solutions, one accelerating and one decelerating, that cross at the critical point. However, in other types of transonic flows [e.g., radiatively driven stellar winds (Poe, Owocki, and Castor 1990), or deceleration of a supersonic wind by drag from interstellar or cometary neutrals (Wallis 1971(Wallis , 1973 Holzer 1972 Holzer , 1977 or cosmic rays (Ko and Webb 1987; Zank 1989)], the body forces acting on the flow can depend explicitly on the flow velocity, as well as on the spatial coordinate. It then becomes possible for the transonic flow solutions to attain a quite different, nodal topology, for which the two possible critical point slopes now have the same sign (i.e., either both accelerating or both decelerating).
I. INTRODUCTION
A smooth, steady-state transition between subsonic and supersonic inviscid flow can be characterized by the nature of the associated critical point. A common example is the solar wind, for which the solution topology near the critical (sonic) point is described as "X" or saddle type, with two distinct solutions, one accelerating and one decelerating, that cross at the critical point. However, in other types of transonic flows [e.g., radiatively driven stellar winds (Poe, Owocki, and Castor 1990) , or deceleration of a supersonic wind by drag from interstellar or cometary neutrals (Wallis 1971 (Wallis , 1973 Holzer 1972 Holzer , 1977 or cosmic rays (Ko and Webb 1987; Zank 1989) ], the body forces acting on the flow can depend explicitly on the flow velocity, as well as on the spatial coordinate. It then becomes possible for the transonic flow solutions to attain a quite different, nodal topology, for which the two possible critical point slopes now have the same sign (i.e., either both accelerating or both decelerating).
More importantly, however, the shallower of these two slopes consists of not one, but a continuum of solutions converging on the critical point from both the subsonic and supersonic domains. Since this means that a range of subsonic initial conditions can give rise to supersonic flow at large distances, such nodal solutions may be considered degenerate. Furthermore, since all the solutions pass through the critical point with the same slope, the physical conservation equations, which in the inviscid case constrain only the flow velocity and its first derivative, do not exclude the possibility of " crossovers " among the solutions at the critical point. If one allows for this possibility, then such nodal solutions may be considered two-fold degenerate, since solutions satisfying a range of boundary conditions in both the subsonic and supersonic regions can be connected at the sonic point with a continuous first (at least) derivative.
The question then arises as to how the inclusion of physical processes that involve higher-order flow derivatives (e.g.. viscosity) will alter the nodal solution topology and its associated degeneracy. In the inviscid case, as one moves in either direction away from the nodal critical point along the shallower slope, the degenerate family of solutions initially move apart, but thereafter the slope of all but one converges asymptotically on the steeper of the two critical values. Thus, in making the transition between subsonic and supersonic flow, all solutions except for the two critical ones must on some scale undergo a bend from steep to shallow slope. For at least a subset of the degenerate family of solutions, this bend will be on a scale such that normally small viscous diffusion effects, ignored in the inviscid flow treatment, should now become important.
The effect of including viscous terms on a transonic flow has been studied previously only in the context of a saddle-type solution topology like the solar wind. Initially, Scarf and Noble (1965) claimed that viscous effects can greatly affect the flow, leading to large increases in the speed near and beyond the sonic point (see also Whang, Liu, and Chang 1966) ; Parker (1965) , however, argued that including such conventional viscosity terms leads to erroneous results. The situation was substantially clarified in subsequent work by Axford and Newman (1967) and Dahlberg (1970) , who showed how to choose the correct solution, and by Summers (1979) , who emphasized that such large flow speeds implied unphysical boundary conditions. The end conclusion was thus that, just as in the inviscid problem, only one solution allows smooth transonic flow from the wind base to a finite (and thus physically acceptable) supersonic speed at a large distance downstream.
By analogy with the saddle-type case one might expect viscous effects on a nodal topology to involve a similar dichotomy between bounded and divergent solution behavior. As we show below, this is indeed the case, but the way it occurs in the nodal topology has some interesting differences from the saddle case. Perhaps most striking, however, is the qualitative difference in the effects for the accelerating and decelerating nodal flow. In particular, it appears that the viscosity tends to diminish the degeneracy in the former case, but actually enhance it in the latter.
The remainder of this paper is organized as follows. After a brief review ( § II) of the properties of inviscid flow solutions, we introduce ( § III) the viscous terms and show that in the accelerating nodal case the viscous flow solutions have a strong tendency to diverge. We next formulate ( § IV) a boundary value problem for obtaining the nondivergent solutions, and we solve this for the accelerating and decelerating nodal cases. We then ( § V) present analytic analyses of certain special cases that help explain the properties of the numerically obtained general solutions. Finally ( § VI), we discuss the implications of our results for various types of astrophysical flows.
II. INVISCID FLOW EQUATIONS
As a prelude to considering viscous effects in § III, let us first review the nature of steady transonic solutions in the inviscid case. In general, a transonic flow results from the combined effects of gas pressure and external body forces. In order to arrive at results of general applicability, we shall not consider any explicit, detailed expression for the relevant body forces, but simply assume them to be given functions of space and flow velocity. Furthermore, to avoid unnecessary complication we will restrict our analysis to the simple case of onedimensional, isothermal flow. Combining the equations for conservation of mass and momentum then leads to a single flow equation of the form where v, a, and r are the flow speed, sound speed, and spatial coordinate and the generic force-per-unit-mass g(r, v) represents both body forces (e.g., gravity, driving forces), as well as any part of the gas pressure force associated with changes in the flow tube cross section. Equation (1) has a critical point at r = r c , where both v = a and g(r c , a) = 0 simultaneously. The nature of the flow solutions can be conveniently examined by expanding about this point. As is shown in detail in Appendix A, within a certain region whose size is much smaller than any competing curvature scales like (dg/dr) \ c )/(d 2 g/dr 2 ) \ c or a/(dv/dr | c ), the inviscid flow near x = 0 can in general be described by an equation of the form y fx = AX + By '
where y = v/a -\ and x = r/r c -1 are the velocity and spatial coordinate, both normalized and defined relative to the critical point value. Here A = {r 2 /2a 2 \dg/dr) \ c and B = (r c /2a)dg/dv \ c are constants given by the spatial and velocity derivatives of the body forces acting on the flow near the critical point. As noted by Wallis (1971 Wallis ( , 1973 and Holzer (1972 Holzer ( , 1977 , these constants determine the solution topology: If B 2 + 4A < 0, then the topology is a focus, and there are no transonic solutions. Otherwise, the topology is either a saddle (if A > 0) or a node (if A < 0).
The solutions of equation (2) are of the form (see, e.g., Boyce and DiPrima 1969, chapter 9) 
and the integration constant q is fixed by the boundary condition y 0 = y(x = x 0 ) through
By solving equation (3) for y(x) with various choices of q, one can then draw the solution topologies, as illustrated in Figure  1 . For example, for gas-pressure-driven, spherical outflow against gravity (e.g., simple solar wind), B ~ dg/dv = 0 and A ~ dg/dx > 0, and so the topology is saddle-type with A ± = ± (Fig. la) . Even with velocity dependent body forces such that £ 0, the topology remains saddle if A > 0, except that now the two slopes A ± no longer have the same absolute value.
Our primary interest here, however, is in the case B ^ 0 and A < 0, for which the topology is of the nodal type. The special case A = -2, £ = 3 provides an instructive example in which this nodal solution topology can be solved explicitly. In this case, the critical point slopes are A+ =2 and = 1, so that the implicit solution (3) is simply a quadratic, with explicit 1991ApJ. . . 368. .4910 No. 2, 1991 EFFECT OF VISCOSITY solutions (q + 4x) ± sjq(q + 4x) y = ^ • (6) Figure lb illustrates the solutions for the two values g = 0 and g -► oo, corresponding to the straight line solutions with slopes /l + = 2 and = 1 (heavy solid lines), and for the various values 0 < I g I < oo (light solid curves) representing curved, noncritical solutions.
The behavior of the solutions for finite q is of interest. Far from the origin y -À_x may become large, but since < /l+, (y -À_ x) x~/x+ will become large more slowly than x, so y will be asymptotic to >1+ x, and we see that the correction term to À+x is 0(x A_M+ ). This argument can be inverted for the asymptotic behavior as the origin is approached, y -À + x will certtainly become small, no larger than 0(x), so y -i _ x will be 0(x A+M_ ), which is smaller still, Then y tends to x with a correction term which is 0(x A+/A_ ). The constant q stands for the one arbitrary constant in the general solution of (1), and we see that it fixes the coefficient of the correction term in both the large x and small x asymptotic expressions. That is, apart from the exceptional solution with 1/g = 0, all solutions behave as y = x in the limit of small x, but with a correction 0(x A+/A_ ) that varies with q.
An important point is that for all solutions with finite q, the slope must "bend" from À+ to À_ as x declines from large to small values, with the sharpness of this bend being greatest for q ae 0. For at least a subset of these solutions, the bend will be on a sufficiently small scale that viscous effects become important, even if the diffusion coefficient is small. Let us therefore investigate the consequences of including such a small viscous term.
HI. EFFECT OF VISCOUS DIFFUSION a) Viscous Flow Equations
Viscous diffusion has the effect of smoothing differences in velocity within a flow. For the one-dimensional case considered here, it is the longitudinal viscosity, which acts along the flow direction, that is relevant. The viscous force-per-unitmass includes a term proportional to the second derivative of the flow velocity, where the " kinematic " viscosity v = n/p is related to the usual "coefficient of viscosity" p through the density p. In general (i.e., in a flow with nonvanishing divergence, or with a varying viscous coefficient p), the viscous force also contains additional terms proportional to the velocity and its first derivative (e.g., Batchelor 1967; Hundhausen 1972) . For the present analysis, the former can be readily incorporated into the generic body force g(r, v) on the right side of equation (1), but the latter would have to be included with the inertial term on the left side of equation (1), thus altering the effective critical velocity. For our purposes, however, this effect is of secondary importance, and so it is neglected to allow full concentration on the more fundamental effect, namely the increase in the order of the flow equation when the viscous term in equation (7) is included.
The general effect of this term will be to even out velocity variations on a viscous scale v/a or smaller. For most transonic flows of interest, the viscosity is so weak that this scale is well ON TRANSONIC FLOW 493 below any competing macroscopic flow scale. In particular, it is typically much smaller than the scale within which the nondimensionalized flow equation (2) applies near the critical point. We may thus examine the effect of viscosity on the flow solutions by generalizing equation (2) to include a secondorder viscous term -D^ + yj-= Ax + By,
dx z dx where the nondimensional diffusion coefficient D = 4v/3ar c is taken here to be a constant. Actually, since the inviscid equation (2) is unchanged when both y and x are scaled by an arbitrary factor, it is itself scaleless. Indeed, the inviscid solution topology centered on the critical point is self-similar for any size region below the scale of curvature terms neglected in deriving equation (2) (see Appendix A). Thus, so long as the viscous scale 4v/3a is much smaller than the scale of such neglected curvature terms, one may, with no further loss of generality, rescale equation (8) such that D = 1. We shall adopt this scaling in all our subsequent analysis, but it should be remembered that the results obtained are thereby referred to the appropriate viscous length 4v/3a.
b) Numerical Initial-Value Solutions for Accelerating Flows Although apparently quite simple, equation (8) is a nonlinear, second-order differential equation which cannot be reduced in order by transformations (see Appendix B), and which does not in general admit an elementary analytic solution. Certain special cases of interest, e.g., ^ = 0 or B = 0, can be solved analytically, and these solutions are discussed in § V. But in the general case we must resort to numerical methods to study its properties. Since it is second-order, we must now specify two independent constraints, either as initial conditions at some starting point, or as boundary conditions. Let us first examine what happens if we take an initial value approach and integrate equation (8) numerically (using an adaptive-step Runge-Kutta method) from a starting point, chosen (somewhat arbitrarily) at x 0 = -1, one viscous scale length to the left of the inviscid-flow sonic point. In an attempt to keep close correspondence with the inviscid case, let us for now fix one initial condition such that the inviscid equation (2) be satisfied at that point, implying that y"(x = x 0 ) = 0, but then obtain solutions for various choices of the second condition, namely the initial value y 0 = y(x = x 0 ). Figures 2a and 2b illustrate results for accelerating transonic flows (the decelerating case is considered in § IVc) in which the corresponding inviscid solutions have respectively saddle and nodal topologies. Note that, for both the saddle and nodal cases, the critical solutions are entirely unaffected by the viscosity because, being just straight lines, the second derivative of the velocity, and thus the viscous force (see eq.
[7]), vanishes everywhere. These solutions define useful dividers among regimes of quite different viscosity effects on the noncritical solutions.
The results for the saddle case ( Fig. 2a ) confirm those found in previous studies by Axford and Newman (1967) , Dahlberg (1970) , and Summers (1979) . The straight line represents the accelerating critical solution that is unaffected by viscosity. The remaining curves represent noncritical solutions for which the initial values y 0 are specified to be within ±10%, 1%, 0.1%, or 0.01% of the critical value y 0 = -1. Note that solutions beginning above the accelerating critical solution are now prevented by viscous effects from approaching infinite slope, as they do in the inviscid flow; but once viscous terms become dominant, they remain so, eventually causing the velocity to diverge, and limiting the spatial range over which the solution exists (see § § VI and Va). As emphasized by Summers (1979) , such solutions require an infinite flow energy and so are excluded as physically acceptable solutions, just as they are in the inviscid analysis. On the other hand, solutions beginning below the critical solution, which in the inviscid case would remain exclusively subsonic, now can become briefly supersonic before undergoing a relatively steep, shocklike deceleration and then asymptotically becoming parallel to the decelerating critical solution. In an actual solar or stellar wind problem, such solutions enable matching onto general outer boundary conditions with a finite pressure. Figure 2b shows the results for the nodal case, which has not been previously studied. The two straight lines represent the two critical solutions unaffected by viscosity; the remaining curves represent noncritical solutions for which the initial values y 0 are specified to be within ±10%, 1%, or 0.1% of either of the critical values y 0 = -1 or y 0 = -2. Note that now all these noncritical curves, including those initially only ±0.1% away from a critical line, diverge to infinite velocity gradient within only a few viscous scale lengths of becoming supersonic. In some cases the divergence is direct; in others the solutions initially decelerate, but then, instead of forming shocklike transitions to a subsonic flow (e.g., as in the saddle case, see Figs. 2a and 2b), they rebound and diverge to an infinite slope! In still other cases (see Figs. 8 and 9 below) solutions can oscillate about the lower critical line several Vol. 368 times before diverging. The causes of this rather elaborate and unexpected solution behavior will be clarified in the analysis below ( § V). For now, let us simply note that, since these divergent solutions presumably all require infinite flow energy, they are not physically acceptable states.
The question thus arises : What happened to all the relatively smooth noncritical solutions in the nodal topology? Intuitively, we expect that adding only a small amount of viscosity should have little effect on these solutions, at least in the local region within a few viscous scales of the critical point. Yet all the noncritical solutions plotted in Figure 2b appear to have been dramatically affected by the addition of viscosity.
The answer to this puzzle lies in our limited choice of initial conditions. In going from a first-order to a second-order equation, we gain an additional initial condition to specify, and this new freedom means that there can be an entire set of new solutions with no inviscid analog. Thus, if we wish to compare directly with the inviscid case, we must be very careful in choosing this extra condition. To determine what is the appropriate choice, we must vary the initial values of both y and ÿ, and not restrict ourselves, as above, to a specific condition on /.
IV. BOUNDARY VALUE PROBLEM FOR NONDIVERGENT
VISCOUS SOLUTIONS Let us now examine the nature of the viscous solutions for the accelerating nodal case when we allow for general variations in both possible initial conditions. One question we wish to answer is whether, in addition to the two, straight-line, critical solutions, there are further solutions to the viscous equation (8) that extend from x-»-oo to x->+oo without diverging. By " diverging " we refer here to the rapid divergence in slope exhibited by the noncritical solutions seen in Figure 2 . Of course, even for the critical solutions of (8), y -► ± oo as x -> ± oo, but only as x; thus / and so, for example, y/x remain finite, which is not the case for the much more severe divergence of the noncritical solutions. Only such "nondivergent" (slope) solutions can represent the physical transition between subsonic and supersonic flow regimes that are separated on a scale much greater than the viscous scale. The requirements of boundedness in, say, / as x -► ± oo, thus represent the general boundary conditions for physically meaningful solutions, and the problem of determining these solutions constitutes a boundary value problem. a) Shooting Method for Accelerating Solutions To solve this boundary value problem, we use an initial value, "shooting" approach. Trial solutions are integrated from some finite initial location x 0 at which we vary the initial conditions y 0 and y' 0 . Since solutions of the viscous equation (8) (like those of the inviscid equation [2] ) must be symmetric to 180° rotations in the y-x plane, it is convenient to choose the initial point along the y-axis, i.e., x 0 = 0. The nature of solutions in the half-plane x > 0 are thus determined by integrating in the +x direction from initial conditions specified along this axis; solutions in the other half-plane x < 0 then follow from letting x, y -x, -y. To determine all the nondivergent solutions extending from x-> -ootox-> ±oo, we must first identify the solutions that extend from x = x 0 = 0 to x -h oo ; we then must seek pairs of such solutions whose initial values y 0 1991ApJ. . .368. . To identify all the nondivergent solutions in the x > 0 halfplane, we have carried out many trial integrations with various initial slopes y' 0 at various initial values y 0 along the y-axis. For the standard nodal topology case (A = -2,B = 3), Figure 3 illustrates both the y versus x (left panel) and y f versus y (right panel) variations of some of these trial solutions. Note first that solutions starting at the origin (i.e., x 0 = y 0 = 0; Fig. 3b ) with various y' 0 are qualitatively similar to those obtained above by integrating from x 0 = -1 with fixed y" = 0 and various y 0 (see Figs 2b and 3b) ; again all but the two, straight-line critical solutions diverge at finite x. The corresponding y' versus y plot (Fig. 3b, right panel) shows that, except for the two critical solutions for which y' = = 2, 1, the derivative y' also diverges; for y¡, > A+, the divergence is direct, but for y¡, < ¿+, the solutions first loop downward, then spiral around, and finally attain, at some negative y, a monotonically increasing y'. (The origins of this looping behavior will be examined below; see § Vfr).
For y 0 # 0, the "nondivergent" solutions are no longer straight lines, and their initial slopes y' 0 are no longer given simply by 2 ± . Nonetheless, we can still readily locate these critical solutions with an automated search algorithm. For a given y 0 , we first try various initial slopes until we find one for which the divergence is direct, and another for which the slope first becomes negative. From inspection of Figures 2b or 3b, it is clear that the initial slope that gives a nondivergent solution (if it exists ; see below) must lie between two such guesses. We thus integrate the guess solutions toward some relatively large target distance, say x = 10, but stopping sooner if the slope either becomes negative, or exceeds some large, arbitrary value. The distance short of the target and the sense of the error are then used to correct the initial slope guess, using a standard secant method for numerical root finding. In practice, we find that the initial slopes must be very finely tunedtypically to more than 15 decimal places!-to reach even modest target distances (i.e., x ä 10) without diverging, but the method seems quite reliable for finding nondivergent solutions to this accuracy when they exist.
Using this method, we have found that the number of nondivergent solutions depends on the initial value y 0 . In particular, we find that, for small negative y 0 (e.g., for y 0 = -0.1 ; Fig.  3c ), there are still two such solutions that do not diverge within a few viscous scale lengths; the initial slopes required, yóí-) = 1.0831171111044 and ^(-h) = 1.81331102565388 for the particular case y 0 = -0.1, are intermediate to the slopes ^'(±) = À ± = 2, 1 for critical solutions through the origin. For slightly more negative y 0 , the initial slopes of the two nondivergent solutions get closer, until at y 0 = y 0min ae 0.176655 they become equal, with yó( + ) ^ y'oi-) Ä 1-414 » s/ -A (Fig-3d) . Finally, for still more negative y 0 (Fig 3c) , there are no such critical solutions ; all the solutions monotonically diverge within a few viscous scale lengths.
The properties of solutions beginning above the x-axis are rather more uniform; the results for y Q = +0.1 (Fig. 3a) typify those for all y 0 > 0. There is now only one nondivergent solution; at large x its slope always approaches the steeper critical value A+ = 2, but its initial slope at x = 0 ranges from y' 0 > À+ = 2 for y 0 > 0 to y' 0 < B = 3 for y 0 > 1. For initial slopes near the lower value y' 0 & one can still find bracketing solutions for which the divergence occurs either directly or after a dip; but the intermediate solution now forms a cusp at / = 0 in the y' versus y plane (see Fig. 3a , right panel) and does not reach beyond x ae 4.5. It thus appears that, for y Q > 0, there is no corresponding lower slope solution that extends to large distances without diverging.
Recalling the symmetry of the solutions to 180° rotations, this means that the nondivergent lower slope solutions found for negative y Q cannot be paired with corresponding solutions with positive y 0 , and so for y 0 ^0 lower slope solutions extending to both x -► ± oo cannot be formed. Furthermore, since the nondivergent steeper slope solutions all have y' 0 > À+ for y 0 < 0 but y' 0 < À+ for y Q > 0, they too cannot be paired. The situation is illustrated in Figure 4 , which shows all solutions crossing the y-axis at either y 0 + ±0.1 that extend to either x -► ± oo. Note that no single solution with y 0 # 0 extends to both x -* ± oo without diverging.
The overall consequences of these results are summarized succinctly in Figure 5 . The solid curve tracks the loci of initial values y' 0 and y 0 for which solutions reach x -► + oo without / diverging. By the above-mentioned symmetry, the reflection of this curve about the y^-axis, plotted as the dashed curve in Figure 5 , gives the analogous loci of solutions that reach to x -► -oo. Note that these solid and dashed curves intersect at only two points, namely for yó c (±) = A ± = 2, 1 on the y 0 = 0 axis, which are marked as heavy solid dots in Figure 5 . These correspond to the two original critical solutions passing through the origin, and we now see that they are the only solutions for which y/x remains bounded over the entire domain -oo < x < + oo.
b) Relationship Between Viscous and Inviscid Solutions
If we restrict ourselves to the subset of viscous solutions which extend to either x ± oo, then it becomes possible to make a more meaningful comparison between the inviscid and viscous solutions. Each of the inviscid solutions y(x) is in general characterized by the value of the parameter q in equation (3) (which for the simple nodal case A = -2,B = 3 yields the explicit ± roots of the quadratic formula [6]; see Fig. lb) . In Figure 5 , the loci of initial conditions for nondivergent viscous solutions are labeled to indicate the q parameters for the corresponding inviscid solutions. The identification of these correspondences was made in the following way. First, the two " critical " solutions with q = 0 (steeper slope) and 1/q = 0 (shallower slope) are easy to identify, since they are identical, straight lines in both the viscous and inviscid flows. Consider next the inviscid solutions of the " + " root that intersect the y-axis at y(x = 0) = q, with slope y(x = 0) = AE = 3; these can be identified with the nondivergent (as x -► + oo) viscous solutions that intersect the y-axis at y 0 > 0 (e.g., Fig. 3a ). For solutions with large yintercepts y a > l, the intercept slope approaches the inviscid value yj, -► AE = 3, but for solutions with y-intercepts near the origin, viscous effects smooth the solution and thus reduce the slope to near the steeper critical value, yó ^ A+ =2. Inviscid solutions of the " -" root intersecting the y-axis at y(x = 0) = -q can similarly be identified with the mirror image of the above viscous solutions, i.e., those that intersect at y 0 < 0 and remain nondivergent in y' as x -► -oo.
The two sets of viscous solutions that are nondivergent in y' as x -► -hoo, but with y-intercepts y 0 < 0 (e.g., Fig. 3c ) can likewise be associated with the portions of the noncritical solutions that, in the inviscid flow, pass through the origin. Recall that all such noncritical inviscid solutions are asymptotic to the steeper slope critical solution y = 2 + x far from origin x > 0, but then must bend over to the lower-slope solution y = A _ x before passing through the origin. The parameter q determines the curvature of these solutions at the origin, y" = + 2/q, and this characterizes the scale of the bend from the steeper to the shallow solution. Viscosity tends to smooth this bend, with the effect that solutions are deflected slightly and so can no longer pass through the origin. Solutions that reach to x -► + oo are concave downward at the origin (i.e., y" < 0), and so tend to be deflected downward, yielding yj, < 0.
The magnitude of the deflection is influenced by both the scale and the sharpness of the bend. For solutions near the shallow slope 1/q ^0 the bend is not very sharp, and so the deflection is small. On the other hand, for solutions near the steeper slope, q &0, the bend is sharp, but on a very small scale, and so again the deflection is small. The greatest deflection y 0 = -0.17665 occurs in a solution for which the bend occurs nearly on the viscous scale, i.e., for which q is 0(1) (Fig.  3d) . For still greater displacements from the origin, there are no solutions that remain nondivergent in y' as x -► + oo (Fig. 3e) . In general, the slopes y' 0 at which the nondivergent viscous solutions intercept the y-axis simply reflect how close their corresponding inviscid solutions are to the steeper or shallower critical solution. For example, the maximally deflected solution is (on a viscous scale) roughly intermediate between these critical solutions, and so it intercepts the y-axis with an intermediate slope y' 0 = yj -A = 1.414.
Overall we can see that, if we consider only viscous solutions that extend to either x -► ± oo without diverging, then the inviscid and viscous solution topologies are quite comparable. Of course, one difference is that the divergence in velocity gradient in the inviscid flow is manifest in the viscous case as divergence in the velocity itself. An additional, interesting effect is the smearing of the inviscid critical point. Inviscid, lower slope solutions passing through the critical point are slightly "split apart" by viscosity, in the sense that the analogous viscous solutions extending to x-> + oo (x->-oo) cross the y-axis within a small range of slightly negative (positive) y a (Fig. 4) . However, when viewed on a large enough scale, the viscous smoothing of the solutions, and their associated deflection from the origin, will be hardly noticeable. Seen in this way,
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it would now appear that, quite apart from the dramatic apparent effects suggested by Figure 2b , adding a small amount of viscosity actually has an appropriately small effect on an inviscid flow with a nodal solution topology. As will be discussed further in § VI, there are nonetheless some interesting implications for how one views the solution " degeneracy " of such a nodal topology.
c) Decelerating Nodal Case Let us next examine the effect of viscosity on the nodal solution topology when flow is decelerating. Such decelerating nodal solutions have applicability to accretion flows or winds that are slowed by frictional interaction, e.g., with cosmic rays, or with interstellar or cometary neutral gas. But it also provides an interesting counterexample to the accelerating nodal case considered above.
The detailed case we investigate is taken, in analogy with above, to have parameters A = -2 and B = -3, so that the critical slopes are now X ± = -1, -2; hence if we simply let x -x, then the inviscid flow is still described by the quadratic solution (6), as plotted in Figure lb . The basic approach to studying the viscous solutions remains quite similar : we seek the set of initial conditions that allow solutions to extend to x -oo without y' diverging. Again taking advantage of the symmetry of the problem to 180° rotations in the x-y plane, we carry out trial integrations from various initial locations y 0 along the y-axis (i.e., x 0 = 0), with various initial slopes y' 0 . In analogy with Figure 3 for the accelerating case, Figures 6a-6c show the resulting y versus x (left panel) and y' versus y (right panel) variations for decelerating viscous solutions beginning respectively above, at, and below the origin (i.e., y 0 = +1, 0, and -1). Note that now, for each y 0 , all solutions with an initial slope t Q below that of a maximum nondivergent solution (heavy solid curves) are also nondivergent in y' as x -► + oo ; the only divergent solutions are those with initial slopes above this maximum. Figure 6d plots together the maximum nondivergent solutions for various initial values y 0 ; note that these solutions all converge onto the lower slope critical solution through the origin. Figure 7 summarizes the initial conditions y 0 and y' Q for nondivergent solutions in this decelerating case. For x -► + oo, the solid curve denotes conditions for the maximum nondivergent solution, but now all conditions in the entire upward-slanting, hatched region below this curve also yield nondivergent solutions. As before, the conditions for nondivergent solutions as x -oo are obtained by simple reflection about the y^-axis, marked now as the downward-slanted hatched region with upper bound given by the dashed curve. The doubly hatched domain thus represents the initial conditions for which solutions remain nondivergent in y' for both x -> + oo. Thus, in contrast to the accelerating case-for which only the two, distinct critical solutions remained nondivergent in y' to an arbitrarily large distance from the origin-in the decelerating viscous flow there is apparently a two-parameter family of such fully nondivergent solutions. It thus appears that viscosity has the general effect of actually enhancing the degeneracy of decelerating nodal flows. As a practical matter, the fact that a continuum of solutions is still allowed makes it possible for such decelerating flows (e.g., accretions, winds slowed by drag effects; see below) to match a range of subsonic boundary conditions.
Finally, we note in passing that for D = -1 in equation (8) swapped. This is not directly relevant to viscous-like dissipation, but such an anii-diifusion might provide a useful model of certain kinds of flow instabilities.
V. ANALYTIC ANALYSIS Let us now carry out an analytic analysis aimed at illuminating the origins of the sometimes peculiar behavior of the numerically integrated solutions obtained above. By considering the determining equations for infinitesimal transformations of the second-order ODE (8), it can be shown (see Appendix B) that no reduction in order by quadrature is possible in the general case when A, B ^0. Hence, in general this viscous equation does not admit elementary analytic solutions. However, for either of the special cases A = 0 or B = 0, equation (8) is easily reduced to a first-order ODE for which analytic solutions are readily obtained. As we shall now show, considerable insight into the behavior of the general problem can be gained from studying the properties of the analytic solutions for these two special cases.
a) The Case B = 0: Solar Wind Type Saddle Topology Let us first consider the case B = 0, which for the usual case of A > 0 implies that the inviscid critical point is of the saddle type. For this case analytic solutions which include viscosity have been derived by Axford and Newman (1967) and by Summers (1979) in the context of their studies of the solar wind, but it is nonetheless worthwhile to reframe these analytic results in the more general context considered here. We first note that use of the transformation x^>A 1/4 x, y->A 1,4 'y allows equation (8) to be expressed as the first-order equation
where C is a constant of integration. Equation (9) is the wellknown Ricatti equation, which is free of moveable branch points, possessing only moveable poles. Choosing the integration constant C = ± 1 ensures that y = ±x are solutions of equation (8) Fig. 5 , the loci of initial conditions y' 0 and y 0 giving rise to viscous solutions extending to x + oo, but now for the decelerating nodal case. The upward (downward) slanting hatched region represents the domain of initial conditions for which solutions remain nondivergent as x -» + oo (x -> -oo), and the solid {dashed) curve represents the maximum initial slope y' 0 that yields such a nondivergent solution at each y 0 (examples of which are plotted in Fig. 6 ). The doubly hatched region formed from the intersection of these, two regions thus represents the two-parameter set of initial conditions that give rise to decelerating solutions that remain nondivergent over all space. This isdn stark contrast to the accelerating nodal case, for which only the two distinct critical solutions remained nondivergent everywhere (see Fig. 5 ). y = 1/z + x reduces equation (9) 
Here D = z(0) = 1/^(0). Since the above integral is an increasing function with x, for y(0) > 0 there exists a singularity at x = x s > 0 for solutions starting at x = 0, i.e., y -► oo as x -► x s from below. Conversely, for y(0) < 0 the fractional term in equation (11) tends to -oo as x->oo; hence -oo as x -► oo for solutions satisfying y(0) < 0. Thus, the special solution y = x " repels " solution curves and separates solution curves into those which tend to + oo at a " singularity " and those which tend to -oo. (However, since these two families of curves can be mapped topologically into the other, y = x does not define a separatrix for equation [9] .) This thus explains the behavior of the numerically integrated solutions plotted in Figure 2a for the accelerating, viscous flow in the saddle topology case.
For the decelerating saddle point solution y = -x, we must have C = -1. The transformation y = 1/z -x then leads to dz dx
from which we find exp ( -x 2 /2)
In this case, the solutions do not exhibit any singular behavior, provided the integration constant D satisfies D = l/y(0) > yJn/2. Thus, solution curves satisfying y(0) < y/n/2 have initially positive slopes (i.e., in a positive neighborhood of x = 0) but, as the fractional term in equation (13) decays exponentially with increasing x, the solution now converges asymptotically to the y = -x solution. This, of course, is equally true of solutions for which y(0) < 0. However, solutions with y(0) > ■ sJn/2 diverge to + oo as x -► x s from below, where x s is the singularity of the fractional term in equation (13). The solutions for which y(0) < y/n/2 correspond to the shocklike solutions discussed earlier by Axford and Newman (1967) .
For the more general case of AE # 0 but A > 0, for which the inviscid topology is still saddle-type (though now with the two critical slopes of unequal magnitude), explicit analytic solutions are no longer available, but the behavior is still qualitatively similar to the simple case B = 0 9 A > 0.
b) The Case A = 0: Topology between Saddle and Nodal For AE / 0 and A < 0, the inviscid topology is now of the nodal type, and, as we have seen, the properties of viscous solutions become qualitatively different. Again, considerable insight into these general solutions can be gained from examining the analytically solvable special case of AE # 0 but A = 0, for which the inviscid topology is intermediate between a saddle and a node.
Let us thus consider the case where B is 0(1) but A 1, so that, to lowest order 
Equation (14) can be written as the plane-autonomous system dw dx = y(w -B) ,
with critical point at w = y = 0 in the y-w phase plane. It follows then that, for B > 0, the (y, w) critical point is a focus, whereas for ß < 0 it is a saddle point. From equation (15), the solution curves in the y-w phase plane satisfy the transcendental equation
where C is an integration constant. Figure 8 shows the y versus x (left panel) and the w versus y variation for the cases ß < 0 (Fig. Sa) and ß > 0 (Fig. Sb) . The heavy solid curves denote the inviscid critical solutions, and the light solid curves are solutions with initial slopes that are either the average of the critical values, or differing from one of these critical values by ±0. Figures 3 and 6 shows that this overall character of the analytic solutions with A = 0 is preserved in the analogous numerical solutions with >1 < 0. For example, the focal topology that exists in y-w space for A = 0, B > 0 corresponds to the " looping " behavior seen in the y f versus y evolution of the accelerating nodel case A = -2, B = +3. Likewise, the monotonie character and the large set of nondivergent solutions for the analytic case with A = 0, B <0 is clearly reflected in the numerical results for the decelerating nodal flow with A = 2, B = -3.
By considering how these analytic solutions are modified by a small >1 # 0, it is even possible to understand qualitatively the sense of the differences between the analytic and numerical results. Let us set the small value A = eÄ and investigate the modification to the focal solution (B > 0). If we consider small amplitude oscillatory solutions y 9 then we can introduce y = ey. Thus, to order 0(e), we have ^2 =-By-Äx,
which admites the complementary function y c = cos ^jBx -h K 2 sin y/Bx (K 1/2 constant) together with the particular solution y p = -A/Bx. Small-amplitude oscillatory solutions of equation (8) with B >0 may therefore be described by y = cos yjßx + K 2 sin y/ßx -Ä/Bx ,
Vol. 368 for x not too large. Clearly, the inviscid " saddle " case of A > 0 implies that the solution decreases in an oscillatory fashion as x increases and, from the preceding subsection, is attracted asymptotically onto the lower A_x curve. In contrast, the accelerating nodal case of ^4 < 0, B > 0 leads to growth of ÿ, implying that the focus in w-y will have an outward spiral (Fig.  4) and ultimately cause the solutions to diverge. For more general values of A, it is necessary to integrate equation (8) numerically and study the solutions in the fully threedimensional phase space (x, y, w). Figure 9 illustrates such three-space evolution for our standard example of accelerating nodal case B = 3 and A = -2, from which we can clearly see the integral curves have exactly the spiraling behavior predicted by our simple analysis. An interesting possibility raised by the above analysis is that, instead of accelerated wind flows with a saddle-point topology being decelerated in a steep but smooth shocklike manner by viscosity (Axford and Newman 1967) , winds which have body forces that increase with increasing velocity (such as radiatively driven stellar winds or galactic winds) may well have an oscillatory termination shock structure. It should be emphasized, however, that our simple model equation is meant to apply only in the neighborhood of the inviscid critical point, and so the question of the existence of such an oscillatory shock structure will have to be determined from a detailed model of the specific body forces within the full system of fluid equations.
VI. DISCUSSION ON NODAL SOLUTION DEGENERACY
The most prominent feature of a transonic flow with a nodal solution topology is the convergence of an entire family of subsonic and supersonic flow solutions on the lower-slope critical solution through the sonic point. Of course, only the two critical solutions can be extended arbitrarily large distances into both the subsonic and supersonic flow; all other inviscid solutions curve back, approach infinite slope, and then become double-valued at some finite distance from the sonic point (Fig. lb) . Nonetheless, it is often the case that the subsonic flow boundary conditions of, for example, a stellar wind, are to be specified at some fixed location that is a finite distance from the sonic point. For such cases there is thus an entire one-parameter family of subsonic flow conditions that can lead to a supersonic outflow at large distances. Mathematically, at least, each of these transonic solutions is distinct, characterized, for example, by a unique value of the parameter q in equation (5). Physically, however, the distinction becomes quite unclear near the sonic point, where all the solutions attain the same velocity and the same velocity gradient. Since the conservation equations (e.g., of mass, momentum, etc.) for inviscid flow do not depend on higher flow derivatives than this, it may not be physically excluded for the flow at this point to "crossover" between solutions with distinct q parameters. (Unless, of course, q were tied to a physical constant of the motion, e.g., the mass flux.) Hence two separate one-parameter families of solutions describing conditions in respectively the subsonic and supersonic flow can be matched at the sonic point with a continuous first derivative, and it is in this sense that we may consider such an inviscid nodal topology as potentially " two-fold " degenerate.
If we recall the discussion at the end of § IVh, it should now become clear that, for the accelerating case, viscous effects will tend to limit or reduce this degeneracy. This is because, as is illustrated in Figures 3-5 , the solutions that remain non-1991ApJ. . .368. .4910 No. 2, 1991 EFFECT OF VISCOSITY divergent at large supersonic distances do not, in a viscous flow, all converge on the origin, but instead are " split " apart on a characteristic viscous scale. Thus connection between, e.g., two solutions respectively near the shallower and steeper critical solutions now requires an unphysical jump in either velocity or velocity derivative. Of course, for solutions with nearly equal characteristic parameters q, the required jump becomes correspondingly smaller. Furthermore, if the viscous coefficient is small, then the viscous scale length that characterizes the solution separation will likely be much smaller than any competing flow length scale. Thus the distinction among the different noncritical solutions will remain blurred and we can expect that a flow with a small amount of viscosity will remain qualitatively similar to the inviscid flow in its degeneracy characteristics.
In most transonic flows of interest, the actual fluid viscosity is small (i.e., the Reynolds number is large), and so the solution topologies should be effectively inviscid. In some cases, however, there are various effects which mimic that of viscosity, but with a much larger magnitude. One particularly interesting example is in stellar winds from hot, bright stars, which are driven by the line-scattering of the star's continuum radiation (Lucy and Solomon 1970; Castor, Abbot, and Klein 1975) . Although the driving lines are nearly pure-scattering, the diffuse, scattered radiation tends to be nearly fore-aft symmetric, and so contributes only weakly to the driving force. The flow is thus mainly driven by the direct absorption of the star's radiation, and, under such circumstances, the steady solutions have been found to have a nodal topology (Poe, Owocki, and Castor 1990) . Now, the magnitude of any residual diffuse force will depend on the degree of any fore-aft asymmetry in the diffuse field, which in turn depends on the relative probabilities for radiative escape in the fore and aft directions. However, in the usual Sobolev treatment applicable to a moving medium (Sobolev 1960; Lucy 1971; Castor 1974) , this escape probability is fixed primarily by the velocity gradient, implying that the difference in the diffuse field intensity, and hence the force, should depend on the difference in the velocity gradient in the fore and aft directions. The upshot is that the diffuse line-driving force should vary with second derivative of velocity, just as with the usual viscous term.
The magnitude of the appropriate viscous coefficient depends on the validity of the Sobolev treatment, which near the sonic point scales with the ratio v t Ja, of the thermal speed of driving ions to the sound speed. Typically, v t Ja = 0.2-0.3, implying viscous scale lengths that are only slightly smaller than competing scale lengths, such as the scale for curvature in the velocity law. Unlike the small viscous terms considered in detail above, such pseudoviscous effects arising from the diffuse radiation might thus be expected to alter qualitatively the solution topology and its degeneracy characteristics. It is even possible that the splitting of the solutions near the sonic point will in this case be on a sufficiently large scale to make them physically distinct. This may help explain, for example, why comoving frame models of such winds that include scattering effects can be iterated to a convergent solution (Pauldrach, Puls, and Kudritzki 1976) , whereas in analogous pureabsorption models such iterations could not be made to converge. In any case, of course, the mere fact that such an iteration can be made to converge to a particular solution does not imply that that solution is necessarily unique. These topics are currently under investigation and will be discussed further in a future paper.
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One particularly interesting aspect of the solution degeneracy of a nodal topology for accelerating flow solutions is its apparently close relationship to the intrinsic variability properties of the flow (Owocki, Poe, and Castor 1990) . Another topic for further investigation is thus how this intrinsic variability is affected by addition of viscosity, in general, or by the addition of a viscous-like diffuse force in the specific case of a radiatively driven stellar wind. This diffuse radiation can have a drag effect that reduces the flow instability (Lucy 1984; Rybicki 1984,1985) , and so the expectation is that winds in which such diffuse terms play an important role in the driving (e.g., from Wolf-Rayet stars) may be intrinsically much less unstable than winds for which diffuse driving is weak (e.g., from B stars).
The effect of viscosity on the degeneracy of a decelerating nodal topology is apparently quite different. Rather than repel each other as in the accelerating case, viscous solutions in the decelerating nodal case attract. Thus, instead of there being only two distinct solutions that remain fully nondivergent over all space, there now exists a two-parameter family of such solutions connecting the supersonic and subsonic regions. In a decelerating viscous flow the nodal degeneracy thus attains a twofold character without need to invoke any crossover of solutions at critical point, as in the inviscid case. In this sense, viscosity would appear to have the effect of tending to enhance the nodal degeneracy for a decelerating flow. As a practical matter, the fact that degeneracy is preserved means that nodal solutions can still connect a supersonic flow with a range of subsonic base conditions. Examples include the smooth deceleration of a wind or accretion flow by the frictional drag of collisions with ambient cosmic rays (Ko and Webb 1987 ; Zank 1989) , or with neutral particles of interstellar or cometary origin (Wallis 1971 (Wallis ,1973 Holzer 1972 Holzer ,1977 .
Finally, it is important to recall that, in order to keep the present analysis simple and generic, we have made some rather severe approximations. In particular, in deriving our simple critical point equation (2), we have ignored terms of higher order in both the nondimensionalized velocity appearing on the left-hand side, as well as in the driving forces appearing on the right-hand side. When included, such "curvature" terms will result in new characteristic flow scales that can compete with the viscous scale. We have carried out a limited analysis (Appendix A) of the effects of the generic curvature terms arising from the velocity dependent term on the left-hand side, but the higher order terms from the right-hand side require detailed specification of the driving forces and thus can only be addressed for specific models. In subsequent work we plan to carry out such more complete analyses for the various specific examples of nodal transonic flow mentioned above. OWOCKI AND ZANK Vol. 368 APPENDIX A
Observe that by introducing y = v/a -\ and x = r/r c -1 as before, the inviscid equation (1) This represents the fully general form of equation (2) in which the effects of curvature are not neglected. To retain contact with the form of the equation discussed in this paper, we suppose that the generic forcing term ^ can again be represented as #7 2 = -Ax -By. (This, of course, neglects curvature in the forcing term but the exact form of ^ can be addressed only within the context of a specific model, which is not of concern for this paper.) Thus, if we include the second-order viscosity term Dy", then equation ( 
where the normalization y = D 1/2 ÿ, x = D 112 x has been introduced. For D ^ 1, the curvature terms can safely be neglected in the vicinity of the inviscid critical point, and so equation (A2) reduces to the assumed form of equation (8).
The effects of curvature are simply illustrated if we consider the special case ,4 = 0. Then equation ( 
dx which, besides admitting the critical point (y, w) = (0, 0) of § Vh, also admits (y, w) = ( -1,0) as a critical point. The singularity (0,0) still corresponds to a focal/saddle point according as AE > 0 or J3 < 0, but ( -1, 0) is degenerate between a saddle point and a node. The phase plane curves corresponding to equation (A3), which are easily sketched, reveal that the fundamental behavior of the solutions illustrated in Figure 9 is largely unchanged, provided D 1. 
z = ds/dr = 1/y', which shifts the critical point of equation (15) 
