This note considers the problem of sampling from the set of weighted independent sets of a graph with maximum degree ∆. For a positive fugacity λ, the weight of an independent set σ is λ |σ| . Luby and Vigoda proved that the Glauber dynamics, which only changes the configuration at a randomly chosen vertex in each step, has mixing time O(n log n) when λ < 2 ∆−2 for triangle-free graphs. We extend their approach to general graphs.
Introduction
Given a graph G = (V, E) with maximum degree ∆, we are interested in sampling from the set Ω of independent sets weighted by a positive fugacity λ. The weight of an independent set σ is w(σ) = λ |σ| . Our focus is the associated probability measure
This corresponds to the hard-core lattice gas model from statistical physics (e.g., see [4] ). We study the Glauber dynamics, a very simple Markov Chain whose stationary distribution is the desired distribution. The transitions of the chain consist of selecting a vertex uniformly at random and modifying the configuration only at the chosen vertex. The goal is to analyze the time required for the dynamics to get close to its stationary distribution, known as its mixing time (formally defined in Section 2).
Luby and Vigoda [5] proved the Glauber dynamics has mixing time O(n log n) when λ < 2 ∆−2 on any triangle-free graph. This result was extended to general graphs in a the electronic journal of combinatorics 8 (2001), #R8 preliminary version of this note [7] (the proof presented here is simpler than the original version). An alternative approach was pursued by Dyer and Greenhill who analyzed a slightly different, though also quite simple, chain (roughly speaking, they consider the Glauber dynamics with an extra slide-type move). They prove O(n log n) mixing time of their dynamics for the same range of λ for all graphs. Dyer and Greenhill [3] and Randall and Tetali [6] show that bounds on the mixing time of this modified dynamics imply bounds on the mixing time of the original Glauber dynamics. (See the remark at the end of Section 3 for a discussion regarding the case λ = 2 ∆−2 .) Before stating our main theorem we formally define the Markov chain for the Glauber dynamics. For the purposes of the proof, the chain is defined on the set of all subsets of V , not just independent sets. It will soon be clear that the results hold for the identical chain only defined on the set of independent sets. Given a configuration σ t ⊂ V , the transitions σ t → σ t+1 of the dynamics are as follows:
• Choose a vertex v uniformly at random from V .
• With probability λ 1+λ
, attempt to add v into the configuration. Specifically, let σ = σ ∪ {v}. If no neighbors of v are in the configuration σ , then set σ t+1 = σ , otherwise set σ t+1 = σ t .
• With probability , remove v from the configuration, i.e., set σ t+1 = σ t \ {v}.
Observe that if σ t is an independent set, then σ t+1 is also an independent set. Therefore if our initial configuration is an independent set then this chain behaves as if the state space is solely the set of independent sets. Moreover, starting from an arbitrary set we eventually reach an independent set. Thus the mixing time of this chain bounds the mixing time of the chain with identical transition rules and whose state space is the set of independent sets. Redefining the state space to the set of all subsets is a crucial element in extending the original proof to graphs with triangles. The technique, first used by Bubley and Dyer [1] , is often used in analyzing Markov chains for sampling proper k-colorings.
Theorem 1 For an arbitrary graph G with maximum degree ∆, the Glauber dynamics has mixing time
In contrast, for λ = 1 and all ∆ ≥ 6, Dyer, Frieze and Jerrum [2] proved there exists a bipartite graph for which the mixing time of the Glauber dynamics is exponential in the size of this graph.
Background
Consider a Markov chain (P, Ω, π) where P denotes the transition matrix, Ω denotes the state space, and π denotes the unique stationary distribution. Recall that the variation distance between two distributions µ, ν on Ω is defined as We are interested in the mixing time T mix defined as the time to get close to the stationary distribution,
We define a coupling in order to bound the mixing time. A coupling is a stochastic process (σ t , η t ) on Ω × Ω such that each of the processes individually is a faithful copy of the original Markov chain, and if σ t = η t then σ t+1 = η t+1 . The goal is to define a coupling so that they quickly coalesce regardless of their initial configuration. The time at which they first coalesce bounds the mixing time.
Path coupling is an important tool in designing and analyzing a useful coupling. Using path coupling it is sufficient to consider the coupling for only certain pairs of configura-
Theorem 2 (Bubley and Dyer [1]) Let Φ be an integer-valued metric defined on Ω×Ω
which takes values in {0, . . . , D} such that, for all σ, η ∈ Ω, there exists a path τ ∈ ρ(σ, η) with
Suppose there exists a constant β < 1 and a coupling (σ t , η t ) of the Markov chain such that, for all
σ t ∼ η t , E[Φ(σ t+1 , η t+1 )] ≤ βΦ(σ t , η t ).
Then the mixing time is bounded by
T mix ≤ log(eD) 1 − β .
Analysis
We begin with a few definitions. Let Ω denote the state space of the chain we analyze, i.e., Ω is the set of all subsets of vertex set V . For a configuration σ ⊂ Ω and vertex For an arbitrary pair of configurations σ, η, the distance is defined as
It is clear that the distance function is symmetric, non-negative, zero only when the configurations are identical (since c < 1), and satisfies the triangle inequality. Thus Φ is a metric as is required by the path coupling theorem. Before proving the main theorem, we identify how the re-definition of the state space to all subsets of vertex set V is used in the proof. Consider a graph which is simply a triangle on vertices v, w, x. For the pair of configurations σ = {v}, σ = {w}, we need to capture the notion that x is blocked with respect to σ, σ . More precisely, we have
In contrast, suppose the state space was was simply the set of independent sets. Since {v, w} is not an independent set, we would instead have Φ(σ, σ ) = 4. A similar calculation is used in equation (3) of the proof.
Proof of Theorem 1:
Throughout the proof consider a pair of neighboring configurations σ, σ v (where v ∈ σ).
η t ). Let w denote a neighbor of v and x a vertex distance two from v, i.e., x ∈ Γ(Γ(v)) \ Γ(v).
The coupling is simply the identity, i.e., each configuration attempts the same move at every step. It will be useful to consider the effect of individual moves. Towards this end, we introduce the following definition,
E[∆ +z Φ] = E[∆Φ| both Markov chains attempt to add z at time t].
Similarly define E[∆ −z Φ] for the move which attempts to remove z from both sets, and denote the net effect of all moves on z as follows,
Since the distance can only change if a move occurs on v, some w, or some x, we then have that
We can now analyze the effect of individual moves. Consider a move which:
Transitions on v:
Attempting to remove v always works in both sets, however it can only be added if Γ(v) ∩ σ = ∅. If such moves are successful then both configurations are identical, thus the distance decreases by Φ t = −∆ v + c|B σ (v)|. More formally we have the following,
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Transitions on w, a neighbor of v:
Consider the move that attempts to add w into both configurations. Clearly this does not effect things when w ∈ σ. Similarly when w is blocked, the move does not work in either chain. In the remaining case of w ∈ σ, w ∈ B σ (v), the move succeeds in exactly one of the chains resulting in σ moving to σ ∪ {w} while σ v remains unchanged. To calculate the effect of this move we begin with the following observations,
The term T (v, w) is included in the last equality since every w ∈ T (v, w) is blocked by vertex v. We can now compute the effect of attempting to add w,
It remains to consider the effect of removing w. This move might unblock some w which are adjacent to both v and w,
Transitions on x, where x is distance two from v: Since x is not a neighbor of v, the move either works in both or neither configurations. Removing x might unblock a set of neighbors of v,
Meanwhile adding x will block those w ∈ Γ(x) which are currently unblocked (i.e., w ∈ B σ (v) ∩ Γ(x)). Observe that x can only be added if
Let δ() denote the Kronecker delta function which takes value one if the argument is true and zero otherwise. Putting inequalities (2)- (7) into equation (1) yields the following,
We can consolidate (8) and (11) in the following manner,
We can also combine (9) and (10),
Putting inequalities (12) and (13) back into (8) -(11), using the identity c(2 + λ) = λ(∆(1−c)+c), along with algebraic manipulations imply the following chain of inequalities for the case Γ(v) ∩ σ = ∅,
For the case Γ(v) ∩ σ = ∅ we instead use the identity 2c = λ∆(1 − c), obtaining the following chain of inequalities, 
Using Φ(σ, σ v ) ≤ ∆ v and our bound on E[∆Φ] from inequality (14), we get a bound on β:
(∆λ + 2) .
Using Φ =
Φ c which is integer-valued and plugging the bound on β into the path coupling theorem, for λ < 2 ∆−2 we obtain:
n log( ne∆ c ).
Remark:
The proof technique used in this paper does not immediately enable us to conclude that the Glauber dynamics has polynomial mixing time at the point λ = , thus it suffices to prove that for an arbitrary pair of configurations σ t , η t , P r[Φ(σ t+1 , η t+1 ) = Φ(σ t , η t )] > 1/poly(n). However, this is nontrivial because of the way in which the distance function was defined for non-neighboring states. The approach taken in the original version of this note [7] did handle this case. In that version, path coupling was not used, instead a distance function was defined and analyzed directly for an arbitrary pair of states. The approach of Dyer and Greenhill, which uses path coupling with a simpler metric, does easily handle this case λ =
