We consider a mathematical model to describe the growth of a vascular tumor including tumor cells, macrophages, and blood vessels. The resulting system of equations is reduced to a strongly 2 × 2 coupled nonlinear parabolic system of degenerate type. Assuming the initial data are far enough from 0, we prove existence of a global weak solution with finite entropy to the problem by using an approximation procedure and a time discrete scheme.
Introduction
The theory of mixtures is used to develop a mathematical model that governs the interactions of macrophages, tumor cells, and blood vessels within a vascular tumor, focusing on the ability of macrophages to both lyse tumor cells and stimulate angiogenesis. In recent years, a variety of macroscopic continuum models have been derived by [1] [2] [3] [4] [5] [6] . In their wake, we present hereafter a simplified model.
The vascular tumor is viewed as a mixture of three constituents: tumor cells, tumor-associated macrophages abbreviated by TAMs , and blood vessels. We denote their respective volume fractions by α, β, and γ, and we assume that the mixture is saturated, so we take α β γ 1.
1.1
We suppose that the tumor undergoes one dimensional and one side growth, parallel to the x-axis, by occupying the region 0 ≤ x ≤ L t . Each phase is associated with velocity, pressure, and spatial stress denoted, respectively, by v 1 , P where the indices t and x are set for partial derivatives and q 1 , q 2 , and q 3 are the rates of production related to each phase, satisfying q 1 q 2 q 3 0. We suppose that the volume fraction of tumor cells increase by proliferation and decrease by apoptosis, necrosis or lysis, the volume fraction of TAMs increase by proliferation and by influx from capillaries and decrease by natural death or after lysing tumor cells. Thus, we write
where σ and k i , i 1, . . . , 7 are nonnegative constants. Assuming that the momentum is conserved and the motions of cells and blood vessels are so slow that inertial terms can be neglected, we can write ασ 1 
represent the momentum supply related to each phase, d is a positive constant and P is assumed to be a common pressure. When neglecting viscous effect, the partial stress tensors are given by
where
represent the pressures due to cell-cell interactions exerted on tumor cells, macrophages and blood vessels respectively. λ, μ and θ are nonnegative constants and P 0 > 0 is constant.
The following initial and boundary conditions are considered:
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We impose the no flux boundary condition at the free boundary that we suppose moving at the same velocity as the tumor cells, so
Adding the three continuity equations 1.2 and the three momentum equations 1.5 , we get using 1.13
The last equality and 1.9 imply
Using 1.6 , 1.9 , and the first relation in 1.15 , the first equation of 1.5 reduces to give either α 0, which we reject because it can be only transient, or
which together with 1.16 gives
Using 1.10 and the fact that P 0 is constant, 1.18 can be rewritten as follows:
Similarly, the second equation of 1.5 simplifies into
Thus, substituting the relations 1.19 -1.20 into 1.2 , the equations of α and β become with A and q given by
1.26
The system 1.25 is complemented with the boundary and initial conditions
and has to be solved in R × 0, 1 . In recent years, cross-diffusion systems have drawn a great deal attention. For example in 7 , the global existence was established, as well as the existence of a global attractor in a case of triangular positive definite diffusion matrix. In 8 , the well-posedness and the properties of steady states for a degenerate parabolic system with triangular positive semi definite matrix, modeling the chemotaxis movement of cells, were investigated. In 9, 10 , the existence of global weak solution was shown for a nonlinear problem with full diffusion matrix. The proof was based on a symmetrization of the problem via an exponential transformation of variables, backward Euler approximation of the time derivative and an entropy functional. Here, we use analogous arguments, but in our case, after the transformation of variables the resulting matrix B is not positive definite. To overcome this difficulty, we approximate B by positive definite matrices B τ which tend towards B as τ → 0, if the condition 0 ≤ α, β, α β ≤ 1 is satisfied. This needs to prove that the set
is time invariant. Throughout this paper, we use the following notations: let T, τ be positive real numbers, we will denote by C all the positive constants which are independent of τ. We set for r, s ∈ R. The remainder of this paper is organized as follows. In Section 2, we introduce the weak formulation of the problem and state our main existence result in Theorem 2.2. In proving this theorem, we define and solve in Section 3 an auxiliary problem which will be useful further. Then, in Section 4, we formulate a semidiscrete version in time of the problem, using a backward Euler approximation, combined with a perturbation of the diffusion matrix. This leads to a recursive sequence of elliptic problems depending on the small parameter τ. Performing the limit as τ → 0, with the help of Aubin compactness lemma and the Sobolev embedding
we get a weak solution to our problem. Finally, an appendix is devoted to the proof of a technical lemma.
Main result
We set the following assumptions:
The matrix A α, β is not positive even if 0 ≤ α, β, α β ≤ 1, so the problem 1.25 -1.27 has no classical solution in general. A weak solution is defined as follows.
Definition 2.1. Let H1 -H2 be satisfied ant let T > 0. u α, β is said to be a weak solution of problem 1.25 -1.27 on
Our main result is the following.
Theorem 2.2. Assume (H1)-(H2) are satisfied. Then for every T > 0, there exists (at least) a weak
solution u α, β on Q T to the system 1.25 -1.27 , satisfying the entropy inequality
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The proof of this existence result is based on the entropy inequality 2.1 , which is formally obtained by testing 1.25 with ln α/α b , ln β/β b , and integrating by parts see Section 3.3 for details .
This estimate suggests to use the change of unknown U ln α, β , which transforms the problems 1.25 -1.27 into the following one 
Auxiliary problems
We will use a time discretization scheme to study 1.25 -1.27 . In order to prove global existence for the resulting stationary problem, it may be useful to introduce an artificial perturbation of the diffusion matrix A of type εI, where ε > 0 and I is the identity matrix see the proof of Proposition 3.3 below and Lemma 3.6 . Nevertheless, the choice of the parameter ε is technical and cannot be done independently of the time discretization parameter τ. Here, we take ε τ, this choice being dictated by the sake of coherency of the discretization scheme proposed in Section 4. Indeed, in the case where ε is independent of τ, this procedure is seriously compromised. More details on this question are given in Remark 3.8, at the end of this section. In summary, we need to solve the following problem:
where τ > 0 is a small parameter and u u x is a fixed function. Before giving the existence result for this problem, let us define the solutions we deal with.
We have the following result.
where G 1 and G 2 are defined by 2.2 .
For the proof, according to the change of unknown introduced in Section 2, we will consider the following stationary problem 
where C > 0 depends only on k i , i 1, . . . , 7. We will prove the following result.
The proof of this result relies on the Leray-Schauder fixed point theorem, so we start by studying the linear problems associated with 3.4 .
Linear problems associated with 3.4
In the sequel, we let once for all 0 < τ < 1 and U ∈ L ∞ Ω fixed. Let U ∈ L ∞ Ω be given; we consider the following linear problem:
3.10
We have the following result. Proof. We will apply the Lax-Milgram lemma. We set V U − U b , so 3.10 goes over into the following equivalent problem
3.11
Next, we define a bilinear form
3.12
The continuity of A and L follows from the boundedness of U and U. 
3.21
Hence, we infer that for all ξ ∈ R 2 , U
so Lax-Milgram lemma implies the existence of a unique solution V ∈ H 1 D Ω of problem 3.11 . Consequently, U V U b is the unique solution of 3.10 .
Proof of Proposition 3.3 Lemma 3.4 and the embedding H
, by setting S U U the solution of 3.10 . We will establish, using the theorem of Leray Schauder, that S has a fixed point U τ in L ∞ Ω , so U τ ∈ H 1 Ω is a solution of the nonlinear problem 3.4 .
First, we prove that S is continuous. Let U n n be a sequence in
10 , estimate 3.22 , and Poincaré inequality to get
where C > 0 is independent of n. So taking into account 3.9 , we get, thanks to Young inequality,
Thus, U n is bounded in H 1 Ω and from the compactness of the embedding H 1 Ω → L ∞ Ω , we deduce that there exists a subsequence of U n n , still denoted by U n n and a function U ∈ H 1 Ω such that
This implies the weak convergence B τ U n U nx B τ U U x in L 2 Ω , hence there exists a subsequence of U n n which converges towards S U . Moreover thanks to the uniqueness result for the system 3.10 , we see that all the sequence U n n converges to S U which ends the proof of continuityof S. The compactness of S follows from the compactness of the embedding H 1 Ω into L ∞ Ω and 3.24 . Finally, let us check that the sets Λ δ {U ∈ L ∞ Ω /U δS U } are uniformly bounded with respect to δ ∈ 0, 1 . Observe that Λ 0 {0} and if δ / 0 the equation
The remainder of the proof is a direct consequence of the following lemma.
Lemma 3.5. Under the assumptions of Proposition 3.3, there exists a positive constant C τ independent of δ such that if
For the proof, we need the following technical result which will be checked in the appendix. 
The left-hand side is estimated using 3.28 . We write
; the convexity of e s leads to
3.30
where for i 1, 2, f i δ, s e s s − δU bi − 1 e δU bi ≥ 0, for all δ, s ∈ 0, 1 × R. Using the elementary inequality e s ≥ 1 s, valid for all s ∈ R, we get
with g i δ, s e s−δU bi − s δU bi ≥ 1, for all δ, s ∈ 0, 1 × R. Combining 3.30 and 3.31 , we find
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We recall that a.e. in Ω, − U i ∞ ≤ U i ≤ 0 for i 1, 2, and since the functions f i , g i are continuous on 0, 1 × − U i ∞ , 0 , we deduce that the right-hand side of 3.32 is uniformly bounded with respect to δ. Now we infer from 3.9 and Poincaré inequality that
3.33
The result follows by combining all these inequalities.
End of proof of Theorem 3.2
Let U τ be the solution of 3.4 provided by Proposition 3.3. Recalling that u e U and u b e U b , we see that u τ e U τ satisfies the following problem:
where the matrix A τ is given by A τ r, s A r, s h τ r, s I with
A r, s ⎛ ⎜ ⎜ ⎜ ⎝ r 3 2 − min r, 1 − s r 1 2 − s s 1 2 − r s 3 2 − min s, 1 − r ⎞ ⎟ ⎟ ⎟ ⎠ , h τ r, s r s − 1 rs 5 r s τ.
3.35
Note that if r s ≤ 1 then A r, s A r, s and h τ r, s τ. We will focus on the L ∞ and H 1 estimates satisfied by the function u τ . We begin with the following L ∞ bounds.
Lemma 3.7. Let the hypotheses of Theorem 3.2 hold, and let
3.36
Proof. We write the equation satisfied by α τ β τ and test it with ϕ α τ β τ − 1 ∈ H 1 D Ω . We get using 1.24 that
As a consequence of Lemma 3.7, we easily see that u τ is a solution to problem 3.1 in the sense of Definition 3.1. Moreover, since ln u τ U τ ∈ H 1 Ω then ln u τ ∈ L ∞ Ω . In order to check the entropy inequality 3.3 , we test 3.1 with
3.38
Then, from 3.15 and Young inequality, we get
so, inserting 3.39 into 3.38 and using the fact that 3/2 − α τ , 3/2 − β τ ≥ 1/2, we see that
Using the boundedness of q u τ and the fact that the function s ln s is bounded in 0, 1 , we obtain Ω q u τ · ϕ τ dx ≤ C, then the convexity of the functions G 1 and G 2 leads to
which ends the proof.
Remark 3.8. All the results of this section remain valid if one consider, instead of 3.1 , the following problem:
where τ > 0 and ε > 0 is independent of τ. In particular, the solution v ε τ to 3.42 satisfies the L ∞ bounds and the entropy inequality given in Theorem 3.2, with the constant C > 0 independent of ε and τ . Thus performing the limit as ε → 0 in 3.42 , we get a function v τ solving the problem
which corresponds to the "natural" time discretization of our problem 1.25 -1.27 . However, from there, the situation becomes complicated because the obtained solution v τ to problem 3.43 has its components which are only nonnegative and we no longer have ln v τ ∈ L ∞ Ω in fact, we cannot even take the ln of v τ . Therefore, the time discretization scheme based on 3.43 cannot be solved.
Proof of Theorem 2.2

The time discretization scheme
Let assumptions H1 -H2 hold and let T > 0. We will use the backward Euler approximation of time derivative u t 1/τ u t k − u t k−1 . We divide the time interval 0, T into N subintervals , respectively, that is,
and let u τ be the function defined on Q T by
With these notations, we can rewrite 4.1 as
4.4
Now, we set for u and there exists a positive constant C independent of τ such that
Proof. We apply the results of Theorem 3.2, so the first part is immediate, then 3.3 leads to
Summing these inequalities from k 1 to k m, for 1 ≤ m ≤ N, we get
which can be written as
This means that
Coming back to 4.9 , we deduce that
and we get the result.
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