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Abstract
We associate elliptic affine Lie algebras with what are called vertex
C((z))-algebras and their modules in a certain category. In the course, we
construct two families of Lie algebras closely related to elliptic affine Lie
algebras.
1 Introduction
Elliptic affine Lie algebras, similar to affine Lie algebras, are a family of infinite-
dimensional Lie algebras associated with finite-dimensional simple Lie algebras.
Both elliptic affine Lie algebras and affine Lie algebras are special examples of gen-
eral Krichever-Novikov algebras (see [KN1], [KN2]). Let g be a finite-dimensional
simple Lie algebra over C. Associated to g, one has an (untwisted) affine Lie alge-
bra gˆ = g⊗C[t, t−1]⊕Ck, which is the universal central extension of the Lie algebra
g⊗ C[t, t−1]. Let R be the quotient algebra of the (commutative and associative)
algebra C[t, t−1, u] modulo the relation u2 = t3−2βt2+ t, where β is a fixed com-
plex number. The elliptic affine Lie algebra associated to g, which is alternatively
denoted by gˆe in this current paper, is the universal (three-dimensional) central
extension of the Lie algebra g ⊗ R (see [Br], [BCF]). Elliptic affine Lie algebras
are different from ordinary affine Lie algebras in several ways. For example, un-
like that affine Lie algebras are naturally Z-graded, elliptic affine Lie algebras are
only “quasi-graded.” Nevertheless, a “highest weight module” theory has been
developed in [S1], [S2], and a free field realization for gˆe with g = sl2 has been
obtained in [BCF].
In this paper, we study elliptic affine Lie algebras in the context of vertex
algebras and their modules. As our main result, we associate elliptic affine Lie
algebras with what were called vertex C((t))-algebras in [Li6] and their modules
of a certain type.
It has been long known (see [Bo], [FLM]; cf. [FZ], [DL]) that affine Lie
algebras gˆ can be canonically associated with vertex algebras. This association
can be described as follows: For any complex number ℓ, let Cℓ denote the 1-
dimensional (g[t] + Ck)-module with g[t] acting trivially and with k acting as
scalar ℓ. Let Vgˆ(ℓ, 0) denote the gˆ-module induced from (g[t]+Ck)-module Cℓ. Set
1 = 1⊗ 1 ∈ Vgˆ(ℓ, 0). We have that Vgˆ(ℓ, 0) = U(gˆ)1 and g[t]1 = 0. Furthermore,
there exists an operator d on Vgˆ(ℓ, 0) such that d1 = 0 and
[d, a(x)] =
d
dx
a(x) for a ∈ g,
1
where a(x) =
∑
n∈Z a(n)x
−n−1. This gˆ-module Vgˆ(ℓ, 0) is often referred in liter-
ature as the (universal) level-ℓ vacuum module. The fact is (see [FZ], cf. [LL])
that there exists a unique vertex algebra structure on Vgˆ(ℓ, 0) with 1 as the vac-
uum vector and with Y (a(−1)1, x) = a(x) for a ∈ g. Furthermore, for any
restricted gˆ-module W of level ℓ, there exists a unique Vgˆ(ℓ, 0)-module structure
YW : Vgˆ(ℓ, 0)→ Hom(W,W ((x))), such that YW (a(−1)1, x) = a(x) for a ∈ g. On
the other hand, for any Vgˆ(ℓ, 0)-module (W,YW ), W is a restricted gˆ-module of
level ℓ with
a(x) = YW (a(−1)1, x) for a ∈ g.
This correspondence provides an isomorphism between the category of restricted
gˆ-modules of level ℓ and the category of Vgˆ(ℓ, 0)-modules.
As for elliptic affine Lie algebras, the situation is different in an essential way.
First of all, as it is shown in Section 3, elliptic affine Lie algebras do not admit
nontrivial (suitably defined) vacuum modules. Then we have to find an alter-
native. Motivated by the conceptual construction of vertex algebras and their
modules in [Li1], we consider restricted modules W for elliptic affine Lie alge-
bras in the sense that all the generating functions of gˆe lie in Hom(W,W ((x))).
(Note that elliptic affine Lie algebras do admit nontrivial restricted modules.)
For any restricted gˆe-module W , the generating functions form a local subset of
Hom(W,W ((x))), just as with affine Lie algebra gˆ, and it follows from [Li1] that
the generating functions generate a vertex algebra VW with W as a canonical
module. However, the vertex algebra VW is not a gˆe-module under the canonical
action, unlike the case for affine Lie algebra gˆ. To a certain extent, this phe-
nomenon is similar to what we have experienced in [Li2] for twisted affine Lie
algebras, where the generating functions of a twisted affine Lie algebra gˆ[σ] on a
restricted module generate a vertex algebra which under the canonical action is
a module for the untwisted affine Lie algebra gˆ, but not for the twisted affine Lie
algebra gˆ[σ].
We then introduce another Lie algebra gˇe over the field C((z)), where z is a
formal variable. To a certain extent, Lie algebra gˇe is a deformation of gˆe. The
good thing about this new Lie algebra is that gˇe viewed as a Lie algebra over
C admits vacuum modules. For every complex number ℓ, using induced module
construction we construct a universal vacuum module Vgˇe(ℓ, 0) and we prove that
there exists a canonical vertex algebra structure on this vacuum module. Though
Vgˇe(ℓ, 0) is also a C((z))-module, it is not a vertex algebra over the field C((z)).
The vertex algebra structure and the C((z))-module structure on Vgˇe(ℓ, 0) are
encoded into a structure of a so-called vertex C((z))-algebra.
The notion of vertex C((z))-algebra is a special case of the notion of weak quan-
tum vertex C((z))-algebra, which was introduced in [Li6]. A vertex C((z))-algebra
is simply a vertex algebra V over C, equipped with a C((z))-module structure such
that
Y (f(z)u, x)(g(z)v) = f(z + x)g(z)Y (u, x)v
2
for f(z), g(z) ∈ C((z)), u, v ∈ V . (Note that as the map Y is not C((z))-linear, a
vertex C((z))-algebra is not a vertex algebra over the field C((z)).) For a vertex
C((z))-algebra V , we define (see [Li6]) a type zero V -module to be a module
(W,YW ) for V viewed as a vertex algebra over C, satisfying
YW (f(z)v, x) = f(x)YW (v, x) for f(z) ∈ C((z)), v ∈ V.
As for elliptic affine Lie algebras, we prove that a restricted gˆe-module structure
of level ℓ on a vector space W over C is equivalent to a type zero Vgˇe(ℓ, 0)-module
structure.
In fact, what we have done in this paper is more general. We start with a (pos-
sibly infinite-dimensional) Lie algebra g over C, equipped with a non-degenerate
symmetric invariant bilinear form 〈·, ·〉. For any polynomial p(x) ∈ C[x], we
construct a Lie algebra gˆp with underlying vector space
gˆp = (g⊕ g
1)⊗ C[t, t−1]⊕ Ck,
where g1 = g as a vector space. When p(x) = x3 − 2βx2 + x, gˆp is isomorphic to
the quotient algebra of the elliptic affine Lie algebra gˆe modulo a two-dimensional
central ideal. We also construct another Lie algebra gˇp over C((z)) with underlying
vector space
gˇp = C((z))⊗ (g⊕ g
1)⊗ C[t, t−1]⊕ C((z))k.
For any complex number ℓ, we construct a (universal) vacuum gˇp-module Vgˇp(ℓ, 0)
of level ℓ and we show that there exists a canonical vertex C((z))-algebra structure
on Vgˇp(ℓ, 0). Furthermore, we establish a canonical isomorphism between the
category of type zero Vgˇp(ℓ, 0)-modules and the category of restricted gˆp-modules
of level ℓ.
This paper is organized as follows: In Section 2, we recall from [Li6] the basic
notions and results, including the definition of a vertex C((z))-algebra and that of
a module for a vertex C((z))-algebra, and including the conceptual construction of
vertex C((z))-algebras and their modules. We also study vertex C((z))-algebras
associated to a certain Heisenberg Lie algebra. In Section 3, we associate Lie
algebras gˆp and gˇp to a Lie algebra g with a non-degenerate symmetric invariant
bilinear form and a polynomial p(x), and we construct a vertex C((z))-algebra
Vgˇp(ℓ, 0) for every complex number ℓ. We then establish an isomorphism between
the category of gˇp-modules of level ℓ and the category of type zero Vgˇp(ℓ, 0)-
modules.
2 Vertex C((t))-algebras and their modules
In this section, we first recall from [Li6] the notion of vertex C((t))-algebra and two
categories of modules for a vertex C((t))-algebra, and we then study an infinite-
dimensional Heisenberg-type Lie algebra in the context of vertex C((t))-algebras
and their modules.
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In this paper, the scalar field will be the field C of complex numbers, unless it
is specified otherwise. We shall use the formal variable notations and conventions
as established in [FLM] (cf. [LL]). For any formal variable t, let C((t)) denote
the ring of lower truncated formal Laurent series. In fact, C((t)) is a field. The
following notion is a special case of the notion of weak quantum vertex C((t))-
algebra which was introduced and studied in [Li6]:
Definition 2.1. A vertex C((t))-algebra is a vertex algebra V over C, equipped
with a C((t))-module structure such that
Y (f(t)u, x)g(t)v = f(t+ x)g(t)Y (u, x)v (2.1)
for f(t), g(t) ∈ C((t)), u, v ∈ V , where f(t+ x) = ex
d
dtf(t) ∈ C((t))[[x]].
Note that in Section 3, due to a notion conflict we shall use z instead of t and
we then shall be dealing with vertex C((z))-algebras. For vertex C((t))-algebras,
the following two categories of modules are of our interest.
Definition 2.2. Let V be a vertex C((t))-algebra. A type one V -module is a
module (W,YW ) for V viewed as a vertex algebra over C, equipped a C((t))-
module structure such that
YW (f(t)u, x)g(t)w = f(t+ x)g(t)YW (u, x)w (2.2)
for f(t), g(t) ∈ C((t)), u ∈ V, w ∈ W . A type zero V -module is a module (W,YW )
for V viewed as a vertex algebra over C such that
YW (f(t)u, x)w = f(x)YW (u, x)w (2.3)
for f(t) ∈ C((t)), u ∈ V, w ∈ W .
Let W be a general vector space over C. Set
E(W ) = Hom(W,W ((x))) ⊂ (EndW )[[x, x−1]].
For a(x), b(x) ∈ E(W ), we say a(x) and b(x) are local if there exists a nonnegative
integer k such that
(x− z)ka(x)b(z) = (x− z)kb(z)a(x).
We say a subset U of E(W ) is local if a(x), b(x) are local for any a(x), b(x) ∈ U .
For a(x), b(x) ∈ E(W ), n ∈ Z, define a(x)nb(x) ∈ E(W ) by
a(x)nb(x) = Resx1 ((x1 − x)
na(x1)b(x)− (−x+ x1)
nb(x)a(x1)) . (2.4)
It was proved in [Li1] that any local subset U of E(W ) generates a vertex algebra
〈U〉, where the identity operator 1W on W is the vacuum vector, and W is a
faithful 〈U〉-module with YW (a(x), z) = a(z) for a(x) ∈ 〈U〉.
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Remark 2.3. For a(x), b(x) ∈ E(W ), the definition of a(x)nb(x) ∈ E(W ) for
n ∈ Z was modified in [Li5] (cf. [Li3]). Since we shall use some results of [Li5],
we here recall the connection between the two definitions. Assume
f(x, z)a(x)b(z) ∈ Hom(W,W ((x, z)))
for some nonzero polynomial f(x, z). Then
(f(x1, x)a(x1)b(x)) |x1=x+x0 ∈ Hom(W,W ((x))[[x0]]).
Let ιx,x0 denote the unique field embedding of C(x, x0) into C((x))((x0)), extend-
ing the identity endomorphism of C[x, x0], where C(x, x0) denotes the field of
rational functions. Then a(x)nb(x) ∈ E(W ) for n ∈ Z were defined in [Li5] in
terms of generating function
YE(a(x), x0)b(x) =
∑
n∈Z
a(x)nb(x)x
−n−1
0
by
YE(a(x), x0)b(x) = ιx,x0(1/f(x+ x0, x)) (f(x1, x)a(x1)b(x)) |x1=x+x0. (2.5)
It was shown therein that if a(x), b(x) are local, then this definition coincides
with the definition (2.4). However, the two definitions give different objects in
general.
The following, which was proved in [Li1], is very useful in determining the
structure of vertex algebras generated by local subsets:
Proposition 2.4. Let V be a vertex algebra, let u, v, w(0), . . . , w(k) ∈ V , and let
(W,YW ) be a V -module. If
[Y (u, x1), Y (v, x2)] =
k∑
i=0
1
i!
Y (w(i), x2)
(
∂
∂x2
)i
x−12 δ
(
x1
x2
)
holds on V , which is equivalent to
uiv = w
(i) for 0 ≤ i ≤ k and uiv = 0 for i > k,
then
[YW (u, x1), YW (v, x2)] =
k∑
i=0
1
i!
YW (w
(i), x2)
(
∂
∂x2
)i
x−12 δ
(
x1
x2
)
holds on W . If W is a faithful V -module, then the converse is also true.
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Notice that for f(x) ∈ C((x)), a(x) ∈ Hom(W,W ((x))),
f(x)a(x) ∈ Hom(W,W ((x))).
Then Hom(W,W ((x))) is naturally a C((x))-module. We consider E(W ) as a
C((t))-module with
f(t)a(x) = f(x)a(x) for f(t) ∈ C((t)), a(x) ∈ E(W ). (2.6)
A subspace U of E(W ) is said to be closed if
a(x)nb(x) ∈ U for a(x), b(x) ∈ U, n ∈ Z.
We have (see [Li6]):
Proposition 2.5. Let W be a vector space over C. Any closed local C((t))-
subspace V of E(W ), containing 1W , is a vertex C((t))-algebra, and W is a faithful
type zero V -module with YW (a(x), z) = a(z) for a(x) ∈ V . On the other hand,
for any local subset U of E(W ), C((t))〈U〉 is a vertex C((t))-algebra with W as a
type zero module, where 〈U〉 is the vertex algebra (over C) generated by U .
The following follows immediately from [Li1]:
Proposition 2.6. Let V be a vertex C((t))-algebra, let W be a vector space over
C, and let YW : V → Hom(W,W ((x))) be a C-linear map. Set
U = {YW (v, x) | v ∈ V } ⊂ E(W ).
Then (W,YW ) carries the structure of a type zero V -module if and only if U is
local and YW is a homomorphism of vertex C((t))-algebras from V to C((t))〈U〉.
Next, using the rest of this section we present a toy example of vertex C((t))-
algebras.
Definition 2.7. Let f(z) ∈ C[[z, z−1]]. We define an infinite-dimensional Lie
algebra H(f) over C with generators c, βn for n ∈ Z, subject to relations
[c,H(f)] = 0,
[β(z), β(w)] =
1
2
f ′(w)z−1δ
(w
z
)
c + f(w)
∂
∂w
z−1δ
(w
z
)
c, (2.7)
where β(x) =
∑
n∈Z βnx
−n−1 and z−1δ(w/z) =
∑
n∈Z w
nz−n−1.
It is straightforward to show that c and βn for n ∈ Z form a basis of H(f). We
say that an H(f)-moduleW is of level ℓ ∈ C if c acts onW as scalar ℓ, and we say
that an H(f)-module W is restricted if for any w ∈ W , βnw = 0 for n sufficiently
large. Let W be a restricted H(f)-module of level ℓ. From the defining relation
(2.7), we have
(z − w)2[β(z), β(w)] = 0.
Then {β(x)} is a local subset of E(W ). In view of Proposition 2.5, β(x) generates
a vertex algebra VW . To determine the structure of VW completely we shall need
another Lie algebra.
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Definition 2.8. Let ℓ ∈ C. We define a Lie algebra K(ℓ) over C with a basis
{β˜n, c˜n | n ∈ Z}, where the Lie bracket relations are given by
[c˜n, K(ℓ)] = 0,
[β˜m, β˜n] =
ℓ
2
(m− n)c˜m+n−1 for m,n ∈ Z. (2.8)
(It is straightforward to see that this indeed defines a Lie algebra.)
Form generating functions
β˜(x) =
∑
n∈Z
β˜nx
−n−1, c˜(x) =
∑
n∈Z
c˜nx
−n−1.
Then the nontrivial bracket relations amount to
[β˜(z), β˜(w)] =
ℓ
2
c˜′(w)z−1δ
(w
z
)
+ c˜(w)
∂
∂w
z−1δ
(w
z
)
ℓ, (2.9)
where c˜′(w) denotes the formal derivative of c˜(w). Set
K(ℓ)+ = span{β˜n, c˜n | n ≥ 0} ⊂ K(ℓ).
It is readily seen that K(ℓ)+ is a Lie subalgebra. Viewing C as a trivial K(ℓ)+-
module, we form the induced K(ℓ)-module
VK(ℓ) = U(K(ℓ))⊗U(K(ℓ)+) C. (2.10)
Set 1 = 1⊗ 1 ∈ VK(ℓ), and set
β˜ = β˜−11, c˜ = c˜−11 ∈ VK(ℓ).
It is straightforward to see that K(ℓ) admits a derivation d such that
d(β˜n) = −nβ˜n−1, d(c˜n) = −nc˜n−1 for n ∈ Z. (2.11)
We see that d preserves the subalgebra K(ℓ)+. Then it follows that d gives rise
to a linear operator D on VK(ℓ) such that D1 = 0 and
[D, β˜(x)] =
d
dx
β˜(x), [D, c˜(x)] =
d
dx
c˜(x). (2.12)
Therefore, by a theorem of Frenkel-Kac-Radul-Wang [FKRW] and Meurman-
Primc [MP], there exists a vertex algebra structure on VK(ℓ), which is uniquely
determined by the condition that 1 is the vacuum vector and
Y (β˜, x) = β˜(x), Y (c˜, x) = c˜(x). (2.13)
As a vertex algebra, VK(ℓ) is generated by subset {β˜, c˜}, and we have
[Y (c˜, z), Y (c˜, w)] = 0 = [Y (c˜, z), Y (β˜, w)],
[Y (β˜, z), Y (β˜, w)] =
ℓ
2
Y (Dc˜, w)z−1δ
(w
z
)
+ Y (c˜, w)
∂
∂w
z−1δ
(w
z
)
ℓ. (2.14)
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Proposition 2.9. Let ℓ ∈ C, f(z) ∈ C((z)), and let W be any restricted H(f)-
module of level ℓ. Then there exists a VK(ℓ)-module structure YW on W , which is
uniquely determined by
YW (β˜, x) = β(x), YW (c˜, x) = f(x).
On the other hand, let (W,YW ) be an irreducible VK(ℓ)-module. Then YW (c˜, x) =
f(x) for some f(x) ∈ C((x)) and W is a restricted H(f)-module of level ℓ with
β(x) acting as YW (β˜, x).
Proof. For the first assertion, the uniqueness is clear as VK(ℓ) is generated by
{β˜, c˜}. As for the existence, set
U = {β(x), f(x)} ⊂ E(W ).
From the defining relations of H(f), U is local. By Proposition 2.5, we have a
vertex algebra 〈U〉 with W as a faithful module. With the relations (2.7), by
Proposition 2.4, we have
[YE(β(x), z), YE(β(x), w)]
=
ℓ
2
YE(f
′(x), w)z−1δ
(w
z
)
+ YE(f(x), w)
∂
∂w
z−1δ
(w
z
)
ℓ.
We also have
YE(f
′(x), w) = f ′(x+ w) =
∂
∂w
f(x+ w) =
∂
∂w
YE(f(x), w).
It follows that 〈U〉 is a K(ℓ)-module with β˜(z) acting as YE(β(x), z), c˜(z) as
YE(f(x), z). By the construction of VK(ℓ), there exists a K(ℓ)-module homomor-
phism ψ from VK(ℓ) to 〈U〉 with ψ(1) = 1W . We have
ψ(β˜) = ψ(β˜−11) = β(x)−11W = β(x), ψ(c˜) = f(x)−11W = f(x).
As {β˜, c˜} generates VK(ℓ), it follows that ψ is a homomorphism of vertex algebras.
Consequently, W becomes a VK(ℓ)-module where
YW (β˜, z) = YW (β(x), z) = β(z), YW (c˜, z) = YW (f(x), z) = f(z).
On the other hand, let W be an irreducible VK(ℓ)-module. We have
[YW (c˜, z), YW (c˜, w)] = 0 = [YW (c˜, z), YW (β˜, w)]
and
[YW (β˜, z), YW (β˜, w)]
=
ℓ
2
YW (Dc˜, w)z
−1δ
(w
z
)
+ YW (c˜, w)
∂
∂w
z−1δ
(w
z
)
ℓ
=
ℓ
2
(
∂
∂w
YW (c˜, w)
)
z−1δ
(w
z
)
+ YW (c˜, w)
∂
∂w
z−1δ
(w
z
)
ℓ.
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Then W is a K(ℓ)-module with β˜(x) and c˜(x) acting as YW (β˜, x) and YW (c˜, x),
respectively. Since W is an irreducible VK(ℓ)-module, it follows that W is an
irreducible K(ℓ)-module. As K(ℓ) is of countable dimension over C, so is W .
Because c˜n for n ∈ Z are central, in view of Schur’s Lemma, we have c˜(x) =
f(x) ∈ C[[x, x−1]]. As c˜(x) = YW (c˜, x) ∈ Hom(W,W ((x))) from the definition of
a module, we have f(x) ∈ C((x)). Therefore, W is an H[f ]-module of level ℓ with
β(x) acting as YW (β˜, x).
Next, we give a refinement of Proposition 2.9 in terms of vertex C((t))-algebras
and their type zero modules. Equip C((t)) with the vertex algebra structure given
by the Borcherds construction with derivation d
dt
, where
Y (p(t), x)q(t) = p(t+ x)q(t) for p(t), q(t) ∈ C((t)).
Then the tensor product vertex algebra C((t))⊗VK(ℓ) over C is naturally a vertex
C((t))-algebra with C((t)) acting on the first factor.
Definition 2.10. Let f(t) ∈ C((t)). Define V [f ] to be the quotient vertex algebra
of C((t))⊗ VK(ℓ) over C modulo the relation
f(t)⊗ 1 = 1⊗ c˜. (2.15)
From the construction of the vertex algebra C((t)), for p(t) ∈ C((t)), p(t)−1
(a component of the vertex operator Y (p(t), x)) is the left multiplication by p(t).
It follows that V [f ] is also a quotient C((t))-module. Then V [f ] is naturally a
vertex C((t))-algebra.
Theorem 2.11. Let ℓ ∈ C, f(z) ∈ C((z)). For any level-ℓ restricted H(f)-
module W , there exists a type zero V [f ]-module structure YW (on W ) which is
uniquely determined by
YW (β˜, x) = β(x), YW (c˜, x) = f(x).
On the other hand, for any type zero V [f ]-module (W,YW ), W becomes a level-ℓ
restricted H(f)-module with β(x) acting as YW (β˜, x).
Proof. Let W be a level-ℓ restricted H(f)-module. By Proposition 2.9, there
exists a VK(ℓ)-module structure YW on W with the desired properties. Extend
YW to a C-linear map
Y¯W : C((t))⊗ VK(ℓ) → Hom(W,W ((x)))
by
Y¯W (p(t)⊗ v, x) = p(x)YW (v, x)
for p(t) ∈ C((t)), v ∈ VK(ℓ). Note that C((x)) (= C((x))1W ) ⊂ E(W ) and that
YE(p(x), z)q(x) = p(x+ z)q(x) for p(x), q(x) ∈ C((x)).
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Thus C((x)) is a vertex algebra with W as a module. That is, W is a C((t))-
module with YW (p(t), x) = p(x) for p(t) ∈ C((t)). It follows that (W, Y¯W ) carries
the structure of a module for the tensor product vertex algebra C((t)) ⊗ VK(ℓ)
(over C). Furthermore, it is readily seen that (W, Y¯W ) is a type zero module.
Since
Y¯W (f(t)⊗ 1, x) = f(x) = YW (c˜, x) = Y¯W (1⊗ c˜, x),
it follows that Y¯W reduces to a module structure for V [f ] viewed as a vertex
algebra over C. This makes W a type zero V [f ]-module.
On the other hand, let (W,YW ) be a type zero V [f ]-module. As VK(ℓ) is
a vertex subalgebra of C((t)) ⊗ VK(ℓ) and V [f ] is a quotient vertex algebra of
C((t))⊗ VK(ℓ), W is naturally a VK(ℓ)-module. Furthermore, we have
YW (c˜, x) = YW (f(t), x) = f(x)
and from [DLM] (cf. [LL]) we have
YW (Dc˜, x) =
d
dx
YW (c˜, x) = f
′(x).
Using all these facts and Proposition 2.4 we obtain
[YW (β˜, z), YW (β˜, w)]
=
ℓ
2
YW (Dc˜, w)z
−1δ
(w
z
)
+ YW (c˜, w)
∂
∂w
z−1δ
(w
z
)
ℓ
=
ℓ
2
f ′(w)z−1δ
(w
z
)
+ f(w)
∂
∂w
z−1δ
(w
z
)
ℓ.
This implies that W is a level-ℓ H(f)-module with β(x) acting as YW (β˜, x).
3 Vertex C((z))-algebras associated with elliptic
affine Lie algebras
In this section, we shall associate elliptic affine Lie algebras and their restricted
modules with vertex C((z))-algebras and their type zero modules. More generally,
for each polynomial p(x) ∈ C[x], we construct a Lie algebra gˆp over C, which
generalizes elliptic affine Lie algebra gˆe in a certain way, and we also construct
a Lie algebra gˇp over C((z)). Then we construct a vertex C((z))-algebra Vgˇp(ℓ, 0)
associated with gˇp and a complex number ℓ, and we establish an isomorphism
between the category of restricted gˆp-modules of level ℓ and the category of type
zero Vgˇp(ℓ, 0)-modules.
We begin by recalling elliptic affine Lie algebras, following [BCF]. Let β be a
complex number which is fixed throughout this section. Denote by Aβ[t
±1, u] the
quotient algebra of C[t, t−1, u] modulo relation
u2 = t3 − 2βt2 + t.
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Let g be a (possibly infinite-dimensional) Lie algebra over C, equipped with a
non-degenerate symmetric invariant bilinear form 〈·, ·〉. Roughly speaking, the
elliptic affine Lie algebra associated to g, denoted by gˆe, is the universal central
extension of the Lie algebra g ⊗ Aβ [t
±1, u]. Following [BCF], let g1 be a vector
space isomorphic to g, with a fixed linear isomorphism a ∈ g 7→ a1 ∈ g1. Then
gˆe = (g⊕ g
1)⊗ C[t, t−1]⊕ Ck⊕ Ck+ ⊕ Ck− (3.1)
as a vector space over C, where k,k± are central and the nontrivial bracket
relations are written in terms of generating functions for a ∈ g:
a(x) =
∑
n∈Z
(a⊗ tn)x−n−1, a1(x) =
∑
n∈Z
(a1 ⊗ tn)x−n−1.
The nontrivial bracket relations are
[a(z), b(w)] = [a, b](w)z−1δ
(w
z
)
+ 〈a, b〉
∂
∂w
z−1δ
(w
z
)
k,
[a(z), b1(w)] = [a, b]1(w)z−1δ
(w
z
)
+ 〈a, b〉A(w)
∂
∂w
z−1δ
(w
z
)
,
[a1(z), b1(w)]
=
(
(w3 − 2βw2 + w)[a, b](w) +
1
2
〈a, b〉(3w2 − 4βw + 1)k
)
z−1δ
(w
z
)
+〈a, b〉(w3 − 2βw2 + w)
∂
∂w
z−1δ
(w
z
)
k,
where
A(w) = w(P (w−1, β) + P (w, β))k+ + w(Q(w
−1, β) +Q(w, β)− 2)k−,
in which P (x, β) and Q(x, β) are certain nonnegative power series in x, depending
on β.
Note that we have slightly modified the original relation (by replacing the
invariant bilinear form 〈·, ·〉 on g to −〈·, ·〉), so that the elliptic affine Lie algebra
gˆe contains the standard affine Lie algebra gˆ as a subalgebra.
We shall be interested in gˆe-modules on which central elements k and k± act
as complex scalars ℓ and ℓ±.
Definition 3.1. If W is a gˆe-module on which k, k+ and k− act as complex
scalars ℓ, ℓ±, respectively, we say that W is of level (ℓ, ℓ+, ℓ−).
Just as with the ordinary affine Lie algebra gˆ, for any gˆe-moduleW and for a ∈
g, n ∈ Z, we write a(n), a1(n) for the operators onW , corresponding to a⊗tn, a1⊗
tn, respectively, and we view a(x) and a1(x) as elements of (EndW )[[x, x−1]].
Definition 3.2. A gˆe-module W is called a restricted module if for every a ∈ g
and w ∈ W , a(n)w = a1(n)w = 0 for n sufficiently large, namely, if
a(x), a1(x) ∈ Hom(W,W ((x))) for a ∈ g.
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We have (cf. [BCF], Lemma 4.3):
Lemma 3.3. Let W be a restricted gˆe-module on which k± act as scalars ℓ±.
Then
A(z) = z(P (z−1, β) + P (z, β))ℓ+ + z(Q(z
−1, β) +Q(z, β)− 2)ℓ− ∈ C((z)).
Proof. Let a, b ∈ g with 〈a, b〉 6= 0. From the defining relations we get
Resz(z − w)[a(z), b
1(w)] = 〈a, b〉A(w).
Since a(w), b1(w) ∈ Hom(W,W ((w))), we have
Resz(z − w)[a(z), b
1(w)] ∈ Hom(W,W ((w))).
Thus A(w) ∈ C((w)).
From the defining relations we have
(z − w)2[a(z), b(w)] = (z − w)2[a1(z), b1(w)] = (z − w)2[a(z), b1(w)] = 0
for a, b ∈ g. Let W be a restricted gˆe-module. Set
UW = {a(x), a
1(x) | a ∈ g} ⊂ E(W ).
Then UW is a local subset. Thus UW generates a vertex algebra VW inside E(W )
with W as a faithful module.
Note that if W is a level-ℓ restricted module for the affine Lie algebra gˆ, the
vertex algebra generated by the generating functions a(x) for a ∈ g is a vacuum
gˆ-module of level ℓ with a(z) acting as YE(a(x), z). For elliptic affine Lie algebra
gˆe, this is no longer the case. In fact, the following proposition asserts that there
does not exist a nontrivial vacuum gˆe-module.
Proposition 3.4. Suppose that W is a restricted gˆe-module of level (ℓ, ℓ+, ℓ−),
equipped with a vector w0 ∈ W and a linear operator D on W such that W =
U(gˆe)w0,
Dw0 = 0, a(x)w0, a
1(x)w0 ∈ W [[x]],
[D, a(x)] =
d
dx
a(x), [D, a1(x)] =
d
dx
a1(x) for a ∈ g.
Then ℓ = 0 and A(z) ∈ C. Furthermore, if [g, g] = g, then W is a 1-dimensional
trivial gˆe-module.
Proof. With W assumed to be a restricted gˆe-module, a(x), a
1(x) for a ∈ g form
a local subset UW of E(W ). Then we have a vertex algebra VW generated by UW .
By Proposition 5.4.1 of [LL], we have
[D,ψ(x)] =
d
dx
ψ(x) for ψ(x) ∈ VW .
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Let a, b ∈ g with 〈a, b〉 6= 0. We have
a(x)1b
1(x) = Resz(z − x)[a(z), b
1(x)] = 〈a, b〉A(x),
which implies A(x) ∈ VW . Then we have
d
dx
A(x) = [D,A(x)] = 0, proving
A(x) ∈ C. Similarly, we have
a1(x)1b
1(x) = Resx1(x1 − x)[a
1(x1), b
1(x)] = ℓ〈a, b〉(x3 − 2βx2 + x).
Then
ℓ〈a, b〉(3x2 − 4βx+ 1) = ℓ〈a, b〉[D, (x3 − 2βx2 + x)] = 0,
which implies ℓ = 0.
Furthermore, with ℓ = 0 we have
a1(x)0b
1(x) = Resx1 [a
1(x1), b
1(x)] = (x3 − 2βx2 + x)[a, b](x).
Using the same reasoning we get (3x2 − 4βx + 1)[a, b](x) = 0. As [a, b](x) ∈
Hom(W,W ((x))), it follows that [a, b](x) = 0. With [g, g] = g and 〈·, ·〉 non-
degenerate, we have u(x) = 0 on W for every u ∈ g. We also have u1(x) = 0 on
W . Since w0 generates W , W must be a 1-dimensional trivial gˆe-module. This
completes the proof.
Lemma 3.5. Let W be a restricted gˆe-module of level (ℓ, ℓ+, ℓ−) with ℓ 6= 0. Then
the vertex algebra VW generated by UW is a C[x]-submodule of E(W ).
Proof. Let a, b ∈ g with 〈a, b〉 6= 0. We have
a1(x)1b
1(x) = Resx1(x1 − x)[a
1(x1), b
1(x)] = ℓ〈a, b〉(x3 − 2βx2 + x).
It follows that x3 − 2βx2 + x ∈ VW . Furthermore, we have
(x3 − 2βx2 + x)−31W =
1
2
(
d
dx
)2
(x3 − 2βx2 + x) = 3x− 2β,
which implies x ∈ VW . Noticing that x−1u = xu for u ∈ VW , we obtain C[x]VW ⊂
VW , proving that VW is a C[x]-submodule of E(W ).
To better describe the vertex algebras generated by the generating functions
of elliptic affine Lie algebras on restricted modules, we shall make use of certain
closely related Lie algebras.
Proposition 3.6. Let g be a (possibly infinite-dimensional) Lie algebra over C,
equipped with a non-degenerate symmetric invariant bilinear form 〈·, ·〉, and let
p(ξ) ∈ C((ξ)) (with ξ a new formal variable). Set
K = C((ξ))(g⊕ g1 ⊕ Ck)⊗ C[t, t−1],
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a vector space over C. Define
[f(ξ)k⊗ tm, K] = 0 = [K, f(ξ)k⊗ tm],
[f(ξ)a⊗ tm, g(ξ)b⊗ tn] = f(ξ)g(ξ)[a, b]⊗ tm+n + 〈a, b〉f ′(ξ)g(ξ)k⊗ tm+n
+m〈a, b〉f(ξ)g(ξ)k⊗ tm+n−1,
[f(ξ)a⊗ tm, g(ξ)b1 ⊗ tn] = f(ξ)g(ξ)[a, b]1 ⊗ tm+n,
[f(ξ)a1 ⊗ tm, g(ξ)b⊗ tn] = f(ξ)g(ξ)[a, b]1 ⊗ tm+n,
[f(ξ)a1 ⊗ tm, g(ξ)b1 ⊗ tn] = f(ξ)g(ξ)p(ξ)[a, b]⊗ tm+n
+〈a, b〉f ′(ξ)g(ξ)p(ξ)k⊗ tm+n
+
1
2
〈a, b〉f(ξ)g(ξ)p′(ξ)k⊗ tm+n
+m〈a, b〉f(ξ)g(ξ)p(ξ)k⊗ tm+n−1
for a, b ∈ g, f(ξ), g(ξ) ∈ C((ξ)), m, n ∈ Z. Let J0 be the subspace of K, spanned
over C by
f ′(ξ)k⊗ tn + nf(ξ)k⊗ tn−1
for f(ξ) ∈ C((ξ)), n ∈ Z. Then J0 is a two-sided ideal of the algebra K, and
K/J0 is a Lie algebra, which we denote by K(g, p). Furthermore, the C-linear
operator D˜ on K, defined by
D˜(u⊗ tn) = −n(u⊗ tn−1)
for u ∈ C((ξ))(g + g1 + Ck), n ∈ Z, reduces to a derivation D of the Lie algebra
K(g, p).
Proof. It is immediate that J0 is a two-sided ideal of K. We now prove that skew
symmetry holds for the quotient algebra K/J0. We shall just consider the two
cases which are not immediate. Let a, b ∈ g, f(ξ), g(ξ) ∈ C((ξ)), m, n ∈ Z. With
[a, b] = −[b, a] and 〈a, b〉 = 〈b, a〉, we have
[f(ξ)a⊗ tm, g(ξ)b⊗ tn] + [g(ξ)b⊗ tn, f(ξ)a⊗ tm]
= 〈a, b〉f ′(ξ)g(ξ)k⊗ tm+n +m〈a, b〉f(ξ)g(ξ)k⊗ tm+n−1
+〈a, b〉f(ξ)g′(ξ)k⊗ tm+n + n〈a, b〉f(ξ)g(ξ)k⊗ tm+n−1
= 〈a, b〉
(
d
dξ
(f(ξ)g(ξ))k⊗ tm+n + (m+ n)f(ξ)g(ξ)k⊗ tm+n−1
)
∈ J0,
14
[f(ξ)a1 ⊗ tm, g(ξ)b1 ⊗ tn] + [g(ξ)b1 ⊗ tn, f(ξ)a1 ⊗ tm]
= 〈a, b〉f ′(ξ)g(ξ)p(ξ)k⊗ tm+n + 〈a, b〉f(ξ)g′(ξ)p(ξ)k⊗ tm+n
+
1
2
〈a, b〉f(ξ)g(ξ)p′(ξ)k⊗ tm+n +
1
2
〈a, b〉f(ξ)g(ξ)p′(ξ)k⊗ tm+n
+m〈a, b〉f(ξ)g(ξ)p(ξ)k⊗ tm+n−1 + n〈a, b〉f(ξ)g(ξ)p(ξ)k⊗ tm+n−1
= 〈a, b〉
(
d
dξ
(f(ξ)g(ξ)p(ξ))k⊗ tm+n + (m+ n)f(ξ)g(ξ)p(ξ)k⊗ tm+n−1
)
∈ J0.
Next, we establish Jacobi identity. Let f(ξ), g(ξ), h(ξ) ∈ C((ξ)), a, b, c ∈
g, l, m, n ∈ Z. We have
[f(ξ)a⊗ tl, [g(ξ)b⊗ tm, h(ξ)c⊗ tn]]
= [f(ξ)a⊗ tl, g(ξ)h(ξ)[b, c]⊗ tm+n]
= f(ξ)g(ξ)h(ξ)[a, [b, c]]⊗ tl+m+n + 〈a, [b, c]〉f ′(ξ)g(ξ)h(ξ)k⊗ tl+m+n
+l〈a, [b, c]〉f(ξ)g(ξ)h(ξ)k⊗ tl+m+n−1,
[g(ξ)b⊗ tm, [f(ξ)a⊗ tl, h(ξ)c⊗ tn]]
= f(ξ)g(ξ)h(ξ)[b, [a, c]]⊗ tl+m+n + 〈b, [a, c]〉f(ξ)g′(ξ)h(ξ)k⊗ tl+m+n
+m〈b, [a, c]〉f(ξ)g(ξ)h(ξ)k⊗ tl+m+n−1,
[[f(ξ)a⊗ tl, g(ξ)b⊗ tm], h(ξ)c⊗ tn]
= [f(ξ)g(ξ)[a, b]⊗ tl+m, h(ξ)c⊗ tn]
= f(ξ)g(ξ)h(ξ)[[a, b], c]⊗ tl+m+n + 〈[a, b], c〉(f(ξ)g(ξ))′h(ξ)k⊗ tl+m+n
+(l +m)〈[a, b], c〉f(ξ)g(ξ)h(ξ)k⊗ tl+m+n−1.
Then the Jacobi identity for the triple (f(ξ)a⊗ tl, g(ξ)b⊗ tm, h(ξ)c⊗ tn) follows
from the Jacobi identity of g and the invariance of 〈·, ·〉.
We also have
[f(ξ)a⊗ tl, [g(ξ)b⊗ tm, h(ξ)c1 ⊗ tn]] = [f(ξ)a⊗ tl, g(ξ)h(ξ)[b, c]1 ⊗ tm+n]
= f(ξ)g(ξ)h(ξ)[a, [b, c]]1 ⊗ tl+m+n,
[g(ξ)b⊗ tm, [f(ξ)a⊗ tl, h(ξ)c1 ⊗ tn]] = f(ξ)g(ξ)h(ξ)[b, [a, c]]1 ⊗ tl+m+n,
[[f(ξ)a⊗ tl, g(ξ)b⊗ tm], h(ξ)c1 ⊗ tn] = [f(ξ)g(ξ)[a, b]⊗ tl+m, h(ξ)c1 ⊗ tn]
= f(ξ)g(ξ)h(ξ)[[a, b], c]1 ⊗ tl+m+n.
These imply the Jacobi identity for the indicated triple.
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We have
[f(ξ)a⊗ tl, [g(ξ)b1 ⊗ tm, h(ξ)c1 ⊗ tn]]
= [f(ξ)a⊗ tl, g(ξ)h(ξ)p(ξ)[b, c]⊗ tm+n]
= f(ξ)g(ξ)h(ξ)p(ξ)[a, [b, c]]⊗ tl+m+n + 〈a, [b, c]〉f ′(ξ)g(ξ)h(ξ)p(ξ)k⊗ tl+m+n
+l〈a, [b, c]〉f(ξ)g(ξ)h(ξ)p(ξ)k⊗ tl+m+n−1,
[g(ξ)b1 ⊗ tm, [f(ξ)a⊗ tl, h(ξ)c1 ⊗ tn]]
= [g(ξ)b1 ⊗ tm, f(ξ)h(ξ)[a, c]1 ⊗ tl+m]
= f(ξ)g(ξ)h(ξ)p(ξ)[b, [a, c]]⊗ tl+m+n + 〈b, [a, c]〉f(ξ)g′(ξ)h(ξ)p(ξ)k⊗ tl+m+n
+
1
2
〈b, [a, c]〉f(ξ)g(ξ)h(ξ)p′(ξ)k⊗ tl+m+n
+m〈b, [a, c]〉f(ξ)g(ξ)h(ξ)k⊗ tl+m+n−1,
[[f(ξ)a⊗ tl, g(ξ)b1 ⊗ tm], h(ξ)c1 ⊗ tn]
= [f(ξ)g(ξ)[a, b]1 ⊗ tl+m, h(ξ)c1 ⊗ tn]
= f(ξ)g(ξ)h(ξ)p(ξ)[[a, b], c]⊗ tl+m+n
+〈[a, b], c〉(f ′(ξ)g(ξ) + f(ξ)g′(ξ))h(ξ)p(ξ)k⊗ tl+m+n
+
1
2
〈[a, b], c〉f(ξ)g(ξ)h(ξ)p′(ξ)k⊗ tl+m+n
+(l +m)〈[a, b], c〉f(ξ)g(ξ)h(ξ)p(ξ)k⊗ tl+m+n−1.
Using the Jacobi identity of g and the invariance of 〈·, ·〉 we obtain the Jacobi
identity for the indicated triple.
We have
[f(ξ)a1 ⊗ tl, [g(ξ)b1 ⊗ tm, h(ξ)c1 ⊗ tn]]
= [f(ξ)a1 ⊗ tl, g(ξ)h(ξ)p(ξ)[b, c]⊗ tm+n]
= f(ξ)g(ξ)h(ξ)p(ξ)[a, [b, c]]1 ⊗ tl+m+n,
[g(ξ)b1 ⊗ tm, [f(ξ)a1 ⊗ tl, h(ξ)c1 ⊗ tn]] = f(ξ)g(ξ)h(ξ)p(ξ)[b, [a, c]]1⊗ tl+m+n,
[[f(ξ)a1 ⊗ tl, g(ξ)b1 ⊗ tm], h(ξ)c1 ⊗ tn] = f(ξ)g(ξ)h(ξ)p(ξ)[[a, b], c]1⊗ tl+m+n.
Then the Jacobi identity for the indicated triple follows. Furthermore, the other
cases follow from these and skew symmetry.
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As for the last assertion, we first show that D˜ is a derivation of algebra K,
by checking the two nontrivial cases. We have
−m[f(ξ)a⊗ tm−1, g(ξ)b⊗ tn]− n[f(ξ)a⊗ tm, g(ξ)b⊗ tn−1]
= −mf(ξ)g(ξ)[a, b]⊗ tm+n−1 −m〈a, b〉f ′(ξ)g(ξ)k⊗ tm+n−1
−m(m− 1)〈a, b〉f(ξ)g(ξ)k⊗ tm+n−2
−nf(ξ)g(ξ)[a, b]⊗ tm+n−1 − n〈a, b〉f ′(ξ)g(ξ)k⊗ tm+n−1
−mn〈a, b〉f(ξ)g(ξ)k⊗ tm+n−2
= −(m+ n)f(ξ)g(ξ)[a, b]⊗ tm+n−1 − 〈a, b〉(m+ n)f ′(ξ)g(ξ)k⊗ tm+n−1
−m(m+ n− 1)〈a, b〉f(ξ)g(ξ)k⊗ tm+n−2,
−m[f(ξ)a1 ⊗ tm−1, g(ξ)b1 ⊗ tn]− n[f(ξ)a1 ⊗ tm, g(ξ)b1 ⊗ tn−1]
= −mf(ξ)g(ξ)p(ξ)[a, b]⊗ tm+n−1 −m〈a, b〉f ′(ξ)g(ξ)p(ξ)k⊗ tm+n−1
−
1
2
〈a, b〉mf(ξ)g(ξ)p′(ξ)k⊗ tm+n−1 −m(m− 1)〈a, b〉f(ξ)g(ξ)p(ξ)k⊗ tm+n−2
−nf(ξ)g(ξ)p(ξ)[a, b]⊗ tm+n−1 − n〈a, b〉f ′(ξ)g(ξ)p(ξ)k⊗ tm+n−1
−
1
2
〈a, b〉nf(ξ)g(ξ)p′(ξ)k⊗ tm+n−1 −mn〈a, b〉f(ξ)g(ξ)p(ξ)k⊗ tm+n−2
= −(m+ n)f(ξ)g(ξ)p(ξ)[a, b]⊗ tm+n−1 − (m+ n)〈a, b〉f ′(ξ)g(ξ)p(ξ)k⊗ tm+n−1
−
1
2
〈a, b〉(m+ n)f(ξ)g(ξ)p′(ξ)k⊗ tm+n−1
−m(m+ n− 1)〈a, b〉f(ξ)g(ξ)p(ξ)k⊗ tm+n−2.
It is readily seen that D˜ preserves the ideal J0, so that D˜ reduces to a derivation
D of K(g, p).
Note that though K(g, p) is naturally a vector space over the field C((ξ)),
K(g, p) is not a Lie algebra over C((ξ)), as the Lie bracket is not C((ξ))-bilinear.
We see from the construction that as a vector space over C,
K(g, p) = (C((ξ))(g⊕ g1)⊗ C[t, t−1])⊕ (R/dR), (3.2)
where R = C((ξ))k⊗ C[t, t−1] and d = d
dξ
⊗ 1 + 1 ⊗ d
dt
. For u ∈ C((ξ))(g + g1 +
Ck), n ∈ Z, denote by u(n) the image of u⊗ tn in K(g, p). Since
d(k⊗ tn) = n(k⊗ tn−1) for n ∈ Z,
we have
k(n) = 0 for n 6= −1. (3.3)
For u ∈ C((ξ))(g+ g1 + Ck), form the generating function
Yt(u, x) =
∑
n∈Z
u(n)x−n−1 ∈ K(g, p)[[x, x−1]]. (3.4)
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The Lie bracket relations become
[Yt(fk, x1), K(g, p)] = 0,
[Yt(fa, x1), Yt(gb, x2)] = Yt(fg[a, b], x2)x
−1
2 δ
(
x1
x2
)
+〈a, b〉Yt(f
′gk, x2)x
−1
2 δ
(
x1
x2
)
+ 〈a, b〉Yt(fgk, x2)
∂
∂x2
x−12 δ
(
x1
x2
)
,
[Yt(fa, x1), Yt(gb
1, x2)] = Yt(fg[a, b]
1, x2)x
−1
2 δ
(
x1
x2
)
,
[Yt(fa
1, x1), Yt(gb, x2)] = Yt(fg[a, b]
1, x2)x
−1
2 δ
(
x1
x2
)
,
[Yt(fa
1, x1), Yt(gb
1, x2)] = Yt(fgp[a, b], x2)x
−1
2 δ
(
x1
x2
)
+
1
2
〈a, b〉Yt((2f
′gp+ fgp′)k, x2)x
−1
2 δ
(
x1
x2
)
+〈a, b〉Yt(fgpk, x2)
∂
∂x2
x−12 δ
(
x1
x2
)
. (3.5)
From now on, we assume that p(x) (∈ C[x]) is a polynomial. Set
K0(g, p) = (C[ξ](g⊕ g1)⊗ C[t, t−1])⊕ (R/dR) ⊂ K, (3.6)
where R and d are given as before. It is readily seen that K0(g, p) is a Lie
subalgebra which is stable under the derivation D.
We now construct a family of Lie algebras, generalizing the elliptic affine Lie
algebra gˆe (with k± = 0).
Proposition 3.7. Let g be a (possibly infinite-dimensional) Lie algebra over C,
equipped with a non-degenerate symmetric invariant bilinear form 〈·, ·〉, and let
p(x) ∈ C[x]. Set
gˆp = (g⊕ g
1)⊗ C[t, t−1]⊕ Ck, (3.7)
18
a vector space over C. Define a bilinear operation on gˆp by
[k, gˆp] = 0 = [gˆp,k],
[a(x1), b(x2)] = [a, b](x2)x
−1
2 δ
(
x1
x2
)
+ 〈a, b〉k
∂
∂x2
x−12 δ
(
x1
x2
)
,
[a(x1), b
1(x2)] = [a, b]
1(x2)x
−1
2 δ
(
x1
x2
)
,
[a1(x1), b(x2)] = [a, b]
1(x2)x
−1
2 δ
(
x1
x2
)
,
[a1(x1), b
1(x2)] = p(x2)[a, b](x2)x
−1
2 δ
(
x1
x2
)
+
1
2
〈a, b〉p′(x2)kx
−1
2 δ
(
x1
x2
)
+ 〈a, b〉p(x2)k
∂
∂x2
x−12 δ
(
x1
x2
)
. (3.8)
Then gˆp is a Lie algebra over C.
Proof. Recall the Lie algebra
K0(g, p) = (C[ξ](g⊕ g1)⊗ C[t, t−1])⊕ (R/dR) ⊂ K.
Let J be the C-span of the coefficients of
(f(ξ)a)(x)− f(x)a(x), (f(ξ)a1)(x)− f(x)a1(x), (g(ξ)k)(x)− g(x)k
for a ∈ g, f(ξ) ∈ C[ξ], g(ξ) ∈ C((ξ)). By using (3.5), it is straightforward to show
that J is a left ideal of K0(g, p). We see that the underlying vector space of the
quotient Lie algebra K0(g, p)/J is isomorphic to gˆp. Then it follows immediately
that the defined nonassociative algebra gˆp is a Lie algebra.
Remark 3.8. Note that the Lie algebra gˆp with p(x) = x
3−2βx2+x is isomorphic
to the quotient algebra gˆe/(Ck+ + Ck−) of the elliptic affine Lie algebra.
We next construct another family of Lie algebras.
Proposition 3.9. Let g be a (possibly infinite-dimensional) Lie algebra over C,
equipped with a non-degenerate symmetric invariant bilinear form 〈·, ·〉, and let
p(x) ∈ C[x]. Set
gˇp = C((z))⊗ (g⊕ g
1)⊗ C[t, t−1]⊕ C((z))k, (3.9)
a vector space over C((z)). For a ∈ g, set
a(x) =
∑
n∈Z
(a⊗ tn)x−n−1, a1(x) =
∑
n∈Z
(a1 ⊗ tn)x−n−1.
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Define a C((z))-bilinear operation on gˇp by
[k, gˇp] = 0 = [gˇp,k],
[a(x1), b(x2)] = [a, b](x2)x
−1
2 δ
(
x1
x2
)
+ 〈a, b〉k
∂
∂x2
x−12 δ
(
x1
x2
)
,
[a(x1), b
1(x2)] = [a, b]
1(x2)x
−1
2 δ
(
x1
x2
)
,
[a1(x1), b(x2)] = [a, b]
1(x2)x
−1
2 δ
(
x1
x2
)
,
[a1(x1), b
1(x2)] = p(z + x2)[a, b](x2)x
−1
2 δ
(
x1
x2
)
+
1
2
〈a, b〉p′(z + x2)kx
−1
2 δ
(
x1
x2
)
+ 〈a, b〉p(z + x2)k
∂
∂x2
x−12 δ
(
x1
x2
)
. (3.10)
Then gˇp is a Lie algebra over C((z)). Furthermore, the map Dˇ, defined by
Dˇ(f(z)k) = f ′(z)k, Dˇ (f(z)u⊗ tn) = f ′(z)u ⊗ tn − nf(z)u⊗ tn−1 (3.11)
for f(z) ∈ C((z)), u ∈ g + g1, n ∈ Z, is a C-linear derivation of gˇp viewed as a
Lie algebra over C.
Proof. Just as in the proof of Proposition 3.7 we shall make use of the Lie algebra
K0(g, p). We extend K0(g, p) to a Lie algebra C((z)) ⊗C K
0(g, p) over the filed
C((z)). Let J1 be the subspace of C((z)) ⊗K
0(g, p), spanned over C((z)) by the
coefficients of
(f(ξ)u)(x)− f(z + x)u(x), (g(ξ)k)(x)− g(z + x)k
for a ∈ g + g1, f(ξ) ∈ C[ξ], g(ξ) ∈ C((ξ)). By using (3.5), it is straightforward
to show that J1 is a left ideal of C((z))⊗C K
0(g, p). One sees that the underlying
vector space of the quotient Lie algebra (C((z))⊗C K
0(g, p))/J1 is isomorphic to
gˇp. Then the first assertion follows immediately.
As for the furthermore assertion, recall that D is a derivation of K0(g, p).
Then d
dz
⊗ 1+ 1⊗D is a C-linear derivation of C((z))⊗C K
0(g, p) viewed as a Lie
algebra over C. We have(
d
dz
⊗ 1 + 1⊗D
)(
1⊗ f(ξ)u⊗ tn −
∑
j≥0
1
j!
f (j)(z)⊗ u⊗ tn+j
)
= −n(1 ⊗ f(ξ)u⊗ tn−1) +
∑
j≥0
(n+ j)
1
j!
f (j)(z)⊗ u⊗ tn+j−1
−
∑
j≥0
1
j!
f (j+1)(z)⊗ u⊗ tn+j
= −n
(
1⊗ f(ξ)u⊗ tn−1 −
∑
j≥0
1
j!
f (j)(z)⊗ u⊗ tn+j−1
)
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for u ∈ g + g1, f(ξ) ∈ C[ξ], n ∈ Z, or for u ∈ Ck, f(ξ) ∈ C((ξ)), n ∈ Z. It
follows that J1 is stable under
d
dz
⊗ 1 + 1⊗D. Then d
dz
⊗ 1 + 1⊗D gives rise to
a derivation of gˇp viewed as a Lie algebra over C.
Definition 3.10. We define gˇe to be the Lie algebra gˇp with p(x) = x
3−2βx2+x.
Lie algebra gˇp as a vector space is naturally Z-graded
gˇp =
∐
n∈Z
(
C((z))(g + g1)⊗ tn + δn,0C((z))k
)
,
but this does not make gˇp a Z-graded Lie algebra. Nevertheless, we can make gˇp a
Z-filtered Lie algebra. The following is straightforward from the defining relations
of gˇp and from the assumption that p(x) is a polynomial:
Lemma 3.11. Let n ∈ Z. Set
gˇp[n] =
{
C((z))(g+ g1)⊗ tnC[t] for n ≥ 1,
C((z))(g+ g1)⊗ tnC[t]⊕ C((z))k for n ≤ 0.
(3.12)
Then {gˇp[n]}n∈Z is a decreasing filtration of gˇp, satisfying that
∩n∈Zgˇp[n] = 0, (3.13)
[gˇp[m], gˇp[n]] ⊂ gˇp[m+ n] for m,n ∈ Z. (3.14)
Definition 3.12. We say that a gˇp-module W is of level ℓ ∈ C if k acts on W
as scalar ℓ. We define a vacuum gˇp-module to be a gˇp-module W equipped with
a vector w0 ∈ W and a C-linear operator D on W such that W = U(gˇp)w0,
Dw0 = 0,
u(n)w0 = 0 for u ∈ g+ g
1, n ≥ 0,
and such that
[D, u(x)] =
d
dx
u(x), [D, f(z)] = f ′(z)
for u ∈ g+ g1, f(z) ∈ C((z)).
Lemma 3.13. Let W be a gˇp-module with a vector w0 satisfying that
W = U(gˇp)w0 and u(n)w0 = 0 for u ∈ g+ g
1, n ≥ 0.
Then W is restricted. In particular, any vacuum gˇp-module is a restricted module.
Proof. We need to prove that for any w ∈ W , gˇp[n]w = 0 for n sufficiently large.
For k ≥ 0, let W [k] be the span of the subspaces
gˇp[n1] · · · gˇp[nr]w0
for 0 ≤ r ≤ k with n1, . . . , nr ∈ Z. ThenW = ∪k≥0W [k]. From definition we have
W [0] = C((z))w0, so we have gˇp[n]W [0] = 0 for n ≥ 1. It follows from Lemma
3.11 and induction on k that for any k ≥ 0 and for any w ∈ W [k], gˇp[n]w = 0 for
n sufficiently large. As W = ∪k≥0W [k], it follows that W is restricted.
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Proposition 3.14. Let ℓ be a complex number and letW be a restricted gˆp-module
of level ℓ. Set VW = C((x))〈UW 〉, where
UW = {a(x), a
1(x) | a ∈ g} ⊂ E(W ).
Then VW with vector 1W ∈ VW and operator D = D (the D-operator of VW ) is a
vacuum gˇp-module of level ℓ with u(x0) acting as YE(u(x), x0) for u ∈ g + g
1 and
with f(z) ∈ C((z)) acting as f(x).
Proof. Note that W is a faithful module for VW viewed as a vertex algebra over
C with YW (ψ(x), x0) = ψ(x0) for ψ(x) ∈ VW . Let a, b ∈ g. We have
[YW (a(x), x1), YW (b(x), x2)]
= YW ([a, b](x), x2)x
−1
2 δ
(
x1
x2
)
+ ℓ〈a, b〉
∂
∂x2
x−12 δ
(
x1
x2
)
,
[YW (a(x), x1), YW (b
1(x), x2)] = YW ([a, b]
1(x), x2)x
−1
2 δ
(
x1
x2
)
,
[YW (a
1(x), x1), YW (b
1(x), x2)]
(
= [a1(x1), b
1(x2)]
)
= p(x2)[a, b](x2)x
−1
2 δ
(
x1
x2
)
+ ℓ〈a, b〉p(x2)
∂
∂x2
x−12 δ
(
x1
x2
)
+
1
2
ℓ〈a, b〉p′(x2)x
−1
2 δ
(
x1
x2
)
= YW (p(x)[a, b](x), x2)x
−1
2 δ
(
x1
x2
)
+ ℓ〈a, b〉YW (p(x)1W , x2)
∂
∂x2
x−12 δ
(
x1
x2
)
+
1
2
ℓ〈a, b〉YW (p
′(x)1W , x2)x
−1
2 δ
(
x1
x2
)
.
In view of Proposition 2.4, we have
[YE(a(x), x1), YE(b(x), x2)]
= YE([a, b](x), x2)x
−1
2 δ
(
x1
x2
)
+ ℓ〈a, b〉
∂
∂x2
x−12 δ
(
x1
x2
)
,
[YE(a(x), x1), YE(b
1(x), x2)] = YE([a, b]
1(x), x2)x
−1
2 δ
(
x1
x2
)
,
[YE(a
1(x), x1), YE(b
1(x), x2)]
= YE(p(x)[a, b](x), x2)x
−1
2 δ
(
x1
x2
)
+ ℓ〈a, b〉YE(p(x)1W , x2)
∂
∂x2
x−12 δ
(
x1
x2
)
+
1
2
ℓ〈a, b〉YE(p
′(x)1W , x2)x
−1
2 δ
(
x1
x2
)
= p(x+ x2)YE([a, b](x), x2)x
−1
2 δ
(
x1
x2
)
+ ℓ〈a, b〉p(x+ x2)
∂
∂x2
x−12 δ
(
x1
x2
)
+
1
2
ℓ〈a, b〉p′(x+ x2)x
−1
2 δ
(
x1
x2
)
.
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Thus VW is a restricted gˇp-module of level ℓ with u(x0) acting as YE(u(x), x0) for
u ∈ g+g1 and with f(z) ∈ C((z)) acting as f(x). From the definition of VW , VW is
generated over C((x)) from 1W by operators a(x)n, a
1(x)n, f(x) for u ∈ g, n ∈ Z.
It follows that VW = U(gˇp)1W . For the vertex algebra VW with the D-operator
D, we have
[D, YE(ψ(x), x0)] =
d
dx0
YE(ψ(x), x0) for ψ(x) ∈ VW .
In particular, we have
[D, YE(u(x), x0)] =
d
dx0
YE(u(x), x0) for u ∈ g+ g
1.
With D = d
dx
, we also have
[D, f(x)] = f ′(x) for f(x) ∈ C((x)).
Therefore, VW is a vacuum gˇp-module of level ℓ.
Set
Bˇ = C((z))⊗ (g⊕ g1)⊗ C[t]⊕ C((z))k ⊂ gˇp. (3.15)
It is readily seen that Bˇ is a subalgebra which is a direct sum of the subalgebras
C((z))⊗ (g⊕ g1)⊗ C[t] and C((z))k.
Let ℓ ∈ C. We make C((z)) a Bˇ-module by letting k act as scalar ℓ and letting
C((z))⊗ (g⊕ g1)⊗C[t] act trivially. Denote this Bˇ-module by C((z))ℓ. Then form
the induced module
Vgˇp(ℓ, 0) = U(gˇp)⊗U(Bˇ) C((z))ℓ, (3.16)
a gˇp-module. Set
1 = 1⊗ 1 ∈ Vgˇp(ℓ, 0).
In view of the P-B-W theorem, we can and we shall identify C((z))⊗ (g⊕ g1) as
a subspace of Vgˇp(ℓ, 0) through the C((z))-linear map
f(z)u 7→ f(z)u(−1)1.
We also have C((z))1 ⊂ Vgˇp(ℓ, 0). It is clear that Vgˇp(ℓ, 0) is a vacuum gˇp-module
which is universal in the obvious sense.
Theorem 3.15. Let ℓ be any complex number. There exists a vertex C((z))-
algebra structure on the gˇp-module Vgˇp(ℓ, 0), which is uniquely determined by the
conditions that 1 is the vacuum vector and that
Y (u, x) = u(x) for u ∈ g+ g1. (3.17)
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Proof. It is clear that Vgˇp(ℓ, 0) as a C((z))-vector space is generated from 1 by
operators u(n) for u ∈ g+ g1, n ∈ Z. It follows that Vgˇp(ℓ, 0) as a C-vector space
is generated from 1 by operators u(n) for u ∈ g + g1, n ∈ Z and by the left
multiplication of f(z) for f(z) ∈ C((z)). Then the structure of a vertex algebra
over C such that
Y (u, x) = u(x), Y (f(z)1, x) = f(z + x) for u ∈ g+ g1, f(z) ∈ C((z))
is unique. Consequently, the vertex C((z))-algebra structure with the required
properties is unique.
For the existence, we first show that there is a vertex algebra structure over
C. Clearly, the C-linear derivation Dˇ of gˇp preserves Bˇ. Then Dˇ gives rise to a
C-linear operator D on Vgˇp(ℓ, 0), satisfying the condition that D1 = 0,
[D, u(x)] = Dˇ(u(x)) =
d
dx
u(x) for u ∈ g+ g1,
[D, f(z)] = Dˇ(f(z)) = f ′(z) for f(z) ∈ C((z)).
From the construction, we have Vgˇp(ℓ, 0) = U(gˇp)1 and
u(x)1 ∈ Vgˇp(ℓ, 0)[[x]] and lim
x→0
u(x)1 = u(−1)1 = u for u ∈ g+ g1.
Furthermore, by lemma 3.13, Vgˇp(ℓ, 0) is a restricted gˇp-module, and then it
follows from the commutation relations of gˇp that
{f(z + x)a(x), f(z + x)a1(x), f(z + x) | a ∈ g, f(z) ∈ C((z))}
is a local subset of E(Vgˇp(ℓ, 0)). Also, for u ∈ g+ g
1, f(z) ∈ C((z)), we have
f(z + x)u(x)1 ∈ Vgˇp(ℓ, 0)[[x]] and lim
x→0
f(z + x)u(x)1 = f(z)u,
f(z + x)1 ∈ Vgˇp(ℓ, 0)[[x]] and lim
x→0
f(z + x)1 = f(z)1,
and
[D, f(z + x)u(x)] =
d
dx
(f(z + x)u(x)) ,
[D, f(z + x)] = f ′(z + x) =
d
dx
f(z + x).
Now, it follows from a theorem of Frenkel-Kac-Radul-Wang [FKRW] and Meurman-
Primc [MP] that Vgˇp(ℓ, 0) has a vertex algebra structure over C with 1 as the
vacuum vector and with
Y (f(z)u, x) = f(z + x)u(x), Y (f(z)1, x) = f(z + x)
for u ∈ g+ g1, f(z) ∈ C((z)).
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Next, we show that Vgˇp(ℓ, 0) is a vertex C((z))-algebra. Note that Vgˇp(ℓ, 0)
as a vertex algebra over C is generated by C((z))(g + g1) + C((z))1. For f(z) ∈
C((z)), u ∈ g+ g1, we have
Y (f(z)u, x) = f(z + x)Y (u, x), Y (f(z)1, x) = f(z + x).
Then it follows from [Li6] that Vgˇp(ℓ, 0) is a vertex C((z))-algebra.
The following is a connection between restricted gˆp-modules of level ℓ and type
zero Vgˇp(ℓ, 0)-modules:
Theorem 3.16. Let ℓ be a complex number. For any restricted gˆp-module W of
level ℓ, there exists a unique structure YW of a type zero Vgˇp(ℓ, 0)-module such
that
YW (a, x) = a(x), YW (a
1, x) = a1(x) for a ∈ g.
On the other hand, let (W,YW ) be a type zero Vgˇp(ℓ, 0)-module. Then W is a
restricted gˆp-module of level ℓ with
a(x) = YW (a, x), a
1(x) = YW (a
1, x) for a ∈ g
and with k acting as scalar ℓ.
Proof. For the first assertion, the uniqueness is clear, since g + g1 generates
Vgˇp(ℓ, 0) as a vertex C((z))-algebra. Set
U = {a(x), a1(x) | a ∈ g}.
From the defining relations of gˆp, one sees that U is a local subset of E(W ). In
view of Proposition 2.5, U generates a vertex C((z))-algebra VW = C((x))〈U〉
with W as a faithful type zero module, where f(z) ∈ C((z)) acts as f(x) on VW .
By Proposition 3.14, VW is a vacuum gˇp-module of level ℓ with
a(x0) = YE(a(x), x0), a
1(x0) = YE(a
1(x), x0)
for a ∈ g and with f(z) ∈ C((z)) acting as f(x). From the construction of
Vgˇp(ℓ, 0), there exists a gˇp-module homomorphism ψ from Vgˇp(ℓ, 0) to VW with
ψ(1) = 1W . Thus
ψ(u(n)v) = u(x)nψ(v) for u ∈ g+ g
1, n ∈ Z, v ∈ Vgˇp(ℓ, 0),
ψ(f(z)v) = f(x)ψ(v) for f(z) ∈ C((z)).
It follows that ψ is a homomorphism of vertex C((z))-algebras. By Proposition
2.6, W is a type zero Vgˇp(ℓ, 0)-module.
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On the other hand, let (W,YW ) be a type zero Vgˇp(ℓ, 0)-module. From defi-
nition, (W,YW ) is a module for Vgˇp(ℓ, 0) viewed as a vertex algebra over C. For
a, b ∈ g, we have
[Y (a1, x1), Y (b
1, x2)]
= Y (p(z)[a, b], x2)x
−1
2 δ
(
x1
x2
)
+
1
2
〈a, b〉ℓY (p′(z)1, x2)x
−1
2 δ
(
x1
x2
)
+〈a, b〉ℓY (p(z)1, x2)
∂
∂x2
x−12 δ
(
x1
x2
)
.
Thus
[YW (a
1, x1), YW (b
1, x2)]
= YW (p(z)[a, b], x2)x
−1
2 δ
(
x1
x2
)
+
1
2
〈a, b〉ℓYW (p
′(z)1, x2)x
−1
2 δ
(
x1
x2
)
+〈a, b〉ℓYW (p(z)1, x2)
∂
∂x2
x−12 δ
(
x1
x2
)
= p(x2)YW ([a, b](x2)x
−1
2 δ
(
x1
x2
)
+
1
2
〈a, b〉ℓp′(x2)x
−1
2 δ
(
x1
x2
)
+〈a, b〉ℓp(x2)
∂
∂x2
x−12 δ
(
x1
x2
)
.
The other relations are readily seen to hold. Therefore, W is a restricted gˆp-
module of level ℓ.
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