A new method for obtaining absolute left ventricular volume from gated blood pool studies was evaluated in a torso phantom and in 35 patients who also underwent single-plane contrast ventriculography.
MEASUREMENT of left ventricular volume throughout the cardiac cycle would be useful in the diagnosis and treatment of patients with heart disease. Contrast left ventriculography has generally been used to measure volume, and is the standard for evaluating newer approaches. As described by Sandler and Dodge,", 2 the angiographic method assumes that the left ventricle is either an ellipsoid or a prolate spheroid, which may not be accurate for hearts with regional dysfunction.3 Angiography is invasive, making serial studies difficult, and may itself produce hemodynamic changes that affect left ventricular performance.4"7 Radionuclide scintigrams have been analyzed in an analogous way using dimensions to obtain volumes,8"and although the invasive aspects and hemodynamic problems of contrast angiography are avoided, the same problems with geometric assumptions remain.
A nongeometric approach with radionuclide tracer dilution curves has been described,12`18 but has not been widely used because of inherent errors and problems with clinical implementation.'7 Recently, another nongeometric approach using quilibrium-gated blood pool studies has been reported. With this method, the count rate from the left ventricle is converted to volume units using the activity measured from a small sample of the patient's blood.'8' 1 ' So far, this ap-proach has yielded only an index of left ventricular volume rather than an absolute measurement in milliliters.
We describe a new nongeometric method for obtaining absolute left ventricular volume from gated blood pool studies.
Materials and Methods

Theoretical Considerations
If a homogeneous distribution of activity is assumed to exist throughout the blood after injection and mixing of a blood pool tracer, the left ventricular volume (LVV) can be measured at any point in the cardiac cycle as Total activity in the LV Activity concentration of the blood (1) The total activity in the left ventricle is equal to the count rate from the left ventricle corrected for photon attenuation by intervening tissues and detector system sensitivity. If a known volume of blood is withdrawn and counted in a small test tube such that there is no self-attenuation, the activity in this sample is equal to the count rate from the sample corrected for detector system sensitivity. If both the left ventricle and the blood sample are counted with the same parallel-hole collimator/camera system, the sensitivity term is the samve, because the sensitivity of a parallel-hole collimator is independent of distance from the face of the collimator. 20 22 This last assumption was validated in phantom studies, as discussed in appendix A.
In this study, we applied these general principles to the determination of left ventricular volume from gated blood pool studies. Left ventricular enddiastolic volume (LVEDV) was calculated from (1) the background-corrected count rate from the left ven-tricle in the end-diastolic (ED) frame of the gated study, (2) the count rate per milliliter from a blood sample, corrected for decay from the time it was withdrawn during the study to the time it was counted, and (3) the depth of the left ventricle in the body:
Count rate from LV in ED frame/e Ud (2) Count rate/ml from blood sample In equation 2, the count rate from the left ventricle was corrected for attenuation by the term eud, where u was the average linear attenuation coefficient and d was the depth of the center of the left ventricle in the body. The linear attenuation coefficient was assumed to be equal to that of water (u = 0.15 cm-1). This method for attenuation correction is discussed in appendix B.
The count rate from the left ventricle in the enddiastolic frame was calculated as Total LV counts in ED frame Time per frame X number of cycles acquired
Patient Studies
The study group consisted of 35 consecutive patients, 25 males and 10 females, who had various cardiac disorders, were scheduled for coronary arteriography with contrast ventriculography, and agreed to undergo ECG-gated blood pool imaging. Twenty-six had significant coronary artery disease, three had chest pain with insignificant (< 50% lumen diameter) coronary artery narrowings, two had valvular heart disease, three had cardiomyopathy and one patient had an atrial septal defect. Two patients with coronary artery disease and one patient with cardiomyopathy also had mitral regurgitation. The patients were 25-76 years old and weighed 122-240 lbs. All patients gave written informed consent. The patients were brought to the imaging area by wheelchair in a nonfasting state. Twenty-nine were studied after catheterization (23, 1 day; four, 2 days; one, 3 days; one, 5 days). The six other patients were studied before catheterization (two, 1 day; four, 3-6 days). Heart rate during catheterization averaged 80 ± 19 beats/min (SD) and during imaging, 73 ± 14 beats/ min (p < 0.005). All patients were in stable condition and none showed overt signs of myocardial ischemia or congestive heart failure during the study.
After blood pool equilibration of 20-25 mCi of technetium-99m (Squibb) in vivo labeled red blood cells,23 the patients were imaged supine in the 40°left anterior oblique position. This 400 angle was strictly adhered to for standardization of subsequent data acquisition and analysis. Images were acquired with a medium-sensitivity, parallel-hole collimator attached to a standard Anger camera interfaced with a commercial nuclear medicine computer system. Data were acquired on magnetic disc (32 X 32 matrix, 1.9X zoom) and then interpolated to 64 X 64 with a commercial software program. Acquisition was stopped when 250,000 counts had been collected in at least one of the 28 frames over the cardiac cycle. Halfway through data acquisition, a sample of blood was withdrawn from a peripheral vein. After the view was completed, but before the camera was moved, a small point source of technetium-99m was placed on the patient's chest superimposed over the middle of the left ventricle with the aid of the persistence oscilloscope. The patient was then imaged for 30 seconds in the anterior position using a static acquisition program in 128 X 128 matrix. After both views were completed, the blood sample was counted using the same collimator/camera system and the same energy window setting (20%). For the first 19 patients, duplicate 2-ml samples were counted sequentially for 10 minutes each in 5-ml test tubes placed upright directly on the collimator face (camera head inverted). For the last 16 patients, duplicate 5-ml samples were counted for 10 minutes each in Petri dishes placed 5 cm from the collimator face, according to our current practice. This was done to improve counting statistics, reduce self-attenuation, and spread the sample over more photomultiplier tubes. Total sample counts for the first 19 patients averaged 82,240 + 13,680 counts/10 min (± SD) (range 55,300-104,900) for the 4-mi aggregate. For the next 16 patients, sample counts averaged 244,870 + 65,030 counts/10 min (range 156,400-361,630) for the total volume of 10-ml. The test tube samples averaged 2056 counts/ml/min and the Petri dish samples 2449 counts/ml/min. All count rates were later corrected for ambient background, which averaged 6720 counts/10 min (range 4100-10,100). The resolving time of our system, including the computer, was 4.5 ,usec, resulting in a linear response for count rates up to 1-2 X 106/min. Each laboratory must calibrate the resolving time of its own system, and make appropriate corrections if necessary.
The data from the gated study were first analyzed in the usual fashion, using the commercial programs provided with the computer (MUGE, Medical Data Systems). Semiautomatic regions of interest were generated over the left ventricle for each frame in the cardiac cycle using a combined second derivative and count-threshold algorithm. A background region was automatically generated lateral and inferior to the left ventricle in the end-systolic frame, 5 pixels wide and 2 pixels from the computer-generated left ventricular edge. From these regions of interest, a backgroundcorrected left ventricular time-activity curve was obtained. The program also provided the average time per frame (in msec) and the number of cardiac cycles acquired. Additional regions of interest were then manually drawn around the left ventricle in the enddiastolic and end-systolic frames ( fig. 1 ). These regions were purposely drawn large, especially around the free wall, excluding as much of the left atrium, right ventricle and other major vascular structures as possible. A separate background region was also manually drawn lateral to the free wall at end-systole. From these regions, the net counts in the left ventricle at end-diastole and end-systole were obtained by subtracting the area-normalized background counts from 83 was then found by searching inward from the ellipse using a count-threshold criterion. The threshold was adjusted up or down by the operator until the edge best approximated the visual outer border of the left ventricle (usually about 40% of the maximal counts in the ventricle). The x and y coordinates of the center of count distribution were then given by: the left ventricular counts. These net counts were used in the subsequent volume determination. For all 35 patients, the gross left ventricular end-diastolic counts from these manually drawn regions averaged 93 ± 4 counts/pixel (± SD) and background averaged 45 ± 9 counts/pixel. The mean size of the left ventricular end-diastolic region of interest was 734 pixels, resulting in a mean of 35,232 net left ventricular enddiastolic counts.
Attenuation was corrected with measurements from the static anterior view ( fig. 2 ). A special computer program was used to define the count center of gravity of the left ventricle. After a single nine-point weighted smootning operation, an ellipse was placed around the left ventricle, and the major and minor axes were adjusted to exclude activity from the right ventricle, great vessels and atria. The edge of the left ventricle where C(x,y) was the counts in pixel (x,y), the summations being carried out for all pixels within the isocount-defined left ventricular edge. The horizontal distance from this count center of gravity to the center of the point source on the body surface was measured in pixels and converted to centimeters using a previously determined calibration factor. Finally, this distance was divided by sin 400 to obtain the depth of the center of the left ventricle in the body along the axis perpendicular to the collimator face in the 400 left anterior oblique position. This method of attenuation correction, in which left ventricular activity is treated as a point source in the center of the ventricle, is discussed in appendix B.
The count rate from the blood sample was obtained by averaging the duplicate aliquots, dividing the total counts by the acquisition time (10 minutes), and correcting for radioactive decay from the time the sample was withdrawn during the gated study to the time it was counted (by assuming exponential decay with a 6hour half-life). Left ventricular end-diastolic volume was then obtained by appropriate substitutions into equation 2. This end-diastolic volume was used to calibrate the ventricular time-activity curve previously obtained, yielding left ventricular volume throughout the cardiac cycle. End-systolic volume was also calculated directly using the manually drawn endsystolic region of interest and equation 2.
Angiography
Contrast left ventriculography was performed using the percutaneous femoral technique in the 30°right anterior oblique projection.24 Fifty to 75 ml of meglumine diatrizoate were injected over 5-6 seconds and cineangiograms were recorded at 30 frames/sec. Just after ventriculography, without changing patient or camera position, a grid containing 1-cm squares was held against the chest at the level of the left ventricle and filmed to obtain a magnification factor. Left ventricular end-diastolic and end-systolic volumes were determined by visually identifying the frames with the largest and smallest areas of left ventricular opacification, manually tracing the edges of opacification along with the 1-cm square calibration grid on tracing paper and electronically integrating the left 84 C1IRCULATION ABSOLUTE LV VOLUME/Links et atl. ventricular area. The long axis was measured from the apex to the midpoint of the aortic valve, and volumes were calculated using the area-length method after correction for magnification. 2 The ejection fraction was calculated as the difference between end-diastolic and end-systolic volumes divided by the end-diastolic volume. The volume of the papillary muscles was ignored.
Phantom Studies
Pear-shaped flasks of different volumes were filled with technetium-99m pertechnetate in water (5 pCi/ml) and placed in a life-size torso phantom. To simulate the actual concentrations and 2:1 heart-tobackground ratio observed in patient studies, the phantom was filled with water and technetium-99m pertechnetate was added until the count rate was about half of that in the flask (0.5 pCi/ml). An ECG R-wave simulator was used to allow gated acquisition.
A ".gated blood pool study" and static anterior image were acquired and analyzed in exactly the same fashion as outlined above for patients, and "left ventricular end-diastolic" volume was determined.
Statistical Analysis
Regression analyses were performed using standard methods25 to compute the correlation coefficient, slope, intercept and standard error of the estimate (SEE). Two sets of 95% confidence limits were obtained, reflecting the certainty with which the regression line is known and the expected range of observed radionuclide volumes for a given angiographic volume. For the former we computed the standard error of 1i, the expected value of Y for a given Xi, from the equation SA = SEE2 (1 + (Xi X)2 (6) x For the latter, we calculated the standard error of Yi, the observed value of Y for a given Xi from
The confidence intervals were then given by:
The significance of differences between correlation coefficients was tested using a standard t test with co degrees of freedom on the 7 transformations of the 
Results
The results from the phantom studies are displayed in figure 3 . The correlation between radionuclide and true volumes was 0.99 (radionuclide = 1.03 true -3 ml). The SEE was 8 ml and the absolute percent error (absolute difference between radionuclide and true volumes) averaged 5 6% (± SD).
The patient characteristics are given in table 1. The results from the patient studies are displayed in table 2 and figures 4 and 5. The correlation between radionuclide and angiographic end-diastolic volume was 0.95 (radionuclide = 0.97 angiographic + 3 ml). The SEE was 36 ml and the average absolute error 14 12%. The correlation between radionuclide and angiographic end-systolic volume, using the radionuclide end-diastolic volume and the ejection fraction from the left ventricular time-activity curve, was 0.95 ( -0.004 angiographic + 11 cm) or e-ud (r = 0.27; e ud = 0.0002 angiographic + 0.20).
The correlation between radionuclide and angiographic ejection fraction, using the semiautomatic regions of interest to analyze the gated study, was 0.85 (radionuclide = 0.91 angiographic + 4%). Using the manually drawn regions of interest, the correlation was 0.87 (radionuclide = 0.84 angiographic + 5%).
In 10 randomly selected patients, the end-diastolic 55  52  55  28  57  66  25  45  52  45  54  57  28  36  62  34  58  38  54  46  56  58  65  62  49  37  58  73  57  75  57  54  41  40 65  68  69  76  67  63  65  73  72  63  65  75  71  61  63  66  69  70  63  66  71  74  64   61  69  67   74   65   73  58  58   127  154  190  142  154  148  158  172  180  148  169  210  215  125  141  153  152  179  128  145  177  240  163  152  197  144  154 volume was calculated with the large manually drawn regions of interest and the semiautomatic regions of interest ( fig. 6 ). The results are displayed in table 3. In these 10 patients, the correlation between radionuclide and angiographic end-diastolic volume, using the large manual regions, was 0.99 (radionuclide = 1.19 angiographic -30 ml). The correlation between radionuclide and angiographic end-diastolic volume, using the semiautomatic regions, was 0.96 (radionuclide = 0.87 angiographic -43 ml). Use of the semiautomatic regions led to a consistent underestimation of angiographic end-diastolic volume averag- ing 41 ± 17% (+ SD). In 10 randomly selected patients, the depth of the left ventricle (d) was determined by two independent observers. In three patients the depth was the same; in four patients d differed by 1 pixel (0.36 cm); and in three patients d differed by 2 pixels (0.72 cm). A change of 0.36 cm in d resulted in a 5% difference in volume and a change of 0.72 cm resulted in a 10% difference. The relative change in volume for a given change in d is independent of the initial value of d.
The intraobserver variability of background and volume measurements was determined in II Abbreviations: EF = ejection fraction; d = depth of left ventricle within the chest. 87 VOL 65, No 1, JANUARY 1982 END-DIASTOLIC VOLUME than water, is in the path of photons from the left ventricle, bone, which is denser than water, is also in the rX path, tending to make the effective attenuation coefficient close to that of water. However, u equal to 0.15 cm-' theoretically applies to the attenuation of a /,' * -narrow beam of photons passing through an infinitely /,/,/ / thin section of water, clearly not the circumstance lo/ // here, where there is a bulk source located some distance from the camera. In this situation some photons would be expected to undergo multiple scatters and be )O -/ ozf // / directed back towards the detector, lowering the effective u. However, this problem turns out to be small in *.,/,.' / quantitative terms. In phantom studies using our )o -/ ,, . / camera/collimator system, u measured 0.14-0.15cm' r=0.95
for 50-250-ml flasks in water 4-13 cm from the * ;/t . lateral to the left ventricle, approximately 20-50 pixels in size. We used a color display to locate a "represents selected at random. Studies were completely tative" area of homogeneous activity, outside the Iyzed 3-6 months apart without knowledge of region of decreased activity created by the left ventricsults of the first analysis. Background on the two ular wall, and away from areas of inappropriately low ,es, using manually drawn regions of interest, activity (stomach air bubble) or high activity (right ,d by a mean of 4 ± 4 counts/pixel (± SD) (6 ± ventricle, aorta, subdiaphragmatic structures). With End-diastolic counts, using manually drawn these precautions, background could be determined is of interest, differed by a mean of 6013 ± 5133 fairly reproducibly (6% average difference between %), and end-systolic counts by 6791 ± 5177 (15 duplicate measurements).
%). The two determinations of end-diastolic
The left ventricular region of interest was also te differed by a mean of 12 ± 8%, and enddrawn manually, excluding the right ventricle and left ic volume by 12 ± 8%. atrium along the medial and superior margins as much as possible. The dynamic display was viewed oJlscusslon Several radionuclide methods for measuring left ventricular volume have been developed,8'16 but none has gained wide clinical acceptance. In this report, we describe a new nongeometric method for obtaining absolute volume from gated blood pool studies. In our method, left ventricular volume is given by the ratio of the attenuation-corrected left ventricular count rate to the count rate per ml from a blood sample. Attenuation correction is made on an individual basis, after determination of the depth of the left ventricle in t'he body.
Although this method has advantages over previous methods, there are several' potential sources of error. The two most important are the determination of the depth of the ventricle (d), and the use of an assumed homogeneous linear attenuation coefficient (u). In the 10 patients in whom distances were recalculated by a second observer, the difference in the two determinations was always less than 8 mm, and usually much less. Thus, the measurement of d was reproducible, although we did not independently assess its accuracy. Our choice of u equal to that of water seems justified on the basis of water's similarity to blood and soft tissue. Although the lung tissue, which is less dense END-SYSTOLIC VOLUME first to locate these structures more reliably. The region was then drawn purposely large along the lateral and inferior margins to include all counts arising from the left ventricle. Because an automated method for defining left ventricular activity would have been preferable, we attempted to use computergenerated semiautomatic regions for this purpose. Unfortunately, the smaller regions provided by our program led to a consistent underestimation (average 41%) of radionuclide end-diastolic volume. However, because the correlation with contrast left ventriculography remained high, these smaller semiautomatic regions may be suitable for calculating indexes of left ventricular volume when absolute values are not required, or for assessing percentage changes in volume over time. The use of manually drawn regions led to an intraobserver variability of 12% in the volume measurements. This variability could be a limitation of our method, but we are developing a fully automated processing program to eliminate this limitation. We recommend using one trained observer to draw the regions of interest on all studies for maximal reproducibility.
We had anticipated, but did not experience, difficulty in separating left atrial and left ventricular activity. Although the two structures overlap anatomically, activity from the more posterior left atrium appears to be largely attenuated by the left ventricle and other thoracic structures. Any overestimation of left ventricular counts due to inclusion of left atrial activity, particularly at end-systole, should have caused a systematic overestimation of left ventricular volume, but this was not found. Indeed, the accuracy of volumes for the small subgroup of patients with mitral valve disease and enlarged left atria (patients 6, 9, 14 and 28) was similar to that for the patients as a group.
We found significantly better agreement between radionuclide and angiographic end-systolic volume for patients with normal or symmetrically depressed left ventricular function than for patients with regional left ventricular akinesis or dyskinesis. This was most likely due to errors in the (single-plane) angiographic measurement for ventricles with regional dysfunction, since the angiographic method assumes a prolate spheroid shape for the left ventricle. This assumption may be reasonable at end-diastole, but is probably incorrect at end-systole. An advantage of the radionuclide method, which avoids geometric assumptions, is that it is applicable to all types of ventricles.
We adhered strictly to a straight 40' left anterior oblique, view, solely for technique standardization. In some patients, a different angle or a caudad tilt might have better separated the left ventricle from the left atrium and right ventricle. Theoretically, different viewing angles could be used if the appropriate angle other than 400 is used in the "sin" correction' for determining d from the anterior view ( fig. 2) .
Although developed independently, our method is similar to the technique of Slutsky et al.'8 and Dehmer et al.,'9 but with a significant difference. We obtained absolute volumes based on an individual attenuation correction for each patient, whereas Slutsky et al. and Dehmer et al. considered attenuation to be uniform from patient to patient. These investigators then obtained volume indexes, which were converted to absolute volumes using previously derived regression equations. Although we duplicated their finding of a high correlation between angiographic volume and radionuclide volume index, the correlation with absolute end-diastolic volume using our method was somewhat better (r -0.88 vs 0.95, 0.05 < p < 0.10).
We are reluctant to endorse the use of a regression line or assumed attenuation factor (as opposed to an assumed attenuation coefficient with a measured depth) for several reasons. First, in a larger group of patients there could be greater variation in attenuation. Second, in patients with either very small (< -50 ml) or very large (> 500 ml) ventricles, the attenuation could be significantly different from normal. Finally, the use of a regression equation necessitates its reestablishment whenever the acquisition or analysis programs are changed. Also, unrecognized 43  92  2  99  66  101  3  176  100  146  7  79  60  133  10  73  59  69  11  168  65  167  13  207  103  198  16  168  105  167  17  541  391  472  18  175  83  190 Abbreviation: ROI-region of interest. 89 VOL 65, No 1, JANUARY 1982 changes, such as a change in system sensitivity, could cause erroneous results. Our method has internal individual calibrations and is not affected by such changes.
The geometric efficiency of a parallel-hole collimator is given
where E is the efficiency (gammas/sec), N is the number of holes in the collimator, A is the area of each hole (cm2), L is the collimator thickness (cm), and i is the "equivalent sheet source distribution"20 of any volume source (gammas/cm2/sec). E is independent of the distance between the source and the collimator face, as long as the source is completely imaged within the field of view of the scintillation crystal. This is because, although the angle that the source subtends on the crystal through any one hole decreases as I /d2, the field of view of each hole increases as d2. Thus, with increasing distance, the source is in the field of view of more holes, which exactly corrects for the inverse-square-law effect. We studied the independence of sensitivity with distance in phantoms. A 5-ml test tube containing 15 IACi of technetium-99m in 3 ml of water and a pear-shaped, 100-ml flask containing 375 MCi of technetium-99m in 75 ml of water were suspended from the ceiling. The count rates from these two sources were determined with the same collimator/camera system used in the volume study, at collimator-to-source distances of 2-16 cm. The relative standard deviation (RSD) of the count rate from the test tube over these distances was 2.7%, compared with an RSD of 0.5% predicted on the basis of Poisson statistics alone. The count rate was 4. 1% lower at a distance of 16 cm than at 2 cm. The RSD of the count rate from the flask over these distances was 1.7%, compared with a predicted RSD of 0.3%. The count rate was 3.4% lower at a distance of 16 cm than at 4 cm. Thus, the variation in sensitivity with distance represented an insignifiant source of error in this study. The small increase in count rate close to the collimator face was caused by penetration of radiation through the collimator edges and scattering of radiation from the surfaces of the collimator.22 This small source of error can be completely eliminated by counting the blood samples at distances greater than about 5 cm, which is our current practice.
Appendix B
Because of the use of pulse-height analysis and a parallel-hole collimator, the counting geometry in the present situation can be considered one-dimensional. If, given a left ventricle of cavity thickness T, the front of which is a depth D in an attenuating medium, we assume a homogeneous average linear attenuation coefficient u throughout the torso, the count rate C from activity A within the left ventricle is given by rT c = e-ID J dC (1) where dC = S X e-xdx (X is the linear activity density, such that the total activity in the left ventricle A = X T and S is the detector system sensitivity). Substituting these relationships into equation 1 
If the activity within the left ventricle is treated as a point source at the center of the ventricle, the calculated activity A' from the count rate C is given by
where d = D + 1/2 T, the depth of the center of the left ventricle. Given a count rate C from the left ventricle, the error in correcting C for attenuation using equation 4 instead of equation 3 is given by A = A' (uT/2) sinh (uT/2) (5) where sinh (uT/2) = 1/2 (e(UT/2) -e -(uT/2)). As u and T go to 0, the error term goes to 1. For u and T greater than 0, the error term is less than 1, and the use of equation 4 will result in too large a calculated activity. However, at technetium-99m energy in water, the error is under 1% for T less than 3 cm, under 5% for T less than 8 cm, and under 10% for T less than 10 cm. For comparison, the average thickness of a prolate spheroid viewed perpendicular to its major axis is two-thirds of the minor-axis length. For a 5-cm-thick ventricle, the error would thus be approximately 1%.
Effect of the Geometry of the Left Ventricle on the Calculation of Ejection Fraction JEAN G. DUMESNIL, M.D., AND RACHAD M. SHOUCRI, PH.D. SUMMARY We used a cylindrical model for the left ventricle contracting both radially and longitudinally to show how the ejection fraction is related to different variables that describe the ventricular geometry. The relations during ventricular contraction between wall thickening, midwall radius shortening and longitudinal shortening are used to derive precise formulas for the calculation of ventricular blood flow velocity and ejection fraction. Validation of the model is given by results from the literature and by a study of 40 patients. The formulas derived can be used to validate angiographic measurements or to assess more precisely blood flow velocity and ejection fraction from the M-mode echocardiogram. Ejection fraction is determined not only by the extent of myocardial shortening, but also by the relationship of ventricular wall thickness to ventricular cavity size.
IN A RECENT STUDY,1 a mathematical model was used to demonstrate the relations between the geometric variables most frequently used to describe left ventricular contraction. It was shown that for a ventricle contracting both radially and longitudinally, ventricular longitudinal axis shortening, midwall radius shortening and wall thickening are directly related and that the value for one of these variables can be derived from the knowledge of the other two. It was also demonstrated that for a similar extent of ventricular contraction, the change in the internal radius of the ventricle during systole is directly influenced by the shape of the ventricle, as expressed by the midwall radius-to-wall thickness ratio (R/h) of the ventricle. In this paper, we examine how the relationship between myocardial shortening and the ejection fraction is influenced by left ventricular geometry. The implications are important because ejection fraction is one of the main guidelines used to assess left ventricular performance in the clinical situation. We also compared the results from our model with those of other methods of calculating ejection fraction from the M-mode echocardiogram.
Methods
Mathematical Model
The left ventricle is represented by a uniform, thickwalled cylinder that contracts both radially and longitudinally ( fig. 1 ). The inner volume is given as V = r a2 L (1) and the wall of the ventricle, assumed constant, is given as Vw = 2 r RhL (2) where a, b = inner and outer radii of the cylinder, L = length of the cylinder, h = ba = wall thickness and R= b2 a= midwall radius. Differentiation of equa-2t tion 
From equation 1, the ejection fraction for the cylindrical model can be given as
