Abstract-In this Part I of a two-part paper, we address a number of fundamental issues of data hiding in image and video and propose general solutions to them. We begin with a review of two major types of embedding, based on which we propose a new multilevel embedding framework to allow the amount of extractable data to be adaptive according to the actual noise condition. We then study the issues of hiding multiple bits through a comparison of various modulation and multiplexing techniques. Finally, the nonstationary nature of visual signals leads to highly uneven distribution of embedding capacity and causes difficulty in data hiding. We propose an adaptive solution switching between using constant embedding rate with shuffling and using variable embedding rate with embedded control bits. We verify the effectiveness of our proposed solutions through analysis and simulation. And Part II [1] will apply these solutions to specific design problems for embedding data in grayscale and color images and video.
I. INTRODUCTION

I
N THE recent decade, new devices and powerful software have made it possible for consumers worldwide to access, create, and manipulate multimedia data. Internet and wireless networks offer ubiquitous channels to deliver and to exchange such multimedia information. However, the potential offered by the information technology era cannot be fully realized without the guarantee on the security and protection of multimedia data. Digital watermarking and data hiding 1 are schemes to embed secondary data in digital media [2] - [18] for a variety of applications, including ownership protection, authentication, access control, and annotation. Data hiding is also found to be useful to send side information in multimedia communication for achieving additional functionalities or enhancing performance [3] .
In this paper, we address both fundamental and design issues regarding data hiding in image and video. The paper is organized into two parts. Part I addresses several fundamental issues and proposes general solutions. Based on Part I, Part II presents new data hiding algorithms and system designs for image and video [1] . Data hiding can be considered as a communication problem where the embedded data is the signal to be transmitted. A fundamental problem is the embedding capacity. That is, how many bits can be embedded in a host signal. The answer depends on the required robustness. Earlier works regarding the embedding capacity focused on spread spectrum additive watermarking, by which a noise-like watermark is added to a host image and is later detected via a correlator [19] , [20] . This embedding can be modeled as communication over a channel with additive white gaussian noise (AWGN) [21] , [22] . Other researchers studied the bounds of embedding capacity under blind detection [23] - [25] . Zero-error capacity has been studied for a watermark-based authentication system under magnitude-bounded noise [17] , using the principles originally proposed by Shannon [26] , [27] . In [28] , Costa showed that the channel capacity under two additive Gaussian noises with one known to the sender equals to the capacity in the absence of the known noise. This result has been incorporated in information theoretical formulations of data hiding [29] , [30] .
The gap between the theoretical embedding capacity in data hiding and what is achievable in practice can be bridged by investigation of such issues as basic embedding mechanisms for embedding one bit and modulation/ multiplexing techniques for embedding multiple bits. The following problems require particular attention:
• Distortion: The distortion introduced by watermarking must be imperceptibly small for commercial or artistic reasons. However, an adversary intending to obliterate the watermark may be willing to tolerate certain degree of visible artifacts. Therefore, the distortions by embedding and by attack are often asymmetric, leading to a wide range of possible watermark-to-noise ratio.
• Actual noise conditions: An embedding system is generally designed to survive certain noise conditions. The watermarked data may encounter a variety of legitimate processing and malicious attacks, so the actual noise can vary significantly. Targeting conservatively at surviving severe noise would lead to the waste of actual payload, while targeting aggressively at light noise could result in the corruption of embedded bits. In addition, some bits, such as the ownership information and control information, are required to be more robust.
• Uneven distribution of embedding capability: The amount of data that can be embedded often vary widely from region to region in image and video. This uneven embedding capacity causes serious difficulty to high-rate embedding.
We present in Section II of this Part I a general framework and a layered view applicable to general data hiding problems. We also summarize the robustness versus capacity tradeoff for two major types of embedding and identify their relative advantages. This serves as a basis for a new paradigm of multilevel data hiding presented in Section III. Then in Section IV, we compare the applicability, advantages, and limitations of four general modulation/multiplexing techniques used for embedding multiple bits. And in Section V, we propose a comprehensive solution to the uneven embedding capacity problem. Finally, we summarize Part I in Section VI.
II. PRELIMINARIES
In this section, we review a few concepts and principles of data hiding that will be used throughout the discussion in this paper.
A. A Data Hiding Framework
A typical data hiding framework is illustrated in Fig. 1 . Starting with an original digital media ( ), which is also known as the host media or cover media, the embedding module inserts in it a set of secondary data ( ), which is referred to as embedded data or watermark, to obtain the marked media ( ). The insertion or embedding is done such that is perceptually identical to . The difference between and is the distortion introduced by the embedding process. In most cases, the embedded data is a collection of bits, which may come from an encoded character string, from a pattern, or from some executable agents, depending on the application.
The embedded data will be extracted from the marked media by a detector, often after has gone through various processing and attacks. The input to the detector is referred to as test media ( ), and the extracted data from is denoted by . The difference between and is called noise. In such applications as ownership protection, fingerprinting, and access control, accurate decoding of hidden data from distorted test media is preferred. In other applications such as authentication and annotation, robustness is not critical.
The key elements in many data hiding systems include • a perceptual model that ensures imperceptibility;
• a mechanism for embedding one bit;
• techniques for embedding multiple bits via appropriate modulation/multiplexing; • what data to embed; • how to handle the parts of host media in which it is difficult to embed data; • how to enhance robustness and security. We can view these elements through a layered structure shown in Fig. 2 , analogous to that in communications. The lower layers deal with how one or multiple bits are embedded imperceptibly in the host media. Upper layers for achieving additional functionalities can be built on top of these lower layers.
B. Two Basic Embedding Mechanisms
The embedding of one bit in host media is basic to every data hiding system. Almost all embedding approaches belong to one of two general types, which was proposed independently in [29] - [31] .
In Type-I embedding, the secondary data, possibly encoded, modulated, and/or scaled, is added to the host signal, as illustrated in Fig. 3(a) . The addition can be performed in a specific domain or on specific features. To embed one bit , the difference between marked signal and the original host signal is a function of , i.e., . can be a major noise source in detection. Although it is possible to detect directly from [32] , the knowledge of will enhance detection performance by eliminating the interference. Additive spread spectrum watermarking [20] , [33] is an example of Type-I.
In Type-II embedding, the signal space is partitioned into subsets, each of which is mapped by a function to the set of values taken by the secondary data, as illustrated in Fig. 3(b) . The marked value is then chosen from the subset that maps to , so that the relationship of is deterministically enforced. To minimize perceptual distortion, should be as close to as possible. A simple example is odd-even embedding, whereby a closest even number is used as to embed a "0" and a closest odd number is used to embed a "1." The embedded bit is extracted simply by checking the odd-even parity, 2 which does not require the knowledge of original . There can be other constraints imposed on for robustness considerations. For example, the enforcement can be done in a quantized domain with a step size [18] , [31] . The odd-even enforcement can also be extended to higher dimensions involving features computed from a set of host components.
The odd-even embedding can be viewed as a special case of the table-lookup embedding, which can provide an additional level of security by using a random lookup table as the mapping [34] , [35] . There are many other ways to partition the signal space. For example, for a pair of host samples or coefficients and , we may generate the marked version and so that a "1" is embedded by forcing and a "0" is embedded by forcing [36] . We can also use enforcing signs to embed one bit [37] , [38] . Many schemes that use noncoherent detection 3 belong to this Type-II category. It is the deterministically enforced relationship on that removes the need of using the host signal . For convenience, we shall refer the collection of image pixels or coefficients on which the relation is enforced as an embedding unit. If the enforcement is performed on a quantity derived from the embedding unit, such as the sum of a few coefficients and the signs of a coefficient, we shall refer to the quantity as a feature.
C. Capacity Comparison for Type-I and Type-II
We compare the capacities versus watermark-to-noise ratio of Type-I and Type-II embedding under blind detection. Specifically, we fix the mean squared error introduced by embedding to be and model the channels as the follows. For Type-I, we consider a Continuous-Input-Continuous-Output (CICO) channel model. We assume that the AWGN noise consists of Gaussian processing noise with variance and host interference with standard deviation 10 times the amplitude of the watermark signal (i.e., ) 4 . For Type-II, we consider a Discrete-Input-Discrete-Output (DIDO) BinarySymmetric-Channel model 5 for odd-even embedding with quantization step . The capacity for Type-I and Type-II under these assumptions are [18] (1) (2) 3 Non-coherent detection, also known as "blind detection," refers to the detection of the embedded data without the use of the original unwatermarked copy. 4 In general, the magnitude ratio between the host signal and the watermark depends on the content of the host signal and human perceptual models [33] . A ratio around 10 is typical [20] and is adopted here. Small changes in the ratio will not lead to significant changes in the capacity curve. 5 Other channel modeling for Type-II can be found in [18] . where is the binary entropy
The capacities versus the watermark-to-noise ratio (WNR), , are plotted in Fig. 4 . It is seen that the capacity of Type-II is much higher than that of Type-I until the WNR falls below 0 dB. Thus Type-II is useful under low noise condition while Type-I is suitable for strong noise, especially when the noise is stronger than the watermark.
Motivated by Costa's information theoretical result [28] , distortion compensation has been proposed to be incorporated into quantization-based enforcement embedding [30] , [39] , [40] , where the enforcement is combined linearly with the host signal to form a watermarked signal. The optimal scaling factor is a function of WNR and will increase the number of bits that can be embedded. This distortion compensated embedding can be viewed as a combination of Type-I and Type-II embedding. Among the practical embedding schemes, Type-II can reach comparable embedding rate to its distortion compensated counterpart at high WNR, while Type-I can reach similar rate to distortion compensated embedding at very low WNR.
III. MULTILEVEL EMBEDDING
An embedding scheme usually targets at a specific robustness level, leading to a specific total payload 6 . Fig. 5 (a) shows the capacity versus WNR for Type-I in dashed line and that for Type-II in dotted line. The maximum number of bits that can be embedded reliably using Type-I or Type-II should follow the solid curve , which is the envelope of the two curves. For a watermark targeted to survive at a specific level of WNR, say , the maximum number of payload bits that can be extracted reliably is in Fig. 5(b) , even if the actual WNR is higher than . Thus the number of reliably extractable payload bits under different actual noise conditions follows the solid line in Fig. 5(b) , which is a step function with a jump at the design target WNR of . If the design target WNR is different, say , the number of reliably extractable payload bits would follow a different step function curve,
. Therefore, using a single design target WNR will result in no extractable data when the actual noise is stronger than the design parameter, while the number of extractable bits does not increase even if the actual noise is weaker than that targeted in the design.
It is possible to use two targeted values of WNR in the design, so that a fraction of the embedded data survives a WNR of , and all embedded data survives a higher WNR of . The maximum number of extractable payload bit versus the actual noise conditions of this combined embedding would then follow a 2-step curve in Fig. 5 (4) This is illustrated in Fig. 5(d) . We see that combining many embedding levels can achieve graceful degradation, so that the extractable information decays smoothly as the actual noise gets strong 7 .
The graceful change of the amount of extractable information is desirable in many applications. The information to be embedded often requires unequal error protection (UEP). Some bits, such as the ownership information and control bits to facilitate the decoding of the actual payload bits, are required to be embedded more robustly than others. For access control or copy control applications in which a nontrivial number of bits are embedded in audio or video to indicate usage rules, these rules cannot be enforced until they are decoded. It is often desirable to enforce usage rules sooner on audio/video that are lightly compressed and have high commercial value. This can be realized by embedding the usage rules in multiple robustness levels. When the compression is light, the rules can be decoded by processing just a small segment of audio/video; and when the audio/video is heavily compressed, the rules can still be robustly decoded by processing a longer segment. In Part II, we will present data hiding algorithms and system designs for images and video using this multilevel embedding idea.
IV. TECHNIQUES FOR EMBEDDING MULTIPLE BITS
Techniques that extend single-bit embedding to multiple-bit are evolved from modulation and multiplexing in classic communications [41] . They form an important element in data hiding systems for conveying both user payload and the side information that facilitates the extraction of user payload. In this section, we briefly review and compare four commonly used approaches: amplitude modulo modulation, orthogonal and biorthogonal modulation, time/spatial division modulation and multiplexing (TDM), and code division modulation and multiplexing (CDM). The comparison result is summarized in Table I .
A. Modulation and Multiplexing Techniques
Amplitude Modulo Modulation: Type-I embedding using antipodal or on-off modulation is a simple amplitude modulation. Under blind detection and perceptual constraints, it is uncommon in practice to use amplitude modulation with Type-I embedding to convey more than 1 bit per feature. This is mainly due to the extremely low WNR in these scenarios, which in turn leads to limited dynamic range of detection statistics.
For Type-II, bits can be embedded in each embedding unit by enforcing a feature derived from this unit into one of 2 subsets. Denoting by the original image feature, the watermarked feature, the quantization step size, and the -bit information to be embedded, a straightforward extension of odd-even embedding leads to (5) Assuming the distribution of is approximately uniform over an interval of length , the MSE distortion introduced by embedding is approximately . So for a fixed amount of minimal separation between the subsets, a larger results in larger MSE. And for a fixed amount of allowable embedding distortion, a larger results in less tolerance to distortion. The idea is easily extensible to table lookup embedding [35] or other enforcement scheme.
Orthogonal and Biorthogonal Modulation: This is mainly used for Type-I embedding.
orthogonal signals are used to represent bits by adding one of the signals to the host media. A detector computes the correlation between the test signal and each of the signals, and the signal that produces the largest correlation and exceeds a threshold is decided as the embedded signal. A variation, referred to as biorthogonal modulation, encodes bits by adding or subtracting one of signals [41] . The detection complexity of orthogonal and biorthogonal modulations is exponential with respect to , and thus inefficient except for small 8 . 8 A divide-and-conquer detection algorithm for orthogonal modulation recently proposed in [42] can reduce the computation complexity from O (2 ) to O(B) at an expense of detection accuracy.
There is considerable freedom in selecting the orthogonal signals, but letting the embedder and the decoder agree on the high-dimensional signals is often nontrivial. In practice, we can use approximately orthogonal random signals generated from a set of keys, and make the keys known to the embedder and the decoder.
TDM-Type Modulation and Multiplexing: This approach partitions the host media into nonoverlapped segments and hides one or more bits in each segment. TDM-type modulation can be used for both Type-I and Type-II embedding. However, different regions/segments are able to tolerate different amount of changes without causing perceptible artifacts. This uneven embedding capacity can be handled with random shuffling, which will be addressed in Section V.
CDM-Type Modulation and Multiplexing: For Type-I embedding, bits are encoded into to a watermark signal via (6) where { } are often mutually orthogonal and . As in orthogonal modulation, there is considerable freedom in selecting { }. But unlike orthogonal modulation, the total signal energy here is the sum of the energy allocated for each bit. For a fixed amount of total energy, the energy per bit is reduced as increases, causing a decrease in detection reliability. For Type-II, the embedding of multiple bits can be done by enforcing relations along several mutually orthogonal directions [43] , [44] .
B. Comparison of Modulation/Multiplexing Techniques
Applicability: The applicability of a particular technique depends on the type of multimedia sources and the embedding mechanism being used. Amplitude modulo modulation is applicable to most medias including audio, image, and video, as long as the features used in embedding are properly chosen. TDM can be used temporally for audio and video, and spatially for image and video. For both general CDM 9 and orthogonal/biorthogonal modulation, one needs to find mutually orthogonal directions in the embedding domain, which can be nontrivial. For example, it is difficult to find in a binary image many overlapped but orthogonal directions to produce features that are manipulable within the just-noticeable-difference (JND) range [53] , [54] ; to obtain such directions for audio also requires a large window of samples, which could lead to significant processing delay.
TDM versus CDM: TDM and orthogonal CDM are equivalent in terms of energy allocation. TDM is a special case of CDM with the support of { } nonoverlapping in the sample domain for different . Alternatively one can choose orthogonal but overlapped { }, as in CDM. The confidentiality of { } can potentially add an additional layer of security. And uneven embedding capacity is no longer a concern because { } can be chosen to spread each bit over the entire host signal. However, the orthogonal sequences have to be generated in CDM and shared with the detector(s), which can be nontrivial for large . The TDM and CDM approaches can be combined to encode multiple bits.
TDM/CDM versus Orthogonal Modulation:
The orthogonal modulation and TDM/CDM-type modulation can be compared by studying the distances between points in signal constellation. This distance is related to detection errors [41] . To convey bits with a total amount of energy , the minimum distance between signal points is for orthogonal modulation, and is for TDM/CDM. So for , orthogonal modulation gives smaller probability of detection error at a cost of complexity in computation and bookkeeping.
By combining orthogonal modulation with TDM or CDM, it can be shown that the embedding rate will increase considerably. In fact, we can double the embedding rate with little complexity increase. For example, the watermark can be constructed as (7) where , is an indicator function, and all vectors in the two sets { } and { } are orthogonal. Here TDM/CDM is used to convey bits and the orthogonal modulation is used to double the payload. The resulting total watermark energy is the same as using TDM or CDM alone.
Energy Efficiency: The energy efficiency can be compared through , where is the number of embedded bits per element, the MSE distortion per element introduced by embedding, and the minimum separation between the enforced constellation points. A larger value is preferred. As summarized in Table I , except for very small and , biorthogonal technique has the largest values, while the amplitude modulo technique gives the smallest values (3 for , and 3/2 for ). Further, TDM/CDM shows a good balance between energy efficiency and detection complexity as well as broad applicability to both Type-I and Type-II embedding. Examples on using different modulation techniques to hide a nontrivial number of bits in images and video will be presented in Part II.
V. HANDLING UNEVEN EMBEDDING CAPACITY
Changes made in smooth regions of an image are easier to be noticed than those made in textured regions. This leads to unevenly distributed embedding capacity from region to region. We shall refer to a pixel or coefficient of the host media as embeddable if it can be modified by more than a predetermined amount without introducing perceptible distortion. The predetermined amount of modification usually depends on both robustness and imperceptibility requirements. For example, a DCT coefficient whose magnitude is smaller than a threshold may be considered as unembeddable [12] .
To embed as many bits as possible in each region, the number of actually embedded bits would vary significantly from region to region, and this side information has to be conveyed to the detector for decoding. Under blind detection where a detector does not have the original unwatermarked copy, an accurate estimation of how many bits are embedded in each region is not always easy, especially when the watermarked image may have been subjected to distortion. An error in this estimation can cause not only detection errors in the associated region but also synchronization errors that affect the data extracted from the neighboring regions. Unless the number of bits that can be embedded in each region is large, conveying this side information would introduce large overhead, and may even exceeds the number of bits that can be reliably embedded in the first place.
A common way to overcome this difficulty is to embed a fixed number of bits in each region, thereby eliminating the need of side information. For this approach to work, the fixed number of bits must be small and the size of each region must be large enough to ensure that each region has the capability for embedding this fixed number of bits. Large region size reduces the total number of bits that can be embedded. This approach also causes significant waste in embedding capabilities for regions that are able to hide more bits.
In this section, we propose an adaptive solution to uneven embedding capacity. We use variable rate embedding (VER) if the number of bits that can be embedded is much larger than the number of bits needed to convey how many bits are actually embedded in each region, and we deliver the side information through embedding. If the number of bits that can be embedded is not much larger than the number of bits needed to send the side information, we use constant rate embedding (CER) and show how shuffling can be used to overcome uneven embedding capacity.
A. Quantitative Model for Uneven Embedding Capacity
We consider the blockwise DCT transform of an image of size , with each transform coefficient labeled as "embeddable" or "unembeddable." The block size of the transform is fixed as 8 8. DC coefficients and the AC coefficients whose magnitude is smaller than a perceptual threshold are left unchanged to avoid artifacts [12] , [35] . In a typical natural image such as the one shown in Fig. 6 , about 20% of the 8 8 blocks are smooth and have no embeddable coefficients. This is illustrated in Fig. 7 .
Suppose of the coefficients are embeddable. Then the fraction of embeddable coefficients is . The coefficients from all blocks can be concatenated into a single string of length , and this string is divided into segments of equal length . Let be the number of segments having embeddable coefficients, where . In particular, is the fraction of segments having no embeddable coefficients. For the image in Fig. 6 with segment size , the histogram of versus is shown as a solid line in Fig. 8 . It is seen that about 20% of the segments have no embeddable coefficients, while a small number of segments have as many as 25 embeddable coefficients. This demonstrates that there can be a large variation in the distribution of embeddables in a natural image. By increasing the segment size from 64 to 256, a similar shaped histogram is obtained, where the fraction of blocks with no embeddable coefficient is only decreased to 15%. This indicates that to embed a constant number of bits in each segment, simply increasing the segment size is ineffective in reducing the number of segments having zero embeddable coefficients. At the same time, embedding capabilities is wasted in other regions that could potentially hide many bits. 
B. Constant Embedding Rate (CER)
The simplest case of constant embedding rate for either Type-I or Type-II is to embed one bit in each segment. An effective method to overcome uneven distribution of embedding capacity among the blocks is to use shuffling, as illustrated in Fig. 9 . The top string is the original one formed by concatenation of all segments. A shuffle is applied to it, resulting in the second string. Embedding is done on this string to produce the third string. For example, the second number " 74" is changed to " 73," the third number "24" is changed to "25," and so on. The third string is then reversely shuffled to get the fourth string, which is the watermarked signal. The same shuffle needs to be performed at detection.
Shuffling can be considered as a permutation, which can be either random or nonrandom 10 . We shall focus on the case of random permutation, where all permutations are equiprobable [18] , [45] . We will show the effectiveness of this approach by examining the distribution of embeddable DCT coefficients before and after a random shuffling.
1) Equalizing Embedding Capacity Via Shuffling:
The fraction of segments having embeddable coefficients is . Computing the exact distribution of is quite involved. Instead, we adopt a moment approach [46] to study the mean and variance of each normalized bin of the histogram. As shall be seen, studying higher moments is not necessary. For each bin of the histogram where , we have
The derivation is given in the Appendix . The expected histogram { } is a hypergeometric distribution function [47] and can be approximated well by a binomial distribution with mean (10) or by Poisson and normal distributions with mean . An excellent approximation of is [18] 
These quantities depend only on the global parameters (the percentage of embeddable coefficients) and (the segment size). 10 A simple case of nonrandom shuffle is to embed the i-th bit of a total of B bits to {kB + i}-th coefficients, where k is a positive integer. It is used in such watermarking systems as described in [18] and [35] . We use the image of Fig. 6 as an example, which has a total of block-DCT coefficients, of which are embeddable. We choose segment size as , which coincides with the block size of the transform. Equation (8) is plotted as the solid line in Fig. 10 . The square root of (9), or the standard deviation, is the dotted line in the same figure. For comparison, the dash-dot line in Fig. 10 is the histogram of { } before shuffling, showing that 20% of the segments have no embeddable coefficients. The very small value of after shuffle suggests that very few shuffles will result in a histogram which deviates appreciably from the mean, and that higher moments will not contribute much to this investigation.
The values from (8) and (9) are (12) The mean value indicates that the average fraction of segments with no embeddable coefficients is reduced by 4 orders of magnitude, from the original 20% to 0.002%. The expected number of blocks with no embeddable coefficient after shuffling is only
We have also performed 1000 random permutations on the block-DCT coefficients of the image of Fig. 6 . The sample mean and sample variance of each bin of the histogram are also shown in Fig. 10 . The circles are the average fraction of segments having a given number of embeddable coefficients from simulation, and the crosses are the standard deviation from simulation. The agreement of simulation and analysis is excellent. We also see that after shuffling, the number of segments which have no embeddable coefficients has been significantly reduced and that most segments have between 5 and 15 embeddable coefficients.
It should be pointed out that does not have to be the same as the block size of the transform (8 8) . Instead, should be chosen to produce the desired mean, , of the histogram { }, and to make sure that the left tail of the histogram is smaller than a desired bound. For images that contain a large fraction of embeddable coefficients (i.e., large ), the segment size can be small; while for images in which most regions are smooth, the segment size should be large enough to ensure sufficient decay at the left tail.
Shuffling in most cases will produce at least one embeddable coefficient in all segments, allowing one bit to be embedded in every shuffled segment. It is noted that the embedding in smooth regions via shuffling is in a logical sense. No bits are actually inserted in smooth regions. Instead, many embeddable coefficients from nonsmooth regions are dynamically allocated through shuffling to hold the data that are intended to be put in smooth regions. Also, shuffling will not compromise perceptual quality, as long as the criterion for identifying embeddable coefficients is unchanged.
The equalization of embedding capacity via shuffling does require a little additional side information. The detector only needs to know the segment size and the shuffle table. A shuffling table can be generated efficiently from a key with linear complexity proportional to the number of entries [48] .
2) Practical Considerations: While our analysis shows that the probability for getting a bad shuffle that cannot equalize the uneven capacity is extremely small, it is still possible for a given image. When all but very few blocks having no embeddable coefficients, the bits to be embedded in the blocks with no embeddables can be treated by a detector as erasure bits. Applying error correction coding [49] with moderate correction capability to the data to be embedded will be able to handle this problem. Another approach to handle bad shuffle is to generate a set of candidate shuffles which are significantly different from each other, and use the best shuffle for a given image. Since the probability that a number of shuffles are all bad decreases exponentially from the already low probability of a single shuffle, two candidate shuffles would be adequate in practice. We can use one as a primary shuffle, and switch to a secondary one when the primary one is not suitable for a given image. How to convey to the detector on which shuffle is used is similar to conveying side information in variable rate embedding, and will be discussed further in Section V-C. Additionally, the segment size determines how many bits will be embedded in an image and is dependent on the percentage of embeddable pixels . If is small, the segment size has to be large to ensure that a sufficient number of embeddable coefficients are present in each shuffled segment. Because can vary considerably from image to image, it is desirable to develop a variable segment size strategy. This will be discussed further in Section V-C.
Shuffling increases the sensitivity to such intentional attacks as geometric distortion. This sensitivity can be alleviated through registration with respect to a known reference watermark [50] , [51] . Besides applying shuffling to the entire set of samples or coefficients, we can shuffle on block basis by permuting all samples/ coefficients in the same block as a whole [52] . We can also apply different shuffles to each frequency band of a block-based transform so that the coefficients of a particular frequency band remains in their original frequency band but permuted to different blocks.
C. Variable Embedding Rate (VER)
Compared with CER, VER allows more data to be embedded if the average overhead for side information is relatively small compared with the average embedding capacity per segment. An important issue to be addressed is how to convey the side information of the number of bits embedded in each segment. Here we consider a more general problem of sending side information, which facilitates the extractions of the embedded data payload. The side information could be the number of bits being embedded in each segment, or an index indicating which shuffle and/or what segment size is used in the constant-rate embedding (Section V-B2).
The side information can be conveyed either using the same embedding mechanism as for the user payload or using different embedding mechanisms. In both cases, the side information consumes part of the energy by which the host image can be changed imperceptibly. The difference lies only on the specific way to achieve orthogonality, similar to the discussion of TDM/CDM multiplexing and orthogonal modulation in Section IV. Allocating more energy to the side information gives higher robustness in extracting them but reduces the amount of user payload. It is desirable to both limit the amount of side information and use energy efficient modulation techniques to embed multiple bits of side information.
Consider first the embedding of side information via the same embedding mechanism as that for the user payload. We can use a strategy similar to the training sequence in digital communications. That is, part of the embedded data are pre-determined, or designed to be self-verifiable, which can be obtained by hash function (message digest function) or error detection/correction coding. For example, in order to let a detector know which shuffle is used for each image, one may choose some beginning bits of embedded data to be a predetermined label, or a label plus its hash. The detector then decodes the hidden data using all candidate shuffles, and the shuffle that leads to accurately decoding is identified as the one used by the embedder. When we decode the embedded data using a shuffle table that is significantly different from the one used by the embedder, the decoded bits are approximately independent of each other and equiprobable to be "1" or "0." Hence the probability of wrongly identifying which shuffle is being used decreases exponentially with the number of verification bits. Similarly, to let decoder know what segment size is used by the embedding process, we can select from a finite number of candidate segment sizes, and make part of the embedded data pre-determined or self-verifiable. A detector will try out candidate segment sizes and find the one that successfully passes the verification. To limit the search complexity, the segment size suitable for a large number of images can be used as primary, and a few other sizes can be chosen as secondary to handle special images. These strategies of conveying side information have been applied to data hiding in binary images [53] , [54] .
For grayscale/color images and videos, it is possible to find some other domains or mechanisms for sending side information. The popular spread spectrum additive embedding is one candidate because their statistical properties make it easy to gen-erate additional "watermarks" orthogonal or approximately orthogonal to the watermarks used for conveying user payload. Spread spectrum embedding can also help to convey side information robustly.
VI. CONCLUSIONS
A number of fundamental problems of data hiding have been investigated and solutions proposed. The analysis of the tradeoff of embedding capacity versus robustness for two major types of embedding mechanisms leads to a new, multilevel data embedding framework, which allows the amount of extractable data being adaptive to the actual noise condition. We have also studied the suitable conditions of using various modulation/ multiplexing techniques for hiding multiple bits. Finally, we proposed solutions to the problem of unevenly distributed embedding capacity. The choice between a constant embedding rate and a variable embedding rate depends on the overhead of side information relative to the total embedding payload. For constant embedding rate, shuffling is proposed to dynamically equalize the distribution of embeddable coefficients, allowing for hiding more data. For variable embedding rate, we have shown how to convey side information to ensure the correct detection of the embedded user payload. These results are applied to data hiding algorithms for image and video in Part II [1] .
APPENDIX
We present the derivation of (8) and (9) on shuffling in this appendix. Considering a bin of the embeddability histogram where is an integer between 0 and , we perform the following decomposition (14) where is an indicator function defined as segment has embeddable coeff. otherwise.
Computing the mean of is equivalent to getting the probability that the segment has embeddables, i.e.,
Since the mean of is independent of , we have (17) This is the result of (8). The variance is derived by observing , from which we have
For (19) which is independent of and . We now have (20) 
Therefore, we obtained the result of (9)
