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Resilience of Coordination Networks:
Data Availability and Integrity
van Danial M. Senejohnny
1. Computer science and IT provide prevention mechanisms as the first layer
of protection for the security of control systems. As an extra layer, resi-
lient control addresses the extent to which a control system can continue
to operate if an attack turns out to be successful.
2. The traditional information security CIA triad Confidentiality, Integrity,
and Availability also applies to OT networks. In IT networks the order of
importance is represented by C-I-A, while in OT networks it is represented
by A-I-C.
3. In CPS, networked communication is inherently digital and the rate at
which the transmissions are scheduled cannot be arbitrarily large.
4. The PoC condition guarantees graph/link connectivity is established over
periods of time that the digital communication medium is active. Part I
5. The problem of achieving consensus under DoS can be naturally cast as
a consensus problem for networks with switching topologies. Part I
6. A fundamental challenge is to ensure that networked systems function
even when some of the network nodes do not operate as intended due to
faults or attacks. Part II
7. The resilient consensus protocol achieves approximate consensus even with
F number of misbehaving nodes if every pair of normal nodes has at least
3F + 1 nodes in common. Chapter 5
8. The resilient coordination protocol achieves asymptotic consensus even
with F number of misbehaving nodes if the graph is (F +1, F +1)-robust.
Chapter 6
