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Resumo
O uso de robôs em unidades de cuidados de saúde tem aumentado nos últimos anos. O envel-
hecimento da população, a diminuição do número de profissionais de saúde ou a maior qualidade
e menor preço destes sistemas são alguns dos factores que têm estimulado o uso de robôs em
aplicações de healthcare.
Robôs com capacidade de manipular objectos em ambientes humanos podem facilitar a logís-
tica e melhorar a qualidade de vida dos pacientes. Ao serem capazes de percepcionar e interagir
com o ambiente, estes sistemas tornam-se mais autónomos e permitem aos profissionais focarem-
se em tarefas mais relevantes.
Nesta tese foram desenvolvidos componentes de um sistema capaz de trabalhar nestes locais e
recolher objectos colocados em superfícies planas. Cinemática, calibração de cameras e estimação
da pose de objectos foram os principais focos desta tese. Com estes componentes, o robô consegue
ver o alvo, saber onde está e como atingi-lo.
Quando o robô tem de se movimentar, tem de saber a sua configuração de forma a evitar
obstáculos presentes. Ao tentar alcançar o alvo, o robô deve saber qual a configuração a adotar
para ser possível agarrá-lo. Estes dois problemas foram respondidos através da implementação
de cinemática directa e inversa. Este conhecimento da configuração do robô permite garantir os
requisitos de segurança exigido em locais como hospitais e laboratórios.
Sensores RGB-D foram usados para percepcionar o ambiente. Com a informação fornecida
pela núvem de pontos e pelas apriltags, a pose 3D dos alvos foi calculada e posteriormente mel-
horada. Esta fusão permitiu um aumento da robustez do sistema.
De modo a que o robô possa atingir o objecto, a sua pose necessita de ser convertida para
coordenadas do mundo. Para tal, a pose da camera no referencial do mundo foi determinada e
optimizada.
Para realizar experiências foram usados três setups: o manipulador H da Robotis e dois robôs
presentes no Personal Robotis Lab da Carnegie Mellon University, HERB e ADA.
Nesta tese foi pretendido caracterizar um sistema robótico capaz de pegar em objectos e
colocá-los noutro local, determinando a pose de um alvo e sendo capaz de o atingir. Para tal,
cinemática e métodos de processamento de imagem e núvens de pontos foram implementados.
Foram realizadas expêriencias em simulação e em ambiente real, atingindo bons resultados. No
fim, o Manipulador H da Robotis foi capaz de pegar num recipiente cilíndrico para transporte de
amostras sanguíneas e colocá-lo na sua plataforma, e vice-versa.
i
ii
Abstract
The use of robots in healthcare facilities has been growing in the past years. The older population,
the shortage of staff or the increased quality and affordability of robots are some of the factors
stimulating their employment in healthcare applications.
Robots with the ability to manipulate objects in human environments can help the logistic of
these facilities and improve the quality of life of the patients. By being able to perceive and interact
with their surroundings, these robots become more autonomous and allow professionals to focus
on more relevant tasks.
In this thesis, the components of a system able to work on these facilities and to fetch items
from planar surfaces were developed. Three main aspects were addressed: the robot kinematics,
the calibration of cameras and the estimation of objects poses. With these components, the robot
is able to see a target object, know where it is in the world and approach it.
When a robot has to move, it should know its configuration in order to avoid obstacles along
the way. When trying to reach a given target, the robot also needs to know which configuration
to adopt to be able to grasp it. These two problems were answered by implementing Forward
and Inverse Kinematics. This knowledge of the robot configuration allows to guarantee the safety
requirements demanded by facilities like hospitals and laboratories.
RGB-D sensors were used to perceive the surroundings. With the information retrieved from
the point cloud and apriltags, the 3D pose of the target was estimated and further refined. Making
this fusion increased the robustness of the system.
To reach the object, its pose needs to be converted into world coordinates. For that purpose,
the pose of the camera in the world frame was determined and further optimized.
Three different robots were used to perform experiments, namely the Manipulator H from
Robotis and two robots from the Personal Robotis Lab of Carnegie Mellon University, HERB and
ADA.
This thesis intended to characterize a robotic system able to perform pick and place tasks, that
can determine where a target is in the world and be able to reach it. For that, kinematics and
methods of image and point cloud processing were implemented. Experiments in simulation and
real environments were conducted, with good results. In the end, the Manipulator H from Robotis
was able to perform successfully a pick and place task of a blood sample container.
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Introduction
1.1 Context and Motivation
Several robotic logistic systems have been tested and implemented in hospitals and laboratories in
the past years. These systems have proved to increase the efficiency in healthcare amenities, since
they allow the staff to focus more on health-related tasks, while not directly interfering with their
daily lives.
As stated in the 2014 annual report of the International Federation of Robotics [1], mobile
platforms as service robots are a growing sector in the United States, being estimated that about
16,000 mobile robots will be sold in the period 2014–2017 as customizable multi-purpose plat-
forms. Medical Robots were even considered the most valuable service robots in this report.
Indeed, the medical robots market is expected to reach 11.4 billion dollars in 2020 from 4.2
billion dollars in 2015, as also stated in the report by Research and Markets named "Medical
Robots Market by Product (Robotic systems, Instruments & Accessories) & Application (Ortho-
pedic, Laparoscopy, Neurology) - Forecasts to 2020".
Briefly analyzing the pros and cons of these systems, it can be noticed that the shortage of staff,
a significant problem in hospitals/laboratories, can be improved with robotic solutions. Moreover,
robots are reliable, non-stop workers and can be cost-efficient, reducing annual cost and improving
turn-around time performance as described in [2]. When dealing with human environments, not
only cost is an important concern, but also problems like security and safe navigation rise. There
is a focus on human-centered technology (e.g. the robot should not collide with humans, priority
on passages is given to humans and the latter should not have to change their lives if that causes
more harm than good, etc).
The majority of state-of-art systems have the need for a human to load and unload them, which
may be a disadvantage. Also, the environment is usually ’sensed’, not ’seen’. That may lead to
situations where the robot is too cautious and stops when there is not a real need to do so, delaying
the task planning, for example.
When incorporating a manipulator, the system achieves a higher degree of independence.
Also, the inclusion of cameras for object and people detection makes the system more robust,
while increasing its complexity. This may be a reason why some of these products are still non-
commercialized and the commercialized ones are expensive.
Although healthcare robotics is a promising market in the United States, the expansion of these
systems in Portugal healthcare facilities is far from being a reality, probably due to the costs of the
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already commercialized systems. The complexity of a mobile manipulator is also a drawback to
its massive production, being most of the products still in the research phase.
1.2 Objectives
This dissertation aimed to develop the perception and manipulation framework of a mobile ma-
nipulator, with the goal of creating an efficient solution usable in human environments.
In order to achieve this goal, one of the main objectives of this dissertation was to study
algorithms and pipelines for 3D vision (detection and recognition) of objects, kinematics and
camera calibration, common problematics in manipulation tasks.
This work was developed using different robotic setups. The one used in FEUP consisted on a
mobile robot with a Robotis Manipulator-H on top and an Asus Xtion Pro sensor. The ones from
the Robotics Institute of Carnegie Mellon University consisted on a mobile robot named HERB,
that has a Kinect 2 as its head, and a manipulator named ADA, that has a Structure IO depth sensor
attached to the arm.
The 3D sensors above can retrieve color and depth data from the world. The first only needs
a USB connection to function, but has to remain still in place, while the second is able to move
upon user orders.
In this work, ROS and PCL are used to command the robot and process 3D data, in order to
detect, recognize and grasp a target object.
1.3 Expected Contributions
This work contributes to the study of scene perception and object recognition for Manipulation
tasks. The integration of 3D data allows the development of methods to understand the scenario
and robustly estimate the pose of target objects.
We expect to develop a functional manipulator able to perceive the environment, that can
accurately estimate the target object pose and be able to robustly know where it is in the world.
The manipulator and its behavior must satisfy the requirements present in facilities where
humans are found everyday.
1.4 Structure of the Document
This dissertation is divided into 7 chapters. Following Chapter 1 (Introduction), the dissertation is
organized as follows:
• Chapter 2 presents the literature review of some published work related to Mobile Robots
in Healthcare Amenities, with and without the option to grasp objects. It has an overview
of the sensors used for environment perception, as well as algorithms and pipelines used in
such robots. The chapter ends with a presentation of the conclusions from this review.
1.4 Structure of the Document 3
• Chapter 3 contains an overview of the system here presented, describing both the hardware
and the software used.
• Chapter 4 explains the Forward and Inverse Kinematics problems applied to Manipulator H
from Robotis. A GUI application is presented.
• Chapter 5 wanders on Camera Calibration and why this is a real problem for mobile manip-
ulators and, specially, for robots where the camera is not rigidly attached to the manipulator
or the robot arm and therefore it is not possible to have a robust estimate of the transforma-
tion between the camera and the world. The chapter reports on how to retrieve the intrinsic
and extrinsic camera parameters and how to refine the latter against noise.
• Chapter 6 talks about Perception for Manipulation. It starts with a summary of the common
pipeline for object recognition and state-of-art algorithms. Then, tabletop object detection
is implemented, using PCL library. This detection can be further improved by fusing point
cloud information with apriltags, which is detailed afterward, as well as results from the
followed pipeline.
• Chapter 7 elucidates on the pick and place experiments performed and presents some in-
sights on the work developed, conclusions and future work.
4 Introduction
Literature Review
2.1 Mobile Robots For Logistic Tasks in Hospitals and Laboratories
The pioneer autonomous system for hospitals and one of the first of the kind to operate in human
areas was HelpMate [3, 2], presented in Figure 2.1. It is a transport system for handling unsched-
uled meal trays, lab and pharmacy supplies, as well as patient records. The first robot was sold
in 1988 to a hospital in Connecticut. Today, the rights of HelpMate robotic courier technology
belong to Pyxis Corporation.
The staff place the items in the shelves of the robot platform and insert the destination in
the robot GUI, by selecting a place on the map. Then, the robot creates a plan for that mission,
following the predefined path towards the destination. If facing obstacles, detected by the laser
scanner, there is an attempt to go around the object. If not possible, the robot waits for removal.
The mission ends with the confirmation of a staff member in the destination, that ensures the items
were delivered.
In order to estimate its position, the robot makes use of natural landmarks and odometry.
Also, a map can be generated and installed in the robot. Doors and elevators can be automated
to communicate with it, increasing the independence of the system. It also comprises a flashing
warning and a stop button.
Figure 2.1: HelpMate [2].
TUG Smart Autonomous Mobile Robot [4, 5], shown in Figure 2.2, developed by Aethon,
also works in labs or hospitals. Aethon, a company from Pittsburgh, deployed its first TUG in
2004. It transports goods, materials and clinical supplies in specially designed carts. It comprises
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a touch screen for user interface, allowing the user to enter the required destination for the task.
The system then determines the optimal route to reduce travel time. The TUG system has a map of
the facilities that is loaded afterwards into the robot memory. With this map in memory, TUG uses
a scanning laser, infrared, and ultrasonic sensors to detect the environment, maintain an accurate
position and avoid obstacles. Doors and elevators are interfaced via WiFi.
Figure 2.2: TUG Smart Autonomous Mobile Robot [5].
Swisslog has two robots that operate in healthcare amenities, allowing the transport of goods.
A TransCar Automatic Guided Vehicle (AGV) [6, 7], shown in Figure 2.3, is similar to the latter
described system, carrying any type of carts, if high and wide enough for picking up. The destina-
tion must be inserted in a mounted wall terminal and it can bare until 600 kg on its body. It uses
wireless communications to open automatically doors and call elevators. The map of the facilities
is loaded to the robot and stored. Also, the laser scanner allows obstacle avoidance, leading to
slowing down the robot or even stopping it if obstacles are found. To identify the carts to trans-
port, the system uses radio frequency identification (RFID) or barcode readers, to ensure the right
items are delivered to the right places.
Figure 2.3: TransCar, from Swisslog [8].
RoboCourier R© [8], shown in Figure 2.4, carries laboratory specimens, medications and sup-
plies in large compartments and shelves on its body. Has pre-programmable destination buttons
and autonomous navigation, without the need of artificial landmark addiction. The system also
2.2 Environment Perception for Mobile Robots 7
presents a laser guidance mechanism to avoid obstacles and communicates via flashing warnings
and audio messages to alert its presence.
Figure 2.4: RoboCourier R©. from Swisslog [8].
Another transport system, i-Merc [9], from the Technical University of Lisbon, is being re-
searched with the purpose of delivering meals in hospital environments. Comprising a heating
mechanism to keep meals warm, while avoiding bacterial propagation, the robot also integrates
information about the diet of each patient. The development of the robot is still ongoing, having
demonstrated the concept through prototypes.
In table 2.1, one can see a short comparison over the systems above that are already commer-
cialized and in use in hospitals: HelpMate, TUG and the two solutions from Swisslog.
The value of robotics in healthcare has been increasing quickly, bringing more affordable and
sustainable health provision, while keeping the standards of quality.
2.2 Environment Perception for Mobile Robots
Mobile robots can localize themselves and move in an autonomous manner, without human in-
tervention, being mainly used in the transport of goods. Perceiving the environment is a very
important task, since the robot has to navigate, localize himself, avoid obstacles on the way and
detect what is present in the surroundings to do its job.
Mobile Robots usually implement techniques for environment perception that combine prob-
abilistic proprioceptive and exteroceptive sensors [10]. Sensing is usually done with Range Sen-
sors, like Sonar Arrays, Time-Of-Flight (TOF) cameras or the combination of several lasers. The
problem with these systems is its price and complexity.
This lead to the increasing use of vision-based techniques to sense the surroundings, using
imaging sensors. Among those, one can state stereo systems for 3D range sensing, some monoc-
ular systems, like the one in [10], and sensors like Kinect for depth perception.
The 2D sensors that scan parallel to the ground are popular in robotics still, but are not very
robust in general environments. More recent systems used on Service Robots rely on 3D sensors
to detect the environment and navigate.
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Table 2.1: Specifications of Commercialized Autonomous Robots, that need human help to fetch
in and out the goods
Requirements HelpMate TUG Transcar R© RoboCourier R©
Goal Transport of
meal trays, lab
and pharmacy
supplies, as
well as patient
records
Transport of
goods in
specially
designed carts
Transport of
goods in carts
Transport of
laboratory specimens,
medications and
supplies in large
compartments and
shelves on robots’
body
Need to
change the
environment
× × × ×
Automatic
Elevator/door
opening
X X X X
Security Fingerprint
Scanner
PIN pad;
Biometric
fingerprint
reader
? Staff ID badge
Autonomous
Charge
X X X X
Carry Carts
on its body
× X X ×
Interface
with humans
Touch Screen;
Audio
Messages
Touch Screen;
Audio
Messages
Touch Screen;
RFID tags
Touch Screen; Audio
Messages; Software
Payload Approx. 90 kg Approx. 450 kg Approx. 450
kg
Up to 30 kg (light
hospital weights)
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Surmann et al. [11] used 2D laser range finders with an additional rotation axis that allowed
for acquiring 3D information. To retrieve reliable information, the robot should not be moving
though. Industrial 3D lasers were available, but are not very used due to their size, weight and
power consumption.
Prasad et al. [12] used TOF cameras that deliver distance and intensity for every pixel and
added a camera, to compensate for colour information.
Biswas et al. [13] used the depth image from the Kinect sensor to localize on an existent 2D
vector map, enabling a safe autonomous navigation.
The vision sensors in navigation have some challenges to overcome, namely the narrower field
of view when compared to lasers, the aliasing problems resulting from the phase shift between the
emitted and detected light in TOF cameras (the distances to objects differing in phase by 360
degrees are indistinguishable), the fact some cannot be used under sunlight or problems with
reflective and transparent structures, for instance. Regardless of this, the 3D data is an advantage
when dealing with obstacles hard to detect in 2D, like chairs and tables, and objects on the ground
[14], allowing for a more reliable navigation framework.
2.3 Mobile Manipulators
2.3.1 Mobile Manipulators for Pick and Place Tasks
Mobile manipulators are frequently associated with pick and place tasks, where the robot must
manipulate and move objects in the environment. These tasks have been researched for many
years and involve the sensorization and perception of the environment, as well as object detection,
pose estimation, identification and grasping.
Regarding robotics kinematics chains, serial manipulators are the most common. These are de-
signed as a series of links connected with joints, actuated themselves by motors. They extend from
the base to an end-effector (EEF) and they can present anthropomorphic structures like elbows or
wrists.
Serial manipulators are cheaper and usually adequate to perform pick-and-place tasks, when
compared to other types of manipulators.
An important part of the manipulator is the end-effector and its design. Usually, the gripping
mechanism is done by grippers or mechanical fingers, but several more options exist like vacuum
grippers or scalpels, more used by surgical robots. These different designs allow for an increment
of flexibility and efficiency when grasping and manipulating different objects.
To grasp an object, the manipulator has to move to a target point, having in consideration
its feasible configurations, both along the path to be done and in the target position. The robot
workspace must be determined and, from here, removed the area where obstacles are present, in
order to avoid them.
The path to the end point shall be as optimum as possible. When finding the best path, not
only the speed is a concern, but also the capacity of surrounding obstacles efficiently.
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Examples of search algorithms for path planning are the Dijkstra algorithm and A*. They put
into account a cost to each robot movement, which speeds up the process since an optimal decision
is estimated in each moment. The first algorithm has in consideration the information from the
past trajectory only. The A* algorithm also has a cost heuristic, differing from the latter since
nodes are chosen based on the distance between them and the destination node.
Manipulation is more difficult in complex environments. For instance, in situations where
objects are mixed or not organized. In this cases, the 3D information/depth is important, since it
allows to better understand the positioning of the objects.
2.3.2 Mobile Manipulators in Healthcare Amenities
Allowing staff to be more focused on community related tasks by avoiding the need of transporting
goods increases the efficiency of the workplace. One disadvantage of the systems presented in
Section 2.1 is they rely on staff to fetch the items in and out of the robot, thus lessening the
independence of the overall mechanism. Also, they can create some congestion, and delay the
daily routine if the load/unload of the system is, itself, delayed.
This autonomy is particularly crucial when dealing with users with motion impairments or in
facilities with shortage of staff, for instance. A solution for this problem can be the use of mobile
manipulators, that besides transporting can also pick up and deliver the items.
The institute of Healthcare Robotics of the Georgia Institute of Technology has developed
an assistive mobile manipulator named EL-E [15] [16], with the purpose of fetching objects for
people with motor impairments, shown in Figure 2.5.
The robot consists of a 5-DoF manipulator with force-sensing fingers, a mobile base and a 1-
DoF linear actuator with the ability to lift the manipulator. The user will point at the target object
with a laser. EL-E cameras are used to detect the laser spot and estimate the pointed spot location.
Its laser-range finder is used to obtain 3D point clouds of the environment and to detect obstacles
along the path. The force sensing fingers sense forces and torques when grabbing objects.
As the user points which object to grasp with the laser pointer, the region around that location
can be considered a VOI. This is the only focus region of the robot, neglecting other irrelevant
sensorial information.
EL-E starts by approaching the area pointed by the patient and uses a tilting laser range finder
to acquire 3D point clouds around the VOI. Then, parts of the point cloud are segmented and those
segments are transformed into low-dimensional, task relevant features. The system uses the laser
range finder to detect objects near the robot body and the force plate and force-sensing fingers to
detect collisions with the arm, while moving in a linear path toward the user-selected point.
The system is able to grasp and deliver objects from flat surfaces only. If the user points to a
non-flat surface, that is detected by the robot and no grasping action is performed.
Another research using a mobile manipulator as an oncology assistant robot was developed in
[17]. The goal was to handle and move radioactive materials within hospitals, in order to avoid
exposure of the staff to harmful materials. The system could also work as a doctor assistant.
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Figure 2.5: EL-E robot [16].
The robot presented is made with low cost materials and do not forces hospitals to make special
installations to allow data transfer with the robot, since it relies on WLAN.
The movements are controlled by a microcontroller unit, that receives information from the
operator either remotely or via joystick. The signal is then processed and fetched in order to start
the motion of the robot to the desired destination. The robot has proximity sensors that detect
obstacles. When detected, the robot stops and waits for their removal. The robot moves forward,
backwards and with fast or slow rotation, having two differential wheels and two others, spherical
omnidirectional wheels, connected at the center of the front and back sides of the frame.
To grip an object, the microcontroller drives the motor connected to the gripper pionions to
rotate, checking the pressure sensors in the gripper during the grasping in order to check the force
applied to the object. The patient-doctor communication is possible through the streaming of audio
and video (using the robot camera), which allows to see the robot environment and to control the
microcontroller.
The Georgia Institute of Technology also developed Dusty [18], a small scale tele-operated
mobile manipulator for assistance of people with Amyotrophic Lateral Sclerosis (ALS), that fetches
objects from the floor and delivers them to an appropriate height. The authors present a 98.4%
success rate when grasping autonomously 25 objects considered important for people with ALS,
having the robot to move around the object, grasping it and delivering it to the user. Dusty can be
seen in Figure 2.6.
This system was created to be an alternative to more common mechanisms, like mechanical
reachers, which are hard to function due to the need of strength in the arms, hands and torso from
the patient and have limited operating range.
It has an improvement from EL-E since the delivery of the object is performed to the user
directly, in an elevated tray. Also, it has small size, making it more portable and lighter and is
relatively cheap when compared to other solutions.
The system has a joystick interface and a button that can be pushed in order to grasp or elevate
the objects. It has also a mobile base, an end-effector and a lift. The mobile base receives the
information from the joystick interface via a bluetooth-to-serial adapter. It then relays control
signals to an Arduino board, which controls the servo motors and a linear actuator, that move the
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Figure 2.6: Dusty, where (a) is the lift, (b) the end-effector and (c) the mobile base [18].
end-effector and the lift, respectively. After the robot has used the end effector to pick the object,
it is lifted to a predetermined height for the user to retrieve it.
The fetching system is autonomous since the user just has to put the end effector near the
object, leaving the rest of the grasping action for the robot to complete. It can be seen in more
detail in figure 2.7. After the finger opening, the plate tilts downward and slides underneath the
object. By closing the finger, the object is then pushed into the end effector.
Figure 2.7: Dusty grasping mechanism [18].
The robustness of the end-effector design makes it effective in grasping objects that vary in
size, shape and weight, both on hard and soft surfaces. Still, the evaluation of the robot in real
environments is further needed since clutter, obstacles and other features might reduce its perfor-
mance. In average, participants took less approximate 1 minute to use Dusty to retrieve an object
from the floor and revealed their satisfaction when using the system.
Recently, some solutions relying on mobile manipulators have been commercialized from ma-
jor companies. The following examples can be seen in Figure 2.8 and are compared in table 2.2.
Robotnik [19] developed a mobile manipulator named RB-1, suitable for research applications
or Ambient Assisted Living (AAL), for instance. The pricier configuration type costs over 45000
euros, which is rather expensive. PAL Robotics announced TIAGo (Take It And Go) [20], which
enables perception, manipulation and interaction by making use of a pan-tilt head, a lifting torso
and an arm. This system comprises the planning of collision free paths, detection of people, faces
and objects with an frontal RGB-D camera and speech recognition and synthesis. Fraunhofer IPA
created Care-O-bot 4 [21] to help humans in their usual lives, in tasks like cleaning, food delivering
and general assistance. It consists of 6 independent and configurable modules. For instance, it can
be equipped with one or two arms, depending on the application needed. It also has a camera
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in the one fingered gripper for object detection and the head cameras enable the interaction with
the humans via gesture recognition approaches and a graphical user interface. Care-O-bot 4 can
interact using LEDs, sounds, text-to-speech, laser pointer and body gestures.
Figure 2.8: RB-1 [19], TIAGo [20] and Care-O-Bot4 [21]
Table 2.2: Specifications of some Commercialized Mobile Manipulators, present in Section 2.3.2
Requirements RB-1 TIAGo Care-O-Bot 4
Sensors Laser; Kinect;
Laser Range Finder;
RGB-D camera;
Laser in front;
Force and Torque
Sensors; Rear Sonars
Kinect or TOF
sensor, Head
Cameras
DOF of arm 7 7 7
Payload Na. Approx. 15 kg The mobile base can
handle up to 150 kg,
the arm up to 5 kg
Price Above 40000 euros Above 60000 euros No information
2.4 Conclusions from Literature Review
Robots can have great importance in healthcare amenities, specially in the transport of goods.
When adding the possibility to grasp and manipulate everyday objects, this importance is even
higher, increasing the autonomy of the systems and allowing staff to care for more important
tasks.
These systems need to meet the security requisites of the given facilities and must have a
human-centered philosophy. Also, the less robots interfere in the present state of the facilities the
better (should not complicate everyday life of the staff and only change minimally the environ-
ment, for instance).
Several commercialized systems already exist, but are usually very expensive and complex.
These issues are probably great causes for the lack of dissemination of these systems in some
countries like Portugal.
Solutions that combine environment sensing with security requirements, while being afford-
able and not very complex can be a step forward in the spreading of robotics in common healthcare
amenities.
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System Overview
3.1 Hardware
3.1.1 RGB-D Sensors
Depth sensors like the Microsoft Kinect and the Asus Xtion, present in Figure 3.1, have increased
their relevance in the past years. Due to the use of infrared (IR) lighting with speckle patterns, the
sensors are able to construct depth maps of the scenes.
Both have an IR sensor. Here, an IR laser passes through a diffraction gratting and turns
into IR dots. By knowing the IR pattern and the relative geometry between the IR projector and
camera, one can determine the correspondence between the dots in the image and the projector
pattern dots, and reconstruct in 3D using triangulation [22].
The depth image allows information regarding the distance of objects from the camera: the
darker a pixel, the closer the object. If a pixel is black, it means it has no depth information, which
can be caused by being too far, too close, being in the shadow of the IR projector or reflect poor
IR lights.
Prime features of these sensors are the low cost and reliability, which make them useful in
fields like perception, recognition and mapping. Also, both sensors provide easy detection of
body parts and gestures.
Figure 3.1: Asus [23] and Kinect Sensor [24].
Kinect was launched in November 2010. It contains two monochrome complementary metal-
oxide semiconductor (CMOS) sensors, one for RGB and other for depth, and the laser projector.
The conjugation with an audio recorder allows for voice recognition, along with 3D motion capture
and facial identification [22, 25, 26]. It has a motor and can be controlled remotely. There is the
need for an AC-DC power supply.
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For a more straightforward development, Microsoft created the Kinect for Windows Software
Development Kit (SDK), that gives access to body joint positions and orientations. The SDK can
be programmed in C++, C# and Visual Basic.Net [26].
Asus Xtion appeared in the market after Kinect and shares with the latter its depth sensing core
technology. It also contains two CMOS sensors and an infrared laser projector. Unlike Kinect, it
does not require a power supply, except for an USB connection. The SDK allows C++ and C#
programming. It has no motor, allowing only manual changes of the device.
The sensors above are specially useful in indoor environments and in low range applications
with mid-accuracy needs [26]. Table 3.1 offers a comparison between Kinect and Asus Xtion
specifications.
Table 3.1: Specifications of Kinect and Asus Xtion Sensors.
Feature Kinect (1st generation) Asus Xtion
Depth Sensing Range 1.2-3.5m (best) 0.8-3.5m
Field Of View 57o Horizontal, 43o Vertical 58o Horizontal, 45o Vertical,
70o Diagonal
Depth Image Size 640x480 (30 fps) 640x480 (30 fps)
Compatibility Windows 7/8 Windows, Ubuntu
Power Supply AC-DC USB connection
3.1.2 Robotis Manipulator-H
One of the robots used in this project is from ROBOTIS. It is designed for research and automation
processes and has 6 degrees of freedom (DOF), a payload of 3 kg and a repeatability of± 0.5 mm.
It also has a modular design and a operating voltage of 24V. The manipulator can be seen in Figure
3.2.
Figure 3.2: Robotis Manipulator H [27]
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ROBOTIS Manipulator SDK and Robot Operating System (ROS) packages can be used to
interface with the manipulator.
3.1.3 HERB
Herb is the Home Exploring Robotic Butler, as the name indicates. He is under constant devel-
opment at the Personal Robotics Lab at Carnegie Mellon University, Pittsburgh, PA. The robot is
intended to work alongside humans and help them in daily tasks, being able to learn and adapt
to new situations. The robot has two arms in order to allow a more human-like manipulation of
objects. Each arm has 7 DOF, has low mass and a hardware-implemented safety system, which is
further enhanced by software. The robot can reach objects on the floor and from high shelves. For
objects sensing, which is an important part of this work, HERB has a Kinect sensor in his head.
This sensor was able to move until recently, being now fixed. The camera is tilted and facing
down. The software developed in the lab consists on several nodes that communicate between
them using ROS. The nodes are written in C++ and Python mostly.
HERB is presented in Figure 3.3.
Figure 3.3: HERB Robot
3.1.4 ADA
ADA, the Assistive Dexterous Arm, is an arm from Kinova. It has 6 DOF, is entirely made of
carbon fiber and has a payload of 1.3 Kg. The griper is a small hand with 2 fingers. The arm is
optimized for activities of daily living, being used in the lab as a research platform for feeding
people with mobility impairments, for instance.
ADA can be seen in Figure 3.4.
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Figure 3.4: ADA Robot
3.2 Software
In order to instruct the robot and process the data from the camera there is a need for specific
framework, like ROS and the Point Cloud Library (PCL).
ROS [28] is a framework released in 2007 that provides libraries and standard services to help
developers create robotic applications. It was first designed to overcome the challenges faced by
robots at Stanford University and Willow Garage. Its Open-Source and free philosophy made it
very attractive, being widely used nowadays. Also, it provides features like hardware abstraction,
low-level device control, package management and message-passing between processes.
ROS is based on a graph architecture. It consists of independent nodes, that communicate
through a publish/subscribe messaging system. Services are also an available feature of ROS, that
allow the request of data at specific times. Through services, a certain node can request data from
another, which sends a reply.
PCL [29] is a framework for 2D/3D image and point cloud processing. PCL is a C++ li-
brary fully integrated with ROS and contains several state-of-art algorithms for tasks like filtering,
segmentation or registration.
The algorithms are defined via base classes and the processing pipeline has some standard
steps:
• Creation of the object,
• Passage of the cloud to be processed via setInputCloud method,
• Parameter setting
• Output retrieval from compute method.
The usage of both frameworks enables the capture and processing of information from the
sensor and the planning of picking processes.
Manipulator Kinematics
When controlling a manipulator there is a need to know its pose in the world and what happens to
it when the manipulator configuration is changed. Pick and place tasks are an example of the latter
situation. Here, the manipulator has to be driven towards the goal point without colliding with the
environment during its motion.
Therefore, knowing the position and orientation of the end effector, given the joint variables
of the robot - Forward Kinematics (FK) - and determining the values of the joint variables, given
the end-effector pose - Inverse Kinematics (IK) - are two problems that need to be solved for a
manipulator.
Here, these problems are solved for Manipulator H from Robotis.
4.1 Forward Kinematics
The FK problem consists in determining the position of the end effector, which is a function of the
joint values of the robot.
With the ith joint is associated a joint variable, qi. In this case, as all the joints are revolute, the
joint variable is the angle of rotation of a given joint, qi = θi.
Firstly, coordinate frames are rigidly attached to each link of the robot, such that frame oixiyizi
is connected to link i. Frame o0x0y0z0 is attached to the robot base and is referred as the inertial
frame [30].
The homogeneous transformation matrix that expresses the position and orientation of a frame
o jx jy jz j with respect to oixiyizi is a transformation matrix, hereafter denoted by T ij .
To find the end effector pose, one needs to find the translation vector between the end effector
frame N and the base frame, t0N , and the rotation matrix between these frames, R
0
N . This defines
the transformation matrix T 0N .
T 0N =
R0N t0N
0 1

The transformation from the base frame to the end effector frame can be expressed as a product
of the transformation between the robot links:
T 0N = T
0
1 ×T 12 × ...×TN−1N (4.1)
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To obtain these transformations, a common methodology named Denavit-Hartenberg (DH)
can be applied. This consists on a convention for attaching reference frames to the links of a
manipulator, in such a way that only 4 parameters are needed to fully determine the transformation
matrix. Each transformation between frames is represented by an homogeneous transformation
matrix T i−1i , constituted by the parameters a, α , d and θ , which are generally named the link
length, link twist, link offset and joint angle, respectively.
T i−1i = Rotz,θiTransz,diTransx,αiRotx,αi
T i−1i =

cos(θi) −sin(θi)∗ cos(αi) sin(θi)∗ sin(αi) ai ∗ cos(θi)
sin(θi) cos(θi)∗ cos(αi) −cos(θi)∗ sin(αi) ai ∗ sin(θi)
0 sin(αi) cos(αi) di
0 0 0 1

(4.2)
This convention is commonly used since the frame attaching process allows for describing
each homogeneous transformation with the four above represented parameters instead of 6 (3
parameters to specify the translation and the 3 euler angles that represent the Rotation Matrix, for
instance). The reader is referred to [30] for a description on how to assign the coordinate frames.
Usually the link parameters for a manipulator are represented in the form of a table. Table 4.1
contains the parameters for the 6-link Robotis Manipulator H. In the Offset column are presented
the offsets added to each joint after the calculus using DH method. These values must be applied
due to the physical construction of the robot. Figure 4.1 contains a scheme of the robot and the
referential assignment, while Figure 4.2 presents the robot dimensions.
Link a d α θ Offset
1 0 l1 -90 θ ∗1 0
2 l2 0 0 θ ∗2 pi/2−atan(l2b/l2a)
3 l3a 0 -90 θ ∗3 pi/4−atan(l3a/l3b)
4 0 l3b +90 θ ∗4 0
5 0 0 -90 θ ∗5 0
6 0 le 0 θ ∗6 0
Table 4.1: DH parameters for Robotis H Manipulator
4.2 Inverse Kinematics
The purpose of the Inverse Kinematics (IK) is the opposite of the above. Here, the aim is to
determine the values for the joint variables, given the pose (position and orientation) of the end
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Figure 4.1: Representation of the assignment of referentials for Robotis Manipulator H. Figure
not in scale.
effector.
For manipulators with 6 or more joints, with at the last three intersecting at a point (called
the wrist center (oc) hereafter), is possible to decouple the IK problem in two simpler ones, one
corresponding to the position problem and other to the orientation problem.
The origin of the tool frame oe can be obtained by a translation along the z axis from oc.
Knowing this we can find the wrist position oc, as shown in Figure 4.3.
o0c = oe− le R06

0
0
1
 (4.3)
Here, le is the link length connecting oc and oe and R06 the rotation matrix between the base of
the robot and the end-effector.
To get the value of θ1, oc is projected onto the x0− y0 plane, as shown in Figure 4.4. The
formula for θ1 is present in Equation 4.4. This solution leads to a singularity when the wrist point
of the manipulator has oc = [0,0,zc]T . Here, whatever value θ1 takes, the position of the wrist is
unchanged.
θ1 = atan2(yc,xc) (4.4)
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Figure 4.2: Manipulator Dimensions. The real robot dimensions are shown in blue. l2 and l3 are
approximations of the real robot to straight lines connecting the first and second and the second
and third joints, respectively. γ is the angle between l2 line and l2a and β the angle between the l3
line and l3b.
Figure 4.3: Kinematic Decoupling. Adapted from [30]
As can be seen in Figures 4.1 and 4.2, the connection between joint 1 and joint 2 and be-
tween joint 2 and joint 3 are nor straight lines. To handle this, the IK problem is first approached
by modelling link 2 and link 3 with straight lines, denoting the resulting angles by θ ′2 and θ ′3,
respectively.
The plane formed by the second and third links is considered to find the values of θ ′2 and θ ′3.
The cosine law is applied, as depicted in Figure 4.5 and Equations 4.5 and 4.6. Here, r=
√
x2c+ y2c ,
s = zc− l1 and d =
√
r2+ s2. For a better visualization of theses variables, the reader is referred
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Figure 4.4: Projection of oc onto x0− y0 plane [30]
Figure 4.5: Calculus of θ ′2 and θ ′3, using the cosine law to find ˆl2d and ˆl2l3.
Figure 4.6: Elbow manipulator and determination of θ1, θ ′2 and θ ′3. Adapted from [30]
to Figure 4.6. The calculus is made in order to make the robot always stay in a elbow-up position,
since the physics of the robot do not allow for the elbow-down solution.
θ ′2 = atan2(s,r)+ ˆl2d (4.5)
θ ′3 = ˆl2l3−pi/2; (4.6)
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Figure 4.7: Calculus of θ2 and θ3 from θ ′2 and θ ′3. The latter are the angles commanded directly to
the robot joints. Blue lines represent the real robot and red lines the ’virtual’ robot. The figure on
the right has θ3 = 0.
given
cos( ˆl2d) =− l
2
3 − l22 −d2
2∗ l2 ∗d (4.7)
cos( ˆl2l3) =−d
2− l22 − l23
2∗ l2 ∗ l3 ; (4.8)
The conversion between θ ′2, θ ′3 and θ2, θ3 is accomplished with equations 4.9, 4.10 and can be
visualized in Figure 4.7.
θ2 = pi/2− (θ ′2+ γ); (4.9)
θ3 =−(θ ′3− γ−β ); (4.10)
being γ = atan2(l2b, l2a) and β = atan2(l3a, l2b), as seen in Figure 4.5.
After finding the first three angles, one can find the rotation matrix between the robot basis
and the spherical wrist, R03, by making use of the DH parameters found in the FK problem. To find
the rotation between the spherical wrist and the end effector one can rely on R36 = (R
0
3)
TR06. With
that information, is possible to retrieve θ4, θ5 and θ6 values according to Equations 4.12, 4.13 and
4.14, being ri j the values of the ith row and jth column of matrix R36.
The matrix R36 = R
3
4R
4
5R
5
6 is given by
R36 =

c4c5c6− s4s6 −c4c5s6− s4c6 c4s5
s4c5c6+ c4s6 −s4c5s6+ c4c6 s4s5
−s4c6 s5s6 c5
 (4.11)
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so that θ5 can be calculated by
θ5 = atan2(r33,±
√
1− r233); (4.12)
and θ4 and θ6 are given by 4.13 and 4.14, respectively.
θ4 = atan2(±r13,±r23); (4.13)
θ6 = atan2(∓r31,±r32); (4.14)
4.3 GUI implementation
In order to make the kinematics easy to interact with, a graphical interface was developed. This
interface allows the user to control the robot via its joint values and via the target end-effector
pose, implementing underneath both FK and IK .
The GUI consists on two main panels: End-Effector and Joints, that can be used to control
the manipulator by specifying an end-effector goal pose and by specifying the goal joint values,
respectively.
The buttons Update EEF Pose and Update Robot Joints can be used to update the respective
panels. The Get joint values from IK uses the goal end-effector pose to update the joint values, by
making use of IK underneath. The Get EEF values from FK uses the joint values from the panel
and converts them to an EEF pose, updating the values on the other panel.
The Get Apriltags Pose listens to the values of Apriltags and gets its value. This is useful if
the tag is placed in the target object, for instance.
The Move Robot button communicates with the robot and publishes the joint values in order
for the robot to move. This allows the user to visualize the results from IK and FK before moving
the robot and increase safety. If the robot is not able to move to a specific end-effector pose, the
pose will remain the same.
The GUI can be seen in Figure 4.8.
A representation of the communications in ROS to allow the proper work of the GUI are
depicted on Figure 4.9.
For visualization purposes, in Figure 4.10 is presented a series of 3 different configurations of
the robot and the corresponding EEF pose and joint values.
4.4 Conclusions
In this chapter, the FK and IK problems were addressed. The FK allows to find the end effector
pose, given the current joint states. The IK allows to find the configuration of the robot joints for
a specific end effector pose. Both methods are important in order to correctly control the robot
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Figure 4.8: Kinematics GUI for Manipulator H
Figure 4.9: Interaction between FK, IK and GUI nodes.
and make it follow a specific trajectory. The work presented was particularized for the Robotis
Manipulator H.
A GUI for the same robot was developed, implementing both FK and IK. The user is able to
specify a goal for the end effector pose or robot configuration, allowing its direct control.
This chapter contains the equations that model the FK and IK of the robot, as well as a de-
scription of the GUI implemented to increase the usability of those methods.
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Figure 4.10: Example of correspondences between EEF poses and Joint Values in 3 different
configurations of the Robotis Manipulator H.
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Camera Calibration
A mobile manipulator that is made for working around humans is not as robust and collision toler-
ant as a standard industrial manipulator. This raises several problems, being one the decalibration
of the camera extrinsic parameters when someone hits it, for instance. Not having the camera
on top of the manipulator (what is called "eye-in-hand" configuration) increases the difficulty of
finding a well defined transformation between the camera frame and the robot frame. This is a
setup where we need to find the relation between the camera and the robot frame, as accurate as
possible, while taking into account that the camera can be slightly moved by humans at any time
and should recover from this.
5.1 Chapter Notation
In this chapter some expressions are commonly used:
• camera points, cp: points whose coordinates are given w.r.t the camera frame
• world points, wp: points whose coordinates are given w.r.t the world frame
• image points, ip: points whose coordinates are given w.r.t the image frame
• extrinsics: the extrinsics parameters of the camera, comprising the rotation and translation
between the world and the camera frame
5.2 Pinhole Camera Model
Cameras are commonly modeled by the pinhole camera model. This describes the relationship
between a 3D point in the world and its projection onto the image plane of an ideal camera.
We denote a 3D world point as M = [X Y Z]T and 2D points as m= [u v]T . The corresponding
augmented vectors are denoted by M˜ = [X Y Z 1]T and m˜= [u v 1]T .
The model is presented in Figure 5.1: the image plane is positioned between the scene point
and the optical center C.
The camera frame has the z axis pointing towards the viewing direction of the camera, also
called the optical/principal axis/ray. The image plane has a 2D frame centered in [u0,v0]T , also
called the principal point.
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Figure 5.1: Pinhole Camera Model, adapted from [31]. C represents the camera frame, I the
image frame and W the world frame. The x, y and z axis are presented in red, green and blue,
respectively. R and t are the rotation and translation from the world frame to the camera frame.
The image point [u0,v0] is the principal point. α and β are the horizontal and vertical scale factors
describing the true size of the pixels and θ is the angle between the two image axis. M is a point
in the world frame, while m is the corresponding point in the image frame.
The image of a 3D point, m, is formed by an optical ray from M passing through the optical
center, C, and intersecting the image plane. M, m and C are collinear.
When seen by the camera, world points are transformed to camera points and then projected
onto the image plane. The first step involves describing the position of the camera in the world
frame, which means to find the rotation and translation between these frames. These extrinsic
camera parameters are usually enclosed in a homogeneous transformation matrix:
Twc =
Rwc twc
0 1

When converting from 2D to 3D the camera intrinsic matrix A has to be taken into account:
A=

α γ u0
0 β v0
0 0 1

which contains the principal point [u0,v0], the horizontal and vertical scale factors describing
the true size of the pixels, namely α and β , and a parameter that cares for non-rectangular pixels,
γ = α ∗ cot(θ). In case of rectangular pixels, γ = 0.
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The relationship between a 3D point and its image projection m is given by
s m˜= A [Rwc t
w
c ]M˜ = P M˜ (5.1)
where s is an arbitrary scale factor and the 3x4 matrix P is called the projection matrix [31].
5.3 Camera Calibration Procedure
When calibrating a camera, one wants to determine its intrinsic (the characteristics of the camera)
and extrinsic (the location and rotation of the camera) parameters, in order to be able to find the
conversion between a point in 3D space to a 2D image point, and vice-versa. Eleven parameters
need to be found: 6 extrinsic (3 parameters from the translation vector and the 3 degrees of freedom
of the rotation matrix) and 5 intrinsic.
One of the most common techniques for calibration is based on 2D patterns, usually a checker-
board. The object is shown to the camera at different positions, with different orientations. The
size of the square is an user input, which enables to find the correspondence between pixels and
world coordinates, by finding the edges of the squares.
By assuming the model plane is on Z=0 of the world coordinate system, and denoting the ith
column of the rotation matrix R by ri, one can write
s

u
v
1
= A
[
r1 r2 r3 t
]

X
Y
0
1

= A
[
r1 r2 t
]

X
Y
1
 (5.2)
An image point and its 3D position are then related by the Homography matrix H:
sm˜= HM˜ (5.3)
From here, one can retrieve the intrinsic matrix A and the extrinsic parameters with respect to
the checkerboard.
Usually, 3D calibration is performed with 3D calibration patterns or with a set of 2D-3D point
correspondences given by markers like tags or LEDs [31]. Hennersperger et al. [32] used a 2D
marker placed on the manipulator flange to capture the transformation between the marker and
the camera. Several correspondence pairs for calibration were recorded by moving the robot to
random poses. Ilonen et al. [33] tracked a marker LED rigidly attached to the end-effector of the
robot, relying on FK to find the marker 3D pose. The robot was moved to random joint positions
and the marker pose was stored. The intrinsics were assumed to be known and the estimation of
the transformation matrix relies on the Gauss-Newton approximation method and M-estimators.
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5.4 Extrinsic Parameter Estimation based on 2D-3D point correspon-
dences
The calibration of a camera using point correspondences usually follows 4 common steps:
1. Detection of points in the image;
2. Estimation of P, using linear least squares;
3. Recovering of A and K;
4. Refinement of parameters through a non-linear optimization method.
Equation 5.1 can be further written as
s

u
v
1
= A [Rwc twc ]

X
Y
Z
1

(5.4)
For each corresponding 2D-3D point i, 2 equations can be written based on the latter Equation:
Gi =
Xi Yi Zi 1 0 0 0 0 −uiXi −uiYi −uiZi −ui
0 0 0 0 Xi Yi Zi 1 −viXi −viYi −viZi −vi
 (5.5)
Gp = 0 (5.6)
where p = [p11, p12, ...p34]T . For n point matches, the equations above are stacked together,
having G= [GT1 , ...,GTn ]T , which is a 2nx12 matrix, where n≥ 6. The problem of finding p can be
described as
minimize
p
‖Gp‖2 subject to ‖p‖= 1
whose solution is the eigenvector of GTG associated with the smallest eigenvalue. ‖p‖ was set
to 1 since it is defined up to a scale factor and we want to avoid the solution p= 0. This procedure
leads to a biased estimation when the data is noisy, since it minimizes an algebraic distance.
The intrinsics matrix, A, and the extrinsics matrix can be recovered from here. Details on
retrieving A can be found in [31]. Being B the first 3x3 submatrix of P and b the last column of P,
the extrinsics can be determined by
Rext = A−1B (5.7)
text = A−1b (5.8)
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Further refinements can be done. In fact, maximum likelihood inference can be a physically
meaningful way to refine the previously found parameters. Minimizing the distances between
image points and the projection of the respective world points into the image frame is a non-linear
problem that can be solved via Levenberg-Maquardt algorithm. This can be formulated as
f (Rext , text) = minimize
Rext ,text
∑
i
‖mi−φ(P,Mi)‖2
where φ(P,Mi) = PMi is the projection of Mi into the image frame using matrix P. An initial
guess of P is needed to start the algorithm, usually the one found above. Rather than estimating P,
this can be used to estimate A, Rext and text matrices as well.
Instead of minimizing the distances between points in the image frame, one can also minimize
the distance between points in the world frame, i.e, minimizing the distance between the world
points and the projection from points in the camera frame to the world frame. This avoids relying
on the Intrinsics camera matrix, as well as on other sources of noise like incorrect pixel estimates.
This procedure was used in the present work, since the camera point coordinates of the Apriltags
can be easily recovered.
5.4.1 Experiments with Robotis Manipulator H setup
The setup for experiments used for tests in FEUP is presented in Figure 5.2. Here the camera
placement with respect to the robot can be observed.
Figure 5.2: Mobile Manipulator Setup from FEUP.
In order to find the camera to robot transformation, several Apriltags were placed on two
different planes: the robot table and a perpendicular plane to it. This can be seen in Figure 5.3, that
shows the Calibration Setup for the robot. The world poses of the tags were measured manually.
From Apriltags is possible to retrieve the tag center in camera coordinates, cp, and the image
points of the tag corners. In order to avoid increasing uncertainty, we used the transformed tag
center point, since a point in camera coordinates can be converted to world coordinates using
wp = Twc cp.
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Figure 5.3: Calibration setup to estimate the extrinsics camera parameters. The tags were displaced
in two planes, to increase the robustness of the estimation.
The complete pipeline of the experiments performed can be found in Algorithm 1. In this
setup no prior information regarding the extrinsics existed, but the world poses of the tags were
known.
An initial estimate of the camera extrinsics was found by computing the rigid transformation
between the camera and the world points.
In order to further improve the results, given that we have world points with known positions,
the initial estimation of extrinsic translation was optimized. The procedure applied was described
in Section 5.4 and depicted in the "Extrinsics Refinement Based on Known World Points" on Algo-
rithm 1. This method aimed to minimize the distance between the estimated and the known world
points, while penalizing big deviations from the initial estimate on the translation parameters.
The resulting matrices are presented in Table 5.1.
Table 5.1: Extrinsics Estimated for Manipulator H setup.
In order to evaluate the results, camera points were translated into world coordinates using the
estimated matrices. The error between the position of the measured world points and the estimated
world points can be found in Table 5.3. The errors in x, y and z are presented in Table 5.2.
5.5 Refinement of the Camera Extrinsic Parameters based on Physics
Knowledge of the world
Recovering reliable extrinsics from a camera has been a ill-posed problem, specially in what re-
gards non-industrial manipulators. Industrial environments are commonly less humanized and the
cameras usually stand still. Also, the Forward Kinematics of the arms is usually more reliable,
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Table 5.2: Calibration Error on x, y and z axis for the tests in Manipulator H setup.
which leads to the possibility of gathering correspondences between world and image points by
moving the robot arm to known configurations, seen by the camera. This consists in a calibration
performed once.
When working with mobile manipulators with not so reliable forward kinematics or manip-
ulators that can easily be decalibrated by humans, this problem becomes more evident, having
sometimes the need to re-estimate the extrinsics parameters. The work presented in this Section
focus on the problem of having an initial guess on the camera extrinsics parameters which is not
very reliable and improve that estimate.
In this work, we rely on the physics knowledge of the environment to perform optimization
over the extrinsics parameters. We make use of planar surfaces with known height, where objects
can be placed. The points from these surfaces can be used to improve the latter parameters.
The optimization procedure starts with an initial guess of the camera extrinsic rotation ˆRext
and translation ˆtext . Then, points from the planar surface are gathered. These can be points from a
table or from a flat tag placed on a table, for instance. This planar surface has a known height w.r.t
the world frame. This assumption has two big consequences:
• The z value of the target object can be calculated from the z value of the planar surface. For
instance, for a flat tag in a table we have ztag = zsur f ace.
• The normal of the target is parallel to the zˆ of the surface, such that the angle between the
two unit vectors is 0.
Given our world knowledge, we can optimize over the extrinsics parameters following the
Pipeline described in Algorithm 2.
The described situation can be seen in Figure 5.4. There is a camera, a robot and a table. This
pipeline uses Apriltags as target, that lye flat on a table. From this, we know the transformation
from the world to the tag, Twtag equals the product of the transform from the world to the camera
Twc and from the camera to the tag T
c
tag. We have a prior estimate on T
w
c , which is not very reliable,
and from the Apriltags we get T ctag.
Twtag = T
w
c T
c
tag (5.9)
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Table 5.3: Calibration Error for the tests in Manipulator H setup. Distance between ground truth
and estimated world points.
where
Twc =
Rext text
0 1
 (5.10)
Each tag gives the 3D pose of the central point in camera coordinates and the corresponding
image coordinates of the corners of the tag. Having the prior on the extrinsics parameters, the
pose in camera coordinates is converted to world coordinates. Because we know the dimension
of the tag and its estimated world central point, one can determine the world poses of the 4 cor-
ners of each tag. This leads to having sets of 4 world points and 4 image points from each tag,
corresponding to the 4 corners of the tag.
Figure 5.4: Relation between frames from camera, world (robot base) and table.
The camera points, along with the known height of the table, the corner points and the intrinsics
matrix A are the inputs to Algorithm 2, as well as the estimate on the extrinsics. Using Rodrigues
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Algorithm 1 Extrinsics calculation and refinement procedure used in the experiments with Ma-
nipulator H.
Input: world points (wp), camera points (cp)
Output: R∗ext , t∗ext
1: Rˆext , tˆext ← Rigid transform estimation between cp and wp
2: x= [tˆext ]T
3: procedure EXTRINSICS REFINEMENT BASED ON KNOWN WORLD POINTS
4: Twc = [Rext ,x; 0 0 0 1]
5: Transformation of camera point to world point: wpest = T
w
c cp
6: x∗← argmin
x
∑#tagsi=1 ‖wpesti−wpi‖2+α||text− ˆtext||2
7: t∗ext ← x∗
formula, the rotation matrix is converted between matrix form and vector form, and vice-versa.
The initial estimate of x, the parameters to be optimized, comprises 3 parameters representing the
rotation and 3 parameters representing the translation matrix.
In the optimization procedure, camera points are converted to world points. For each tag, the
error of the z value, the error on the θ value between the tag normal and the zˆ of the world and the
distance between the estimated extrinsics in each iteration and their initial value are computed. As
we are using tags, we can find the tw of the corners, given its size and mid point in world coordi-
nates, as explained. These can be projected into the image frame and the distance between them
and the image points of the corners directly given by Apriltags can be found. This measurement is
useful because these points have known relative world poses, which increases the accuracy of the
estimation. The optimized x∗ is the argument that minimizes f (x).
The cost function f (x) here presented encloses physics based assumptions and allows to refine
the extrinsic matrix. f (x) can be stated as
f (x) = minimize
x
#tags
∑
n=1
zerrorn +α
#tags
∑
n=1
θerrorn +β‖x− xˆ‖2+ γ
#tags
∑
n=1
4
∑
i=1
‖mni−φ(P,Mni)‖2
The first two terms enclose the knowledge from the physics of the scene. The zerror is the error
between the estimated height of the table (the z value of the tag position) in each estimation and
the known height of the table, zerror = ‖ztag− ztable‖2. θerror is the error of the angle between the
normal of the tag and the z axis of the world, set to [0,0,1]T .
The third term represents our previous knowledge that the parameters estimated are not very
far from the initial estimate, in order to prevent situations that could occur if both the camera and
the table were translated or rotated of an equal amount. ‖x− xˆ‖ is the norm between the estimated
extrinsics (rotation and translation) and their initial guesses.
The forth term takes into account the connection between the projection of the world points
of the tags corners into camera coordinates, which should be consistent with the tags corners
given by Apriltags: ‖mni−φ(P,Mni)‖ is the projection error of the world points found into camera
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Algorithm 2 Physics Based Extrinsics Refinement using Apriltags
Input: Rˆext , tˆext , camera points (cp), ztable, ntable, corner points (uvcorner), intrinsic matrix (A)
Output: R∗ext , t∗ext
1: [rˆx, rˆy, rˆz] = rodrigues(Rˆext)
2: xˆ= [rˆx, rˆy, rˆz, tˆext ]T
3: procedure EXTRINSICS REFINEMENT BASED ON WORLD PHYSICS
4: Rext , text ← x
5: Twc ← Rext , text
6: Transformation of camera point to world point: wp = Twc cp
7: for each tag do
8: zerror← ||wp34− ztable||2
9: ntag← wp∗3
10: θerror← arcos( ntag.ntable||ntag|| ||ntable||)
11: Difference between Extrinsic parameters: ||x− xˆ||2
12: Given size of tag, compute twcorner of each corner from tw of tag
13: Project world corner points into image coordinates: uvest = ATexttwcorner
14: for each corner do
15: Compute projection error: for each corner, uverror = ||uvcorner−uvest ||
16: x∗← f (x)
17: R∗ext , ˆt∗ext ← x∗
coordinates: m˜= φ(P,Mni) = PMni.
The parameters α , β and γ are scaling parameters.
5.5.1 Experiments in Simulation
The above procedure was tested in simulation. To simulate the given situation, these steps were
followed:
1. Generation of a random set of world points in such a way they would lye flat on a table.
The x and y coordinates of these points were bounded and z had a fixed value (height of the
table).
2. Generation of a Ground Truth for Twc
3. Computation of camera points, cp, from cp = Twc wp.
4. Addition of Gaussian noise, with 0 mean and unit variance, to Twc → Twc n
5. Computation of the world points of the tag corners, given the tag size, and their projection
into image frame, using uvcorner = ATwc wp
6. Division of data into train set and test set
7. Implementation of Algorithm 2 to the train set
8. Recovering of R∗ext , t∗ext
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9. Optimization of t∗ext , given known world poses, as described in the procedure "Extrinsics
Refinement Based on Known World Points" from Algorithm 5.4.1
10. Error estimation performed on the test set, recovering the distance between the projection
of the camera points onto world points, with the optimized matrix, and the Ground Truth of
the world points.
The amount of noise added to the matrix was varied to determine the robustness of the method.
From the results given, we saw the estimated matrix from Algorithm 2 converged to the Ground
Truth in what respects the rotation and the translation in the z axis. One expected limitation of the
procedure is the non convergence of the x and y coordinates of the translation matrix. This results
from not having prior world knowledge that can impose a strong constraint on those parameters,
since the procedure does not account for known world poses, only for relative poses between
world points. The results show that transformed points with the optimized extrinsics matrix show
a constant offset on their x and y values, when comparing with their ground truth values. This
offset can be decreased with experimentation or knowledge about a small number of 2D-3D point
correspondences.
Since there is a ground truth on the world points, one can further optimize the distance be-
tween the estimated world points and their respective world ground truth coordinates, in order to
optimize over the translation matrix and recover from the above limitation. This is described in
the procedure "Extrinsics Refinement Based on Known World Points" from Algorithm 1.
A set of 10 tests was performed with 4 increasing noise levels added to the initial estimation
of the extrinsics. An illustrative example on how the model would work perfectly can be seen in
Table 5.4. The error evaluation is presented in Table 5.6 and the error in x, y and z in Table 5.5.
Table 5.4: Estimated Extrinsics from Simulation. Example of one of the performed tests.
The two plots present in Figure 5.5 and Figure 5.6 show the performance of the method during
the experiments. The plots show the mean of the errors present in the 10 experiments for each
noise level. As can be seen, with increasing amount of noise, the estimation of the extrinsics is
more error prone.
5.5.2 Experiments with Real World Data from ADA robot
The above procedure was also tested in a real world environment, with a robot named ADA, that
can be seen in Figure 5.7. In the Figure only the tag t, camera c and robot base rb frames are
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Table 5.5: Calibration Error on x, y and z axis for the tests in Simulation, from the above test.
Figure 5.5: Calibration error in x, y and z found in 10 tests in simulation for each of 4 increasing
noise levels. Error in x, y and z is presented in red, green and blue markers, respectively. The
results obtained with the noisy initial guess have square markers, while results from PB have
circles and from WK pentagrams.
Figure 5.6: Error between estimated and ground truth of world points found in 10 tests in sim-
ulation for each of 4 increasing noise levels.The results obtained with the noisy initial guess are
presented in red, the ones from PB in green and the ones from WK in blue.
shown. The world frame lies bellow the robot frame base, on the table. From the image, one
can acknowledge that the tag pose w.r.t the world frame, Twt , is equivalent to T
w
t = T
w
rbT
rb
c T
c
t .
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Table 5.6: Calibration Error for the tests in Simulation, from the above test.
The frame T rbc can be further decomposed into T
rb
e T
e
c . The matrix to be optimized is T
e
c . This
relationship between the camera frame and the robot end-effector has shown to be inaccurate in
the past. The goal here was to improve the end-effector to camera transformation, given the initial
estimate on the parameters.
The test pipeline is presented in Algorithm 3. ADA has a Structure IO depth camera, so the
apriltag detection has to be done with an IR camera. This leads to a dark grey-scale image where
is still possible to detect the tags.
Figure 5.7: ADA robot frames
Algorithm 3 Extrinsics calculation and refinement procedure used in the experiments with ADA.
1: Input: ˆRext , ˆtext , world points (wp), camera points (cp), ztag, ˆztable, intrinsic matrix (A)
2: Output: R∗ext , t∗ext
3: R∗ext
PB, t∗ext
PB← Algorithm 2
4: xˆ= t∗ext
PB
5: procedure EXTRINSICS REFINEMENT BASED ON KNOWN WORLD POINTS
6: Twc = [Rextx;0001]
7: Transformation of camera point to world point: wpest = T
w
c cp
8: x∗←= argmin
x
∑#tagsi=1 ‖wpesti−wpi‖2+α||text− tˆext||2
9: t∗ext ← x∗
As ADA is fixed on a table, this was used to further improve the external parameters, following
the procedure explained in Algorithm 2. Since the setup is easy to measure, we placed a few
tags on the table, with known positions w.r.t the world frame and optimized the previous found
matrix, following the procedure in Algorithm 3. These optimized x and y values of the translation
matrix could also be found with experimentation. The resulting matrices can be seen in Table
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5.7. Although the optimized rotation matrix is not a ’pure’ rotation matrix (the norm of each
column/line of the matrix is not unitary, due to the approximation of the Rodrigues formula), it
results in less error.
Table 5.7: Estimated homogeneous transformations between the camera and the ADA end-
effector.
The calibration errors are presented in Table 5.8 and Table 5.9 .
Table 5.8: Calibration Error in x, y and z, for the tests in ADA.
Table 5.9: Calibration Error for the tests in ADA. Distance between ground truth and estimated
world points.
Real experiments performed with the robot can be visualized in Figure 5.8. A round of picking
marshmallows from a plate was completed with the initial estimation of the extrinsics and then
with the extrinsics computed with the presented pipeline. An improvement on the robot precision
can be seen.
5.6 Discussion of the Results
This chapter focus on the extrinsic parameters estimation of a camera. As stated, this is a common
problem, lead by less reliable initial estimates or decalibration of the extrinsics.
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Figure 5.8: Calibration of ADA. In the left are the target poses, in the center the trials with the
initial guess of the extrinsics matrix and in the right the trials with the refined extrinsics.
The chapter is divided in three main parts: estimation of extrinsics from 2D-3D estimates,
refinement on initial guess of the extrinsics giving physics based environment knowledge and
refinement of the translation parameters giving known world to camera points correspondences.
The procedures were implemented in 3 situations: in simulation, with the Manipulator H from
Robotis and with ADA robot.
Regarding simulation results, one can see that even with a first noisy estimation of the extrin-
sics matrix, the Algorithm 2 converges to the correct rotation and translation in z. When further
optimized with the procedure explained in Algorithm 1, the x and y values of the translation matrix
were refined. These simulation tests allows to confirm the correctness of the procedure with data
without external sources of noise.
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A set of 10 experiments for each one of 4 increasing noise levels added to the Ground Truth
of the extrinsics was also performed. From the results one can see that:
• From plot 5.6, it is visible that the error from the non Optimized Extrinsics exceeds the error
from PB and WK. With an increasing amount of noise, the error increases, as expected, since
it is more difficult to converge to the ground truth;
• From plot 5.5, is possible to see the above behavior as well.
• From the same plot, one can see that PB z value converges to the right value. The x and y
values are kept close to the previous ones, since no strong knowledge about them is assumed.
Indeed, in the second set of tests, the error between the world position of the tags and their
estimate from PB, in the y value, exceeded the one from the non optimized matrix. The
resulting multiplication with the optimized matrix can lead to positions whose x and y values
are further away from their true value, since the rotation matrix converges to the right values,
but the x and y values from the translation matrix not. These values need to be optimized
via experimentation or with a small number of 2D-3D correspondences to lower the error.
• Overall, the simulation experiments behaved as expected.
From the results from the Manipulator H from Robotis one can see there was a slight improve-
ment with the optimization on the initial values of the extrinsics.
As the purpose of this manipulator is to grasp a cylinder like shape, the gripper needs to be
positioned such that it can move towards the cylinder and close around it. The error achieved
allows this task to be performed correctly, as found by pick and place experiments done with this
setup.
The results from ADA also show improvement through the optimization. The 3D error de-
creased from 5.5 cm to 2.24 cm with the approach implemented. This improvement is also visible
in Figure 5.8.
One concern when retrieving world point estimates and using WK is the correctness of these
measurements and the level of noise on the data retrieved from the camera, since the algorithm
relies on an existing connection between both. If the camera points are noisy estimates of the
reality or the world points are not accurately measured, the algorithm may converge to a non
correct solution, which minimizes the difference between the estimated world points and the noisy
measurements collected.
In conclusion, the results are found to be in agreement with the expectation. This is an ap-
proach for when the precision of an industrial manipulator is not present or the environment leads
to a need of finding calibration methodologies that can be performed quickly more than once.
5.7 Conclusions 45
5.7 Conclusions
This chapter focuses on the calibration of the extrinsics of a camera. The camera was modelled
using the Pinhole Camera Model. The setups calibrated had different specifications and, therefore,
needed different calibration methods.
The Robotis Manipulator H setup had no prior estimate of the extrinsics, but the position of
the tags in the world was known. This allowed to perform a rigid transform between the known
world poses and the camera poses of the tags, calculating an Initial Guess of the Extrinsics. The
extrinsics translation was further optimized by minimizing the distance between the known world
poses of the tags and their estimate, while penalizing deviations from the previously estimated
extrinsics translation.
Motivated by setups where the base of the robots is not known exactly, an optimization of the
extrinsics based on the physics knowledge of the world was developed. For that, a planar surface
with a known height was used. The cost function to be minimized had into account the error
between the estimated and the known height of the surface, the angle between the normal of the
surface and the z axis of the robot, a penalization on big deviations from the initial guess of the
extrinsics and the distance between the estimated and the known corners of the tags, given by the
Apriltags module.
This procedure allows to optimize over the extrinsic rotation and the z value of the translation.
The x and y values of the translation matrix could be further optimized using experimentation. In
cases that is possible to use known world measurements, a small number of positions could be
used to improve on these parameters.
The latter method was tested in simulation and with ADA. The tests in simulation allowed to
prove the correctness of the method developed. In the real world implementation of the method,
an improvement in the robot accuracy was achieved.
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Perception for Manipulation
A common task in laboratories and hospitals, as well as households and daily life, is to pick objects
from tables (or planar structures) and place them somewhere else.
In order to automatize this process and rely on a robot to perform this task, a camera can be
used to sense the environment. One of the bigger challenges is how to accurately determine the
pose of the object or objects w.r.t the camera and afterwards, w.r.t the robot base frame. This last
conversion is needed in order for the robot to be able to grasp the object.
This chapter focus on the first task: how to find objects in scenes using vision sensors and
several alternatives to accurately determinate the pose of an object w.r.t the camera frame and
recognize which object is present.
6.1 Detection and Recognition of Objects for Manipulating Tasks
Cameras and sensors that collect color and depth information of the scene are valuable tools to
recognize the objects present in a given scene and find their pose.
Traditional object recognition systems have common components, namely feature extraction,
feature matching, hypothesis generation and object verification. Figure 6.1 outlines this pipeline.
However, due to Machine Learning techniques, the division between the above components is
becoming more flexible. Some approaches may have only a single feature extraction phase and
several classifiers applied afterwards [34], deviating from the conventional systems.
Figure 6.1: Traditional Common Components in Object Recognition Systems [34].
A common decision to be made while extracting features is how to process the objects. Some
approaches make use of the whole objects, recurring to global feature based methods. Others only
of portions of them, recurring to local feature based methods, that concern for shape details and are
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more robust to occlusion and clutter. The latter methods rely on features around specific keypoints
and store their geometric information in feature descriptors.
Focusing on local feature based methods, one can divide the recognition process in three main
phases: keypoint detection, feature description and surface matching, resulting in the classification
of the object found. The reader is referred to [35] in order to find a more detailed explanation of
the hereafter described methods. State of art systems based on local features usually achieve high
recognition rates.
Keypoint detection is a major phase of recognition systems since the points used to describe the
object need to be distinctive enough. The detection can be based on either fixed-scale or adaptive-
scale. The former is more prone to detect too few keypoints, especially in less curved areas of
objects. Also, the scale is determined empirically, as well as the size of the neighborhood, which
can be a drawback when adapting to new situations. In adaptive-scale detection, a scale-space is
primarily built. Then, the points with extreme distinctiveness are determined to be the keypoints.
This analysis can be based on methods like coordinate smoothing, geometric attributes or surface
variation. Most of the 3D keypoint detection methods are inspired from their 2D version, like 2.5D
Scale-invariant feature transform (SIFT) or 3D Speeded Up Robust Features (SURF).
After keypoint detection, geometric information can be extracted around those points and
stored in a feature descriptor. The methods to do so can be based on signatures, histograms or
transforms. The first contains one or more encoded geometric measures computed for each point,
regarding its neighborhood. The histogram based methods accumulate this geometric or topo-
logical measurements into histograms. Finally the transform methods represent the 3D surface
neighborhood in the domain specified, which is different from the spatial domain.
Alexandre et al. [36] evaluated some descriptors in the PCL library for point clouds. The
authors found that recognition improves with higher number of keypoints, the recognition perfor-
mances not only rely on the descriptor itself but also in the task to be done and that descriptors
that combine depth and color information usually outperform depth-based only descriptors.
After the extraction of features, a classification of the object is done. The features captured
from the scene can be compared to the ones of object models from a database. Then, the object
model most similar to the one present in the scene is selected. There is also an hypothesis genera-
tion regarding the pose of the object in the scene, given the object model. In the end, the identity
and pose of the objects in the scene is verified. Other ways to classify objects can be based on
Machine Learning methods like Neural Networks (NN), Support Vector Machines (SVM), Hidden
Markov Models (HMM), among others.
Some work has been developed regarding 3D object recognition and pose estimation in the
past years.
Fenzi et al. [37] presented a framework based on model against image matching and spatial
feature clustering. The proposed architecture presents an online and offline stage. In the latter,
SIFT features are detected from the training images and Structure from Motion algorithm is used
to concatenate the multi-views of the objects. After the model database is assembled, the objects
are recognized in the online phase, where features are detected and clustering is performed. The
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3D-2D matches are obtained and an algorithm based on RANdom SAmple Consensus (RANSAC)
is used to find the 3D pose of the objects.
Collet et al. [38] proposed a similar approach, but performed the clustering of features and
robust pose estimation in an iterative fashion, using Iterative Clustering Estimation. The algorithm
is easy to parallelize and works with single and multi-camera frameworks. The pose clustering
algorithm also handles outliers robustly. The framework was tested on HERB robot [39] and
achieved accuracies higher than 90%.
Rocha et al. [40] proposed a 3D object recognition system for industrial coating applications.
The authors use a Support Vector Machine (SVM) cascade and the Perfect Match, a point cloud
geometric template matching algorithm. The system achieved accuracies of 99.5% in an industrial
scenario, when classifying 200 samples from 8 different object classes.
Alhamzi et al. [41] used point clouds and the PCL library to perform 3D object recognition
based on Viewpoint Feature Histogram (VFH) and Fast Point Feature Histogram (FPFH). The first
acts as a global descriptor and the second as a local descriptor. Afterwards, feature matching and
pose estimation is performed. The authors claimed state-of-art accuracy results.
6.2 Tabletop Object Detection
Pick and place tasks are commonly performed on tabletop objects or objects lying on planar struc-
tures. The latter can be easily identified in point clouds. Once the table is detected, and knowing
the objects lye on top of it, the volume above the table can be extracted and objects can be clus-
tered. PCL library has several methods that can be used to accomplish those tasks. From here,
object recognition can be performed by model matching, for instance, and its pose can be esti-
mated.
Another efficient method, specially when not depending on point clouds is placing markers on
the objects to be detected, like Apriltags, for instance.
Apriltags [42] consist on a 2D bar code style that allows 6 DOF localization of features from a
single RGB image. Each tag has its own id and is detected using a graph-based image segmentation
algorithm based on local gradients that allow a robust estimation of lines. The authors claim good
localization accuracy, while being robust to rotation and false positive detection. A shape with
a darker interior than the exterior is found. The homography matrix and the truncated extrinsics
matrix (without the third column, since each tag is at the z=0 coordinate in the tag frame and,
therefore, can be seen as a 2D point with z=0) are estimated. To find its 6D position, the intrinsics
parameters of the camera and the size of the tag are needed. Given those parameters, one can
estimate the relation of the image points of the tag corners and a square with the dimensions
given. This leads to the estimation of the position and orientation of the tag with respect to the
camera frame.
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6.2.1 Implementation
In Hospital and Laboratories facilities, one of the main tasks is the carriage of blood samples
between job posts. To automatize this task, a simple cylinder container for blood samples was
designed in SolidWorks and 3D printed. It can be seen in Figure 6.2. This container should be
detected and picked by the manipulator.
Figure 6.2: The Manipulator, the Cylinder Container for Blood Samples and the Gripper.
In order to locate the cylinder, a ROS node for cloud processing was developed. The node
subscribes to the depth points from the Asus camera and publishes the cylinder cloud and its pose.
Some assumptions were made, namely the upright position of the object on top of the table.
The cloud processing node has the pipeline presented in Figure 6.3. The filtering was achieved
by applying a fixed threshold of 2 meters in the z channel of the sensor, since the table is expected
to be close to the manipulator. Then, surface normals at each point were estimated. The extraction
of the plane and the cylinder was done recurring to the RANSAC algorithm. This algorithm
randomly samples the observed data in order to find the best fit between the fitting model and the
corresponding model. In this case, the algorithm tries to fit a planar surface onto the scene, finding
the table, and a cylinder model, finding the cylinder.
After plane extraction, the cloud points in the scene were projected to the table plane. The
convex hull of the table was estimated and the cloud above the table was extracted. The cylinder
object was obtained from the cloud resulting from this processing pipeline, present in Figure 6.3
For testing purposes, the environment was simulated on Gazebo. The simulated environment
is presented in Figure 6.4. The simulation setup was designed in order to match reality as close as
possible. Here, a table is present with a cylinder on top, which is the object to be extracted. Also,
the manipulator to be used in this work and an RGB-D sensor (in this case a simulated Kinect
camera) are also present. In a second instance, more objects were included in the table.
The Kinect camera captures the environment and publishes the RGB, Depth and Point Cloud
images. The depth images as visualized by the Kinect can be seen in Figure 6.5.
The Cloud Processing node created subscribes to the Point Cloud and extracts the table plane,
the objects on top of the table and the cylinder. It publishes the segmented cylinder point cloud
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Figure 6.3: Pipeline of Cloud Processing Node developed for the cylinder container.
Figure 6.4: Environment simulated in Gazebo.
Figure 6.5: Depth images viewed by the simulated Kinect camera when there is only the cylinder
on the table (left) and with three objects present (right).
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and the pose of the cylinder. The results from these steps in simulation can be seen in Figures 6.6
and 6.7.
Figure 6.6: Results of simulation in Gazebo with only the cylinder on the table. The cloud viewed
from the camera is presented in (a). In (b) one can see the segmentation of table plane in dark red.
The extracted cylinder shape is shown in (c) in green. In (d) the centroid of the cylinder is shown.
The Cloud Processing node was also tested in the real world in a simple setup: the Asus camera
pointed to a table where there was the cylinder container. The setup can be seen in Figure 6.8 and
the segmentation results in Figure 6.9.
To increase robustness and for testing and method comparison purposes, an Apriltag was also
attached to the cylinder. This tag was detected by the camera and the pose of the cylinder was
retrieved.
6.3 Optimized Pose Estimation of Tabletop Objects using Apriltags
and Point Clouds
Although Apriltags are an easy solution to detect and recognize objects, the pose retrieved is
sometimes noisy, specially when it concerns the orientation retrieved. This can be seen in Figure
6.10. As it relies only on RGB information, and RGB-D sensors are present in our setups, one can
improve this 6 DOF estimate of the objects pose by combining the information from the tags with
the one from point clouds.
The full pipeline here presented starts by retrieving the point cloud of a given object or the
cloud of the scenario (real cloud) and a cloud from the model in the database (simulated cloud).
Iterative Cluster Point (ICP) is then used to align both clouds and get the transformation between
them.
ICP is an iterative method that minimizes the difference between two point sets. Here, a
target cloud is kept fixed while the source is transformed to the reference. It takes as inputs both
clouds, an initial estimation of the transformation to align them (optional) and criteria to stop the
iterations. As output one gets the transformation that minimizes the difference between the point
clouds. Essentially, for each point in the source cloud it finds the nearest point in the reference
point cloud, uses a mean squared error cost function to estimate the transformation to align the pair
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Figure 6.7: Results of simulation in Gazebo with three objects on the table. The cloud viewed
from the camera is presented in (a). In (b) one can see the segmentation of table plane in dark red.
In (c) the result of the segmentation of the table objects is represented in yellow. The extracted
cylinder shape is shown in (d) in green. The referential above the table in (e) is the centroid of the
extracted cylinder.
of points found before and transforms the source cloud. The algorithm is performed iteratively
until the best match is found. PCL library has several implementations of this algorithm.
In the end, the object pose is refined given the transform obtained from PCL.
6.3.1 Implementation
In the Personal Robotics Laboratory of Carnegie Mellon University most of the objects have a
tag placed on them for recognition purposes and algorithm evaluation. The pose of the tag with
respect to the object is also available in the database, as well the object models.
The simulated cloud was initially computed. By gathering information about the objects
present in the scene (from the tag connected to them), the model of the target object is loaded to
a simulation environment that resembles the real world. The model is loaded into the pose given
by Apriltags. From here, a simulated camera starts to run, looking at the model and recovering its
point cloud.
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Figure 6.8: Simple Setup with the camera pointing to a table with the Cylinder Container.
Figure 6.9: Results from the Cloud Processing Node. In (a) one can see the segmentation of table
plane in dark red. In (b) the result of the segmentation of the table objects is represented in yellow.
The extracted cylinder shape is shown in (c) in green and in (d) only the cylinder cloud and the
centroid of the extracted cylinder are presented.
The simulated point cloud is then published.
On the other side, the cloud of the real environment is listened. This cloud can be straightly
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Figure 6.10: Good and noisy estimates from Apriltags. The fuze bottle is loaded into simulation
given the pose estimated from Apriltags. The images are a few minutes apart and show two
different pose estimates from the same tag in the same object.
used or the clusters of each single object above the table can be extracted, as referred on Section
6.2.
An example of the real and simulated clouds can be seen in Figure 6.11 and 6.12, respectively.
Figure 6.11: Images of the real cloud and the extracted clusters.
In a separate node, both clouds are taken as inputs. The real cloud is set as target (fixed), while
the simulated is set as source. Using ICP we find the transform between them and this is used to
further refine the initial estimate of the object given by Apriltags (the initial pose of the simulated
model).
The results of this procedure with the cluster of the bottle can be seen in Figure 6.13.
The motivation to fuse the data from Apriltags with the one from Point Clouds lies in the fact
that the latter is sometimes noisy. We are assuming this is the only source of noise, which may
not always be true. In fact, if the extrinsic matrix of the simulated environment do not match
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Figure 6.12: Images of the simulated cloud.
Figure 6.13: Results from ICP matching between the simulated cloud and the real cloud. The
source (simulated cloud) is shown in blue (the initial estimate of the pose of the object). In green
is represented the translated model resulting from applying the transformation from ICP. The top
left image shows the real cloud, the top right and bottom left represent two views of the simulated
and the transformed point clouds. The bottom right shows the real cloud and the transformed point
cloud.
exactly the one from the real world, one can have an extra source of error that may lead to having
inaccurate optimized results.
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Also, the computational time that takes to perform this pipeline is considerable, because of the
generation of the simulated cloud.
These are considerations to be taken into account in future work.
6.4 Conclusions
Detecting target objects is important for the robustness of a pick and place task.
The use of RGB-D sensor makes possible to use the point cloud and/or only RGB data to
perform object detection.
Given tabletop objects, is possible to detect them in point clouds by starting with a planar
surface detection and segmentation, followed by a extraction of the bounding box of that surface
and the clustering of the objects present. Afterwards, the target object can be chosen from the
segmented objects pool.
This detection is also possible using Apriltags. These are 2D fiducials that can be placed in
the objects to be detected, giving a 3D pose.
Sometimes, the result from Apriltags is noisy, specially the orientation given. This motivated
the fusion between the point clouds and Apriltags. Cloud data from a simulated environment (the
model of the target was loaded into the position given by Apriltags) was taken as the ’source’ of
the ICP algorithm, while the fixed cloud was the real world data. This procedure aimed to find the
transformation between both clouds and reduce the orientation error.
The fusion methodology applied depended on creating a simulated environment. Future work
may reside on finding a more time efficient solution.
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Conclusions and Future Work
7.1 Pick and Place Experiments
Using the knowledge gathered, some pick and place experiments were performed. In Figure 7.1 is
possible to see an experiment were the robot detected the cylinder, retrieving its pose on the camera
frame, transformed it to the robot frame using the extrinsics calibration parameters estimated and
picked the object from a table. Then, the object was retrieved to the robot table.
Figure 7.1: Pick task experiment.
This pick and place task involves the whole process explained in this thesis. The robot has to
move, and for it uses the kinematics, both direct and inverse. The robot needs to know where the
target is the camera frame, using for that image processing and model to cloud matching and/or
apriltags, getting a 3D pose of the object in camera coordinates. The robot needs to transform
the point in the camera frame to a point in its world, to be able to fetch that point into the IK
framework and calculate the joint positions needed to reach the ideal conformation to grasp the
object, and to do it uses the calibrated extrinsic parameters.
The aim of this experiment was to incorporate all the work developed in the previous chapters
and show a real world implementation of the system.
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7.2 Conclusions
The work here presented was tested in different robotic setups, all with common features: a robot
with manipulation capability, that needs to interact with the world and perceive it using the above
described sensors.
This thesis starts with a description of robots used for personal assistance purposes and work
in human environments, specially in hospital and laboratories facilities.
Then, an overview of the systems and the software used was done. The robotic setups used,
like Robotis Manipulator H, HERB and ADA are lightly described in this chapter.
The computation of the kinematics for Robotis Manipulator H is presented in the following
chapter, as well as a GUI to increase the usability of the ROS nodes created.
Afterwards, the problematic of finding the transformation between the camera and world is
address. Two methods to refine this parameters are presented, based on physics knowledge of the
world and of known correspondences between camera and world points. The work on this chapter
was mainly tested using Matlab, making use of the non-linear optimization methods present in the
software.
As recognition of objects and the estimation of their pose are of major importance in manip-
ulation frameworks, a chapter about environment perception was written. Here, an overview of
state of art methods was made. Also, the pose of objects was determined and refined by making
use of Apriltags and point clouds.
To finalize, some primary experiments involving pick and place tasks were conducted, where
Robotis Manipulator H was able to successfully grasp a cylinder like container of blood samples
and place it in its table, and from its table to a table in the environment. This way we prove that
the components of the system developed in this thesis were able to accomplish the initial goal
purposed.
Although there is still work to do in order to implement this system in a Hospital or Laboratory,
the components developed can interact with each other and provide the knowledge needed about
the robot state and the pose of the target object. From here, a pick and place task can be correctly
performed.
7.3 Future Work
The aim of this thesis was to implement a robot able to perform pick and place tasks on hospitals
and laboratories. Having into account the requeriments of these facilities, there is still work to do
in order to achieve a fully autonomous system that could be implemented in such places.
A path planning methodology and obstacle avoidance methodology would be of great impor-
tance. The robot should aim for the target object, while having into consideration the surrounding
world: obstacles and people in the way.
A control on the velocity and force of the robot may also be implemented. This would allow a
more safe transport of delicate items.
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The work on tabletop pose refinement could be improved with an Hypothesis Evaluation
phase, where the physics knowledge from the world could be used to make better estimates of
the object pose. Also, an algorithm for sensor fusion that avoided the use of simulation could
improve the computational burden of the current method.
The work on object pose refinement will continue to be further developed during my stay at
the Personal Robotis Lab.
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