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In the weak-coupling theory of superconductivity, the diagonal self-energy term is usually disregarded so that
this term is already included in the renormalized chemical potential. Using the bulk solution, we can easily
see that the term vanishes in the quasiclassical level. However, the validity of this treatment is obscured in
nonuniform systems, such as quantized vortices. In this paper, we study an isolated vortex both analytically
and numerically using the quasiclassical theory and demonstrate that the finite magnitude of the self-energy
can emerge within a vortex in some odd-parity superconductors. We also find that the existence of diagonal
self-energy can induce the breaking of the axisymmetry of vortices in chiral p-wave superconductors. This
implies that the diagonal self-energy is not negligible within a vortex in odd-parity superconductors in general,
even in the weak-coupling limit.
I. INTRODUCTION
The strong-coupling theory (or the Eliashberg theory) of
superconductivity developed byMigdal[1], Eliashberg[2], and
Morel andAnderson[3] is a theory that explicitly deals with the
frequencies of the bosons mediating the formation of Cooper
pairs. This theory includes the Bardeen–Cooper–Schrieffer
(BCS) theory[4] as its weak-coupling limit and is considered
to be amore general theory of superconductivity. In the strong-
coupling theory, we deal with the retardation of the effective
interaction between electrons. The retardation of the interac-
tion causes the frequency dependence of the modulus of the
pair potential in the frequency space, and the diagonal part of
the Nambu–Gor’kov space self-energy (hereafter, we call this
term just self-energy for brevity), which is the exchange part
of the mean-field potential and corresponds to the Fock term,
is also frequency-dependent. The gap equations of the Eliash-
berg theory[2], also known as the Eliashberg equations, there-
fore contain the equation for the self-energy. Once again, we
must handle the self-energy explicitly in the strong-coupling
theory. Then, how about the weak-coupling theory?
In fact, it is known that the self-energy term shows only a
limited effect on a spatially uniform equilibrium system in the
weak-coupling limit[5]. Although the chemical potential of
the superconducting state is different from that of the normal
state, the shift is on the order of ∆2/µF, where ∆ is the mag-
nitude of the pair potential, and µF is the Fermi energy. For
many superconductors, this difference is very small and can be
negligible, except for some unconventional superconductors.
Thus, we consider that the self-energy is included in the defini-
tion of the chemical potential and is usually dropped from the
equations of the weak-coupling theory of superconductivity.
On the other hand, however, when we consider spatially
nonuniform systems, the validity of this treatment becomes
unclear. For example, within a vortex, there are low-energy
states that do not exist in the bulk system[6]. The effect of these
states on the self-energy is not necessarily the same as those
of bulk states. The low-energy bound states within the vortex
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dominate the physics of type-II superconductors in the vortex
phase. For example, it is indispensable to consider these bound
states when discussing the flow conductivity of vortices[7–9].
Thus, the study of the low-energy states in nonuniform systems
is significant not only for theoretical interests but also for ap-
plications of superconductivity. Nevertheless, the treatment of
the term in previous studies has been insufficient. There have
been studies of superfluid helium-3[10, 11]. However, for
electronic superconductors, as far as we know, current status
is no more than connecting the bulk solutions between normal
and superconducting states[12]. There is no clear evidence
that such a treatment gives a good description of the nonuni-
form systems, such as vortices. Besides, when we analyze and
discuss experimental results, it is desirable to have a detailed
knowledge about each low-energy quasiparticle, which is in-
accessible via the above simple theory. For these reasons, we
study the effect of the diagonal self-energy term, to which little
attention has been paid so far, on a vortex.
As an earlier short report, we published a conference
proceeding[13], in which we focused on the strong-coupling
chiral p-wave superconductors, for which we cannot neglect
the self-energy apparently due to its frequency dependence
of the self-energies. In this paper, we consider more general
chiral superconductors [specified by the d-vector in Eq. (2)].
However, we concentrate on the weak-coupling regime (i.e.,
there is no frequency dependencie of pair potentials and self-
energies) to understand the effect of this term more clearly.
We show that the phenomenon reported in Ref. [13] can be
regarded as an effect of the self-energy, rather than an effect of
the frequency dependence on the pair potential.
This paper is organized as follows. In Sect. 2, we present the
model and formulation used in this study. In Sect. 3, we study
the self-energy in the axisymmetric vortices in chiral supercon-
ductors by an analytic method. We also confirm the obtained
result by numerical calculations (we present the details in Ap-
pendix A). In Sect. 4, we show that the non-axisymmetric
vortices are stable in chiral p-wave superconductors owing to
the existence of the self-energy term. Finally, Sect. 5 summa-
rizes our findings and gives concluding remarks.
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2II. FORMULATION
In this paper, we use the quasiclassical theory developed
by Eilenberger[14] and Larkin and Ovchinnikov[15]. This
method is suited to a superconducting system whose charac-
teristic length of the pair potential ξ0 = ~vF/(kBTc), where vF is
the Fermi velocity andTc is the transition temperature of super-
conductivity, is much larger than the Fermi wavelength k−1F .
In this theory, we target the quasiclassical Green’s function
gˇ(z, kˆ, r), which we define in Appendix B. We use kˆ = k/|k |
for the direction of the quasiparticle’s momentum, r for the
position, and z to denote both fermionic Matsubara frequen-
cies in = ipi(2n + 1)kBT/~ and real frequencies. The Green’s
function gˇ(z, kˆ, r) is a 4 × 4 matrix of Nambu–Gor’kov space
and spin space, and we also write it as
gˇ(z, kˆ, r) =
(
g(z, kˆ, r) f (z, kˆ, r)
− f¯ (z, kˆ, r) −g(z, kˆ, r)
)
. (1)
In this paper, we focus on the chiral superconductors, whose
d-vector d has the form
d = kˆl−mz (kˆx ± i kˆy)m zˆ, (2)
where l and m are natural numbers and 0 ≤ m ≤ l. When
we consider singlet superconductors, we can treat g, f , and
f¯ as scalar (complex) values instead of 2 × 2 matrices. In
triplet cases, we must deal with them as matrices in general.
However, if the d-vector has the form of Eq. (2), they can be
reduced to scalars even in triplet cases. Hereafter, we consider
gˇ(z, kˆ, r) to be a 2 × 2 matrix of complex numbers.
If we take the weak-coupling limit of the Eliashberg
equations[2, 5] and its quasiclassical form, we can obtain the
following gap equations:
Σ(kˆ, r) = kBT
|n |<c∑
n
〈N0v(kˆ, kˆ ′)g(in, kˆ ′, r)〉kˆ′, (3a)
∆(kˆ, r) = kBT
|n |<c∑
n
〈N0[v(kˆ, kˆ ′) − µ∗] f (in, kˆ ′, r)〉kˆ′, (3b)
where v(kˆ, kˆ ′) is the effective interaction between two elec-
trons, c is the cutoff of the Matsubara frequency, N0 is the
density of states upon the Fermi level, and Σ is the self-energy
that corresponds to the Fock term. For simplicity, we as-
sume that the Fermi surface is isotropic. The symbol µ∗ is
the pseudo Coulomb potential part of the effective electron-
electron interaction. We regard µ∗ as negligibly small for a
while. Equation (3a) does not contain µ∗ because this term
is considered to be already included in the chemical potential.
The notation 〈. . . 〉kˆ denotes an average over the Fermi surface.
For two-dimensional(2D) systems with circular Fermi surface,
kˆ = (cos φ, sin φ),
〈X(kˆ)〉kˆ =
∫ 2pi
0
dφ
2pi
X(φ), (4)
and for three-dimensional (3D) systems with a spherical Fermi
surface,
kˆ = (sin θ cos φ, sin θ sin φ, cos θ),
〈X(kˆ)〉kˆ =
∫ pi
0
dθ
∫ 2pi
0
dφ
sin θ
4pi
X(θ, φ). (5)
In the quasiclassical theory, we take the chemical potential as
the origin of the energy level. This immediately yields Σ = 0
in the bulk from the definition of the chemical potential.
Since we assume that the system is isotropic in the mo-
mentum space, the effective coupling function v(kˆ, kˆ ′) can be
decoupled as
v(φ, φ′) =
∞∑
m=−∞
cmeimφe−imφ
′
(6)
in 2D systems and
v(θ, φ, θ ′, φ′) = 4pi
∞∑
l=0
l∑
m=−l
cl,mYl,m(θ, φ)Y ∗l,m(θ ′, φ′) (7)
in 3D systems. The function Yl,m(θ, φ) is the spherical har-
monic function, which is defined using the associated Legen-
dre function Pl,m(cos θ) as
Yl,m(θ, φ) =
√
(2l + 1)
4pi
(l − |m|)!
(l + |m|)!Pl,m(cos θ)e
imφ . (8)
The quasiclassical Green’s function gˇ obeys the Eilenberger
equation[14]
i~vF · ∇gˇ + [~zτˇ3 + qvF · Aτˇ3 − Σˇ, gˇ] = 0 (9)
and satisfies the normalization condition gˇ2 = −pi2τˇ0, where
A(r) is the vector potential, q is the charge of the fermion, τˇi
(i = 0, 1, 2, 3) are the unit matrix and the Pauli matrices, and
Σˇ =
(
Σ ∆
−∆∗ −Σ
)
(10)
is the self-energy in Nambu–Gor’kov space. The bulk solution
to Eq. (9) is
gˇ(z, kˆ) = pi√
−(~z − Σ)2 + |∆|2
(−~z + Σ ∆
−∆∗ +~z − Σ
)
, (11)
and from Eqs. (3a) and (11), we can confirm that Σ = 0 in
uniform systems again.
Once we have obtained gˇ, Σˇ , and A self-consistently, we
can also obtain the free energy J as[16–19]
J − Jn = Tr2 N0kBT
∑
n
∫
dr
[∫ 1
0
ds〈gˇs Σˇ〉 − 12 〈gˇΣˇ〉
]
+
∫
dr
[
1
2µ0
(B2 − B2n)
]
, (12)
3FIG. 1. Impact parameter b and the coordinate system. The dashed
line denotes the trajectory of the quasiparticle with momentum φ and
impact parameter b.
where Tr2 is the trace of the Nambu–Gor’kov space, µ0 is the
magnetic constant, B = ∇ × A is the magnetic field, Jn is the
free energy of the normal state, Bn is the magnetic field of the
normal state, and gˇs is the solution of
i~vF · ∇gˇs + [~zτˇ3 + qvF · Aτˇ3 − sΣˇ, gˇs] = 0. (13)
We only need the difference in the free energy between various
vortices; accordingly, we ignore the term B2n. The vector
potential A is obtained by the Maxwell equation (AmpÃĺre’s
law):
∇ × [∇ × A(r)] = µ0 j(r), (14)
where j is the electric current density calculated as
j(r) = 2qkBTN0
∑
n
〈vF(kˆ)g(in, kˆ, r)〉kˆ . (15)
We also define the characteristic length of the magnetic pene-
tration λM as
(λM)−2 = µ0v2Fq2N0, (16)
which is the London penetration depth up to a numerical factor.
In the calculation carried out in the following sections, we set
λM/ξ0 = 2.5.
In this paper, we focus on an isolated vortex. When we
analytically deal with the vortex, we assume that the vortex is
axisymmetric and the pair potential ∆ around the vortex has
the form
∆(φ, r) = ∆0(r)eimφe+iϕ, (17)
∆(θ, φ, r) = ∆0(r)Yl,m(θ, φ)e+iϕ (18)
for simplicity, where r = (r cos ϕ, r sin ϕ), ∆0(r) is a non-
negative real-valued function, and ∆0(r) ' ∆∞r/ξ1 for r  ξ0
and ξ1 > 0. We use ∆∞ = ∆0(r → ∞) as the magnitude
of the bulk pair potential. Although there are also induced
components of the pair potential, we ignore them in the fol-
lowing analytical discussions for simplicity. In this case, the
quasiclassical Green’s function near the vortex core can be
obtained by the perturbative method developed by Kramer and
Pesch[20] (hereafter we call this method the Kramer–Pesch
approximation). The expansion parameter of this method is
b = r sin(ϕ − φ), which corresponds to the impact parame-
ter of quasiclassical quasiparticles (see Fig. 1). The solution
FIG. 2. Schematic pictures of an antiparallel vortex (m < 0) and a
parallel vortex (m > 0). Left: antiparallel, right: parallel.
of the quasiclassical Green’s function by the Kramer–Pesch
approximation[20–22] is
gˇ(z, θ, φ, r, ϕ) ' 2pie
−uθ (r)/Cθ
z − Eθb − Σ˜/~ Mˇ
θ, (19)
where
uθ (s) = 2
~vθF
∫ |s |
0
ds′∆θ0 (s′), (20a)
Cθ =
4
vθF
∫ sc
0
ds′e−u
θ (s′), (20b)
Eθ =
4
~vθFC
θ
∫ sc
0
ds′
∆θ0 (s′)
s′
e−u
θ (s′), (20c)
Σ˜(z, θ, φ, b) = 2
vθFC
θ
∫ sc
−sc
ds′Σ(z, θ, φ, s′, b)e−uθ (s′), (20d)
Mˇθ =
(
1 −iςθe+i(m+1)φ
−iςθe−i(m+1)φ −1
)
, (20e)
where ∆θ0 (r) = ∆0(r) (2D case) or ∆0(r)|Yl,m(θ, φ)| (3D case),
vθF = vF (2D case) or vF sin θ (3D case), ς
θ = 1 (2D case) or
sgn[Yl,m(θ, φ)e−imφ] (3D case), Σ(z, θ, φ, s, b) = Σ(z, θ, φ, r =√
s2 + b2, ϕ = arg(s+ ib)+φ), and sc  ξ0 is the cutoff length.
The order parameter corresponding to the d-vector [Eq. (2)]
has the form ∆(θ, φ, r) = ∆(θ, r)e±imφ , where l = 1 for a chiral
p-wave superconductor, l = 2 for a chiral d-wave supercon-
ductor, and l = 3 for a chiral f -wave superconductor. There
are two types of vortices in the chiral superconductors[21, 23–
26]; one type of vortex has the angular momentum (vorticity)
parallel to the angular momentum of the Cooper pairs (chi-
rality), and the other type has the antiparallel one. The pair
potential of the former vortex has the form ∆0(r)e+imφ+iϕ and
the latter has the form ∆0(r)e−imφ+iϕ for positivem far from the
vortex core. In this paper, we call them the parallel vortex and
the antiparallel vortex, respectively (Fig. 2). Because the mo-
mentum or wavelength is not a good quantum number around
a vortex, there exists an induced component that has opposite
chirality against the bulk (e.g., see Ref. [26]). The vorticity of
the induced component is determined so that the total angular
momentum is the same as the dominant one. For example, if
the major component of the pair potential is ∆+(r)e+imφ+iϕ ,
the minor component has the form ∆−(r)e−imφ+i(2m+1)ϕ .
4III. EMERGENCE OF SELF-ENERGY IN VORTICES
Using the solution of the Kramer–Pesch approximation for
gˇ around a vortex core, we can discuss the self-energy term
within a vortex. Firstly, we consider the 2D case. Substituting
Eq. (19) into the gap equation (3a), the m-mode of the self-
energy Σm is
Σm(θ, φ, r) = cmN0kBT
∑
n
〈
eimφ−imφ
′
g(in, θ, φ′, r, ϕ)
〉
kˆ′
' D(2)m (θ, r)eimφ
∑
n
〈
e−imφ′
in − Eθr sin(ϕ − φ′)
〉
kˆ′
= D(2)m (θ, r)eimφ−imϕ
∑
n
〈
e−imφ′
in + Eθr sin φ′
〉
kˆ′
= D(2)m (θ, r)eim(φ−ϕ)
∑
n≥0
〈
2Eθr sin φ′e−imφ′
2n + (Eθr sin φ′)2
〉
kˆ′
(21)
with kˆ ′ = (cos φ′, sin φ′), where
D(2)m (θ, r) = 2pikBTN0cme
−uθ (r)
Cθ
, (22)
and we ignore Σ˜ in g in Eq. (21) for a short while. At suffi-
ciently near the vortex core such that Eθr < pikBT/~, Eq. (21)
yields
(21) = D(2)m (θ, r)eim(φ−ϕ)
∑
n≥0
−2i sgn(m)(1 − α2−)α |m |−
Eθrα−(α2+ − α2−)
× [1 − (−1) |m |], (23)
where
α± =
[
1 + 22n/(Eθr)2 ± 2
√
2n/(Eθr)2 + 4n/(Eθr)4
]1/2
.
(24)
From Eq. (23), we can see that Σl,m ' 0 for even m and
Σl,m , 0 for odd m. When |m| = 2m′+1 and Eθr  pikBT/~,
the approximate self-energy is
Σm(θ, φ, r) ' D(2)m (θ, r)eim(φ−ϕ)
∑
n≥0
(i sgn(m)Eθr) (α−)
m′
2n
' i sgn(m) (E
θr)m′+1
2m′
D(2)m (θ, r)eim(φ−ϕ)
∑
n≥0
1
m
′+2
n
,
(25)
and we can see that Σm(r) ∝ r for m = ±1 and Σm(r) ∝ r2 for
m = ±3.
For 3D cases, the integration of exp[±imφ] with respect to
φ is completely same as that of the 2D one; within the range
l ≤ 3, only the terms (l,m) = (1,±1), (2,±1), (3,±1), (3,±3)
survive after the integration with respect to φ. In addition,
we must also consider the integration with respect to θ in 3D
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FIG. 3. (Color online) Self-energies of isolated axisymmetric vor-
tices in 2D chiral superconductors at T/Tc = 0.2. Left: antiparallel
vortices, right: parallel vortices.
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FIG. 4. (Color online) Self-energies of isolated axisymmetric vortices
in 3D chiral superconductors at T/Tc = 0.2. Self-energies with
(l,m) = (2, 1), (2, 2), (3, 2) disappear. Left: antiparallel vortices,
right: parallel vortices.
cases. Because uθ = upi−θ , Cθ = Cpi−θ , and Eθ = Epi−θ , we
can see that g(in, θ, φ, r) ' g(in, pi − θ, φ, r). This yields∫ pi
0
dθ sin θPl,m(cos θ)g(in, θ, φ, r, ϕ) = 0 (26)
for (l,m) = (2, 1) in the vicinity of the core. Therefore, we
conclude that the (l,m) mode of the self-energy Σl,m can be
induced within a vortex in an odd-parity superconductor such
that (l,m) = (1,±1), (3,±1), (3,±3).
Figures 3 and 4 show the results of the self-consistent calcu-
lations of vortices in chiral superconductors. We can confirm
the above discussion via the numerical calculation: the self-
energy arises in a vortex of odd-parity superconductors (odd
l) with odd m, and disappears otherwise.
We can also see that the s-wave component vanishes within
the vortex. Therefore, the existence of the finite magnitude of
the pseudo Coulomb potential µ∗ does not modify the results
and discussions in this section at all, as long as µ∗ is isotropic.
Next, we consider the effect of the self-energy on theGreen’s
function via Σ˜ [or its ((l, )m)-mode Σ˜(l,)m]. Equation (25)
yields Σ(l,)m=±1 ∝ b and Σ(l,)m=±3 ∝ b2 and therefore,
Σ˜(l,)m ∝
{
b for m = 1,
b2 for m = 3.
(27)
Because the expansion parameter of the Kramer–Pesch ap-
proximation is b, Σ˜ is regarded as a small correction to Eθ in
5Eq. (19). Furthermore, because∫ pi
0
dθ sin θP1,1(cos θ) =
√
3pi
2
, (28a)∫ pi
0
dθ sin θP3,1(cos θ) = 3pi16 , (28b)
we can expect that the diagonal self-energy term in a vortex
of (l = 3, m = 1) superconductivity is fairly smaller than that
of (l = 1, m = 1). From Fig. 4, we can confirm the above
discussions. Our findings in this section are summarized as
follows: the self-energy Σ is finite but small when m = ±3
or l ≥ 2, and the induced Σ around a vortex is not so small
but the effect on the Green’s function is renormalized into
the dispersion relation of quasiparticles Eθ when l = 1 and
m = ±1, as long as the Kramer–Pesch approximation is valid.
IV. EMERGENCE OF NON-AXISYMMETRIC VORTICES
In the last part of the previous section, we saw that we
can renormalize the self-energy term into the dispersion of the
quasiparticles. We present amore clear and profound influence
on the parallel vortices (see the last paragraph of Sect. II for
the definition) in chiral p-wave superconductors.
In Figs. 5 and 6, we respectively show the solutions of the
major andminor components of the pair potentials of a parallel
vortex in chiral p-wave superconductors. As can be seen, the
vortex breaks the axisymmetry, and the vortex of the minor
component splits into three. We cannot obtain this highly
non-axisymmetric solution when we exclude the self-energy
term Σˇ from the gap equations. Therefore, we conclude that
the emergence of the non-axisymmetric (meta)stable vortex
reflects the existence of the self-energy. We plot the magnetic
field and the electric current density in Fig. 7. We can see that
the axisymmetry is broken and a triangular shape is formed
in both quantities. We plot the local density of states (LDOS)
around the vortex in Fig. 8 and the self-energy in Fig. 9; they
also have triangular profiles (see also Appendix C).
The solution depends on the initial condition of the self-
consistent calculation; the solution is non-axisymmetric if
we set the initial pair potentials to be sufficiently non-
axisymmetric, and becomes axisymmetric otherwise, at
T/Tc ≤ 0.45. The non-axisymmetric results for various ini-
tial conditions have the same shape for a given temperature;
this implies that the non-axisymmetric vortices are at least
metastable. To compare the relative stabilities of the axisym-
metric and non-axisymmetric solutions, we calculate the free
energies of the vortices.
Figure 10 shows the free energy of each vortex and Fig. 11
shows the difference in free energies between axisymmetric
and non-axisymmetric vortices. We do not find the non-
axisymmetric vortex as a metastable state at T/Tc = 0.5. We
can see that both axisymmetric and non-axisymmetric par-
allel vortices have larger free energies than the (axisymmet-
ric) antiparallel vortices; the parallel vortex is still metastable.
Among the metastable states, the non-axisymmetric vortices
are stabler than, or at least as stable as, the axisymmetric vor-
tices at lower temperatures (the crossover temperature is about
0.35Tc).
The importance of the non-axisymmetric vortex is not lim-
ited to theoretical aspects. The ground states of the chiral
superconductors break the time-reversal symmetry and are de-
generated without external magnetic fields. The chiral p-wave
superconductors, therefore, are believed to form structures of
domains corresponding to each degenerated state. At the mo-
ment, there are two systems in which chiral p-wave super-
conductivity/superfluidity is known to be realized: A-phase
of superfluid helium-3[27, 28] and perhaps Sr2RuO4[29–32].
While chiral domain structures have been observed in the 3He
A-phase[33, 34], there has been no report of direct observa-
tion of chiral domains in Sr2RuO4. The results presented in
Sect. 4 imply that we can obtain evidence of chiral domains by
observing both axisymmetric vortices and threefold rotational
symmetric vortices in a sample of chiral p-wave superconduc-
tor at sufficiently low temperature and with external magnetic
fields[35], e.g., through LDOSmeasurements by scanning tun-
neling microscopy (STM).
Tokuyasu et al. studied the vortex in chiral p-wave super-
conductivity on the basis of the Ginzburg–Landau theory and
reported that the vortex spontaneously breaks the axisymmetry
within some parameter region[36]. Although their profiles of
the pair potentials appear similar to ours, our obtained vortex
is, however, essentially different from theirs for the following
reasons.
According to the Ginzburg–Landau theory in a previous
study[36], the vortex in the system at the weak-coupling limit
does not break the axisymmetry. The presence of the self-
energy term makes our system different from the conventional
weak-coupling systems. This difference, however, disappears
near the limit of T ↗ Tc and does not affect the Ginzburg–
Landau equation (see Appendix D); the present system does
not break the axisymmetry in the Ginzburg–Landau theory.
This is also consistent with the fact that the non-axisymmetric
vortex becomes unstable at T/Tc & 0.35 in the present study.
In addition, with the setup in this study, we do not find any
non-axisymmetric antiparallel vortices, which where obtained
when using the Ginzburg–Landau theory. With this reasoning,
we consider that the breaking of the symmetry in this work
cannot be explained by the Ginzburg–Landau theory and is an
unprecedented phenomenon.
One of the reasons for the breaking of the axisymmetry is the
existence of multi-winding induced components of the order
parameters. In general, the energy of a multi-winding vortex is
higher than the sum of the energies of single-winding vortices.
In some systems, the axisymmetry of vortices is broken in the
manner of the splitting of multi-winding vortices of induced
components[10, 11, 36–40]. In these cases, however, the vor-
tex splitting depends on the parameters of the system; in one
parameter regime, the axisymmetry is broken, and in another
regime, it is not. Thus, the exact conditions and physics of
these breakings of axisymmetry are not yet fully revealed.
Another important point of our result is the effect of the di-
agonal self-energy. We point out that a similar (but not entirely
the same) effect has been reported for the B-phase of super-
fluid helium-3. In this system, there are two types of stable
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FIG. 5. (Color online) Major component (∆+) of the non-
axisymmetric triangular parallel vortex in 2D chiral p-wave super-
conductors at T/Tc = 0.2.
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FIG. 6. (Color online) Minor component (∆−) of the non-
axisymmetric triangular parallel vortex in 2D chiral p-wave super-
conductors at T/Tc = 0.2.
vortices[38, 39, 41]: the axisymmetric and non-axisymmetric
v-vortices. There also exists most symmetric but metastable
o-vortex. A study using the quasiclassical theory[10] reported
that when changing the diagonal self-energy, though the rela-
tive stability does not change, changes of free energies of the
three vortices are different from each other. Thus, it is not
difficult to realize that the self-energy changes the condition
of the transition between vortices. The detailed mechanisms
of the changes in these systems are issues in the future.
V. CONCLUSION
In the present paper, we consider the weak-coupling chiral
superconductors whose frequency dependence of order pa-
rameters is ignorable. We study an isolated vortex with the
diagonal self-energy corresponding to the Fock term, which
has been paid little attention so far. We confirm that the term
does not come out within vortices of even-parity supercon-
ductors. On the other hand, we find that a finite-magnitude
self-energy emerges within vortices of odd-parity supercon-
ductors, particularly p-wave superconductors in general, even
at the quasiclassical level. It is considered not to be rare that
the self-energy term is renormalizable and has no significant
effect on the vortex. However, at least within parallel vor-
tices in the chiral p-wave superconductor, this term causes the
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FIG. 7. (Color online) Magnetic field qB/(~/ξ20 ) (left) and electric
current density (right) of the non-axisymmetric triangular parallel
vortex in 2D chiral p-wave superconductors at T/Tc = 0.2.
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FIG. 8. (Color online) The LDOS N(ω, r) = − Im〈g(ω+iη, kˆ, r)〉kˆ/pi
around the non-axisymmetric triangular parallel vortex in 2D chiral
p-wave superconductors at T/Tc = 0.2. We set the smearing factor
η = 0.01kBTc/~ and use 4800 equally spaced points of momentum
to integrate over the Fermi surface. Left: ~ω = 0.0kBTc, right:
~ω = 0.3kBTc.
broken axisymmetry of the vortex, which cannot be described
by the Ginzburg–Landau theory. The above implies that the
self-energy term is not negligible within vortices in odd-parity
superconductors in general, even in the weak-coupling limit.
In this paper, we only considered the systems with one spin
component, e.g., d = (kˆx ± i kˆy)zˆ, or systems in which the
Eilenberger equation and the gap equation are decoupled into
two or more spin components and we can solve each spin
component independently, e.g., d = kˆx xˆ + kˆy yˆ. Of course, we
cannot always decouple spin components. For example, the
d-vector in the superfluid helium-3 B-phase has the form d =
kˆx xˆ + kˆy yˆ + kˆz zˆ. Extension to systems with multicomponent
spin is a problem for future study.
These days, many noncentrosymmetric superconductors
have been discovered and have attracted much attention[42].
Within these systems, the parity is not a good quantum num-
ber, and in superconducting states of such a system, singlet
Cooper pairs and triplet pairs are mixed. Within a vortex in
such systems, the self-energy term also cannot be negligible
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FIG. 9. (Color online) Self-energy (Σ+) around the non-axisymmetric
triangular parallel vortex in 2D chiral p-wave superconductors at
T/Tc = 0.2.
2.5
3.0
0.2 0.3 0.4 0.5
(J
−
J b
ul
k)/
(N
0k
2 BT
2 c
)
T/Tc
parallel non-axisymmetric
parallel axisymmetric
anti-parallel axisymmetric
FIG. 10. (Color online) Free energy J of an isolated vortex in 2D
chiral p-wave superconductors. The reference level of the free energy
is its bulkJbulk. red squares: parallel non-axisymmetric; blue circles:
parallel axisymmetric; black triangles: antiparallel vortex.
in general, as long as a sufficiently large p-wave component
exists. It is important to study the effect of the self-energy term
(with or without frequency dependences) on these systems for
the purpose of further understanding the physics of odd-parity
superconductivity.
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FIG. 11. (Color online) Difference in free energies between axisym-
metric and non-axisymmetric parallel vortices in 2D chiral p-wave
superconductors (∆J = Jnon-axisymmetric − Jaxisymmetric).
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Appendix A: Details of Numerical Calculation
In Sect. 3 and 4, we carried out the numerical calculation of
an isolated vortex in chiral superconductors. In this appendix,
we describe the details of the calculation. We use a 2D polar
coordinate system, and choose the center of the vortex as the
origin. The sampling point on the spatial coordinates and
the azimuthal angle of the momentum φ are the same as in
our previous proceeding [13]. For 3D chiral superconductors,
we take 12 points equally spaced on the polar angle of the
momentum θ.
The specific forms of coupling function in the gap equation
v(kˆ, kˆ ′) are given as
2c0 cos(φ − φ′) (chiral p), (A1)
2c0 cos[2(φ − φ′)] (chiral d), (A2)
2c0 cos[3(φ − φ′)] (chiral f ) (A3)
for 2D chiral superconductors,
4pic0
∑
m=±1
Y1,m(θ, φ)Y ∗1,m(θ ′, φ′) (chiral p), (A4)
4pic0
∑
m=±1
Y2,m(θ, φ)Y ∗2,m(θ ′, φ′) (chiral d (m = 1)), (A5)
4pic0
∑
m=±1
Y3,m(θ, φ)Y ∗3,m(θ ′, φ′) (chiral f (m = 1)), (A6)
4pic0
∑
m=±3
Y3,m(θ, φ)Y ∗3,m(θ ′, φ′) (chiral f (m = 3)), (A7)
for 3D systems, and v(kˆ, kˆ ′) = c0 for s-wave superconductors,
where
1
N0c0
= 2pikBT
∑
0<n≤c
1
~n
+ ln
T
Tc
, (A8)
and we take c = 20kBTc/~.
We can reduce the Eilenberger equation [Eq. (9)] to
two independent decoupled Riccati-type ordinary differential
equations[43–45],
−vF · (−i~∇ − 2qA)γ = −∆∗γ2 − 2(~z − Σ)γ − ∆, (A9a)
−vF · (−i~∇ + 2qA)γ¯ = −∆γ¯2 + 2(~z − Σ)γ − ∆∗, (A9b)
and the quasiclassical Green’s function gˇ is expressed in terms
of γ and γ¯ as
gˇ =
−ipi sgn n
1 + γγ¯
(
1 − γ¯γ 2γ
2γ¯ −1 + γ¯γ
)
. (A10)
8This parametrization is often called the Riccati parametriza-
tion. This parametrization gives us a stable numerical
calculation[46] and a clear view into the perturbative anal-
ysis of the Green’s function. We use a fourth- and fifth-order
adaptive Runge-Kutta method[47] to solve Eq. (A9).
We solve the Eilenberger equation, the gap equation, and
the Maxwell–AmpÃĺre equation with the Coulomb (London)
gauge self-consistently. We repeat the self-consistent loop
until the maximum difference between the new and old Σˇ is
smaller than 5 × 10−5kBTc. To improve the speed and sta-
bility of the convergence, we use a variant of the Anderson
acceleration method[48].
Appendix B: Quasiclassical Green’s Function
The quasiclassical Green’s function[14, 15] is defined as
follows. First, we define the equilibrium Nambu–Gor’kov
Green’s function. We use ®x as an abbreviation for (x, τ, σ),
where x denotes the space coordinate, τ denotes the imaginary
time, and σ denotes the spin. The Green’s function Gˇ(®x, ®x ′)
can be written as
−Gˇ(®x, ®x ′) =
( 〈〈T c(®x)c†(®x ′)〉〉 〈〈T c(®x)c(®x ′)〉〉
〈〈T c†(®x)c†(®x ′)〉〉 〈〈T c†(®x)c(®x ′)〉〉
)
, (B1)
where T is the time-ordered product, and c†(®x) and c(®x) are
the creation and annihilation operators of the fermions, re-
spectively. We define 〈〈X〉〉 = tr{ρX}, where ρ is the density
matrix in equilibrium.
Second, we write Gˇ(®x, ®x ′) as a function of the center of
the space coordinate r , wave vectors of the relative space
coordinate k, and the Matsubara frequencies in. With the
Wigner transformation, we define
Gˇ(®x, ®x ′) = kBT
~
∑
n
∫
dk
(2pi)3 Gˇ(in, k, r)e
−in τ¯+ir¯k, (B2)
where r = (x + x ′)/2, r¯ = x − x ′, and τ¯ = τ − τ′.
Finally, we integrate Gˇ over the energy ξk to concentrate on
the properties just upon the Fermi level. In the present paper,
we assume that the system has a spherical (circular) Fermi
surface; in this case, we can take ξk = ~2k2/(2m∗)− µF, where
m∗ is the effective mass of the particle and µF is the Fermi
energy. We define the quasiclassical Green’s function gˇ as
~gˇ(in, kˆ, r) =
∫
dξk τ˘3Gˇ(in, k, r), (B3)
where kˆ = k/|k | and
τ˘3 =
(
τˇ0 0
0 −τˇ0
)
. (B4)
We also define g, g¯, f , f¯ as(
g(in, kˆ, r) f (in, kˆ, r)
− f¯ (in, kˆ, r) g¯(in, kˆ, r)
)
= gˇ(in, kˆ, r). (B5)
In the above equation, g(in, kˆ, r) is a 2 × 2 matrix in spin
space, and so are g¯, f and f¯ . If the particle-hole symmetry
holds, we have g¯ = −g as well (see Ref. [53], for example).
Taking the analytic continuation from imaginary-frequencies
in with n > 0 to real frequencies ω + iη, we can obtain the
quasiclassical retarded Green’s function, where η is a positive
infinitesimal.
Appendix C: Low-Energy States in Non-Axisymmetric Vortex
In Sect. 4, we find an exotic pattern of zero-energy LDOS.
In this appendix, we try to explain this pattern in terms of the
well-known Andreev bound states (ABS) within a vortex[49–
51].
One of the simplest views of the vortex core is to con-
sider it as a superconductor-normal-superconductor (SNS)
junction[51]. In the SNS junction, there exist low-energy states
(i.e., ABS)[50], and the phase difference between the two sides
of the superconductor is crucially important for these states. If
the phase difference is pi, the energy of the ABS becomes zero.
In the case of the vortex as a normal core, the path where the
phase difference between the two superconducting edges is pi
is the path running across the exact center of the vortex. This
view is successful for the vortex in various systems, as well as
conventional superconductors[51].
We now return to our system. At first glance, the quasiclas-
sical path of the quasiparticles of zero energy does not obey
the above rule and the simple view of the vortex seems to fail.
However, once we assume the spatial profiles of the pair po-
tentials, we can show that the above view still holds in some
aspects.
We emphasize that the chiral p-wave system contains two
components of pair potentials (because it is “chiral”) and each
part has a different dependence on the momentum (because
of “p-wave”). For each quasiparticle, the pair potential in its
equations of motion is neither of the isolated component but
the sum of the components. Figure 12 shows the pair potentials
for some momenta. We see that the center of the vortex for
each quasiparticle is not the same as the center of the system,
owing to the minor components of the pair potential. As we
expected, the path with zero energyABS runs near the effective
vortex center, where the phases of the pair potentials at both
sides of a normal region change pi. Once we obtain the paths
of ABS, we can reproduce the LDOS pattern as its enveloping
path, as successfully carried out in various systems[22, 51, 52].
Appendix D: Diagonal Self-Energy and Ginzburg–Landau
Equations
There is a standard method of deriving the Ginzburg–
Landau equations from the quasiclassical Eilenberger equa-
tions and the gap equations[53]. In this methodology, we
solve the quasiclassical Green’s function near the critical tem-
perature by the perturbation of ∆/(kBT) ∼ ∆/(~n), substitute
the solutions into the gap equations, and derive the equations
of the pair potentials.
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FIG. 12. (Color online) Pair potentials of a non-axisymmetric parallel vortex for some momenta (T/Tc = 0.2). The solid line is the trajectory
of the quasiparticle forming a zero-energy bound state obtained by the Eilenberger equations. We also placed a cross at the center of the system
(the center of the vortex of the major component).
The perturbative solution of quasiclassical Green’s func-
tions near the critical temperature is
g = −ipi sgn n + ipi |∆|
2
2~˜n |~˜n |
+
ipi~
4|~˜n |3 [−∆(vF · ∇+)∆
∗ + ∆∗(vF · ∇−)∆], (D1)
f =
pi∆
|~˜n | −
pi~(vF · ∇−)∆
2~˜n |~˜n | −
pi∆|∆|2
2|~˜n |3 +
pi~2(vF · ∇−)2∆
4|~˜n |3 ,
(D2)
f¯ =
pi∆∗
|~˜n | +
pi~(vF · ∇+)∆∗
2~˜n |~˜n | −
pi∆∗ |∆|2
2|~˜n |3 +
pi~2(vF · ∇+)2∆∗
4|~˜n |3 ,
(D3)
where ~˜n = ~n + iΣ and ∇∓ = ∇ ∓ 2iqA/~. Because the
Ginzburg–Landau equations are third-order equations of the
order parameters, we only consider the zeroth to the third-order
terms in the solution of gˇ.
Substituting Eq. (D1) into Eq. (3a), we can see that Σ is
O
([|∆|/(~n)]3) . This means that the effect of Σ on f is of
the fourth order of the perturbation. Thus, the diagonal part
of the self-energy does not appear in the Ginzburg–Landau
equation of the pair potentials. Also, the leading term related
to Σ is on the order of Σ2 because there is no self-energy term
in the third order equations for pair potentials. In addition,
the magnitude of Σ2 is of sixth order of the perturbation;
terms such as Σ f and Σ2 are not in the Ginzburg–Landau
free energy functional. Therefore, the diagonal self-energy
does not change the Ginzburg–Landau equation up to the third
order term of the pair potential.
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