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For highly compact neutron stars, constructing numerical initial data for black hole–neutron star
binary evolutions is very difficult. We describe improvements to an earlier method that enable it to
handle these more challenging cases. We examine the case of a 6:1 mass ratio system in inspiral close
to merger, where the star is governed by a polytropic Γ = 2, an SLy, or an LS220 equation of state.
In particular, we are able to obtain a solution with a realistic LS220 equation of state for a star
with compactness 0.26 and mass 1.98M⊙, which is representative of the highest reliably determined
neutron star masses. For the SLy equation of state, we can obtain solutions with a comparable
compactness of 0.25, while for a family of polytropic equations of state, we obtain solutions with
compactness up to 0.21, the largest compactness that is stable in this family. These compactness
values are significantly higher than any previously published results. We find that improvements in
adapting the computational domain to the neutron star surface and in accounting for the center of
mass drift of the system are the key ingredients allowing us to obtain these solutions.
PACS numbers: 04.25.dk,04.40.Dg,04.30.Db,04.20.Ex,95.30.Sf
I. INTRODUCTION
Among the prime candidate sources for ground-based
gravitational wave detectors are binary systems con-
taining inspiraling neutron stars: black hole–neutron
star (BHNS) binaries, or systems containing two neu-
tron stars. Besides being likely gravitational wave
sources, such systems are the leading candidates to ex-
plain short gamma-ray bursts [1–5]. Radioactive de-
cay of the neutron-rich material ejected by the merger
may also power optical/infrared transients days after the
merger [6–8], particularly for BHNS binaries with a large
neutron star and a rapidly rotating black hole [9–13], and
for binary neutron star mergers with compact neutron
stars [14].
Gravitational waves from coalescing binaries are
searched for and analyzed using the matched-filtering
technique [15–18], which compares the detector output
with a bank of templates that model the waves emitted
by the source. Therefore accurate knowledge of the ex-
pected waveforms of incoming signals is required. While
post-Newtonian templates are expected to be accurate
when the binary is widely separated, they break down
near merger. Fully relativistic numerical simulations of
the last few orbits and the merger are needed to match
onto the post-Newtonian waveforms. Moreover, model-
ing of the subsequent electromagnetic and neutrino emis-
sion must also be done by a code that can deal with all
the effects of strong-field gravity.
Numerical modeling of these systems is very challeng-
ing (see [19–22] for reviews). A key ingredient in such
simulations is accurate initial data. Ideally, one would
like a snapshot of the gravitational field and the matter
distribution only a few orbits before merger but result-
ing from millions of years of slow inspiral. In general
relativity, no exact way is known to do this because the
nonlinear Einstein equations are too difficult to solve.
So instead, various plausible approximations are made.
The most common assumption is that the binary has had
time to settle into a quasi-equilibrium state, the system
being approximately time-independent in the corotating
frame. Furthermore, as the viscous forces within the star
are expected to be small, we do not expect much change
in the spin of the star as the orbital radius decreases.
For an initially nonspinning neutron star, this would lead
to an irrotational velocity profile, another standard as-
sumption. Because of gravitational wave emission, how-
ever, there is no exact equilibrium state. Accordingly,
these conditions cannot all be perfectly satisfied simul-
taneously. Nevertheless, initial data incorporating these
assumptions seems to work quite well in practice.
This paper will focus on initial data for BHNS binaries,
and in particular systems where the neutron star has high
compactness
C =
MNS
R
. (1)
Here MNS is the ADM mass and R is the areal radius
for an isolated star with the same equation of state and
baryon mass, and we use units with c = G = 1. The
techniques introduced here should be equally applicable
to neutron star–neutron star binaries.
Previous results on initial data for BHNS evolutions
include the early work of Taniguchi et al. [23] and Sop-
uerta et al. [24], as well as more recent initial configura-
tions generated by Taniguchi et al. [25–27] and Grand-
clement [28]. Both Taniguchi and Grandclement use
codes based on the LORENE package [29], and excise
from the computational domain the region inside the ap-
parent horizon of the black hole. An alternative method
based on the puncture formalism, in which the con-
straints are solved both inside and outside the black hole
2horizon, has been proposed by Kyutoku et al. [30]. The
results from [30] were also obtained using LORENE. A
newer initial data code, COCAL, has been developed by
Uryu¯ and Tsokaros [31], but not yet applied to BHNS
binaries.
Our own group has developed an independent code
([32], henceforth Paper I) that uses a multidomain spec-
tral method to achieve high accuracy at a relatively low
computational cost. The code is based on the spectral
elliptic solver (Spells) developed by the Cornell-Caltech
collaboration [33], and originally developed by Pfeif-
fer [34, 35] for the study of binary black hole initial data.
While the mathematical formulation of the problem is
very similar to [27] and [28], the numerical techniques
are quite different. In particular, while all use multido-
main spectral methods, the flexibility that Spells offers in
choosing subdomain shapes and the form of the elliptic
equations allows one to efficiently adapt the configura-
tion of the numerical grid to the geometry of the system
and obtain high-precision results at a very reasonable
computational cost.
A drawback of the method described in Paper I is that
it fails to converge to a solution when the compactness C
of the neutron star is too high. In fact, this seems to be a
defect of all the published methods for solving the BHNS
initial value problem. The maximum compactness that
can be handled depends on the equation of state (EOS).
The easiest EOS for all methods is a Γ = 2 polytrope
because it is smooth inside the star, and the density goes
linearly to zero near the surface. The method of Paper I
can reliably produce binaries with an initial separation of
7M0 and a compactness up to 0.18. Here M0 is defined
via
M0 =MBH +MNS (2)
where MBH is the Christodoulou mass of the black hole
andMNS is the neutron star mass as defined above. With
some small modifications, described later, it can reach
C = 0.20, very close to the maximum allowed value before
the neutron star is unstable to gravitational collapse.
Treating realistic equations of state is more difficult.
They tend to have nonsmooth behavior as the composi-
tion changes in various density regimes. They often have
nonanalytic behavior or very steep slopes at the surface.
And even smooth equations of state may be given in tab-
ular form, which introduces its own nonsmoothness. For
example, for the SLy EOS [36–38], the maximum com-
pactness attainable by the method of Paper I is 0.16, cor-
responding to a neutron star mass of 1.27M⊙. The other
codes for producing BHNS initial data have reported a
maximum compactness of C = 0.196 with a piecewise-
polytropic equation of state (for a 1.45M⊙ neutron star)
[39], while binary neutron star initial data has been ob-
tained up to C = 0.213 (for a 1.6M⊙ neutron star) [14].
Since a neutron star of mass 2M⊙ is known to exist, this
is clearly not adequate.
In this paper, we describe several technical improve-
ments to the algorithm of Paper I that allow high-
compactness initial data to be calculated. For example,
we show that for the SLy EOS, a solution with C = 0.25,
corresponding a neutron star mass of 1.86M⊙, can be
obtained. Furthermore, for the LS220 EOS [40], we can
obtain a solution with C = 0.26, corresponding to a mass
of 1.98M⊙. These initial data can now be used in binary
evolutions to study the effect of high compactness on the
outcome of the merger.
In [41], it was observed that highly compact configu-
rations may result in mathematical nonuniqueness of the
solution, and a resolution of this problem was presented
in the context of conformally flat formulations for the
evolution equations. In contrast, the work reported here
is not related to nonuniqueness. Rather, we are dealing
with an iterative algorithm that displays poor conver-
gence as the compactness increases. The improvements
to the algorithm restore good convergence.
In this paper, we first describe in Section II the meth-
ods we use to improve the solution procedure of Paper
I, in particular addressing requirements on the proper
determination of the neutron star surface location and
the control of linear momentum in the system. In Sec-
tion III we present high compactness results using poly-
tropic, SLy, and LS220 EOS. Finally, in Section IV we
offer closing remarks on these findings.
II. METHODS
Our work is based on an implementation in the Spec-
tral Einstein Code (SpEC) of the procedure described in
Paper I. The core of the solution procedure is to solve
a set of elliptic equations to determine the metric and
the velocity potential for the matter (an “elliptic solve”).
These elliptic equations contain a number of auxiliary
variables that determine the physical properties of the
initial data. Some of these are imposed based on an-
alytical considerations, such as the background metric
or boundary conditions, while others are solved for in
between iterations in order to enforce desired physical
properties (mass and spin of the compact objects, or-
bital parameters of the binary, total linear momentum
of the system), or computationally convenient properties
(alignment of the surface of the neutron star with the
boundary between two subdomains). This procedure is
described in detail in Sec. III.C of Paper I.
In solving the elliptic equations, a relaxation scheme
is used to keep the solution in a convergent regime. In-
stead of simply using the new solution at every step, it
is combined with the previous one via
unew = λu
∗ + (1− λ)uold (3)
where λ is a parameter (the relaxation parameter) that
we can choose, u is a quantity such as the value of the
metric at some point, and u∗ is the value of u found
by solving the elliptic equations. This scheme decreases
the change in the quantities at each step, which helps to
3maintain the convergence of the solver. In Paper I, we
used λ = 0.3.
In this paper, we show that in order to obtain initial
data for high-compactness neutron stars, modifications
to the iterative procedure of Paper I are required. In
particular, we need to modify how we enforce that the lo-
cation of the surface of the neutron star is at a subdomain
boundary and that the total linear ADM momentum of
the system is zero.
A. Neutron Star Surface Adjustment
An important aspect of the solver is the numerical do-
main that is used to solve the equations. We employ the
domain described in Paper I Section III.A, and shown
here in Fig. 1. The physical domain is covered by a num-
ber of overlapping spectral subdomains; choosing the lo-
cation and resolution of the subdomains allows the do-
main to be well-matched to the problem. A particularly
important detail (we have found) is that since the neu-
tron star surface is a physical discontinuity, it should be
placed at a subdomain boundary to avoid Gibbs oscil-
lations in the numerical solution. This requirement was
also found in Paper I, although we used a different tech-
nique to enforce it. We employ a modification of the
method described in Paper I in Section III.A.2 and in
item 3 of the iterative procedure of Section III.C.
We define the neutron star surface as the location
where the enthalpy reaches some target value. The en-
thalpy h is defined via h = 1+ǫ+P/ρ, with ρ the baryon
density, ǫ the internal energy density, and P the pressure.
In practice, the enthalpy is computed from the metric
and the fluid velocity by assuming hydrostatic equilib-
rium (see Paper I). Since the neutron star surface may
deviate slightly from the subdomain boundary during the
solution, the equation for h is solved outside the star as
well as inside. In principle, the enthalpy should take on
a constant value everywhere in the vacuum region, but
numerically h is allowed to take values below h(ρ = 0),
which ensures better behavior in the surface-finding algo-
rithm. Similarly, the baryon density ρ is allowed to take
unphysical values ρ < 0 in regions in which h < h(ρ = 0)
to guarantee that ∇ρ is continuous—a desirable property
when using spectral methods.
The location of the surface can be found with a simple
one-dimensional root finding algorithm along the collo-
cation directions, which lets us find the stellar radius
R(θ, φ) as a function of angle. This is then used to define
the stellar surface coefficients via an expansion in scalar
spherical harmonics:
R(θ, φ) =
∑
l
l∑
m=−l
RlmY
m
l (θ, φ) . (4)
Note that form 6= 0, the coefficients Rlm will be complex-
valued in general, but because R(θ, φ) is real-valued,
FIG. 1: The domain used for the binary black hole–neutron
star system. The horizon of the black hole is an external
boundary of the domain; its interior is excised. The thick
line shows the star surface; this and all other interior lines
form subdomain boundaries. The largest circle is the inner
boundary of the outer subdomain, this and all circles show
the boundaries of spherical shells. The domain furthermore
comprises eight cylindrical shells, in two stacked groups of five
and three, and three rectangular prisms between and beside
the objects.
Rl,−m = (−1)
m(Rlm)
⋆ and so we can define
Slm =


(−1)m
√
2
π Re(Rlm) m ≥ 0
(−1)m
√
2
π Im(Rlm) m < 0
(5)
to store all independent components of the Rlm coeffi-
cients.
The coefficients in Eq. (5) are used to update the do-
main boundary for the neutron star subdomains used by
the solver. However, since the enthalpy may have non-
negligible errors early in the solve, the computed surface
may not be in the right place and may have large jumps
between iterations. This is similar to the difficulties that
are encountered in the elliptic solve. Accordingly, we
follow a relaxation scheme as in Eq. (3) in updating the
Slm coefficients defined in Eq. (5), which are computed in
each step and used to define the mapping shown in Eqs.
(77) and (78) in Paper I. We have found that choosing
the same value for this relaxation parameter as for the
one controlling the metric and matter relaxation gives
good results.
4B. ADM Momentum Control
To uniquely specify the initial conditions that we are
attempting to produce, we need to fix the location of the
centers of the black hole and neutron star, cBH and cNS,
the initial orbital angular velocity of the binary Ω0, and
its radial velocity vr = a˙0r. We also have the freedom to
choose the value of the shift vector on the outer boundary
of the computational domain, β(rout) = v
boost. We try
to make these choices so that
• The linear ADM momentum of the system satisfies
P
ADM = 0.
• The objects are following circular orbits with the
desired initial separation d.
• The center of mass of the system is at the origin of
the chosen coordinate system.
The initial data solver finds constraint-satisfying con-
figurations by following the iterative procedure described
in Section III.C of Paper I. The center of the neutron star
is fixed at cNS = (−dMBH/M0, 0, 0). The quantities Ω0
and a˙0 are chosen in order to minimize the orbital eccen-
tricity of the system, following the iterative procedure
developed for black hole–black hole binaries [42]. Alter-
natively, we can solve for Ω0 by requiring force balance
at the center of the neutron star, following Eq. (48) of
Paper I as in step 5 of the iterative method described
in Section III.C of Paper I. Combined with the choice
a˙0 = 0, this leads to eccentricities of a few percent, and
provides a good initial guess for the eccentricity reduc-
tion algorithm. This leaves us with the choices of cBH
and vboost, which are both made iteratively. The loca-
tion of the black hole center can be modified at each
step of the iteration, after we solve the constraint equa-
tions and evaluate the position of the neutron star surface
(step 4 of the iterative procedure in Paper I). The choice
of vboost comes as an outer boundary condition in the
constraint equation for the shift. We have developed two
different methods to choose cBH and v
boost.
The first (hereafter “position control”) is largely simi-
lar to the algorithm described in Paper I for spin-aligned
binaries, and updated in Foucart et al. [43] for black
hole spins misaligned with the orbital angular momen-
tum of the binary. In this method, cBH is initialized
to c0BH = (dMNS/M, 0, 0). At each step n of the iter-
ative procedure, we measure the linear ADM momen-
tum Pn, and the relative changes in each component
δP i = |P in−P
i
n−1|/|P
i
n|. If δP
i < αP for the largest com-
ponent P in of the ADM momentum and a freely specifi-
able parameter αP , then we reset the components of cBH
in the orbital plane of the binary (the x-y plane here)
using the relaxation formula
cnewx,y = λP c
∗
x,y + (1− λP )c
old
x,y (6)
analogously to Eq. (3), with c∗x,y computed using the val-
ues of P x,y and cx,y at the two latest steps i and j at
which the location of the black hole center was modified:
c∗x,y =
cix,yP
y,x
j − c
j
x,yP
y,x
i
P y,xj − P
y,x
i
. (7)
For larger neutron stars, we have been using αP = 0.1,
λP = 1. For compact stars, we find that changing the lo-
cation of the black hole center more often, but by smaller
increments, works better. Accordingly, we use αP = 0.4,
and λP is chosen to equal the relaxation parameter in
the elliptic solve. Eq. (7) is inspired by the fact that, in
Newtonian physics, a change δc in cBH induces a change
δP = −δc×Ω in P. A similar updating algorithm is used
for the vertical location of the black hole center, except
that instead of trying to cancel the linear momentum of
the system, we require vertical force balance (∇h)z = 0
at the center of the neutron star. Thus we use
c∗z =
ciz(∇h)
j
z − c
j
z(∇h)
i
z
(∇h)jz − (∇h)iz
. (8)
The vertical component of the linear momentum, which
cannot be easily controlled by moving the location of the
compact objects, is instead canceled by a “boost” given
to the entire system through the chosen value vboost of
the shift on the outer boundary. We set vboostx,y = 0 and
update vboostz using the same method as for the black
hole center, but with
v∗z =
vizP
z
j − v
j
zP
z
i
P zj − P
z
i
. (9)
In the second method (hereafter “boost control”), the
location of the center of the black hole is fixed to its ex-
pected value for a Newtonian binary orbiting around the
origin of our coordinate system, cBH = (dMNS/M, 0, 0).
The constraint PADM = 0 is then satisfied by control-
ling all components of the linear momentum through the
outer boundary condition on the shift. That is, we use
v∗x,y,z =
vix,y,zP
x,y,z
j − v
j
x,y,zP
x,y,z
i
P x,y,zj − P
x,y,z
i
(10)
to reset the components of vboost whenever δP i < αP .
For spin-aligned binaries, position control generally re-
sults in a very small coordinate velocity for the center of
mass of the system. On the other hand, imposing a non-
zero boundary condition on the shift at large distances
leads to a drift of the coordinate location of the center
of mass at velocity vCOM ∼ vboost. This effect was ob-
served for misaligned BHNS binaries in [43]. Because a
large drift of the center of mass might introduce undesir-
able coordinate effects in the methods used to extrapolate
the gravitational wave signal to infinity, or complicate the
work of the control system used to evolve the binary in
the comoving frame, we have generally preferred position
control. However, each change of the location of the cen-
ter of the black hole in the initial data solver introduces
significant constraint violations in our solution. We find
5that, for very compact stars with C & 0.2, these changes
can prevent convergence of the iterative procedure used
to generate initial data, and so we avoid position control
in these cases.
III. RESULTS
Using the methods described above, we were able to
obtain solutions for binaries with various neutron star
compactness for a variety of different equations of state.
In all cases, we have chosen the black hole to be nonspin-
ning, since the aim of the study was to develop methods
for handling high neutron star compactness.
A. Polytropic Γ = 2 EOS
Using the methods of Paper I, tweaking only the el-
liptic solve relaxation parameter described in the itera-
tive procedure in Section III.C, solutions for polytropic
Γ = 2 equations of state with compactness up to 0.18
could be obtained. If we additionally incorporate an ini-
tial guess based on a lower-compactness binary instead
of starting with an isolated neutron star configuration, a
solution with C = 0.20 could be found. Finally, using the
techniques described in Section II, we are able to obtain
solutions with compactness up to C = 0.21 and mass of
1.4M⊙. For the family of equations of state we consider,
there is a dynamic instability that sets in for compactness
slightly higher than 0.21, and so this is roughly the high-
est compactness that we expect to be physically mean-
ingful. In addition, other work [41] has found mathemat-
ical nonuniqueness problems with obtaining solutions for
stars that are dynamically unstable, and for both these
reasons we avoid investigating such solutions. For poly-
tropes, we could thus nearly reach the maximum stable
compactness without further modifications of the elliptic
solve. Only the highest stable compactness C = 0.21 still
required the techniques introduced above. By contrast,
for the SLy and LS220 equations of state, the methods
of Paper I fail at much lower compactness.
We show in Table I the results for applying this method
to Γ = 2 polytropes of different compactness. The stellar
mass is held constant at 1.4M⊙ and so the polytropic
parameter κ varies across these solutions and is included
in the table. (Note that for polytropes, the mass can be
rescaled by changing κ without affecting C.) The mass
ratio is 6:1 for all cases. The binding energy Eb is com-
puted by subtracting the sum of the ADM masses of the
black hole and neutron star in isolation from the ADM
energy of the system. The surface coefficients shown are
defined in Eq. (5). The residuals obtained as a function
of resolution are shown in Fig. 2. In the residuals we can
see some aberrant behavior and jumps, but nevertheless
the exponential convergence with resolution that char-
acterizes spectral methods is apparent, especially if one
focuses on the higher resolutions. The convergence with
C κ λ d/M0 ΩM0 Eb/M0 J/M0
2 S20/S00
0.15 96.7 0.3 6.86 0.04648 -6.69 0.422 4.261
0.16 89.7 0.3 6.86 0.04649 -6.70 0.421 4.439
0.17 84.1 0.2 6.86 0.04650 -6.71 0.421 4.474
0.18 79.8 0.2 6.86 0.04650 -6.71 0.421 4.412
0.19 76.6 0.2 7.71 0.03967 -6.19 0.434 3.574
0.20 74.4 0.2 7.71 0.03968 -6.19 0.434 3.419
0.21 73.2 0.15 14.0 0.01740 -3.85 0.526 1.441
×10−3 ×10−3
TABLE I: Solved quantities for a family of BHNS binary con-
figurations. For each configuration, the equation of state is a
Γ = 2 polytrope chosen to yield MNS = 1.4M⊙. The multi-
plier below applies to the column above it. The columns show
the compactness C, the polytropic parameter κ, the relaxation
parameter λ, the initial separation d, the orbital angular ve-
locity Ω, the binding energy Eb, the ADM angular momen-
tum J , and the ratio S20/S00 of surface coefficients defined in
Eq. (5). The quantity M0 is defined in Eq. (2). In all cases
the black hole has no spin and the mass ratio is 6:1.
resolution also does not seem to vary among the differ-
ent cases, so that compactness does not seem to be an
issue here. One other thing to note here is that the ini-
tial distance d between the black hole and neutron star is
chosen to be quite close in all but the highest compact-
ness cases, as compared with the values in Tables 2, 5,
and 6 in Paper I.
B. SLy Γ = 2 EOS
Using the methods of this paper, we can obtain solu-
tions for an SLy equation of state with compactness up
to C = 0.25, which corresponds to a star with a mass
of 1.86M⊙. For comparison, the maximum stable com-
pactness for this equation of state is about C = 0.31, cor-
responding to a mass of 2.04M⊙. Solutions were found
for a variety of different distances, although as the com-
pactness becomes greater, it becomes more difficult to
obtain solutions for very close binaries. At the highest
compactness, the closest binaries we attempted did not
have a convergent solution, and so an evolution of such a
system would need to simulate more than 20 orbits before
a merger.
These results are shown in Table II. The mass ratio q is
close to 6, with slight variations between solutions. The
residuals obtained in the solve are shown in Fig. 3, plot-
ted against N1/3, the cube root of the number of points
in the domain. Note that for the C = 0.23 and C = 0.25
cases, we have only plotted the convergence in the case
of d = 14M0. Even more so than in the polytropic case,
there are some jumps in the residuals, particularly in the
velocity potential. Furthermore, jumps are present at all
compactnesses instead of just low ones. However, once
again, the convergence does appear smoothly exponen-
tial at high resolution. The same value for the relaxation
parameter is used for all of the various quantities that
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FIG. 2: Spectral convergence for a family of BHNS binary configurations. For each configuration, the equation of state is a
Γ = 2 polytrope chosen to yield MNS = 1.4M⊙. Each panel shows the final residual in the metric solution (Rmet) and in the
velocity potential solution (Rmat) as a function of the cube root of the number of grid points in the domain. The vertical scale
is logarithmic, and the exponential convergence with resolution is apparent.
are updated via a relaxation scheme.
C. LS220 EOS
We obtain solutions for an LS220 tabulated equation
of state with compactness up to C = 0.26, which cor-
responds to a star with a mass of 1.98M⊙. For com-
parison, the largest known reliable neutron star masses
are (1.97± 0.04)M⊙ [44] and (2.01± 0.04)M⊙ [45]. The
LS220 equation of state is the most realistic of the ones
considered here, and so this is a very relevant result.
The largest compactness for which this equation of state
yields a stable solution is C = 0.29, corresponding to a
mass of 2.04M⊙.
These results are shown in Table III. In all cases, the
mass ratio is 6:1. The residuals obtained in the solve are
shown in Fig. 4, plotted against N1/3, the cube root of
the number of points in the domain. As before, we find
exponential convergence, and obtain a final residual of
C MNS q λ d/M0 ΩM0 Eb/M0 J/M0
2 S20/S00
0.16 1.27 6.64 0.2 6.95 0.04560 -6.15 0.393 4.928
0.17 1.34 6.26 0.2 6.90 0.04611 -6.46 0.409 4.696
0.18 1.41 5.94 0.2 6.85 0.04659 -6.77 0.424 4.460
0.19 1.49 5.65 0.2 6.80 0.04707 -7.05 0.438 4.231
0.21 1.62 6.0 0.15 13.71 0.01791 -3.91 0.522 1.533
0.23 1.75 6.0 0.15 8.0 0.03785 -6.05 0.438 2.878
0.23 1.75 6.0 0.15 10.0 0.02785 -5.09 0.468 2.066
0.23 1.75 6.0 0.15 12.0 0.02160 -4.39 0.497 1.611
0.23 1.75 6.0 0.15 14.0 0.01739 -3.82 0.526 1.324
0.23 1.75 6.0 0.15 16.0 0.01439 -3.22 0.552 1.124
0.25 1.86 6.0 0.1 14.0 0.01738 -3.88 0.525 1.144
0.25 1.86 6.0 0.1 16.0 0.01438 -2.38 0.552 0.971
×10−3 ×10−3
TABLE II: Solved quantities for a family of BHNS binary
configurations. For each configuration, the equation of state
is SLy. The multiplier below applies to the column above it.
The quantities shown are all as for Table I, with κ replaced
by the neutron star ADM mass MNS in units of M⊙. We also
show the mass ratio q for each configuration.
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FIG. 3: Spectral convergence for a family of BHNS binary configurations. For each configuration, the equation of state is SLy.
Each panel shows the final residual in the metric solution (Rmet) and in the velocity potential solution (Rmat) as a function of
the cube root of the number of grid points in the domain. The vertical scale is logarithmic, and the exponential convergence
with resolution is apparent.
C MNS λ d/M0 ΩM0 Eb/M0 J/M0
2 S20/S00
0.17 1.40 0.2 14.0 0.01739 -3.84 0.526 1.885
0.23 1.83 0.1 14.0 0.01739 -3.83 0.526 1.347
0.25 1.94 0.08 16.0 0.01439 -3.18 0.552 0.985
0.26 1.98 0.07 14.0 0.01739 -3.73 0.525 1.075
×10−3 ×10−3
TABLE III: Solved quantities for a family of BHNS binary
configurations. For each configuration, the equation of state
is the LS220 tabulated equation of state. The multiplier below
applies to the column above it. The quantities shown are all
as for Table I, with κ replaced by the neutron star ADM mass
MNS in units of M⊙.
10−6 or nearly so.
IV. CONCLUSIONS
The problem of solving for initial data for a black hole–
neutron star system is a complex one involving many
interacting solution steps. In addition to the elliptic
equations governing the system, multiple nonlinear con-
straints must be imposed simultaneously. In this paper,
we focused on two of these in particular: aligning the
surface with a subdomain boundary and enforcing zero
linear momentum on the binary system. The close inter-
action between the equations and all of the constraints
requires care in solving the system, and for some choices
of system parameters the convergence of the system can
be very sensitive to deficiencies in the solution method.
In fact, it seems to be generally true that high compact-
ness stars cause difficulty with the various solvers that
exist.
We have found that by applying additional relaxation
steps to the method of Paper I [32] we could obtain solu-
tions for a wide variety of systems with quite high com-
8          
	



         
	










           
	










         
	



FIG. 4: Spectral convergence for a family of BHNS binary configurations. For each configuration, the equation of state is
LS220. Each panel shows the final residual in the metric solution (Rmet) and in the velocity potential solution (Rmat) as a
function of the cube root of the number of grid points in the domain. The vertical scale is logarithmic, and the exponential
convergence with resolution is apparent.
pactness stars, including stars with polytropic, SLy, and
LS220 equations of state. This includes a solution for a
binary with a physically realistic LS220 equation of state
star having a mass of M = 1.98M⊙. We have found it
effective to employ a relaxation scheme in updating the
metric and velocity potential quantities from the elliptic
solver procedure, as well as the neutron star surface loca-
tion, in addition to a boost parameter in a control scheme
adjusting for undesired linear ADM momentum in the
system. The choice of different relaxation parameters
allows one to tune the solver for the convergence prop-
erties of the particular solution being examined. These
improvements allow solutions to the black hole–neutron
star initial data problem to be found for physically im-
portant cases.
Acknowledgments
K.H. would like to thank Geoffrey Lovelace, Curran
Muhlberger, Harald Pfeiffer, and David Chernoff for use-
ful discussions, and Andy Bohn for the use of comput-
ing resources. This work was supported in part by NSF
Grants PHY-1306125 and AST-1333129 at Cornell Uni-
versity, and by a grant from the Sherman Fairchild Foun-
dation. F.F. gratefully acknowledges support from the
Vincent and Beatrice Tremaine Postdoctoral Fellowship
and NSERC Canada. Support for this work was pro-
vided by NASA through Einstein Postdoctoral Fellow-
ship grant number PF4-150122 awarded by the Chandra
X-ray Center, which is operated by the Smithsonian As-
trophysical Observatory for NASA under contract NAS8-
03060. This research was performed in part using the
Zwicky computer system operated by the Caltech Cen-
ter for Advanced Computing Research and funded by
NSF MRI No. PHY-0960291 and the Sherman Fairchild
Foundation.
9[1] D. Eichler, M. Livio, T. Piran, and D. N. Schramm, Na-
ture (London) 340, 126 (1989).
[2] R. Narayan, B. Paczynski, and T. Piran, Astrophys. J.
Lett. 395, L83 (1992), astro-ph/9204001.
[3] R. Mochkovitch, M. Hernanz, J. Isern, and X. Martin,
Nature (London) 361, 236 (1993).
[4] W. H. Lee and W. Kluz´niak, in Gamma-Ray Bursts,
4th Hunstville Symposium, edited by C. A. Meegan,
R. D. Preece, & T. M. Koshut (1998), vol. 428 of Amer-
ican Institute of Physics Conference Series, p. 798.
[5] H.-T. Janka, T. Eberl, M. Ruffert, and C. L. Fryer, As-
trophys. J. 527, L39 (1999).
[6] L. F. Roberts, D. Kasen, W. H. Lee, and E. Ramirez-
Ruiz, Astrophys. J. Lett. 736, L21 (2011), 1104.5504.
[7] B. D. Metzger and E. Berger, Astrophys. J. 746, 48
(2012), 1108.6056.
[8] M. Tanaka, K. Hotokezaka, K. Kyutoku, S. Wanajo,
K. Kiuchi, Y. Sekiguchi, and M. Shibata, ApJ 780, 31
(2014), 1310.2774.
[9] F. Foucart, M. B. Deaton, M. D. Duez, L. E. Kidder,
I. MacDonald, C. D. Ott, H. P. Pfeiffer, M. A. Scheel,
B. Szilagyi, and S. A. Teukolsky, Phys.Rev.D 87, 084006
(2013), 1212.4810.
[10] K. Kyutoku, K. Ioka, and M. Shibata, Phys.Rev.D 88,
041503 (2013), 1305.6309.
[11] G. Lovelace, M. D. Duez, F. Foucart, L. E. Kidder, H. P.
Pfeiffer, M. A. Scheel, and B. Szila´gyi, Class. Quantum
Grav. 30, 135004 (2013), 1302.6297.
[12] M. B. Deaton, M. D. Duez, F. Foucart, E. O’Connor,
C. D. Ott, L. E. Kidder, C. D. Muhlberger, M. A. Scheel,
and B. Szilagyi, Astrophys. J. 776, 47 (2013), 1304.3384.
[13] F. Foucart, M. B. Deaton, M. D. Duez, E. O’Connor,
C. D. Ott, et al. (2014), 1405.1121.
[14] K. Hotokezaka, K. Kiuchi, K. Kyutoku, H. Okawa, Y.-i.
Sekiguchi, M. Shibata, and K. Taniguchi, Phys. Rev. D
87, 024001 (2013), 1212.0905.
[15] L. S. Finn, Phys. Rev. D 46, 5236 (1992), URL
http://link.aps.org/doi/10.1103/PhysRevD.46.5236 .
[16] L. S. Finn and D. F. Chernoff, Phys. Rev. D 47, 2198
(1993).
[17] J. Abadie et al. (The LIGO Scientific Collaboration
and the Virgo Collaboration), Phys. Rev. D 83, 122005
(2011), 1102.3781.
[18] S. Babak, R. Biswas, P. Brady, D. Brown, K. Cannon,
et al., arXiv:1208.3491 (2012), 1208.3491.
[19] M. D. Duez, Class. Quantum Grav.
27, 114002 (2010), 0912.3529, URL
http://stacks.iop.org/0264-9381/27/i=11/a=114002.
[20] M. Shibata and K. Taniguchi, Living Rev. Relativity 14,
6 (2011).
[21] J. A. Faber and F. A. Rasio, Living
Reviews in Relativity 15 (2012), URL
http://www.livingreviews.org/lrr-2012-8.
[22] L. Lehner and F. Pretorius, ArXiv e-prints (2014),
1405.4840.
[23] K. Taniguchi, T. W. Baumgarte, J. A. Faber, and
S. L. Shapiro, Phys.Rev. D72, 044008 (2005), astro-
ph/0505450.
[24] C. F. Sopuerta, U. Sperhake, and P. Laguna, Class.
Quantum Grav. 23, S579 (2006).
[25] K. Taniguchi, T. W. Baumgarte, J. A. Faber, and
S. L. Shapiro, Phys. Rev. D 74, 041502 (2006), URL
http://link.aps.org/doi/10.1103/PhysRevD.74.041502.
[26] K. Taniguchi, T. W. Baumgarte, J. A. Faber, and
S. L. Shapiro, Phys. Rev. D 75, 084005 (2007), URL
http://link.aps.org/doi/10.1103/PhysRevD.75.084005.
[27] K. Taniguchi, T. W. Baumgarte, J. A. Faber, and
S. L. Shapiro, Phys. Rev. D 77, 044003 (2008), URL
http://link.aps.org/doi/10.1103/PhysRevD.77.044003.
[28] P. Grandcle´ment, Phys. Rev. D 74, 124002 (2006).
[29] E. Gourgoulhon, P. Grandcle´ment, J.-A.
Marck, and J. Novak, Lorene web page,
http://www.lorene.obspm.fr/ (2012), URL
http://www.lorene.obspm.fr/ .
[30] K. Kyutoku, M. Shibata, and K. Taniguchi, Phys.Rev.D
79, 124018 (2009), 0906.0889.
[31] K. Uryu¯ and A. Tsokaros, Phys.
Rev. D 85, 064014 (2012), URL
http://link.aps.org/doi/10.1103/PhysRevD.85.064014.
[32] F. Foucart, L. E. Kidder, H. P. Pfeiffer, and S. A. Teukol-
sky, Phys. Rev. D 77, 124051 (2008), arXiv:0804.3787.
[33] H. P. Pfeiffer and J. W. York, Phys. Rev. D 67, 044022
(2003).
[34] H. P. Pfeiffer, G. B. Cook, and S. A. Teukolsky, Phys.
Rev. D 66, 024047 (2002).
[35] H. P. Pfeiffer, L. E. Kidder, M. A. Scheel, and S. A.
Teukolsky, Comput. Phys. Commun. 152, 253 (2003).
[36] F. Douchin and P. Haensel, Astron. & Astroph. 380, 151
(2001), astro-ph/0111092.
[37] P. Haensel and A. Y. Potekhin, Astron. & Astroph. 428,
191 (2004), astro-ph/0408324.
[38] M. Shibata, K. Taniguchi, and K. Uryu, Phys. Rev.D71,
084021 (2005), gr-qc/0503119.
[39] K. Kyutoku, H. Okawa, M. Shibata, and K. Taniguchi,
Phys. Rev. D 84, 064018 (2011), 1108.1189.
[40] J. M. Lattimer and F. D. Swesty, Nucl. Phys. A535, 331
(1991).
[41] I. Cordero-Carrio´n, P. Cerda´-Dura´n, H. Dim-
melmeier, J. L. Jaramillo, J. Novak, and E. Gour-
goulhon, Phys. Rev. D 79, 024017 (2009), URL
http://link.aps.org/doi/10.1103/PhysRevD.79.024017.
[42] H. P. Pfeiffer, D. A. Brown, L. E. Kidder, L. Lindblom,
G. Lovelace, and M. A. Scheel, Class. Quantum Grav.
24, S59 (2007), gr-qc/0702106.
[43] F. Foucart, M. D. Duez, L. E. Kidder, and S. A. Teukol-
sky, Phys. Rev. D83, 024005 (2011), arXiv:1007.4203
[astro-ph.HE].
[44] P. Demorest, T. Pennucci, S. Ransom, M. Roberts, and
J. Hessels, Nature 467, 1081 (2010), 1010.5788.
[45] J. Antoniadis, P. C. C. Freire, N. Wex, T. M. Tauris,
R. S. Lynch, M. H. van Kerkwijk, M. Kramer, C. Bassa,
V. S. Dhillon, T. Driebe, et al., Science 340, 448 (2013),
1304.6875.
