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A new model of fast ion source induced by Neutral Beam Injection (NBI) in tokamaks has been
implemented in the hybrid kinetic-magnetohydrodynamic code XTOR-K. This source, combined
with the collisions also recently implemented, allows for the modeling of realistic slowing-down
populations and their interplay with macroscopic modes. This paper describes the Neutral Beam
injection and ionization model designed to reproduce experimental configurations and its validation
for a typical discharge of the ASDEX Upgrade tokamak. The application to the interaction of
NBI-induced fast particles with a kink mode in ASDEX Upgrade demonstrates a resonance between
passing particles and the n = 1 mode. This resonance partially stabilizes the kink mode and induces
a radial transport of fast particles. Preliminary results in ITER-like circular geometry show that
NBI induces a toroidal torque but has little impact on the kink mode dynamics.
I. INTRODUCTION
A. Context
In magnetically-confined fusion devices such as tokamaks and stellarators, understanding and controlling the growth
and propagation of macroscopic instabilities in the plasma is a major concern, since these instabilities affect both the
performance and the stability of the confinement. A common approach to study these instabilities is the MagnetoHy-
droDynamic (MHD) framework, which considers the plasma as a hot fluid. These macroscopic modes are therefore
called MHD modes.
However, the presence of fast particles in the plasma can not only modify the stability of the MHD modes but
also destabilize additional modes (including a wide variety of Alfve´n Eigenmodes) that would be stable without fast
particles. This will notably happen in burning plasmas (e.g. in the ITER tokamak under construction), where
energetic α particles of 3.5 MeV produced by fusion reactions are expected to interact with MHD modes. The mode
destabilization or stabilization results from a resonance between the mode frequency and one (or several) of the
characteristic fast-particle frequencies: giration, bounce and toroidal precession. In return, the modes can induce a
radial transport of the αs, which may become unconfined before they have transferred their energy to the rest of the
plasma.
In the particular case of sawtooth instabilities occurring in the core plasma, it is still an open question whether αs
will partially stabilize sawteeth in ITER (thus resulting in “monster sawteeth” likely to trigger Neoclassical Tearing
Modes [1]) and/or whether they will destabilize fishbone modes (whose growth may either prevent the development
of monster sawteeth [2] or result in combined fishbones/sawteeth [3]).
This MHD-fast-particle interplay is a key issue for the performance of ITER and potential future reactors, motivating
intensive research on the topic. Since current tokamaks barely produce any fusion reaction, the α dynamics in ITER
can be extrapolated from the behaviour of other fast particles present in running devices, in particular the ones
injected by heating sources: Ion and Electron Cyclotron Resonant Heating and Neutral Beam Injection (NBI). In
operating tokamaks such as JET, ASDEX Upgrade (AUG) and DIII-D, positive ion based NBI systems inject particles
at the order of 100 keV for a total power of 20 MW in DIII-D and AUG (8 beams of 2.5 MW each) and 34 MW in
JET (split into 16 beams). In ITER, two negative ion based NB systems of 16.5 MW each will inject neutrals at
1 MeV.
This paper focuses on the modeling of the dynamics of the fast ions resulting from the ionization
of neutrals injected by NBI and on the way they interact with MHD modes. Choice is made to consider
sawtooth/fishbone modes in this paper; the interaction with other modes such as Alfven Eigenmodes could be the
subject of future works based on the same model. The kinetic-MHD framework of XTOR-K used for the study
is described in subsec. I B. The NBI injection and ionization model newly implemented in the XTOR-K code is
introduced in sec. II. The validation of the model in a typical AUG case and the fast particle distribution obtained
from the balance between injection and collisions is presented in sec. III. The resonant interaction between NBI-
induced fast ions and a sawtooth-fishbone mode is then described in the AUG case (sec. IV). Last, the impact of one
NBI fast ion source is modeled for an ITER-like case in sec. V.
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2B. Hybrid kinetic-MHD model
The modeling of a fast ion beam (and of fast particles in general) does not allow using the MHD framework which
represents the plasma as a maxwellian fluid. Therefore, to study fast particle interaction with macroscopic modes,
it is necessary to use either a kinetic (eventually gyrokinetic) formalism or an hybrid kinetic-MHD model. It is the
choice made in the non-linear hybrid code XTOR-K [4], which self-consistently couples the two-fluid MHD equations
(XTOR-2F part [5], describing the bulk plasma) with full-f kinetic equations describing the 6D-movement of thermal
and/or energetic particles [6, 7]. The code structure and the complete set of equations can be found in [7]. A similar
coupled approach is used in other hybrid MHD-gyrokinetic (5D) codes such as MEGA [8], XHMGC [9] and M3D-K
[10]; however, it was chosen in XTOR-K to keep the full 6D trajectory to model the full gyromotion of the ions.
Indeed, the ion larmor radius of an α in ITER (of the order of 10 cm) will be larger than the resistive layer width
proportional to the cubic root of the plasma resistivity (η1/3), of the order of a millimeter. This means that Finite
Larmor Radius effects may play a role in the dynamics.
XTOR-K was recently upgraded to self-consistently model the collisions between particles (either of the same
species or between different populations). Even though a Langevin approach was first considered [11], a model with
binary collisions [12] was finally found to be more efficient. Langevin collisions between the particles and the fluid
(ion + electron) bulk have also been implemented, such that momentum and energy transfer to the particles is exact;
however, the current limit of the model is that no energy and momentum is transferred from the particles to the fluid
bulk: this is left to future works. This collision model was validated with typical relaxation tests.
In parallel to the particle collisions, a new source of fast ions induced by NBI was implemented in XTOR-K. The
model, using a similar approach as in Refs. [13–15], aims at matching as closely as possible the fast-ion sources
induced by NBI in experiments. In particular, close attention was given to reproduce the realistic injection geometry
and beam trajectory. Several NBI ports can be considered in parallel. Following the beam trajectories, a realistic
ionization model, depending on plasma parameters and beam energy, was implemented, as described below in sec.
II. Thus, the combination of this NBI module with the collision module allows us to reproduce consistent fast-ion
distributions induced by NBI and study their interaction with macroscopic modes and closely compare modeling
results with experimental observations. The novelty of this combined approach is that for the first time, the dynamics
of a slowing-down fast particle distribution that stems from a realistic NBI source can non-linearly evolve together
with MHD modes in a self-consistent manner. This paves the way towards multiple key applications for ITER.
II. MODEL OF FAST-ION SOURCE INDUCED BY NEUTRAL BEAM INJECTION
The kinetic part of XTOR-K is a Particle-in-Cell model, which means that the particle distribution in XTOR-K
is reproduced by particle markers. These markers, characterized by a constant weight (each of the markers describes
a fixed number of particles), are picked to be representative of the actual particle distribution. At first, in the NBI
model, the number of neutral particle markers to inject by NBI at each time step is calculated (part II A).
Second, the trajectories of the neutral particle markers are determined (part II B). The NBI injector is considered
to be a rectangular source characterized by its central position, length and height. The “central” beam describes the
direction between the central position and a target point, which can be inside or outside the domain. Depending on
the central beam and random deviations, each neutral particle marker follows its own trajectory. Along this trajectory,
the ionization probability of the neutral marker progressively increases.
If the neutral marker gets ionized inside the plasma, an ion particle marker is injected in the model at the position
of ionization, with a velocity characterized by the direction of the neutral marker trajectory and a norm related to
the beam energy (part II C). If the neutral leaves the domain without being ionized, it is considered as lost.
A. Calculation of the number of neutral test particles to inject
Depending on the injection rate or beam power (both quantities depend on each other and cannot be set indepen-
dently), a given amount of neutral test particles δNmarkers is injected at each time step δt. This amount is defined
by:
δNreal = δNmarkers ×Weight (1)
The injected power is proportional to the product of the beam energy with the injection rate:
PNBI = Ebeam × δNreal/δt (2)
3Neutral beams are produced from precursor positive or negative ions partly composed of molecular ions (e.g. in JET
and ASDEX Upgrade, positive ion beams contain a fraction of D+2 and D
+
3 in addition to atomic D
+). So δNreal is in
fact the number of injected molecules δNreal,molecules. Therefore, we need to consider the energy fraction contained
by the different molecules. E.g., for deuterium, we have:
δNreal,molecules = δNreal,D+ + δNreal,D+2
+ δNreal,D+3
(3)
And the number of injected atoms is:
δNreal,atoms = δNreal,D+ + 2δNreal,D+2
+ 3δNreal,D+3
(4)
δNreal,atoms =
∑
i
(i× fi × δNreal,molecules) = δNreal,molecules ×
∑
i
(i× fi) (5)
Where we define fi as the fraction of energy carried by the molecule D
+
i : δNreal,D+i
= fi × δNreal,molecules. In fine,
the relation between the injected particle markers (representing ion atoms) and the NBI power is:
δNmarkers =
PNBI × δt×
∑
i(i× fi)
Ebeam ×Weight (6)
Among these δNmarkers injected, the fraction of atoms injected at the different energies (Ebeam, Ebeam/2 and Ebeam/3)
is the following:
fatom,i =
i× fi∑
i(i× fi)
(7)
Note that the user has to be careful with the definition of the energy fraction given in literature. Even though it
usually characterises the molecular fraction fi, it sometimes refers to the atomic fraction fatom,i. Here it was chosen
to use the molecular fraction fi as input for the code.
B. Trajectory and ionization of each neutral test particle injected
Each of the injected neutral particles δNmarkers follow a different trajectory. For each particle, a random starting
position is chosen on the 2D rectangular source (characterized by its central position, length and height). Then the
particle follows a trajectory towards the target point, corrected with a random spread angle. The line followed by
several particle markers is sketched on Fig.1 (ASDEX Upgrade case used for comparison with [14]).
Along this line, discretized into infinitesimal pieces ∆s, the electron density ne and temperature Te are determined.
Depending on these quantities, the cumulative ionization probability P is calculated as follows:
1− P (s) = (1− P (s−∆s))× e−σne∆s (8)
where s is the path along the line and σ is the stopping cross-section. σ is calculated from an analytical fit depending
on ne, Te and Ebeam. This fit, originating from Ref. [16], is deduced from atomic processes. Previous cross-section
calculations such as in Ref. [17] could also be used.
When a particle follows its trajectory along the line, the cumulative ionization probability P increases. Once
(1 − P (s)) drops below a random threshold Th (with 0 < Th < 1), the particle is ionized. In this case, the exact
ionization position is recalculated as follows:
s = s(n− 1) + ∆s|last = s(n− 1)− 1
neσ
× ln
( Th
1− P (s(n− 1))
)
(9)
where (n− 1) is the index of the last position where the particle was not ionized yet.
C. Injection of an ion particle marker in the model
At the position where the neutral is ionized, a new ion particle marker is injected in the model. Its velocity is
~v =
√
2× Ebeam/mi × ~u, where ~u is the unitary direction of the particle (following the beam direction with random
deviation, as explained above). If the neutral particle marker leaves the domain before being ionized, then it is
considered as “shine-through” and no ion marker particle is injected.
4FIG. 1: Trajectories of several injected neutral particle markers in an ASDEX Upgrade case. The 2D source is plotted in green,
with its central point in red. The target point is in blue, and each particle trajectory has a different color. The ionization
points of the particles following their own line is represented by the diamonds.
III. IONIZATION AND COLLISIONS IN A TYPICAL ASDEX UPGRADE CASE
The NBI injection and ionization model is validated with a typical AUG case. The geometry of Neutral Beam
injectors reproduce the eight injectors used in experiments. The initial profiles of the bulk ion density ni,0 as well as
electron (Te,0) and ion (Ti,0) temperatures, plotted in Fig. 2, are chosen to be close to the equilibrium profiles of the
AUG discharge #23076, also used in Ref. [14]. This allows for qualitative comparisons with the ionization models
of NUBEAM, BBNBI and PENCIL described in Ref. [14]. The magnetic field is B0 = 2.67 T and minor and major
radii are a = 0.4 m and R0 = 1.65 m. Plasma is approximately taken to have an up-down symmetric D-shape. The
computational domain contains only the closed magnetic surfaces. The equilibrium values on the magnetic axis are
ni,0 = 7× 1019 m−3, Te,0 = 2.095 keV and Ti,0 = 2.42 keV. Current profile adapted from the FF ′ equilibrium profile
taken from EQDSK calculation, and P ′ profile calculated from ni,0, Te,0 and Ti,0, are computed in the CHEASE
equilibrium code [18] to obtain the Grad-Shafranov axisymmetric equilibrium as initial situation. Around 1% of the
bulk is treated kinetically and initialized as a Maxwellian centered in Ti,0. The initial kinetic distribution allows for
the reduction of the noise when particles are progressively injected by the NBI source. The rest of the bulk is treated
as a fluid in the MHD module of the XTOR-K code. The resolution is 201 points in the radial direction, 128 in the
poloidal direction and 32 in the toroidal direction, where toroidal modes n = 0 to 5 are kept in the MHD module.
The kinetic and MHD parts self-consistently interact in the code: kinetic pressure tensor is included in the MHD
equations and electromagnetic fields calculated from MHD are used for the kinetic movement of particles.
A. Ionization position for a radial and tangential source
In a first step, the injection and ionization model is validated alone, without considering collisions and while keeping
MHD fields constants. The eight different NBI sources used in AUG are tested and the ionization profiles are compared
with the ones described in Ref. [14]. As an illustration, we compare the injection of particles of 60 keV in the radial
direction (beam towards the center of the tore) by the Positive Ion-based Neutral Injector (PINI) #4 and the injection
of particles of 93 keV in the tangential direction (beam oriented close to the toroidal direction) by the PINI #6. For
each NBI, 1920× 24 cpu markers are injected per step during 1000 time steps of 0.96 Alfve´n times (tA), which makes
46 millions of injected markers per NBI during 960 tA. Each marker represents 3.2× 1012 particles. To simplify the
validation, only the dominant species is considered (D+) and other energy fractions are neglected. The maximum
value of the random spread angle of the beams is set to 20 mrad (∼ 1.15◦).
The position where the injected markers are ionized is projected on the toroidal plane Z = 0 (tokamak seen from
the above) in Fig. 3 and on the poloidal plane ϕ = 0 in Fig. 4. In these plots, each of the directions (x,y) and
5FIG. 2: Equilibrium radial profiles of (a) ion bulk density and (b) electron and (c) ion bulk temperatures. Density is normalized
to the central density ni,0 = 7× 1019 m−3, and temperatures to the factor mp × V 2A/(e× 10−3). VA is the Alfve´n time, e the
electron charge and mp the proton mass.
FIG. 3: Position of ionization of the particles injected by the tangential source (PINI #6, bottom left) and radial source (PINI
#4, top right). The tokamak is viewed from the top. The left and right colorbars represent the number of injected particles
per unit surface integrated on the Z (height) direction, respectively for the tangential and radial sources.
(R,Z) are discretized for the projection in 100 points and the colors represent the number of markers ionized in each
square cell. On the poloidal projection of the toroidal source (Fig. 4(a)), note that the accumulation of particles
below Z = −0.5 m is due to the integral over the toroidal direction of the particles ionized after crossing the “center”
(x = 0 m on Fig. 4). The amount of particles that leave the domain before being ionized (“shine-through” particles)
reach ∼ 9% for the tangential source and up to ∼ 16% for the radial source.
The ionization positions resulting from this model qualitatively agrees with the results obtained with other models in
Ref. [14]. For a more quantitative benchmark, the exact same profiles should be used. Moreover, the approximative
up-down symmetric geometry of the computational domain restricted to the closed flux surfaces does not finely
reproduce the experimental domain at the edge. This may explain an increased number of particles lost at the edge
and thus a larger shine-through fraction in our model compared to Ref. [14]. This will be improved in future works
using the recent developments to extend the computational domain of XTOR-K up to the wall [19].
In the phase space, a particle can be characterized by three invariants (without collisions and with constant axisym-
metric MHD fields): 1/ its toroidal momentum Pϕ, related to the radial position r =
√
ψ (where ψ is the normalized
6FIG. 4: Position of ionization of the particles injected by: (a) the tangential source (PINI #6) and (b): the radial source
(PINI #4). The number of injected particles per unit surface, plotted on a poloidal plane (R,Z), is integrated over the toroidal
direction ϕ.
FIG. 5: Number of injected particles around q = 1 as a function of their pitch angle λ, at the initialization of the simulation
(red dots) and after the injection (blue line), for the tangential (a) and radial (b) sources respectively. Passing particles are
characterized by λ < 0.9 and trapped particles by λ > 0.9.
poloidal magnetic flux) averaged along the poloidal trajectory; 2/ its energy E; 3/ its pitch angle λ proportional to
the magnetic momentum µ. Fig. 5 shows the distribution in pitch angle of the kinetic particles injected around the
resonant surface q = 1 for the tangential source (PINI #6, left, injection at E = 93 keV) and the radial source (PINI
#4, right, injection at E = 60 keV). q stands for the safety factor describing the helicity of the field lines. Particles
are passing for λ < 0.9 and trapped for λ > 0.9. The initial Maxwellian distribution is plotted in red for both cases.
In the tangential injection (Fig. 5(a)), the particle parallel velocity v|| is large, resulting almost exclusively in passing
population. On the contrary, the radial source (Fig. 5(b)) injects particles near-perpendicular of the magnetic field,
resulting in a majority of trapped particles. This is confirmed by the plot in Fig 6 of the trajectory of a few particles
injected by the tangential (left) and radial (right) sources.
The density of ion particles injected by the eight PINI of AUG is plotted in Fig. 7. Each subplot represents the
resulting density in the poloidal plane ϕ = 0 after the continuous injection of 46080 particle markers per unit time
7FIG. 6: Trajectory of a few particles projected in the poloidal plane, highlighting passing particles injected by the tangential
source (a) and a majority of trapped particles injected by the radial source (b).
step of 0.96 tA (so 48000 markers per tA). Values are normalized to the central bulk ion density ni,0. The injected
particles have followed a trajectory imposed by constant electromagnetic fields, since MHD fields are kept constant in
this part. After 960 tA, the resulting density is partially homogenized over flux surfaces. Note that these plot differ
from Fig. 4 representing the position where each particle has been ionized at its injection time.
As observed on Fig. 7 - (a) and (d), the injectors #1 and #4 induce beams in the radial direction causing a majority
of trapped particles. Injectors #2, #3, #5 and #8 (Fig. 7 - b,c, e and h) pointing more in a tangential direction,
produce a distribution with a majority of passing particles. As for injectors #6 and #7 ((Fig. 7 - f and g, also called
“current drive” injectors), they point towards a very tangential direction close to the toroidal direction, resulting in
a distribution of mainly passing particles that becomes close to axisymmetric within a few hundreds of Alfve´n times.
B. Effect of collisions on injected fast particle distribution
In this subsection, the same eight NBI sources are considered but collisions between different particles and between
the particles and the fluid (as described in subsec. I B) are added in the model. In this part, MHD fields are still kept
constant to examine the particle distribution function resulting from the balance between sources and collisions.
This model aims at reproducing fast particle distributions as they are in experiments: 2.5 MW of power injected
per NBI source, with realistic collisions. However, the time scale to thermalize NBI-induced particles is of the order of
105−106 tA (∼ 0.05−0.5s) for particles of energy 60−100 keV (AUG), and one order of magnitude more for particles
of 1 MeV as in ITER. Kinetic-MHD simulations on such time scales is too demanding and too resource consuming on
nowadays supercomputers. Therefore a simpler approach is to proportionally scale the collision and injection rates to
obtain a consistent slowing-down distribution in a reasonable computational time.
In Figs. 8 and 9, the fast particle density after 8160 Alfve´n times is plotted in the poloidal plane ϕ = 0, in
simulations where the nominal injection power (2.5 MW) and the collision rate are both increased, either by a factor
of 10 (Fig. 8) or by a factor of 100 (Fig. 8). Each subplot (a-h) corresponds to the injection of particles of 93 keV
with one of the eight PINIs. In the case for which collision rate and beam power are both multiplied by 10 (Fig. 8),
the particle distribution after 8160tA is a slowing-down that is not yet homogenized over the flux surfaces. However,
when collision rate and beam power are multiplied by 100 (Fig. 9), the distribution is almost homogeneous on flux
surfaces and most of the particles have been thermalized.
In the next section, we aim at observing resonant interaction between particles and MHD modes. In the latter case
(scaling by factor 100), since most particles are thermalized, too few fast particles are likely to interact with MHD
modes. However, in the case scaled by a factor 10 (Fig. 8), the resulting slowing-down distribution fills a wider range
of energy and pitch angle values: this is more suitable to observe resonant phenomena.
8FIG. 7: (R,Z) profile of the fast particle density in the poloidal plane ϕ = 0 without collisions after 960 Alfve´n times of injection
by #1 (a) to #8 (h) PINIs. 48000 particle markers are injected per tA.
IV. RESONANCE BETWEEN NBI-INDUCED FAST PARTICLES AND THE n = 1 MODE FOR ASDEX
UPGRADE-LIKE INJECTION
The AUG case described in the previous section is used to study resonances between fast particles induced by NBI
and MHD modes. In this section, NBI source #5 is used for injection. Collision rate and NBI power are enhanced
by a factor 10 to obtain in a reasonable time a slowing-down distribution, as explained above. The reason why NBI
source #5 is chosen here is that a positive fast particle density gradient ∇ni,fast > 0 is necessary to obtain the growth
of a fishbone mode or the stabilization of a kink mode [20, 21]. Otherwise, if a resonance occurs with ∇ni,fast < 0,
no resonant transport is induced and thus the resonance cannot be detected. Radial sources #1 and #4 were first
considered to study trapped resonances but negative ∇ni,fast in the core (as seen in 2D-profiles in Fig. 8 (a,d)) makes
these configuration unfavorable for the observation of trapped resonances. To study passing resonances, current drive
NBI sources (#6 and #7, Fig. 8 (f,g)) also have unfavorable ∇ni,fast < 0 in the core. On the contrary, the radial
midplane fast particle density profile after injection with NBI source #5 (Fig. 10) shows a favorable gradient.
For this study, in order to separate the injection dynamics and the mode dynamics, the simulation is run as
follows. First, the NBI injection is performed in the kinetic module, coupled with the MHD module in which only the
axisymmetric n = 0 mode alone evolves in time. This allows to reach notably an equilibrium velocity profile modified
by the NBI injection, before MHD modes are triggered.
After the injection during t = 4800 tA, the fast particle pressure fraction (with respect to bulk pressure) has reached
βfp = Pfp/Pbulk = 13, 9%. At this time, the particle injection and collisions are switched off, and MHD modes are
added in the simulation. Toroidal modes n = 0 to 5 are included. The safety factor in the core was initially set to be
below but close to one: q0 = 0.95, with a quite flat q profile, until q = 1 for the radial position r = 0.4 (normalized
to the minor radius). This initial q profile is plotted in black in Fig. 11 (b).
9FIG. 8: (R,Z) profile of the fast particle density in the poloidal plane ϕ = 0 with both collisions and injection power enhanced
by a factor of 10 after 8160 Alfve´n times of injection by #1 (a) to #8 (h) PINIs.
A. Impact of fast particles on the n = 1 mode
From the reference time t = 4800 tA on, MHD modes are included in the simulation. The unstable q profile in
the core very quickly triggers an internal kink mode (n = 1,m = 1), with n and m the toroidal and poloidal mode
numbers. Fig. 11 (a) shows that the magnetic energy of the n = 1 mode grows exponentially (linear phase) from
t = 5500 tA. The harmonics n = 2− 5 follow from t = 6000 tA. The kink mode makes the q profile relax in the core
until q becomes 1 in the whole core (up to r = 0.4, initial position of q = 1) at t = 7165 tA (cyan dots in Fig. 11 (b)).
Later on (t = 7375 tA, blue line in Fig. 11 (b)), the q profile even becomes greater than 1 in the core.
Since the diamagnetic rotation is not included in the MHD model (a 1-fluid MHD model is used in this case), the
n = 1 mode does not rotate without fast particle injection. However, the NBI source induces the slow rotation of the
kink mode at a frequency ω ≈ 5 × 10−4/tA. This can be seen on the movement of the bulk pressure perturbation,
Fig. 12, slightly rotated in the clockwise direction between t = 6580 and 7165 tA (a-b).
In order to check the effect of the NBI source on the n = 1 mode, a scan in NBI power is performed. The growth
rate of the magnetic energy of the n = 1 mode depending on the NBI power is plotted in Fig. 13. The “reference
power” Pref is the case previously described: both realistic power and collisions are multiplied by 10. Note that for
all the applied powers, the same reference collision rate is applied. Fig. 13 shows that the growth rate of the n = 1
mode is reduced when the NBI power is increased, and thus when the fast particle fraction βfp (ranging from 0%
without NBI up to 20% for PNBI = 2 × Pref ) is increased accordingly. Therefore in this case, fast particles have a
stabilizing effect on the n = 1 kink mode, but they do not seem to destabilize fishbone modes in this range of βfp. It
is likely that the destabilization of fishbones (“fishbone branch” with growth rates increasing with βfp, as observed
in Ref. [21]) requires unrealistically large fast particle pressure for this plasma configuration.
10
FIG. 9: (R,Z) profile of the fast particle density in the poloidal plane ϕ = 0 with both collisions and injection power enhanced
by a factor of 100 after 8160 Alfve´n times of injection by #1 (a) to #8 (h) PINIs.
FIG. 10: Radial profile of the fast particle density at the midplane. The radial direction r = ±√ψ is normalized to the minor
radius.
B. Evidence of resonance between fast particles and the n = 1 mode
We wish to understand if the stabilizing effect of fast particles on the n = 1 kink mode comes from a resonant effect.
For this purpose, we study how the passing particle distribution evolves as compared to the “reference time” when
the injection is stopped and when MHD modes are included. In Fig. 14, the passing particle distribution function
at the reference time, depending on the particle energy E and pitch angle λ, is plotted around three different radial
11
FIG. 11: (a) Time evolution of the magnetic energy of the toroidal modes n = 1 − 5 (arbitrary units). The lines indicate the
time slots chosen in (b) with same colors. (b) Radial profile of the safety factor q at the times t/tA = 0 (black dashed line,
same profile for t/tA = 4800 when n 6= 0 modes are included), t/tA = 6580 (linear phase, red small dots), 7165 (beginning of
non-linear phase, cyan big dots) and 7375 (blue line).
FIG. 12: Poloidal profile of the pressure perturbation at ϕ = 0 at the times t/tA = 6580 (a), 7165 (b) and 7375 (c) and 7465
(d).
positions: inside q = 1 for r ≈ 0.1 (left) and r ≈ 0.3 (middle) and around q = 1 (r ≈ 0.4, right). The energy E is
normalized to the injection energy (Einj = 93 keV). It shows that most of the particles injected by the NBI source
#5 and slowed down by collisions lie in the area where E > 0.6× Einj and λ > 0.4.
In Fig. 15, the variation δF (E, λ) of the passing distribution function as compared to the reference time, is plotted
for three different times at the same three radial positions: r ≈ 0.1, 0.2 and 0.3. During the early linear phase
(t = 6580 tA, Fig. 15 a-c), no clear accumulation pattern is distinguishable in the phase space. However, in the later
linear phase (t = 7165 tA, d-f) and the non-linear phase (t = 7375 tA, g-i), in the region (E > 0.8, λ > 0.6), a strong
reduction of the passing particle distribution is observed far inside the core (up to 50% of reduction locally around
r = 0.1, Fig. 15 (d) and (g)). Closer to q = 1, in the same (E, λ) region, an accumulation of particles is remarkable
around r = 0.3 (the number of particle rises by 15 − 20%, Fig. 15 (e) and (h)) and around r = 0.4 (increase up to
30%, Fig. 15 (g) and (i)). This highlights a clear transport of particles not only from the core to the initial position
of q = 1 (r = 0.4) but also in the phase space (E, λ).
We notice that the area in the phase space (E, λ) presenting a depletion (for r = 0.1) or an accumulation of particles
(for r = 0.3 and 0.4) (Fig. 15) covers most of the region where the reference distribution function F is concentrated
12
FIG. 13: Growth rates of the magnetic energy of the n = 1 mode as a function of the NBI power applied. Growth rates are
normalized to the Alfve´n time.
FIG. 14: Phase space diagrams: distribution function F (E, λ) of passing particles at the reference time (when the injection is
stopped and when MHD modes n 6= 0 are added in simulation), as a function of the energy E (normalized to injection energy
= 93 keV) and the pitch angle λ around three different radial positions: r =
√
ψ = 0.1 (a), 0.3 (b) and 0.4 (c).
(Fig. 14). Therefore, the question arises whether the particle displacement in the physical space and in the phase
space is only a radial transport of the whole distribution caused by the kink mode, or whether it is induced by a
resonant interaction between the particles and the n = 1 kink mode. To answer this question, we need to compare
the kink mode frequency with the particle frequencies. Let us first define the characteristic particle frequencies Ω1−3,
as defined in the angle-action formalism [7, 20]. Ω1 is the cyclotron frequency:
Ω1 = ωc (10)
Ω2 and Ω3 are respectively the poloidal and toroidal transit frequencies. Ω2 is the bounce frequency:
Ω2 = ωb (11)
As for Ω3, its expression is more complex:
Ω3 = ωd + q(r¯)bωb (12)
where ωd is the precession frequency, b equals 1 for passing particles and 0 for trapped particles, and r¯ is the reference
flux surface of the particle.
The resonant condition between a particle and an MHD mode is:
ω − n1Ω1 − n2Ω2 − n3Ω3 = 0 (13)
with ω the MHD mode frequency and n1, n2, n3 integers. Since Ω1 is several orders of magnitude larger than Ω2,
Ω3, and MHD frequencies, it cannot induce resonant effects: n1 = 0. Therefore, as explained in Refs. [20, 21],
13
FIG. 15: Phase space diagrams: variation δF of the distribution function of passing particles as compared to the reference
distribution, chosen at the time when the injection is stopped and when MHD modes n 6= 0 are added in simulation. δF
is plotted as a function of energy E (normalized to injection energy = 93 keV) and pitch angle λ, for three different times:
t = 6580 tA (a-c), t = 7165 tA (d-f) and t = 7375 tA (g-i), around three different radial positions: r =
√
ψ = 0.1 (a,d,f), 0.3
(b,e,h) and 0.4 (c,f,i). The colorbars represent the variation in percentage.
the only resonance available with the n = m = 1 internal kink mode is the precessional resonance characterized by
n1 = n2 = 0, n3 = 1:
ω − Ω3 = 0 (14)
And for passing particles, the passing resonance with the n = 1 mode is obtained for n1 = 0, n2 = −1, n3 = 1:
ω + Ω2 − Ω3 = 0 (15)
In order to check if the passing resonance (equation 15) occurs in our simulations, diagnostic particles covering the
full (E, λ) diagram are shot to extract the values of Ω2 and Ω3 from the time evolution of their poloidal and toroidal
trajectories. The value of Ω3−Ω2 is plotted for counter-passing particles around r = 0.1, 0.3 and 0.4 in Fig. 16 (a,b,c
respectively). The kink mode frequency ω = 5×10−4 (normalized to the Alfve´n frequency) is indeed close to the value
of Ω3 −Ω2 for counter-passing particles, in the region of the phase space diagram where particles are accumulated in
Fig. 15. This shows that a counter-passing resonance indeed occurs between the NBI-induced fast particles and the
kink mode. Note that no resonance occurs with co-passing particles (with opposite sign of ωb), since their frequencies
Ω3−Ω2 do not match the kink mode frequency ω. Therefore, the counter-passing resonance is found to be responsible
for the partial stabilization of the kink mode when the fast particle pressure is increased.
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FIG. 16: Difference between the toroidal and the poloidal transit frequencies of the particles located around three different
radial positions: r =
√
ψ = 0.1 (a), 0.3 (b) and 0.4 (c), as a function of their energy E (normalized to the injection energy) and
their pitch angle λ. In (a-b), the black dashed lines represent the optimal resonant region where Ω3 − Ω2 = ω ≈ 5× 10−4/tA.
In (c), the resonant region lies between the two lines.
V. NBI IMPACT IN AN ITER-LIKE CASE
In this section, an ITER-like case is considered: the toroidal magnetic field is Bt = 5.3 T, and the minor and major
radii are r = 2 m and R0 = 6.2 m. Typical density and temperature values are used for the bulk plasma, with core
values: ni,0 = 1 × 1020 m−3, Ti,0 = Te,0 = 20 keV. For simplicity and for comparisons with the linear model for
kink-fishbone stability described in Refs. [20, 21], a circular cross-section is chosen. The resolutions taken in radial,
poloidal and toroidal directions respectively are: 201, 128 and 32 points. The current profile is set such that the safety
factor is flat in the core, with central value q0 = 0.96 and q = 1 for r =
√
ψ = 0.35.
The bulk plasma is considered as a fluid (MHD) except 4% of the bulk that is treated kinetically and initialized as
a Maxwellian centered in Ti,0. From this initial situation, a beam is injected with the ITER Neutral Beam Injector
#2, whose geometry is taken as defined in Refs. [22, 23]. Particles of energy E = 1 MeV are injected by the beam.
No half or third energy fraction is considered here for simplicity. For the same reason of computational feasibility
as in the previous AUG case, nominal NBI power in ITER (16.5 MW) is enhanced in simulation by a factor of 500
and realistic collision rate by a factor 1000. Since the particles injected in ITER are ten times more energetic than in
the AUG case, such a large scaling factor is necessary to slow them down in a reasonable computational time. The
two-times larger scaling factor used for the collision rate with respect to the injection rate enables to quickly reach
a typical fast particle fraction of βfp = 13.4%. Particles are continuously injected during 8000 tA. The ionization
position of the fast ions issued from the beam is plotted in Fig. 17. The tokamak is viewed from the top in this plot.
At the time when the injection is stopped (t1 = 8000 tA), 16.3 millions of particle markers have been injected in
total, generating a slowing-down fast particle distribution with a fast particle pressure fraction of βfp = 13.4%. The
evolution in time of the distribution is provided in Fig. 18, as a function of the particle energy E (a) and pitch
angle λ (b). The very tangential direction of ITER NBI induces a population of very passing particles characterized
by small λ values, peaked in 0. Due to collisions, particles with initial energy E = 1 MeV and small pitch angle
cool down, resulting in a tail in energy E < 1 MeV and pitch angle λ > 0 that progressively extends. The initial
bulk kinetically-treated (in red) collides with fast particles; at the same time, a portion of fast particles thermalizes,
resulting in a Maxwellian population heated to ∼ 100 keV in addition to the slowing down tail. Note that at present,
the rest of the bulk plasma that is treated as fluid (MHD) does not gain energy from collisions. This will be the
subject of future works.
The other effect of the NB injection is, as expected, the generation of a toroidal torque, due to the tangential
injection angle. The toroidal velocity of the bulk, initialized to zero, progressively increases and propagates until it
becomes an axisymmetric profile. A poloidal cross-section of the resulting toroidal velocity profile is provided in Fig.
19.
In a second step, from t1 = 8000 tA, injection and collisions are switched off and MHD modes n = 0 to 11 are
included in the kinetic-MHD simulation. From this time on, an n = 1 kink mode progressively develops. The same
simulation run without NBI and with different NBI power (scanned to scale βfp between 0 and 20%) shows that the
linear growth rate of the n = 1 kink mode does not depend on the fast particle pressure. It suggests that no resonant
interaction occurs between fast particles and the n = 1 mode. This statement is supported by linear studies run
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FIG. 17: Position of ionization of the neutrals injected by NBI #2. The tokamak is seen from the above. The number of
particle is integrated over unit surface (x and y directions are subdivided into 100 pieces for the integration).
FIG. 18: Distribution of kinetic particles as a function of their energy E in MeV (a) and or their pitch angle λ (b), at the
following times: t = 0 (initial Maxwellian distribution, red dashed line), t = 1000 tA (purple dash-dots), t = 4000 tA (black
dots) and t = 8000 tA (blue line). Particles are injected at the energy E = 1 MeV and with a pitch-angle distribution peaked
in 0. Particles are passing below λ = 0.88 and trapped above.
for similar conditions of fast particles of 1 MeV in ITER [20, 21]. In this linear study, no resonance is found with
passing particles but a resonance with trapped particles destabilize the n = 1 fishbone mode. Here, as observed in
Fig. 18 (b), most particles are passing: they are characterized by a pitch angle λ < 0.88. In the phase space diagram
(E, λ) presented in Fig. 20, we consider only the minority of particles that are trapped. We notice that most of the
trapped particles are thermalized (left of the diagram at low energy). However, almost no trapped particle is present
in the fishbone-resonant zone identified in Ref. [21] (highlighted in blue in the diagram). Therefore fishbone-resonance
with NBI-induced trapped particles appears unlikely in ITER. Note that this statement is also valid with the other
injector (NBI #1) that points towards the tangential direction too. Moreover, according to this simulation in circular
geometry, no fishbone resonance with NBI-induced passing particles is observed. However, other works in realistic
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FIG. 19: Poloidal section of the toroidal velocity Vϕ (poloidal plane ϕ = 0). Velocity is normalized to the Alfve´n speed.
ITER geometry highlights the existence of a resonance with α-born passing particles [24]. So future works in realistic
geometry will determine whether NBI-induced passing resonance with fishbone can occur in ITER.
FIG. 20: Distribution of trapped particles (arbitrary unit) around q = 1 depending on their energy E and pitch angle lambda.
The fishbone-resonant region determined in Ref. [21] is located inside the light-blue rectangle.
From our simulations in circular geometry, the major impact that NBI-induced fast particles is found to have on the
kink stability is the following: they induce an anisotropic total (bulk + fast) pressure profile. As a result, additional
harmonics n = 2, 3 and 4 non-linearly develop during the kink dynamics. Therefore, even if the time scale of the
sawtooth remains the same with or without NBI, the geometry of the mode differs. Fig. 21 shows a preliminary
result for the kink dynamics in ITER: the bulk ion density is plotted without NBI (left -a) and with NBI (right
-b). Without NBI, due to the large pressure in ITER, the n = 1 kink mode is combined with an interchange mode
(n > 8) inducing finger-like structures in the non-linear phase. With NBI, the same kink-interchange combination is
observed but n = 2, 3 and 4 harmonics generate three dominant fingers instead of one without NBI. These results are
preliminary and should be confirmed in future works.
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FIG. 21: Poloidal cross-section of the bulk ion density: (a) without NBI; (b) with NBI. Density is normalized to the initial
central density.
VI. CONCLUSION
In this paper, a new model of fast ion source induced by Neutral Beam Injection, implemented in the hybrid
kinetic-MHD code XTOR-K, has been presented. The injection and ionization model has been designed to reproduce
as closely as possible the experimental geometry and parameters. Combined with collisions also recently implemented
in XTOR-K, the NBI source allows us to reproduce realistic slowing-down distributions. A limitation is that we need
to increase jointly the collision rate and beam power to reduce the computational time. The ionization model tested
for an ASDEX Upgrade discharge was shown to qualitatively agree with the results of other NBI models such as
NUBEAM. More quantitative comparison will require a benchmark with exactly the same parameters.
The model has been applied to the interaction of NBI-induced fast ions with a kink mode growing in the plasma
core of ASDEX Upgrade. The growth rate of the n = 1 kink mode was shown to decrease linearly when the NBI
power – and thus the fast particle pressure – is increased. This partial stabilization is due to the resonant interaction
between counter-passing particles with the kink mode, as shown by the accumulation of particles in the resonant
region of the (E, λ) diagram near q = 1.
A preliminary modeling for an ITER-like case shows that the neutral beam induces a toroidal torque due to the
injection of very passing particles. However no resonance was found between NBI-induced fast particles and the kink
mode growing in the core. The work of Ref. [21] predicts a resonance of trapped particles of energy ∼ 1 MeV with
the fishbone mode. However, almost no trapped particles in the fishbone-resonant range of energy and pitch angle
is induced by the beam ionization and slowing-down. That is why no resonance is observed in this ITER-like case.
The joint continuation of this study and the work of Ref. [21] would be to consider both NBI-induced particles and
α-born particles cooled down by collisions and consider their interaction with MHD modes.
Even though a simple example of resonant interaction with a kink mode was presented, this new model paves the
way to a wide variety of applications in the physics of burning plasmas, which is a hot topic for ITER. In particular,
not only the impact of fast particles on sawtooth-fishbone modes, but also the non-linear dynamics of all kinds of
fast-particle induced Alfve´n Eigenmodes could be investigated with this model.
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