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I. Introduction 
he recent development of network multimedia 
systems & explosion of fast communication 
network has discouraged & damped the 
multimedia content providers i.e. authors, publishers to 
grant the distribution of their document on the network 
environment. The intellectual property authentication has 
become an issue of concern. Also a considerable efforts 
and a lot of economic resources are used for the 
creation of intellectual property particularly in industrial 
society. The cost of reproducing such intellectual 
creations typically consist only a small portion of the 
creation. However a creator always desires some 
rewards or incentives for his creation which he is not 
able to get due to low cost copying. More and more 
researchers are attracted to the area of image 
watermarking because of the property of the image as it 
has a lot of redundant information contained in it which 
can be exploited to be used for watermark insertion. In 
the same way, image compression is very important for 
efficient transmission and storage of images .Image 
compression standards bring about many advantages, 
such as: (1) easy exchange of image files between 
different devices and applications; (2) reuse of the 
existing hardware and software; (3) existence of 
benchmarks and reference data sets, etc. 
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II. Discrete Cosine Transform (DCT) 
The DCT process is applied on blocks of 8 * 8 
which will convert into series of coefficients which define 
spectral composition of the block. DCT allows an image 
to be broken into different frequency bands i.e. the high, 
middle and low frequency bands as shown in Fig. 2.1 
thus making it easy to choose the band in which 
watermark is to be inserted. The transformer also 
transforms the input data into a format to reduce 
interpixel redundancies in the input image. Transform 
coding techniques use linear mathematical transform to 
map the pixel values onto a set of coefficients. The main 
reason behind the success of transform-based coding 
schemes is that many of the resulting coefficients for 
most natural images have small magnitudes and can be 
quantized without causing significant distortion in 
decoded image. Due to all these reasons, the Discrete 
Cosine Transform (DCT) has become the most widely 
used transform coding techniques. 
a) Watermark Embedding Algorithm 
i. Segment the image I(i, j) into two sub band blocks 
which is half the size of the original image i.e. 
I1(i/2,j) &  I2(i/2,j).Here, I1(i/2,j) gives the high 
intensity pixels block and  I2(i/2,j) give low intensity 
pixels block I(i.j) = ΣI(i/2,j)+I(i/2,j). 
ii. Then break the I1 (i, j/2) into blocks of size 8* 8. 
iii. Find the DCT (Discrete Cosine Transform) of each 
of the block. 
iv. Private Key is used to generate pseudo random 
number sequences of domain {-1, 0, 1}. 
v. Preprocess the watermark by converting the 
watermark into a binary sequence i.e. W (m*n) -
>W(s * 1) where s=m*n. 
vi. Embed that watermark on each of the DCT block in 
the mid band of each coefficient block by using the 
pseudo random number sequence along with the 
watermark sequence. 
vii. After embedding the watermark the inverse DCT 
operation is done on the sub band so as to get the 
averaged image band again. 
b)
 
Watermark Extraction Algorithm
 
i.
 
Repeat step I and II of watermark embedding 
algorithm.
 
ii.
 
Using the private key extract watermark by applying 
(IDCT) Inverse Discrete Cosine   transform.
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© 2013   Global Journals Inc.  (US)
G
lo
ba
l 
Jo
ur
na
l 
of
 C
om
pu
te
r 
Sc
ie
nc
e 
an
d 
Te
ch
no
lo
gy
  
  
  
 V
ol
um
e 
X
III
  
Is
su
e 
III
  
V
er
sio
n 
I 
  
  
 
  
7
  
 
(
DDDD DDDD
)
Y
e
a
r
01
3
2
F
  
iii. Then compare the watermark with original 
watermark.
 
iv.
 
Similar watermark will prove the authenticity.
 
III.
 
Compression
 
Image compression is reducing the size in 
bytes of graphics file without debasing the quality of 
image to an unacceptable level. Also different 
quantization and coding techniques are used for 
different sub bands based on their statistical properties.
By using their proposed scheme one can accomplish 
satisfactory reconstructed images with large 
compression ratios.
 
a)
 
Some of the basic Compression Techniques
 
i.
 
The JPEG Compression
 
JPEG i.e.
 
Joint Photographic Expert Group 
compression
 
can be used in a variety of file formats like 
as given below:
 
•
 
EPS-files
 
•
 
EPS DCS-files
 
•
 
JFIF-files
 
•
 
PDF-files
 
The image is partitioned into non-overlapping 
8*8 blocks. After that DCT (Discrete Cosine transform) is 
applied to each block so as to convert the spatial 
domain gray level of pixels into coefficients in frequency 
domain.
 
After computation of DCT coefficients is done, 
they are normalized according to a quantization table 
with different scales provided by the JPEG standard 
computed. Then the Quantized coefficients are 
rearranged into a zigzag scan order as shown in Fig. 
2.2. The process may be acquired as -
 
1.
 
The image firstly is broken into 8x8 blocks of pixels.
 
2.
 
Then DCT is applied to each block. It works from left 
to right, top to bottom.
 
3.
 
Each block is then compressed using quantization 
table.
 
4.
 
The array of the compressed blocks which comprise 
the image is stored in a drastically   reduced 
amount of space.
 
5.
 
When required, the image is reconstructed through 
decompression which uses the Inverse Discrete 
Cosine Transform (IDCT).
 
ii.
 
Run-Length Encoding (RLE)
 
This is a lossless algorithm which only furnishes 
decent compression ratios in specific types of data. It is 
a form of data compression in which the same data 
value occurs in many consecutive data elements are 
stored as single data value along with count. This is 
most useful on data that contains many such runs. For 
example, simple graphic images like icons, line 
drawings, and animations. It may increase the file size 
as it doesn’t have many of the runs, and is not useful 
with files. RLE compression can be useful in the 
following file formats:
  
 
TIFF files
  
 
PDF files
 In our case, we are using Huffman algorithm.
 
IV.
 
The Huffman Algorithm
 
Huffman coding is an entropy encoding 
algorithm which is used for lossless data compression 
in field of computer science and information theory. It 
refers to the use of a variable-length code table for 
purpose of encoding a source symbol (such as a 
character in a file) where the variable-length code table 
has been derived in a particular manner based on the 
estimated probability of occurrence for each permissible 
value of the source symbol. The Huffman coding uses a 
specific technique  for choosing the representation 
required for each symbol, which results in a prefix-free 
code (that means, bit string representing some 
particular symbol is never a prefix of the bit string 
representing any other symbol) which expresses most 
common characters using shorter strings of bits which 
are used for less common source symbols. Huffman 
was able to design one of the most efficient 
compression method of this type i.e. no other mapping 
of individual source symbols to unique strings of bits 
would produce a smaller average output size when the 
actual symbol frequencies agree with those used to 
create the code. A technique was later found to do this 
in linear time if input probabilities (also known as 
weights) are sorted. 
 a)
 
Basic Technique
 Assume you have a source generating 4 
different symbols {a1,
 
a2, a3, a4
 
} with probability {0.4; 
0.35; 0.2; 0.05}. Generate a binary tree from left to right 
taking the two lesser probable symbols, putting them 
together so as to form another equivalent symbol having 
probability that equals the sum of two symbols. Keep on 
doing it until you have just one symbol. After that read 
the tree backwards from right to the left, assigning 
different bits to the different branches. The technique 
works by creating a binary tree of nodes. They can be 
stored in regular array. The size of array depends on the 
number of symbols (say N). A node could be either a 
leaf node or an internal node. Initially, all nodes are leaf 
nodes, that contain the symbol itself, the weight 
(frequency of appearance) of the symbol and on 
optional basis, a link to a parent node which makes it 
easy to read the code (in reverse) starting from a leaf 
node. As a common convention, bit '0' represents 
following the left child and bit '1' represents following the 
right child. A finished tree has N
 
leaf nodes and N−1 
internal nodes.
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i. Main Properties
1. Unique Prefix Property i.e. no code is a prefix to any 
other code. 
  
  
 
 
2.
 
If prior statistics are accurate, then Huffman coding 
is very good.
 
3.
 
The frequencies used can be generic ones for the 
application domain which are based on average 
experience.
 
4.
 
Huffman coding is optimal when condition of 
probability of each input symbol is a negative power 
of two is satisfied.
 
ii. Advantages 
1. The algorithm is easy to implement. 
2. Produces a lossless compression of images. 
iii. Disadvantages 
1. The efficiency is depended on the accuracy of the 
statistical model used and type of image. 
2. The algorithm also varies with different formats, but 
a few get any better than 8:1 compression. 
V.
 
FIGURES AND TABLES
 
                                  
                   Figure 2.1                                                                                              Figure 2.2                                                                                                       
          
                       
             Figure 2.3 : Boat                      Figure 2.4 : Lena                                        Figure 2.5  :  Baboon         
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Figure 2.6 
Table 2.3.1 : Correlation Coefficient (CC) of the Retrieved Watermark at Different Quality Factor 
 
 
Result 
The watermarked image is subjected to 
compressions at different quality factors. The watermark 
from compressed watermarked image is retrieved using 
the extraction process. The percentage similarity 
between the extracted watermark and the original 
watermark is calculated. Fidelity loss of watermarked 
image is very low. Experimental results show that the 
proposed scheme is very robust against various image 
processing operations and geometric attacks. Following 
are the images which we tested of boat, Lena and 
Baboon are shown in TABLE 2.3.1. 
VII. Conclusion 
Although the proposed scheme is described for 
embedding watermark in image, it can be readily 
adapted for audio watermarking and other forms of 
watermarking. The study of watermarking technique for 
digital images shows that its worth exploring the image 
because of its redundant nature. There is still scope for 
improvement while working on image watermarking. The 
results show that this kind of algorithms has a 
satisfactory performance under image cropping and 
JPEG lossy compression. 
a) Application Area 
Watermarks that contain the name of the patient 
are embedded onto the X-Rays, MRI Scans & other test 
results which help in instant identification of the result as 
belonging to a patient and thus avoid mix-ups which can 
lead to catastrophic consequences. Fig. 2.6 shows an 
X-ray. 
Information like patient name, his age, sex, date 
of report, medicine before the test, present condition of 
patient, etc can be embedded in X–ray. 
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Quality 
factor(Q) 
Baboon Lena Boat 
5
 
0.75
 
0.93
 
0.90
 10
 
0.775
 
0.95
 
0.911
 20
 
0.794
 
0.99
 
0.94
 40
 
0.798
 
0.985
 
0.9394
 45
 
0.797
 
0.985
 
0.9425
 50
 
0.797
 
0.986
 
0.9445
 60
 
0.8027
 
0.9859
 
0.9468
 80
 
0.972
 
0.9894
 
0.9468
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