Abstract: This algorithm is designed to perform Discrete Fourier Transforms (DFT) to convert temporal data into spectral data. This algorithm obtains the Fourier Transforms by studying the Coefficient of Determination of a series of artificial sinusoidal functions with the temporal data, and normalizing the variance data into a high-resolution spectral representation of the time-domain data with a finite sampling rate. What is especially beneficial about this DFT algorithm is that it can produce spectral data at any user-defined resolution.
2 of 13 the magnitudes of the correlation factor data is normalized, and the result is an accurate spectral 30 representation of the temporal function. 
where i is the imaginary term (i = √ −1), f(t) is any temporal function of t to be transformed, and ω 
Conceptually, the spectral function F(ω) represents the amplitudes of a series of sinusoidal functions 
Often in practical application, one does not have an exact analytical function, but a series of 40 discrete data points. If it is necessary to convert this discrete data into the spectral domain, the 41 traditional approach has been to use the DFT algorithm, often known as Fast Fourier Transform (FFT).
42
The DFT algorithm is, by definition [11, 12] 43
where F k is a discrete spectral data point, and x n is a discrete data point in the temporal domain. With
44
DFT, the spectral resolution is proportional to the temporal resolution, and it is often the case that the 45 limited temporal data will not be sufficient to obtain the spectral resolution desired.
46
If one wants to obtain frequency information, there is a certain minimum temporal resolution 47 necessary to properly distinguish the frequencies; this is known as the Nyquist rate [13] [14] [15] [16] [17] .
As demonstrated in Table 1 and Figure 1 , two different cosine functions with frequencies of 1 and 9
49
have exactly the same results when resolved at a temporal resolution δt = 0.1. Table 1 . Equal values for f=1 and f=9 for cos(2π· f ·x). 
50
where 0 < p n < 1 are relative sample points over the range, and ω k is the frequency of interest. 
65
At each discrete point in the spectral domain, the algorithm generates two sinusoidal functions
where F n (t) is to represent the real spectral components,F n (t) is to represent the imaginary spectral 67 components, ω n is the discrete frequency of interest, t is the independent variable of the data of interest,
68
and A is the amplitude of the function,
defined and the total range within the temporal data.
70
The next step is to take each of these functions, and find the Coefficient of Determination (CoD) 71 between the function and the temporal data, all with the same temporal domain and resolution
72
[9,32-35]. The CoD is a numerical representation of how much variance can be expected between 73 two functions. To find the CoD between two equal-length discrete functions F n (t) and f n (t), three 74 coefficients are first calculated
where N is the discrete length of the two functions, andF n andf n represent the arithmatic mean value 76 of functions F n and f n . The CoD, represented as R, is then determined as 
Initial Demonstration of Algorithm

91
To demonstrate the capability of this algorithm, six functions are generated based on the two 92 similar functions demonstrated in Table 1 and Figure 1 ; the two functions are used with a temporal 93 range of 0 to 1, with the same temporal resolution of δt = 0.1, and frequencies of both f=1 and f=9. The 
Parametric Study
106
A parametric study of this transform was conducted, to demonstrate that it can be used for high 107 resolution measurements of the spectral frequency with a limited temporal resolution. To demonstrate 108 this, 15 random frequencies were selected, ranging from 2 to 17 cycles over the duration of the 
