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Résumé : On établit dans ce rapport de nouvelles propriétés de convergence presque
sûre de transformées de martingales vectorielles. On montre en particulier que, sous
certaines conditions de régularité du processus croissant et sous certaines condi-
tions de moments sur la martingale, il y a convergence des moments normalisés de
tout ordre pair dans le théorème de la limite centrale presque sûr pour les mar-
tingales vectorielles. On formule également une conjecture de convergence sous des
hypothèses moins restrictives, couvrant des familles plus vastes de processus. En-
fin, on applique ces résultats aux modèles de régression linéaire ainsi qu’à certains
processus de branchement avec immigration, ce qui permet d’établir de nouvelles
propriétés asymptotiques sur les erreurs d’estimation et de prédiction.
Mots-clés : Martingale vectorielle, moment, régression, transformée, théorème
central limite presque sûr.
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Convergence of moments in the almost sure central
Limit theorem for multivariate martingales
Abstract: In this report, new almost sure convergence properties for multivariate
martingale transforms are established. Assuming some regularity conditions both on
the increasing process and on the moments of the martingale, one can show that
normalized moments of any even order do also converge in the almost sure cental
limit theorem for martingales. In addition, a conjecture about convergence under
wider hypotheses is formulated, the goal being to cover a larger class of processes.
Cases studies are proposed, including linear models and some branching processes
with immigration, for which new asymptotic estimation and prediction errors are
obtained.
Key-words: Almost sure cental limit theorem, moment, regression, multivariate
martingale.
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1 Introduction
Soit (Xn) une suite de variables aléatoires réelles indépendantes et de même loi avec
E[Xn] = 0 et E[X
2
n] = σ




L−→ N (0, σ2)













où G est la mesure gaussienne N (0, σ2). On a également, par le théorème de la limite



























Ce théorème a été démontré par [2] et [16, 17], et dans sa forme présente par [11].
Le TLCPS a aussi été établi dans un cadre martingales par [3, 4], [5] et [14, 15],
plus précisément défini de la manière suivante. Soit (εn) une suite de différences
de martingales adaptée à une filtration F = (Fn). Soit (Φn) une suite de variables
aléatoires adaptée à F. La transformée de martingale réelle (Mn) est définie, pour



















Le TLCPS pour les martingales [3] peut alors s’exprimer en version simplifiée de
la façon suivante. Sous des hypothèses raisonnables de moment et de convergence
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Une démarche naturelle est de chercher à savoir si cette convergence reste vraie
pour des fonctions h non bornées. On trouve dans [1] que, si (εn) admet un moment
conditionnel d’ordre > 2p fini, alors la convergence (1) est vraie pour h(x) = x2p
avec p ≥ 1.
Théorème 1.1 (Convergence des moments dans le TLCPS scalaire). On suppose que
(εn) vérifie E[ε
2




E[|εn+1|a|Fn] < ∞ p.s.















On reconnâıt, dans la limite (2), le moment d’ordre 2p de la loi gaussienne N (0, σ2).
Dans ce rapport, on propose un résultat analogue au théorème 1.1 de [1] dans un
cadre vectoriel.
Soit (Mn) une martingale à valeurs dans R
d adaptée à une filtration F. On suppose
que (Mn) est de carré intégrable. Son processus croissant est la suite (〈M〉n) de




E[(Mk − Mk−1)(Mk − Mk−1)t|Fk−1].
Un premier TLCPS pour les martingales vectorielles discrètes a été établi dans [5]
et [6] sous des conditions assez restrictives sur le processus croissant (〈M〉n). Notre
objectif est de montrer que, sous des hypothèses appropriées sur (〈M〉n), il y a
convergence des moments d’ordre pair dans le TLCPS pour (Mn). On va se placer









Convergence des moments dans le TLCPS pour martingales vectorielles 5
où M0 peut être choisie arbitrairement et (Φn) est une suite de vecteurs aléatoires






k + S (3)
où S est une matrice déterministe, symétrique et définie positive. Il est clair que, si
E[ε2n+1 | Fn] = σ2 p.s., alors le processus croissant de (Mn) est donné par 〈M〉n =









avec dn = det(Sn).
Le rapport est organisé de la façon suivante. On énonce dans la section 2 les princi-
paux résultats de convergence pour les transformées de martingales vectorielles. Les
applications statistiques sur le calcul des erreurs d’estimation et de prédiction dans
les modèles de régressions linéaires font l’objet de la section 3. On étudie en parti-
culier les modèles autorégressifs et les processus de branchement avec immigration.
Les démonstrations des résultats ne sont pas données dans leur intégralité, mais les
idées clés sont indiquées. On se reportera à [7] pour le détail des preuves.
2 Convergence des moments dans le TLCPS pour les martingales
vectorielles
Notre objectif est d’établir une généralisation du théorème 1.1 au cadre vectoriel.
Sous des hypothèses de moment appropriées sur (εn) ainsi que des hypothèses de
convergence raisonnables sur (〈M〉n), on va montrer la convergence des moments
normalisés d’ordre pair dans le TLCPS pour (Mn).
Théorème 2.1. On suppose que (εn) vérifie E[ε
2
n+1 | Fn] = σ2 p.s. et qu’il existe un










On suppose également que (fn) tend vers zéro p.s. et qu’il existe une suite aléatoire




α−1n Sn = L p.s. (5)
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Remarque 1. La limite `(p) correspond au moment d’ordre 2p de la norme d’un vec-
teur gaussien N (0, σ2Id). Par conséquent, le théorème 2.1 établit bien la convergence
des moments d’ordre 2p dans le TLCPS pour les martingales vectorielles. La norma-
lisation déterministe du TLCPS de [5] est remplacée par la normalisation aléatoire
naturelle donnée par le processus croissant.
Remarque 2. L’hypothèse de convergence (5) entrâıne que (fn) tend vers zéro p.s.





= det L p.s.
Démonstration. La démonstration complète du théorème 2.1 figure dans [7]. On
indique seulement ici les idées principales de la preuve. Pour alléger les notations,


















Tout d’abord, on peut remarquer, en utilisant le symétrie de L, que la convergence
(5) entrâıne que presque sûrement
















. Pour déterminer la limite (6),
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On prouve le théorème 2.1 par récurrence sur p ≥ 1. L’idée de la preuve est inspirée
de celle de [1] dans le cas scalaire. Il s’agit dans un premier temps d’écrire une relation
de récurrence sur M tnL


































−1Mn, on déduit alors de la décomposition ci-dessus que
mn+1 = (1 − γn)mn + 2δnεn+1 + γnε2n+1. (13)
La preuve du théorème repose ensuite sur le lemme suivant.












































Après quelques simplifications élémentaires, on trouve la relation de récurrence

























































2p−` − δ2p−`k γ
`−p
k .
La preuve consiste en l’étude des comportements asymptotiques de Wn+1(p), Bn+1(p)
et mpn afin d’en déduire des informations sur An(p). Tout d’abord, pour p = 1, on a





Wn+1(1) = σ2 p.s.




p.s. On déduit également de la





An(1) = σ2 p.s.















ce qui entraine la convergence (14) pour p = 1. On suppose ensuite que p ≥ 2. On







Convergence des moments dans le TLCPS pour martingales vectorielles 9
































































Dans la plupart des applications statistiques, l’hypothèse de convergence (5) est
vérifiée. Cependant, cette hypothèse technique a été introduite de façon à pouvoir
contourner le problème vectoriel en se ramenant d’une certaine façon au cadre sca-
laire. En effet, l’hypothèse (5) entraine que toutes les valeurs propres de la matrice
Sn tendent vers l’infini à la même vitesse αn. Il est naturel d’espérer pouvoir établir
le résultat suivant sans l’hypothèse de convergence (5).
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3 Applications
3.1 Modèles de regression linéaire
À partir de nouvelles propriétés asymptotiques presque sûres pour les puissances de
transformées de martingales vectorielles, on va établir des résultats de convergence
sur les erreurs d’estimation et de prédiction associées aux modèles de régression
linéaire. Ces derniers sont définis, pour tout n ≥ 1, par la relation
Xn+1 = θ
tΦn + εn+1 (19)
où θ ∈ Rd est le paramètre inconnu du modèle. Les variables aléatoires Xn, Φn et
εn sont respectivement l’observation, le vecteur de régression et le bruit du système.
On propose ci-après deux illustrations des résultats de la section 2 portant sur les
processus autorégressifs linéaires et ainsi que sur les processus de branchement avec
immigration.
Pour une suite d’estimateurs (θ̂n) de θ, on s’intéresse à la performance asymptotique
de θ̂tnΦn comme prédicteur de Xn+1. Plus précisément, on se concentre sur l’erreur de
prédiction Xn+1− θ̂tnΦn et sur l’erreur d’estimation θ̂n−θ. Il est plus approprié (voir
par exemple [10]) de considérer les erreurs cumulées de prédiction et d’estimation,









kp−1‖θ̂k − θ‖2p. (21)
Dans le cas scalaire d = 1, sous des hypothèses de moment appropriées, des résultats
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Notre but est d’étendre ces résultats au cadre multidimensionnel. Dans ce contexte,
il y a dans [8,19] des résultats asymptotiques pour (Cn(p)) et (Gn(p)) mais seulement
dans le cas p = 1. Pour la consistance forte de l’estimateur des moindres carrés, on
peut également consulter les travaux de [12, 18]. Ces résultats sont étendus dans
[9]. D’autre part, le comportement asymptotique de l’estimateur empirique de la
covariance associée au modèle (19) est étudié dans [9, 12, 13, 18]. On peut se poser
la question générale suivante : comment utiliser les résultats de convergence de la
section 2 afin obtenir le comportement asymptotique des suites (Cn(p)) et (Gn(p)) ?
On peut déduire de (19) et de (22) que









Φn = Xn+1 − θ̂tnΦn − εn+1. (24)










Par ailleurs, en appliquant la formule de Riccati [8], on a
S−1n−1 = S
−1






n−1Mn − M tnS−1n Mn = (1 − fn)π2n. (25)
Il est souvent difficile d’obtenir des résultats asymptotiques sur le coefficient d’ex-
plosion fn. Dans les modèles considérés dans ce rapport, (fn) converge p.s. vers zéro.





, sous des hypothèses de moments appropriées.
Du même coup, on estime les moments d’ordre 2p du bruit (εn).












0 si p > 1,
σ2 si p = 1.
(26)
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Démonstration. Dans le cas particulier p = 1, la convergence (26) correspond exac-
tement à (7). On suppose maintenant p > 1. On déduit de l’inégalité
an(1) ≤ fnVn
et de la convergence presque sûre de (fn) vers zéro, en appliquant le lemme de



















3.2 Estimation des moments, erreurs d’estimation et de prédiction
On suppose que le bruit (εn) vérifie E[ε
2







la loi forte des grands nombres pour les martingales entraine que (∆n) converge p.s.















(Γn − ∆n) = σ2 p.s. (27)
On peut maintenant proposer des estimateurs consistants des moments d’ordre






(Xk+1 − θ̂tkΦk)2p (28)
est un estimateur naturel du moment σ(2p) d’ordre 2p du bruit (εn). On peut remar-
quer que nΓn(2p) = Cn(p). Le corollaire suivant donne des résultats asymptotiques
pour Γn(2p).
INRIA
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Corollaire 3.2. On se place sous les hypothèses du théorème 2.1 avec p ≥ 2. Pour





= σ(2q), Γn(2q) est un














Démonstration. On a déjà vu par (27) que le corollaire 3.2 est vrai pour q = 1. On






















π2qk = o(log dn) p.s.



















et en+1(`) = ε
`
n+1−σn(`). Tout d’abord, puisque les moments




π2q−`k ) = O(log dn) p.s.
On peut également montrer qu’on a l’estimation
|Qn(`)|2 = O(n log dn) p.s.







n log dn) p.s.,
ce qui achève la preuve du corollaire 3.2.
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Il est maintenant possible de déduire du corollaire 3.2 le comportement asympto-
tique de (Cn(q)). Sous les hypothèses du corollaire 3.2, la convergence (29) implique
que Cn(q)/n converge p.s. vers σ(2q). De plus, comme (εn) admet un moment condi-
tionnel fini d’ordre a > 2p, on peut déduire du lemme de Chow que, pour tout c tel





















Avant d’obtenir des résultats sur les erreurs cumulées d’estimation (Gn(p)), on
énonce un autre corollaire du théorème 2.1.









(θ̂k − θ)tSk(θ̂k − θ)
)p
= `(p) p.s. (31)















(θ̂k − θ)tL(θ̂k − θ)
)p
= `(p) p.s. (33)






Démonstration. On montre facilement à partir de la définition de Sn et de l’estima-
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Ainsi, on déduit de la convergence (6), de la limite nulle du coefficient d’explosion
























Ainsi la convergence (31) est une conséquence immédiate du théorème 2.1. Pour la










































On cherche à comparer cette somme avec celle étudiée dans le lemme 2.2. Grâce à
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Ensuite, en utilisant la preuve du théorème 2.1 et la décomposition (16), on trouve
















mpk − wk+1 − bk+1
)
= 0 p.s.
On déduit directement du lemme 2.2 et de la convergence presque sûre de Σn−nd/βn
















On va maintenant appliquer ces résultats aux processus autorégressifs linéaires ainsi
qu’aux processus de branchement avec immigration, qui sont des cas particuliers du
modèle de régression (19).
3.3 Processus autorégressif linéaire
Le processus autorégressif linéaire est un cas particulier du modèle de régression




θkXn−k+1 + εn+1. (36)




θ1 θ2 . . . θd−1 θd
1 0 . . . . . . 0
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On s’intéresse ici seulement au cas stable, c’est-à-dire quand ρ(C) < 1, où ρ(C)
désigne le rayon spectral de la matrice compagne C. On suppose que (εn) est soit
une suite de variables aléatoires indépendantes et de même loi centrée et de variance
σ2, soit une suite de différences de martingales satisfaisant E[ε2n+1 | Fn] = σ2 avec




1 0 . . . 0





0 0 . . . 0

 ,





De plus, on peut facilement voir que L est inversible. Par conséquent, log dn est p.s.
équivalent à d log n. Sous les hypothèses du corollaire 3.2, Γn(2q) est un estimateur














et le corollaire 3.3 s’applique en remplaçant log dn par d log n. Sous les hypothèses
du corollaire 3.3, on a aussi
Gn(p) = O(log n) p.s.
Finalement, la convergence (33) est vérifiée pour L donnée par (37).
3.4 Processus de branchement avec immigration
3.4.1 Estimation de la moyenne
On considère un processus de branchement (Xn) sujet à une composante d’immigra-
tion indépendante à chaque génération. La notion d’immigration correspond au fait
que la population de référence peut s’enrichir d’apports extérieurs : par exemple, on
peut modéliser l’évolution d’un patrimoine génétique, de phénomènes en écologie,
RR n° 6056
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en physique des particules ou en épidémiologie. Le processus de branchement (Xn)




Yn,k + In+1 (39)
avec X0 = 1. La variable aléatoire In correspond à l’effectif de l’immigration à
la ne génération tandis que, pour tout 1 ≤ k ≤ Xn, Yn,k désigne le nombre de
descendants du ke individu de la ne génération. On suppose que les suites (Yn,k) et
(In) sont indépendantes et constituées de variables aléatoires indépendantes et de
même loi à valeurs dans N. On pose
E[Yn,k] = m, E[In] = λ,
var[Yn,k] = σ
2, var[In] = b
2.
La relation de récurrence (39) peut s’écrire sous la forme autorégressive
Xn+1 = mXn + λ + εn+1, (40)
où (εn) est une suite de différences de martingales. Le processus (Xn) est donc un
cas particulier de (19) avec Φtn = (Xn, 1) et θ
t = (m,λ). Cependant, dans ce modèle,





= σ2Xn + b
2.
Pour cette raison, on considère le modèle de régression suivant
X̃n+1 = θ
tΦ̃n + ε̃n+1,
où les variables aléatoires X̃n+1, Φn et ε̃n sont données par
X̃n+1 = c
−1/2





n εn+1, cn = Xn + 1.





≤ σ2 + b2.
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La notation X désigne une variable aléatoire suivant la loi stationnaire associée à
la châıne de Markov (Xn). Par conséquent, les hypothèses des corollaires 3.2 et 3.3





















Gn(p) = O(log n) p.s
3.4.2 Estimation de la variance









= 2σ4X2n + Xn(τ
4 − 3σ4 + 4b2σ2) + ν4 − b4,
en notant τ 4 et ν4 les moments centrés d’ordre 4 de (Yn,k) et (In). Par conséquent,







≤ τ4 + 4b2σ2 + ν4.









k+1, ε̂k+1 = Xk+1 − θ̂kΦk,
où
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Ainsi les hypothèses des corollaires 3.2 et 3.3 sont également vérifiées. Les compor-
tements asymptotiques des erreurs d’estimation et de prédiction cumulées sont donc
identiques au cas de l’estimation de la moyenne.
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