A note on the iterative decomposition of finite automata  by Jump, J. Robert
INFORMATION AND CONTROL 15, 424-435 (1969) 
A Note on the Iterative Decomposition of Finite 
Automata* 
J. ROBERT JUMP 
Laboratory for Gomputer Science and Engineering, Department of Electrical 
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This paper presents an application of the theory of automaton 
automorphisms to the decomposition theory of finite automata. In 
particular, it is shown how the automorphism group of an automaton 
can be used to construct decompositions which are iterative (i.e., 
all of the component automatons are isomorphic) and uniformly 
connected (i.e., the connection graph of the decomposition is a 
group graph). 
1. INTRODUCTION 
The purpose of this paper is to develop a decomposition technique for 
finite automata which will produce networks that are characterized by 
a high degree of uniformity. This uniformity takes two forms. First, the 
networks are iterative in the sense that all of the component automatons 
of any particular network are isomorphic. Second, the components are 
uniformly connected in the sense that the network connection graph is 
a group graph. 
This technique is an instance of the more general decomposition 
theory of Hartmanis and Stearns (1966). That  theory relates the con- 
struction and interconnection of the component automatons to sets of 
partition pairs on the state set of the automaton to be realized. In this 
paper, it is shown how to use an automaton's automorphism group to 
select these partition pairs so as to obtain decompositions with the 
uniformity described above. 
The decomposition technique presented in this paper can also be 
viewed as a generalization of an observation by Bayer (1966). He first 
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suggested that an automaton's automorphism gToup might be useful in 
obtaining decomposition in which several of the components are identi- 
cal. He further applied this idea to obtain loop-free decompositions by
iterating the front component of a two component serial decomposition. 
In Section 2, we review the basic definitions and notation of automata 
theory which will be used in the paper. Section 3 is a brief description 
of those features of the Hartmanis and Stearns decomposition theory 
which will be needed. Several properties of automaton automorphisms 
are developed in Section 4. Finally, in Section 5, we show how to con- 
struct iterative decompositions by using the automorphism group of an 
automaton to encode its state set. 
2. DEF IN IT IONS AND NOTATION 
In this paper we are concerned with the problem of realizing the state 
transition behavior of finite automata. We therefore model a finite 
automaton (or simply automaton) by an ordered triple A = (Q, I, 8), 
where Q denotes a finite, non-empty set of states, I denotes a finite, non- 
empty set of inputs, and 8 denotes the state transition function which 
maps Q X I into Q. Given two automatons A1 -- (Q1, I, 8~) and A2 = 
(Q2, I, 82) with the same set of inputs, we say that A2 is a subautomaton 
of A1 wherever Q2 is a subset of QI, and 8s(q, u) = 81(q, u), for all q 
in Q2 and u in I. 
Two automatons A1 = (Q1, I1,81) and A2 = (Q2, Is, 8s) are said to 
be isomorphic if there exists an ordered pair (fl, fs) of one-to-one func- 
tions such that fl maps Q1 onto Qs, f2 maps I1 onto Is, and fl(8~(q, u)) = 
82(fl(q), f2(u)), for all q in Q1 and u in I1. Thus two automatons are 
isomorphic if one can be obtained from the other by renaming both its 
states and its inputs. The ordered pair (j~, fs) is called an isomorphism 
of A1 onto As. We say that an automaton A~ realizes another automaton 
As if As is isomorphic to a subautomaton f AI. 
A partition on a set Q is a set of disjoint subsets of Q, called blocks, 
whose union equals Q. Given g partition r on the state set of an au- 
tomaton A = (Q, I, 8), the block of r which contains the state q is de- 
noted by [q]~. The zero partition on any set is the partition with exactly 
one element in each block. The identity partition is the partition with 
only one block. A partition which is neither the zero nor the identity 
partition is said to be nontrivial. 
The greatest lower bound, in the lattice of all partitions on Q, of two 
partitions ~r and r is denoted by ~r. r (or simply ~rw). Given n partitions 
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r l ,  r~, . - .  , r~, we denote their greatest lower bound by  II~'=l r~ or 
r(1, 2, . . -  , k). If K is a subset of the index set {1, 2, . . .  , n}, we de- 
note the partition ][I~e~ rl0 by r (K) .  
Let (v, r) be an ordered pair of partitions on the state set of an au- 
tomaton A = (Q, I, ~). Then (w, r) is a partition pair if [p]~ = [q]~ implies 
that [~(p, u)]~ = [~(q, u)]~, for all p and q in Q and u in I.  
3. AUTOMATON DECOMPOSITIONS 
We may loosely describe a decomposition of a finite automaton A as a 
network of "smaller" automatons, called components, which can 
"imitate" the "behavior" of A. The term "smaller" is usually taken to 
mean that each component  has fewer s~ates than A.  Furthermore,  such 
a network  itself can usually be v iewed as a finite automaton  with state 
set equal to the Cartesian product  of the component  state sets. Thus  
we can say that a network  "imitates" the "behavior"  of a finite au- 
tomaton  A whenever  the network, interpreted as an automaton,  realizes 
A. The following special case is the subject of this paper. 
DEFINITION. If all of the components of a decomposition are iso- 
morphic to each other, it is called an iterative decomposition. 
We will not give a precise definition of these ideas but will instead 
outline the general decomposition technique we plan to use in Section 5. 
This technique uses the partition structure of the automaton and is an 
instance of the general decomposition theory of Hartmanis and Stearns 
(1966). 
Let A = (Q, I ,  5) be the automaton for which we wish to obtain a 
decomposition. We start by selecting n nontrivial partitions r l ,  r2, 
• -- , r~ on Q such that 
f l r l  = the zero partition on Q. 
i= l  
For each i -- 1, 2, • .. , n, we select a subset J i  of { 1, 2, • • • , n} such that 
(r( J~),  r~) is a partition pair for A. 
There will be one component A~ in our decomposition for each parti- 
tion r~. It  is defined as follows. 
A~ = (~'~, r( J~) X I ,  &), 
where 
~i([q]~, , [q]T(J,), u) = [6(q, u)] , , ,  
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for all q in Q and u in I, and 
~([p]~,, [q]~(j,) u) = "don't care", 
if [p]~, M [q]~(j,) = ~f. 
These components areinterconnected as follows. The output of com- 
ponent Aj is used as an input to A~ if and only i f j  is an element of J~. 
In this case, the component Aj is said to be a direct predecessor of A~. 
The externM input symbol is sent to M1 components simultaneously. 
This interconnection structure can be described by a directed graph 
in an obvious way. There is one node in the graph for each component 
and an edge directed from node j to node i if and only if the output of 
component A~. is connected to an input of Ai. This graph will be called 
the connection graph of the decomposition. 
It should not be too difficult o see that this technique will produce a
decomposition of the automaton A. Indeed, it produces a network of 
component automatons, each of which has fewer states than A since the 
partitions r~ are nontrivial. Moreover, it can be shown that the subset 
of states 
{ ([q],,, [q]~, . . . ,  [q],.) [ q is in Q} 
of this network constitute the state set of a subautomaton isomorphic 
to A. Thus the network realizes A and is a decomposition. For more 
details on this type of decomposition the reader is referred to Hartmanis 
and Stearns (1966). 
There are several steps in the procedure at which a selection must be 
made from one of several alternatives. This is true in the selection of 
the partitions z~, the sets J~, and in filling the "don't care" conditions 
in the component constructions. As might be expected, these selections 
will, to a large extent, determine the structure of the resulting decom- 
position. It is the purpose of this paper to show a way of making these 
selections which will result in decompositions which display a high de- 
gree of uniformity. 
4. AUTOMATON AUTOMORPHISMS 
An automorphism ofan automaton A = (Q, I, ~) is a one-to-one func- 
tion g on the set Q such that g(~(q, u)) = ~(g(q), u), for all q in Q and 
u in I. In other words, an automorphism is equivalent to an isomorphism 
of A onto A for which the input mapping is the identity function on I. 
If g~ and g~ are automorphisms of A, then their product g~g~ is defined 
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by g~g~(q) = g2(g~(q)), for all q in Q. It  is well known that the set of all 
automorphisms of a given automaton A is a group under this operation 
(Fleck, 1962). This group will be denoted by G(A). 
The following method of using automorphisms to transform partitions 
is fundamental to the decomposition technique to be developed in Sec- 
tion 5 (Bayer, 1967). 
DEFINITION. Let r be a partition on the state set of an automaton 
A = (Q, I, 5) and let g be an automorphism of A. Then rg denotes the 
partition on Q defined by 
[p]~ = [q],~ if and only if [g(p)]~ = [g(q)]~, 
for all p and q in Q. The following two properties of this transformation 
follow immediately from the previous definitions. 
Assertion 4.1. Let g~ and g2 be automorphisms of the automaton A
and let r be any partition on its state set. Then rural. = (rg~)~. 
Assertion 4.2. Let ~ and r be any two partitions on the state set of the 
automaton A and let g be an automorphism of A. Then (~r. r) ~ = ~-  rg. 
We will need the following two results in Section 5. 
PROPOSITION 4.3. Let (~r, r) be a partition pair for the automaton 
A = (Q, I, ~) and let g be an automorphism of A. Then (~rg, ~'~) is also a 
partition pair for A. 
Proof. If ~]~, = [q]~, then [g(p)]~ = [g(q)]~ by definition of va. 
But since (~r, r) is a partition pair, we have that 
[~(g(p), u)]~ = [8(g(q), u)]~, 
for all u in I. Using the fact that g is an automorphism, we get 
[g(~(p, u))]~ = [g(~(q, u))]T, 
so that [~(p, u)]~, = [~(q, u)], , .  Thus (~g, r~) is a partition pair. 
PROl~OSZTIO~ 4.4. Let ~r and ~" be any two partitions on the state set of 
the automaton A = (Q, I, ~) and let g be an automorphism of A. Then 
[p]~ N [q]~ = /2f i f  and only i f  [g-1(p)]~ N [g-Z(q)],, = ~,  where p 
and q are in Q. 
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Proof. Let r be a state in Q. Then 
r E [g-l(p)]~ N [g-l(q)],~, 
if and only if [g-l(g(r))]~g : [g-l(p)]~, and [g-~(g(r))]~ = [g-l(q)],~, 
if and only if [g(r)]~ = [p]~ and [g(r)]~ = [q]~, 
if and only if g(r) E [p]~ ['l [q]~. 
Thus [p]~ n [q]~ = ~ if and only if [g-l(p)]~ fl [g-~(q)]~ = ~.  
In Section 5 we will construct decompositions by using partitions of the 
form r~ to code the states of the automaton. In order for these encodings 
to be unique, we must restrict our attention to partitions with the fol- 
lowing property. 
DEFINITION. Let r be a nontrivial partition on the state set of the 
automaton A = (Q, I, ~), and let G be a subgroup of G(A). Then r 
is said to be admissible relative to G if and only if 
]-I r~ = the zero partition on Q. 
gE(/ 
Of course, if G(A) is trivial, there are no admissible partitions for A. 
The next result guarantees the existence of admissible partitions for 
almost all automatons which have a nontrivial automorphism group. 
TH~OnEM 4.5. I f  A = (Q, I, ~) is an automaton with more than two 
states, and G is a nontrivial subgroup of G( A ), then there is at least one 
partition on Q which is admissible relative to G. 
Proof. Case 1: G is transitive. Let p be any state in Q and define r 
as the two-block partition, where one block is composed of the single 
state p and the other contains all of the remaining states. Since there 
are more than two states in Q, r is nontrivial. Let q and r be any two dis- 
tinct states in Q. Since G is transitive, there is an automorphism g in G 
such that g(q) = p andg@) ~ p. Thus [g(q)]~ ~ [g(r)]~ and [q]~= ~- 
[r]~,. But this implies that any two distinct states are in different blocks 
of rg, for some g in G and must therefore be in different blocks of r(G). 
Hence r(G) must be the zero partition on Q and r is admissible relative 
to G. 
Case 2: G is not transitive. Since G is nontrivial, there is a state p 
and an automorphism g in G such that g(p) # p. Since G is not transi- 
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tive, there is a state q such that g(p) ~ q, for any g in G. Let r be the 
partition which identifies only p and q; that is, the only block of r which 
contains more than one state is the one composed of the two elements 
p and q. Now g(p) ~ p and g(p)~ q, so that [g(p)]~ ~ [g(q)]~ and r 
is admissible as in Case 1. 
5. ITERATIVE DECOMPOSITION 
The decomposition technique developed in this section will produce 
networks which are not only iterative but also "uniformly connected" 
in a manner similar to that proposed by Wagner (1966). Loosely speak- 
ing, a network is uniformly connected if its connection graph "looks the 
same" from any node. Wagner has given a precise definition to this con- 
cept and has shown that a graph satisfies this condition if and only if it 
is a "group graph." We will use the following definition of a group graph 
which differs slightly from the one used by Wagner. 
Given a group G and a subset X of G, we define the graph of G relative 
to X in the following way. There are as many nodes as there are ele- 
ments in G, and each node is labeled with a different element of G. There 
is an edge labeled x and directed from node gl, to node g2 if and only if 
there is an element x in X such that gi = g2x. A group graph is any 
directed graph whose edges and nodes can be labeled in such a way 
that it is a graph of some group. 
We now show how the decomposition technique described in Section 3 
can be used to produce uniformly connected, iterative decompositions. 
T~EORE~ 5.1. Let A = (Q, I, ~) be a finite automaton with more than 
two states and with a nontrivial automorphism group G(A ). Then if G is 
any nontrivial subgroup of G(A ), there exists an iterative decomposition of
A whose connection graph can be labeled so as to produce a graph of the 
group G. 
Proof. The first step in the construction of a decomposition is the se- 
lection of partitions to be used as the state sets of its components. Let 
r be a partition on Q which is admissible relative to G. Now if G consists 
of the n elements gl, g2, "-- , g~, then the partitions r~l, rg~, . . .  , 
r~,, can be used for this purpose. Indeed, since r is admissible relative to 
G, each of these partitions is nontrivial and their greatest lower bound 
r(G) is the zero partition on Q. Thus they satisfy the conditions de- 
scribed in Section 3. 
The next step is to select, for each partition r~, a subset of G which 
can be used to identify those components which will be direct predeces- 
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sors of A~, the component corresponding to rg. To this end, let, X be a 
subset of G such that (r(X), r) is a partition pair for A. For every g in 
G, let gX denote the set {gx Ix ~ X}. Then 
oaEX ~aEX xEX 
due to Assertions 4.1 and 4.2. Finally, using Proposition 4.3, we con- 
clude that (r(gX), to) is a partition pair for every g in G. We can now 
construct a decomposition using the partitions ro and corresponding 
sets gX in the same way that the sets J i  were used with the partitions 
r~ in Section 3. 
We must now show that the don't care conditions of the components 
of this decomposition can be filled in such a way that any two of the 
resulting automatons are isomorphic. The component corresponding to 
partition ro is given by 
Ag = (%,  r(gX) X 1,8~), 
where 
ao(M,o, [v]~-~), u) = [~(q, u)]~o, 
for all q in Q and u in I. In order to specify the don't care conditions, 
first select a state p0. Then if [q,]~, [7 [q2]~(~x) = 25, define 
, , = [v (p0)],~. 
If e denotes the identity element of G, we now show that A~ is iso- 
morphic to A~, for any g in G. To this end, let the function f , ,  mapping 
r, = r onto r~ be defined by 
f~ (M,.) -~ = Iv (q ) ] ,~ ,  
for all q in Q. Next define the function f2, which maps T(X) X I onto 
r(gX) X I, by 
, = (It (q ) ] . (~) ,  u) ,  
for all q in Q and u in I. 
Now if q is any state in Q and u an input in I, we have 
fKa~([q]r, [q].(.), u)) = k([a(~, u)].) 
= [g-'(a(q, u))],, 
= [~(g-* (q ) ,  u)],o 
- ~([g (q) ]~ [g-'(q)].<~.. u) 
a~(k(M. ) ,  -1 = £( [v  (q ) ]~) ,  ~) ) .  
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On the other hand, if [ql]~ (] [q2]~¢x) -- ~ ,  we have 
~l(~e([q,]~, [q~]~x), u) ) = f~([p0]~) 
= [e-~(p0)],, .  
But in this case we also have [g-l(ql)]~ 71 [g-l(q2)]~(gx) = y~" due to 
Proposition 4.4 so that 
= [e-~(p0)]~,. 
The.pair (fl, fi) is therefore an isomorphism of A~ onto An. It follows 
that any two components are isomorphic and the resulting decomposi- 
tion is iterative. 
That the connection graph of this decomposition is a group graph 
follows easily from this construction. Indeed, there is one node in the 
graph for each component in the decomposition. We can therefore label 
the node corresponding to component A~ with the group element g. 
Now there is an edge directed from node gl to node g2 if and only if Ag~ 
is a direct predecessor f Ag~ which occurs if and only if g~ is in the set 
g2X. But this is equivalent to the statement that there is an element x
in X such that g~ = g2x. If we label the edge from g~ to g2 with this 
element x, we see that the resulting raph is just the graph of G relative 
to the subset X. This completes the proof. 
In order to illustrate the application of this theorem, consider the au- 
tonomous finite automaton defined by the state-transition table in Fig. 1. 
It can be easily demonstrated that the following permutations on the 
state set of A are automorphisms. 
g~ = (14) (23) (56). 
g~ = (13) (24) (56) .  
g~ = (12) (34) .  
g4 = the identity permutation. 
Furthermore, the set 
G = {gl, g2, g3, g4}, 
in a subgroup of the automorphism group G(A) and can be used to con- 
struct an iterative decomposition f A. Note that since there are four 
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PRESENT STATE NEXT STATE 
FIG. I. Automaton  A 
elements in G, there will be four components in the resulting decom- 
position. 
The first step in the construction is to select a partition which can be 
used to code the states of A. To this end, let 
r = {3~; 1,2,4,6,7}. 
Then 
rg 1 = {2,6; 1,3,4,5,7}, 
to, = {1,6; 2,3,4,5,7}, 
vg~ -- [4,5; 1,2,3,6,7}, 
g2 
gl gl 
g2 
FIG. 2. Connection graph for the decomposition of A 
434 JvMP 
and 
Tg 4 ~--- T .  
The greatest lower bound of these four part it ions is the zero part i t ion 
so that  r is admissible relative to G and can be used in the construction. 
Note that  since r has two blocks, each component will be a two state 
automaton.  
I f  we now let X = {gl, g2}, then 
v(X)  - rg1.rg: = {i; 2; 6; 3,475,7} 
and it can be easily shown that  ( r (X ) ,  r) is a part it ion pair for A. 
Thus X can be used to connect the components. Indeed, the direct 
predecessors of component A~ will be the components indexed by the 
set g+X, for i = 1,2,3,4. Since 
glZ = {g4, ga}, 
and 
g2X = {gs, g4}, 
g3X = {g~, gl}, 
g.v  = {el, g2}, 
the decomposit ion will have the connection gre~ph of Fig. 2. 
~'~'~INPUT 
STATE-~.  / w = {1} x = {2} y = {6} z = {3,4, 5, 7} 
{3, 5} - ,  - -  - -  - -  q 
q= {1, 2, 4, 6, 7 ] ] p p q q 
FIG. 3. Component Ao4 
~INPUT 
STATE~"~.  1 
p = {2, 6} i 
q= {1,3,4,5,7} t 
w = {3} x = {4} y = {5} z = {1, 2, 6, 7} 
P P 
FIG. 4. Component Agi 
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The component indexed by the group identity g4 is given by 
A°, = 0", r(X),  ~4), 
where 54 is defined in Fig. 3. 
The other components are constructed in the same way using rg~ 
and r (g iX )  for component A~.  To illustrate that the resulting com- 
ponents are isomorphic, consider A~I. Since 
• (glZ) = {~; 4; 5; 1,2,6,7}, 
this component is given by 
Aol = ( rg~ , r (g iX )  , ~1) ,
where ~1 is defined in Fig. 4. 
The "don't-care" entries can obviously be filled so that the resulting 
automatons are isomorphic. 
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