ABSTRACT Shape from focus is a passive optical technique that uses multiple images with different focus levels. To compute the sharpness of each pixel in the image sequence, obtained by translating the object plane at a constant step size along the optical axis, focus measure operators are used. However, the focus measure operators do not provide the accurate focus value of the center pixel due to information loss between consecutive frames. In this paper, a local regression is proposed as a new fitting method for the focus curves. This method fits the focus curves, obtained by using one of the focus measure operators, by utilizing the weighted least squares regression as non-parametric regression. The experiments are performed on synthetic and real objects to demonstrate the effectiveness of the proposed method.
I. INTRODUCTION
Estimating the 3D shape of an object from 2D images is a fundamental task in computer vision applications. Numerous 3D shape recovery algorithms have been reported in literature, [1] - [7] and can be categorized into active and passive methods. Active methods use the projection of light rays, [8] - [10] , while passive methods utilize the reflection of light rays, [11] - [14] . Shape from Focus (SFF) is one of the passive methods, which uses multiple 2D images with different focus settings, [15] . For SFF, an object on a translational stage is moved at a predetermined step size along the optical axis. In each step, a 2D image, in which a specific part is focused and the other part is defocused, is acquired. After obtaining the image sequence, a focus measure operator, such as Sum of Modified Laplacian (SML), Gray Level Variance (GLV), and Tenenbaum (TEN), is applied to each 2D image for computing the focus value of each pixel, [16] , [17] . However, these focus measure operators do
The associate editor coordinating the review of this manuscript and approving it for publication was Senthil Kumar. not provide optimal depth estimation due to information loss between consecutive frames. To solve this problem, many approximation techniques have been investigated in literature, [18] - [22] . Conventionally, the focus curve obtained after application of the focus measure operator has been modeled as Gaussian function, [15] , polynomial function, [23] , and Lorentzian-Cauchy function, [24] , etc. These focus curve models are either unable to estimate accurate depth or result in high computation time. In this manuscript, a new fitting method, Local Regression (LOREG), is proposed, which not only provides optimal depth estimation but also low computation time. LOREG method utilizes weighted second polynomial model, which minimizes the error between the original focus curve, acquired after applying the focus measure operator, and the fitting curve, [25] , [26] . This manuscript is organized in the following way. The focus measure operators and approximation techniques for the focus curves are discussed in Section 2. Proposed method for optimal fit of the focus curves is presented in Section 3, followed by the results and discussions in Section 4. Finally, Section 5 concludes the manuscript. 
II. RELATED WORK A. SHAPE FROM FOCUS
Shape from Focus (SFF) techniques recover the 3D shape of an object from multiple 2D images. These images are obtained by moving the object at a constant step size along the optical axis, so that the images have different focus levels. The main objective of SFF is to acquire an optimal depth map, by computing the object distance with the best focus value for each point object. Fig. 1 shows the basic image formation in a convex lens. If an object point with the distance u is well focused, a clear image is obtained on image detector with fixed distance v. The distance u can be calculated by utilizing the Gaussian lens formula as:
where, f is the focal length, u is the object distance from the camera, and v is the image distance from the camera. If an object point with distance u is not well focused, an unclear image having a blur circle of radius R is acquired on the image plane. This blurred image is the convolution of the original image and the point spread function (PSF), [27] . After computing all object distances, for which all corresponding images are on the image detector with the distance 'v', 3D shape of the object is recovered. Generally, SFF techniques can be divided into two main stages: focus measure and approximation techniques. Initial depth map, with the best focus quality for each pixel in the image sequence, is acquired by maximizing the focus measure. Then, the depth map is refined by using approximation techniques.
B. FOCUS MEASURE OPERATORS
Focus measure (FM) operator is used for computing the focus value of each pixel in the image sequence. By maximizing the focus measure, optimal depth map with the best focused frames is acquired. Focus measure operators can be divided into six groups: gradient based operators, Laplacian based operators, wavelet based operators, statistics based operators, discrete cosine transform (DCT) based operators, and others, [16] , [17] , [28] , [29] . Gradient based operators compute the focus values through first derivative of each pixel. Since the gradient in the sharpest pixel is maximum, best focused position can be easily found. Tenenbaum (Ten) is a typical example of this group. Laplacian based operators calculate the focus values by a well-known Laplacian operator which is the point and symmetric operator. If the Laplacian operator, using second derivatives, presents maximum value in a pixel, the amount of edge in the pixel is maximum, and hence best focused position can be found. Modified Laplacian (ML) and Sum of Modified Laplacian (SML) are examples of this group. Wavelet based operators compute the focus values through coefficients of the discrete wavelet transform (DWT), which provides the information of frequency and spatial content for each pixel. By utilizing the coefficients, an optimal depth map can be acquired. Representative operators in this group are sum of wavelet coefficients and variance of wavelet coefficients. Statistics based operators calculate the focus values by using several statistics. Gray Level Variance (GLV) is one of the statistics based operator, which employs the image variance. Discrete cosine transform based operators take advantage of the coefficients of the DCT, utilizing the frequency content for each pixel. An optimal depth map can be obtained similar to DWT based operators. There are some other focus measure operators that do not belong to any of these groups, e.g. Brenner's measure, image contrast, image curvature, etc.
C. APPROXIMATION TECHNIQUES
Initial focus curves, obtained after applying one of the focus measure operators to each pixel in the image sequence, have a critical problem of information loss between consecutive frames. Therefore, initial focus curves provide erroneous depth map. To solve this issue, many approximation techniques have been investigated for modeling the focus curves. Nayar and Nakagawa, [15] , presented the Gaussian model as:
where, z is the position of image frame, a 1 is the peak of the modeled focus curve, b 1 is the standard deviation of the modeled focus curve, and c 1 is the optimal depth obtained by the modeled focus curve. This modeling technique requires a lot of computation time and results in low accuracy of 3D shape recovery. Subbarao and Tyan, [23] , proposed the quadratic model as follows:
where, a 2 , b 2 , and c 2 are coefficients of the modeled focus curve and z is the position of image frame. Although the computation time is somewhat improved, this modeling method also results in low accuracy of 3D shape reconstruction similar to the Gaussian model. Muhammad and Choi, [24] , presented the Lorentzian-Cauchy model as:
where, a 3 is the amplitude, b 3 is the half width at half maximum (HWHM) parameter, c 3 is the optimal depth acquired by the modeled focus curve, and z is the position of image frame. Although this modeling technique significantly improves the accuracy of 3D shape recovery, it requires a great deal of computation time.
III. MATERIALS AND METHODS
The methods presented in Section 2 are difficult to fit precisely to all sample data, focus values obtained by one of focus measure operators along the optical axis, with multiple distributions because they are parametric regression methods that fit a particular model to all sample data. In this manuscript, local regression (LOREG) is proposed. LOREG is a non-parametric regression that improves accuracy by fitting a specific model to the sample data in the interval according to the distribution of sample data in each interval by dividing the sample data. LOREG becomes attractive because it is not only simple, but it is also computationally faster than other conventional curve fitting methods. There are n training points defined in 2D coordinate system. These training points are focus values acquired by SML along the optical axis for curve fitting, and each training point can be a target point sequentially. Local regression (LOREG) curve is fitted at each target point sequentially by using only the training points in predetermined interval around the target point, [30] . Fig. 2 shows a graph of curve fitting of SML focus values as training points using the proposed LOREG algorithm. In Fig. 2 , z is the position of each image frame in image sequence and f is corresponding focus value in z. The fitting method, which is a non-parametric method, consists of four steps, [31] - [33] . First, by adjusting the span s, which is the fraction of the all n training points that are utilized for curve fitting in each interval, The subset of training points used for curve fitting in each interval comprises the n × s points. Thus, s determines how much training points will be used for curve fitting in each interval. Second, a weight is assigned to a training point in the neighborhood in the following way: if the s is less than 1, the tri-cube weight function is used as (5) . where, i is the number of neighboring training points, w(i) is the weight value at the neighboring training points, and d(i) is horizontal distance between the target point and the neighboring training point, scaled in the range between '0' and '1'. i is assigned from 1 to n in order from left to right of neighboring training points. The weight function w(i) gives the most weight to the training points nearest the target point and the least weight to the training points that are furthest away. The utilization of the weights is based on the idea that training points near each other are more likely to be related to each other than training points that are further apart. The weight function is shown in Fig. 3 . If the s is greater than '1', all training points are used for a fit. s controls the flexibility of curve fitting. When s is set too small, it is difficult to precisely fit the curve due to insufficient training points around the target point. When s is set too large, overfitting occurs, consequently increasing the error. Therefore, setting the appropriate s is important. In this manuscript, s is set as 0.3 by repeated experiments. Third, weighted least squares regression is applied using the neighboring training points and the weights obtained above as follows:
where, f (i) is vertical distance of neighboring training points and β 0 , β 1 , and β 2 are the coefficients of the 2nd polynomial model at neighboring training points. Generally, the polynomial model of first or second degree is used. In this manuscript, second degree polynomial modelf (i) is utilized for fitting accuracy.f (i) is represented as β 0 + β 1 ·z (i) + focus curves approximated by the LOREG algorithm along the optical axis, optimal depth map, a set of fitted target points with the best focus values in the approximated focus curves, is obtained. The summary of the proposed method is presented in Fig. 4 .
IV. IMAGE ACQUISITION SYSTEM
Simulated and real objects were used for the experiments as shown in Fig. 5 . A simulated wave was utilized as a simulated object image. The images for the simulated wave were obtained using a camera simulation software, [34] . The dimensions of the image sequence are 360 × 360 pixels with 80 images. All 80 images have different focus levels, such that some focused parts of each image are different because the object plane is moved with a constant step size along the optical axis. For real objects, three objects were used, LCD-TFT filter, back of US one penny coin and image of Letter-I. The LCD-TFT filter object is specific part of an LCD color filter, and its image sequence has the dimensions of 300 × 300 pixels with 60 images. Second image sequence is from a coin, which is Lincoln's head from the back of a US penny. This image sequence has the dimensions of 300 × 300 pixels with 68 images. The images of letter I are acquired by engraving the letter in the metallic surface. This image sequence has the dimensions of 300 × 300 pixels with 60 images. The images for the real objects were obtained by means of a microscopic control system (MCS), [35] . The system is composed of a personal computer integrated with a frame grabber board (Matrox Meteor-II) and a CCD camera (SAMSUNG CAMERA SCC-341) mounted on a microscope (NIKON OPTIPHOT-100S). Computer software obtained the images by controlling the object position through a stepper motor driver (MAC 5,000), possessing a 2.5nm minimum step size. The image sequences of coin and letter-I were acquired via the MCS under 10× magnification, while the image sequence of LCD-TFT filter was obtained through the MCS under 50× magnification. The sampling step size of each image sequence is 309mm for the simulated wave, [24] - [34] , 6.191µm for the coin, 1.059µm for the LCD-TFT filter, and 1.529µm for the letter-I, [24] - [35] , respectively.
V. RESULTS
To demonstrate the effectiveness of the proposed method, four metric measures were used: root mean square error (RMSE), correlation, peak signal-to-noise ratio (PSNR), and calculation time. RMSE shows the amount of error, which is the difference between estimated result and actual result, [20] . The lower the RMSE, the better the performance. Correlation indicates the degree of similarity between the actual result and the estimated result, [20] . The higher the correlation, the better the performance. PSNR shows the ratio between the maximum possible power of a signal and the power of corrupting noise, [36] . The higher PSNR corresponds to better performance. Finally, calculation time is the computational cost to get the final estimated result. The faster calculation time leads to better performance. For performance comparison, three conventional curve fitting methods were used: shape from focus using Gaussian interpolation (SFF.GI), [15] , shape from focus using polynomial regression (SFF.PR), [23] , and shape from focus using LorentzianCauchy function (SFF.LC), [24] . Fig. 6 provides the focus curves obtained by these approximation methods for different object points. SML was utilized as the standard for comparison. It is clear from Fig. 6 that SFF.LR (LOREG) is closer to SML than other curve fitting methods for different object points. Table 1 and 2, present the quantitative comparison of the focus curves using RMSE and correlation. RMSE and correlation presented in (7) and (8), respectively, are changed to two-dimensional form in Table 1 and 2, respectively. In Table 1 and 2, SFF.LR (LOREG) has the best performance for all object points. SFF.LC (LorentzianCauchy) has the second best performance except in simulated wave. SFF.GI (Gaussian) and SFF.PR (Polynomial) provide low performance for most object points. Fig. 7 and 8 show the graphical representation of Table 1 and 2, respectively. In Fig. 7 , the RMSE values in Table 1 are scaled between 0 and 1 for each experimental object. It is clear from Fig. 7 and 8 that overall performance of SFF.LR is the best for all object points. For performance comparison of 3D shape recovery results, true depth map of simulated wave is shown in Fig. 9 . Fig. 10 provides the 3D shape recovery of simulated wave by using several approximation methods. It is obvious from VOLUME 7, 2019 Fig. 10 that the object surface recovered by utilizing SFF.LR is smoother than those obtained using other approximation methods. Table 3 presents the quantitative comparison of the 3D shapes reconstructed by several approximation methods for simulated wave using RMSE, correlation, and PSNR.
In RMSE and PSNR comparisons, SFF.LR is best followed by SFF.GI and SFF.LC, and lastly by SFF.PR. In correlation comparison, SFF.LR is best followed by SFF.LC and SFF.PR, and then SFF.GI at the end. Fig. 11 shows the graphical representation of Table 3 . In Fig. 11 , RMSE and PSNR values in Table 4 are scaled between 0 and 1, respectively. It is clear from Fig. 11 that SFF.LR provides the best performance of 3D shape recovery for all objects. Fig. 12 shows the 3D shape recovery of the real objects by using several approximation methods. It is seen from Fig. 12 that SFF.LR is better than the other methods. Table 4 presents the computational time of several approximation methods for experimented objects. The computation time in Table 4 is expressed in seconds. It is clear from the table that SFF.LR is best followed by SFF.PR and SFF.GI, then at last SFF.LC, for all experimented objects. The experimental results prove that proposed method is the most effective fitting technique in terms of accuracy and computational cost.
VI. CONCLUSIONS
In this manuscript, an optimal curve fitting method, local regression, for optimizing image focus is proposed. This method is implemented by adjusting the span, which is the fraction of all training points, and applying the weighted least squares regression with neighboring points defined by the span. For experimentation, synthetic and real objects were used including simulated wave, coin, LCD-TFT filter, and letter-I. Various experiments were performed with conventional curve fitting methods for performance comparison. From the experimental results, it can be concluded that the proposed method is superior to other conventional methods in terms of accuracy and computational cost. In the future work, a cross-validation method can be employed for selecting the optimal span value automatically. 
