Abstract. We show that each general Haar system is permutatively equivalent in L p ([0, 1]), 1 < p < ∞, to a subsequence of the classical (i.e. dyadic) Haar system. As a consequence, each general Haar system is a greedy basis in
Introduction. By a general
Haar system corresponding to a dense sequence T = {t n : n ≥ 0} ⊂ [0, 1], we mean a sequence of orthonormal (in L 2 ([0, 1])) functions which are constant on intervals generated by the points of the sequence T -it is constructed analogously to the classical dyadic Haar system, but with the sequence T used instead of the sequence of dyadic points. (For a more detailed description of general Haar functions, see Section 2.2.)
It has been shown by L. E. Dor and E. Odell [3] (cf. also the monograph [9] ) that there are pairs of general Haar systems which are not equivalent in any L p ([0, 1]), 1 < p < ∞, p = 2. They have also asked whether there exist general Haar systems which are not permutatively equivalent in these spaces. (Recall that two basic sequences in a Banach space are called permutatively equivalent if one of them is equivalent to some permutation of the other.) In the present paper, we prove that each general Haar system is permutatively equivalent in L p ([0, 1]), 1 < p < ∞, to some subsequence of the dyadic Haar system (Theorem 3.2). We also give an example of a general Haar system which is not permutatively equivalent to the whole dyadic Haar system (Theorem 4.6).
The second topic of the paper concerns general Haar systems and their tensor products as greedy bases in L
Let us recall the concepts of greedy approximation and greedy basis (cf. e.g. [7] ).
Let (X, · ) be a real Banach space with a normalized basis X = {x n : n ∈ N} (i.e. x n = 1). For x ∈ X with x = ∞ n=1 a n x n and m ∈ N, consider a subset G(m, x) ⊂ N of cardinality m such that min n∈G (m,x) |a n | ≥ max n∈N\G (m,x) |a n |.
(There is some ambiguity in the choice of the set G(m, x), but our considerations do not depend on the particular choice.) Then the mth greedy approximation of x with respect to the basis X is defined as
a n x n .
In addition, consider the mth best approximation of x with respect to X :
Clearly, σ m (x, X ) ≤ x − G m (x, X ) . Now, the basis X is called greedy if there is a constant C > 0, independent of m, such that for each m ∈ N and x ∈ X,
It has been shown by V. N. Temlyakov [10] [7] have given a characterization of greedy bases in Banach spaces, recalled in Section 2.1 below (see also P. Wojtaszczyk [13] for more general results in this direction). As a consequence of the results of [10] , [7] [10] ). However, concerning the tensor product case, the example presented by V. N. Temlyakov [11] shows that for p = 2 the bases consisting of the tensor products of the dyadic Haar system are not greedy in L
In contrast to this result, in Section 4.3 we give an example of a sequence of points such that the tensor products of the corresponding general Haar system are greedy in L
To simplify the notation, by C, C p etc. we denote constants whose value may be different at each occurrence; a ∼ b means that there are constants c 1 , c 2 > 0 such that c 1 a ≤ b ≤ c 2 a. For a set A, #A is the cardinality of A, |A| the Lebesgue measure of A, and χ A the characteristic function of A.
Preliminaries

Characterization of greedy bases in Banach spaces.
In what follows, we need the characterization of greedy bases given in [7] .
Following [7] , we call a normalized basis X of a Banach space (X, · ) democratic if there is a constant C > 0 such that for each m ∈ N and P, Q ⊂ N with #P = m = #Q,
For completeness, let us also recall the definition of unconditional basis: a basis X of a Banach space (X, · ) is called unconditional if there is a constant C > 0 such that for each x ∈ X with x = ∞ n=1 a n x n and for each sequence ε = {ε n : n ∈ N} with ε n ∈ {−1, 1},
Now, the characterization of greedy bases from [7] is as follows: A normalized basis X of a Banach space (X, · ) is greedy if and only if it is democratic and unconditional.
Moreover, if a basis X is unconditional and democratic, then the constant in (1.1) depends only on the constants in (2.1) and (2.2). 
Definition and basic properties of general
We call h I the Haar function corresponding to I = I ∪I ; clearly, h I depends on the decomposition I = I ∪ I , but for simplicity it is suppressed in the notation.
Observe that
, and for 0 < p < ∞,
This implies that
We will also need general Haar functions normalized in L
n is unique). Let I n , I n be intervals obtained by dividing I n by the point t n . The Haar system corresponding to T is defined as follows:
The Haar system corresponding to T is denoted by H T . For convenience, below we write δ n = δ I n , ∆ n = ∆ I n etc.
The classical Haar system (i.e. corresponding to the sequence of dyadic points D = {0, 1, 
is a sequence of martingale differences (with the Lebesgue measure on [0, 1] as probability measure, and the sequence of σ-fields generated by H T ), it follows from D. L. Burkholder's results on unconditionality of martingale differences (cf. [1] , [2] ) that every general Haar system is an unconditional basis in L p ([0, 1]), 1 < p < ∞, and (2.10)
), ε n = ±1 and {a n : n ≥ 1} are any real coefficients. This fact and Khinchin's inequality imply that for each p with 1 < p < ∞, there are finite constants C p , c p > 0 such that for each T and real coefficients {a n : n ≥ 1},
We will need the maximal inequality of C. Fefferman and E. Stein (cf. e.g. Theorem 1 in Chapter II of [12] ). Let M f denote the Hardy-Littlewood maximal function of f . Then for each p with 1 < p < ∞, there is a constant
Now, we state some properties of general Haar functions which are needed later on. 
so by the definition of α I , β I (cf. (2.5)),
which implies (2.13).
As h 
General
) ⊂ I (in case there are two such η's, we take the smaller one). Now, we associate with h I the dyadic Haar function with support [
which implies
Moreover, it follows from (3.1)-(3.2) and (2.7) that
Now, for a given sequence T dense in [0, 1], with the corresponding Haar system H T = {h n : n ≥ 1}, consider τ : N → N given by (3.5) τ (1) = 1, τ (n) = π(I n ) for n ≥ 2. It follows from (3.3) and (2.12) that for each p with 1 < p < ∞ there is a constant C p > 0 (depending only on p) such that for each T and real coefficients {a n : n ≥ 1},
This inequality and Proposition 2.2 imply that there are C p , c p > 0 (depending only on p, 1 < p < ∞) such that for each T and real coefficients {a n : n ≥ 1},
Moreover, the following lemma shows that τ is an injection:
As τ is an injection, {H τ (n) : n ≥ 1} is a permutation of some subsequence of the dyadic Haar system {H n : n ≥ 1}. This fact in combination with (3.6) and (2.11) gives [10] (see also [13] for a simplified proof); moreover, it has been shown that there are constants C p , c p > 0 (depending only on p) such that for any m ∈ N and sequence
General Haar systems and greedy approximation in
This inequality, (2.11), (3.4) and Theorem 3.2 imply that for each p with 1 < p < ∞, there are constants C p , c p > 0 such that for each sequence T with the corresponding general Haar system (normalized in L
, and for any m ∈ N and sequence n 1 < . . . < n m ,
; recall that it is also unconditional (cf. (2.10)). Combining this with the characterization of greedy bases proved in [7] , i.e. that a normalized basis in a Banach space is greedy if and only if it is unconditional and democratic (cf. Section 2.1), we get 
Comments
Remark 1. In this paper, we discuss only general Haar systems based on intervals and partitions of intervals into intervals, but one can replace in (2.3) and (2.5) intervals I, I , I by arbitrary measurable sets A, A , A with positive Lebesgue measure, and consider general Haar systems corresponding to sequences A = {A n : n ∈ N} of sets. More precisely, let (Ω, F, P ) be a non-atomic probability space, and let (F n , n ∈ N) be an increasing sequence of σ-fields, F n ⊂ F, such that F n is generated by a set A n of atoms with #A n = n and A n+1 is obtained by splitting one of elements of A n into two disjoint subsets, and lim n→∞ max A∈A n P (A) = 0. Then A = n∈N A n , and the function h A,n is defined by a formula analogous to (2.5), but with A = A ∪ A such that A ∈ A n and A , A ∈ A n+1 , A ∩ A = ∅. However, one then constructs a sequence I A = {I n : n ∈ N} of intervals and a measure preserving mapping :
Thus, Theorem 3.2 is also valid for Haar systems corresponding to A, with the subsequence and its permutation τ being the same as for I A . Moreover, it follows that {h A,n,p : n ∈ N} is a greedy basis in its span in L 
, belong to M, and the order of functions is induced by the order in H D . Note that M is a sequence of martingale differences (with respect to the sequence of generated σ-fields). Now, taking 1 < p < ∞, p = 2, and m normalized elements of M of the form Remark 5. In [6] , general Franklin systems (i.e. orthonormal systems of piecewise linear functions corresponding to quasi-dyadic partitions) have been discussed. In particular, it has been proved that if the corresponding sequence of partitions is weakly regular (for the definition we refer to 
Tensor products of general Haar systems in
with the constant C p,d depending only on p, d; this was conjectured by V. N. Temlyakov [11] . It is also known that the factor (log m)
is optimal (cf. [11] , [13] ). Inequality (4.3) and Theorem 3.2 imply that for each d ∈ N and p with 1 < p < ∞, there is a constant C p,d such that for all sequences
Clearly, the factor (log m)
is optimal for the class of all tensor products of general Haar systems, but it may not be optimal for a particular choice of T 1 , . . . , 
The sequence U S = {u n : n ≥ 0} is now defined as the points of the set ∞ ν=0 U S,ν , with the following natural order: for each pair ν 1 < ν 2 , the points from U S,ν 1 precede those from U S,ν 2 , and for each ν, the points in U S,ν are in increasing order.
Let J n be the interval corresponding to u n in U S . By the construction of U S we have
Moreover,
We consider the following sequences S: 
Then there is a constant C λ,d > 0 (depending only on λ and d) such that
Proof. This is checked by induction on d. It is clear that it holds for d = 1 with C λ,1 = 1. Now, let d > 1 and suppose that m ∈ N admits a representation m = s λ,ν 1 
and consequently, by the induction hypothesis,
Thus, it is enough to put
Assume that for each j there are constants C j , c j > 0 such that for any sequence {a n : n ∈ N} of real coefficients,
. This is an immediate consequence of Fubini's theorem.
The following lemma is the main step in the proof of the democracy of
the system consisting of all tensor products of elements of H
Proof. The proof of (4.9) is similar to the proof of Lemma 9 in [13] .
Let m ∈ N and n 1 , . . . ,
Setting n i = (n i,1 , . . . , n i,d ) , let ν i,j be such that u n i,j ∈ U S λ ,ν i,j . It follows from (4.5) and (4.8) that
Now, (4.6) and Fact 4.2 imply that there is b d > 0, depending only on λ and d, such that
By similar arguments
which gives inequality (4.9). Inequality (4.9) implies
This equivalence, combined with Proposition 2.2 (cf. also (2.5), (2.7)) and Fact 4.3, gives
i.e. inequalities (4.10). 
the system consisting of all tensor products of the general Haar system corresponding to
Proof. By the results of [7] , a normalized basis is greedy iff it is unconditional and democratic. Unconditionality of 
Thus, there are general Haar systems which are not permutatively equivalent.
Proof. Let {h n : n ∈ N} and {H n : n ∈ N} be the general Haar systems corresponding to U S λ and to the dyadic Haar system, respectively.
Fix p, 1 < p < ∞, p = 2. Suppose that there is a permutation ξ :
, by its unconditionality and inequality (4.10) from Lemma 4.4. On the other hand, the example presented in [11] shows that {H n 1 ,p ⊗H n 2 ,p : -norms of the appropriate square functions-more precisely, we are going to prove that inequality (3.6) can be extended to the case p = 1. However, as there is no analogue of the Fefferman-Stein maximal inequality for p = 1, the method of proof is now different-the proof is based on the method developed by G. G. Gevorkyan and used e.g. in the study of Franklin series in L p and H p with 0 < p ≤ 1 (cf. e.g. [5] ). Note that the results of Section 3 can also be obtained by this method (for 1 < p < 2 directly, and then by a duality argument also for 2 < p < ∞); however, we have decided to present also the argument given in Section 3 because of its simplicity.
Theorem 5.1. Let T be a dense sequence of points in [0, 1] , with the corresponding general Haar system H T = {h n : n ∈ N}. Let τ : N → N be given by formula (3.5) . Then there are constants C, c > 0, independent of T , such that for each sequence {a n : n ∈ N} of real coefficients,
For the proof, the following technical lemma is needed:
Lemma 5.2. Let T be a sequence of points. Let I n i , i ∈ N, be a sequence of intervals corresponding to points
In addition, the intervals I n 1 , . . . , I n M are disjoint.
Proof. First, assume that M = 1; clearly, we can also assume that
For fixed j and l j ≤ i ≤ k j , the intervals I n i are disjoint and included in I n l j , so
By similar arguments we check that
This inequality, together with (5.2)-(5.4), gives For a fixed sequence {a n : n ∈ N} of real coefficients, put
Using this inequality we obtain As {n ∈ N : a n = 0} ⊂ r∈Z N r , the above inequality, together with the definitions of S(·), E r , B r and the fact that M * is of weak type (1, 1), implies For a given sequence T of points and the corresponding Haar system H T = {h n : n ∈ N}, let H ε n a n h n 1 , where ε n = ±1. 
