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a b s t r a c t
Pattern generation methods for the Logical Analysis of Data (LAD) have been term-
enumerative in nature. In this paper, we present a Mixed 0–1 Integer and Linear
Programming (MILP) approach that can identify LAD patterns that are optimal with
respect to various previously studied and new pattern selection preferences. Via art of
formulation, the MILP-based method can generate optimal patterns that also satisfy user-
specified requirements onprevalence, homogeneity and complexity. Considering thatMILP
problemswith hundreds of 0–1 variables are easily solved nowadays, the proposedmethod
presents an efficientwayof generating useful patterns for LAD.With extensive experiments
on benchmark datasets, we demonstrate the utility of the MILP-based pattern generation.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Binary classification is a classical problem in data mining andmachine learning that deals with the discrimination of two
types of data, namely, positive (+) and negative (−). The breadth of practical applications of binary classification iswide, and
binary classification problems arise in clinical medicine [1–5], the scoring of credit card applications [6], the prediction of
defects during the assembly of disk drives [7], face detection [8] and the scouting of professional athletes [9], to name a few.
Furthermore, a multicategory classification problem can be solved via sequential solution of binary classification problems
of one type against the rest or the remaining [10,11].
Supervised binary classification is aimed at discovering a classification/decision rule onpast (training) data to classify new
(testing) observations in a manner consistent with the past classifications. The Logical Analysis of Data (LAD) is a relatively
new supervised learningmethodology that is based on Boolean logic, combinatorics and optimization (eg, [12–14]). A typical
implementation of LAD analyzes data on hand via four sequential stages of data binarization, support feature selection,
pattern generation and classification rule formation.
As it is based on Boolean logic LAD first converts all non-binary data into equivalent binary observations. For example, a
general numerical variable aj can be binarized by generating a finite number of cutpoints cji , i = 1, . . . , nj, and introducing a
Boolean variable aji for each cutpoint to indicate whether the attribute value of data is greater than or equal to the cutpoint
level or not; that is, aji = 1 if aj ≥ cji and aji = 0 otherwise. As seen, the data binarization can give rise to a large number
of binary level variables, and the selection of a subset of features that best describe the data on hand without contradiction
is a combinatorial optimization problem. For selecting support features, set covering is best suited [12]. However, owing to
difficulties associated with exact solution, the feature selection problems are heuristically solved in the literature (eg, [14]).
By definition, a+(−) pattern is a conjunction of one ormore literals that distinguishes one ormore+(−) type observations
from all−(+) observations, and the degree of a pattern is the number of literals included in it. As seen from the definition,
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patterns hold the structural information hidden in data, and the number of patterns detected in a dataset is extremely large.
Choosing an optimal set of patterns with respect to one or more preference criteria is another combinatorial optimization
problem that renders the application of LAD computationally difficult. In fact, the main reason of selecting support features
in LAD is to reduce the computational complexity of the pattern generation. In the literature, patterns are generated via
enumeration-based, constructive methods [14–17] or heuristically [18] and are aggregated into a Boolean discriminant
function, where pieces of structural information discovered by individual patterns are put together for classifying new
observations.
Patterns are the building blocks of LAD decision rules, and pattern generation has always been the central issue in data
analysis via LAD. For pattern generation, Boros et al. [14] presented termenumerative, bottom-up and top-downmethods for
generating prime patterns. As for definition, a prime pattern is a pattern that becomes a non-pattern if any one of its literals
is removed. Now, note that the number of degree d patterns over n binary attributes can be as large as 2d
(
n
d
)
and grows
rapidly in n and d, implying that ‘‘the term enumeration-based method (used for pattern generation) must be extremely
selective,’’ quoting Boros et al. [14]. While it may be true that simple rules perform well for most data [19,20], in some
applications, data under analysis may be complex by nature and yield the secret about structural information hidden in
them only to a more complex LAD classification rule that includes a few high degree patterns. For example, the selection of
target specific oligonucleotide probes in genomics may be one such application (See [21] and references therein.). Noting
this, Boros et al. [14] introduced the notion of interval variables, formed from a pair of binary level variables, and used
interval variables along with the original level variables to analyze data on hand. In fact, the use of interval variables allows
term-enumerative methods to generate higher degree patterns. To see this, suppose that there are nj Boolean variables
aji (i = 1, . . . , nj) generated from a single numerical variable aj and that ajl = 1 if aj ≥ cjl and ajk = 1 if aj ≥ cjk , where
l, k ∈ {1, . . . , nj} and cjl < cjk . Now, by combining ajl and ajk as ajl a¯jk , one obtains an interval variable a{jl,jk} which equals 1
when the numerical variable takes a value inside the interval [cjl , cjk), that is, if cjl ≤ aj < cjk .
Let us pause here to note a few things about interval variables. First, interval variables are artificially formed redundant
features that are, in fact, degree 2 patterns. Second, the complexity of patterns term-enumerative methods can ‘efficiently’
generate with using interval variables is at most doubled. Third, the use of interval variables increases the size of the
corresponding feature selection formulation with up to
(
nj
2
)
extra columns per numerical variable aj. Now, recall that the
selection of support features is best accomplished via set covering, which is a classicalNP -complete problem [22]. That is,
while can be beneficial for pattern generation, the use of interval variables can also create a serious computational problem
for feature selection.
Continuing with the review of pattern generation methods, Hammer et al. [15] introduced the notion of simplicity (in
terms of the literals included), selectivity (in terms of the size of the intervals of the literals included) and evidence (in terms
of the coverage) as preference criteria for patterns and described patterns that are Pareto-optimal with respect to each
of these three as prime, spanned and strong patterns, respectively. Hammer et al. [15] presented enumerative procedures
for recognizing Pareto-optimal patterns and transforming any pattern into a Pareto-optimal pattern with respect to any or
certain combinations of the three preference criteria. Next, the authors empirically showed that the evidential preference
in itself leads to a good performance while the simplicity preference in itself does not, contrary to a common belief in
machine learning [19,20]. The authors also demonstrated that strong prime and strong spanned patterns filtered through
LAD classification rules achieve a different balance in testing accuracy; specifically, a reduced number of unclassified data
and a reduced number of misclassified data, respectively.
Alexe and Hammer [16] presented an enumerative procedure for generating all spanned patterns in a dataset running in
polynomial time in the number of outcomes, which is a large number. The authors next empirically showed that spanned
patterns possess a high degree of robustness with respect to homogeneity and prevalence measures of patterns. As for
definition, the robustness of a pattern is the consistency between its training and testing performance, the prevalence of
a +(−) pattern is the ratio of the coverage of the pattern to the number of +(−) observations, and the homogeneity of a
+(−) pattern is the ratio between the number of +(−) observations and the total number of + and − observations that
the pattern covers.
Alexe et al. [17] presented algorithms for generating all strong prime and strong spanned patterns that run almost linear
in the number of all possible conjunctions, which, again, is a large number. Alexe et al. [17] demonstrated that strong prime
patterns in LAD decision rules achieve a higher classification accuracy than strong spanned patterns, although the difference
may be too small to be statistically significant.
For a +(−) observation ω, Hammer and Bonates [18] defined a maximum +(−) ω-pattern as a +(−) pattern with the
maximumcoverage among all+(−)patterns coveringω andpresented apolynomial set covering formulation for generating
maximum ω-patterns. As solution of polynomial set covering problems is difficult (eg, [23,24]), Hammer and Bonates [18]
used the best L2-norm linear approximation of the polynomial objective function and demonstrated the usefulness of
(approximate) maximum patterns with respect to prevalence and testing accuracy.
As shown, pattern generation methods developed so far for LAD have been term-enumerative in nature. In this paper,
we present a Mixed 0–1 Integer and Linear programming (MILP) approach for LAD that generates patterns that are optimal
with respect to various pattern selection preferenceswithout total enumeration. Examples of optimal patterns that theMILP
method can identify include strong patterns, strong prime patterns, strong spanned patterns and maximum ω-patterns
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that have been studied in the literature and also other types of patterns, such as maximum prime patterns and maximum
spanned patterns. In addition, via art of formulation, the MILP method can be made to identify optimal patterns that
also satisfy user-specified requirements on prevalence, homogeneity and complexity. Computationally, MILP-based pattern
generation can exploit rich advances in theory and algorithms of integer programming and MILP (eg, [25–27]). Considering
that support features are usually small in number and thatMILP problemswith a fewhundred 0–1 variables are easily solved
nowadays, the proposed MILP-based method presents an efficient way of generating various useful LAD patterns. Recall
that, as optimization-based, the MILP method can generate patterns of different degrees with equal ease. This property in
turn allows the feature selection set covering instance to be formulated without redundant interval variables, hence aids in
more efficient feature selection for LAD. Therefore, with more efficient feature selection and pattern generation, the overall
efficiency and utility of data analysis by LAD can be greatly enhanced by means of the MILP-based pattern generation.
In brief, the organization of this paper is as follows. In Section 2, we developMILPmodels for generating patterns that are
optimal with respect to various previously studied and new pattern selection preferences and user-specified requirements
on prevalence, homogeneity and complexity. In Section 3, we demonstrate the utility of the MILP-based pattern generation
that is computational in nature with extensive experiments on well-studied machine learning databases from [28]. Finally,
we provide concluding remarks in Section 4.
Before proceeding, we assume in the following that training data under analysis are finite in number and contradiction-
free in the sense that each observation belongs to one and only one class; note that this guarantees the existence of a
partially-defined Boolean discriminant function that agrees with their classifications.
2. MILP-based pattern generation for LAD
2.1. Main idea
To help the reader with better understanding, we introduce basic definitions and notations and use them to provide a
sketch of the main idea behind the MILP-based pattern generation in this subsection.
Let+ and− denote the two types of data to be distinguished. For • ∈ {+,−}, let •¯ denote the complementary element
of • with respect to the set {+,−}. Suppose that there are m• observations of type • and let S• denote the index set of m•
sample sequences for • ∈ {+,−}. Assume that the data under analysis in S+ ∪ S− are now described by n Boolean support
variables/features aj ∈ {0, 1}, j ∈ N := {1, . . . , n}.
For each observation Ai, i ∈ S•, • ∈ {+,−}, let aij denote the binary value the j-th attribute takes in the observation.
Let us introduce n additional features an+j to negate aj, j ∈ N , and use literal lj for instruction on whether to take or negate
the value of aij in all observations in S+ ∪ S− with lj = aj or lj = an+j, respectively. A term t is a conjunction of literals,
and the degree d of a term is the number of literals included in it. A • pattern is a term t = ∧j∈N ′ lj for some N ′ ⊆ N that
distinguishes at least one • observation from all •¯ observations.
For any term of degree d, we can use binary variable xj, j = 1, . . . , 2n, to identify whether literal lj is included in the term
or not. For example, we can set xj = 0 if lj is not included in the term; and set xj = 1 for j ≤ n if lj = aj and xj = 1 for j > n
if lj = a¯j is included in the term. Recall that an+j negates aj, hence aj + an+j = 1 for all j ∈ N . Therefore, the definition of xj
yields
xj + xn+j ≤ 1, ∀j ∈ N,
and, also,
2n∑
j=1
xj = d.
A function defined as D(Ai, x) =∑2nj=1 aijxj can be used to partition the data Ai in S+ ∪ S− into two classes; specifically,
one with data for which D(Ai, x) ≥ K and the other with those for which D(Ai, x) < K , where K is some positive constant.
Consider a • pattern, now. Then, by definition, the binary vector x associated with the patternmust differentiate at least one
• observation from all •¯ observations. Therefore, if we have D(Ai, x) < d for all Ai, i ∈ S •¯, then we must have D(Ai, x) ≥ d
for at least one Ai, i ∈ S•. Note, however, that we may also have D(Ak, x) < d for some Ak, k ∈ S•, and, in such a case,
the pattern covers (or distinguishes from the •¯ observations) the • observations with D(Ai, x) ≥ d but fails to cover the •
observations with D(Ak, x) < d, where d is a natural number. Let us introduce m• binary variables yi for Ai, i ∈ S•, and set
yi = 0 if D(Ai, x) ≥ d and yi = 1 otherwise. Then, we have
2n∑
j=1
aijxj ≤ d− 1, ∀i ∈ S •¯
and
2n∑
j=1
aijxj +Myi ≥ d, ∀i ∈ S•
forM a ‘large’ positive number.
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With the above, given a • pattern, • ∈ {+,−}, we can uniquely determine a vector (x, y, d) and use it to identify the
• observations the pattern distinguishes (or fails to distinguish) from the •¯ observations. If needed, we can use∑i∈S• yi to
count the number of • observations that are uncovered by the pattern or, with respect tom•, the number of • observations
that are covered by the pattern. Furthermore, given an instance of (x, y, d), we can also construct the term/pattern that is
associated with this (x, y, d) via the reverse process of how the values of xj were determined above, specifically as
t =
∧
xj+xn+j=1,
j∈N
lj =
∧
xj=1,
j∈N
aj
∧
xn+j=1,
j∈N
a¯j.
We explore the basic idea above to develop various MILP pattern generation models for LAD in the next subsection.
2.2. MILP pattern generation models
First, consider the MILP model below.
(MILP-1•)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
z1 = min
x,y,d
∑
i∈S•
yi
s. t.
2n∑
j=1
aijxj + nyi ≥ d, i ∈ S• (a)
2n∑
j=1
aijxj ≤ d− 1, i ∈ S• (b)
xj + xn+j ≤ 1, j ∈ N (c)
2n∑
j=1
xj = d (d)
1 ≤ d ≤ n (e)
x ∈ {0, 1}2n (f)
y ∈ {0, 1}m• (g)
(1)
Theorem 1. Let (x, y, d) be a feasible solution of (MILP-1•). Then, P defined as
P :=
∧
xj=1,
j∈N
aj
∧
xn+j=1,
j∈N
aj (2)
forms a • pattern whose degree is d.
Proof. We first show that (MILP-1•) has at least one feasible solution. Toward the end, let us select any Al, l ∈ S•, and set
xj = 1 if alj = 1 and xj = 0 otherwise. Set yi = 1 for i ∈ S•, i 6= l. Note that∑2nj=1 xj = n = d and, as xj + xn+j = 1, we
trivially have xj+ xn+j ≤ 1 for all j ∈ N . Therefore, the solution (x, y, d)we just formed satisfies all constraints of (MILP-1•),
hence is a feasible solution to (MILP-1•). This shows that (MILP-1•) has at least one feasible solution.
Now, consider any feasible solution (x, y, d) of (MILP-1•) and let Nt := {j = 1, . . . , 2n : xj = 1}. Consider any Al, l ∈ S•,
for which yl = 0 in the solution. Then, the definition of Nt , along with (1)(a) and (1)(d), gives alj = 1 for all j ∈ Nt for Al and,
along with (1)(b) and (1)(d), gives akj = 0 for at least one j ∈ Nt for each Ak, k ∈ S •¯. This, in turn, yields
P (Al) =
∏
j∈Nt
alj =
∏
xj=1,
j∈N
alj
∏
xn+j=1,
j∈N
a¯lj = 1
and
P (Ak) =
∏
j∈Nt
akj = 0
for all k ∈ S •¯. Therefore, P distinguishes at least one Al, l ∈ S•, from all •¯ observations, hence is a • pattern. Last, via
constraints (1)(c) and (1)(d), we trivially have
∑2n
j=1 xj = d = |Nt | as the degree of this pattern, where |Nt | is the cardinality
of the set Nt . 
A pattern is called prime if the deletion of any of its literals yields a term that is not a pattern. For • ∈ {+,−}, a •
pattern is called a strong • pattern if the coverage of the pattern is maximum among all • patterns, where the coverage
refers to the number of • observations the pattern distinguishes from the •¯ observations. That is, a strong • pattern is a •
pattern that is Pareto-optimal with respect to coverage (evidential) preference. A patternP1 is simplicity-wise preferred to
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a pattern P2 if the literals included in P1 are a subset of the literals of P2. Understanding patterns as intervals formed by
the intersection of level variables corresponding to the literals in it, a pattern P1 is selectivity-wise preferred to a pattern
P2 if the intervalP1 is contained in the intervalP2. A strong pattern that is also Pareto-optimal with respect to simplicity or
selectivity criterion is called a strong prime or strong spanned pattern, respectively. It has been shown that strong patterns
possess a good generalization capability and that strong prime and strong spanned patterns filtered through decision rules
achieve a different balance in testing accuracy, specifically (and as expected from their definitions), a reduced number of
unclassified data and a reduced number of misclassified data, respectively [15].
We show that an optimal solution of (MILP-1•) generates a strong pattern.
Theorem 2. Let (x, y, d) be an optimal feasible solution of (MILP-1•). Let P be defined as in (2). Then, P is a strong • pattern
whose degree is d.
Proof. In the proof of Theorem 1, we showed the existence of a feasible solution for (MILP-1•). From the model, we easily
see that the optimumof (MILP-1•) is bounded frombelowby 0, and these two guarantee the existence of an optimal solution
for (MILP-1•).
Now, recall that yi, i ∈ S•, in any feasible solution (x, y, d) to (MILP-1•) indicates with value 1 that the corresponding
observation Ai is not covered by the pattern associatedwith the solution via (2). With the function
∑
i∈S• yi to beminimized,
therefore, the objective of (MILP-1•) is easily understood as to construct a • pattern thatminimizes the number of uncovered
• observations. Therefore, an optimal solution of (MILP-1•) generates a • pattern via (2) that distinguishes themost number
of • observations from the •¯ observations, hence has the maximum coverage among all • patterns. 
(MILP-1•) is useful in that, depending upon the type of application, it can bemodified via art of formulation and standard
techniques in multiobjective programming to consider different or additional pattern selection criteria and generate other
useful patterns without enumeration. For illustration, consider
(P•1) z = minx,y,d
{∑
i∈S•
yi + cd : (1)(a)—(g)
}
,
where c ∈ R is a user-provided coefficient.
(P•1) differs from (MILP-1
•) only in the objective function and generates a strong prime or strong spanned • pattern with
c > 0 or c < 0, respectively. Alternatively, one may first solve (MILP-1•) to obtain the value of the optimum z∗1 and then
solve
(P•2) z = minx,y,d
{
cd : (1)(a)–(g),
∑
i∈S•
yi = z∗1
}
to identify a strong prime or strong spanned • pattern with c > 0 or c < 0, respectively. Note, however, that (P•2) as
formulated may not admit any feasible solution. In that case, one may adopt
min
x,y,d
{
cd+
∣∣∣∣∣∑
i∈S•
yi − z∗1
∣∣∣∣∣ : (1)(a)–(g)
}
and transform it via standard formulation techniques to obtain an alternative MILP model below that generates a strong
prime or strong spanned • pattern with c > 0 or c < 0, respectively:
min
x,y,d,e
{
cd+ e : (1)(a)–(g), e ≥
∑
i∈S•
yi − z∗1 , e ≥ −
∑
i∈S•
yi + z∗1 , e ≥ 0
}
.
It is believed in machine learning that simple rules tend to perform well on real-life data [19,20]. This translates for LAD
to ‘decision rules with lower degree patterns tend to perform well on real-life data’. If desired, one can prescribe a range of
values for d in the formulation of (MILP-1•), (P•1) or (P
•
2) and generate strong, strong prime or strong spanned patterns with
degree from a specific range. For example, one may modify (MILP-1•) as follows
(P•3) z = minx,y,d
{∑
i∈S•
yi : (1)(a)–(d), 1 ≤ d ≤ 4, (1)(f) (1)(g)
}
to identify a strong • pattern among all • patterns of degree 4 or less without total enumeration. Modifying (P•1) or (P•2) in a
similar fashion, we obtain an MILP model that generates a strong prime or strong spanned • pattern of degree 4 or less.
For observation Al, l ∈ S•, • ∈ {+,−}, Hammer and Bonates [18] defined a maximum • Al-pattern as a • pattern with
the maximum coverage among all • patterns covering Al and showed that maximum patterns are useful with respect to
prevalence and testing accuracy. As for definition, the prevalence of a • pattern is the ratio of the coverage of the pattern
to the number of • observations. If desired, (MILP-1•) can further be modified to generate maximum patterns. Specifically,
select Al, l ∈ S•, and let Jl := {j = 1, . . . , 2n : alj = 1}. Consider the following MILP model, where ‘\’ denotes the standard
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set minus operation that removes the element(s) of the set indicated to the right of the symbol from the set indicated to its
left.
(MILP-2•)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
z2 = min
x,y,d
∑
i∈S•\{l}
yi
s. t.
∑
j∈Jl
xj = d l ∈ S• (a)∑
j∈Jl
aijxj + nyi ≥ d, i ∈ S• \ {l} (b)∑
j∈Jl
aijxj ≤ d− 1, i ∈ S• (c)
(1)(e)
x ∈ {0, 1}n (d)
y ∈ {0, 1}m•−1 (e)
(3)
Theorem 3. For Al, l ∈ S•, let (x, y, d) be a feasible solution of (MILP-2•). Then, P defined as
P :=
∧
xj=1,
j=1,...,n
aj (4)
forms a • pattern whose degree is d.
Proof. First, observe that adding constraint
2n∑
j=1
aljxj = d, l ∈ S•, (5)
to the formulation of (MILP-1•) yields a feasible solution that covers at least one • observation, namely, Al. Observe that, in
order for the equality constraint (5) to be satisfied by this solution, d xj’s with alj = 1 need to be set to 1, hence d xj’s from
j ∈ Jl are set to 1. This allows n variables xk, k ∈ N \ Jl, and Constraints (1)(c) and (1)(d) to be deleted from the formulation
of (MILP-1•). Furthermore, this with (5) reduces (1)(a) to (3)(a) for Al, l ∈ S•, and (1)(a) to (3)(b) for Al, i ∈ S• \ {l}, and
transforms (1)(b) to (3)(c).
The rest of the proof is similar to the proof of Theorem 1. 
Theorem 4. For Al, l ∈ S•, let (x, y, d) be an optimal feasible solution of (MILP-2•). Let P be defined as in Eq. (4). Then, P is a
maximum • Al-pattern whose degree is d.
Proof. Immediate by the nature of minimization and the role of indicator variables yi for i ∈ S• \ {l}. 
As demonstrated for (MILP-1•) above, (MILP-2•) can also be refined with respect to the simplicity or selectivity pattern
preference criterion to yield amaximumprime ormaximum spanned Al-pattern, respectively, for any Al, l ∈ S•, • ∈ {+,−}.
A requirement on degree can also be imposed in the same fashion.
Note in (MILP-1•) and (MILP-2•) that there are m• + 2n and m• + n − 1 binary variables, respectively, with n  m•,
where n is the number of support features. Therefore, when either m• or m•¯ is not small (such as in the classification of
constantly evolving viral sequences [21]), the NP -hardness of MILP (eg, [25]) prohibits the use of any of the MILP models
above for pattern generation in LAD.
For maximum efficiency in pattern generation, we modify (MILP-2•) as follows
(MILP-2.i•)
∣∣∣∣∣∣∣∣∣∣∣
z2.i = min
x,y,d
∑
i∈S•\{l}
yi
s. t.
∑
j∈Jl
aijxj + yi ≥ d, i ∈ S• \ {l} (a)
(1)(e), (3)(a), (3)(c), (3)(d)
0 ≤ y ≤ n (b)
(6)
As easily seen, the efficiency of the above model owes to its having only n binary variables x, where n is usually a small
number.
Theorem 5. For Al, l ∈ S•, let (x, y, d) be any feasible solution of (MILP-2.i•). Let P be defined as in Eq. (4). Then, P is a •
pattern whose degree is d.
Proof. Similar to the proof of Theorem 3. 
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When data under analysis are noisy, an optimization-based learning approach is susceptible to implementing a
classification rule with poor generalization capability. To minimize the degree of overfitting on noise and discover a robust
classification theory/rule that performs consistently well in testing, heuristic tools have been developed in the literature,
and the prevalence and homogeneity measures of patterns from [14] are two most effective tools for LAD. For definition,
the prevalence of a • pattern is, as given earlier, the ratio of the coverage of the pattern to the number of • observations,
and the homogeneity of a • pattern is the ratio between the number of • observations and the total number of + and
− observations that the pattern covers. Of course, the homogeneity measure is meaningful only when the definition of
a • pattern is relaxed to a conjunction of literals (or an interval in Rn) that covers ‘sufficiently many • observations and
sufficiently small •¯ observations.’
MILP models above can be modified to incorporate relaxed homogeneity and/or minimum prevalence preferences and
generate robust patterns. For example, (MILP-1•) can be modified as follows to identify a strong • pattern with freedom
given to ignore up to α ×m•% of •¯ observations, where α ∈ (0, 1), usually, α ≤ 0.1.
(MILP-1.h•)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
z1.h = min
x,y,d
∑
i∈S•
yi
s. t. (1)(a), (1)(c)–(g)
2n∑
j=1
aijxj − wi ≤ d− 1, i ∈ S• (a)∑
i∈S•¯
wi ≤ αm• (b)
0 ≤ w ≤ 1 (c)
(7)
Observe in (MILP-1.h•) that (7)(b) and (7)(c) relax the homogeneity requirement of the pattern generated. If we wish to
impose a prevalence requirement instead, then we simply replace (7)(a) by (1)(b) and substitute∑
i∈S•
yi ≤ (1− β)m• (8)
for (7)(b) and (7)(c) and obtain a new MILP model that generates a pattern with the prevalence of β or better, where
β ∈ (0, 1), usually, β ∈ [0.05, 0.2]. If we add the prevalence constraint Eq. (8) above to the set of constraints in (MILP-1.h•),
then we have an MILP model that builds patterns with both homogeneity and prevalence measures. As demonstrated
with (P•3) above, we can also replace the upper bound on d in (1)(e) from n to a lower integer in any of these three MILP
models if generating lower degree patterns with required homogeneity or/and prevalence is deemed desired for the type of
application on hand.
Similarly, we can modify (MILP-2•) or (MILP-2.i•) to obtain an MILP model to generate optimal patterns that also
satisfy additional requirement(s) on homogeneity, prevalence and/or complexity (degree). For illustration, we present one
derivative of (MILP-2.i•) belowwith relaxed homogeneity andminimumprevalence requirements for patterns it buildswith
prescribed values of α and β , respectively, from range (0, 1).
(MILP-2.i.hp•)
∣∣∣∣∣∣∣∣∣∣∣∣
z2.i.hp = min
x,y,d
∑
i∈S•\{l}
yi
s. t.
∑
j∈Jl
aijxj − wi ≤ d− 1, i ∈ S •¯∑
i∈S•\{l}
yi ≤ (1− β)m•
(1)(e), (3)(a), (3)(d), (6)(b), (7)(b), (7)(c)
3. Experiments & discussions
The main contribution of the MILP-based pattern generation method is that it can identify various optimal and useful
patterns for LAD, and this was clearly demonstrated within the context of mathematical developments in the previous
section. In this section, we illustrate the utility of the MILP-based pattern generation that is computational in nature with
extensive experiments on well-studied machine learning databases from [28].
For experiments, we made two implementations of LAD based on the standard procedures for data binarization, feature
selection and theory formation from [14] but with using two different MILP-based procedures for pattern generation that
we sketch below. Let ‘←’ indicate an operation that replaces the object in the head end of the arrow by the one in the tail
end and let P•, • ∈ {+,−}, denote the set of • patterns generated so far.
procedure p_gen_milp-m
begin
for • ∈ {+,−} do
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P• = ∅
while S• 6= ∅ do
if |S•| ≤ 50 then
Formulate and solve (MILP-1•).
Form P via (2).
else
Select l ∈ S•.
Formulate and solve (MILP-2.i•).
Form P via (4).
S• ← S• \ {l}
end if
P• ← P• ∪ {P }
S• ← S• \ {i ∈ S• : yi = 0}
end while
end for
end
procedure p_gen_milp-2.i
begin
for • ∈ {+,−} do
P• = ∅
while S• 6= ∅ do
Select l ∈ S•.
Formulate and solve (MILP-2.i•).
Form P via (4).
P• ← P• ∪ {P }
S• ← S• \ {l} \ {i ∈ S• : yi = 0}
end while
end for
end
We note that the finiteness of S+ ∪ S− and Theorems 2 and 5 guarantee procedure p_gen_milp-m and procedure
p_gen_milp-2.i to terminate finitely. We also note that one may utilize a different mix of MILP models of the previous
subsection or their variants to devise a pattern generation procedure that suits the application on hand better, as we do
so with procedure p_gen_milp-2.i in Section 3.3.
In Sections 3.2 and 3.3, we formed Boolean discriminant functions via the aggregation of MILP-generated patterns in
standard way [14] and examined their generalization capability on testing data. Specifically, for • ∈ {+,−}, let P• =
{P •1 , . . . ,P •n•} denote a set of • patterns generated, and letµ•i denote the prevalence of PatternP •i for i ∈ {1, . . . , n•}; that
is, the ratio between the number of • observations covered by P •i andm•. We formed a LAD classification rule as
∆(x) :=
n+∑
i=1
µ+i P
+
i (x)−
n−∑
i=1
µ−i P
−
i (x). (9)
In evaluating the classification accuracy of a decision rule formed, we evaluated the value of the function ∆ on each of
the unseen testing observations x and predicted its class as type + (−) if ∆(x) > 0 (< 0). Whenever ∆ failed to classify
data with∆(x) = 0, we counted it as a classification error. After all class assignments had been made, we used the number
of correct classifications∆made on the testing data with respect to their original class assignments to calculate the correct
testing rate by∆.
The computing platform we used for the experiments in this section was an Intel 2.66 GHz Linux PC with 512 Mb of
memory. For solving the MILP instances generated, we used CPLEX 9.0 [29]. For notational simplicity, we refer to our LAD
implementations with procedure p_gen_milp-m and procedure p_gen_milp-2.i simply as LAD-m and LAD-2.i, respectively,
in the following.
3.1. Efficiency of MILP-based pattern generation
To effectively demonstrate the efficiency of the MILP-based pattern generation, we needed data whose classification via
LAD-m and LAD-2.i would naturally yield the generation of patterns of many different complexities, including high degree
ones. For the purpose, we obtained well-studied datasets from [28] in Table 1 and took advantage of the fact that the data in
these real-life datasets are contaminated with varying degrees of classification and measurement errors. Recall that noisy
data can be characterized as data that are ‘different’ from most of the data of the same type. When LAD-m and LAD-2.i
are applied, therefore, the strict 100% homogeneity requirement of (MILP-1•) and (MILP-2.i•), along with the evidential
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Table 1
Datasets studied
Database Number of
Classes Attributes Observationsa
Wisconsin breast cancer 2 9 683
Cleveland heart disease 2 13 297
Liver disorder 2 6 345
Pima Indian diabetes 2 8 768
Credit card scoring 2 15 653
Boston housing 2 13 506
Congressional voting 2 16 232
a Complete observations without any missing attribute value.
Table 2
Results with 30+features by LAD-m
Database Training time (CPU s)
Wisconsin breast cancer 1.3± 0.7
Cleveland heart disease 2.3± 0.7
Liver disorders 3.4± 0.8
Pima Indian diabetes 58.6± 24.9
Credit card scoring 25.2± 22.0
Boston housing 5.3± 1.7
Congressional voting 0.3± 0.1
preferences embedded in them, will likely generate a few or more high degree patterns in trying to separate as many •
observations (possibly including a few noisy • data) as possible from all normal and noisy •¯ observations.
As for the design of experiments, we formed a training dataset by randomly selecting 50% of the+ and− data from each
dataset in Table 1 and applied LAD-m and LAD-2.i for their separation. For a fair assessment, we repeated this process for
30 times for each of the seven datasets; that is, we performed 30 independent experiments with each of the seven datasets.
Note that a term enumeration-basedmethodmay also be used to identify an optimal pattern but only through an exhaustive
search framework of enumerating all possible patterns and then selecting (or while keeping) one with the best score with
respect to the pattern selection criterion adopted. Noting that this is basically impractical or impossible when the number of
features is large, we purposefully repeated the feature selection steps of LAD-m and LAD-2.i until we had at least 30 features
on hand for each of the training sets generated. The exception to this waswith congressional voting data. As the reader
may recall, the voting data are described by 16 binary attribute values, and, therefore, we used the 16 binary features for
their analysis.
We summarize results from these experiments in Tables 2–5. First, Tables 2 and 4 provide the total training time (for data
binarization, feature selection and pattern generation) by LAD-m and LAD-2.i, respectively, in format ‘the arithmetic mean
± one standard deviation’ of the 30 results from 30 independent experiments. Next, Tables 3 and 5 summarize information
on patterns generated by the two procedures. More specifically, starting from the left most column and moving to right,
Tables 3 and 5 provide the name of the database and then summarize the number of binary features used, the class type
(one type per row), the number of patterns generated, and, finally, the minimum, average and maximum degree of the
patterns generated in format ‘the arithmetic mean± one standard deviation’ of the 30 independent results.
Results in Tables 2–5 are self-explanatory and demonstrate the efficiency of the MILP-based pattern generation. For
example, we note in Tables 2 and 3 that, on average, LAD-m separated Boston housing data in less than 5 CPU seconds
via the generation of 27 patterns with the minimum, average and maximum degree of 2, 6 and 16, respectively. The reader
may contrast this against the fact that a term enumeration-based pattern generation procedure with 39 features requires
the enumeration of up to 216
(
39
16
)
≈ 2.47×1015 terms for generating a single pattern of degree 16 and∑39d=1 2d (39d ) terms
for identifying an optimal pattern.
3.2. Contribution of MILP-based pattern generation to improvement in overall efficiency of LAD
The main purpose of the feature selection in LAD is to reduce the computational complexity of the pattern generation.
Ironically, owing to the limitations associated with term-enumerative pattern generation methods, Boros et al. [14]
introduced the notion of interval variables, artificially formed by combining every pair of binary variables generated from a
single numerical variable; recall that ‘meaningful’ interval variables are produced from level variables of a single numerical
variable. The use of interval variables allows the generation of more complex patterns, hence can help when the nature of
the classification problem on hand requires higher degree optimal patterns for accurate analysis. To be precise, the use of
interval variables allows a term-enumerative method to generate patterns that are up to twice more complex. However,
note that the number of interval variables from nj level variables is quadratic in nj with
(
nj
2
)
and that these extra features
758 H.S. Ryoo, I.-Y. Jang / Discrete Applied Mathematics 157 (2009) 749–761
Table 3
Information on patterns constructed with 30+features by LAD-m
Database Number of featuresa Class type Patterns constructed
Number Degree
Minimum Average Maximum
Wisconsin breast cancer 34.9± 4.9 Benign 4.5± 0.8 3.5± 1.1 5.7± 1.2 9.1± 3.4Malignant 6.2± 1.1 1.7± 0.6 3.7± 0.7 6.9± 1.7
Cleveland heart disease 33.7± 3.4 Absence 11.1± 1.7 2.6± 0.6 4.7± 0.6 10.4± 2.9Presence 9.8± 1.5 2.6± 0.7 5.1± 0.7 9.9± 3.0
Liver disorders 32.9± 4.6 1b 21.5± 2.3 2.4± 0.5 5.3± 0.8 17.1± 7.4
2b 21.1± 2.3 2.1± 0.5 5.5± 0.9 16.9± 5.9
Pima Indian diabetes 34.4± 1.7 Negative 37.3± 3.3 2.2± 0.4 6.1± 0.7 20.0± 4.2Positive 36.5± 3.5 2.6± 0.5 6.5± 0.5 20.8± 4.2
Credit card scoring 41.6± 5.4 Positive 18.6± 2.7 2.7± 0.5 6.9± 0.9 20.0± 4.7Negative 20.2± 2.3 2.5± 0.6 5.8± 0.9 15.9± 5.0
Boston housing 39.0± 3.2 Income≤ $21 K 15.1± 3.0 2.1± 0.3 5.0± 0.7 12.9± 4.1Income>$21 K 12.3± 1.9 2.3± 0.5 6.5± 1.2 16.5± 5.6
Congressional voting 16c Democrat 4.7± 1.0 1.7± 0.5 2.6± 0.3 4.1± 1.3Republican 4.0± 0.6 2.0± 0.0 3.3± 0.9 5.6± 3.2
a Used the level variables only.
b Used the field information provided by the 7th attribute for identifying the two types of data.
c Has 16 binary variables.
Table 4
Results with 30+features by LAD-2.i
Database Training time (CPU s)
Wisconsin breast cancer 0.4± 0.1
Cleveland heart disease 0.9± 0.2
Liver disorders 1.6± 0.4
Pima Indian diabetes 14.5± 1.8
Credit card scoring 6.3± 1.8
Boston housing 1.4± 0.3
Congressional voting 0.2± 0.1
Table 5
Information on patterns constructed with 30+features by LAD-2.i
Database Number of featuresa Class type Patterns constructed
Number Degree
Minimum Average Maximum
Wisconsin breast cancer 35.1± 4.6 Benign 4.8± 0.9 2.8± 0.8 4.6± 0.6 6.5± 1.0Malignant 7.0± 1.2 1.3± 0.5 2.8± 0.4 4.6± 1.3
Cleveland heart disease 32.6± 1.3 Absence 12.7± 2.7 2.5± 0.5 3.8± 0.3 5.6± 0.8Presence 12.3± 1.9 2.3± 0.6 3.7± 0.3 5.3± 0.8
Liver disorders 35.7± 6.4 1b 22.2± 3.5 2.1± 0.4 3.9± 0.3 6.2± 1.1
2b 24.3± 3.2 2.0± 0.5 3.8± 0.2 6.2± 1.0
Pima Indian diabetes 34.8± 1.6 Negative 49.6± 4.7 2.2± 0.4 4.2± 0.2 7.0± 1.0Positive 46.9± 4.0 2.3± 0.5 4.5± 0.2 7.1± 0.7
Credit card scoring 44.0± 3.1 Positive 23.7± 3.6 2.4± 0.5 4.3± 0.3 6.6± 0.8Negative 23.6± 3.8 2.3± 0.5 4.3± 0.3 7.1± 1.0
Boston housing 38.9± 2.9 Income≤ $21 K 17.5± 2.8 2.0± 0.3 3.4± 0.2 5.6± 1.3Income>$21 K 16.4± 2.4 2.1± 0.3 3.6± 0.4 5.9± 1.1
Congressional voting 16c Democrat 5.3± 1.7 1.5± 0.5 2.3± 0.3 3.5± 0.6Republican 4.2± 1.0 2.0± 0.0 2.7± 0.4 3.6± 0.9
a Used the level variables only.
b Used the field information provided by the 7th attribute for identifying the two types of data.
c Has 16 binary variables.
need to be included in the formulation of the feature selection problem. Recall also that the selection of support features
is a combinatorial optimization problem that is best accomplished via set covering, a classicalNP -complete problem [22].
That is, while can be beneficial for the pattern generation, the use of interval variables can also create a much more serious
computational problem for the feature selection.
As optimization-based, the proposedMILP-based approach can generate patterns of all different degrees with equal ease
and, hence, do not require redundant artificial interval variables for analyzing data. This, in turn, can significantly enhance
the overall efficiency of data analysis by LAD. To illustrate this, we used ann-thyroid dataset from [28] primarily for two
reasons. One, the dataset is relatively large in size with two separate subsets of 3772 training and 3428 testing data. The
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Table 6
Attributes of ann-thyroid data
Attribute Type Number of binary variables
Level Interval Total
1 Numerical 78 3003 3081
2–16 Binary 15 0 15
17 Numerical 69 2346 2415
18 Numerical 43 903 946
19 Numerical 121 7260 7381
20 Numerical 87 3741 3828
21 Numerical 167 13,861 14,028
580 31,114 31,694
Table 7
Comparison of training time and testing performance by LAD-2.iwith and without using redundant interval variables for ann-thyroid dataset
With interval variables Without interval variables
Number of Features 31,694 580
Feature selection time (CPU s) 24,611.5 8.2
Pattern generation time (CPU s) 0.85 0.85
Total training timea (CPU s) 24,612.3 9.1
Testing rateb (%) 98.7 99.2
a On 3772 training data.
b On 3428 testing data.
other, of the 21 attributes that describe the ann-thyroid data, 6 are numerical attributes. For side-by-side comparison, we
used LAD-2.i to analyze the ann-thyroid data once with and then without using interval variables. Table 6 summarizes
the attributes of ann-thyroid data before and after binarization and, also, with and without interval variables, and Table 7
provides the classification results by LAD-2.i on ann-thyroid data with and without using the interval variables.
As seen, the feature selection set covering instance with the inclusion of the interval variables was defined by 31,694
binary variables and required the textbook greedy procedure implemented in LAD-2.i about 24,611 CPU seconds (or 7 CPU
hours) for its heuristic solution. On the other hand, the set covering instance without the interval variables had 580 columns
in it and required only about 8 CPU seconds for its heuristic solution. Furthermore, the exclusion of interval variables, as
redundant, had no negative effect on the quality of the classification theory implemented by LAD-2.i (measured through
the correct classification rate on 3428 testing data) while the total training time was reduced by more than four orders
of magnitude. In brief, these show that the overall efficiency and, hence, the utility of data analysis by LAD can be greatly
enhanced via the proposed MILP-based pattern generation method.
3.3. Utility of data analysis by LAD
For interested readers, we demonstrate the utility of data analysis by LAD with the classification of the seven datasets in
Table 1 by an implementation of LAD and a comparison of the testing results with the best from the literature on them by
other well-established learning approaches.
The utility of a learning machine is measured by its performance on unseen testing data but the presence of noisy data in
the training set canmake the discovery of a robust classifier difficult. Tominimize the degree of overfitting on noisy training
data and discover a robust classification theory/rule, heuristic tools have been developed in the literature, and the prevalence
and homogeneity measures for patterns seem to be the two most effective tools for LAD. For the comparative experiments
in this subsection, therefore, we implemented a robust LAD procedure by using (MILP-2.i.hp•) instead of (MILP-2.i•) in
procedure p_gen_milp-2.i with arbitrarily chosen values of α = β = 0.05. Furthermore, in order to give a good margin
of safety in decision making with extra terms in the discriminant function in (9), we repeatedly applied the steps of feature
selection and pattern generation up to three times as follows. In the first round of feature selection and pattern generation,
we selected one set of support features S1 and built one set of patterns P1 on S1 in the usual fashion. In the second round, we
wanted to generate a different set of patterns P2 (that is, P1∩P2 = ∅), hence selected a set of support features S2 from N \S1
and then generated P2 onS2. In the final round,we generated a set of patterns P3 onS1∪S2with constraint∑j∈Nt xj ≤ |Nt−1|
temporarily added in the formulation of (MILP-2.i.hp•) for each pattern P ∈ P1 ∪ P2 with P (Al) = ∧j∈Nt alj = 1, where
Nt denotes the index set of literals for P and Al (l ∈ S•) is the reference observation. As the reader may have noted, this
ensures (P1∪P2)∩P3 = ∅. Whenever the second or third round of feature selection and pattern generation was impossible,
however, we proceeded to forming a decision rule via (9) with those patterns generated during the previous round(s). For
notational simplicity, we refer to this implementation of LAD as LAD-2.i.hp in the following.
In experiments, we adopted the validation method from [14] and performed 30 independent holdout experiments for
each dataset in Table 1 with T% of randomly chosen data for training and the remaining (100 − T )% of data for testing for
T ∈ {50, 80}. We summarized the testing results by LAD-2.i.hp on the seven benchmark datasets in Table 8 in format ‘the
arithmetic mean± one standard deviation’ of 30 independent results. For comparison with other approaches, we provided
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Table 8
Comparison of prediction rates by LAD and other methods
Database Testing rateb (%) by LAD-2.i.hp Results from literature
50% training 80% training Training data (%) Testing rate (%) Ref.
Wisconsin breast cancer 96.4± 1.0 96.5± 1.4 50 97.2± 1.3c [14]80 96.2± 0.3 [30]
Cleveland heart disease 81.0± 2.6 81.9± 5.5 90 87.1±a [31]80 83.8± 5.2c [14]
Liver disorders 67.3± 3.5 70.0± 3.9 90 74.9±a,c,a,c, [18]50 71.5±a,c,a,c, [17]
Pima Indian diabetes 75.8± 2.0 76.3± 2.6 90 77.3±a,c,a,c, [18]75 76±a [32]
Credit card scoring 86.4± 1.4 87.0± 2.4 80 85.5± 2.6c [14]71 85.5±a [6]
Boston housing 84.7± 1.8 86.2± 3.2 80 85.2± 3.0c [14]80 83.2± 3.1 [30]
Congressional voting 97.1± 1.0 98.1± 1.5 80 96.6± 1.8c [14]66.6 95.6±a [20]
a Not available.
b Results by patterns generated with α = β = 0.05, hence not optimized.
c Result by a LAD implementation.
Table 9
Training performance and patterns generated by LAD-2.i.hpwith 50% of data in training
Database Training time (s) Number of features Class Patterns constructed
Number Degree
Minimum Average Maximum
Wisconsin breast cancer 1.1± 0.6 18.7± 2.0 Benign 12.1± 2.7 1.6± 0.6 3.3± 0.4 5.2± 1.2Malignant 10.6± 1.5 1± 0 1.9± 0.3 3.5± 1.2
Cleveland heart disease 9.7± 2.9 32.4± 1.4 Absence 11.4± 2.3 1.6± 0.5 2.9± 0.3 5.1± 1.0Presence 12.6± 2.2 1.8± 0.4 3.1± 0.3 5.1± 0.9
Liver disorders 4.2± 0.5 30.5± 1.3 1a 24.4± 2.5 1.4± 0.5 3.0± 0.2 5.6± 0.8p 2a 28.1± 2.0 1.2± 0.4 3.1± 0.3 6.4± 1.7
Pima Indian diabetes 18.6± 2.7 34.5± 1.8 Negative 74.87± 6.0 1.5± 0.5 4.4± 0.4 8.1± 1.3Positive 90.1± 6.4 1.6± 0.5 4.6± 0.3 8.4± 1.4
Credit card scoring 5.5± 1.6 26.9± 1.4 Positive 60.2± 7.0 2.0± 0.3 4.5± 0.3 8.4± 3.4Negative 55.5± 8.3 1.4± 0.5 4.8± 0.3 7.8± 0.9
Boston housing 3.8± 1.0 26.0± 2.2 ≤$21 K 61.4± 7.0 2.1± 0.4 3.8± 0.2 6.2± 0.6
>$21 K 59.7± 5.8 1.9± 0.3 3.9± 0.2 6.3± 0.6
Congressional voting 0.7± 0.2 12.0± 2.8 Democrat 8.7± 3.2 1± 0 1.9± 0.5 2.8± 1.1Republican 5.8± 2.5 1± 0 2.2± 0.7 3.6± 1.3
a Used the field information provided by the 7th attribute for identifying the two types of data.
in this table two best testing results on each dataset from the literature, to the best of our knowledge, and marked each
result by a LAD implementation. For reference, we highlighted the best result for each dataset in bold numbers.
With the exception of Cleveland heart disease data, the best testing results on these well-studied machine
learning datasets were obtained by either LAD-2.i.hp or different LAD implementations. Although numerical results are
often reported in the literature without providing information on important parameters of the experiments, we may use
the results in Table 8 to conclude that LAD compares favorably with other well-established supervised learning approaches.
Recall that the patterns generated in these experiments are ‘approximately’ maximum patterns. Therefore, the results
in Table 8 confirm the discovery made in [15,18] that LAD patterns identified with an evidential preference achieve a good
testing performance.
We close this subsection with a summary of training results by LAD-2.i.hp and two remarks.
One, recall that the patterns built in these experiments are, in general, more robust than those built in Section 3.1.
In supervised learning theory, simpler patterns/rules are believed to be more robust on real-life data [19,20], and the
comparison of patterns built by the same MILP model without and with using homogeneity and prevalence measures in
Tables 5 and 9, respectively, supports this belief to a good extent.
The other, as in Section 3.1, the training results in Tables 9 and 10 demonstrate the efficiency of the MILP-based pattern
generation well. Along with the conclusion made above that LAD is an effective supervised learning methodology and the
illustration made in Section 3.2, this indicates that the proposed MILP-based pattern generation advances the techniques of
supervised learning and data analysis.
4. Conclusions
This paper presented an MILP-based approach to pattern generation in LAD. Section 2 developed MILP models and
showed in the context of mathematical developments the major utility of the MILP-based method that it can generate
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Table 10
Training performance and patterns generated by LAD-2.i.hpwith 80% of data in training
Database Training time (s) Number of features Class Patterns constructed
Number Degree
Minimum Average Maximum
Wisconsin breast cancer 3.3± 0.4 23.3± 1.2 Benign 35.6± 3.5 2.2± 0.4 4.5± 0.2 7.0± 0.5Malignant 45.2± 4.5 1.9± 0.4 3.3± 0.2 5.7± 0.8
Cleveland heart disease 6.6± 1.1 23.5± 1.0 Absence 31.7± 3.3 1.9± 0.3 3.4± 0.2 6.1± 1.6Presence 29.1± 2.6 1.8± 0.4 3.5± 0.2 6.4± 1.5
Liver disorders 18.9± 1.9 38.0± 1.3 1a 101.6± 4.4 1.9± 0.3 4.3± 0.1 7.7± 0.52a 91.6± 5.2 1.4± 0.5 4.0± 0.2 7.6± 1.0
Pima Indian diabetes 42.2± 9.0 41.1± 1.3 Negative 37.8± 3.0 1.1± 0.3 3.3± 0.3 6.5± 0.8Positive 26.7± 2.4 1± 0 3.6± 0.2 6.8± 0.8
Credit card scoring 30.3± 3.7 33.6± 1.2 Positive 78.9± 8.7 1.9± 0.3 4.5± 0.2 8.1± 0.8Negative 81.2± 7.6 1.7± 0.5 4.2± 0.2 7.8± 1.7
Boston housing 6.3± 0.8 32.9± 1.5 ≤$21 K 95.6± 7.9 2± 0 4.1± 0.2 6.6± 0.7
>$21 K 92.2± 8.0 2± 0 4.2± 0.2 7.2± 0.6
Congressional voting 0.1± 0.0 30± 0 Democrat 2.5± 0.5 1± 0 2.4± 0.7 4.5± 2.0Republican 1.8± 0.4 1± 0 1.4± 0.2 1.8± 0.4
a Used the field information provided by the 7th attribute for identifying the two types of data.
various useful LAD patterns. Section 3 demonstrated the utility of the MILP-based pattern generation that is computational
in nature and showed that the overall efficiency and utility of data analysis by LAD can be enhanced by the MILP-based
pattern generation.
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