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Abstract: Aiming at some shortcomings of existing on computing attribute core and attribute reduction in rough sets, an
improved discernibility matrix definition is introduced. By using this foundation, based on improved discernibility matrix,
an incremental updating algorithm for computing core is proposed, which is mainly used to solve core updating when objects
are dynamically increased and deleted. In order to decrease time and space complexity on the existence incremental attribute
reduction algorithm, an effective algorithm for attribute reduction is proposed, which does not storage discernibility matrix.
This algorithm is mainly used to process attribute reduction updating when objects are dynamically increased. Theoretical
analysis and experimental results show the feasibility and effectiveness of the proposed algorithm.

























属性约简算法多次调用Core(𝑃 , 𝑈 ),并且该算法存储
了差别矩阵, 求核时需遍历差别矩阵, 其时间复杂度
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出发, 在某些情况下, 获得的并不是属性的约简, 其
中会包含冗余的属性. 其时间复杂度为max{𝑂(∣𝐶∣ ×
















当𝑥𝑖 ∈ 𝑈1, 𝑥𝑗 ∈ 𝑈1时, 𝑚𝑖𝑗 = 𝑚𝑗𝑖. 文献 [7]同时计算
了𝑚𝑖𝑗和𝑚𝑗𝑖, 而本文只需计算𝑚𝑖𝑗便能正确地求核,
所以对𝑚𝑗𝑖的计算是多余的. 当 ∣𝑈1∣较大时, 这种多
余的计算量很大,特别当决策表一致时, 增加的不必
要计算量是求核实际所需计算量的一倍. 因此, 当
𝑥𝑖 ∈ 𝑈1, 𝑥𝑗 ∈ 𝑈1时,通过限定 𝑖 > 𝑗,只需计算𝑚𝑖𝑗 ,而
不必计算与𝑚𝑖𝑗对称且相等的𝑚𝑗𝑖. 下面给出改进的
且与文献 [7]等价的差别矩阵定义.




{𝑎 ∈ 𝐶 : 𝑓(𝑥𝑖, 𝑎) ∕= 𝑓(𝑥𝑗 , 𝑎)},
If 𝑓(𝑥𝑖, 𝐷) ∕= 𝑓(𝑥𝑗 , 𝐷),
𝑥𝑖 ∈ 𝑈1, 𝑥𝑗 ∈ 𝑈1, 𝑖 > 𝑗;
{𝑎 ∈ 𝐶 : 𝑓(𝑥𝑖, 𝑎) ∕= 𝑓(𝑥𝑗 , 𝑎)},







针对动态增加的情况, 文献 [7]中算法 2具有较
低的时间复杂度𝑂(5×∣𝑈1∣+3×∣𝑈 ′2∣);由于文献 [7]计
算核时使用了差别矩阵, 导致具有较高的空间复杂
度𝑂(∣𝑈1∣×(∣𝑈1∣+∣𝑈 ′2∣)).特别当决策一致时, 𝑈1 = 𝑈 ,
𝑈 ′2 = 0,此时空间复杂度为𝑂(∣𝑈 ∣2),不能有效地处理




献 [7]的算法 2作准备, 首先给出新的求属性核的算
法.
算法 1 求核算法
输入: 𝑈1, 𝑈 ′2;
输出: DMSC(𝐶).
begin
for each 𝑥𝑖 ∈ 𝑈1 do
for each 𝑥𝑗 ∈ (𝑈1
∪
𝑈 ′2) do
𝑚𝑖𝑗 = Φ; flage=0;
if ((𝑥𝑗 ∈ 𝑈1, 𝑓(𝑥𝑖, 𝐷)! = 𝑓(𝑥𝑗 , 𝐷) and 𝑖 >
𝑗)∣∣𝑥𝑗 ∈ 𝑈 ′2)
then
for each 𝑎 ∈ 𝐶 do {
flage++;




else if (flage >1) then break;
}
if (flage=1) then {
if存在 (𝑚𝑖𝑗 , count)∈ DMSC(𝐶) then
从DMSC(𝐶)中删除 (𝑚𝑖𝑗 , count)后
插入 (𝑚𝑖𝑗 , count+1);
























𝑈 ′2之间的𝑚𝑖𝑗 , 并将DMSC(𝐶)中相
应的𝑚𝑖𝑗按规则删除; 𝑈 ′2 = 𝑈 ′2
∪ {𝑦}, 𝑈1 = 𝑈1 − {𝑦};
计算 𝑦与𝑈1之间的𝑚𝑖𝑗 ,按规则增加至DMSC(𝐶).
3) 𝑥与𝑈 ′2不一致时, DMSC(𝐶)保持不变.
算法 2 改进的核增量式算法 (IOIUAC)
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𝑈 ′2)一致 then {
for each 𝑥𝑖 ∈ 𝑈1
∪
𝑈 ′2 do {
𝑚𝑖𝑗 = Φ, flage= 0;
if ((𝑓(𝑥𝑖, 𝐷)!=𝑓(𝑥,𝐷) and 𝑥𝑖 ∈ 𝑈1)∣∣𝑥𝑖 ∈
𝑈 ′2) then
for each 𝑎 ∈ 𝐶 do {
flage++;
if (𝑓(𝑥𝑖, 𝑎)! = 𝑓(𝑥, 𝑎)) then 𝑚𝑖𝑗 = 𝑚𝑖𝑗∪
𝑎;
else if (flage>1) then break;
}
if (flage= 1) then {
if存在 (𝑚𝑖𝑗 , count)∈DMSC(𝐶) then从
DMSC(𝐶)中删除 (𝑚𝑖𝑗 , count)后插入 (𝑚𝑖𝑗 , count+1);






else if 𝑥与𝑈1不一致 then {
在𝑈1中找到与𝑥不一致的对象 𝑦；
for each 𝑥𝑖 ∈ 𝑈1
∪
𝑈 ′2 do { //此时的 𝑦 ∈ 𝑈1
𝑚𝑖𝑗 = Φ; flage= 0;
if ((𝑓(𝑥𝑖, 𝐷)! = 𝑓(𝑦,𝐷) and 𝑥𝑖 ∈ 𝑈1)∣∣
𝑥𝑖 ∈ 𝑈 ′2) then
for each 𝑎 ∈ 𝐶 do {
flage++;




else if (flage> 1) then break;
}
if (flage= 1) then {
if相应的 count>1 then从DMSC(𝐶)
中删除 (𝑚𝑖𝑗 , count)后插入 (𝑚𝑖𝑗 , count−1);
else从DMSC(𝐶)中删除 (𝑚𝑖𝑗 , count);
}
}
𝑈 ′2 = 𝑈
′
2
∪ {𝑦};𝑈1 = 𝑈1 − {𝑦};
for each 𝑥𝑖 ∈ 𝑈1 do { //此时的 𝑦 ∈ 𝑈 ′2
𝑚𝑖𝑗 = Φ; flage= 0;
for each 𝑎 ∈ 𝐶 do {
flage++;
if (𝑓(𝑥𝑖, 𝑎)! = 𝑓(𝑦, 𝑎)) then 𝑚𝑖𝑗 = 𝑚𝑖𝑗∪
𝑎;
else if (flage> 1) then break;
}
if (flage= 1) then {
if存在 (𝑚𝑖𝑗 , count)∈DMSC(𝐶) then从
DMSC(𝐶)中删除 (𝑚𝑖𝑗 , count)后插入 (𝑚𝑖𝑗 , count+1);









𝑈 ′2)一致时, 𝑥将加入𝑈1中,文献 [7]
对差别矩阵增加了一行一列. 由上面的分析可知𝑚𝑖𝑗
= 𝑚𝑗𝑖, 当𝑥𝑖 ∈ 𝑈1, 𝑥𝑗 ∈ 𝑈1时, 增加的列对于核计算
而言是多余的,所以,算法 2只需计算相应的行,其计
算量为 ∣𝐶∣ × (∣𝑈1∣+ ∣𝑈 ′2∣). 判断𝑥与 (𝑈1
∪
𝑈 ′2)是否一
致的时间为 ∣𝑈1∣+ ∣𝑈 ′2∣,故总的时间为 2×∣𝐶∣× (∣𝑈1∣+
∣𝑈 ′2∣).
2) 𝑥与𝑈1不一致时, 计算𝑈1中与𝑥不一致的对
象 𝑦, 删除DMSC(𝐶)中 𝑦所在行的单个属性, 其计算
量为 ∣𝑈1∣+ ∣𝑈 ′2∣. 然后将 𝑦作为𝑈 ′2中的对象计算相应
的DMSC(𝐶),其计算量为 ∣𝑈1∣. 判断一致性的时间为
∣𝐶∣ × (∣𝑈1∣+ ∣𝑈 ′2∣),所以𝑥与𝑈1不一致时总的时间为
∣𝐶∣ × (3× ∣𝑈1∣+ 2× ∣𝑈 ′2∣). 故算法 2的时间复杂度为
𝑂(∣𝐶∣× (3×∣𝑈1∣+2×∣𝑈 ′2∣)),小于文献 [7]中算法 2的
时间复杂度𝑂(∣𝐶∣ × (5× ∣𝑈1∣+ 3× ∣𝑈 ′2∣)).
文献 [7]算法 2的空间复杂度为𝑂(∣𝑈1∣ × (∣𝑈1∣+
∣𝑈 ′2∣)),本文算法 2的空间复杂度为𝑂(∣𝐶∣), ∣𝐶∣为条件
属性数. 因 ∣𝐶∣ ≪ ∣𝑈1∣ + ∣𝑈 ′2∣, 故本文算法 2较文献
[7]中算法 2的空间复杂度有显著的改善.
3.3 实验设计与结果
在内存为 1 024 MB, CPU为 P IV 2.9 GHz, 操作
系统为Windows XP的联想PC上, Eclipse下 Java实
现了文献 [7]中算法 2及本文的算法 2. 记文献 [7]中
算法 2为OIUAC,本文算法 2为 IOIUAC.利用UCI上
所提供的蘑菇数据库进行实验, 该数据库有 8 124个
对象.将蘑菇数据库视为决策表,并进行以下两组实
验:
实验 1 从 8 124对象中选择 7 000个对象作为
基准决策表 (基准决策表的含义是指该决策表生成的
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差别矩阵作为算法OIUAC和 IOIUAC的输入), 从剩






















图 1 实验 1算法的执行时间
实验 2 由蘑菇数据库生成 8 000个对象, 其中
不一致对象数为 1 000. 从生成的 8 000个对象中选
择 7 500个作为基准决策表, 从剩下的 500个对象中






















图 2 实验 2算法的执行时间
3.4 实验分析










矩阵, 随着对象数从 7 200个增加到 8 124个, 内存的
使用增加很快, 从 225 M增至 285 M;而 IOIUAC一直














算法 3 IIUAARI (improved incremental updating
algorithm of attribute reduction for inserting)
输入: 1) 𝑈1, 𝑈 ′2,其定义同文献 [7]; DMSC(𝐶)为
算法 1的输出.
2) 𝑃 ∈ 𝑅(𝑈); // 𝑅(𝑈)为决策表的所有属性约简
集, 𝑃 为一个约简.
3)新增对象为𝑥.
输出:一个属性约简𝑆 ∈ 𝑅(𝑈 ∪ {𝑥}).
begin
1)运行算法 2更新DMSC(𝐶)；//目的: 更新核
2) //依据𝑥与𝑈1, 𝑈 ′2中对象的一致和不一致,进
行属性约简更新
2.1) if 𝑥与𝑈 ′2一致或𝑥与𝑈 ′2中的某个对象不一
致或𝑥与𝑈1中的对象是𝑃 -一致, then 𝑆 = 𝑃 ;
2.2) else if 𝑥与𝑈1中的对象是𝑃 -不一致, then {
2.2.1)由DMSC(𝐶)得到核 core;
2.2.2)令𝑆 = core;
if (𝑆为空), then 在𝐶中选最大SGF(𝑎𝑖, 𝑆,𝐷)取
值的 𝑎𝑖,令𝑆 = 𝑎𝑖;
2.2.3)求POS𝐶(𝐷), POS𝑆(𝐷), NEG𝑆(𝐷);
2.2.4) while (POS𝐶(𝐷) ∕= POS𝑆(𝐷)) {
在C−S中选择最大 SGF(𝑎𝑖, 𝑆,𝐷)取值的 𝑎𝑖;如
果这样的 𝑎𝑖有多个,则在 (𝑈 −POS𝑆(𝐷))/{𝑎}中选择
具有最小等价类个数的 𝑎𝑖; 若这样的 𝑎𝑖也有多个,则
任选一个;








步 1)的时间复杂度为𝑂(∣𝐶∣ × (∣𝑈1∣+ ∣𝑈 ′2∣));
步 2)判断𝑃 -一致性为𝑂(∣𝐶∣ × (∣𝑈1∣+ ∣𝑈 ′2∣));
步 2.2)为𝑂(𝑈 − POS𝑃 (𝐷)) < 𝑂(∣𝑈 ∣);
步 2.2.1)为𝑂(∣𝐶∣);
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步 2.2.3)为𝑂(∣𝐶∣ × ∣𝑈 ∣);
步 2.2.4)为𝑂(∣𝐶∣2 × ∣𝑈 ∣).
算法 3总的时间复杂度为𝑂(∣𝐶∣2∣ × 𝑈 ∣).
由于算法 3没有存储差别矩阵, 它较文献 [8]的
增量式属性约简算法的时间复杂度𝑂(∣𝐶∣2 × ∣𝑈 ∣2)有
显著的降低, 且与文献 [10]的时空复杂度相当, 但
文献 [10]的求核算法只能用于求一致性决策表的
核. 算法 3充分利用已有的核, 能减少计算量, 且它
适用于一致性、不一致性决策表的属性增量式约
简. 当新增对象𝑥与𝑈2中的某个对象不一致或𝑥与
𝑈1中的对象是𝑃 -一致时, 算法 3的时间复杂度为
𝑂(∣𝐶∣ × (∣𝑈1∣+ ∣𝑈 ′2∣)),能高效地求得属性约简.
4.3 计算示例
表 1为二值数据表, 共有 5个对象和 5个属性,




𝐶1 𝐶2 𝐶3 𝐶4 𝐷
𝑥1 1 0 1 0 2
𝑥2 1 0 1 0 1
𝑥3 1 1 1 0 3
𝑥4 0 1 0 0 2
𝑥5 0 1 1 1 2
𝑈1 = {𝑥3, 𝑥4, 𝑥5}, 𝑈2 = {𝑥1, 𝑥2}, 𝑈 ′2 = {𝑥1}. 由
文献 [7]可得差别矩阵𝑀为




⎡⎢⎣ Φ {𝐶1, 𝐶3} {𝐶1, 𝐶4} 𝐶2{𝐶1, 𝐶3} Φ Φ {𝐶1, 𝐶2, 𝐶3}
{𝐶1, 𝐶4} Φ Φ {𝐶1, 𝐶2, 𝐶4}
⎤⎥⎦.
由文献 [7]可得核为 {𝐶2}. 由定义 4可知, {𝐶1,
𝐶2}和 {𝐶2, 𝐶3, 𝐶4}为两个属性约简.
为进一步说明算法 3,下面通过增加不同的对象
来阐明对象插入后的属性约简更新情况.
1)若新增对象𝑥为 {1, 0, 1, 0, 3},则𝑥与𝑥1不一
致,由算法 3可知,核和属性约简不改变.
2) 若新增对象𝑥为 {1, 1, 1, 0, 1}, 则𝑥与𝑥3不
一致. 运用算法 3的步 1)运行算法 2更新DMSC(𝐶).
若𝑥与𝑈1中的对象不一致, 则转步 2.2)和步 2.2.1),
得到核 core为空. 𝑆为空时, 计算 SGF(𝐶1, 𝑆,𝐷) =
2/6, SGF(𝐶2, 𝑆,𝐷) = 0, SGF(𝐶3, 𝑆,𝐷) = 1/6,
SGF(𝐶4, 𝑆,𝐷) = 1/6. 在𝐶中选择最大 SGF(𝑎𝑖, 𝑆,𝐷)
取值的𝐶1, 𝑆 = {𝐶1}, 此时POS𝐶(𝐷) = POS𝑆(𝐷),
所以𝑆 = {𝐶1}为一属性约简.
3)若新增对象𝑥为 {0, 1, 0, 0, 3},则𝑥与𝑥4不一
致.由算法 3的步 1)运行算法 2以更新DMSC(𝐶). 若
𝑥与𝑈1中的对象不一致,则转步 2.2)和步 2.2.1),得到
核 core= {𝐶2}. 𝑆 = {𝐶2}时, 计算 SGF(𝐶1, 𝑆,𝐷) =
1/6, SGF(𝐶3, 𝑆,𝐷) = 0, SGF(𝐶4, 𝑆,𝐷) = 1/6, (𝑈 −
POS𝑆(𝐷))/{𝐶1} = 2, 选择𝐶1加入𝑆, 得𝑆 = {𝐶1,
𝐶2}.重新计算 SGF(𝐶3, 𝑆,𝐷) = 1/6, SGF(𝐶4, 𝑆,𝐷) =
1/6, (𝑈 − POS𝑆(𝐷))/{𝐶1} = 2,选择𝐶1加入𝑆, 𝑆 =
{𝐶1, 𝐶2, 𝐶3}, 此时POS𝐶(𝐷) = POS𝑆(𝐷), 故𝑆 =
{𝐶1, 𝐶2, 𝐶3}为一属性约简.
4) 若新增对象𝑥为{1, 1, 0, 1, 3}, 则𝑥与原决策
表中的对象𝑃 -一致,由算法 3可知,核和属性约简不
改变.
5)若新增对象𝑥为 {0, 1, 0, 1, 3}, 则𝑥与原决策
表中的对象一致.由算法 3的步 1)运行算法 2以更新
DMSC(𝐶). 转步 2.2)和步 2.2.1), 得到核 core= {𝐶2,
𝐶3, 𝐶4}. 𝑆 = {𝐶2, 𝐶3, 𝐶4}, 此时POS𝐶(𝐷) =






算法 IIUAARI以及文献 [8-10]中的约简算法 (简称
为算法A, 算法B, 算法C). 用𝑛表示需要判断的实
例数, 𝑚表示原始条件属性数, 𝑟表示约简后的条
件属性数, 𝑡表示约简时间 (算法的平均执行时间),




𝑟 𝑡 𝜂 𝑟 𝑡 𝜂
第 1次 214 18 14 1.412 0.222 14 1.634 0.222
第 2次 155 19 13 1.056 0.316 17 1.314 0.105
第 3次 8 124 22 17 5.863 0.227 21 6.012 0.045
第 4次 3 190 20 14 3.735 0.3 17 4.112 0.15
算法B 算法C
循环次数 𝑛 𝑚
𝑟 𝑡 𝜂 𝑟 𝑡 𝜂
第 1次 214 18 15 1.792 0.167 14 1.411 0.222
第 2次 155 19 15 1.521 0.211 16 1.046 0.158
第 3次 8 124 22 19 6.761 0.136 20 5.847 0.09
第 4次 3 190 20 16 4.912 0.2 19 3.719 0.05




似最小的约简. 表 2给出了 4种约简算法的 𝜂,结果表
明, IIUAARI在大大缩短 𝑡的同时,约简率比其他 3种
算法明显提高, 且随着实例数的增加, IIUAARI的约
简效果更为显著.
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