A numerical method is formulated and analyzed for solving the miscible displacement problem under low regularity assumptions. The scheme employs discontinuous Galerkin time stepping with mixed and interior penalty discontinuous Galerkin finite elements in space. The numerical approximations of the pressure, velocity, and concentration converge to the weak solution as the mesh size and time step tend to zero. To pass to the limit a compactness theorem is developed which generalizes the Aubin−Lions theorem to accommodate discontinuous functions both in space and in time.
Introduction
The miscible displacement problem arises in many applications, such as contamination of groundwater, or production of trapped oil in reservoirs by enhanced oil recovery. A solvent fluid is injected into a porous medium; it mixes with a resident fluid. The fluid mixture moves in the porous medium as a single phase flow, with a velocity that follows Darcy's law. The solvent concentration satisfies a convection-dominated parabolic problem, with a diffusion-dispersion matrix that depends on the fluid velocity in a non-linear fashion. The analysis of the miscible displacement problem is complicated by the fact that the diffusion-dispersion matrix is not uniformly bounded above.
This paper has two main contributions. We introduce and prove a general Aubin−Lions theorem valid for broken Sobolev spaces. Then, we obtain convergence of a high order method in time and in space for the solution of the miscible displacement problem under low regularity. The pressure and velocity equations are discretized by the mixed finite element method whereas the concentration equation is discretized by the interior penalty discontinuous Galerkin (IPDG) method. The time-stepping technique is the high order discontinuous Galerkin method.
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There is little published work on the convergence analysis of numerical methods for solving the miscible displacement for non-smooth solutions and for the case of unbounded diffusion-dispersion matrix. In [17] , we analyzed a method that employs the continuous finite element (FEM) method for the concentration equation and the mixed finite element (MFE) method for the pressure and velocity equations. In this present work, the discontinuous Galerkin (DG) method is used for approximating the concentration equation. It is well-known that the DG method is well-suited for convection dominated problems whereas the classical FEM yields spurious oscillations. To our knowledge, our work is the only one that analyzes an arbitrarily higher order in time method with DG in space for non-smooth solutions and unbounded diffusion-dispersion matrix. In [1] , a first order Euler method in time is combined with MFE and a symmetric DG in space and the convergence analysis is obtained by applying the standard Aubin−Lions lemma to carefully constructed interpolated functional spaces. In the scheme in [1] , the diffusion-dispersion matrix is projected onto the space of piecewise polynomial matrices. In addition, the penalty parameter depends on the shape regularity of the mesh and polynomial degree of the approximation space. The work of [1] was extended to a Crank−Nicolson time discretization in [15] .
For smooth solutions and bounded diffusion-dispersion matrix, several methods have been formulated and analyzed for the miscible displacement: FEM [12, 13, 18] , MFE [9] , DG [10] , finite volume [16] for instance. In [20] , the proposed method enforces boundedness of the diffusion-dispersion matrix by using a cut-off operator.
Overview and notation
The next section introduces the miscible displacement problem, the assumptions on the data and the numerical scheme. Convergence of the numerical approximations is established in 
Solutions of evolution problems will be functions from [0, T ] into these spaces and the usual notation,
, is used to indicate the temporal regularity of such functions. The numerical solutions will be constructed using polynomials; if E ⊂ Ω then P k (E) denotes the set of all polynomials of degree less or equal to k over E. Similarly, if 0 ≤ a < b ≤ T and H is a function space then
Notation denoting jumps, averages, and specific finite element spaces used for the numerical scheme is introduced in Section 2.2. We write a b when there is a constant positive M independent of the mesh parameters used for the numerical scheme such that a ≤ M b.
Problem and scheme

Miscible displacement equations
Let [0, T ] be a time interval and Ω ⊂ d be the region occupied by the porous medium in which a polymer solvent is being displaced. Under the assumption of incompressibility, the fluid pressure p and velocity u satisfy the following equations
The concentration c of the solvent satisfies
The coefficients in the model are the injection q I and production q P functions, the fluid density ρ(c), the gravity vector g, the porosity of the medium φ, the diffusion-dispersion matrix D(u), the injected concentrationĉ, and the matrix K(c), which is the ratio between the permeability matrix k and the fluid viscosity μ(c).
The numerical scheme introduced below uses the following reformulation of the diffusion equation for the concentration
The natural weak statement of this equation preserves the skew symmetric property of the operator div(cu) independently of equation (2. Solutions of the numerical scheme will satisfy the following weak statement of equations (2.
] on the test function is technical and is needed since D(u) is not bounded. Existence of weak solutions, with
is established in [7, 14] under the following assumptions on the coefficients and data which guarantee that the weak statement is well defined. Assumption 2.1.
d×d is symmetric, Carathéodory (measurable in first argument and continuous in the second almost everywhere), uniformly bounded and elliptic. That is, there exist constants 0 < k 0 < k 1 such that
where |ξ| denotes the Euclidean norm. The spatial dependence will be omitted below; K(c) ≡ K(x, c).
is Carathéodory, symmetric valued, and Lipschitz continuous in the second variable, and there exist constants 0
The spatial dependence will be omitted below;
Ω) and φ 0 < φ < φ 1 for some positive constants φ 0 , φ 1 .
(6) There exist positive constants ρ 0 , ρ 1 such that the function ρ : → is Lipschitz continuous and
Numerical scheme
Spatial approximations of (2.1)−(2.2) are constucted using the mixed finite element method and spatial approximations of equation (2.3) are developed using the interior penalty discontinuous Galerkin (IPDG) method. Discontinuous Galerkin time stepping will be used to discretize time [11] .
Let {E h } h>0 be a regular family of meshes of Ω, where h is maximum element diameter; the finite element subspaces are: 
The numerical solution of the concentration is discontinuous across mesh elements. 
The L 2 inner-product on E h and Γ h are:
With this notation the numerical scheme becomes:
denotes the IPDG discretization of the operator −∇ · (D(u)∇c) with penalty coefficient, σ > 0, and parameter ∈ {−1, 0, 1},
When the diffusion operator is unbounded, inclusion of the weight 1 + {|u h |} in the last term is essential for our analysis. The term B cq (·, ·; ·) is the DG discretization of the convection terms,
The upwind value (resp. downwind value) of a discontinuous function w h with respect to u h · n e is denoted by w
). To complete the definition of the scheme, set c 0 h− to be the L 2 projection of the initial condition c 0 . Our method is parametrized by . As usual, the scheme is referred to as the SIPG method (NIPG method, IIPG method resp.) if = −1 ( = +1, = 0 resp.).
Convergence of the scheme
In this section, we establish the following theorem which is the main result of this paper. 
In particular, the numerical solutions of SIPG discretization converge to a solution of the weak statement (2.4)−(2.6) of the miscible displacement equations.
The finite element spaces and time stepping scheme were chosen so that the discrete solutions inherit the stability properties of the continuous problem. The key step in the convergence proof is to then establish sufficient compactness to facilitate passage to the limit in the nonlinear terms. The following generalization of the Aubin−Lions theorem [19] is applicable in the current situation where:
(1) Solutions may be discontinuous in time; in particular, their time derivatives are not integrable. 
Fix ≥ 0 an integer and 1 < p < ∞, 1 ≤ q < ∞, with 1/p + 1/q ≥ 1, and assume that
on each interval satisfies
This theorem is proved in Section 4 and extends of the corresponding results in [17, 21] 
Stability of the numerical solutions
Stability estimates for the Darcy velocity and pressure computed using the mixed finite element method are well-known [4] The following lemma from [17] bounds the numerical approximations of the velocity and pressure by the data.
Lemma 3.3 (Stability of the pressure and the velocity). Let the coefficients and data satisfy Assumption 2.1.
Then exists a constant M > 0 depending only upon the aspect ratio of the mesh E h such that the velocity and pressure computed using equations (2.8) and (2.9) satisfy the following bounds.
•
The following semi-norm on C h is used to characterize stability bound of the concentration.
The next two lemmas state the continuity and coercivity of the forms B d and B cq . The proof of these lemmas is given at the end of the section.
Lemma 3.4 (Continuity properties).
Let c h and w h be in C h and let u h be in U h . 
provided σ ≥ σ 0 if the symmetrization parameter takes the value −1 or 0, and σ = 1 if is equal to 1. In particular, 
Therefore, taking w h = c h in (2.10) and using (3.7), we obtain
Hence, we obtain after simplification
Using (3.4) and (3.5), the equation above becomes an inequality
Now, again use Cauchy−Schwarz's inequality and Young's inequality to obtain
Thus, substitute this term into (3.8)
We sum up over all time steps to obtain (3.6). Since q P is non-negative, the definition of · H 1 (E h ) and · C h , with (3.6) gives the uniform bound of c h L 2 [0,T ;H 1 (E h )] independent of h and Δt.
The proof of Lemma 3.4 is now given.
Proof. The first term of
Notice that by (2.7),
So, we have
And consequently using the fact that
we have,
For the term ([w h ], {D(u h )∇c h · n e }) Γ h using the same argument as for (3.26) we have,
We have the following inequality: For the other term, we can write
We treat each term separately, but in a similar fashion
Therefore we have
To summarize, from (3.12) and (3.13), we have, 14) and thus,
For the third term of B d (c h , w h ; u h ), we use a trace inequality (see (A.2) in Appendix) and a similar argument as in (3.25)
e∈Γ h e 
Therefore the bound (3.2) is obtained by combining (3.9), (3.10), (3.15), (3.16) and (3.17) . To obtain (3.3), we now bound each term in B cq (c h , w h ; u h ). For the first term, using (2.7), we have:
Similarly we have
For the third term in B cq (c h , w h ; u h ) we easily obtain
For the upwind term, we remark that
Therefore, using the fact that u
We treat each term separately but in a similar fashion. By Cauchy−Schwarz's inequality and trace inequalities, we have
Next, we sum up over all interior faces and obtain
which, with (3.13), yields
We apply the same idea as in (3.21) to the last term and have: The proof of Lemma 3.5 is now given.
Proof. We first note that
Next we show (3.4) by first noting:
We fix a face e shared by E e + and E e − and denote by v + (resp. v − ) the restriction of any function v to E e + (resp. E e − ). We begin by expanding and bounding the terms using Cauchy−Schwarz's inequality,
By the property (2.7), we obtain
Using a trace inequality (see (A.1) in appendix), we obtain
Using (2.7), we have then
Therefore, we have
where by convention we have
. So, summing over the faces, we see that there is a positive constant M such that
Therefore with Young's inequality, for any positive constant, δ, we have
If = 0, we choose δ = 1 and σ ≥ 
Compactness of the concentration
One important and challenging step in proving convergence of the numerical approximation of the concentration is to show compactness of {c h } h>0 . This is stated in the following theorem, which is a non-trivial application of Theorem 3.2.
Theorem 3.7. Suppose the maximal time step Δt tends to zero with the mesh parameter h. Then the concentration {c
Proof. We apply Theorem 3.2 with the following choice of spaces:
The spaces W, V and H are clearly Banach spaces and it is easy to check that W (E h ) equipped with the following norm is a Banach space. 
Therefore, by Lemma 3.4 we have,
with the constant M independent of the mesh size.
From [1] , [5, 6, 8] and (2.7),
Hence, using Cauchy−Schwarz's inequality
Furthermore, according to the stability analysis in Theorems 3.3 and 3.6, we know that
and c h L 2 [0,T ;C h ] are bounded by a constant independent of h and Δt. Therefore,
, we use an inverse inequality, the stability of Π h in L 2 and Cauchy−Schwarz's inequality to obtain
Next, letw denote the average of w on each element, i.e.
Thus, we have
For the first term in the upper bound, we have
From [2] , we have
Hence, we have
Using the same derivation as in (3.30), we have:
Furthermore, by trace and inverse inequalities we obtain
So, we can conclude by combining all the bounds above.
Convergence of the solutions
From Theorem 3.7 and the precompactness of
. This is sufficient to show strong convergence of the numerical approximations of velocity and pressure. 
, then the velocity and pressure computed using the scheme (2.8)−(2.9) over the regular family of meshes converge strongly to the solutions (u, p) of the weak forms (2.4) and (2.5).
The proof of this result is skipped as it follows closely the proof of Theorem 3.10 in [17] .
Theorem 3.10. Suppose that the maximal time step
Δt and h tend to zero with mesh parameter. Then upon passage to a subsequence, the concentrations {c h } h computed using the scheme (2.10) with SIPG namely with = −1 over a regular family of meshes converge strongly in
, that satisfies the weak formulation (2.6).
Proof. The uniform boundedness of
, and that there exists a subsequence, still denoted by {c h } h>0 , such that {∇c h } h>0 converges weakly in
, with w h (T ) = 0 and such that the sequence {w h } h>0 converges strongly to w in the following sense
Integrating the temporal term in (2.10), summing over n, and using the fact that w h (T ) = 0, yields
We now pass to the limit term by term in (3.32). We clearly have
Next we will show that
The proof of this result is technical and requires the introduction of two operators, G and
By the Lipschitz continuity of the diffusion-dispersion tensor D, we have
Sinceũ is the piecewise constant approximation of u, then
Since the sequence {u
Therefore, we can conclude
Since we also have the property,
Consequently we have
From the property (3.38), we have
Additionally from the property (3.36) and (3.31), we have
We also observe,
Therefore, we have from (3.31), (3.36 ) and the weak convergence of {Gc h } h to ∇c
Thus, we conclude with (3.40), (3.41) and (3.34)
Using a trace inequality, we write
From the stability of c h in L 2 [0, T ; C h ] and (3.31), we obtain
Thus (3.39), (3.42) and (3.43) imply
Next, let us examine the term ([w h ], {D(u h )∇c h · n e }) Γ h . Using (3.11) and (3.6), we have
Then, with (3.12) and (3.13), we have
. From Lemma 3.3 and an inverse inequality we have
We now apply Jensen's inequality and an approximation result
. Therefore, we have
For the penalty term, we use a similar argument
Combining the results above, namely (3.44)−(3.46), yields (3.33). Next we will show that
, it is easy to show that
Using trace inequality and inverse inequality, we also have,
With the stability bounds on u h and c h , we then have
Integrating by parts on each element and summing over all elements yields:
We write
We denote by q I h and q P h the L 2 -projections of q I and q P respectively, in the space P h . We remark that (2.9)
Numerical example
We test our method for the following analytical solutions on the unit square:
The parameters in the equations are
A fourth order method in time is used. We vary the degree of approximation in space from a first order method to a third order method. In order to reduce the size of the systems, we decouple the velocity-pressure equations from the concentration equation. Table 1 shows the errors and convergence rates for the first-order method in space (k = 0 and r = 1) obtained at the final time t = 0.5. We then increase the order of the method and shows the corresponding results in Tables 2−3 . For all simulations, the time step is chosen constant equal to 10 −2 . The numerical rates show convergence of the proposed method.
Appendix A. Combining (A.3) and (A.4) yields (A.1). To obtain (A.2), we apply Cauchy−Schwarz's inequality to (A.1).
.
