Developments in Simulating Built up Edge Formation in Steel Machining  by Childs, Thomas HC
 Procedia CIRP  1 ( 2012 )  78 – 83 
Available online at www.sciencedirect.com
2212-8271 © 2012 The Authors. Published by Elsevier B.V. Selection and/or peer-review under responsibility of Professor Konrad Wegener
http://dx.doi.org/ 10.1016/j.procir.2012.04.012 
5th CIRP Conference on High Performance Cutting 2012 
Developments in simulating built up edge formation in steel machining 
Thomas HC Childsa,* 
aSchool of Mechanical Engineering, University of Leeds, Leeds LS2 9JT, UK 
* Corresponding author. Tel.: +44-133-34-32165; fax: +44-133-34-32150.E-mail address: t.h.c.childs@leeds.ac.uk. 
Abstract  
A Johnson-Cook type damage law, with pressure and temperature coefficients from published literature, is applied to simulations of
carbon steel chip formation in general engineering built up edge (bue) conditions. Secondary shear zone damage and strain-rate
contours are predicted with incipient bue appearance. The model is further speculatively applied at the micro-machining scale. 
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1. Introduction 
In a previous publication the present author made a 
first attempt [1] at finite element simulation of built up 
edge formation in the machining of carbon and low alloy 
steels in their softened state. The material model 
combined flow stress dependence on strain, strain-rate 
and temperature with a Johnson-Cook type of pressure, 
temperature and strain-rate dependent damage law [2]. 
The degree of success of the simulations was judged  by 
comparing the results with published data on cutting and 
thrust forces and chip thickness ratios through the built 
up edge cutting speed range. The patterns of strain-rate 
in the secondary shear region were also examined to see 
whether the pattern of maximum strain-rate contours in 
any way matched the typical shape of a built up edge.  
Fig. 1 is an example, for a 0.55C steel, h = 0.25 mm, 
γ = 6°, of the simulated cutting and thrust force, FC and 
FT, and chip thickness ratio, t/h, dependence on cutting 
speed. A minimum occurs in all three at a cutting speed 
within the built up edge range. This qualitatively follows 
experimental observations, as referenced in [1]. 
Quantitatively, however, the minimum in FT is much too 
deep. Fig. 2 is an example of simulated strain-rate 
distribution within the built up edge speed range, 
concentrating on the secondary shear zone. The highest 
strain-rates, along the surface ABC are separated from 
the rake face by a relatively stagnant zone, as may be 
deduced from the stream lines. ABC could be regarded
as the boundary of an incipient built up edge region. 
To obtain these results, the damage law failure strain
was realistically assumed to pass through a minimum in
the blue-brittle temperature range. But its dependence on
pressure had to be assumed to be unrealistically small.
This paper introduces an improved damage modelling.
An extension to micro-machining is also included. 
2. Theory 
The workpiece material is assumed elasto-plastic with
a strain, strain-rate and temperature dependent
equivalent flow stress in the absence of damage, σ ,
modified by a damage function f(D) to give a resulting
flow stress Dσ as in equation 1. D depends on strain
path, equation 2, where fε  is the strain to failure in the
condition of the strain step d ε . Further detail of the
forms of σ and f(D) is in Sections 2.1. The chip / tool
friction model is the subject of Section 2.2. The
simulation conditions are described in Section 2.3. 
( )DfD σ=σ  (1) 
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2.1. Flow stress and damage modelling 
The assumed dependence of σ  on strain, strain-rate 
and temperature is identical to that in the previous work 
[1] and is not repeated here. 
In the previous work, f(D) (equation 1) was assumed 
to equal 1.0 in the range 0 < D ≤ 1 and to fall rapidly to 
zero as D increased above 1. It was proposed to modify  
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Fig. 1. Example simulation results, from [1]. 
 
 
Fig. 2. Example strain-rate distribution from [1]. 
this as shown in Fig. 3, with the effect of allowing 
friction to act over failure surfaces. Over the range 1 < D 
≤ D+, f(D) reduces with continuity in value and slope 
from 1.0 to a lower value α that depends on the 
hydrostatic stress state  p/ σ . It has been chosen 
empirically to represent this by means of tanh functions, 
as in equations 3a and 3b. In equation 3a the argument of 
the tanh function changes from –a to +a as D increases 
from 1 to D+. By choosing a to be a suitably large 
number, for example 2.5 is used in the present work, the 
tanh function changes from approximately -1 to +1 over 
the same range. Similarly by choosing b in equation 3b 
to be around 1.5, α increases from 0 to α0 as p/ σ  
increases from 0 to around 1.0. 
For D > D+, Dσ (equation 1) saturates at σα0 for 
p/ σ > 1.0. As p/ σ  → 0, Dσ  → α0bp. It could be that 
different values of α0 are appropriate to high and low 
pressures. This is accomplished via equation 4 in which
αh and αl are values of α0 at p/ σ  respectively > ph and <
pl, with the same form of blending function as in
equation 3a. 
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Fig. 3. f(D), equation 3, α = 0.25, D+ = 1.25, a = 2.5. 
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The idea that failure occurs at D = D+ and not at D =
1 differs from that in [2] in which failure occurs at D =
1. The idea that f(D) = 1.0 up to the value D ≈ 1 also
differs from other studies that have shown that
hydrostatic stress level can influence flow stress at levels
of D < 1 [3]. Equations 3a and 3b are introduced as
adequate approximations for the present purpose of
exploring possibilities of modelling built up edge
formation. 
fε (equation 2) continues to be considered as the
strain at which D = 1. In [1] it was assumed to depend
on the hydrostatic stress state p/ σ , where p is the
hydrostatic pressure, in a manner similar to that assumed
by Johnson and Cook [2], as shown in equation 5a.
ref,fε  is the strain in the reference state p/ σ  = 1/√3 and
also contains the temperature and strain-rate dependence
of fε . The reference state p/ σ  = 1/√3 is that at which
the hydrostatic pressure is equal to the shear flow stress
of the deforming work and was chosen because it
describes a state close to that existing in the primary
shear region of a simple chip formation. In the present
work the reference state has been changed to p/ σ  = 0, as
shown in equation 5b. The reason is described next. 
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Published data has been collected on the variation of 
fε with p for a range of carbon steels. Fig. 4 shows 
stress-strain curves at low strain-rate and room 
temperature from simple shear tests with imposed 
normal stress on the shear plane (equivalent to pressure), 
for a re-sulphurised 0.08C steel, from [4]. ε  for d σ /d ε  
= 0 can be obtained for each curve by inspection. 
Considering these to be fε , the variation of 
ref,ff εε with p/ σ  can be obtained ( ref,fε  is fε  for p = 
0 and for each curve σ  is taken to be the maximum 
value of equivalent stress). Similar data can be obtained 
from Fig. 5 which is for torsion tests on a 0.25C steel, 
from [5], with superimposed hydrostatic pressure. 
The dependence of ref,ff εε on p/ σ from these results, 
together with further results from [4], is plotted in Fig. 6 
which also includes expected dependencies on Cp from 
equation 5b. The experimental data falls within the range 
of Cp from 1.5 to 3.0. The figure also shows results with  
negative (tensile) pressures, from notched tension tests 
[3] and shear under tension tests [6], and further data 
from tension tests with superimposed hydrostatic 
pressure [7]. 
The results show that failure strain dependence on 
pressure can be modeled by equation 5b provided Cp is 
given different values under hydrostatic pressures and 
tensions. This is empirically included within equation 5b 
by means of equation 6. In this work the coefficient d 
has been given the value 30, Cp,comp has been varied from 
1.5 to 3.0, with two further cases up to 3.75, and Cp,tens 
has been given the value 0.75. 
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Fig. 4. Stress-strain curves, shear + normal stress [4]. 
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Fig. 5. Stress-strain curves, torsion + pressure [5]. 
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Fig. 6. Relative failure strain dependence on p/ σ . 
Fig. 7 shows failure strain temperature dependence
for a re-sulphurised steel, from Hopkinson Bar tests in
torsion, from [8]. It also shows the damage models 1 to 3
spanning the experimental data. Damage model 1 is
represented by equation 7: the abrupt change at 650°C is
carried over from [1]. Damage models 2 and 3 have the
same temperature dependence as model 1 but the first
term is reduced from 0.97 to 0.73 to 0.48 respectively.
These are the three models used in the present paper.
The infinite value for T > 650°C is the same as from [1]. 
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Fig. 7. ref,fε high strain-rate temperature dependence. 
fε = 0.97 + 5E-3T – 1.92E-5T
2 + 1.67E-8T3,  T < 
650°C 
fε = ∞,  T ≥ 650°C (7) 
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Values of D+ (equation 3a) have been selected in the 
range 1.0 to 1.25. This is from Figs. 4 and 5 in which the 
strains at final breaking are seen to be larger than those 
for which d σ /d ε  = 0 by factors from 1.05 to 1.8.  
2.2. The friction model 
Equation 8 gives the friction model. In this work μ = 
1 is used to force friction stress τ = 3σ over the large 
part of the chip / tool contact length, as explained in [1].  
( )3,min n σμσ=τ  (8) 
2.3. Simulations 
Simulations were first performed with damage 
models 1 to 3 and with Cp,comp from 1.5 to 3.75, after 
preliminary tests showed damage development to be 
most sensitive to these. In these cases, Cp,tens = 0.75, D+ 
= 1.25, α0 = 1.0 were chosen. Cutting speed vc = 25 
m/min, h = 0.25 mm, γ = 6° was selected as being a 
condition with large built up edge effect (Fig. 1). 
As a result, three combinations of damage model and 
Cp,comp were chosen for further simulations, varying 
cutting speed over the built up edge range. Damage 
models 1 to 3 were each paired with Cp,comp = 2.25. 
A further simulation was carried out with equation 
4’s α dependence, vc = 25 m/min, h = 0.25 mm. α was 
chosen to reduce from 3.0 to 0.5 as p/ σ  decreased from 
1.0 to 0.8. α = 3 was chosen, i.e. material strengthening 
as a result of damage, to reflect the experimental 
observation that steel built up edges are often measured 
to have a hardness up to 3 times that of the chip [9-12].  
Simulations were performed with AdvantEdge™-2D 
v5.8. This allows user defined material yield and damage 
laws to be implemented but it does not have the 
capability to represent open cracks as a result of damage. 
Instead, element stiffness is reduced as D increases 
above 1.0. As α → 0, stiffness → 0. 
3. Results 
Three regimes of chip formation were observed on 
varying damage model and Cp,comp (Fig. 8). In Region I 
maximum value of D in the chip < 1.0. Chip formation 
was identical to formation without a damage model. In 
Region II, Dmax < 1 at the start of cutting. As the cutting 
temperature increased to its steady state, Dmax increased 
to > 1, because of the temperature dependence of the 
damage law. Fig. 9 shows typical steady state damage 
contours in a chip. The heavily damaged region A 
convects to the chip from the exit of the secondary shear 
zone. In Region III, Dmax > 1 from the start of cutting. 
Fig. 10 shows typical initial damage contours. The high 
damage surface ABC has a typical built up edge profile. 
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Fig. 8. Chip formation regimes, vc = 25 m/min. 
However as temperature increased with cut distance,
the damage pattern reverted to that of Region II. 
In regions II and III high strain rates occur where D >
1 in the secondary shear zone, as  shown by A in Fig. 11.
High D also gives rise to a reduction of chip flow stress,
Fig. 12, as expected.  The secondary shear region
between A (Fig. 11) and the rake face has a much
retarded velocity (Fig. 13). However velocity is not zero,
as it would be in a built up edge. A in Fig. 13 points to a
stream line within the built up edge region. 
FC and FT  variations with vc for Damage models 1 to
3, Cp,comp = 2.25  are  compared to force variations in the
absence of damage modelling (from [1]) in Fig. 14. 
 
 
Fig. 9. D contours, damage model 3, Cp.comp = 2.6. 
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Fig. 10. Initial D values, damage model 3, Cp,comp = 2.25. 
 Thomas HC Childs /  Procedia CIRP  1 ( 2012 )  78 – 83 82
 
Fig. 11. As Fig. 9, but strain rate contours. 
 
Fig. 12. As Fig. 9 but flow stress contours. 
 
Fig. 13. As Fig. 9 but velocity magnitude contours. 
Model 1 results are no different from no damage 
modelling, as expected because for these Dmax <1. Model 
2 results differ from no damage results only over a vc 
range from 20 to 80 m/min. For vc < 20 m/min, 
machining temperature rises are insufficient to cause the 
reduced strains to failure that result in Dmax > 1.  Model 
3 results differ from no damage results at all speeds less 
than 80 m/min. Machining temperature rises are not 
necessary to cause Dmax > 1. 
An attempt was made to generate a chip formation 
flow field in which the secondary shear region became 
completely stagnant, by supposing damage to strengthen 
the chip material three-fold while it was under high 
hydrostatic pressure. Fig. 15 shows the obtained strain-
rate field. Extremely fragmented distributions occur in 
the secondary shear region ABC. They vary strongly 
with time (not shown). Although ABC could be
imagined to be a region of material fragmentation and
build up, it is by no means stagnant. 
4. Discussion 
This paper’s damage modelling is advanced from that
in [1] in two ways. 
Firstly its range of pressure and temperature
dependence has been obtained from independent tests,
for example torsion with imposed pressure and shear
with imposed normal stress. Secondary shear zone
distributions of damage, strain-rate, yield stress and
velocity (Figs. 9-13) have shown the characteristics of  
 
0.1 1 10 100
0
200
400
600
800
 No damage, from [1]   Damage model 1
 Damage model 2         Damage model 3
F C
, F
T (
N
/m
m
)
Cutting speed (m/min)
built up edge range
FC
FT
 
Fig. 14. FC, FT dependence on vc, Cp,comp = 2.25. 
 
 
Fig. 15. Strain-rate contours, vc = 25 m/min, damage model 3, Cp,comp = 
2.25, equation 4 α dependence.  
incipient built up edge formation; that is to say
contours of maximum strain rate for example have been
separated from the tool rake face, but a fully developed
built up edge shape has not emerged. Variations of
cutting and thrust force with cutting speed (Fig. 14),
coupled with Fig. 8, suggest realistic damage models to
be in fig. 8’s Region II. This centres around damage
model 2 and Cp,comp = 2.5. This is in agreement with the
range from independent tests (Figs. 6, 7). 
Secondly, instead of supposing the flow stress of the
fully damaged material to reduce to zero, it has been
 Thomas HC Childs /  Procedia CIRP  1 ( 2012 )  78 – 83 83
 
supposed to reduce to a value that depends on the acting 
hydrostatic pressure. In this way it has been attempted to 
introduce a sliding friction stress across damaged 
surfaces. The thrust forces in built up edge conditions in 
Fig. 14 are not as small as in Fig. 1 as a result of this. 
But they still are much lower than occur in practice. It is 
supposed that, as also discussed in [1], this is because of 
the simulations’ inability to follow the development of a 
built up edge to its final shape. This in turn stems from 
the software’s inability to generate  cracked surfaces.   
As already written (Section 2.3), it represents fully 
damaged material by a reduced element stiffness. This 
also has the effect that the damaged regions, for example 
marked A in Figs. 9, 10, are unrealistically wide.  
A next stage would be to include the developed 
damage model within a software that truly allows new 
cracked surface to be generated once D increases above 
a critical value. 
In the meantime there are circumstances in which the 
prediction that built up edge may exist is more important 
than prediction of its exact shape. In machining an AISI 
1045 steel on a precision diamond turning machine, at vc 
= 200 m/min and a feed of 5 μm/rev, using a cemented 
carbide tool with a round nose and edge radius of 5 μm, 
a poorer surface finish was obtained than when 
machining an aluminium alloy; Rz was in the range 0.5 
to 1.0 μm compared to 0.1 to 0.2 μm [13]. The depth of 
cut was 2 μm. Then the uncut chip thickness round the 
tool nose was ≈ 0.5 μm. Fig. 16 is a simulated chip 
formation in this condition, with Cp,comp = 2.25 and 
damage model 3.  
The cut surface is damaged to a depth d ≈ 0.1 to 0.2 
μm. This is small compared to Rz. However the stagnant 
zone, separated from the main body of the chip and work 
by the high damage surface ABC, has a thickness from 
B to the tool’s cutting edge ≈ 1 μm and a length AC ≈ 5 
μm. In [13] the rougher surface of the steel than the 
aluminium alloy was qualitatively attributed to its 
pearlitic microstructure. This is probably correct. 
However it seems worth exploring the possible influence 
of built up edge formation. 
 
 
Fig. 16. Micro-machining: tool edge radius 5 μm, h = 0.5 μm, vc = 200 
m/min, Damage model 3, Cp,comp = 2.25. 
5. Conclusion 
Inclusion of a damage law in simulations of steel
machining has led to secondary shear zone damage and
strain-rate distributions indicative of incipient built up
edge formation (Figs. 9-13). The law’s pressure and
temperature dependence, with Cp,comp (Fig. 6) in the
range 2.0 to 3.0 and damage models 2 and 3 (Fig. 7), is
in the range of independent tests on steels’ strains to
failure. The simulations predict built up edge formation
in the experimentally observed cutting speed range (Fig.
14) but they over-estimate reductions in thrust force.
This is because they do not follow the growth of the
built up edge to its full height, as previously considered
in [1]. A speculative application to micro-machining
(Fig. 16) shows promise and will be developed.   
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