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Abstract
The concept and the construction of modular graph functions are generalized from
genus-one to higher genus surfaces. The integrand of the four-graviton superstring
amplitude at genus-two provides a generating function for a special class of such func-
tions. A general method is developed for analyzing the behavior of modular graph
functions under non-separating degenerations in terms of a natural real parameter t.
For arbitrary genus, the Arakelov Green function and the Kawazumi-Zhang invariant
degenerate to a Laurent polynomial in t of degree (1, 1) in the limit t→∞. For genus
two, each coefficient of the low energy expansion of the string amplitude degenerates to
a Laurent polynomial of degree (w,w) in t, where w+2 is the degree of homogeneity in
the kinematic invariants. These results are exact to all orders in t, up to exponentially
suppressed corrections. The non-separating degeneration of a general class of modu-
lar graph functions at arbitrary genus is sketched and similarly results in a Laurent
polynomial in t of bounded degree. The coefficients in the Laurent polynomial are
generalized modular graph functions for a punctured Riemann surface of lower genus.
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2
1 Introduction and overview
Modular graph functions for a genus-one Riemann surface map certain classes of graphs
to real-analytic SL(2,Z)-invariant functions on the Poincare´ upper half-plane H. They
naturally arise in the low energy expansion of superstring amplitudes at genus one [1] and
exhibit some remarkable properties. Modular graph functions generalize non-holomorphic
Eisenstein series, which may be viewed as modular graph functions for one-loop graphs. They
are intimately connected with elliptic polylogarithms and multiple zeta values [2], and obey
systems of differential equations as well as surprising algebraic relations [3, 4, 5, 6]. Notably,
in the neighborhood of the cusp of the standard fundamental domain for H/SL(2,Z), a
modular graph function of τ ∈ H behaves, up to exponentially suppressed terms, as a
Laurent polynomial in Im τ of bounded degree [7], thereby generalizing the behavior of non-
holomorphic Eisenstein series.
In superstring perturbation theory, scattering amplitudes are approximated by power
series in the string coupling constant with coefficients that are associated with Riemann
surfaces of arbitrary genus. The tree-level contribution arising from genus-zero is well-
known textbook material and will not be discussed further here. Although the genus-one
amplitudes have also been known for many years [8], the systematic study of their low energy
expansion is fairly recent [1, 9], and was the main motivation for considering genus-one
modular graph functions. At genus two, only the simplest superstring amplitudes involving
four massless particles have been calculated, for bosons in Type II and Heterotic string
theories using the RNS formulation in [10, 11, 12], and reproduced for bosons and extended
to fermions in Type II using the pure spinor formulation in [13, 14]. These amplitudes reduce
to integrals over the positions of the four vertex operators on the Riemann surface and over
the three-dimensional moduli space of complex structures of genus-two Riemann surfaces.
After integration over the vertex operator positions, the remaining integrands depend on the
remaining moduli and are invariant under the genus-two modular group Sp(4,Z). Their low
energy expansion naturally provides modular invariants which will serve as prototypes for
higher-genus modular graph functions.
The simplest non-trivial genus-two modular graph function was shown in [15] to coin-
cide with the Kawazumi-Zhang (KZ) invariant [16, 17]. The latter is closely related to the
Faltings invariant, which is of central importance in Arakelov geometry [18]. The study of
physical constraints on the genus-two string integrand, and the use of complex structure
deformation theory, have revealed a wealth of unexpected properties satisfied by the KZ in-
variant, including an eigenvalue equation for the Sp(4,Z)-invariant differential operators of
degree two [19] and degree four [20], and a theta-lift representation analogous to Borcherds’
theta-lift for the Igusa cusp form [20]. It was pointed out in [15] that successively higher
order terms in the low energy expansion of the genus-two superstring amplitudes provide an
infinite number of novel generalizations of KZ-invariants.
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The first goal of this paper is to define and construct general modular graph functions on
compact Riemann surfaces of arbitrary genus, motivated by the mathematical structure of
genus-two superstring amplitudes. Key ingredients in our construction will be the canonical
Ka¨hler form and the Arakelov Green function (which is closely related to the scalar Green
function commonly used in the string theory literature [21]) on a Riemann surface Σh of
arbitrary genus h. In terms of these objects, an infinite class of modular graph functions
may be readily constructed by complete analogy with the case of genus-one. However, the
invariants arising from genus-two string amplitudes do not fit into this class. Learning the
lessons of string theory, we shall extend this class by generalizing the canonical Ka¨hler form
on which they are constructed to a family of forms of top degree on a product of several
copies of Σh. Special cases of this generalization were anticipated by Kawazumi in his work
on the construction of invariant tensors on Teichmu¨ller space [22, 23]. The modular graph
functions thus constructed are functions on the moduli space of Riemann surfaces and, for
low genus h ≤ 3, may equivalently be viewed as functions on the Siegel upper half space.
We shall continue to use the terminology “modular graph function” for arbitrary genus in
order to emphasize their close relation with their genus-one cousins [2].
The second goal of this paper is to determine the behavior of higher-genus modular graph
functions near the non-separating divisor in the Deligne-Mumford compactification of the
moduli space of compact Riemann surfaces. The motivation is, of course, to gain further
insight into the structure of these higher invariants. In particular, experience in studying
modular graph functions at genus one, and the KZ-invariant at genus two, has taught us
that the asymptotic behavior under a non-separating degeneration provides invaluable in-
formation towards uncovering and then proving the differential and algebraic relations these
functions obey. The behavior under a separating degeneration is also of obvious interest,
but lies outside the scope of this paper.
To achieve the second goal, we shall develop a general method for evaluating the behavior
of modular graph functions on a Riemann surface Σh+1 of genus h+1 as the surface undergoes
a non-separating degeneration to a compact surface Σh to which two punctures pa, pb are
added. We denote by Ω the period matrix of Σh+1 with respect to a canonical homology
basis of cycles AI ,BI for I = 1, · · · , h+1 and choose the degenerating cycle to be Bh+1. The
non-separating degeneration then corresponds to the limit where the entry σ = Ωh+1,h+1 of
the period matrix tends to i∞. The period matrix of Σh with respect to the same homology
basis is denoted by τ . The key features of our method are as follows.
(a) The approach to the non-separating degenerating is parametrized by the positive real
variable t = det (Im Ω)/det (Im τ), such that the degeneration limit σ → i∞ cor-
responds to t → ∞. Furthermore, t is invariant under the Fourier-Jacobi group
Sp(2h,Z)n(Zh+τZh)nZ which is the subgroup of the full modular group Sp(2h+2,Z)
leaving the cusp at σ = i∞ invariant.
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(b) A real harmonic function f on Σh \ {pa, pb} is used to provide a natural definition of
the discs in Fay’s construction [24] of a non-separating degeneration. The discs are
centered at the punctures pa and pb and their boundaries are defined as level sets of
the function f at the values ±2pit. The holomorphic differentials on Σh+1 are expressed
simply in terms of f and the holomorphic differentials on Σh. The function f has been
used earlier in string theory to endow the string worldsheet with a global light-cone
time coordinate [25, 26].
(c) Finally, we develop a variational method for calculating the power-behaved part of the
t-derivative of any integral whose t-dependence arises solely from the positions of its
boundary cycles near the two punctures of the degeneration. This method will turn
out to be quite powerful in determining the possible power-like terms. Physically, the
method is akin to the renormalization group methods in quantum field theory, with
the parameter t playing the role of the logarithm of a short-distance cutoff.
Using this method we shall prove four theorems (numbered 1 through 4) which specify
the behavior near the non-separating degeneration, as t→∞, of the following objects,
1. the Arakelov Green function Gh(x, y) for arbitrary genus;
2. the Kawazumi-Zhang invariant ϕh for arbitrary genus;
3. the higher order string invariants Bw(Ω) generated by the Taylor expansion of the
genus-two four-graviton amplitude B(2)(sij|Ω) defined in (2.28) and studied in [15];
4. an infinite class of modular graph functions generated by the Taylor expansion of a
putative “higher genus amplitude” F (h)(sij|Ω) defined in (6.1) for arbitrary genus (but
whose role in string theory is as yet unclear).
We prove that, in each of these cases, the expansion is given by a Laurent polynomial of
bounded degree in t plus terms of order O(e−2pit). The degree1 of the Laurent polynomial
in t is (1, 1) for Theorems 1 and 2, while it is (w,w) for Theorems 3 and 4, where w is the
weight of the modular graph function, defined as its degree of homogeneity in the Green
function. The Laurent polynomial is independent of Reσ. Its coefficients are modular graph
functions of genus h, and generalizations thereof which depend both on the period matrix
τ of Σh and on the image v of the punctures under the Abel map. For h = 1, such objects
were referred to as single-valued elliptical multiple polylogarithms in [2].
For arbitrary genus, Theorems 1 and 2 reproduce earlier mathematical results by Went-
worth [28] and de Jong [29] at order t1 and t0 and extend those results by evaluating the
1We denote the degree of a Laurent polynomial by (r, s) where the integers r and −s respectively stand
for the exponents of the highest and lowest powers in t.
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contribution of order 1/t and showing that the series vanishes for all higher powers of 1/t.
For genus two, Theorem 2 provides a direct derivation of the asymptotics of the genus-two
KZ invariant obtained in [20], without relying on the theta lift representation.
In a companion paper [30], we shall derive the explicit coefficients of the Laurent poly-
nomial that arises in the non-separating degeneration of the genus-two string invariant of
weight w = 2 contributing to the D8R4 low-energy effective interaction. We shall also pro-
vide a detailed check that its complete degeneration limit, or tropical limit, agrees with the
predictions of independent supergravity calculations.
1.1 Organization
The remainder of this paper is organized as follows. In section 2 we review genus-one mod-
ular graph functions and then proceed to discussing higher genus surfaces, the canonical
Ka¨hler form, the Arakelov Green function, and the simplest infinite class of higher genus
modular graph functions. Learning from the structure of the genus-two superstring ampli-
tude, we generalize the construction as described in the preceding paragraph. In section 3 we
expound our method for calculating non-separating degenerations, introducing the degener-
ating parameter t and worldsheet time function f . In section 4 we obtain the non-separating
degeneration of the Arakelov Green function and KZ-invariant at any genus, developing
techniques along the way to evaluate the behavior of general modular graph functions. The
non-separating degeneration of the low energy expansion of the genus-two string amplitude is
presented in section 5, with the technical proof given in appendix A, while the degeneration
of a natural class of higher-genus modular graph functions is given in section 6.
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2 Modular graph functions at higher genus
In this section, we shall extend the construction of modular graph functions from genus-one
to higher genus Riemann surfaces. To do so, we begin by summarizing the key results of the
genus-one case, and then review some basic elements of algebraic geometry on higher genus
surfaces, including the canonical Ka¨hler form, and the Arakelov Green function.2
2.1 Summary of genus-one
We parametrize a compact genus-one Riemann surface without boundary Σ = C/(Z + Zτ)
with modulus τ ∈ H by a complex coordinate z = α + βτ where α, β ∈ R/Z. We choose
canonical homology cycles A1 and B1 respectively along the identifications z ≈ z + 1 and
z ≈ z+ τ , and normalize the holomorphic Abelian differential by ω1 = dz. The volume form
κ of unit area, and the Dirac δ-function of unit weight are as follows,3
κ =
i
2τ2
dz ∧ dz¯ = dα ∧ dβ δ(2)(z) = 1
τ2
δ(α)δ(β) (2.1)
The scalar Green function G(x, y|τ) = G(y, x|τ) for the torus of modulus τ is symmetric
and formally the inverse of the scalar Laplace operator. Assuming translation invariance on
the torus, it reduces to a function g of the difference x− y, namely G(x, y|τ) = g(x− y|τ),
where g is uniquely defined by,
∂z¯∂zg(z|τ) = −piδ(2)(z) + pi
τ2
∫
Σ
κ(z)g(z|τ) = 0 (2.2)
The Green function g may be expressed as a double sum,
g(z|τ) =
∑
(m,n) 6=(0,0)
τ2
pi|m+ nτ |2 e
2pii(mβ−nα) (2.3)
or in terms of the Jacobi elliptic function ϑ1 and the Dedekind function η,
g(z|τ) = − ln
∣∣∣∣ϑ1(z|τ)η(τ)
∣∣∣∣2 + 2piτ2 (Im z)2 (2.4)
2 General references on Riemann surfaces and their function theory include the textbooks [32, 33, 34, 35].
More specialized accounts of the topics of direct interest to this paper may be found in [21, 24], while useful
overviews of Arakelov geometry are in [36, 37].
3Throughout we shall use the coordinate Dirac δ-function normalized to
∫
Σ
i
2dz ∧ dz¯ δ(2)(z) = 1. When
no confusion is expected to arise, we will not exhibit the dependence on the modulus τ in differential forms
such as ω1 = ω1(z|τ) and κ = κ(z|τ), but we will exhibit the dependence for scalar functions such as g(z|τ).
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From either one of these representations, it is manifest that g(z|τ) is doubly periodic in z
with periods Z+ Zτ and modular, in the sense that
g
(
z
cτ + d
∣∣∣∣∣ aτ + bcτ + d
)
= g(z|τ) (2.5)
for a, b, c, d ∈ Z with ad− bc = 1 parametrizing an arbitrary SL(2,Z) transformation.
The genus-one four-graviton scattering amplitude corresponds to the special case N = 4
of the following family of integrals [8],
B(1)(sij|τ) =
N∏
i=1
∫
Σ
κ(zi) exp
{ ∑
1≤i<j≤N
sij G(zi, zj|τ)
}
(2.6)
Here, the superscript on B(1) stands for genus one, sij are complex parameters, and G(zi, zj|τ)
is a scalar Green function on the torus, both of which will be characterized more precisely
below. Using the short-distance behavior of the Green function G(zi, zj|τ) ≈ − ln |zi − zj|2
one verifies that the integral representation used to define B(1)(sij|τ) is absolutely convergent
provided Re (sij) < 1 for all i, j. Therefore, B(1)(sij|τ) admits a Taylor series expansion in
the variables sij at 0 which has unit radius of convergence in each variable sij. Throughout
this paper, we shall be interested in considering the Taylor expansion and therefore always
assume the stronger condition |sij| < 1.
The genus-one contribution to the physical four-graviton string amplitude is obtained
by setting N = 4 in (2.6), identifying the parameters sij with the physical kinematic in-
variants constructed from the string scale α′ and the momenta ki of massless gravitons by
sij = −α′(ki+kj)2/4, integrating B(1)(sij|τ) in τ over the moduli space of genus-one Riemann
surfaces, and multiplying by an overall kinematic factor. This integral is absolutely conver-
gent only when all sij are purely imaginary, but may be analytically continued throughout
the sij complex plane in each variable, as was shown in detail in [38]. In addition to the
poles in sij at positive integers which already occurred in B(1)(sij|τ) for each value of τ , the
integration over τ and its analytic continuation in sij produce further singularities in sij,
including branch cuts which reach all the way down to sij = 0. In the present paper, we
shall only consider the behavior of the Taylor series of B(1)(sij|τ) near sij = 0, which is not
sensitive to those extra singularities. These considerations have been discussed here for genus
one but apply to higher genus string amplitudes as well, though the analytic continuations
obtained in [38] for genus one have not been carried out to higher genus.
Mathematically, one may relax the conditionN = 4, thus jettisoning the direct connection
to physical string amplitudes, but retain the constraint of momentum conservation
∑N
i=1 ki =
0, so that the variables sij satisfy
∑N
i=1 sij = 0 for all j = 1, · · · , N . When these conditions
are met, the integrals in the definition of B(1)(sij|τ) are invariant under shifting G(zi, zj|τ)→
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G(zi, zj|τ)+γ(zi|τ)+γ(zj|τ) for an arbitrary function γ. This symmetry is a reflection of the
underlying conformal invariance of the correlation function which define B(1)(sij|τ) in string
theory. We may use such a transformation to make a particularly convenient choice for the
Green function G(zi, zj|τ) = g(zi − zj|τ). The integrals giving the function B(1)(sij|τ) are
well-defined for arbitrary values of N and independent complex parameters sij, subject only
to the conditions |sij| < 1 for absolute convergence of the Taylor expansion in powers of sij.
Conformal invariance will be guaranteed as long as we use a Green function G(zi, zj|τ) whose
integral on the torus vanishes, so that G(zi, zj|τ) = g(zi − zj|τ). Under these assumptions,
the function B(1)(sij|τ) is a generating function for all modular graph functions [2, 3]. More
precisely, the coefficient of the term
∏
i<j s
nij
ij in the Taylor expansion of B(1)(sij|τ) will be
given by a modular graph function associated with a graph with nij edges between the points
zi and zj.
2.2 Higher genus Riemann surfaces
Throughout we shall consider compact Riemann surfaces without boundary. The topology
of such a surface Σ is completely specified by its genus h. The homology group H1(Σ,Z) of
one-cycles on a surface Σ of genus h is isomorphic to Z2h and supports an integer-valued,
anti-symmetric, non-degenerate intersection pairing which we denote by J(·, ·). A canonical
basis of AI and BI one-cycles may be chosen in H1(Σ,Z) for which J takes the form of the
standard symplectic matrix,
J(AI ,AJ) = J(BI ,BJ) = 0
J(AI ,BJ) = −J(BJ ,AI) = δIJ (2.7)
for I, J = 1, · · · , h. For h = 2, this choice is illustrated in figure 1. A canonical basis of
holomorphic Abelian differentials ωI for I = 1, · · · , h for the Dolbeault cohomology group
H(1,0)(Σ) may be normalized on A-cycles, and we have,∮
AI
ωJ = δIJ
∮
BI
ωJ = ΩIJ (2.8)
The complex variables ΩIJ denote the components of the period matrix Ω of the surface Σ.
By the Riemann relations, Ω is symmetric, and has positive definite imaginary part,
Ωt = Ω Y = Im Ω > 0 (2.9)
as a result of the following pairing relation,∫
Σ
ωI ∧ ωJ = −2i YIJ (2.10)
9
A1
A2
B1 B2
Σ
Figure 1: Canonical homology cycles on a compact genus-two Riemann surface Σ.
The choice of canonical A and B-cycles is not unique: a new choice of canonical A′ and
B′-cycles is obtained by applying an arbitrary modular transformation M ∈ Sp(2h,Z), such
that M satisfies M tJM = J, and the cycles are transformed as follows,(
B′I
A′I
)
=
∑
J
(
AIJ BIJ
CIJ DIJ
)(
BJ
AJ
)
M =
(
A B
C D
)
(2.11)
Under a modular transformation M , the matrix of holomorphic Abelian differentials ω, the
period matrix Ω, and its imaginary part Y , transform as follows,
ω′ = ω (CΩ +D)−1
Ω′ = (AΩ +B)(CΩ +D)−1
Y ′ =
(
(CΩ +D)†
)−1
Y (CΩ +D)−1 (2.12)
where we have grouped the components ωI into a row matrix ω, and denoted transformed
quantities with a prime superscript, which we shall do throughout. The moduli space of
complex structures of compact Riemann surfaces of genus h will be denoted by Mh.
The rank h Siegel upper half space Hh may be defined as the space of all h× h complex-
valued symmetric matrices whose imaginary part is positive definite. Alternatively, a more
geometrical definition is as the coset space of the non-compact group Sp(2h,R) by its max-
imal compact subgroup SU(h)× U(1),
Hh = Sp(2h,R)/ (SU(h)× U(1)) (2.13)
The presence of the U(1) factor implies that Hh is a Ka¨hler manifold and its Sp(2h,R)-
invariant Ka¨hler metric is given as follows,
ds2 =
∑
I,J,K,L
(Y −1)IK(Y −1)JLdΩIJdΩ¯KL (2.14)
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where Y −1 is the inverse of the matrix Y .
The moduli space Mh for h = 1, 2, 3 may be identified with Hh/Sp(2h,Z) provided we
remove from Hh for h = 2, 3 all elements which correspond to disconnected surfaces, and
take into account the effect of automorphisms including the involution on the hyper-elliptic
locus for h = 3. For h ≥ 4, the moduli spaceMh is a complex co-dimension 12(h− 2)(h− 3)
subspace of Hh/Sp(2h,Z) known as the Schottky locus.
2.3 The canonical Ka¨hler form
Our goal is to generalize the generating function for genus-one modular graph functions given
in (2.6) to higher genus. For the torus, the basic ingredients in (2.6) are the volume form
κ(z) and the Green function G(z, w|τ) = g(z − w|τ), which we shall generalize to arbitrary
genus in this subsection. In the next subsection, we shall introduce the simplest non-trivial
class of higher genus modular graph functions, while in the subsequent subsections we shall
extend the construction to yet more general classes.
On the torus, the volume form κ and the Green function g(z−w|τ) were specified uniquely
by their translation invariance, plus the requirements of unit area of κ and vanishing integral
of g against κ. On a higher genus compact Riemann surface Σ there are no continuous
symmetries, and thus no translation invariance. However, we may map Σ holomorphically
into its Jacobian variety J(Σ) = Ch/(Zh + ΩZh) via the Abel map,
ζ : Σ→ J(Σ) ζI(z) =
∫ z
z0
ωI −∆I(z0) (2.15)
where the index I runs over I = 1, · · · , h and ∆I(z0) is the Riemann vector,
∆I(z0) =
1
2
− 1
2
ΩII +
∑
J 6=I
∮
AJ
ωJ(z)
∫ z
z0
ωI (2.16)
which is such that ζI(z) is independent of z0. The map ζ is well-defined since upon moving
the point z around A and B-cycles shifts ζ by elements in the lattice Zh+ΩZh. We note that
for genus one the Abel map is bijective, while for higher genus it can be used to construct a
bijection between h copies of Σ and J(Σ).
The Jacobian variety J(Σ) is a flat Ka¨hler manifold, and we may use translation invari-
ance on J(Σ) and modular invariance to specify its canonical Ka¨hler form K by,
K =
i
2
∑
I,J
(Y −1)IJdζI ∧ dζ¯J (2.17)
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The form κ on the Riemann surface Σ is defined as the pull-back under the Abel map of the
canonical Ka¨hler form K on J(Σ),
κ =
1
h
ζ?(K) =
i
2h
∑
I,J
(Y −1)IJωI ∧ ωJ (2.18)
up to an overall factor of 1/h, which has been included in order to normalize its integral to
unit area,
∫
Σ
κ = 1. The Ka¨hler form κ is referred to as the canonical Ka¨hler form and its
associated metric as the Arakelov metric. As they are constructed solely out of conformal
invariant Abelian differentials, the Arakelov metric and Ka¨hler form are conformal invariant
as well. Clearly, when considered for genus one, the two-form κ defined in (2.18) coincides
with the two-form κ of (2.1), whence our use of the same letter to designate it.
2.4 The Arakelov Green function
On a Riemann surface Σ with period matrix Ω, the Arakelov Green function G(x, y|Ω) is
a real-valued symmetric function on Σ× Σ which provides an inverse to the scalar Laplace
operator on Σ equipped with the Arakelov metric. In terms of local complex coordinates
(z, z¯), we have κ = i
2
κzz¯ dz ∧ dz¯ and,
∂z¯ ∂z G(z, y|Ω) = −pi δ(2)(z, y) + pi κzz¯(z)∫
Σ
κ(z)G(z, y|Ω) = 0 (2.19)
where δ(2)(z, y) is the coordinate Dirac δ-function normalized by i
2
∫
Σ
dz ∧ dz¯ δ(2)(z, y) = 1.
An explicit expression for G may be obtained by relating it to another Green function G
which is often used in string theory [21], and defined by,
G(x, y|Ω) = − ln |E(x, y|Ω)|2 + 2pi Im
(∫ x
y
ωI
)
(Y −1)IJ Im
(∫ x
y
ωJ
)
(2.20)
The prime form E(x, y|Ω) is a differential form of weight (−1
2
, 0)x ⊗ (−12 , 0)y defined on the
covering space of Σ× Σ by the following formula [24],
E(x, y|Ω) =
θ[ν]
(∫ x
y
ω|Ω
)
ην(x|Ω) ην(y|Ω) (2.21)
Here ν is an odd half-characteristic, ην is the holomorphic differential of weight (
1
2
, 0) whose
square is the holomorphic Abelian differential given by,
ην(x|Ω)2 =
∑
I
ωI(x) ∂Iϑ[ν](0|Ω) (2.22)
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The Riemann ϑ-function for Ω ∈ Hh and v ∈ J(Σ) with characteristics ν = ν ′′ + Ων ′ for
ν ′, ν ′′ ∈ Rh is given by,
ϑ[ν](v|Ω) =
∑
n∈Zh
exp
{
ipi(n+ ν ′)tΩ(n+ ν ′) + 2pii(n+ ν ′)t(v + ν ′′)
}
(2.23)
Though the individual factors in the prime form depend on ν, the full E(x, y|Ω) is indepen-
dent of the choice of ν as long as it is an odd half characteristic. In view of the fact that the
prime form, in the coordinates x, y used above, behaves as E(x, y|Ω) ≈ x− y+O((x− y)3),
one readily establishes that G has the following Laplacian,
∂z¯ ∂z G(z, y|Ω) = −pi δ(2)(z, y) + pi hκzz¯(z|Ω) (2.24)
In view of the extra factor of h in the second term on the right-hand side of (2.24) compared
to (2.19), we see that G and G agree (up to an additive constant) only for genus one. For
higher genus, G(x, y|Ω), just as E(x, y|Ω) is defined only on the universal cover of Σ × Σ,
but does not transform as a proper scalar on Σ×Σ. Nonetheless, G may be used to provide
an explicit formula for G, as the two are related as follows [21],
G(x, y|Ω) = G(x, y|Ω)− γ(x|Ω)− γ(y|Ω) + γ1(Ω) (2.25)
where γ(x|Ω) and γ1(Ω) are obtained by substituting (2.25) into (2.19) and using (2.24),
γ(x|Ω) =
∫
Σ
κ(z)G(x, z|Ω) γ1(Ω) =
∫
Σ
κ(z)γ(z|Ω) (2.26)
In view of the fact that G(x, y|Ω) is defined only on the covering space of Σ × Σ, it is
understood in the definition of G(x, y|Ω) that a particular choice has been made for the fun-
damental domain for Σ on which the expression for G(x, y|Ω) holds, and that the integration
domains in (2.26) are carried out over that same fundamental domain.
2.5 A simple class of higher genus modular graph functions
Having naturally generalized the genus-one volume form κ and Green function g(z−w|τ) to
the Arakelov volume form κ and the Arakelov Green function G on a surface Σ of arbitrary
genus h ≥ 2, we may now define a generating function for a simple class of modular graph
functions on a Riemann surface Σ of arbitrary genus h with period matrix Ω,
F (h)(sij|Ω) =
N∏
i=1
∫
Σ
κ(zi) exp
{ ∑
1≤i<j≤N
sij G(zi, zj|Ω)
}
(2.27)
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Given the behavior under modular transformations of κ and G, it is clear that F (h)(sij|Ω) is
invariant under modular transformations by Sp(2h,Z) of its argument Ω, and thus intrinsi-
cally depends on the complex structure of the surface Σ. More general classes of higher genus
modular graph functions will be introduced more formally in sections 2.8 and 2.9 below.
The analytic properties of F (h)(sij|Ω) in the variables sij are identical to those of its genus-
one counterpart, and its Taylor series at sij = 0 is absolutely convergent when |sij| < 1 for
all i, j = 1, · · · , N . As in the graphical expansion of the genus-one case, a modular graph
function vanishes when it is associated with a graph containing a vertex on which a single
edge ends.
However, there are key differences from the genus-one case. First, due to the absence
of translation invariance on Σ for h ≥ 2, the Green function G(z, w|Ω) depends on both
points z, w separately and, unlike the genus-one Green function g(z − w|τ), does not admit
a simple Fourier series expansion. As a result, the graphical expansion of the generat-
ing function F (h)(sij|Ω) in powers of sij differs in structure from that of the expansion of
the genus-one generating function B(1)(sij|τ). For genus one any connected graph which be-
comes disconnected upon deleting a single edge vanishes, and any connected genus-one graph
which becomes disconnected by removing a single vertex factorizes into a product of sub-
graph components. Neither of these properties holds in general for genus greater than one.
Furthermore, as a result of the lack of translation invariance, the modular graph functions
generated by F (h)(sij|Ω) for h ≥ 2 have no representation in terms of Kronecker-Eisenstein
sums, or any known generalization thereof.
Finally, we stress that for h = 2 the function F (h)(sij|Ω) differs from the genus-two
superstring integrand which was evaluated in [10, 11, 12], and which will be presented in the
next subsection.
2.6 The genus-two four-graviton amplitude
At higher genus, the only superstring amplitudes which have been computed explicitly so
far are four-graviton amplitudes and their fermionic counterparts at genus two. The inte-
grand of the four-graviton amplitude, integrated over vertex operator insertion points but
unintegrated over the remaining bosonic moduli, is given by
B(2)(sij|Ω) = 1
16
∫
Σ4
Y ∧ Y¯
(detY )2
exp
{ ∑
1≤i<j≤N
sij G(zi, zj|Ω)
}
(2.28)
As in the case of genus-one, the physical genus-two amplitude is obtained after multiplication
by the well-known kinematic factor [8], and integration over Ω. The superscript on B(2) stands
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for the genus, and the holomorphic form Y on Σ4 is given as follows,
3Y = (t− u)∆(z1, z2) ∧∆(z3, z4)
+(s− t)∆(z1, z3) ∧∆(z4, z2)
+(u− s)∆(z1, z4) ∧∆(z2, z3) (2.29)
where ∆(x, y) is given by,
∆(x, y) = ω1(x) ∧ ω2(y)− ω2(x) ∧ ω1(y) = εIJωI(x) ∧ ωJ(y) (2.30)
and where εIJ is defined by εJI = −εIJ and ε12 = 1. The kinematics of four massless
gravitons allows us to parametrize the six variables sij in terms of just three,
s = s12 = s34 t = s14 = s23 u = s13 = s24 (2.31)
which in turn satisfy the kinematic relation s+ t+ u = 0.
For given Ω, the integral over Σ4 is absolutely convergent whenever Re (sij) < 1 for all
i, j = 1, 2, 3, 4. Furthermore, B(2)(sij|Ω) is invariant under Sp(4,Z) modular transformations,
and is thus intrinsically defined on the Riemann surface Σ. As a result, B(2)(sij|Ω) admits
a Taylor series expansion in powers of sij with unit radius of convergence or, equivalently,
in powers of the Green function G. The symmetry under permutations of the points zi of
the integral guarantees that the expansion in powers of s, t, u may be arranged in terms of
symmetric polynomials of these variables,
0 = s+ t+ u
σ2 = s
2 + t2 + u2
σ3 = s
3 + t3 + u3 = 3stu (2.32)
The resulting expansion is as follows,
B(2)(sij|Ω) =
∞∑
p,q=0
B(p,q)(Ω) σ
p
2 σ
q
3
p! q!
(2.33)
The coefficients B(p,q)(Ω) are referred to as genus-two string invariants since they are in-
variant under Sp(4,Z) and thus intrinsically depend only on the surface Σ and not on the
period matrix chosen to represent Σ. They are real-analytic functions of Ω away from the
degeneration divisors. The weight w of the invariant is defined as the expansion order in
powers of the Green functions G in the corresponding graph. Equivalently, in view of the fact
that the measure factor Y ∧ Y¯ is bilinear in s, t, u, the weight is also equal to the expansion
order in powers of s, t, u minus two, and is related to the powers p and q by,
w = 2p+ 3q − 2 (2.34)
15
Manifestly, we have B(0,0)(Ω) = 0 so that w ≥ 0.
The coefficients in the expansion of the genus-two string amplitude B(2)(sij|Ω) do not
belong to the simple class of modular graph functions generated by F (2)(sij|Ω) presented
in (2.27) of the preceding subsection. In the next subsection, we shall extend the simple
class to a more general class to which B(2)(sij|Ω) does belong, and which may be defined
for arbitrary genus. In preparation for this generalization, we shall express the integration
measure over Σ4 in B(2)(sij|Ω) in an alternative and illuminating way. We begin by recasting
the holomorphic form Y in a tensorial form,
Y = YI1 I2 I3 I4 ωI1(z1) ∧ ωI2(z2) ∧ ωI3(z3) ∧ ωI4(z4)
Y¯ = YJ1 J2 J3 J4 ωJ1(z1) ∧ ωJ2(z2) ∧ ωJ3(z3) ∧ ωJ4(z4) (2.35)
where the tensor YI1 I2 I3 I4 is common to both Y and Y¯ (we do not complex conjugate the
variables s, t, u) and is given by,
3YI1 I2 I3 I4 = (t− u) εI1 I2 εI3 I4 + (s− t) εI1 I3 εI4 I2 + (u− s) εI1 I4 εI2 I3 (2.36)
With the help of this tensor, the measure factor takes the following form,
Y ∧ Y¯
(detY )2
=
YI1 I2 I3 I4 YJ1 J2 J3 J4
(detY )2
4∏
i=1
ωIi(zi) ∧ ωJi(zi) (2.37)
Next, we use the following identity,
εI I
′
εJ J
′
detY
= (Y −1)IJ(Y −1)I
′J ′ − (Y −1)IJ ′(Y −1)I′J (2.38)
to express the prefactor on the right side of (2.37) as a manifestly modular invariant quadri-
linear combination in Y −1 with coefficients bilinear in s, t, u. The measure factor of (2.27)
corresponds to the term amongst them of the form (Y −1)I1J1(Y −1)I2J2(Y −1)I3J3(Y −1)I4J4 .
2.7 Genus-two higher string invariants
In this section, we shall review the lowest weight string invariants, as derived in [15]. The
resulting expressions may be simplified whenever a vertex occurs on which no Green function
ends, since then standard formulas for integrating paired holomorphic and anti-holomorphic
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••
•
•
z1 z2
z4 z3
B(0,1)
Figure 2: The contributions to B(0,1) arise from the above graph with coefficient s12 plus the
graphs obtained by all permuting the points (1, 2) to (i, j) multiplied by the coefficient sij.
one-forms may be used. The key formulas are as follows,4∫
Σ
ωI ωJ = −2i YIJ∫
Σu
∆(x, u) ∆(u, y) = 2i (detY ) δJ
I ωI(x)ω
J(y)∫
Σu
∫
Σv
∆(x, u) ∆(u, v) ∆(v, y) = −4 (detY ) ∆(x, y) (2.39)
where the notation Σu indicates that the integrand is to be integrated in the variable u. Here
and throughout, we use the notation,
ωJ = (Y −1)JIωI (2.40)
We note that for x = y the right-hand side of the second line in (2.39) reduces to 8 (detY )κ(x),
where κ is the canonical volume form defined in (2.18), and considered here for h = 2.
For the case of weight w = 0, corresponding to p = 1, q = 0, there are no Green functions
in the integrand, and all four points zi may be integrated out explicitly. For weight w = 1,
we have p = 0, q = 1, there is a single Green function, and two points may be integrated
out, as illustrated by the graph in figure 2. Collecting these results, we have,
B(1,0) = 2
B(0,1) = 64ϕ (2.41)
4Henceforth, when no confusion is expected to arise, we shall omit the explicit dependence on Ω and
the wedge product symbol both of which will be understood throughout. We shall also use the Einstein
convention by which a repeated upper and lower index is contracted.
17
where ϕ was shown in [15] to be the Kawazumi-Zhang invariant [16, 17] for genus two,
ϕ = −1
4
δJ2
I1δJ1
I2
∫
Σ2
ωI1(z1)ω
J1(z1)ωI2(z2)ω
J2(z2)G(z1, z2) (2.42)
Note that ϕ nicely illustrates the general structure provided in (2.37).
•
•
•
•
z1 z2
z4 z3
B(a)(2,0)
•
•
•
•
z1 z2
z4 z3
B(b)(2,0)
•
•
•
•
z1 z2
z4 z3
B(c)(2,0)
Figure 3: The contributions to B(a)(2,0), B(b)(2,0), B(c)(2,0) arise respectively from the above graphs
(a), (b), (c) with coefficient (s12)
2, s12s14 and s12s34, plus the graphs obtained by permuting
the points and multiplying by the corresponding coefficient bilinear in the sij.
For higher values of the weight w, several contributions arise, some of which may be
simplified by integrating out some of the points zi. For w = 2, we have p = 2, q = 0, so
that B(2,0)(Ω) may be evaluated by expanding B(2)(sij|Ω) to quartic order in s, t, u. Setting
t = −s, u = 0, and evaluating Y = s∆(z1, z3) ∧∆(z4, z2), we obtain,
B(2,0) = 1
64
∫
Σ4
|∆(z1, z3)∆(z4, z2)|2
(detY )2
(
G(z1, z2) + G(z3, z4)− G(z2, z3)− G(z1, z4)
)2
(2.43)
This contribution naturally decomposes into three modular functions corresponding to the
distinct graphs exhibited in figure 3,
B(2,0) = B(a)(2,0) − 2B(b)(2,0) + B(c)(2,0) (2.44)
where each contribution is given as follows,
B(a)(2,0) =
1
16
∫
Σ4
|∆(z1, z3)∆(z4, z2)|2
(detY )2
G(z1, z2)2
B(b)(2,0) =
1
16
∫
Σ4
|∆(z1, z3)∆(z4, z2)|2
(detY )2
G(z1, z2)G(z1, z4)
B(c)(2,0) =
1
16
∫
Σ4
|∆(z1, z3)∆(z4, z2)|2
(detY )2
G(z1, z2)G(z3, z4) (2.45)
18
We note that conformal invariance allows us to replace G(zi, zj) in (2.43) by the scalar Green
function G(zi, zj). Our use of the Arakelov Green function G guarantees that each individual
contribution in (2.45) is well-defined and conformally invariant.
The integrals over the points z3 and z4 in B(a)(2,0) may be carried out using (2.39), and the
remaining integrals over the points z1 and z2 are governed by the canonical Ka¨hler form,
B(a)(2,0) = 4
∫
Σ2
κ(z1)κ(z2)G(z1, z2)2 (2.46)
Similarly, the integral over the point z3 in B(b)(2,0) may be carried out using (2.39), and the
remaining integral over the point z1 is governed by the canonical Ka¨hler form,
B(b)(2,0) = −
1
2
δJ4
I2 δJ2
I4
∫
Σ3
κ(z1)ωI2(z2)ω
J2(z2)ωI4(z4)ω
J4(z4)G(z1, z2)G(z1, z4) (2.47)
A term proportional to κ(z2)κ(z4) arises in the integrand as well, but cancels upon integration
against G(z1, z2)G(z1, z4) in view of the normalization of the Arakelov Green function in the
second line of (2.19). Finally, in B(c)(2,0) no points can be integrated out explicitly, but terms
proportional to κ arise in the integrand for all four points, and again cancel upon integration
against G(z1, z2)G(z3, z4) in view of (2.19). As a result, we find,
B(c)(2,0) =
1
16
δJ3
I1 δJ1
I3 δJ4
I2δJ2
I4
∫
Σ4
4∏
i=1
ωIi(zi)ω
Ji(zi)G(z1, z2)G(z3, z4) (2.48)
The pattern which emerges from the structure of B(0,1),B(a)(2,0),B(b)(2,0) and B(c)(2,0) and their
generalizations will be described in the next subsection.
2.8 General classes of higher genus modular graph functions
The general construction of a genus-h modular graph function associated with a graph with
N vertices labelled by i = 1, · · · , N proceeds as follows.
1. Each vertex i is decorated by a pair of indices (Ii, Ji) (where Ii, Ji = 1, · · · , h) and is
associated with a factor of the volume form ωIi(zi)ω
Ji(zi) in the integrand;
2. Between two distinct vertices i 6= j we have nij ≥ 0 edges producing a factor of
G(zi, zj)nij in the integrand;
3. No edge can begin and end on the same vertex;
4. The indices Ii and Ji are contracted to a modular invariant with the help of a linear
combination of tensors
∏N
i=1 δJσ(i)
Ii with coefficients depending only on the permutation
σ ∈ SN . Indices I are contracted with factors ωI while indices J are contracted with
factors ωJ in accord with modular invariance.
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More explicitly, the modular graph functions take the form,
C[nij; c(σ)] = cI1···INJ1···JN
∫
ΣN
N∏
i=1
ωIi(zi)ω
Ji(zi)
∏
1≤i<j≤N
G(zi, zj)nij (2.49)
and cI1···INJ1···JN is an invariant tensor built out of a linear combination of products of Kronecker
δ-symbols, which may be expressed as follows,
cI1···INJ1···JN =
∑
σ∈SN
c(σ)
N∏
i=1
δJσ(i)
Ii (2.50)
where c(σ) is an arbitrary scalar function of the permutation σ ∈ SN . The above con-
struction gives a generalization of the construction of modular tensors on Teichmu¨ller space
initiated by Kawazumi in [22, 23]. Since the singularities at zi = zj are logarithmic, the
integrals in (2.49) are absolutely convergent.
2.9 Further generalizations
From our experience with string theory, we know that it is appropriate at higher genus h, and
higher multiplicity N , to also allow for differentials of the scalar Green function G. Instead
of having a holomorphic one-form at a vertex i, it is permissable to have the differential
dzi∂ziG(zi, zj), or the differential dzi∂zi ∧ dzj∂zjG(zi, zj) at vertex i. One may further en-
counter products of two Szego¨ kernels (for their definition, see for example [21]) at a point zi,
such as S(zi, zj)S(zi, zk). It is well-known however that such products may be converted into
a sum of the derivative of a scalar Green function and a contribution proportional to ωI(zi)
using Fay’s trisecant identity (see for example [24, 10]). In such cases however, absolute
convergence is no longer guaranteed, and non-trivial analytic continuations in sij may be
required to define the corresponding integrals over the points zi [38].
3 Parametrizing non-separating degenerations
A torus undergoes a single type of degeneration as its modulus τ tends to a cusp (usually
chosen to be τ → i∞) and degenerates to a sphere with two punctures. A compact Rie-
mann surface Σh+1 of higher genus h + 1 with h ≥ 1 admits two different basic types of
degeneration: separating and non-separating. Each type of degeneration is specified by the
vanishing of a complex parameter and corresponds to a divisor inside the Deligne-Mumford
compactification of the moduli space of genus h surfaces.
The separating divisor is reached by letting a cycle with trivial homology degenerate so
that the surface becomes disconnected into a pair of surfaces whose genera add up to h+ 1.
The effects of separating degenerations on modular graph forms will not be analyzed here.
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The non-separating divisor is reached by letting a non-trivial homology cycle degenerate
so that the surface sees one of the handles stretch to a thin cylinder. The Riemann surface
resulting from a basic non-separating degeneration has genus h and inherits two punctures.
The unique degeneration of the torus is actually of this type. The process is illustrated
for the case of h = 1 in figure 4. Different divisors, of the same or of different types may
intersect, resulting in more drastic degenerations taking place in higher co-dimension.
In this section, we begin by reviewing the effect of a non-separating degeneration on
modular forms and modular graph functions at genus one. We then review how the non-
separating degeneration of holomorphic Siegel modular forms at higher genus gives rise to an
expansion in terms of holomorphic Jacobi modular forms. Finally, we set up the parametriza-
tion of the non-separating degeneration of non-holomorphic modular functions at higher
genus in preparation for a full analysis in the next section.
Figure 4: The non-separating degeneration of a genus-two surface.
3.1 Genus-one modular forms and modular graph functions
The degeneration as τ → i∞ of holomorphic forms transforming under SL(2,Z) or under
one of its arithmetic subgroups is a classic result. Holomorphic Eisenstein series Gw of weight
w ∈ N are defined for w ≥ 3 by the following absolutely convergent infinite sums,
Gw(τ) =
(w − 1)!
2(2pii)w
′∑
(m,n)∈Z2
1
(m+ nτ)w
(3.1)
and admit an exact expansion near the cusp, given by,
Gw(τ) = −Bw
2w
+
∞∑
k=1
σw−1(k)qk (3.2)
The prime superscript on the sum in (3.1) signifies the omission of the m = n = 0 term;
Bw is the Bernoulli number; q = e
2piiτ ; and σs(n) =
∑
d|n d
s is the divisor sum. Thus, the
behavior of Gw(τ) near the cusp is given by a constant plus exponentially suppressed terms.
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Non-holomorphic Eisenstein series Ew are defined by the Kronecker-Eisenstein sums,
Ew(τ) =
′∑
(m,n)∈Z2
(
τ2
pi|m+ nτ |2
)w
(3.3)
Their asymptotic behavior near the cusp τ → i∞ is also a classic result given by,
Ew(τ) = − B2w
(2w)!
(−4piτ2)w + 4 (2w − 3)! ζ(2w − 1)
(w − 2)!(w − 1)! (4piτ2)w−1 +O(|q|) (3.4)
Modular graph functions at genus one generalize non-holomorphic Eisenstein series to higher
Kronecker-Eisenstein sums and have by now been studied fairly extensively [1, 3, 2, 39, 40, 41,
42, 43]. For example, a simple infinite family is given by modular graph functions depending
on a1, · · · , a` ∈ N with ` ≥ 2 and may be defined as follows,
Caa,··· ,a`(τ) =
′∑
(mr,nr)∈Z2
r=1,··· ,`
δ
(∑`
r=1
mr
)
δ
(∑`
r=1
nr
)∏`
r=1
(
τ2
pi|mr + τnr|2
)ar
(3.5)
where the Kronecker δ-symbols restrict the sums of mr, nr to vanish. For ` = 2, we recover
the non-holomorphic Eisenstein series of (3.3) of weight w = a1 + a2. For ` = 3, we have
w = a1 + a2 + a3 and the degeneration near the cusp is of the form,
Ca1,a2,a3(τ) = cw(−4piτ2)w +
c2−w
(4piτ2)w−2
+
w−1∑
k=1
cw−2k−1
ζ(2k + 1)
(4piτ2)2k+2−w
+O(|q|) (3.6)
where the coefficient c2−w is a sum over bilinears in odd ζ-values with rational coefficients,
while all other coefficients cw and cw−2k−1 are rational numbers [7]. The property possessed
by all genus-one modular functions is that their asymptotic behavior near the cusp τ → i∞
is governed by a Laurent polynomial in τ2 of finite degree, plus exponentially suppressed
terms. The degree of the polynomial is at most (w,w − 1), where the weight w is the total
number of Green function factors in the modular graph function.
3.2 Parametrization near a non-separating divisor
We consider the non-separating degeneration of a compact Riemann surface Σh+1 of genus
h + 1 without boundary. By an Sp(2h + 2,Z) modular transformation, we may take the
degenerating cycle to be a non-zero integer multiple of the canonical cycle Bh+1. Denoting
the period matrix for this surface by Ω, it is natural to block-decompose it and single out
the dependence on the cycles Ah+1 and Bh+1, as follows,
Ω =
(
τ v
vt σ
)
(3.7)
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where τ is an h× h symmetric matrix, v is a column matrix of height h, and σ is a number,
all of which are complex. The non-separating divisor corresponding to the cycle Bh+1 degen-
erating with the other cycles remaining fixed is characterized by σ → i∞. In this limit, the
surface Σh+1 degenerates to a surface of genus h with two punctures pa, pb, whose underlying
compact surface will be denoted by Σh. The entry τ tends to the period matrix of Σh, while
v tends to the Abel map of the punctures,
vI =
∫ pb
pa
ωI = ζI(pb)− ζI(pa) I = 1, · · · , h (3.8)
where the holomorphic Abelian differentials ωI for I = 1, · · · , h are those corresponding to
the compact surface Σh, and the Abel map ζ was defined in (2.15).
The subgroup of Sp(2h + 2,Z) which preserves the asymptotic limit σ → i∞ is a semi-
direct product of the modular group Sp(2h,Z) of the compact surface Σh with the group of
translations of v by the lattice Zh + τZh as well as integer shifts in σ [44],
Sp(2h+ 2,Z)→ Sp(2h,Z)n (Zh + τZh)n Z (3.9)
Recall that the elements M of Sp(2h+ 2,Z) may be parametrized as follows,
M =
(
A B
C D
)
M tJM = J (3.10)
where A,B,C,D are (h+ 1)× (h+ 1) matrices with integer entries, and J is the symplectic
matrix of rank h+ 1. The subgroup Sp(2h,Z) corresponds to the following elements,
A =
(
a 0
0 1
)
B =
(
b 0
0 0
)
C =
(
c 0
0 0
)
D =
(
d 0
0 1
)
(3.11)
while a, b, c, d are h×h sub-matrices respectively of A,B,C,D. The action of the semi-simple
part Sp(2h,Z) on the entries of the period matrix is given by,
τ ′ = (aτ + b)(cτ + d)−1
v′ =
(
(cτ + d)t
)−1
v
σ′ = σ − vt(cτ + d)−1cv (3.12)
while the action of the Zh+1 + τZh factor is by translations of v and σ at fixed τ .
A standard parametrization of the Riemann surface Σh+1 near its non-separating divisor
is obtained by constructing Σh+1 from a compact surface Σh. The canonical holomorphic
Abelian differentials on Σh will be denoted by ωI with I = 1, · · · , h and the associated
period matrix of Σh will be denoted τ . Next, we remove two points pa, pb and denote the
23
line integral between these punctures by vI =
∫ pb
pa
ωI . Local holomorphic coordinates za and
zb, respectively near pa and pb, are chosen such that za = 0 at pa and zb = 0 at pb.
The standard construction [24] of Σh+1 proceeds by introducing a complex parameter t
and drawing coordinate circles C′a and C
′′
b centered respectively at pa and pb and defined by
|za| = |t| and |zb| = |t| as well as coordinate circles C′′a and C′b centered respectively at pa and
pb and defined by |za| = |zb| = 1 (see figure 5). The discs enclosed by C′a and C′′b are removed
and the annulus enclosed between C′a and C
′′
a is identified with the annulus enclosed between
C′b and C
′′
b by identifying points with local coordinates za, zb according to the following rule,
za zb = t (3.13)
The cycles C′a and C
′
b are identified with one another, as are C
′′
a and C
′′
b , and the resulting
cylinder spanned between C′a ≈ C′b and C′′a ≈ C′′b is usually referred to as the funnel or plumb-
ing fixture of the construction. The locations of the punctures pa, pb and the parameter t,
together with the moduli of the surface Σh encoded in the independent entries of the period
matrix τ , provide all the moduli of the surface Σh+1.
A1
B1
Σh
pa
za C′a
C′′a
pbzb
C′bC′′b
Figure 5: Fay’s construction of a surface near a non-separating divisor in terms of a surface
Σh, punctures pa, pb, and the annuli bounded by C
′
a,C
′′
a and by C
′′
b ,C
′
b identified for h = 1.
3.3 Degeneration of Siegel modular forms to Jacobi forms
A Siegel modular form Φ of degree h + 1 and weight k is a holomorphic function on Hh+1
which transforms under Sp(2h+ 2,Z), as parametrized by (3.10), by,
Φ(Ω′) =
(
det (CΩ +D)
)k
Φ(Ω) (3.14)
Decomposing a general element Ω ∈ Hh+1 (which for large enough h is not necessarily the
period matrix of a Riemann surface) with respect to Hh as in (3.7), and letting σ → i∞, we
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may expand Φ(Ω) in positive integer powers of e2piiσ,
Φ(Ω) =
∞∑
n=0
φn(v|τ) e2piinσ (3.15)
Implementing the modular transformation properties of Φ(Ω) under the group Sp(2h,Z)
which leaves the limit σ → i∞ invariant, as parametrized by (3.11), we deduce the transfor-
mation properties of φn(v|τ),
φn(v
′|τ ′) = (det (cτ + d))k exp{2piin vt (cτ + d)−1c v}φn(v|τ) (3.16)
where v′ and τ ′ were given in terms of the transformation parameters in (3.12). The trans-
formation law for φn(v|τ) corresponds to the degree-h generalization of Jacobi forms. In
particular, the limit of a degree-two Siegel modular form produces a standard degree-one
Jacobi form of weight k and index n [44].
3.4 Parametrization by a worldsheet time function f
Fay’s construction of a genus h+1 surface near a non-separating divisor in terms of a genus h
Riemann surface with two punctures is general [24]. Its practical implementation is rendered
considerably more convenient if one has a natural intrinsic construction of the cycles C′a,C
′′
a,C
′
b
and C′′b . In this subsection, we shall introduce such a construction in terms of a real-valued
harmonic function f on the surface Σh \ {pa, pb} and parametrize the degeneration by a real
parameter t which is invariant under the Fourier-Jacobi group Sp(2h,Z)n (Zh + ΩZh)n Z
which is the subgroup of the modular group Sp(2h + 2,Z) under which the non-separating
degeneration cycle Bh+1 is invariant.
We consider a compact Riemann surface Σh with a basis of canonical homology cycles
AI ,BI for I = 1, · · · , h as in (2.7), dual holomorphic Abelian differentials ωI and period
matrix τ with elements τIJ normalized as in (2.8),∮
AI
ωJ = δIJ
∮
BI
ωJ = τIJ I, J = 1, · · · , h (3.17)
We delete two points pa, pb from Σh and define the corresponding Abelian integrals as follows,
vI =
∫ pb
pa
ωI v = u1 + τu2 u1, u2 ∈ Rh (3.18)
Fay’s construction so far provides τ and v which give 1
2
h(h+ 3) of the 1
2
(h+ 1)(h+ 2) entries
of the period matrix Ω of Σh+1. The single missing entry corresponds to the parameter σ of
the degeneration. We will now see that a suitable parameterization which reduces to σ close
to the non-separating degeneration limit is the key to analyzing the exact asymptotics.
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3.4.1 The function f
The key ingredient of our construction is the existence of a meromorphic Abelian differential
on Σh with simple poles at the punctures pa, pb and holomorphic everywhere else, whose
periods on the surface Σh \ {pa, pb} are all purely real. Such a differential is standard in
mathematics [33] and was used long ago to formulate string perturbation theory and string
field theory in a Lorentz-covariant manner on worldsheet light-cone diagrams by introducing
a global proper time on the worldsheet [25, 26]. The Abelian differential ωt is defined by,
ωt =
1
2pii
ωpb,pa −
h∑
I=1
u2I ωI (3.19)
The Abelian differential ωpb,pa has simple poles at pb, pa with respective residues +1 and −1,
and has standard normalization on A-cycles so that,∮
AI
ωpb,pa = 0
1
2pii
∮
BI
ωpb,pa = vI (3.20)
where v and u2 were introduced in (3.18) with vI and u2I denoting their components. One
verifies that the integrals of ωt around canonical homology cycles are given by,∮
AI
ωt = −u2I
∮
BI
ωt = u1I
∮
Cb
ωt = −
∮
Ca
ωt = 1 (3.21)
where Cb and Ca are simple cycles enclosing pb and pa respectively. One also verifies the
following Riemann relations,∫
Σh
ωpb,pa ∧ ωI = 4pi Im vI
∫
Σh
ωt ∧ ωI = 0 (3.22)
Since all the periods of ωt on Σh \ {pa, pb} are real, the imaginary part of the corresponding
Abelian integral, normalized as follows,
f(z)− f(w) = 4pi Im
∫ z
w
ωt (3.23)
defines a real single-valued harmonic function f(z) on Σh\{pa, pb}, up to an additive constant.
The normalization factor 4pi has been included for later convenience. A helpful alternative
formula for f is in terms of the Arakelov Green function Gh(z, w|τ) on the surface Σh. We
shall fix the overall additive constant in f by setting,
f(z) = Gh(z, pb|τ)− Gh(z, pa|τ) (3.24)
The difference f(z)− f(w) is readily seen to agree with (3.23).
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C′a Ca C
′′
a
t′a ta t′′a
C′b Cb C
′′
b
t′b tb t
′′
b
• •
pa pb
• •za zb
B1
A1
Figure 6: The funnel construction near the non-separating divisor of the surface Σh+1 is
illustrated for h = 1. The surface Σab is obtained from Σh by removing the discs with
boundaries Ca and Cb centered at the punctures pa, pb respectively. The surface Σh+1 is
obtained from Σab by pairwise identifying the cycles Ca ≈ Cb, (as well as C′a ≈ C′b and
C′′a ≈ C′′b ) which are homologous to Ah+1. The cycle Bh+1 is obtained by connecting za to
zb via a curve on Σab and identifying the points za ≈ zb. The punctures pa, pb lie on the
underlying compact surface Σh, but do not belong to either Σab or Σh+1.
3.4.2 The funnel construction using f
We shall now complete the construction of the surface Σh+1 near its non-separating divisor
by supplementing Fay’s construction with the use of the function f(z). Key properties of
this function are as follows: f is a real harmonic function on Σh \ {pa, pb} which tends to
+∞ as z → pb and tends to −∞ as z → pa. Thus, for sufficiently large t′′a < ta < t′a and
sufficiently large t′b < tb < t
′′
b we may define curves C
′
a,Ca,C
′′
a and C
′
b,Cb,C
′′
b such that,
5
f(C′a) = −2pit′a f(C′b) = 2pit′b
f(Ca) = −2pita f(Cb) = 2pitb
f(C′′a) = −2pit′′a f(C′′b ) = 2pit′′b (3.25)
Here, the notation f(C) means that all the points on the curve C are assigned the same
value under the map f , so that C′′a,Ca,C
′
a and C
′
b,Cb,C
′′
b arise as (ordered) level sets for the
function f , as depicted in figure 6 for h = 1. The construction can be used only for values of
t′′a and t
′
b large enough so that each level set for f < −2pit′′a, and each level set for f > 2pit′b
is a connected curve. Since we are interested in the neighborhood of the non-separating
divisor, we may assume that t is large enough for this condition to hold. By inspection of
figure 6, it is clear that for intermediate values of these parameters, the level sets become
disconnected when h ≥ 1.
The missing entry σ of the period matrix Ω of Σh+1 in (3.7) (recall that we already have
5Throughout this paper, a curve will refer to a 1-dimensional real sub-manifold.
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τ and v) is obtained from a line integral over Bh+1. The Abelian differential,
ωh+1 =
1
2pii
ωpb,pa (3.26)
which is meromorphic on Σh, extends to the missing holomorphic Abelian differential on
Σh+1. Its period on the cycle Ah+1 is guaranteed to be 1 by the normalization of its residues
at pa and pb on the underlying surface Σh by the normalizations provided in (3.21). Therefore,
its line integral between the points za and zb will provide its Bh+1-period,∮
Bh+1
ωh+1 =
∫ zb
za
ωh+1 = σ (3.27)
Decomposing σ = σ1 + iσ2 with σ1, σ2 ∈ R, we find the imaginary part σ2 as follows,
σ2 =
1
4pi
(
f(zb)− f(za)
)
+ ut2 (Im τ)u2 (3.28)
Using a not-so-well-known formula for the determinant of an (h + 1) × (h + 1) symmetric
matrix in terms of its block decomposition into h-dimensional and 1-dimensional parts,
det (Im Ω) = det
(
Im τ Im v
Im vt Imσ
)
= det (Im τ)
(
σ2 − Im vt (Im τ)−1 Im v
)
(3.29)
along with the relation Im v = (Im τ)u2 and some slight rearrangements, we may rewrite
(3.28) in the following form,
f(zb)− f(za) = 4pit (3.30)
where t is the following real positive combination of elements of the period matrix,
t =
det (Im Ω)
det (Im τ)
= σ2 − Im vt (Im τ)−1 Im v (3.31)
The parameter t is invariant under the action of the modular subgroup Sp(2h,Z) on τ and Ω
according to (3.12) and tends to∞ upon letting σ → i∞ while keeping all other moduli fixed
(or bounded). Thus, t may be used to parametrize the neighborhood of the non-separating
node, and will play a role in the asymptotics which is very analogous to the role τ2 played
near the cusp for genus one.
The construction of the surfaces Σab and Σh+1 from the compact surface Σh proceeds as
follows. We define the cycles Ca,C
′
a,C
′′
a and Cb,C
′
b,C
′′
b as the level sets of the function f given
in (3.25). For given degeneration modulus t, pairs of curves obey the following rule,
f(Cb)− f(Ca) = f(C′b)− f(C′a) = f(C′′b )− f(C′′a) = 4pit (3.32)
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or equivalently tb − ta = t′b − t′a = t′′b − t′′a = 2t. Without loss of generality, we may choose
ta = −t and tb = +t, so that,
f(z) = −2pit+ 4pi Im
∫ z
za
ωt (3.33)
We shall define Σab as the genus h Riemann surface with boundary cycles Ca and Cb specified
by the level set of f with values ±2pit.
The surface Σh+1 is obtained from Σab by identifying the cycles Ca and Cb. This iden-
tification involves twisting the cycle Ca relative to Cb by the modulus σ1. In this paper we
shall be interested only in the contributions to the non-separating degeneration of modular
graphs functions and string invariants that are power-behaved in t. All dependence on σ1
is contained completely in contributions that are exponentially suppressed in t, so that the
shift by σ1, which is generally required to construct Σh+1, may be entirely ignored for our
evaluations in the non-separating degeneration where all contributions exponential in t are
omitted. The resulting surface is depicted in figure 6 for the case h = 1.
3.4.3 Constructing f and Σab from Σh+1
In the preceding part of this subsection, we have constructed the function f and the surface
Σab starting from the lower-genus surface Σh. It is also possible to do the converse and
construct f and Σab from Σh+1 in the neighborhood of the non-separating degeneration. To
do so, we consider a compact Riemann surface Σh+1 with a basis of canonical homology
cycles AI ,BI for I = 1, · · · , h+ 1 as in (2.7), dual holomorphic Abelian differentials ωI and
period matrix Ω with elements ΩIJ normalized as in (2.8),∮
AI
ωJ = δIJ
∮
BI
ωJ = ΩIJ I, J = 1, · · · , h+ 1 (3.34)
We shall now consider a family of such Riemann surfaces in the neighborhood of the non-
separating degeneration obtained by degenerating the cycle Bh+1, while keeping all other
cycles finite, and block-decompose the period matrix accordingly,
Ω =
(
τ v
vt σ
)
(3.35)
In a slight abuse of notation, we use the same symbols here as for the converse construc-
tion from Σh to Σh+1 because, near the non-separating degeneration, the two will coincide
up to terms which are exponentially suppressed in power of t. We consider the following
holomorphic Abelian differential ωt on Σh+1,
ωt = ωh+1 −
h∑
I=1
(u2)I ωI v = u1 + τu2 (3.36)
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where τ and v are given by (3.7), and u1, u2 ∈ Rh. The Abelian differential ωt has been
constructed so as to have real periods along the cycles AI for I = 1, · · · , h+ 1 and along BI
for I = 1, · · · , h. Since u2 is real, this is manifest for the A-cycles, while for the B-cycles it
follows from the expressions for v which are equivalent under the Riemann relations,
vI =
∮
BI
ωh+1 =
∮
Bh+1
ωI (3.37)
The period of ωt around the remaining cycle Bh+1 is given by,∮
Bh+1
ωt = σ −
h∑
I=1
(u2)IvI (3.38)
and its imaginary part is precisely equal to t in view of (3.31). Therefore, we may define
a real harmonic function f , whose period around the cycle Bh+1 is 4pit and whose periods
around all other cycles vanish, by the following expression,
f(z)− f(w) = 4pi Im
∫ z
w
ωt (3.39)
To complete the construction, we now consider a cycle C homologous to Ah+1, and cut
the surface Σh+1 along C. We denote the resulting boundary cycles by Ca and Cb. On
this cut surface with two boundary components the function f is now single-valued. Since
f is harmonic, it will attain its minimum and maximum values on the boundary cycles. It
suffices to continuously adjust the choice of the cycle C so that the function f on the resulting
boundary cycles Ca,Cb of Σab takes the values ±2pit. We have now completely reproduced
the surface Σab, equipped with the function f , starting from a compact surface Σh+1.
Ca
−t
Cb
+t
B1
A1
Σab
Figure 7: The surface Σab is obtained from Σh+1 in the vicinity of the non-separating divisor
by cutting Σh+1 along a cycle homologous to Ah+1 and adjusting the position of the cycle so
that Ca and Cb are level sets for f = ±2pit, shown here for the case h = 1.
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3.5 Relating integrals on the surfaces Σh+1,Σab, Σh
We shall be interested in evaluating the non-separating degeneration limit t → ∞ (keeping
the complex structure moduli τ, v bounded during the degeneration) of a class of absolutely
convergent multiple integrals over Σh+1. Each integral is schematically of the following form,∫
Σh+1
ωI ∧ ωJ ψ (3.40)
where ωI are the holomorphic Abelian differentials on Σh+1 with I, J = 1, · · · , h+ 1, and ψ
is a smooth function on Σh+1. Our purpose is to extract the power-behaved dependence on
t exactly, evaluate the coefficients in this expansion in terms of convergent integrals on Σh,
and neglect exponentially suppressed contributions O(e−2pit) as t→∞.
Since Σh+1 is obtained by identifying the boundary cycles Ca and Cb of the surface Σab,
we have the following exact relation between their integrals,∫
Σh+1
ωI ∧ ωJ ψ =
∫
Σab
ωI ∧ ωJ ψ (3.41)
We now wish to evaluate the asymptotics as t→∞. In this limit, the surface Σh+1 tends to
the surface Σh \ {pa, pb}, and therefore we need to make some assumptions on the behavior
of ψ. Since ψ is a polynomial combination of scalar Green functions on Σh+1 and integrals
thereof, one can show that ψ will be uniformly bounded by a finite power of log |z − pa| or
log |z − pb| near z = pa, pb. We shall also assume that ψ has no explicit t-dependence.
The fate of the integrals (3.41) will depend on I and J . For I, J = 1, · · · , h the differ-
entials ωI , ωJ tend to holomorphic differential on Σh up to exponential corrections O(e−2pit)
which we neglect. As a result, we may recast the corresponding integrals of (3.41) as follows,∫
Σab
ωI ∧ ωJ ψ =
∫
Σh
ωI ∧ ωJ ψ −
∫
Da
ωI ∧ ωJ ψ −
∫
Db
ωI ∧ ωJ ψ (3.42)
where Da and Db are the discs in Σh whose boundaries are given by,
∂Da = Ca ∂Db = Cb (3.43)
Since we are assuming that the behavior of ψ near the punctures pa and pb is bounded by a
finite power of a logarithm, the integrals over Da and Db are absolutely convergent, and we
will show that they are O(e−2pit) and thus negligible.
3.5.1 The sizes of the discs Da and Db
To show that the integrals over Da and Db in (3.42) are exponentially suppressed, we estimate
the sizes of the discs Da and Db, which may be derived from the definition of the boundary
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curves, f(Cb) = −f(Ca) = 2pit, and the expression (3.24) for f in terms of the Arakelov
Green function Gh. The short-distance behavior of the Arakelov Green function is given by,
Gh(z, w) = − ln |z − w|2 − λ+O(z − w) (3.44)
for a z, w-independent λ. For arbitrary points za ∈ Ca and zb ∈ Cb, we have,
f(za) = −2pit = Gh(za, pb)− Gh(za, pa)
f(zb) = +2pit = Gh(zb, pb)− Gh(zb, pa) (3.45)
As t→∞, these relations imply za → pa and zb → pb, and we can apply the approximation
of (3.44) to derive the following equations for za, zb,
− ln |za − pa|2 − λ− Gh(za, pb) +O(za − pa) = −2pit
− ln |zb − pb|2 − λ− Gh(zb, pa) +O(zb − pb) = +2pit (3.46)
Since Gh(za, pb) is smooth as za → pa and Gh(zb, pa) is smooth as zb → pb, we may evaluate
those Green functions at za = pa and zb = pb up to terms of order O(za− pa) and O(zb− pb)
respectively. Thus, the curves Ca and Cb are approximately coordinate-circles whose radii
are exponentially small in t. We may parametrize the curves as follows,
za ∈ Ca |za − pa| = R − 2 lnR = 2pit+ λ+ Gh(pa, pb)
zb ∈ Cb |zb − pb| = R (3.47)
up to corrections which are exponentially suppressed in t. Because of this estimate, the
correction terms O(za − pa) = O(zb − pb) = O(R) are exponentially suppressed in t as well.
3.5.2 Relating integrals on Σh+1 to integrals on Σh
We can now complete the argument for the exponential suppression of the integrals over Da
and Db in (3.42). Since the integrand ωI ∧ ωJ ψ is smooth, and the radius of the discs is
exponentially suppressed, the integrals are exponentially suppressed. The same holds true
when one, but not both, of the indices I or J equals h + 1. In that case the integrand has
simple poles near the punctures, and hence is integrable, so that the argument still holds.
In summary, we have whenever (I, J) 6= (h+ 1, h+ 1),∫
Σab
ωI ∧ ωJ ψ =
∫
Σh
ωI ∧ ωJ ψ +O(e−2pit) (3.48)
We shall use this relation freely throughout the remainder of the paper.
The remaining case is when I = J = h+ 1. Equivalently, we may consider the integral,∫
Σab
ωt ∧ ωt ψ = 1
4pi2
∫
Σab
dz ∧ dz¯ |∂zf(z)|2 ψ(z) (3.49)
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δDa
−t− δt −t
Cb
+t
• •
pa pb
B1
A1
Σab
Figure 8: The variational method evaluates the contribution from varying the boundary
cycles of Σab through a variation of t, here represented for the variation of the cycle Ca.
where we have used formula (3.23) to express ωt in terms of f . In this case we cannot
use formula (3.42) because the integrals of ωt ∧ ωt ψ over Da and Db will not converge in
general. The reason is that ωt has poles at pa and pb, so that even though we are integrating
over exponentially small discs Da and Db, the integrals will grow with t when ψ is smooth
at the punctures, or with powers of t when ψ grows as a power of a logarithm near the
punctures. We wish to evaluate not merely the leading term in powers of t, but actually all
power-behavior in t exactly, up to exponentially suppressed contributions. To this end, we
present a powerful method to do so in the next subsection.
3.6 The variational method
To extract the exact t-dependence of the integral over ωt∧ωtψ in (3.48), up to t-independent
terms, and up to exponentially suppressed corrections, we use the fact that the integrand is
independent of t, and that the only t-dependence of the integral arises from its integration
domain Σab. As a result, the variation of the integral, as t is varied, localizes to an integral
over a domain which is the union of the variations of the discs Da and Db,
δ
∫
Σab
ωt ∧ ωt ψ =
∫
δDa
ωt ∧ ωt ψ +
∫
δDb
ωt ∧ ωt ψ (3.50)
Given the parametrization of the boundary curves Ca and Cb in (3.47), we parametrize the
infinitesimal variations of the discs as follows,
za ∈ δDa za = pa +Re−sa+iθa 0 ≤ θa, θb ≤ 2pi
zb ∈ δDb zb = pb +Re−sb+iθb 0 ≤ sa, sb < piδt (3.51)
where the ranges for sa and sb are obtained by varying t in the expression for R in (3.47).
Since the integrations are now localized on exponentially small annuli, we may use the
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corresponding approximation to obtain the expressions for ∂zf and ωt near the punctures,
∂zf(z) =
+1
z − pa +O(1) ∂zf(z) =
−1
z − pb +O(1) (3.52)
The order O(1) terms will produce exponentially suppressed contributions. Changing vari-
ables from za to sa, θa and from zb to sb, θb, the remaining integral is given as follows,
δ
∫
Σab
ωt ∧ ωt ψ = −2i
4pi2
∫ 2pi
0
dθa
∫ piδt
0
dsa ψ(pa +Re
−sa+iθa)
+
−2i
4pi2
∫ 2pi
0
dθb
∫ piδt
0
dsb ψ(pb +Re
−sb+iθb) +O(e−2pit) (3.53)
Taking the infinitesimal limit δt → 0 allows us to compute the derivative of the integral
which, after some minor simplifications, is given by,
∂
∂t
∫
Σab
ωt ∧ ωt ψ = 1
2pii
∫ 2pi
0
dθ
(
ψ(pθa) + ψ(p
θ
b)
)
+O(e−2pit) (3.54)
where we shall use the following abbreviations, with R defined in (3.47), throughout,
pθa = pa +Re
iθ
pθb = pb +Re
iθ (3.55)
As announced earlier, this formula is valid for functions ψ which may have a singularity at
the punctures, as long as ψ is regular elsewhere on Σh.
To provide some examples, we apply the formula to the function ψ = 1 and we find,
∂
∂t
∫
Σab
ωt ∧ ωt = −2i (3.56)
which may indeed be deduced from the Riemann bilinear relations
∫
ωt∧ωt = −2it. Applying
the formula to the function ψ(z) = f(z)n for an arbitrary integer n ≥ 0, we use the fact that
the integral evaluates the function on the curves Ca and Cb on which f takes the respective
constant values −2pit and 2pit. As a result, the evaluation of the integral simply becomes,
∂
∂t
∫
Σab
ωt ∧ ωt fn = −i
(
1 + (−)n
)
(2pit)n (3.57)
In particular, the t-derivative of the integral vanishes for odd n. We shall encounter this
formula again in the subsequent section. Note that the function ψ used in (3.57) does have
non-trivial logarithmic singularities at the punctures.
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We close this subsection by pointing out that the variational method introduced here is
akin to the renormalization group methods of perturbative quantum field theory. Viewed
from the vantage point of the surface Σh, the parameter t plays the role of a short-distance
cut-off on the integrals over Green functions which represent contributions to perturba-
tive correlation functions in a scalar quantum field theory. The field theory has derivative
couplings, reflected in the derivatives of f occurring in the differentials ωt, as well as non-
derivative couplings, reflected in the measure factors which do not involve |ωt|2. The variation
in t is the analogue of the variation in the cutoff of the renormalization group equations.
More precisely, t should be identified with ln Λ where Λ is the usual quantum field theory cut-
off with dimensions of mass, while exponentially suppressed terms correspond to irrelevant
contributions suppressed by negative powers of Λ.
4 Degenerating the Green function and KZ-invariant
In this section, we shall use the parametrization of the surface Σh+1 near one of its non-
separating nodes, developed in the preceding section, to evaluate the degeneration of the
string Green function G(x, y), the Arakelov Green function G(x, y), and the Kawazumi-
Zhang invariant ϕ. The non-separating degeneration must be considered with care as the
limits involved are non-uniform across the degenerating surface. We consider the asymptotics
where all the power contributions in t are retained exactly, and all exponential contributions
in t are omitted. Along the way, we shall gain more experience working with the function f
and some of the calculational short-cuts it permits. Throughout, we shall denote the string
Green functions by Gh+1 and Gh, the Arakelov Green functions by Gh+1 and Gh, and the
Arakelov Ka¨her forms by κh+1 and κh on the surfaces Σh+1 and Σh, respectively.
4.1 Degenerating Abelian differentials
We shall analyze the non-separating degeneration of a compact surface Σh+1 when the cycle
Bh+1 tends to infinity, keeping all other cycles fixed or bounded. Specifically, we shall send
the Sp(2h,Z)-invariant parameter t, defined in (3.31), to infinity and study the result as a
function of t, the moduli contained in the period matrix τ of Σh, and the Abelian integral
vI =
∫ pb
pa
ωI for I = 1, . . . , h. The Abelian differentials ωI on Σh+1 with I = 1, · · · , h tend to
the h holomorphic Abelian differentials on Σh up to corrections which vanish exponentially
in t [24]. The remaining holomorphic Abelian differential ωh+1 on Σh+1 equals ωpb,pa/(2pii)
up to exponentially suppressed corrections, or equivalently is represented by ωt,
ωt(z) =
i
2pi
dz ∂zf(z) (4.1)
The function f was expressed in terms of the Green function Gh(x, y|τ) in (3.24).
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4.2 Degenerating the string Green function Gh+1
We begin by evaluation the degeneration of the Green function Gh+1 of (2.20). Later on, we
will use the result to evaluate the degeneration of the Arakelov Green function Gh+1 with
the help of the relations (2.25) and (2.26), and of the Kawazumi-Zhang invariant.
The first ingredient we need is the degeneration of the prime form on Σh+1 which simply
tends to the prime form on Σh. This may be shown by choosing the odd spin structure ν in
(2.21) such that it restricts to an odd spin structure on Σh and has vanishing characteristics
on the degenerating cycle Bh+1, namely ν
′
h+1 = ν
′′
h+1 = 0. The holomorphic spinor ην(x)
on Σh+1 then simply restricts to the holomorphic spinor on Σh, and the ϑ-function similarly
restricts to the ϑ-function of one lower rank.
The second ingredient we need is the degeneration of the inverse of Y in terms of t.
Using the notation τ = τ1 + iτ2 with τ1, τ2 real-valued h×h matrices, v = v1 + iv2 with v1, v2
real-valued h× 1 matrices, and σ = σ1 + iσ2 where σ1, σ2 ∈ R, we have,
Ω =
(
τ v
vt σ
)
Y =
(
τ2 v2
vt2 σ2
)
Y −1 =
(
τ−12 0
0 0
)
+
1
t
(
u2u
t
2 −u2
−ut2 1
)
(4.2)
where we use the subscript 2 to indicate the imaginary part, and set v2 = τ2u2.
The third ingredient is the rearrangement, with the help of (4.2), of the quadratic form
involving Abelian integrals in the second term on the right-hand side of (2.20). Writing this
term out more explicitly, we have,
2pi
h+1∑
I,J=1
Im
∫ x
y
ωI (Y
−1)IJ Im
∫ x
y
ωJ = 2pi
h∑
I,J=1
Im
∫ x
y
ωI (Y
−1)IJ Im
∫ x
y
ωJ
+
2pi
t
[∫ y
x
(
ωh+1 −
h∑
I=1
u2IωI
)]2
(4.3)
The term on the right-hand side of the first line is precisely what is needed to produce the
Green function Gh(x, y|τ). The one-form under the integral on the second line is precisely ωt,
and the imaginary part of its Abelian integral may be expressed in terms of the function f .
The result is given as follows,
Gh+1(x, y|Ω) = Gh(x, y|τ) + 1
8pit
(
f(x)− f(y))2 +O(e−2pit) (4.4)
One word of caution is in order here. This asymptotic evaluation is not uniform, and is valid
only for points x, y on Σh+1 which are fixed as t→∞. In particular the points x, y are not
allowed to approach the punctures pa, pb.
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4.3 Degenerating the Arakelov metric
The canonical Ka¨hler form of (2.18) on Σh+1 will be denoted by κh+1, and is given by,
κh+1 =
i
2(h+ 1)
h+1∑
I,J=1
(Y −1)IJωI ∧ ωJ (4.5)
Substituting the expression for Y −1 from (4.2) and for the Abelian differentials, we obtain,
κh+1 =
i
2(h+ 1)
h∑
I,J=1
(τ−12 )
IJωI ∧ ωJ + i
2(h+ 1)t
(
ωh+1 − ut2 ω
) ∧ (ωh+1 − ut2 ω) (4.6)
Using (3.49), and the expression for the canonical Ka¨hler form κh of (2.18) on Σh, the result
may be arranged as follows,
κh+1 =
h
h+ 1
κh +
i
2(h+ 1)t
ωt ∧ ωt (4.7)
Note that the h-dependent normalization multiplying κh is due to the fact that both κh+1
and κh are normalized to unit volume.
4.4 Auxiliary integrals
Before proceeding to the degeneration of the Arakelov Green function and Kawazumi-Zhang
invariant, we shall derive here a number of useful results on the integration involving the
form ωt and the function f . We represent the surface Σh+1 by the surface Σab, depicted in
figure 7, with the cycles Ca and Cb identified with one another.
4.4.1 Two simple checks
Two integrals are well-known from the Riemann bilinear relations applied to (3.49),∫
Σab
ωI ∧ ωt = 0
∫
Σab
ωt ∧ ωt = −2it (4.8)
where t was defined in (3.31). It will be instructive to reproduce these results purely in terms
of our set-up. Using (4.1), the first integral may be rearranged as follows,∫
Σab
ωI ∧ ωt = − 1
2pii
∫
Σab
d
(
f(z)ωI(z)
)
= − 1
2pii
∮
∂Σab
f(z)ωI(z) (4.9)
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where we have used Stokes’s theorem to obtain the last equality. Next, we use the fact that
the boundary of Σab is given by the union of curves ∂Σab = Ca ∪ Cb, and taking the proper
orientation conventions into account, we have,∮
∂Σab
ω = −
∮
Ca
ω −
∮
Cb
ω (4.10)
for an arbitrary 1-form ω. We use the fact that Ca and Cb are level sets of the function f to
evaluate the function f on the boundary components as follows,
2pit = −f(Ca) = f(Cb) (4.11)
Substituting these results, we are left with contour integrals of ωI over Ca and Cb, which van-
ish since ωI are holomorphic on Σh, thus recovering the first formula in (4.8). An analogous
calculation may be performed for the second integral in (4.8),∫
Σab
ωt ∧ ωt = 1
4pi2
∫
Σab
dz∂zf(z) ∧ df(z) (4.12)
We use the differential form relation,
dz∂zf(z) ∧ df(z) = −d
(
f(z)dz∂zf(z)
)
+ f(z)d
(
dz∂zf(z)
)
(4.13)
Since the function f is harmonic in Σab the second term on the right vanishes. The first term
may be transformed into an integral over the boundary ∂Σab using Stokes’s theorem, which
in turn may be converted into a sum of two line-integrals using (4.10), and f is constant on
each line integral in view of (4.11), so that we are left with,∫
Σab
ωt ∧ ωt = − t
2pi
∮
Ca
dz∂zf(z) +
t
2pi
∮
Cb
dz∂zf(z) (4.14)
The differential ∂zf(z) is holomorphic in Σab but on Σh has simple poles at pa and pb with
respective residues −1 and +1 already given in (3.52). Evaluating the remaining integrals
in (4.14), we recover the second equation in (4.8).
4.4.2 Integrals of powers of f
The method of calculation given above may be generalized to other integrals. The derivation
is completely analogous to the one used in the preceding paragraphs, and will not be exhibited
here. For arbitrary n ≥ 0 we have,∫
Σab
ωI ∧ ωt fn =
∫
Σab
ωt ∧ ωt f 2n+1 = 0 (4.15)
38
for all I = 1, · · · , h, as well as∫
Σab
ωt ∧ ωt f 2n = − 2i
2n+ 1
(2pi)2nt2n+1 (4.16)
The evaluation of all these integrals is exact. Note that the derivative with respect to t of
(4.16) agrees with (3.57) obtained by using the variational method. While that method was
not powerful enough to also determine the t-independent term, we have shown here that this
constant term in fact vanishes.
4.4.3 Integrals of functions which vary on Ca and Cb
Next, we consider the integral of ωt ∧ ωt multiplied by a function ψ which is smooth on Σab
but may not be smooth at the punctures pa and pb. Using the expression for ωt in (4.1), and
isolating an exact differential as in the preceding subsection, we have,∫
Σab
ωt ∧ ωt ψ = − 1
4pi2
∫
Σab
(
d(fdz∂zf ψ) +
1
2
dz∂zf
2 ∧ dz¯∂z¯ψ
)
(4.17)
= − t
2pi
∮
Ca
dz∂zf ψ +
t
2pi
∮
Cb
dz∂zf ψ +
1
8pi2
∫
Σab
dz ∧ dz¯ f(z)2∂z∂z¯ψ
where we have used the fact that f(z) is constant on each contour and given by (4.11). The
contour integrals require evaluating ψ on the curves Ca and Cb, and the function ψ will be
assumed to be continuous on these curves for all t.
To compute these integrals, we use the results of subsection 3.5.1 and, in particular, the
parametrization of the curves Ca and Cb of (3.47). Given that the contours Ca and Cb are
exponentially small in the coordinate system z, we may use the approximation of (3.52) for
∂zf and parametrize the points z on the curve Ca by z = p
θ1
a and on the curve Cb by z = p
θ2
b
for θ1, θ2 ∈ [0, 2pi], where pθa and pθb were defined in (3.55). The result is as follows,∫
Σab
ωt ∧ ωt ψ = − it
2pi
∫ 2pi
0
dθ
(
ψ
(
pθb
)
+ ψ
(
pθa
) )
+
1
8pi2
∫
Σab
dz ∧ dz¯ f(z)2∂z∂z¯ψ (4.18)
An immediate generalization is obtained by including further factors of powers of f ,∫
Σab
ωt ∧ ωt fnψ = −i (2pi)
n−1tn+1
n+ 1
∫ 2pi
0
dθ
(
ψ
(
pθb
)
+ (−)nψ (pθa) )
+
1
4pi2(n+ 1)(n+ 2)
∫
Σab
dz ∧ dz¯ f(z)n+2 ∂z∂z¯ψ (4.19)
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One readily verifies that (4.19) reduces to (4.18) for n = 0 and to (4.15) and (4.16) for ψ = 1.
In the special case when the function ψ is smooth at the punctures, the contour integrals
simply pick up the value of ψ at pa and pb, and the above integral reduces to,∫
Σab
ωt ∧ ωt fnψ = −i (2pi)
ntn+1
n+ 1
(
ψ(pb) + (−)nψ(pa)
)
+
1
4pi2(n+ 1)(n+ 2)
∫
Σab
dz ∧ dz¯ f(z)n+2 ∂z∂z¯ψ (4.20)
The order of approximation is governed by the Taylor expansion of ψ around the punctures,
and the corrections to this formula are therefore suppressed by factors of R.
4.5 Degenerating the Arakelov Green function
In this subsection, we shall obtain the non-separating degeneration limit of the Arakelov
Green function Gh+1 on the surface Σh+1 upon degenerating the cycle Bh+1.
Theorem 1 The non-separating degeneration of the Arakelov Green function Gh+1(x, y),
for fixed points x, y as the cycle Bh+1 degenerates, is given by
Gh+1(x, y) = pit
3(h+ 1)2
+ Gh(x, y) + 1
(h+ 1)2
Gh(pa, pb) (4.21)
− 1
2(h+ 1)
(
Gh(x, pa) + Gh(x, pb) + Gh(y, pa) + Gh(y, pb)
)
+
f(x)2 + f(y)2
8pi(h+ 1)t
− f(x)f(y)
4pit
− h
4pi(h+ 1)2t
∫
Σh
κh(z)f(z)
2 +O(e−2pit)
where Gh and κh are respectively the Arakelov Green function and canonical Ka¨hler form
on the compact surface Σh, and the function f is given by f(x) = Gh(x, pb)−Gh(x, pa). The
integral on the last line is absolutely convergent.
Comparing the statement of Theorem 1 with Theorem 7.2 in [28], we observe complete
agreement of the terms of orders t1 and t0 provided we identify our parameter t and the
parameter |τ | of [28] by the following relation, which follows from Lemma 7.3 and 7.5 in [28],
− ln |τ | = 2pit+ Gh(pa, pb) +O(t−1) (4.22)
Theorem 1 further gives the O(t−1) contribution, which was not evaluated in [28], but its
real power lies in the much stronger result that the entire t-dependence is given by a Laurent
polynomial in t of degree (1,1), up to exponentially suppressed terms. Finally, we note that
the integral which enters (4.21),∫
Σh
κh(z)f(z)
2 =
∫
Σh
κh
(
Gh(z, pa)2 + Gh(z, pb)2 − 2Gh(z, pa)Gh(z, pb)
)
(4.23)
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produces modular graph functions on the surface Σh respectively with one puncture from
the first two terms on the right-hand side, and two punctures from the third term.
4.5.1 Proof of Theorem 1
To prove Theorem 1, we use the relation between the Green functions G and G given in
(2.25), as well as the degeneration result of the string Green function Gh+1 obtained in
(4.4), and of the canonical Ka¨hler form κh+1 obtained in (4.7). Furthermore, we use the
fact that G(x, y) is unchanged by letting G(x, y) → G(x, y) + c(x) + c(y) in (2.25) for an
arbitrary function c(x). Thus, the term proportional to f(x)2 + f(y)2 in (4.4) cancels out.
The integration of the remaining term proportional to f(x)f(y) integrates to zero against
κh+1 in view of the normalization of f adopted in (3.24). As a result, we find,
Gh+1(x, y) = Gh(x, y)− 1
4pit
f(x)f(y)−
∫
Σab
κh+1(z)
(
Gh(x, z) +Gh(y, z)
)
+
∫
Σab
κh+1(z)
∫
Σab
κh+1(w)Gh(z, w) (4.24)
Substituting the expression for Gh in terms of Gh, the function γh and the constant γ1h,
we find that all dependence on γh and γ
1
h cancels. Using next the expression for κh+1 in
terms of κh and ωt ∧ ωt of (4.7), and the normalization of the Arakelov Green function∫
Σh
κh(z)Gh(x, z) = 0, the expression simplifies further and we obtain,
Gh+1(x, y) = Gh(x, y)− 1
4pit
f(x)f(y)− γ˜h(x)− γ˜h(y) + γ˜1h (4.25)
where
γ˜h(x) =
i
2(h+ 1)t
∫
Σab
ωt ∧ ωt(z)Gh(x, z)
γ˜1h = −
1
4(h+ 1)2t2
∫
Σab
ωt ∧ ωt(z)
∫
Σab
ωt ∧ ωt(w)Gh(z, w) (4.26)
The integral in γ˜h(x), for fixed point x, is evaluated using (4.20), and we find,
γ˜h(x) =
1
2(h+ 1)
(
Gh(x, pa) + Gh(x, pb)
)
− f(x)
2
8pi(h+ 1)t
+
1
8pi(h+ 1)t
∫
Σh
κh(z)f(z)
2 (4.27)
The integrals in γ˜1h must be evaluated with the full expression of (4.19), as both integration
points z, w may run over the funnel. Thus we use,∫
Σab
ωt ∧ ωt(w)Gh(z, w) = − it
2pi
∫ 2pi
0
dθ
(
Gh(z, pθa) + Gh(z, pθb)
)
+
i
4pi
f(z)2 − i
4pi
∫
Σh
κh(w)f(w)
2 (4.28)
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Integration over z of the last line produces,∫
Σab
ωt ∧ ωt(z)
(
i
4pi
f(z)2 − i
4pi
∫
Σh
κh(w)f(w)
2
)
=
2pi
3
t3 − t
2pi
∫
Σh
κh(w)f(w)
2 (4.29)
while integration over z of the first line may again be carried out with the help of (4.19),
and we find after some simplifications,
γ˜1h = −
2pit
3(h+ 1)2
+
1
4pi(h+ 1)2t
∫
Σh
κh(w)f(w)
2 +
Gh(pa, pb)
2(h+ 1)2
+
1
8pi2(h+ 1)2
∫ 2pi
0
dθ1
∫ 2pi
0
dθ2 Gh(pθ1a , pθ2a ) (4.30)
To evaluate the integral on the last line, we use the fact that both arguments of Gh are points
in the funnel, so that we may use the approximation of (3.44). The function Gh then involves
only the difference of the angles, so that one of the integrations may be performed trivially.
The remaining integral evaluates to,∫ 2pi
0
dθ1
∫ 2pi
0
dθ2 Gh(pθ1a , pθ2a ) = 2pi
∫ 2pi
0
dθ2
(
− ln |1− eiθ2|2 + 2pit+ Gh(pa, pb)
)
= (2pi)2(2pit+ Gh(pa, pb)) (4.31)
In going from the second to the third line, we use the fact that the remaining integral of the
− ln | · · · |2 term gives zero. In summary we then have,
γ˜1h =
pit
3(h+ 1)2
+
1
4pi(h+ 1)2t
∫
Σh
κh(w)f(w)
2 +
1
(h+ 1)2
Gh(pa, pb) (4.32)
Assembling the contribution of γ˜h(x) + γ˜h(y) and γ˜
1
h, we obtain the formula of Theorem 1.
4.6 Degenerating the Kawazumi-Zhang invariant
In this subsection, we shall use the previous results to compute the non-separating degener-
ation of the Kawazumi-Zhang invariant for arbitrary genus. It will be convenient to recast
the definition of the KZ-invariant of (2.42) in terms of the following 2-form,
νh(x, y) = (Y
−1)IJωI(x) ∧ ωJ(y) (4.33)
Using the notation |νh(x, y)|2 = νh(x, y)∧νh(x, y), the KZ-invariant ϕh for a surface of genus
h may be written as follows,
ϕh = −1
4
∫
Σ2h
|νh(x, y)|2Gh(x, y) (4.34)
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Theorem 2 The non-separating degeneration of the Kawazumi-Zhang invariant ϕh+1, as
the cycle Bh+1 degenerates, is given by
ϕh+1 =
hpit
3(h+ 1)
+ ϕh +
h
h+ 1
Gh(pa, pb) + h(2h+ 3)
4pi(h+ 1)t
∫
Σh
κh(x)f(x)
2
+
3
16pit
∫
Σ2h
|νh(x, y)|2f(x)f(y) +O(e−2pit) (4.35)
where the remaining integrals are absolutely convergent on Σh.
Comparing the statement of Theorem 2 with the results of the second part of Theorem
A in [29], we observe agreement of the terms of orders t1 and t0 for all genera provided we
identify our parameter t and the parameter |τ | as we have already done for the Arakelov
Green function in (4.22), and take into account the differences in notation and factor of −1/2
in the normalization for the Arakelov Green function. Furthermore, for genus two (namely
for h = 1), Theorem 2 also agrees with formulas (9), (16), and (21) in [20], which were
obtained from the theta lift representation. Note that ϕ1 vanishes in this case, as does the
integral on the second line of (4.35).
Just as for the case of the Arakelov Green function in Theorem 1, we observe that
Theorem 2 gives the O(t−1) contribution, which was not evaluated in [29], but its real power
again lies in the fact that the entire t-dependence is given by a Laurent polynomial in t of
degree (1,1), up to exponentially suppressed terms. The integrals remaining on the right-
hand side of (4.35) are absolutely convergent and produce genus-h modular graph functions
and their generalizations for a punctured Riemann surface of genus h.
4.6.1 Proof of Theorem 2
The key ingredients in the proof are the results of Theorem 1 for the degeneration of
the Arakelov Green function Gh+1 in (4.21), and the decomposition of the volume form
|νh+1(x, y)|2, which is given by,
|νh+1(x, y)|2 = |νh(x, y)|2 + 1
t2
ωt(x) ∧ ωt(x) ∧ ωt(y) ∧ ωt(y)
+
1
t
ωt(x) ∧ ωt(y) ∧ νh(x, y) + 1
t
ωt(x) ∧ ωt(y) ∧ νh(x, y) (4.36)
along with a useful result for integrating a function which is independent of x (or y),
−1
4
∫
Σ2h+1
|νh+1(x, y)|2ψ(y) = (h+ 1)
∫
Σh+1
κh+1(y)ψ(y) (4.37)
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This last result readily allows us to integrate the corresponding terms when substituting
Gh+1(x, y) from (4.21) into the formula for ϕh+1,
ϕh+1 = −1
4
∫
Σ2h+1
|νh+1(x, y)|2Gh+1(x, y) (4.38)
and we find,
ϕh+1 = −1
4
∫
Σ2ab
|νh+1(x, y)|2
(
Gh(x, y)− f(x)f(y)
4pit
)
− pit
3(h+ 1)
− Gh(pa, pb)
h+ 1
− 1
4pi(h+ 1)t
∫
Σh
κhf
2 (4.39)
Here, we have used (4.7) and (4.16) for n = 1 to obtain the following relation,∫
Σab
κh+1f
2 =
4pi2t2
3(h+ 1)
+
h
h+ 1
∫
Σh
κhf
2 (4.40)
and we have evaluated the integral on the second line of (4.39), as follows,∫
Σab
κh+1(x)Gh(x, pa) = pit
2(h+ 1)
+
Gh(pa, pb)
h+ 1
+
1
8pi(h+ 1)t
∫
Σh
κhf
2 (4.41)
with an analogous formula for the integral of Gh(x, pb). Both these results have been used
to simplify the right-hand side of (4.39).
It remains to carry out the integrals in the first line of (4.39), which we do using (4.36).
The term proportional to f(x)f(y) integrates to zero against the last three terms on the
right-hand side in (4.36). The integral of the first term in (4.36) against Gh produces the
KZ-invariant at genus h. The integral of the second term on the right-hand side of (4.36) is
proportional to the quantity γ˜1h which was already evaluated in (4.26), while the remaining
integrals produced by the last two terms on the right-hand side of (4.36) are convergent
integrals on Σh. Finally, these last integrals may be simplified as follows,∫
Σ2h
ωt(x)ωt(y)νh(x, y)Gh(x, y) = 1
4pi2
∫
Σ2h
dx¯dy∂x¯f(x)∂yf(y)νh(x, y)Gh(x, y)
=
1
4pi2
∫
Σ2h
dx¯dyf(x)f(y)νh(x, y)∂x¯∂yGh(x, y) (4.42)
In going from the first line to the last we have integrated by parts in both x¯ and y. This opera-
tion commutes through νh(x, y) since this quantity is holomorphic in x and anti-holomorphic
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in y, and produces no boundary terms. We may now use the following mixed partial deriva-
tive relation for the Arakelov Green function,
∂x¯∂yGh(x, y) = piδ(2)(x, y)− pi(νh)x¯y(x, y) (4.43)
where νh(x, y) =
i
2
(νh)x¯y(x, y)dx¯dy. After some simplifications, we find,∫
Σ2h
ωt(x)ωt(y)νh(x, y)Gh(x, y) = −h
pi
∫
Σh
κhf
2 − 1
4pi
∫
Σ2h
|νh(x, y)|2f(x)f(y) (4.44)
Collecting all contributions, we find (4.35).
5 Degenerating the genus-two string amplitude
In this section, we shall prove a general theorem on the structure of the t-dependence of
the genus-two amplitude to arbitrary weight w. The starting point is the partial amplitude,
integrated over vertex points, but unintegrated over the moduli of the underlying compact
surface, which we recall from (2.28) along with (2.29), (2.30) and (2.31)6,
B(2)(sij|Ω) = 1
16
∫
Σ4
Y ∧ Y
(detY )2
exp
{∑
i<j
sijG(zi, zj|Ω)
}
(5.1)
The scalar Green function G of (2.20) may equivalently be replaced by the Arakelov Green
function G using (2.25) and the momentum conservation relation ∑j sij = 0 for all i.
Given Ω, the integral over Σ4 is absolutely convergent whenever |sij| < 1 for all i, j =
1, 2, 3, 4, so that B(2)(sij|Ω) admits a convergent Taylor series expansion in powers of sij.
Instead of using the expansion given earlier in (2.33), it will be more convenient for our
purpose to expand in powers of sij and arrange the terms according to the weight w,
B(2)(sij|Ω) =
∞∑
w=0
Bw(sij|Ω) (5.2)
where Bw(sij|Ω) collects all terms which are homogeneous of total degree w in G,
Bw(sij|Ω) = 1
16w!
∫
Σ4
Y ∧ Y
(detY )2
(∑
i<j
sijG(zi, zj|Ω)
)w
(5.3)
Manifestly, Bw(sij|Ω) is a homogeneous symmetric polynomial in the invariants sij of total
degree of homogeneity w + 2. We shall now prove the following theorem on the structure of
its expansion in powers of t in the non-separating degeneration near the cusp t→∞.
6In this section, we set h = 1, denote Σh+1 by Σ and omit the corresponding subscripts on G,G and κ.
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5.1 Theorem 3
The genus-two modular graph function Bw(sij|Ω) has the following asymptotic behavior
under non-separating degeneration of the genus-two surface Σ,
Bw(sij|Ω) =
w∑
k=−w
b(k)w (sij|v, τ) (pit)k +O(e−2pit) (5.4)
where the period matrix Ω, its imaginary part Y , and the variable t are parametrized by,
Ω =
(
τ v
v σ
)
Y =
(
τ2 v2
v2 σ2
)
t =
detY
τ2
= σ2 − v
2
2
τ2
(5.5)
The coefficients b
(k)
w (sij|v, τ) are generalized modular graph functions, which are doubly
periodic in v = pb − pa, i.e. they are invariant under v → v + Z+ τZ and satisfy,
τ → τ ′ = aτ + b
cτ + d
v → v′ = v
cτ + d
b(k)w (sij|v′, τ ′) = b(k)w (sij|v, τ) (5.6)
All σ1-dependent terms are exponentially suppressed in t so that the coefficients b
(k)
w (sij|v, τ)
are independent of σ1, as the notation indeed indicates.
The remainder of this section is devoted to proving this theorem.
5.2 Parametrization by the surface Σab and the function f
Considering (3.24) for h = 1, we define the function f(z) = g(z − pb|τ)− g(z − pa|τ) on the
surface Σab, constructed from a genus-one surface with two punctures pa, pb. We begin by
proving the following lemma.
Lemma 1 In terms of the function f , the volume-form Y ∧ Y¯ on Σ4 is given by,
Y ∧ Y¯
16 (detY )2
=
τ 22
16pi4t2
∣∣∣∣∣∑
i<j
sij ∂zif(zi) ∂zjf(zj)
∣∣∣∣∣
2 4∏
i=1
κ(zi) (5.7)
This relation is exact, up to exponentially suppressed terms.
To prove Lemma 1, we express ∆ of (2.30) in terms of the Abelian differential ωt, and
then express ωt in terms of the function f by (4.1), so that we have,
∆(x, y) =
dx ∧ dy
2pii
(
∂xf(x)− ∂yf(y)
)
(5.8)
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Substituting this expression in Y , and rearranging terms, we find,
Y = dz1 ∧ dz2 ∧ dz3 ∧ dz4
4pi2
∑
i<j
sij ∂zif(zi) ∂zjf(zj) (5.9)
The lemma follows from this result, using also dzi ∧ dz¯i = −2iτ2κ(zi) and detY = τ2t.
Next, we make use of the uniform asymptotic expansion of the genus-two Green function,
obtained in Theorem 1 in (4.21),
G(x, y|Ω) = g(x− y|τ) + 1
8pit
(
f(x)− f(y)
)2
+O(e−2pit) (5.10)
and momentum conservation
∑
i sij = 0 to write the expression for B(2) as follows,
Bw(sij|Ω) =
w∑
wf ,wg=0
δwf+wg ,w
wf ! wg!
(
− 1
4pit
)wf+2
Bwf ,wg(sij|Ω) +O(e−2pit) (5.11)
Throughout we shall use the following notation,∫
Σ4ab
κ =
4∏
i=1
∫
Σab
κ(zi) (5.12)
and Bwf ,wg(sij|Ω) is given by,
Bwf ,wg(sij|Ω) =
τ 22
pi2
∫
Σ4ab
κ
∣∣∣∣∣∑
i<j
sij ∂zif(zi) ∂zjf(zj)
∣∣∣∣∣
2(∑
i<j
sij f(zi)f(zj)
)wf
×
(∑
i<j
sij g(zi − zj)
)wg
(5.13)
To extract the t-dependence of Bwf ,wg(sij|Ω), we decompose the integrand as follows,∣∣∣∑
i<j
sij ∂zif(zi) ∂zjf(zj)
∣∣∣2 = 2∑
k=0
S(k) (5.14)
where the terms are arranged according to the number of points zi that are shared between
the meromorphic factor and its complex conjugate. Explicitly, we have,
S(0) =
∑
i<j
∑
k 6=i,j
∑
`6=i,j,k
s2ij(∂if)(∂jf)(∂¯kf)(∂¯`f)
S(1) = 1
2
4∑
i=1
∑
j 6=i
∑
k 6=i,j
sijsik|∂if |2
(
∂jf ∂¯kf + ∂¯jf ∂kf
)
S(2) =
∑
i<j
s2ij |∂if |2 |∂jf |2 (5.15)
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Here, and below, we use the abbreviation ∂if = ∂zif(zi) and analogously for its complex
conjugate. Using this notation, we split Bwf ,wg(sij|Ω) accordingly,
Bwf ,wg(sij|Ω) =
2∑
k=0
B(k)wf ,wg(sij|Ω) (5.16)
where,
B(k)wf ,wg(sij|Ω) =
τ 22
pi2
∫
Σ4ab
κS(k)
(∑
i<j
sij f(zi)f(zj)
)wf (∑
i<j
sij g(zi − zj|τ)
)wg
(5.17)
This formula will be the starting point for the evaluation of the asymptotics as t→∞.
5.3 The asymptotics of B(k)wf ,wg(sij|Ω) as t→∞
To prove Theorem 3, we use the results of the following Lemma.
Lemma 2 For w = wf+wg with wf , wg ≥ 0, and up to contributions which are exponentially
suppressed as a function of t, the functions B(k)wf ,wg(sij|Ω) satisfy the following properties.
(a) We have the following vanishing results for wg ≤ 1,
B(0)w,0(sij|Ω) = B(0)w−1,1(sij|Ω) = B(1)w,0(sij|Ω) = 0 (5.18)
(b) for wg ≥ 2 the functions B(0)wf ,wg(sij|Ω) are constant in t;
(c) for wg ≥ 1 the functions B(1)wf ,wg(sij|Ω) are polynomial in t of degree wf + 1;
(d) for wg ≥ 0 the functions B(2)wf ,wg(sij|Ω) are polynomial in t of degree w + wf + 2;
(e) the polynomial B(2)w,0(sij|Ω) has vanishing terms of orders t0 and t1;
(f) the polynomial B(2)w−1,1(sij|Ω) has vanishing term of order t0;
(g) the polynomial B(1)w−1,1(sij|Ω) has vanishing term of order t0.
The proof of this lemma heavily relies on the variational method, which was introduced
in subsection 3.6. The proof is lengthy and technical, and will be given in Appendix A.
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5.4 Proof of Theorem 3
To prove Theorem 3 we recollect the general formula for Bw(sij|Ω) of (5.11), expressed in
terms of the partial amplitudes B(k)wf ,wg(sij|Ω),
Bw(sij|Ω) =
w∑
wf ,wg=0
δwf+wg ,w
wf ! wg!
(
− 1
4pit
)wf+2 2∑
k=0
B(k)wf ,wg(sij|Ω) +O(e−2pit) (5.19)
It was proven in Lemma 2 that each function B(k)wf ,wg(sij|Ω) is a polynomial in t, whose degree
is bounded from above by 2w + 2, up to contributions which are exponentially suppressed
in t. To prove the theorem, it remains to make precise the degree of the resulting Laurent
polynomial in t for the full amplitude Bw(sij|Ω), which is achieved by carefully inspecting
the degree of each type of contribution. The special restrictions on degrees and on vanishing
terms all occur for wg = 0 and wg = 1 according to items (e), (f), and (g) of Lemma 2, and
therefore we shall isolate these contributions explicitly below,
Bw(sij|Ω) = 1
w!
(−1
4pit
)w+2
B(2)w,0(sij|Ω) (5.20)
+
1
(w − 1)!
(−1
4pit
)w+1 (
B(2)w−1,1(sij|Ω) + B(1)w−1,1(sij|Ω)
)
+
w∑
wg=2
1
(w − wg)! wg!
(−1
4pit
)w−wg+2 2∑
k=0
B(k)w−wg ,wg(sij|Ω) +O(e−2pit)
Here, we have used item (a) of Lemma 2 to omit the terms with wg = 0 and wg = 1 for
B(0)w−wg ,wg(sij|Ω) and the terms with wg = 0 for B(1)w−wg ,wg(sij|Ω). In the table below we list
the range of exponents tα to Bw(sij|Ω) which arises from each contribution B(k)w−wg ,wg(sij|Ω),
labelled by wg and k = 0, 1, 2,
k = 0 wg ≥ 2 −w ≤ α ≤ −2
k = 1 wg ≥ 1 −w ≤ α ≤ −1
k = 2 wg ≥ 0 −w ≤ α ≤ w (5.21)
For k = 0 we have used item (b) of Lemma 2; for k = 1 we have used items (c) and (g) of
Lemma 2; while for k = 2 we have used items (d), (e), and (f) of Lemma 2. It is immediate
from inspection of this table that Bw(sij|Ω) has a Laurent polynomial expansion in t of the
form stated in Theorem 1. Since the genus-two amplitude Bw(sij|Ω) is invariant under the
genus-two modular group Sp(4,Z) and the parameter t is invariant under the corresponding
SL(2,Z) subgroup, it follows immediately that the expansion coefficients b(k)w (sij|v, ρ) must
be invariant under this SL(2,Z) as well. This completes the proof of Theorem 3.
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6 Degenerating higher genus modular graph functions
In this last section, we shall obtain the structure of the non-separating degeneration of the
modular graph functions belonging to the simple class put forward in section 2.5 for arbitrary
genus. The functions F (h)(sij|Ω) of (2.27) provide, in some sense, the simplest generalization
of genus-one modular graph functions. As was noted in section 2.6, this class of modular
graph functions does not include superstring amplitudes at higher genus. Nonetheless, the
structure of their non-separating degeneration accurately illustrates the behavior for the
more general classes of modular graph functions described in section 2.8, which do include
genus-two superstring amplitudes.
We consider the generating function of modular graph functions F (h)(sij|Ω) on a surface
Σh+1 of genus h+ 1 for h ≥ 1 with at most N vertices, given by (2.27),
F (h)(sij|Ω) =
N∏
i=1
∫
Σh+1
κh+1(zi) exp
{ ∑
1≤i<j≤N
sij Gh+1(zi, zj|Ω)
}
(6.1)
The complex parameters sij are considered as independent, unlike for the case of string am-
plitudes. As in the case of genus-one modular graph functions, this provides the appropriate
generating function for all modular graph functions, and not just the particular combinations
that enter into string amplitudes. The analytic properties of F (h)(sij|Ω) in the variables sij
are identical to those of its genus-one counterpart, and its Taylor series at sij = 0 is abso-
lutely convergent when |sij| < 1 for all i, j = 1, · · · , N . Expanding in powers of the variables
sij or equivalently in powers of Gh+1 gives,
F (h)(sij|Ω) =
∞∑
w=0
1
w!
F (h)w (sij|Ω) (6.2)
The weight w contribution F (h)w (sij|Ω) is a homogeneous polynomial in sij of degree w, given
by the following absolutely convergent integrals on N copies of Σh+1,
F (h)w (sij|Ω) =
N∏
i=1
∫
Σh+1
κh+1(zi)
{ ∑
1≤i<j≤N
sij Gh+1(zi, zj|Ω)
}w
(6.3)
We shall now prove the following theorem.
Theorem 4 The generating function F (h)w (sij|Ω) of modular graph functions on the genus
h+ 1 surface Σh+1 has the following behavior under the non-separating degeneration of the
cycle Bh+1 on Σh+1,
F (h)w (sij|Ω) =
w∑
k=−w
f(k)w (sij|v, τ)(pit)k +O(e−2pit) (6.4)
50
where Ω and τ are the period matrices respectively of the compact surfaces Σh+1 and Σh.
Together with the Abelian integral v, these variables are related as follows,
Ω =
(
τ v
vt σ
)
t =
det (Im Ω)
det (Im τ)
(6.5)
The coefficients f
(k)
w (sij|v, τ) are generalized modular graph functions which depend on the
punctures through v and transform under the Sp(2h,Z)nZ2 subgroup of Sp(2h+2,Z) which
leaves the degenerating cycle Bh+1 invariant, and transforms τ and v as follows,
f(k)w
(
sij
∣∣∣ ((cτ + d)−1)t (v + Zh + τZh), (aτ + b)(cτ + d)−1) = f(k)w (sij|v, τ) (6.6)
with the Sp(2h,Z) modular transformation defined in (3.12).
The proof relies on the degeneration formulas for the canonical Ka¨hler form κh+1 given
in (4.7) and the Arakelov Green function given in (4.21). Another key ingredient is the
variational method with respect to the parameter t, which was already employed in the
proof of Theorem 3 for the case of genus two. One complication here is due to the fact that
the surface Σh is not necessarily a torus, so that translation invariance is not available on
Σh. A second, combinatorial, complication is due to the fact that we may have an arbitrary
number of points zi with i = 1, · · · , N .
Degenerating κh+1 gives rise to 2
N terms, depending on whether κh or
1
t
ωtωt occurs at
each point zi. We collect these different contributions with the help of an integer label n
in the range 0 ≤ n ≤ N . The contribution n = 0 is the single term for which each κh+1
degenerates to κh at every point zi. For n ≥ 1, we use the freedom to permute the points
zi amongst one another (as well as the variables sij) to arrange the contribution so that
a factor 1
t
ωtωt occurs for the points i = 1, · · · , n, while a factor κh occurs for the points
i = n+ 1, · · · , N . We shall denote these contributions as follows,
F (h)w,n(sij|Ω) =
n∏
i=1
∫
Σh+1
1
t
ωt ωt(zi)
N∏
j=n+1
∫
Σh+1
κh(zj)
{ ∑
1≤i<j≤N
sij Gh+1(zi, zj|Ω)
}w
(6.7)
It will be understood that for the case n = 0 the first factor must be dropped entirely. The
above decomposition may be viewed as the generalization of the decomposition carried out
in (5.14) and (5.16) for the case of genus two.
It is instructive to consider first the case n = 0. Since all terms in the degeneration of
Gh+1 given in (4.21) have logarithmic behavior as x and y approach one another or as they
approach pa or pb, the integrals against κh are all absolutely convergent. As a result, all
t-dependence of F (h)w,0 may be obtained directly from a multinomial expansion of the w-power
in (6.7). Since Gh+1 has power-behaved terms of orders t1, t0, t−1 only, it follows that F (h)w,0 is
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a Laurent polynomial in t of degree (w,w) plus exponentially suppressed terms. The term
with the highest power of t arises solely from the first term on the right side of (4.21), while
the term with the lowest power of t arises from the terms on the last line of (4.21). The
coefficients in the Laurent polynomial are linear combinations of products of integrals of
combinations of Green functions, and are modular invariants of the form (6.6).
For the cases n ≥ 1 we carry out a multinomial expansion of the w power of the sum
over Green functions Gh+1, using the degeneration of (4.21). We are interested only in
evaluating the t-dependence, up to exponential corrections, and not in obtaining the complete
expressions for the coefficients in the expansion. Omitting all coefficients, we schematically
represent the seven terms in the expansion (4.21), along with their multinomial expansion
power, as follows,
Gh+1 = t + Gh(x, y) + Gh(p, p) + Gh(x, p) + 1
t
f(x)2 +
1
t
f(x)f(y) +
1
t
w = wt + wg + wpp + wp + wf2 + wf + wc (6.8)
where wt, wg, wpp, wp, wf2 , wf , wc ≥ 0. A term with the above weight assignment has the
following structure,
twt−wf2−wf−wc−n C{w} (6.9)
where the coefficient is given by,
C{w} =
n∏
i=1
∫
Σh+1
ωtωt(zi)
N∏
j=n+1
∫
Σh+1
κh(zj)
(∑
i<j
sij Gh(zi, zj)
)wg
(6.10)
×
(∑
i 6=j
sij Gh(zi, p)
)wp (∑
i 6=j
sij f(zi)
2
)wf2 (∑
i 6=j
sij f(zi)f(zj)
)wf
and {w} stands for the assignment of the seven w-values in (6.8). The key property of
C{w} is that its integrand is independent of t, a features which was obtained at the cost of
forming the above multinomial expansion. As a result, all t-dependence of C{w} arises from
the t-dependence of its integrations in z1, · · · , zn.
Using the variational arguments, developed for genus two in the proof of Theorem 3, we
may now take the variations in t of these integrals whose sole t-dependence is through its
integration domain. By induction on n one shows that C{w} is a polynomial in t of degree
n + wg + wp + 2wf2 + 2wf for n ≥ 2, and n + wp + 2wf2 + 2wf for n = 1. However, C{w}
receives vanishing contributions to the orders t0, · · · , tn−1. Putting all together, we see that
the contribution with the assignment {w} given above has the following t-dependence,
twt−wf2−wf−wc−n
n+wg+wp+2wf2+2wf∑
k=n
Cktk =
k+∑
k=k−
C˜k tk (6.11)
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for some t-independent coefficients Ck and C˜k and with the following expressions for k±,
k+ = w − wpp − 2wc
k− = −w + 2wt + wg + wpp + wp (6.12)
Clearly, since all partial weights are positive or zero, the largest value which can be attained
for k+ is w requiring wpp = wc = 0, while the smallest value that can be attained by k−
is −w for wt = wg = wpp = wp = 0. These conditions are compatible with one another,
so that as all possible values of the partial weights are considered, we find that k+ ≤ w
and k− ≥ −w for all cases. This result concludes the proof of Theorem 4, as we already
know that all coefficients are modular graph functions and their non-holomorphic Jacobi
form generalizations.
A Appendix: Proof of Lemma 2
In this appendix, we present the proof of each one of the statements in Lemma 2.
A.1 Proof of (a)
The proof of (a) is based on the following identity,∫
Σab
κ(z) ∂zf(z) f(z)
n = 0 (A.1)
valid for any n ≥ 0, up to contributions which are exponentially suppressed in t. For wg = 0,
the identity (A.1) may be applied to the integration over any one of the points zi in the
function B(0)w,0(sij|Ω) and gives zero. For wg = 1, the integrand of B(0)w−1,1(sij|Ω) contains one
factor of the Green function g(zi − zj), and the identity (A.1) may be applied to either one
of the remaining points zk with k 6= i, j, and gives zero. Finally, for wg = 0, the integrand
of B(1)w,0(sij|Ω) contains a factor of |∂if |2(∂jf ∂¯kf + ∂¯jf ∂kf) with j 6= k and j, k 6= i. The
identity (A.1) may be applied to the integration over the points zj and zk and gives zero.
A.2 Proof of (b)
The proof of (b) is straightforward, as the integrations over all vertex insertion points zi
are convergent as t → ∞ on the compact torus. Since the integrals are convergent, the
difference between the contributions from the surface Σab and the genus-one surface Σ is
exponentially suppressed (see the results of section 3.5), and thus only a contribution of
order t0 is generated.
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A.3 Proof of (c)
The proof of (c) will be obtained by considering the variation δB(1)wf ,wg(sij|Ω) under a variation
of t. We concentrate on the contribution from the term s12s13|∂1f |2(∂2f ∂¯3f + ∂¯2f ∂3f) in
S(1), the other contributions being obtained by permutations of the integration points and
permutations of sij. The variation in t is obtained entirely, up to exponential corrections,
from the variation of the integration domain for z1, and is given by,
δB(1)wf ,wg(sij|Ω) = s12s13
τ 22
pi2
∫
δDa∪ δDb
κ(z1)|∂1f |2
4∏
i=2
∫
Σ
κ(zi)
(
∂2f ∂¯3f + ∂¯2f ∂3f
)
×
(∑
i<j
sij f(zi)f(zj)
)wf (∑
i<j
sij g(zi − zj)
)wg
+ 11 perms (A.2)
The integrations over z2, z3, z4 are all convergent as t→∞, and the integration domains for
these variables may be extended from Σab to the full torus Σ, up to exponentially suppressed
terms (see subsection 3.5). We compute the integrals over δDa and δDb following the methods
used earlier in subsection 3.6. In particular, for z1 ∈ δDa, we have f(z1) = −2pit, while for
z1 ∈ δDb we have f(z) = 2pit. We can write out these contributions explicitly,
∂
∂t
B(1)wf ,wg(sij|Ω) = L
(1)
+ (sij|Ω) + L(1)− (sij|Ω) + 11 permutations (A.3)
where
L(1)± (sij|Ω) = s12s13
τ2
pi
∫ 2pi
0
dθ
4∏
i=2
∫
Σ
κ(zi)
(
∂2f ∂¯3f + ∂¯2f ∂3f
)(∑
i<j
sij g(zi − zj)
)wg
×
(∑
1<i<j
sij f(zi)f(zj)± 2pit
4∑
j=2
s1jf(zj)
)wf
(A.4)
In L(1)− , the point z1 is parametrized by z1 = pθa while in L(1)+ the point z1 is parametrized by
z1 = p
θ
b . All remaining integrals have finite limits as t → ∞. The integrals over θ localize
their integrand at pa in L(1)− and at pb in L(1)+ and evaluate to 2pi. The highest power of
f(z1) = ±2pit that can occur is wf , so that the t-derivative is a polynomial in t of degree wf ,
and B(1)wf ,wg(sij|Ω) is a polynomial in t of degree wf + 1 as long as wg > 0, and up to terms
which are exponentially suppressed in t.
A.4 Proof of (d)
The proof of (d) will be obtained by considering the variation in t of the first variation
δB(2)wf ,wg(sij|Ω). We concentrate on the contribution from the term s212|∂1f |2|∂2f |2 in S(2),
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the other contributions being obtained by two permutations. The variation in t receives
contributions from the variations of the integration domains of both z1 and z2, but again these
two contributions are related by permutations. Thus, in total we vary only the integration
domain of z1 and include 5 permutations. Putting all together, we have,
δB(2)wf ,wg(sij|Ω) = s212
τ 22
pi2
∫
δDa∪ δDb
κ(z1)|∂1f |2
4∏
i=2
∫
Σab
κ(zi) |∂2f |2
(∑
i<j
sij g(zi − zj)
)wg
×
(∑
i<j
sij f(zi)f(zj)
)wf
+ 5 permutations (A.5)
Separating out the contributions from δDa and δDb, we have,
∂
∂t
B(2)wf ,wg(sij|Ω) = L
(2)
+ (sij|Ω) + L(2)− (sij|Ω) + 5 permutations (A.6)
where
L(2)± = s212
τ2
pi
∫ 2pi
0
dθ1
4∏
i=2
∫
Σab
κ(zi) |∂2f |2
(∑
i<j
sij g(zi − zj)
)wg
×
(∑
1<i<j
sij f(zi)f(zj)± 2pit
4∑
j=2
s1jf(zj)
)wf
(A.7)
The point z1 is parametrized in L(2)− and L(2)+ respectively by z1 = pθ1a and z1 = pθ1b . Next,
we expand the integrands in order to pick up all its polynomial dependence on t,
L(2)− = s212
wf∑
k=0
(
wf
k
)
(−2pit)kC(k)wf ,wg(pa)
L(2)+ = s212
wf∑
k=0
(
wf
k
)
(+2pit)kC(k)wf ,wg(pb) (A.8)
and
C(k)wf ,wg(pa) =
τ2
pi
∫ 2pi
0
dθ1
4∏
i=2
∫
Σab
κ(zi) |∂2f |2
(∑
i<j
sij g(zi − zj)
)wg
×
(∑
1<i<j
sij f(zi)f(zj)
)wf−k( 4∑
j=2
s1jf(zj)
)k
(A.9)
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where the point z1 is parametrized by z1 = p
θ1
a , and enters only as an argument of the
Green function g(z1 − zj). We have a similar formula for C(k)wf ,wg(pb), where the point z1 is
parametrized by z1 = p
θ1
b .
Having extracted all the explicit t-dependence, we now consider the variation in t of the
coefficients C(k)wf ,wg(pa) and C(k)wf ,wg(pb). Their dependence on t is through two different sources.
The first is the dependence of the point z1 on R which itself depends on t. This dependence,
however, is exponentially suppressed in t, and may be neglected. The other source is the
dependence of the integration domain for z2 on t, and is given by,
∂
∂t
C(k)wf ,wg(pa) = L
(3)
+ (pa) + L(3)− (pa)
∂
∂t
C(k)wf ,wg(pb) = L
(3)
+ (pb) + L(3)− (pb) (A.10)
The combinations L(3)± (pa) are given by,
L(3)± (pa) =
∫ 2pi
0
dθ1
∫ 2pi
0
dθ2
4∏
i=3
∫
Σ
κ(zi)
(∑
i<j
sij g(zi − zj)
)wg
(A.11)
×
(
s34 f(z3)f(z4)± 2pit
∑
j=3,4
s2jf(zj)
)wf−k( 4∑
j=3
s1jf(zj)± 2pits12
)k
where we set z1 = p
θ1
a in both L(3)± , while in L(3)− we set z2 = pθ2a and in L(3)+ we set z2 = pθ2b .
The combinations L(3)± (pb) are given by,
L(3)± (pb) =
∫ 2pi
0
dθ1
∫ 2pi
0
dθ2
4∏
i=3
∫
Σ
κ(zi)
(∑
i<j
sij g(zi − zj)
)wg
(A.12)
×
(
s34 f(z3)f(z4)± 2pit
∑
j=3,4
s2jf(zj)
)wf−k( 4∑
j=3
s1jf(zj)± 2pits12
)k
where we set z1 = p
θ1
b in both L(3)± , while in L(3)− we set z2 = pθ2a and in L(3)+ we set z2 = pθ2b .
In the functions L(3)+ (pa) and L(3)− (pb), we may simply set (z1, z2) = (pa, pb) and (z1, z2) =
(pb, pa) respectively, within the approximation where exponentials in t are omitted. The
integrations over θ1 and θ2 are then trivial to carry out and each give a factor of 2pi, while the
remaining integrations over z3 and z4 are convergent in the t→∞ limit. Their dependence
on t is then through a polynomial of degree wf .
In the functions L(3)− (pa) and L(3)+ (pb) on the other hand, setting z1 and z2 simply to
pa or to pb will produce a singularity in the Green function g(z1 − z2). Therefore, the full
dependence on the angles θ1, θ2 must be retained and integrated over. To do so, we first
prove the following Lemma.
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A.4.1 Lemma 3 Integrals inside the funnels, defined by,
VN =
∫ 2pi
0
dθ1
∫ 2pi
0
dθ2 g
(
Reiθ1 −Reiθ2)N (A.13)
evaluate as follows,
VN = 4pi
2
N∑
n=0
(
N
n
)(
− 2pit− g(pa − pb)
)N−n ∑
k1,··· ,kn 6=0
δk1+···+kn,0
|k1| · · · |kn| (A.14)
To prove this lemma, we use the results of subsection 3.5.1 and in particular the fact that
the argument of the Green function under the integral is exponentially suppressed so that
the following approximate expression for the Green function may be used reliably within the
exponential approximation,
g(x− y) = − ln |x− y|2 − 2 lnR− 2pit− g(pa − pb) +O(x− y) (A.15)
Clearly, the R-dependence cancels, and we are left with the simplified expression,
VN = 2pi
∫ 2pi
0
dθ
(
− ln ∣∣1− eiθ∣∣2 − 2pit− g(pa − pb))N (A.16)
Expanding the N -th power, we find,
VN = 2pi
N∑
n=0
(
N
n
)
(−2pit− g(pa − pb))N−n
∫ 2pi
0
dθ
(
− ln ∣∣1− eiθ∣∣2)n (A.17)
To compute the θ-integral we use the power expansion of each logarithmic factor, which
upon minor rearrangements gives the statement of the Lemma.
A.4.2 Completing the proof of (d)
Using the result of Lemma 3, we may now extract the t-dependence of the remaining func-
tions. We shall concentrate on L(3)− (pa), the case of L(3)+ (pb) being analogous. We begin by
making the integrals explicit, upon neglecting contributions which are exponentially sup-
pressed, and we have,
L(3)− (pa) =
∫ 2pi
0
dθ1
∫ 2pi
0
dθ2
4∏
i=3
∫
Σ
κ(zi) (A.18)
×
(
s12 g(Re
iθ1 −Reiθ2) +
∑
j=3,4
(s1j + s2j)g(pa − zj) + s34g(z3 − z4)
)wg
×
(
s34 f(z3)f(z4)− 2pit
∑
j=3,4
s2jf(zj)
)wf−k( 4∑
j=3
s1jf(zj)− 2pits12
)k
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The integrals over z3 and z4 are convergent. The highest degree dependence on t is obtained
when the Green function g(Reθ1 − Reiθ2) is raised to the maximal power wg on the second
line, while the maximal power of t available from the remaining two factors in wf . We are
now in a position to complete the counting for the degree in t. Putting together the results
we have obtained for the integrals inside the funnel, we see that ∂tC(k)wf ,wg(pa) and ∂tC(k)wf ,wg(pb)
are polynomials in t of degree w. Therefore, C(k)wf ,wg(pa) and C(k)wf ,wg(pb) are polynomials of
degree w + 1, while ∂tB(2)wf ,wg(sij|Ω) is of degree w + wf + 1 and B(2)wf ,wg(sij|Ω) is of degree
w + wf + 2, which proves item (d).
A.5 Proof of (e)
The proof of (e) relies on the exact results, up to exponentially suppressed terms, which are
available for wg = 0, and we have,
B(2)w,0(sij|Ω) =
τ 22
pi2
∑
i<j
s2ij
∫
Σ4ab
κ |∂if |2 |∂jf |2
(∑
k<`
sk` f(zk)f(z`)
)w
(A.19)
By expanding the w-th power of the sum in the last factor, we see that B(2)w,0(sij|Ω) is a linear
combination of terms with i 6= j of the following form,
I(2)(ai, aj, ak, a`) = τ 22
∫
Σ4ab
κ |∂if |2 |∂jf |2f(zi)aif(zj)ajf(zk)akf(z`)a` (A.20)
where k 6= ` as well as k, ` 6= i, j, and we have ai, aj, ak, a` ≥ 0 with
ai + aj + ak + a` = 2w (A.21)
Using the formulas of (4.15) and (4.16), recast in the notation used here, we find that,
τ2
∫
Σab
κ(z)|∂zf(z)|2f(z)n = (2pi)
n+2
(n+ 1)
tn+1 (A.22)
when n is even and vanishes when n is odd. Using this result, the integral I(2) is found to
vanish whenever ai or aj are odd, while when ai and aj are both even, it is given as follows,
I(2)(ai, aj, ak, a`) = (2pi)
ai+aj+2
(ai + 1)(aj + 1)
tai+aj+2
∏
n=k,`
∫
Σ
κ(zn)f(zn)
an (A.23)
Since the possible values of ai + aj range between 0 and 2w, we see that B(2)w,0(sij|Ω) is a
polynomial in t of degree 2w + 2 with vanishing monomials of order t0 and t1.
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A.6 Proof of (f)
The proof of (f) proceeds analogously to the proof of (e),
B(2)w−1,1(sij|Ω) =
τ 22
pi2
∑
α<β
sαβ
∑
i<j
s2ij
∫
Σ4ab
κ |∂if |2 |∂jf |2g(zα − zβ)
(∑
k<`
sk` f(zk)f(z`)
)w−1
(A.24)
By expanding the (w − 1)-th power of the sum in the last factor, we see that B(2)w−1,1(sij|Ω)
is a linear combination of terms with i 6= j of the following form,∫
Σ4ab
κ |∂if |2 |∂jf |2g(zα − zβ)f(zi)aif(zj)ajf(zk)akf(z`)a` (A.25)
where k 6= ` as well as k, ` 6= i, j, and we have ai, aj, ak, a` ≥ 0 with
ai + aj + ak + a` = 2w − 2 (A.26)
When {α, β} ∩ {i, j} = ∅, the integrations in i and j each provide at least one factor of t, so
that terms of orders t0 and t1 vanish. When {α, β} ∩ {i, j} = {α = i} (or any permutation
thereof), the integration over zj will produce at least one factor of t, and the term of order t
0
will vanish. Finally, when {α, β} = {i, j}, we focus on the integrals with z = zi and w = zj,
τ 22
∫
Σab
κ(z)
∫
Σab
κ(w)|∂zf |2 |∂wf |2g(z − w)f(z)aif(w)aj (A.27)
which multiply integrals which converge to finite factors as t → ∞. Fortunately, these
integrals can be computed exactly. Carrying out the integral in w, we have,
τ2
∫
Σab
κ(w)|∂wf |2g(z − w)f(w)aj
=
(2pit)aj+1
2(aj + 1)
∫ 2pi
0
dθ
(
g(pθa − w) + (−)ajg(pθb − w)
)
+
pi
(aj + 1)(aj + 2)
(
− f(z)aj+2 +
∫
Σ
κ(w)f(w)aj+2
)
(A.28)
Clearly the first term has an overall factor of t, so its contribution has vanishing order t0
term. For the remaining terms, it is straightforward to see that they also factor out at least
one power of t upon further integration over z, thereby proving part (f).
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A.7 Proof of (g)
The proof of (g) similarly relies on exact results, up to exponentially suppressed terms, which
are available for wg = 1, and we have,
B(1)w−1,1(sij|Ω) =
τ 22
2pi2
∑
α<β
4∑
i=1
∑
j 6=i
∑
k 6=i,j
sαβsijsik
∫
Σ4ab
dµ g(zα − zβ)|∂if |2
×
(
∂jf ∂¯kf + ∂¯jf ∂kf
)(∑
m<n
smn f(zm)f(zn)
)w−1
(A.29)
By analogy with (e), upon expanding the (w − 1)-th power in the last factor, we see that
B(1)w−1,1(sij|Ω) is a linear combination of terms with j 6= k and j, k 6= i of the following form,
I(1)(α, β; bi, bj, bk, b`) = ρ22
∫
Σ4ab
κ g(zα − zβ)|∂if |2
(
∂jf ∂¯kf + ∂¯jf ∂kf
)
×f(zi)bif(zj)bjf(zk)bkf(z`)b` (A.30)
with bi, bj, bk, b` ≥ 0 and
bi + bj + bk + b` = 2w − 2 (A.31)
Whenever the set {α, β} is different from the set {j, k}, the integral vanishes identically with
the help of the identity (A.1), applied to the integration over the point zj or zk whichever
does not belong to the set {α, β}. The only remaining non-vanishing integral is therefore for
α = j and β = k (or the swapped version thereof) without loss of generality,
I(1)(j, k; bi, bj, bk, b`) = τ 22
∫
Σ4ab
κ g(zj − zk)|∂if |2
(
∂jf ∂¯kf + ∂¯jf ∂kf
)
×f(zi)bif(zj)bjf(zk)bkf(z`)b` (A.32)
The integrals over zi and z` factor out of the combined integral over zj and zk. When bi is
odd, the integrals vanishes. When bi is even, it evaluates to,
I(1)(j, k; bi, bj, bk, b`) =
(2pi)bi+2
bi + 1
tbi+1 L(bj, bk)
∫
Σ
κ(z`)f(z`)
b` (A.33)
where we have defined the integral over zj and zk by,
L(bj, bk) = τ2
∫
Σab
κ(zj)
∫
Σab
κ(zk) g(zj − zk)
(
∂jf ∂¯kf + ∂¯jf ∂kf
)
f(zj)
bjf(zk)
bk (A.34)
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Let us now show that this integral evaluates to a finite limit as t→∞. To do so, we combine
the factors of f with the derivatives,
L(bj, bk) = τ2
∫
Σab
κ(zj)
∫
Σab
κ(zk) g(zj − zk)∂jf
bj+1 ∂¯kf
bk+1 + ∂¯jf
bj+1 ∂kf
bk+1
(bj + 1)(bk + 1)
(A.35)
Next, we integrate by parts in both zj and zk. Surface terms are exponentially suppressed
in t, and may be neglected, and we find,
L(bj, bk) = 2τ2
(bj + 1)(bk + 1)
∫
Σab
κ(zj)
∫
Σab
κ(zk) ∂j ∂¯kg(zj − zk)f bj+1(zj)f bk+1(zk) (A.36)
Using
τ2∂j ∂¯kg(zj − zk) = piδ(zj − zk)− pi (A.37)
it is clear that this integral is convergent as t→∞.
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