By virtue of the upper and lower solutions method, as well as the Schauder fixed point theorem, the existence of positive solutions to a class of q-fractional difference boundary value problems with φ-Laplacian operator is investigated. The conclusions here extend existing results.
Introduction
In recent years, the fractional q-difference boundary value problems have received more attention as a new research direction by scholars both at home and abroad (see [1, 2, [4] [5] [6] ). In [2] , the author studied positive solutions to a class of q-fractional difference boundary value problems. In [6] , the authors used u 0 -concave operator fixed point theorem to study the following fractional difference boundary value problems (D α q y)(x) = −f (x, y(x)), 0 < x < 1, 2 < α ≤ 3, y(0) = (D q y)(0) = 0, (D q y)(1) = 0.
An iterative sequence of positive solutions was established. In [4] , the authors used a fixed point theorem on posets to study the existence and uniqueness of positive solutions to a class of q-fractional difference boundary value problems with p-Laplacian operator:
Motivated by the aforementioned work, we investigate the existence of positive solutions to a class of q-fractional difference boundary value problems with φ-Laplacian operator:
where 1 < α, β < 2, D γ q is the Riemann-Liouville fractional order derivative, the nonlinear term f (t, u(t)) ∈ ([0, 1] × [0, +∞), (0, +∞)) and φ-Laplacian is defined by
Preliminaries
In the following section we give the definition of Riemann-Liouville fractional q-order derivative for q ∈ [0, 1]. One can refer to [3] for other related definitions and basic knowledge.
and higher order q-derivatives are defined by 
where the Γ q (α) function is defined by
and (1 − q) α is defined by
Definition 2.4. The fractional q-derivative of the Riemann-Liouville type of order α > 0 is defined by
where m is the smallest integer greater than or equal to α. In the particular case,
is equivalent to
The following definitions are about the upper and lower solutions to problem (1.1).
Main results
According to Lemma 2.6, we can define an operator as follows:
By the continuity of G α , G β , f and using the Arzela-Ascoli theorem, we can get that T : E → E is completely continuous operator, and the existence of a solution to problem (1.1) is equivalent to the existence of a fixed point of T . Suppose that the following assumptions are satisfied
, and f is increasing with respect to the second variable.
(H2) there exists a c < 1 and a k ∈ [0, 1], such that
where µ > 1.
Lemma 3.1. If u is a positive solution to (1.1), then there exist m 1 , m 2 > 0, such that
where
Proof. It follows from u ∈ C[0, 1], so there exist an M > 0 such that |u(t)| ≤ M , t ∈ [0, 1]. By (H2) we can take
This completes the proof. Proof. We prove the theorem in three steps as follows.
Step 1. The existence of upper and lower solutions for (1.1). Let
Then by Lemma 2.6, we obtain a positive solution to the problem
By Lemma 3.1, there exist k 1 , k 2 > 0, such that
From (3.3), we have a lower solution to (1.1) . On the other hand, by the definition of ξ 2 (t), we can obtain
is an upper solution to (1.1).
Step 2. We prove that the following problem has a positive solution:
By Lemma 2.6, we need the following operator
Now, we use the Schauder fixed point theorem to prove the existence of a fixed point of Au(t). In fact f (t, u) is increasing with respect to u, so for any u ∈ C([0, 1], [0, +∞)), there exist g(t, u(t)) such that
Since G α , G β and f are continuous, then by the Arzela-Ascoli theorem, A is a compact operator. Thus, by using the Schauder fixed point theorem, A has a fixed point, i.e., equation (3.4) has a positive solution, denoted by u * .
Step 3. To prove that u * is also a solution to (1.1), we only need to prove that
First we prove u * (t) ≤ ξ 2 (t), t ∈ [0, 1]; one can prove another inequality in the same way. Suppose u * (t) > ξ 2 (t), t ∈ [0, 1]; we have g(t, u * (t)) = f (t, ξ 2 (t)). We obtain
On the other hand, ξ 2 (t) is an upper solution, so we have ≥ f (t, ξ 2 (t)) − f (t, ξ 2 (t)) = 0.
Combined with the boundary conditions, z(0) = z(1) = 0 and by Lemma 2.5, we have z(t) ≤ 0, t ∈ [0, 1], which implies that φ µ (D Since φ µ is monotone increasing, we obtain D α q (ξ 2 (t)) ≤ D α q u * (t), t ∈ [0, 1], that is D α q (ξ 2 (t) − u * (t)) ≤ 0, t ∈ [0, 1]. Using Lemma 2.5, we get ξ 2 (t) − u * (t) ≥ 0, t ∈ [0, 1], a contradiction.
Inequality (3.5) shows that u * is also a positive solution to (1.1). Furthermore f (t, 0) = 0, that is to say, 0 is not a fixed point of the operator T , therefore, u * is a positive solution to (1.1). This completes the proof.
