Convex large deviation rate functions under mixtures of linear transformations, with an application to ruin theory  by Nyrhinen, Harri
Stochastic Processes and their Applications 117 (2007) 947–959
www.elsevier.com/locate/spa
Convex large deviation rate functions under mixtures of
linear transformations, with an application to ruin theory
Harri Nyrhinen
Department of Mathematics and Statistics, P.O. Box 68, FIN-00014, University of Helsinki, Finland
Received 10 March 2006; received in revised form 10 October 2006; accepted 14 November 2006
Available online 1 December 2006
Abstract
Let X1, X2, . . . be a sequence of random vectors taking values in Rd . LetA be a random d ′ × d matrix
which is independent of the process {Xn}. Suppose that {Xn} satisfies the large deviations upper or lower
bounds with a convex rate function. Starting with this, we derive large deviations statements for the mixture
{AXn}. The case where A is deterministic is studied in more detail in the framework of the Ga¨rtner–Ellis
theorem. The results are applied to a ruin problem.
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1. Introduction
Let d and d ′ be positive integers and {Xn} a sequence of random vectors taking values in Rd .
Let A be a random d ′ × d matrix which is independent of {Xn}. By considering Xn as a column
vector, we can study the mixture {AXn}. Our objective is to derive large deviations properties
for {AXn} from large deviations properties of {Xn}.
To describe our interest in more detail, we recall some basic concepts from large deviations
theory. A function I : Rd → R ∪ {+∞} is a rate function if it is non-negative and lower
semicontinuous. The sequence {Xn} satisfies the large deviations upper bounds with the rate
function I if
lim sup
n→∞
n−1 logP(Xn ∈ F) ≤ − inf{I (x); x ∈ F} (1.1)
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for every closed set F ⊆ Rd and large deviations lower bounds with the rate function I if
lim inf
n→∞ n
−1 logP(Xn ∈ G) ≥ − inf{I (x); x ∈ G} (1.2)
for every open set G ⊆ Rd . The sequence {Xn} satisfies the large deviations principle with
the rate function I if it satisfies both the large deviations upper and lower bounds with the rate
function I .
Our interest is in the case where I is convex. Then it can be represented as the
Fenchel–Legendre transform of another convex function which is often understood by other
means. This is very concrete in the Ga¨rtner–Ellis theorem but holds true in general. See
Ga¨rtner [9], Ellis [7], O’Brien and Vervaat [16] and Dinwoodie [6] for the background. There
are many interesting processes which satisfy the large deviations principle with a convex rate
function. A wide class is given in the above mentioned Ga¨rtner–Ellis theorem. We refer the
reader to Dembo and Zeitouni [4] for more information about large deviations theory.
Let A be a deterministic d ′ × d matrix. Given that (1.1) holds for every closed set or that
(1.2) holds for every open set, it is possible to derive similar statements for the sequence
{AXn} by means of the contraction principle. The resulting rate function is convex so that
it has a representation as the Fenchel–Legendre transform of a convex function. We will
focus on this representation. It can be used to see that the large deviations structure of the
Ga¨rtner–Ellis theorem is typically preserved under linear transformations. It turns out that the
above descriptions can be given for every d ′ × d matrix. This provides a natural starting point
for extending the study to be concerned with random matrices. Useful background results in this
area are given in Dinwoodie and Zabell [5].
The rest of the paper is organized as follows. We begin in Section 2 with the general case
where A is random. The results will be specified in Section 3 for deterministic matrices. An
application to ruin theory is presented in Section 4. Section 5 consists of the proofs. The theory
of convex functions is very useful for our study. Necessary background results for this part are
recalled in the Appendix.
2. Main results for mixtures
Let (Ω , S,P) be a probability space and d and d ′ positive integers. Let {Xn} be a sequence
of random vectors on the measurable space (Ω , S) taking values in Rd and let A be a random
d ′ × d matrix on (Ω , S). We assume that A is independent of Xn for every n. Denote by Q the
distribution of A and by S the support of Q. Then we have
P(AXn ∈ B) =
∫
A∈S
P(AXn ∈ B)dQ(A) (2.1)
for every n ∈ N and every Borel set B ⊆ Rd ′ . We are interested in the large deviations of the
sequence {AXn}.
The set-up may be seen as a special case of that of Dinwoodie and Zabell [5]. In fact, let
A ∈ S be an arbitrary deterministic d ′×d matrix and IA a rate function on Rd ′ . Suppose that for
every open set G ′ ⊆ Rd ′ ,
lim inf
n→∞ n
−1 logP(AnXn ∈ G ′) ≥ − inf
y∈G ′
IA(y) (2.2)
whenever {An} is a sequence of matrices tending to A. If we have (2.2) for every A ∈ S then
Theorem 2.1 of Dinwoodie and Zabell [5] provides large deviations lower bounds for the mixture
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{AXn} in terms of the rate functions IA. Our objective is to identify the rate functions and to apply
the result under suitable conditions on the sequence {Xn}. A continuity property similar to (2.2)
implies upper bounds for {AXn} in the case where S is compact (Theorem 2.2 of Dinwoodie
and Zabell [5]). In the present model, it is possible to derive upper bounds directly. So we do not
need any continuity properties for this part. In the case where S is not compact, our approach for
the upper bounds is very different from that of Dinwoodie and Zabell [5].
We introduce some concepts and notations to describe our results. More details can be found
in the Appendix. Let B ⊆ Rd be a convex set. Denote by intB, riB, clB and Bc the interior,
the relative interior, the closure and the complement of B, respectively. The Euclidean inner
product of x, y ∈ Rd is denoted by 〈x, y〉. Let f : Rd → R ∪ {±∞} be a convex function. The
Fenchel–Legendre transform f ∗ of f is defined by
f ∗(x) = sup{〈λ, x〉 − f (λ); λ ∈ Rd}
for x ∈ Rd . It is a convex and lower semicontinuous function on Rd . Denote by dom f the
effective domain and by cl f the closure of f . Let g : Rd ′ → R ∪ {±∞} be a convex function
and let A be a d ′ × d matrix. The function gA : Rd → R ∪ {±∞} is defined by
(gA)(x) = g(Ax). (2.3)
Then gA is also convex. Finally, denote by AT the transpose of A.
We will assume in the sequel large deviations properties for {Xn} with the rate function Γ ∗
where Γ is a convex function. Large deviations of the sequence {AXn} can then be controlled by
the function I1 defined by
I1(y) = inf
A∈S
(
(clΓ )AT
)∗
(y) (2.4)
for y ∈ Rd ′ . We also consider its simplification, namely, the function I2 defined on Rd ′ by
I2(y) = inf
A∈S
(
Γ AT
)∗
(y). (2.5)
Theorem 2.1. Let Γ : Rd → R ∪ {±∞} be a convex function. Assume that {Xn} satisfies the
large deviations upper bounds with the rate function Γ ∗ and that S is compact. Then for every
closed set F ′ ⊆ Rd ′ ,
lim sup
n→∞
n−1 logP(AXn ∈ F ′) ≤ − inf
y∈F ′
I1(y) (2.6)
and
lim sup
n→∞
n−1 logP(AXn ∈ F ′) ≤ − inf
y∈F ′
I2(y). (2.7)
We next give sufficient conditions under which the compactness of S is not needed.
Theorem 2.2. Let the function Γ be as in Theorem 2.1. Assume that {Xn} satisfies the large
deviations upper bounds with the rate function Γ ∗. Assume further that the restriction of Γ ∗ to
domΓ ∗ is continuous and that
lim
n→∞ n
−1 logP(Xn ∈ (cl(domΓ ∗))c) = −∞. (2.8)
Then (2.6) and (2.7) hold for every closed set F ′ ⊆ Rd ′ .
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We note that as a convex function, Γ ∗ is always continuous relative to ri(domΓ ∗). See
Rockafellar [20, Theorem 10.1].
Consider now large deviations lower bounds.
Theorem 2.3. Let the function Γ be as in Theorem 2.1. Assume that {Xn} satisfies the large
deviations lower bounds with the rate function Γ ∗. Then for every open set G ′ ⊆ Rd ′ ,
lim inf
n→∞ n
−1 logP(AXn ∈ G ′) ≥ − inf
y∈G ′
I1(y). (2.9)
Assume in addition that for every A ∈ S, there exists κA ∈ Rd ′ such that ATκA ∈ ri(domΓ ).
Then for every open set G ′ ⊆ Rd ′ ,
lim inf
n→∞ n
−1 logP(AXn ∈ G ′) ≥ − inf
y∈G ′
I2(y). (2.10)
Simplified form (2.10) for the lower bounds holds for every random d ′ × d matrix A if, for
example, Γ is lower semicontinuous or 0 ∈ ri(domΓ ).
Remark 2.1. Consider the special case where A is deterministic, A = A, say. Suppose that Γ ∗
is a good rate function (that is, the set {x | Γ ∗(x) ≤ α} is compact for every α ∈ R). If {Xn}
satisfies the large deviations principle with the rate function Γ ∗ then, by the contraction principle,
{AXn} satisfies the large deviations principle with the rate function JA where
JA(y) = inf{Γ ∗(x) | Ax = y} (2.11)
for y ∈ Rd ′ . See Theorem 4.2.1 in Dembo and Zeitouni [4]. By the uniqueness of the large
deviations rate function and by Theorems 2.1 and 2.3, we have JA =
(
(clΓ )AT
)∗. This
representation of JA may be seen to be more elementary than (2.11) because it is defined as the
solution of one unconstrained optimization problem. Theorem 2.3 further shows that we often
have JA =
(
Γ AT
)∗.
Remark 2.2. It may happen that I1 (or I2) is not lower semicontinuous so that, strictly
speaking, (2.6) and (2.9) are not standard statements in large deviations theory. However, if
(2.6) holds then it also holds when I1 is replaced by its lower semicontinuous hull (the greatest
lower semicontinuous function majorized by I1). Similarly, I1 can be replaced by its lower
semicontinuous hull in (2.9). Hence, given that (2.6) and (2.9) hold, then {AXn} satisfies a
standard large deviations principle. This useful observation is made in Orey [17, Proposition
1.1].
We end the section with examples which illustrate the conditions of Theorem 2.2.
Example 2.1. Let {Yn} be a random walk in Rd and Xn = n−1Yn for n ∈ N. Let Γ be the
logarithm of the moment generating function of Y1. That is,
Γ (γ ) = logE{e〈γ,Y1〉}
for γ ∈ Rd . Then Γ is convex. Assume that {Xn} satisfies the large deviations principle with
the rate function Γ ∗. By Crame´r’s theorem, this is often the case. See Dembo and Zeitouni [4,
Theorem 6.1.3]. Example 2.1 of Bahadur and Zabell [2] shows that there exist random walks
such that the restriction of Γ ∗ to domΓ ∗ is not continuous. We show that (2.8) always holds.
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Fix n0 ∈ N. We prove that, actually,
P(Xn0 ∈ (cl(domΓ ∗))c) = 0. (2.12)
This certainly implies (2.8). Sufficient conditions for (2.12) are given in part (c) of Thorem 2.4
in Bahadur and Zabell [2].
Consider an open ball B(x, r) ⊆ (cl(domΓ ∗))c. Put Y0 ≡ 0. Because B(x, r) is convex we
have for every k ∈ N,
P(Ykn0/(kn0) ∈ B(x, r)) ≥ P((Yin0 − Y(i−1)n0)/n0 ∈ B(x, r) for i = 1, . . . , k)
= P(Yn0/n0 ∈ B(x, r))k . (2.13)
Consequently,
lim sup
n→∞
n−1 logP(Xn ∈ B(x, r)) ≥ n−10 logP(Xn0 ∈ B(x, r)). (2.14)
By Theorem 6.1.3 of Dembo and Zeitouni [4], the left hand side of (2.14) equals −∞. It follows
that P(Xn0 ∈ B(x, r)) = 0. The open set (cl(domΓ ∗))c is a countable union of open balls like
B(x, r) above. This implies (2.12).
Example 2.2. Let Γ be as in Theorem 2.2. Assume that {Xn} satisfies the large deviations
upper bounds with the rate function Γ ∗ and that domΓ ∗ is open. Then (2.8) holds even when
cl(domΓ ∗) is replaced by domΓ ∗. By Rockafellar [20, Theorem 10.1], Γ ∗ is continuous on
int(domΓ ∗) = domΓ ∗. Hence, we have (2.6) and (2.7) for every random d ′ × d matrix A.
Example 2.3. We provide a simple process for which condition (2.8) fails. Let ξ, ξ1, ξ2, . . . be
independent and identically distributed random variables. Suppose that P(ξ = 1) = p and
P(ξ = 0) = 1− p where p ∈ (0, 1). Let
Xn = n−1(2ξ1 + ξ2 + · · · + ξn) (2.15)
for n ∈ N. Then {Xn} satisfies the large deviations principle with the rate function Γ ∗
where Γ is the logarithm of the moment generating function of ξ . This follows from the
Ga¨rtner–Ellis theorem (Theorem 2.3.6 in Dembo and Zeitouni [4]). An easy calculation shows
that cl(domΓ ∗) = [0, 1]. On the other hand,
P(Xn > 1) ≥ P(ξ1 = 1, . . . , ξn = 1) = pn (2.16)
so that (2.8) does not hold.
3. A connection with the Ga¨rtner–Ellis theorem
Let the process {Xn} be as in Section 2 and let A be a deterministic d ′ × d matrix. We will
apply the results of Section 2 to the sequence {AXn} in the framework of the Ga¨rtner–Ellis
theorem. Define the function Λ : Rd → R ∪ {±∞} by
Λ(λ) = lim sup
n→∞
n−1 logE{en〈λ,Xn〉}. (3.1)
Then Λ is convex. The rate function of interest to us is Λ∗.
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Theorem 3.1. If 0 ∈ int(domΛ) then {Xn} satisfies the large deviations upper bounds with the
rate function Λ∗. If Λ is essentially smooth and (3.1) holds as the limit for every λ ∈ int(domΛ)
then {Xn} satisfies the large deviations lower bounds with the rate function Λ∗.
The above result is in essence the Ga¨rtner–Ellis theorem. We refer the reader to Dembo and
Zeitouni [4] and O’Brien and Vervaat [16]. The only difference is that we do not assume any
tightness conditions for the lower bounds. The extension is useful in Example 3.1 below, and
probably also in other similar situations.
Define the function ΛA : Rd ′ → R ∪ {±∞} by
ΛA(κ) = lim sup
n→∞
n−1 logE{en〈κ,AXn〉}. (3.2)
It is the counterpart of (3.1) for the sequence {AXn}. An easy calculation shows that ΛA = ΛAT.
It is seen that linear transformations often preserve the structure of large deviations of the
Ga¨rtner–Ellis theorem. For example, if {Xn} satisfies the large deviations principle with the rate
function Λ∗ and 0 ∈ ri(domΛ) then {AXn} satisfies the large deviations principle with the rate
function (ΛA)∗ for every d ′ × d matrix A. This follows from Theorems 2.1 and 2.3 on choosing
A = A and Γ = Λ.
Example 3.1. Let ξ, ξ1, ξ2, . . . be independent and identically distributed random variables and
Xn = n−1(ξ1 + · · · + ξn) for n ∈ N. We prove by means of Theorems 2.3 and 3.1 the lower
bounds of Crame´r’s theorem, namely, that (1.2) holds for every open set G ⊆ R with I = Λ∗.
A slight modification gives the extension for the multidimensional random walks. We refer the
reader to Bahadur and Zabell [2] and De Acosta et al. [1] for earlier proofs.
In the present case, Λ is the logarithm of the moment generating function of ξ . Hence, the
result follows from Theorem 3.1 if Λ is finite everywhere. Assume henceforth that domΛ 6= R.
Consider the two-dimensional process {Xn} defined by
Xn = n−1
n∑
i=1
(ξi , exp(ξ2i )). (3.3)
Corresponding to (3.1), write
Λ(λ) = lim sup
n→∞
n−1 logE{en〈λ,Xn〉} (3.4)
for λ ∈ R2. Then
Λ(λ1, λ2) = logE
(
eλ1ξ+λ2 exp(ξ2)
)
(3.5)
and, trivially, (3.4) holds as the limit for every λ1, λ2 ∈ R. It is not difficult to see that
int(domΛ) = {(λ1, λ2)T ∈ R2; λ2 < 0} (3.6)
and that Λ is essentially smooth. Thus by Theorem 3.1, {Xn} satisfies the large deviations
lower bounds with the rate function Λ
∗
. The process {Xn} is obtained from {Xn} by a linear
transformation. Since Λ is lower semicontinuous we conclude by Theorem 2.3 that the desired
lower bounds hold.
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4. An application to ruin theory
Consider an insurance company with the following properties. There are n policy holders
who pay premiums to and receive compensations from the company. Let Ynj be the total net
payoff of the company in the year j ∈ {1, . . . , d}. That is, Ynj equals the compensations less
the premiums. Write Yn = (Yn1, . . . , Ynd)T for n ∈ N. Let u > 0 be a constant and let nu
be the initial capital of the company. We assume that the capital and the subsequent profits are
invested in risky assets. With the year j , we associate the discount factor ξ j corresponding to the
returns on the investments. Assume that ξ1, . . . , ξd are positive random variables and that they
are independent of the process {Yn}. Write
A =

ξ1 0 0 . . . 0
ξ1 ξ1ξ2 0 . . . 0
. . . . . .
ξ1 ξ1ξ2 ξ1ξ2ξ3 . . . ξ1 · · · ξd
 . (4.1)
Then we have
AYn =
(
ξ1Yn1, ξ1Yn1 + ξ1ξ2Yn2, . . . ,
d∑
j=1
(
j∏
k=1
ξk
)
Ynj
)T
. (4.2)
Hence, AYn shows the present values of the accumulated net payoffs (we have made the
simplification that all the insurance payments take place at the ends of the years). Let T =
T (n, u) be the time of ruin of the company. That is, T is the first time when the capital of the
company is negative. Then we have
{T ≤ d} =
d⋃
m=1
{
m∑
j=1
(
j∏
k=1
ξk
)
Ynj > un
}
. (4.3)
See Daykin, et al. [3] for the general background for the model and Nyrhinen [13] for the
background for representation (4.3).
Let Xnj = n−1Ynj for n ∈ N and j ∈ {1, . . . , d}, and write Xn = (Xn1, . . . , Xnd)T.
According to Section 2, we assume that {Xn} satisfies the large deviations principle with the
rate function Γ ∗ where Γ is convex. This assumption is natural if, for example, the payoffs
generated by the policy holders are independent and identically distributed. Results of Section 2
can now be applied to ruin probabilities. In fact,
{T ≤ d} = {AXn ∈ Cu}
where
Cu = {(y1, . . . , yd)T ∈ Rd; y j > u for some j ∈ {1, . . . , d}}. (4.4)
There are many recent studies on such models where risky investments are allowed. We refer
the reader to Paulsen [18,19], Nyrhinen [14,15], Frolova, Kabanov and Pergamenchtchikov [8],
Kalashnikov and Norberg [10] and Tang and Tsitsiashvili [21,22]. Our viewpoint is different
from those of the above papers since we consider limits when the number of policy holders
and the initial capital increase. This can be seen as a big company approach. In the above papers,
only the initial capital tends to infinity. We also consider a fixed time period which should be well
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motivated from the practical point of view. This line is also taken in De Kok [11] and Tang and
Tsitsiashvili [21]. Finally, our results seem to allow general models for the underlying processes.
A typical assumption in related papers is that the pairs (Yn1, ξ1), . . . , (Ynd , ξd) are independent
and identically distributed.
Example 4.1. Let d = 2 and
Γ (λ1, λ2) = µ1λ1 + µ2λ2 + σ
2
1 λ
2
1
2
+ σ
2
2 λ
2
2
2
(4.5)
for λ1, λ2 ∈ R where µ1, µ2 ∈ (−∞, 0) and σ1, σ2 ∈ (0,∞) are constants. For example,
(Yn1, Yn2)T could have an appropriate normal distribution for n ∈ N. This assumption is not very
usual in this context but is made here in order to obtain the results in closed form. Clearly, Γ is
continuous everywhere so that we can work with the function I2 of (2.5). We have
Γ ∗(x1, x2) = (x1 − µ1)
2
2σ 21
+ (x2 − µ2)
2
2σ 22
(4.6)
for x1, x2 ∈ R. Let S j be the support of the distribution of ξ j for j = 1, 2. We assume that
S j = [α j , β j ] where 0 < α j ≤ β j < ∞. Assume further that the support of (ξ1, ξ2) is S1 × S2.
Let
A =
(
a1 0
a1 a1a2
)
∈ S. (4.7)
Obviously, A is invertible so that(
Γ AT
)∗
(y) = Γ ∗
(
A−1y
)
= 1
2σ 21
(
y1
a1
− µ1
)2
+ 1
2σ 22
(
y2 − y1
a1a2
− µ2
)2
(4.8)
for every y = (y1, y2)T ∈ R2.
We will derive estimates for the ruin probability P(T ≤ 2). To get lower bounds, we have to
minimize I2 over the set Cu of (4.4), and to get upper bounds, over the set clCu . It is clear that
the infima will be equal. We will consider clCu in the sequel. Thus we have to minimize (4.8)
over the set
{a1 ∈ [α1, β1], a2 ∈ [α2, β2], {y1 ≥ u or y2 ≥ u}}. (4.9)
For y1 ≥ u, we can always choose y2 such that the second term on the right hand side of (4.8)
vanishes. Hence,
inf
{(
Γ AT
)∗
(y); a1 ∈ [α1, β1], a2 ∈ [α2, β2], y1 ≥ u
}
= 1
2σ 21
(
u
β1
− µ1
)2
. (4.10)
Let now y2 ≥ u. The optimum for y1 ≥ u was found in (4.10) so that we can assume that y1 < u.
Obviously, we have to take y2 = u and a2 = β2. By a straightforward calculation, it is seen that
for every given a1 ∈ S1, the right choice for y1 is
y1 = σ
2
1 u
σ 21 + σ 22 β22
+ σ
2
2 a1β
2
2µ1 − σ 21 a1β2µ2
σ 21 + σ 22 β22
. (4.11)
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By substituting this, we end up by minimizing
1
2(σ 21 + σ 22 β22 )
(
u
a1
− µ1 − β2µ2
)2
(4.12)
over a1. Hence, a1 = β1 gives the optimum. By combining the results, we get
lim
n→∞ n
−1 logP(T ≤ 2)
= −min
{
1
2σ 21
(
u
β1
− µ1
)2
,
1
2(σ 21 + σ 22 β22 )
(
u
β1
− µ1 − β2µ2
)2}
. (4.13)
It is not surprising that a1 and a2 are maximal in the solution of the above optimization
problem. Namely, large values of the discount factors correspond to bad returns on the
investments.
Limits like (4.13) provide a tool for the risk management, at least in a crude sense. The
company may fix the target value for (4.13) which can be seen as a solvency requirement. Then
the parameters can be chosen in an optimal way, for example, such that the expected profit will
be maximal at the end of the year 2. This could be done by making use of appropriate options to
affect the supports [α j , β j ], j = 1, 2. Intuitively, it seems that the terms under the minimum in
(4.13) should be equal at the optimum. Similar balancing can be found in Martin-Lo¨f [12] in a
different but related context.
5. Proofs
Proof of Theorem 2.1. Consider (2.6). Let F ′ ⊆ Rd ′ be closed and
H =
⋃
A∈S
{x ∈ Rd; Ax ∈ F ′}. (5.1)
We begin by showing that H is closed. Let x ∈ H c be fixed. Then for a given A ∈ S, we
have Ax ∈ (F ′)c. Further, there exists εA > 0 such that A′x ′ ∈ (F ′)c whenever A′ and
x ′ are such that |A′ − A| < εA and |x ′ − x | < εA (the metrics are Euclidean). The open
balls B(A, εA), A ∈ S, cover the compact set S. Thus we can extract a finite number of balls,
B(A1, εA1), . . . , B(AN , εAN ), say, such that
S ⊆
N⋃
k=1
B(Ak, εAk ). (5.2)
Let ε = min{εA1 , . . . , εAN }. If |x ′ − x | < ε then A′x ′ ∈ (F ′)c for every A′ ∈ S. Thus
B(x, ε) ⊆ H c so that H is closed.
Obviously,
P(AXn ∈ F ′) = P(AXn ∈ F ′,A ∈ S) ≤ P(Xn ∈ H). (5.3)
By the large deviations upper bounds,
lim sup
n→∞
n−1 logP(AXn ∈ F ′) ≤ − inf{Γ ∗(x); x ∈ H}. (5.4)
Let x ∈ H be arbitrary. We next show that there exist A ∈ S and y ∈ F ′ such that
Γ ∗(x) ≥ ((clΓ )AT)∗(y). (5.5)
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Choose A ∈ S such that Ax ∈ F ′ and take y = Ax . Recall the definition of AΓ ∗ from the
Appendix. By (A.4),
((clΓ )AT)∗(y) = cl(AΓ ∗)(Ax)
≤ (AΓ ∗)(Ax) = inf{Γ ∗(v); v ∈ Rd , Av = Ax} ≤ Γ ∗(x). (5.6)
Thus we have (5.5). It follows that
inf{Γ ∗(x); x ∈ H} ≥ inf
y∈F ′
inf
A∈S
((clΓ )AT)∗(y) = inf
y∈F ′
I1(y). (5.7)
This and (5.4) imply (2.6).
Consider (2.7). We have clΓ ≤ Γ so that I2 ≤ I1 Thus (2.7) follows from (2.6). This
completes the proof of Theorem 2.1. 
We state a technical lemma before the proof of Theorem 2.2.
Lemma 5.1. Assume the conditions of Theorem 2.2. Let α ∈ R and
Ψ(α) = {x ∈ Rd;Γ ∗(x) ≤ α}. (5.8)
Then
lim sup
n→∞
n−1 logP(Xn ∈ Ψ(α)c) ≤ −α. (5.9)
Proof of Lemma 5.1. Define
K = {x ∈ Rd;Γ ∗(x) ∈ (α,∞)}. (5.10)
We have Γ ∗(x) ∈ [α,∞] for every x ∈ clK because Γ ∗ is continuous on domΓ ∗. By the large
deviations upper bounds,
lim sup
n→∞
n−1 logP(Xn ∈ clK ) ≤ −α. (5.11)
Consider an x ∈ (domΓ ∗)c ∩ cl(domΓ ∗). Let {xn} ⊆ domΓ ∗ be a sequence which converges
to x . It follows from the lower semicontinuity of Γ ∗ that
lim inf
n→∞ Γ
∗(xn) ≥ Γ ∗(x) = ∞. (5.12)
It is seen that xn ∈ K for large n so that x ∈ clK . Hence,
Ψ(α)c ∩ cl(domΓ ∗) = (K ∪ (domΓ ∗)c) ∩ cl(domΓ ∗)
= (K ∩ cl(domΓ ∗)) ∪ ((domΓ ∗)c ∩ cl(domΓ ∗)) ⊆ clK . (5.13)
Thus
Ψ(α)c = (Ψ(α)c ∩ cl(domΓ ∗)) ∪ (Ψ(α)c ∩ (cl(domΓ ∗))c)
⊆ (clK ) ∪ (cl(domΓ ∗))c. (5.14)
We obtain (5.9) by (5.11) and (2.8) and Lemma 1.2.15 of Dembo and Zeitouni [4]. 
Proof of Theorem 2.2. As observed at the end of the proof of Theorem 2.1, it suffices to show
that (2.6) holds. Let F ′ ⊆ Rd ′ be closed and let H be as in (5.1). For α ∈ R, let Ψ(α) be as in
Lemma 5.1. Then by (5.3),
P(AXn ∈ F ′) ≤ P({Xn ∈ cl(Ψ(α) ∩ H)} ∪ {Xn ∈ Ψ(α)c}). (5.15)
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By the large deviations upper bounds,
lim sup
n→∞
n−1 logP(Xn ∈ cl(Ψ(α) ∩ H)) ≤ − inf{Γ ∗(x); x ∈ cl(Ψ(α) ∩ H)}. (5.16)
Let x ∈ cl(Ψ(α) ∩ H) and let {xn} ⊆ Ψ(α) ∩ H be a sequence which converges to x . For every
n ∈ N, we conclude as in (5.6) that
Γ ∗(xn) ≥ ((clΓ )ATn )∗(yn) (5.17)
for some An ∈ S and yn ∈ F ′. By our assumptions, either Γ ∗(x) = ∞ or, otherwise, Γ ∗(xn)
tends to Γ ∗(x) when n tends to infinity. It follows that
Γ ∗(x) ≥ inf
n∈NΓ
∗(xn) ≥ inf
y∈F ′
inf
A∈S
((clΓ )AT)∗(y). (5.18)
Consequently,
inf{Γ ∗(x); x ∈ cl(Ψ(α) ∩ H)} ≥ inf
y∈F ′
inf
A∈S
((clΓ )AT)∗(y) = inf
y∈F ′
I1(y).
By (5.15) and (5.16) and Lemma 5.1 and by Lemma 1.2.15 of Dembo and Zeitouni [4],
lim sup
n→∞
n−1 logP(AXn ∈ F ′) ≤ −min
(
α, inf
y∈F ′
I1(y)
)
. (5.19)
We obtain (2.6) by letting α tend to infinity. 
Proof of Theorem 2.3. Consider (2.9). Let A, A1, A2, . . . be arbitrary deterministic d ′ × d
matrices such that An → A in the Euclidean metric when n → ∞. By Theorem 2.1 of
Dinwoodie and Zabell [5], it suffices to show that for every open set G ′ ⊆ Rd ′ ,
lim inf
n→∞ n
−1 logP(AnXn ∈ G ′) ≥ − inf
y∈G ′
((clΓ )AT)∗(y). (5.20)
Let ε, ε′ > 0 and let y ∈ Rd ′ be arbitrary such that ((clΓ )AT)∗(y) < ∞. For (5.20), it is
sufficient to show that for the open ball B(y, ε), we have
lim inf
n→∞ n
−1 logP(AnXn ∈ B(y, ε)) ≥ −((clΓ )AT)∗(y). (5.21)
By (A.4), ((clΓ )AT)∗ = cl(AΓ ∗). By Theorem 7.5 of Rockafellar [20], there exists yε′ ∈ Rd ′
such that |y − yε′ | ≤ ε/4 and
(AΓ ∗)(yε′) ≤ cl(AΓ ∗)(y)+ ε′ = ((clΓ )AT)∗(y)+ ε′. (5.22)
Thus there exists xε′ ∈ Rd such that Axε′ = yε′ and
Γ ∗(xε′) ≤ ((clΓ )AT)∗(y)+ 2ε′. (5.23)
Fix δ > 0 such that
B(xε′ , δ) ⊆ {x ∈ Rd; Ax ∈ B(y, ε/2)}. (5.24)
Then for large n,
P(AnXn ∈ B(y, ε)) ≥ P(Xn ∈ B(xε′ , δ)). (5.25)
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By the large deviations lower bounds and by (5.23),
lim inf
n→∞ n
−1 logP(AnXn ∈ B(y, ε)) ≥ −Γ ∗(xε′)
≥ −((clΓ )AT)∗(y)− 2ε′. (5.26)
This implies (5.21).
Consider (2.10). Our assumptions together with (A.5) imply that ((clΓ )AT)∗ = (Γ AT)∗ for
every matrix A ∈ S. Thus (2.10) follows from (2.9). 
Proof of Theorem 3.1. The upper bounds of the theorem are well known. Consider the lower
bounds. We recall the main steps from the proof of Theorem 2.3.6 in Dembo and Zeitouni [4]
and give necessary complementary observations. Let λ0 ∈ int(domΛ). Then
lim inf
n→∞ n
−1 logP(Xn ∈ B(∇Λ(λ0), ε)) ≥ −Λ∗(∇Λ(λ0)) (5.27)
for every ε > 0. We next show that
ri(domΛ∗) ⊆ ∇Λ(int(domΛ)). (5.28)
This is a standard step in the proof of the Ga¨rtner–Ellis theorem but needs a justification here
because we do not assume that Λ is lower semicontinuous. By Rockafellar [20, Theorem 7.4],
we have (clΛ)(λ) = Λ(λ) except perhaps for boundary points λ of domΛ. Thus clΛ has the
same gradients as Λ and clΛ is also essentially smooth. Further, the interiors of the effective
domains of clΛ and Λ are equal. We have (5.28) when Λ is replaced by clΛ. See Rockafellar [20,
Corollary 26.4.1], or Dembo and Zeitouni [4, Lemma 2.3.12]. By (A.6) and the above discussion,
nothing changes in (5.28) when Λ is replaced by clΛ. Thus it holds true. The lower bounds in
question now follow from (5.27) and from the fact that for every open set G ⊆ Rd ,
inf{Λ∗(x); x ∈ G} = inf{Λ∗(x); x ∈ G ∩ ri(domΛ∗)}.  (5.29)
Appendix
We recall here some concepts and results from the theory of convex functions. Let B ⊆ Rd
be convex. The interior of B is denoted by intB. The relative interior of B is the interior of
B which results when B is considered as a subset of its affine hull. It is denoted by riB. Let
f : Rd → R ∪ {±∞} be a convex function. The effective domain dom f of f is by definition,
dom f = {λ ∈ Rd; f (λ) < ∞}. (A.1)
We call f essentially smooth if int(dom f ) is non-empty, f is differentiable on int(dom f ) and
|∇ f (λn)| tends to infinity for every sequence {λn} ⊆ int(dom f ) tending to a boundary point of
dom f . Denote by cl f the closure of f . That is, cl f is the greatest lower semicontinuous function
majorized by f if f (λ) > −∞ for every λ ∈ Rd , and otherwise, cl f equals −∞ everywhere. In
the former case, cl f is actually the lower semicontinuous hull of f . Let g : Rd ′ → R ∪ {±∞}
be a convex function and let A be a d ′ × d matrix. Recall the definition of gA from Section 2.
Define the function A f : Rd ′ → R ∪ {±∞} by
(A f )(κ) = inf{ f (λ); λ ∈ Rd , Aλ = κ}. (A.2)
Then A f is convex. For the Fenchel–Legendre transforms, we have
(A f )∗ = f ∗AT (A.3)
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and
((clg)A)∗ = cl(ATg∗). (A.4)
If Aλ ∈ ri(dom g) for some λ ∈ Rd then
((clg)A)∗ = (gA)∗. (A.5)
Finally,
(cl f )∗ = f ∗ and ( f ∗)∗ = cl f. (A.6)
The proofs can be found in Rockafellar [20]. The convexity of A f is stated in Theorem 5.7.
Results (A.3)–(A.5) are included in Theorem 16.3. The background for (A.6) is presented in
Theorem 12.2.
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