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Abstract--This paper provides a solution to estimate 
synchrophasors with high accuracy at off-nominal frequencies 
using a nominal frequency clock. The sampling rate is fixed, 
while the amplitude of the sampled values is altered to generate a 
sequence of samples whose sampling frequency is synchronized 
to the power system frequency. The re-computation of the 
synchronized samples is done by cubic spline interpolation. The 
algorithm requires knowledge of the fundamental frequency of 
the power system which is estimated based on the phase angle 
difference between two phasors. The performance of the 
algorithm has been tested by simulation, through different 
scenarios, following the test conditions described in the IEEE 
Standard C37.118.1-2014a. The test cases include: steady-state 
with off-nominal frequencies, harmonic distortions, amplitude 
and phase modulations, positive and negative ramps of frequen-
cy, and frequency jump. The simulation results show the 
technique’s capability in efficiently dealing with harmonics and 
off-nominal frequencies under static and dynamic conditions. 
 
Index Terms--Asynchronous sampling, frequency measure-
ment, phasor, phasor measurement unit (PMU), protection relay, 
Discrete Fourier transform (DFT), sample value adjustment 
(SVA), synchrophasor measurement. 
I.  INTRODUCTION 
OSITIVE sequence voltage and current phasor estimates 
are the most important parameters in several monitoring, 
control and protection functions in power system [1]. When 
these phasors are separated by hundreds of miles, it becomes 
necessary to synchronize the measurement process (synchro-
phasor), to ensure an effective way to monitor the real-time 
operation status of a wide-area measurement system (WAMS) 
improving substantially their reliability, observability and 
security [2]. 
Fortunately, advances in electronic engineering and high 
speed communications have made precise time synchroniza- 
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tion in the power grid more practical and cost-effective. The 
emergence of Global Positioning System (GPS) technology 
brought the solution to the power system wide area 
measurement. It is shown that the GPS offers the most 
effective way of synchronizing power system measurements 
over relatively long distances. Through the use of GPS, time 
synchronization less than 1 microsecond is now realized [3]. 
Phasors are typically used for protective relays and phasor 
measurement units (PMUs) [4], [5]. The Discrete Fourier 
Transform (DFT) is the most common method used for phasor 
measurements as it provides simple, elegant and accurate 
estimation of phasors [6]. There are number of alternative 
non-DFT-type algorithms for estimating the phasors under 
power system frequency variations as Weighted Least Squares 
(WLS) [7] and Kalman filter [8]. But these algorithms are 
complex to implement and require higher computational effort 
than the DFT estimate. 
The frequency of the Analog-to-Digital Converter (ADC) 
should be fixed and synchronized to the nominal frequency in 
order to obtain synchronized phasor measurements [9]. As 
frequency is constantly changing in power systems due to 
changes in load and generation imbalances, especially with the 
wide use of renewable energy sources and distributed gene-
ration [10], the fixed sampling frequency cannot be always 
synchronized to the power system frequency. 
When the fixed sampling frequency is not synchronized 
with the power system frequency, the DFT is not able to 
correctly estimate the phasor. This is due to the fact that the 
DFT window will contain non-integer number of cycles. In the 
DFT theory, the input signal is assumed to be periodic. For a 
sinusoidal signal, when there is an integer number of cycles 
within the data window, the assumed periodic waveform is the 
same as an infinite duration pure sinusoid. However, if the 
data window contains a non-integer number of cycles of a 
sinusoid then the assumed periodic waveform will not be a 
pure cosine wave and will have end-point discontinuities 
which make the DFT wrongly estimate the phasors. This 
pernicious phenomenon is well known as leakage effect [11]. 
II.  OVERVIEW OF THE POSSIBLE SOLUTIONS 
There are five main families of solutions to solve the 
leakage problem and give back the DFT its inherent robust-
ness to estimate the parameters of interest. The first solution is 
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the use of the frequency tracking [12]. The basic idea is to use 
the estimated frequency to synchronize the sampling 
frequency of the ADC clock to the power system frequency. 
However, the resulting phasor measurements are not referen-
ced to absolute time, so that synchronized phasor measure-
ment applications to an entire power system are not possible. 
The second solution consists in using an algorithm after the 
DFT algorithm to correct the calculated phasor based on the 
estimation of the actual frequency [13], [14]. The drawbacks 
of this solution are that the correction is only done for the 
fundamental phasor and there is no adjustment for the phasors 
of the harmonics. A high order filter is required to remove the 
harmonics as the derivation of the algorithms does not include 
the harmonics effect. The use of filters introduces delays and 
increases the computational burden. 
The third solution consists in using a variable DFT window 
length to reduce the leakage error by synchronizing the DFT 
window to the estimated frequency [15], [16]. However, the 
procedure is applicable only for discrete fundamental frequen-
cies. An error will occur in the phasors estimate obtained 
through the DFT for other fundamental frequencies. Also this 
would increase the computational burden. 
The fourth solution consists in exploiting the combination 
between windowing functions [17] with the interpolated-
discrete Fourier transform (IpDFT), first introduced in [18]. In 
this approach, both long-range and short-range leakages can 
be reduced, as presented in [19], where the Hanning window 
has been selected to show the superiority of the IpDFT with 
tapering over the classical IpDFT algorithm. Consequently, 
this solution has been applied to estimate synchrophasors and 
the performance of the algorithm have been evaluated through 
the Total Vector Error (TVE) criterion in both steady-state and 
dynamic conditions following the IEEE Standard C37.118.1-
2011 [20] for the M-Class PMU in [21]. Subsequently, a lot of 
investigations have been realized for better characterization of 
the tapered IpDFT in terms of windowing functions [22], size 
of the observation interval [23], and sampling rate [24] for 
both performance classes; P-Class and M-Class PMU. Fur-
thermore, [24] has proposed an enhanced-IpDFT (e-IpDFT) to 
compensate for the spectral interference introduced by the 
negative image of the DFT spectrum and has shown very 
promising performances through real-time implementation. To 
conclude, most of these references solve the leakage problem 
of the DFT for off-nominal frequencies under both steady-
state and dynamic conditions, making IpDFT algorithms very 
promising techniques. However, the aforementioned Ip-DFT 
algorithms, based on Hanning window, require a sampling rate 
much higher than the fundamental frequency (typically some 
tens of kHz) to avoid aliasing effect and make possible 
specific approximations needed by the algorithm [25]. 
Additionally, a minimum window length of 2 cycles is 
required to ensure that the distance between spectral lines 
suffices to allow effective leakage reduction by windowing 
[26]. 
The fifth solution is the resampling techniques. These 
techniques aim at modifying the input samples towards an 
ideal signal sample sequence, whose sampling frequency is 
synchronized to the power system frequency. Phasor estima-
tion is then performed using the resampled data. Reference 
[27] shows that resampled data phasors have very little errors 
of estimation. The resampling technique cited above is based 
on trigonometric function which does not include the effect of 
the harmonics, that is why a high order filter is needed to send 
a pure sinusoidal signal to the algorithm. If the phasors of the 
harmonics are required, then a bank of FIR (Finite Impulse 
Response) filters is needed. The use of high order filter makes 
the system response slower. 
The objective of this paper is to derive a resampling 
equation that does not depend on the shape of the signal and 
can give high accuracy of synchronization between the 
sampling frequency and the power system frequency.  
The rest of the paper is organized as follows. Section III 
gives the theoretical background in case of asynchronous 
sampling. Section IV develops a solution to the DFT leakage 
problem based on resampling technique. The performance of 
the proposed algorithm is analyzed in Section V. Finally, 
conclusions of the paper are summarized in Section VI. 
III.  THEORETICAL BACKGROUND OF ASYNCHRONOUS 
SAMPLING 
The following condition should be satisfied in order to 
ensure synchronization between the sampling frequency and 
the power system frequency 
 
  =  ×  (1) 
 
where  is the synchronous sampling frequency,  is the 
number of samples per cycle and  is the power system 
frequency. Now consider a sinusoidal signal 	 of frequency  given by (2) 
 
 	 = 
. 2π + ϕ	 (2) 
 
where 
 and  are the amplitude and phase angle of the 
fundamental component of 	 respectively. If the signal 	 is sampled based on the sampling frequency  as in (1), 
then the samples set [] can be expressed as (3) 
 
 [] = 
.  2π  + ϕ (3) 
 
where  samples are acquired in exactly one signal cycle.  
 
For synchrophasor estimation, the sampling frequency 
should be fixed and synchronized to the nominal frequency  
(50 Hz or 60 Hz) as shown in (4) 
 
  =  ×  (4) 
 
where  is the asynchronous sampling frequency. If the 
signal 	 is sampled based on , then the samples set is 
given by (5), which is different from the synchronous samples 
of (3) 
 
 []∎ = 
.  2π  + ϕ (5) 
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where []∎ refers to asynchronous samples set. It can be 
shown that the fundamental phasor computed by the non-
recursive DFT updates based on the asynchronous samples set []∎ can be given by (6).  
 
  ! = ". . #$!%∆'( + ). ∗. #+$!%∆'(  (6) 
 
where  ! is the wrong estimated phasor due to the 
asynchronous sampling,  is the correct phasor, * denotes 
complex conjugate, ω is the off-nominal angular frequency 
(ω = 2πf	, ∆ is the asynchronous sampling period, and ", ) 
are defined as 
 
 " = . /ω − ω	∆2 1. /ω − ω	∆2 1 #
$2+3	%+%(4 	∆'(
 
(7) 
 
 ) = . /ω + ω	∆2 1. /ω + ω	∆2 1 #
+$2+3	%5%(4 	∆'(
 
(8) 
 
where ω is the nominal angular frequency ω = 2πf	. 
 
The detail derivation of (6) can be found in [28].  
IV.  DESCRIPTION OF THE PROPOSED SOLUTION 
This section presents the algorithm of resampling that aims 
at adjusting the value of the samples (amplitude correction) 
using spline interpolation in order to generate a sequence of 
samples whose sampling frequency is matched to the power 
system frequency to ensure that there are no errors in the 
synchrophasor estimates based on DFT techniques. 
A.  Basic Idea 
The idea of the resampling based on amplitude correction is 
to alter the magnitude of the samples. The re-computed 
samples will have the same magnitude as if the signal was 
sampled based on sampling frequency that is matched to the 
off-nominal frequency. As shown in Fig. 1, the goal is to alter 
the magnitude of asynchronous samples generated from 
sampling the signal 	 = 2π55	 + π/4	 at asyn-
chronous sampling frequency 1200 Hz ( ×  = 24 × 50	 to 
be as the magnitude of the synchronous samples generated 
from sampling the same signal at synchronous sampling 
frequency 1320 Hz ( ×  = 24 × 55	. This technique acts as 
the sampling period has been changed so that the sampling 
frequency matches the power system frequency. 
 
 
 
Fig. 1.  Basic idea of the resampling algorithm. 
B.  Derivation of the Algorithm 
The basic idea of the algorithm is to convert the asyn-
chronous samples set []∎ to the synchronous samples set [] by altering the magnitude of the samples. To do so, an 
equation has to be derived that expresses [] as function of []∎. Let us suppose that the time drift between the asyn-
chronous sampling period ∆ and the synchronous sampling 
period ∆ is given by (9). 
 
 ∆ − ∆ = 1 − 1 = # (9) 
 [] and []∎ can be rewritten as 
 
 [] = [∆	] = 
. [2π∆ + ϕ] (10) 
 
 []∎ = [∆] = 
. [2π∆ + ϕ] (11) 
 
Now based on (9), [∆] can be expressed as 
 
 [∆] = [∆ − #] (12) 
 
Reference [29] uses the first order Taylor Series around the 
point ∆ to find an equation that gives [] as function of []∎. 2 cycles of samples are needed in order to correct one 
cycle of samples, which introduces delays. Also the algorithm 
does not give high accuracy but the idea is interesting. 
Reference [30] has modified the concept by extending the 
Taylor series till the second derivative. Reference [30] claims 
that its proposed algorithm gives a maximum magnitude error 
of less than 0.1% for frequency deviations up to 10% from 
nominal. The claim is valid only if the signal does not contain 
harmonics higher than the second order, i.e. third harmonic. 
But in case of higher order harmonics, the magnitude error 
will be near 1% for steady state conditions. Also, [30] has not 
specified the frequency estimation algorithm necessary to run 
its resampling algorithm. This might be an issue as frequency 
measurements affect the accuracy of the resampling algorithm 
and the computational burden. Finally, the results claimed by 
[30] are valid only for IEEE Standard C37.118-2005 [31], 
which does not cope with dynamic performances of synchro-
phasors, and has been superseded successively by [20] and 
IEEE Standard C37.118.1a-2014 [32] (Amendment to IEEE 
Standard C37.118.1-2011 on performances requirements).   
 This paper has modified the method of [30] by using the 
third order Taylor series that is to have more accuracy over 
wider range of off-nominal frequencies. Also, this paper has 
integrated the modified algorithm with the Fourier frequency 
estimation algorithm that is based on the phase angle 
difference between two phasors. The frequency estimation 
based on Fourier algorithm is very simple to implement and 
the additional amount of computational burden is minimal. 
Lastly, our algorithm has been designed to deal with dynamic 
performances introduced by the latest version of the IEEE 
standard. 
  
Using Taylor Series till the third derivative around the 
point ∆, (12) can be written as 
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 [] = [∆ − #]= [∆] − #	.  [∆]+ 12 #	4.   [∆]− 16 #	=.    [∆] 
(13) 
 
(#	 can be written as >ℎ	, where > = ∆ = 	@+@(@ 	 
and ℎ = 	∆. Based on this, (13) can be written as 
 
 [] 	= []∎ − >ℎ	.  []∎
+ 12 >ℎ	4.   []∎− 16 >ℎ	=.    []∎ 
(14) 
 
Clearly, the derivatives of (14) shall be approximated and 
expressed as function of the asynchronous samples set []∎. 
In such a way, each synchronous sample can be computed 
using asynchronous samples. The approximation can be per-
formed through the use of the finite difference methods [33].  
Applying a backward finite difference on (14) yields 
 
 [] = A[]∎ + A3[ − 1]∎ + A4[ − 2]∎+ A=[ − 3]∎ (15) 
 
where 
 
 A = 1 − 116 > + >4 − 16>= (16) 
 
 A3 = 3> − 2.5>4 + 0.5>= (17) 
 
 A4 = −1.5> + 2>4 − 0.5>= (18) 
 
 A= = 13> − 0.5>4 + 16>= (19) 
 
Equation (15) shows that to resample  samples,  + 3	 
samples need to be stored. It should be noted also that higher 
order accuracies will require a bigger buffer. 
 
Moreover, when  = 0, all the coefficients disappear 
except A which is equal to 1, this means [0] = [0]∎. In 
other words, the synchronous sample is exactly the same as 
the asynchronous sample when  = 0 while other resampled 
data are affected by variable coefficients, altering their 
amplitudes. Thus, the phase angle information of the 
asynchronous sample set []∎, computed through the DFT, 
is kept after resampling only for  = 0. 
 
Reference [30] has applied backward finite difference 
coefficients on the whole observation window, taking the most 
recent sample of that window as it is. Consequently, the 
resampling strategy, named Sampled Value Adjustment 
(SVA), has been performed from the most recent sample to the 
oldest one (time-reversal), for  = 0,−1,−2,…− , where [0]∎ denotes the newest sample. Based on that, to extract the 
correct phase angle, the Full-Cycle DFT should be applied as 
follows 
  = √2 F []#+$4G2 H	

HI+253  
(20) 
 
The previous SVA method is suitable for protective relay 
purpose where there is no need to neither synchronize the DFT 
estimates with an absolute time reference nor center the 
observation window at the synchrophasor reporting time. 
However, unlike its predecessor, the IEEE Standard 
C37.118.1-2011 advises to timestamp at the middle of a given 
observation window, i.e. the phase angle of the synchrophasor 
to be reported is centered on the window length. Therefore, 
the response time of the PMU will fall within the limits 
imposed. In conclusion, it is not possible to follow the method 
described in [30] where the timestamp is placed at the end of 
the observation window. 
The idea of our design is to displace the window in such a 
way that the timestamp is near the center of that window while 
keeping the correct phase angle given by [0]∎. Actually, 
since  is even, it is not possible for [0]∎ to be exactly at the 
center of a given data window as shown in Fig. 2. A delay of 
half a sampling period is introduced. However, this delay is 
not critical neither for the synchrophasor response time nor the 
delay time. Therefore, to cope with the new synchrophasor 
dynamic performances, the magnitude of the sample [0]∎ 
shall remain unchanged after the resampling process. To do 
so, in addition to the backward computation, the proposed 
algorithm uses the forward finite difference methods whose 
general equation could be written as 
 
 [] = AH[]∎ + AH53[ + 1]∎ + AH54[ + 2]∎+ AH5=[ + 3]∎ (21) 
 
Thus, for a given synchrophasor reporting time, the data of 
the window on the left of the synchrophasor time-tag (see 
time-tag 'JK = 0.04 s in Fig. 2) will be resampled following 
the backward method described above while the samples on 
the right will be re-computed using forward finite difference. 
This new principle is called enhanced-SVA (e-SVA). 
Basically, the coefficients of the forward finite difference 
are obtained by giving the opposite sign (-) to all backward 
coefficients of odd derivatives, which are  []∎ and    []∎ 
in our case. However, such a rule will unequivocally lead to 
changes in the coefficients defined in (16) – (19) making them 
unusable for the forward finite difference as shown below 
 
 A = 1 + 116 > + >4 + 16>= (22) 
 
 A3 = −3> − 2.5>4 − 0.5>= (23) 
 
 A4 = 1.5> + 2>4 + 0.5>= (24) 
 
 A= = −13> − 0.5>4 − 16 >= (25) 
 
Through the e-SVA method, the resampling is mirrored on 
both sides of the timestamp, which means that the reverse 
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computation with backward finite difference coefficients 
could be seen as a computation following the time axis with 
forward coefficients. Indeed, substituting > by −L in (16) – 
(19) leads to the same coefficients given by (22) – (25). The 
only difference for the backward computation lies on the 
values of  in the expression > = ∆ which has to be given 
with the opposite sign, that is L = −∆. As a result, (22) – 
(25) are valid in both cases and are used in our algorithm. 
Following the above discussion, considering that  is an 
even integer, the time-reversal backward resampling is applied 
for  = 0,−1,−2, …− 24  while the forward resampling is done 
for  = 0, 1, 2, … 24 − 1. The size of the buffer is equal to  + 6	, where 3 more samples are necessary for each 
resampling method as shown in (15) and (21). An example of 
e-SVA method applied on the signal 	 = 2π45		, 
sampled at a sampling rate of  = 24 × 50 Hz, at a 
synchrophasor time-tag 'JK = 0.04 s, is shown in Fig. 2. 
 
 
 
Fig. 2.  e-SVA method of a 45 Hz signal, at ttag = 0.04 s. 
 
Clearly, the amplitude of the sample  = 0 at 'JK = 0.04 s 
remains unchanged while the other asynchronous samples are 
re-computed in such a way that the resampled signal appears 
as a synchronous 50 Hz signal.  
The previous discussion is applicable only for frequencies 
below the nominal value. The computation is slightly different 
for off-nominal frequencies above the nominal. Following the 
same reasoning described in [30], for frequencies higher than 
50 Hz, considering α as [ N	@+@(@ O + 2] gives better accuracy. 
Finally, another important point to mention concerns the 
computation of the Full-Cycle DFT whose coefficients have to 
be adapted to extract the correct phase angle information from 
the resampled signal. Consequently, (18) has been modified as 
shown in (26). 
 
 
 = √2 F []#+$4G2 H	
24+3
HI+24
 
(26) 
C.  Frequency Estimation Algorithm 
As described in the previous sections, resampling tech-
nique requires knowledge of power system frequency. A lot of 
methods with regards to frequency estimation such as the 
techniques that have been published in the literature [34]-[37] 
exist. But most of them require high computational burden and 
complex implementation. This paper has integrated the 
Fourier algorithm frequency estimation with the proposed 
resampling algorithm as it is relatively simple, computa-
tionally efficient and can also estimate the fundamental 
frequency accurately [38]. Fourier algorithm for frequency 
estimation is based on the phase angle difference between two 
phasors. The samples of the voltage waveforms are preferred 
to be used to estimate the frequency since the harmonics 
distortion in the voltage is less than harmonics distortion in the 
current. Also it can be shown that the effect of the Q factor 
defined in (8) can be removed using the positive sequence of 
balanced three phase voltages [39]. Based on the above 
assumptions, (6) can be rewritten as 
 
  ! = ". #$!P∆'( (27) 
 
The phase angle of  !  in (27) is 
 
 ϕ! = Qω∆ +  − 1	ω − ω2 	∆ (28) 
 
The phase angle difference between  !5H and  ! can be 
given by (29). 
 
 ϕ!5H − ϕ! = ∆ϕ! = 2π  (29) 
 
Based on (29), the frequency can be estimated using (30). 
 
  = . R ∆ϕ! N2π OS (30) 
 
Equation (30) estimates the frequency with high accuracy 
only for a positive sequence of three phase balanced system 
with no harmonics. Usually this is not the case, because 
harmonics do exist in power systems and these latter may not 
always operate under fully balanced conditions due to 
unbalance loads. That is why there will be an error in the 
frequency estimation based on Fourier algorithm. To solve this 
problem, the frequency estimation algorithm should be used in 
a closed loop with the resampling algorithm. In this case the 
error will be minimized till the frequency estimation conver-
ges to the correct value.  
The accuracy of resampling depends on the precision with 
which the frequency is estimated. Inaccurate resampling result 
in wrong phasor measurements. However, as shown in Section 
V, errors of the order of few millihertz have small impact on 
the estimation of synchrophasors.    
D.  Computational Effort 
An analysis of the computational effort is necessary to 
understand whether the method can be integrated into a 
protection relay. To do so, each basic operation (addition and 
multiplication) to perform has been counted for the e-SVA, 
the Full-Cycle DFT, and the frequency estimation algorithms 
under both the ideal and the worst conditions. Actually, the 
computational effort is dependent on the frequency estimates 
as they drive the e-SVA resampling algorithm which is 
executed if the frequency is off-nominal. Thus, the ideal 
scenario refers to a nominal power system frequency under 
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which the use of the e-SVA algorithm is omitted. On the other 
hand, the computation burden is maximal if the frequency 
estimation algorithm measures a frequency above the nominal 
as α contains one more addition in contrast to its expression 
when the frequency is under the nominal. The Full-Cycle DFT 
in (26) is performed only for the fundamental frequency 
making it CPU-efficient. As the positive sequence component 
is required to measure the frequency, (26) is applied in the 
same manner to the three-phase voltages and the positive 
sequence is then computed. Finally, as , , and  are fixed 
once the sampling frequency and the number of samples 
between two consecutive phasors  are chosen, (30) can be 
reduced to a simple multiplication and one subtraction making 
the algorithm ideal for practical implementation. The value of ∆ϕ!  can be computed through the arctangent operation. Table 
I provides the detailed number of operations to perform for  
samples under ideal and worst conditions. Obviously, the way 
the algorithm is implemented may change the number of 
operations reported in Table I.   
 
TABLE I 
Computational effort of the proposed method for N samples 
 
 Ideal 
Condition 
Worst 
Condition 
e-SVA Addition/Subtraction 0 14 × N Multiplication 0 27 × N 
Full-Cycle DFT 
(for each phase) 
Complex Addition N-1 N-1 
Complex Multiplication N N 
Positive Sequence 
Calculation 
Complex Addition 2 2 
Complex Multiplication 2 2 
Frequency 
Estimation 
Addition/Subtraction 1 1 
Multiplication 1 1 
 
As shown in Table I, the complexity of the whole algorithm 
is T	: the number of elementary operations increases linear-
ly with the number of sample . For  = 24, the computa-
tional effort for the ideal condition consists of 25 complex 
additions, 26 complex multiplications, 1 addition and 1 
multiplication. If the frequency is above the nominal, then the 
e-SVA algorithm introduces 336 additions/subtractions and 
648 multiplications.  
E.  General Overview of the Proposed Solution 
The analog signal is directed to a low pass filter and then to 
an ADC. Depending on its design, the analog low pass filter 
may change the amplitude of the analog input signal and/or 
introduces a phase shift. Consequently, compensation methods 
are necessary for correct synchrophasor estimations. The 
analog low pass filter is a 2nd order Butterworth filter with a 
cutoff frequency of 500 Hz. The frequency response of such a 
filter is depicted in Fig. 3 for the frequency range from DC to 
100 Hz to ease the analysis following. 
 
 
 
Fig. 3.  Frequency response of the 2nd order Butterworth filter. 
As shown in Fig. 3, the magnitude response of the 2nd order 
Butterworth filter is flat and very near 0 dB while its phase 
response is almost perfectly linear within the frequency range 
of interest. Thus, the impact of the magnitude response on the 
synchrophasor estimates may be neglected. Moreover, the 
phase shift introduced can be corrected simply by estimating 
the actual power system frequency through the frequency 
estimation algorithm described in Section IV.C and multiply-
ing the frequency estimate by the slope preceded by the 
negative sign.  
 
The ADC samples the signal at a specific selected sampling 
interval synchronized to the nominal frequency thanks to the 
absolute time reference GPS. The samples obtained are then 
forwarded to the e-SVA algorithm which alters the amplitude 
of the sample sequence based on the estimated frequency. The 
modified samples are then used for synchrophasor estimation 
through the DFT as shown in Fig. 4. 
Initially, it is assumed that the power system frequency is 
nominal. If a -point DFT is performed once every  samples, 
then  +  samples are needed at the beginning to estimate 
two consecutive phasors in order to estimate the power system 
frequency. If the estimated frequency is off-nominal, then the 
sampled signal will be resampled at a rate which is 
synchronized with the off-nominal power system frequency. 
In our proposal, we assume that  is equal to /2, which 
means that the two consecutive phasors are delayed by /2 
samples. 
 
 
Fig. 4.  General overview of the proposed solution. 
V.  SIMULATION RESULTS 
This section presents the simulation and result analysis of 
P-Class synchrophasor measurements for a power system with 
50 Hz nominal frequency. The TVE and the Frequency Error 
(|FE|) defined in [31] have been chosen as criteria of assess-
ment to demonstrate the performances of the e-SVA method 
and the frequency estimation algorithm under both steady-
state and dynamic conditions. To do so, the proposed tech-
nique has been implemented using the MATLAB environ-
ment. 
  
The IpDFT algorithm of [21] has been chosen as indicator 
for comparison as the technique gives accurate results with 
TVE below the 1% criterion for the P-Class test cases. Table 
II provides a quick comparison of the proposed method 
against the IpDFT algorithm of [21] where the 2 cycles 
window length version has been selected to cope with P-Class 
PMU requirements. 
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TABLE II 
Quick comparison between the proposed method and IpDFT 
 
 Proposed 
Method IpDFT 
Interpolation domain Time Frequency 
Sampling rate (kHz) 1.2 10 
Window length (samples) 30 400 
Computational burden (basic operations) 1035 3614 
Tapering function N/A Hanning 
 
Compared to the IpDFT algorithm, our proposed method 
interpolates the signal in the time domain rather than in the 
frequency domain. Also, neither windowing functions nor 
high sampling rates are required. Furthermore, the window 
length considered for the e-SVA algorithm is equal to just 30 
samples (the e-SVA algorithm requires 30 samples to compute 
24 resampled samples), making the synchrophasor estimation 
algorithm response time better than that of algorithms based 
on longer windows. Finally, as the number of samples is low 
and the use of tapering functions is unnecessary through the e-
SVA method, the number of basic operations to perform is 
more than 3 times lower than that of the IpDFT technique.  
 
Unlike [21], the accuracy with which the IpDFT algorithm 
estimates the power system frequency is also presented 
through the |FE| criterion and compared with our proposed 
method. The test cases conducted cover the IEEE Standard 
C37.118.1-2014a test procedure for: 
(A) Steady-State with off-nominal frequencies, 
(B) Steady-State with harmonic distortions 
(C) Amplitude and phase modulations, 
(D) Positive and negative ramps of frequency, 
 
The response time of the frequency estimation algorithm is 
provided in (E). 
The amplitude of the input signals is 1 p.u. Without loss of 
generality, the TVE have been reported for the phase A. 
Finally, a sliding window is considered in the simulation 
results which means that a new synchrophasor estimate and a 
new frequency estimate is computed at each new sample.   
A.  Steady-State with Off-Nominal Frequencies 
Simulation details: 
• Steady-State off-nominal frequency range: [48; 52] Hz, 
with a steepness of 0.1 Hz, 
• Duration of simulation: 5 s, 
• Maximum TVE: 1%, 
• Maximum |FE|: 0.005 Hz. 
 
The tests have been conducted on the whole frequency 
range described above where the maximum TVE, the average 
TVE, and the minimum TVE values have been computed for 
each case. The results have been summarized in Fig. 5 where 
the “Average” curve is almost superposed with the “Min” 
curve.  As shown in Fig. 5, the TVE is far away from the fixed 
limit of 1% on the whole range of off-nominal frequencies for 
both methods even if e-SVA shows more accurate results. 
Furthermore, the |FE| values computed for IpDFT are above 
the standard threshold while our proposed method is able to 
estimate the frequency with error near 0%.      
 
 
Fig. 5.  TVE under steady-state off-nominal frequencies. 
B.  Steady-State with harmonic distortions 
Simulation details: 
• Harmonic level: 1% 
• Harmonic range: [2nd ; 50th], with a steepness of 1, 
• Duration of simulation: 5 s, 
• Maximum TVE: 1%, 
• Maximum |FE|: 0.005 Hz. 
 
The input signals are corrupted with a single harmonic 
ranging from the 2nd to the 50th harmonic. The results are 
shown in Fig. 6. 
 
 
Fig. 6.  TVE under steady-state with harmonic distortions. 
 
 As shown is Fig. 6, both methods give satisfactory results 
for the whole harmonic range with error near 0%. However, 
when the signal is corrupted by the 2nd harmonic, the IpDFT 
becomes less accurate than results obtained with other 
harmonic contents. Indeed, in this condition, the errors 
introduced in the frequency estimates are above the standard 
limit of 0.005 Hz. 
C.  Amplitude and Phase Modulations 
Simulation details: 
• Initial frequency: 50 Hz, 
• Modulation frequency range: [0.1; 2] Hz, in steps of 
0.1 Hz, 
• Amplitude modulation level: 0.1 p.u., 
• Phase modulation level: 0.1 rad., 
• Duration of the simulation: 2 full cycles of modulation, 
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)
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• Maximum TVE: 3%, 
• Maximum |FE|: 0.06 Hz. 
 
According to [31], the amplitude and phase modulation tests 
are realized separately, which means that the modulation 
signal shall contain either the amplitude factor or the phase 
factor. The results on the phase A are depicted in Fig. 6 (a) 
and Fig. 6 (b). 
 
 
 
(a) 
 
(b) 
 
Fig. 6. (a) TVE under amplitude modulation. (b) TVE under phase 
modulation. 
 
As we can see from Fig. 6 (a) and Fig. 6 (b), the accuracies 
of synchrophasor estimates and frequency estimates are 
satisfactory as the TVE and the |FE| are below the standard 
thresholds. The worst cases occur when the 50 Hz signal is 
modulated with a modulation frequency of 2 Hz. Regarding 
the TVE, the e-SVA method gives better results than IpDFT 
for phase modulations whereas the opposite is true for 
amplitude modulations. Moreover, the frequency estimations 
realized through our proposal are more accurate than IpDFT 
under amplitude modulation while IpDFT is less sensitive in 
case of phase modulation to estimate the frequency. Finally, 
despite the fact that some errors are introduced in the 
frequency estimated by our proposal, the TVE remains below 
1% showing that the impact of errors in frequency measure-
ments on the TVE is minor.  
D.  Positive and Negative Ramps of Frequency 
Simulation details: 
• Initial frequencies: 48 Hz, and 52 Hz for positive and 
negative ramps respectively, 
• Ramp rates: +/- 1.0 Hz/s, for positive and negative 
ramps respectively, 
• Ramp ranges of frequency: [48; 52] Hz, and [52; 48] 
Hz, for positive and negative ramps respectively, 
• The ramps are applied at t = 1.0 s, 
• Simulation stops at t = 5 s, 
• Maximum TVE: 1%, 
• Maximum |FE|: 0.01 Hz. 
 
The results for both positive and negative ramps of 
frequency are drawn in Fig. 7 (a) and Fig. 7 (b) respectively, 
where the TVE and the |FE| have been computed once each 
new sample during the whole simulation duration starting at  = 0.04	s. 
 
 
           (a) 
 
          (b) 
 
Fig. 7.  (a) TVE under positive ramp of frequency. (b) TVE under negative 
ramp of frequency. 
 
As depicted in Fig. 7 (a) and Fig. 7 (b), the TVE values 
remain below the 1% criterion for both cases, demonstrating 
that the e-SVA method and the IpDFT algorithm are robust in 
case of ramps of frequency for P-Class PMU. However, the 
TVE values fluctuate within a wide range regarding IpDFT 
and are dependent on the instant when the computation is 
realized. This remark is especially true for frequency estimates 
where fluctuations vary between almost 0 Hz and 0.136 Hz 
when the power system frequency is equal 48 Hz. Conversely, 
the e-SVA seems to be less sensitive to the instant of 
computation and the maximum |FE|, measured during the 
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tracking, is 0.0042 Hz. Here also, small errors in frequency 
estimates do not affect significantly the TVE. 
E.  Frequency Estimation Response Time 
The input signal is held at 50 Hz up till 1 s. Then, the 
frequency jumps from 50 Hz to 55 Hz at t = 1 s. Finally, the 
signal remains at 55 Hz up till 2 s. The time response of the 
frequency estimation algorithm is shown in Fig.8. 
 
 
Fig. 8.  Response time of the frequency estimation algorithm. 
 
As shown in Fig. 8, the duration necessary to converge to 
the expected value is equivalent to the window length of 30 
samples obtained by sampling the input signal at a rate of 1.2 
kHz and required to measure the frequency. One important 
point to highlight is that no convergence criterion has been 
implemented: once a new frequency is estimated, it is then 
used directly by the e-SVA algorithm during the next 
execution cycle (closed-loop). Thus, only 1 iteration is neces-
sary to obtain 1 frequency estimate value. 
VI.  CONCLUSION 
In this work, the leakage problem of the DFT caused by the 
asynchronous sampling has been discussed. The model that 
explains how the error is introduced to the DFT estimate has 
been presented and has been used to derive the frequency 
estimation algorithm. A solution to the DFT leakage problem 
has been proposed. The proposed solution alters the sample 
value amplitudes in order to generate new set of samples 
whose sampling frequency matches the power system 
frequency, which results in accurate synchrophasor esti-
mation and frequency estimates under various conditions, 
challenging the widespread IpDFT methods in terms of 
accuracy, sampling rate, transient response, and computational 
effort. The simulation results, conducted following the IEEE 
Standard C37.118.1-2014a for P-Class PMU, show that the 
proposed solution is compliant with P-Class PMU accuracy 
class. 
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