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I. INTRODUCTION 
In [4, p. 591 Herstein raised the following interesting question concerning 
idempotents in simple rings: 
Let R be a simple ring with nontrivial idempotents. Then is the linear space E(R) 
generated by the idempotents over the centroid all of the ring R ? 
In case R = F, (n > 2), the ring of all n x n matrices over a field F, the 
answer is certainly affirmative because the idempotents eii and eii + eij (i # j; 
i,j= 1,2 ,..., n) span the whole ring over F. (Here eij denotes the matrix unit 
with 1 at the (i, j) place and zeros elsewhere.) In this paper, we settle this problem 
in the negative. As we shall see, this conjecture fails even if R is artinian, namely, 
R = D, (n > 2), the ring of all n x n matrices over some noncommutative 
division ring D. As a matter of fact, we have a rather complete answer in the 
artinian case. If D is of finite dimension over its center 2, then the assertion holds 
if and only if char D, the characteristic of D, is 0 or is prime to the dimensionality 
dim, D. Unfortunately, the situation is inconclusive in the infinite-dimensional 
case. To be precise, there are infinite-dimensional division algebras of either 
type, some for E(D,) = D, and others for E(D,) # D, , no matter what 
char D is. 
2. THE SPAN BY IDEMPOTENTS 
Let D be a division ring with center Z. We begin with a characterization of the 
matrices in the span E(D,) generated by all idempotents of D, over Z. For 
subsets A and B of a ring, we denote by [A, B] the additive subgroup generated 
by all commutators [a, b] = ab - ba where a E A and b E B. 
THEOREM 1. E(D,) = [D, , D,] + Z, for n > 2. 
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Proof. First note that E(R) is always a Lie ideal of a ring R, that is, 
[E(R), R] C E(R) [4, p. 581. By a celebrated theorem of Herstein [3, Theorem 1.51, 
either E(D,) 2 2 or [Dn , D,J C E(D,) unless char D = 2 and dim, D, = 4. In 
fact, the second alternative always holds. The first possibility that E(D,) C 2 
can be eliminated because E(D,) contains nontrivial idempotents when n 3 2 
while 2 contains none. It remains to check the 4-dimensional case. If 
dim, D, = 4, it follows that n = 2 and D = 2 is a field. Note that a commu- 
tator has trace 0 and 
(; _3 = (a - 1) (:, ;, + (:, ;) + (; ;, - (a + 1) (8 ;) EV2). 
Accordingly, we have [D, , D,] 2 E(D,) whenever n 3 2. Also, since Z is a field, 
2, = E(Z,J 5 E(D,). C onsequently, [D, , D,] + Z, C E(D,). 
Conversely, suppose that e is an idempotent in D, . Then, there exists an 
invertible matrix c E D, such that c-let is of the form en + ... + eBk for some 
k ,( n. For 01 E Z, we have cYe = [OIC, cle] + oLc-let E [D, , D,] + 2, . Hence, 
E(D,) C [Dn , D,] + Z,, . This completes the proof. 
Next, we determine a necessary and sufficient condition for a division ring D to 
satisfy E(D,) = D, when n > 2. In the proof above, we make use of the well- 
known fact that a commutator in Z,, has trace 0. This fact can be generalized as 
follows. 
LEMMA 2 [I, Proposition 21. a E: [D, , D,J ;f and onZy if the truce of a, 
tr a E [D, D]. 
Proof. Let b = (bij) and c = (cij) be in D, . Then 
[h cl = (c @ik% - &A) 
k 
and so tr [b, c] = Ci,k[bik , cki] E [D, D]. Hence, if a E [D, , D,] then tr a E [D, D]. 
Now assume that a = CiSj uijeij ED, and t = xi ui, E [D, D]. If i # j, then 
uijeij = [uijeij , eji]. As to the diagonal entries, we have 
n 
wll + a2,e2, + “* + annenn = tell + C Uii(eii - ell). 
i=2 
NOW a,,(eii - ell) = [uiieli , -eil] for i # 1. Also, [D, DIeI = [De,, , De,,]. 
Consequently, a E [D, , D,]. This shows that if tr a E [D, D] then a E [D, , D,]. 
With this lemma in hand, we are ready to prove 
THEOREM 3. For n > 2, E(D,) = D, if and only if D = [D, D] + Z. 
Proof. Assume first that E(D,) = D, for some n > 2. By Theorem 1, this 
is equivalent to D, = [Da , D,] + Z, . Let d E D. Then de,, = a + b for some 
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a E [D, , D,] and b E 2, . Thus tr b E 2 and, in view of the previous lemma, 
tr a E [D, D]. Hence, d = tr de,, == tr a + tr b E [D, D] -1 2. Conversely, 
assume that D = [D, D] + 2. Then D, = [D, Din + Z, . If a E [D, Din, 
certainly tr a E [D, D] and hence a E [D, , D,] by Lemma 2 again. Thus, 
D, = [On, D,] + Z, = E(D,) for n > 2. 
3. FINITE-DIMENSIONAL DIVISION ALGEBRAS 
To investigate whether a division ring D satisfies D = [D, D] + Z, sometimes 
it is more convenient to look at the tensor product D gz K with some field 
extension K over Z. Here we prove a crucial 
LEMMA 4. Let K be a jield extension over Z and R = D az K. Then 
D = [D, D] + Z ij and only ij A = [R, R] + K. 
Proof. Assume that D = [D, D] + Z. Then each d E D can be written as 
d = &[ui , bi] + 01 where ai , b+ E D and 01 E Z. For k E K, we have d @ h = 
Ci[ui , bJ @ k + 01 @ h = Ci[ui @ I, bi @ h] + 1 @ & E [R, R] + K. Hence, 
R = [R, R] + K. Conversely, assume that R = [R, R] + K. For d E D, we 
have d @ 1 = z& aij @ Zij , &, bi, @ mih] + 1 @,I h = Ci,i,h[uij , bib] @ 
lijmi,, + 1 @ h where uij , b,, E D, ljj , mih , k E K. Choosing a base of K over 
Z with 1 as one of the base elements, and expressing lij , mih and k as linear 
combinations of these base elements, we see that d E [D, D] + Z by the linear 
independency. Consequently, D = [D, D] + Z. 
Let D be finite-dimensional over Z. We are now in a position to give in terms 
of dim, D a criterion of the property D = [D, D] + Z. 
THEOREM 5. Suppose that dim, D = m2. Then D = [D, D] + Z if and only 
if m is invertible in D. 
P~ooj. Let K be a maximal subfield of D. Then R = D oz K N KWL 
[2, p, 961. By the preceding lemma, D = [D, D] + Z if and only if K, = 
[K, , Km] + K. If K, = [K, , K,,] + K, then e,, = Ci[ui , bi] + 01 for some 
ai , bi G K, and CL E K. Thus 1 = tr err = ma, so m is invertible in D. NOW 
assume that m is invertible in D. For a E KTll let 01 = tr a. Then a - a/m has 
trace 0, so a - oljm E [K, , Km] in light of Lemma 2. Hence a E [K,,, , K,,] + K, 
so Km = [Km , Km] + K. 
Combining Theorems 1, 3, and 5, we have 
THEOREM 6. Let D be a division ring with center Z and dim, D = m2. Then 
(1) if char D = 0, then E(D,) = Dnjor all n >, 2, 
(2) if char D = p, then E(D,) = D, for n 3 2 ijund only ifp 7 m. 
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In view of this theorem, the simplest counter-example to Herstein’s problem 
is the case whenp = 2 and m = 2. We give here an explicit construction of such 
a division ring. 
Example 1. Let F be the field of 2 elements and F(x) the extension field 
obtained by adjoining to F a root of x2 + x + 1 = 0. Let L = F(x, t) be the 
simple transcendental extension of F(x) in the indeterminate t. Then L admits an 
F(t)-automorphism s which sends x into 1 + x. By a classical theorem [5, 
Theorem II 3.41, the cyclic algebra D = (L, S, t) is a division algebra of exponent 
2 over F(t). More explicitly, D = (01~ + ollx + azy + cs3xy 1 oli E F(t)} where the 
addition is defined componentwise and the multiplication is defined so that 
y2 = t, yx = (1 + x)y and F(t) is the center Z(D) of D. Thus, char D = 2 and 
dim, D = 4 as desired and so E(D,) # D, for any n > 2. 
4. INFINITE-DIMENSIONAL DIVISION ALGEBRAS 
First, we give an example of infinite-dimensional division algebras D satisfying 
D = [D, D] + Z. The following famous example is due to Harris [I]: 
Example 2. Let F be a field and R = F[x, , y1 , x2 , y2 ,...I the set of all 
polynomials in indeterminates xi , yr , x2 , ya ,... over F. The addition in R is 
defined the usual way and the multiplication by [xi , xj] = 0 = [yi , yj], 
[~~,~~]=O=[y~,~]for(~~F,[x~,y~]=land[x~,y~]=Ofori#j.Itcanbe 
shown that R has the common right multiple property and so can be imbedded 
in a division ring D = {pq-l 1 p, q E R, q # 0). The main result of Harris’ work 
[I] is that such a division ring D satisfies D = [D, D]. So, for our purpose, it 
remains to confirm that D is indeed infinite-dimensional over its center Z. This 
is clear; for if dim, D = m2 then, by looking at the tensor product D @z F with 
any maximal subfield F, we see that F,, ‘u D (2~~ F = [D (5Jz F, D @)= F] ‘v 
[FTr, , F,,] which is obviously absurd because some matrices in F,, have nonzero 
traces. 
Next, we give another example for the other extreme. 
Example 3. Let F be a field, and K = F( . . . . xP1 , x0, x1 , x2 ,...) the field 
extension by adjoining a countable set of indeterminates {x~~}~=:=-~ to F. Let c be 
the F-automorphism of K defined by u(x,J = x,+r . We consider the a-twisted 
Laurent series algebra D = K((t; 0)). The elements in D are the formal Laurent 
series cr=, a,tn. The addition in D is defined componentwise and the multi- 
plication is defined as usual except ta = a(a)t for a E K. 
We claim first that Z = F and accordingly D is infinite-dimensional over Z. 
Let xz=:=, ant” be a central element in D. For each ui we have JFrcp_, uiantrL = 
ui(zEk antn) = (CT==, antn)ui = xzzk anun(ui)tn = xz=, anuiintn. Hence 
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a - 0 for all n f- 0. That is, Z C K. Now if a E K is in Z, then at = ta = a(a)t IL - 
and so u(a) = a. But this can happen only when a E F, hence Z = F. 
Now we show that [D, D] + Z # D. Let A L= CL, a$, and B = CT=, b,tj 
be two elements in D. Then the constant term of [A, B] is Ci+j=o[aiai(bj) - 
b$(aJ]. Yote that each term ai& - b,uj(a,) = xjj - uj(xij) where xij = 
ai&( Using the fact that 
x - uyx> = [x - u(x)] + [u(x) - u”(x)] + ..’ T [u”-‘(x) - u’“(x)] 
and s - u-‘(x) = [-u-l(x)] - u[-u-l(x)] we can express each xij - uj(Xij) as 
the sum of elements of the form y - u(y). The additivity of u makes the sum a 
single term. Hence, the constant term of an element in [D, D] + Z is of the form 
a - u(a) - 01 where a G K and a: E F. Now if D = [D, D] + Z, then we can 
write s,, = a - u(a) +- cz for some a E K and 01 E F. Write a = bc-I, where 
b, c E F[s-,, ,..., x0 ,..., x%] and c f 0. We may assume further that b and c are 
relatively prime since F[xdn ,.. ., .x(, ,..., x,] is a unique factorization domain. 
Now x,, = bcpl - u(b) u(c)-’ + 01 so (x,, - a) CU(C) = bu(c) - co(b). Hence c 
divides the right-hand side and hence divides U(C) since b is prime to c. Similarly, 
we can get that u(c) divides c. That means, U(C) and c are associates, say U(C) = /lc 
for some /3 E F. This implies that c is in F. That is, a E F[+, ,..., x0 ,..., xn] 
actually. Note that the indeterminates occurring in a are not the same as those 
occurring in u(a) if a is not in F. The equality x,, = a - u(a) -+ (Y implies that 
the smallest index n such that x, occurs in a is 0. On the other hand, it also 
implies that the largest index n such that x, occurs in u(a) is 0. That is, the 
largest index n such that X, occurs in a is - I, a contradiction. This completes the 
proof that D f [D, D] + Z. 
The above example reveals a bad news. For any field F, no matter how good it 
is, one can always construct a division ring D with F as its center and 
D f [D, D] + F. In other words, any attempt to make Herstein’s conjecture 
valid by imposing conditions on the centroid will be in vain. 
5. A *-VERSION 
A corresponding problem concerning symmetric idempotents (projections) 
in simple rings with involution was also raised by Herstein. The following 
question is related to a question of von Neumann on rings of operators: 
Let R be a simple ring with involution having nontrivial symmetric idempotents. 
Then is the span E*(R) of the symmetric idempotents over the centvoid all of R ? 
Strictly speaking, the question is stated a little carelessly. When the involution 
of R is of the first kind, namely, the involution induced on the centroid is the 
identity map, the elements in E*(R) are all symmetric and hence the answer is 
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definitely no. So the question remains interesting only if the condition is added 
that the involution on R is of the second kind. However, even so, the answer is 
still “no”! 
EXAMPLE 4. Let F be the field of four elements. That is, F == (0, 1, a, 1 + a} 
where a is a root of X2 + X + 1 = 0. Then F has a nontrivial involution 
(automorphism of period 2) * sending a into 1 + a. Let R = F, be the ring of 
2 x 2 matrices over F with the involution defined by (F f) --f ($ $. An 
elementary calculation shows that a nontrivial idempotent 2 x 2 matrix over 
a field must be one of the forms: (: i), (z t) or (B-~C~-o2J /,) with p # 0. Hence 
the only nontrivial symmetric idempotents in R are (i “0) and (t i). So, E*(R) = 
((“0 8 I a,6 EF) # R. 
In general, extra conditions on F are needed to make E*(F,) = F,; a drastic 
condition that works is algebraic closedness. One can prove this via matrix 
calculation and generalize it to E*(F,J = F, for n 3 2. In view of this fact, 
one might expect E*(R) = R to be true when the centroid of R is subject to 
some condition. Unfortunately, any attempt toward this direction would be in 
vain. On the contrary, one can always construct a division ring D with a gz’wen 
field as its center such that E*(D,) # D, for any n 2 2. Such an example can be 
provided by defining suitable involutions on the division rings given in 
Example 3. 
EXAMPLE 5. Let F be any field with a nontrivial involution *, and D = 
K((t; u)) the division algebra of a-twisted Laurent series in the indeterminate t 
over the field K = F( . . . . xel , x,, , x1 , x2 ,... ). As we have shown in Example 3, 
Z(D) = F and E(D,) # D, for n > 2. The division ring D can be equipped with 
an involution by extending * via t* = t and xf = xdi for all i. Then the matrix 
ring D, with transpose-type involution abounds with nontrivial symmetric 
idempotents. Since E*(D,) C E(D,), it follows immediately that E*(D,) + D, . 
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