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a b s t r a c t
A symbolic dynamical system is a continuous transformation Φ : X −→ X of closed
subset X ⊆ AV, where A is a finite set and V is countable (examples include subshifts,
odometers, cellular automata, and automatonnetworks). The functionΦ induces a directed
graph (‘network’) structure onV, whose geometry reveals information about the dynamical
system (X,Φ). The dimension dim(V) is an exponent describing the growth rate of balls
in this network as a function of their radius. We show that, if X has positive entropy
and dim(V) > 1, and the system (AV,X,Φ) satisfies minimal symmetry and mixing
conditions, then (X,Φ) cannot be positively expansive; this generalizes a well-known
result of Shereshevsky about multidimensional cellular automata. We also construct a
counterexample to a version of this result without the symmetry condition. Finally, we
show that network dimension is invariant under topological conjugacieswhich are Hölder-
continuous.
© 2011 Elsevier B.V. All rights reserved.
Let X be Cantor space (the compact, perfect, zero-dimensional metrizable topological space, which is unique up to
homeomorphism). A Cantor dynamical system is a continuous self-map Φ : X−→X. In addition to its intrinsic interest,
the class of Cantor systems is important because it has two universal properties. First, any topological dynamical system on
a compact metric space is a factor of a Cantor system; see [1, Corollary 3.9, p.106] or [2, p.1241]. Second, the Jewett–Krieger
Theorem says that any ergodicmeasure-preserving system can be represented as a uniquely ergodic,minimal Cantor system
[3, Section 4.4, p.188].
IfA is a finite set, andV is a countably infinite set, then the product spaceAV is a Cantor space. Thus, any Cantor dynamical
system can be represented as a self-mapΦ : AV−→AV, or more generally, as a self-mapΦ : X−→X, whereX ⊂ AV is a
pattern space (a closed subset ofAV). We refer to the structure (AV,X,Φ) as a symbolic dynamical system. At an abstract
topological level, any perfect pattern spaceX is homoeomorphic to Cantor space, so a perfect symbolic dynamical system
is simply a Cantor dynamical system.What distinguishes symbolic dynamical systems is a particular way of representingX
as a subset of some Cartesian productAV (so that an element ofX corresponds to some V-indexed ‘pattern’ of ‘symbols’ in
the alphabetA).
The network of Φ is the digraph structure ( •→) on V defined as follows: for all v,w ∈ V, we have v •→w if and only if
the value of Φ(x)w depends nontrivially on the value of xv. We say that (V, •→) has dimension δ if the cardinality of a ball
of radius r grows like rδ as r→∞. (Note that δ is not necessarily an integer.) For example, if Φ : AZD−→AZD is a cellular
automaton, then its network is just a Cayley digraph on ZD; the dimension of this network is D.
This paper explores the relationship between network dimension and the properties of (X,Φ) as a topological dynamical
system. In Section 1, we formally define the dimension of a network (V, •→) and the entropy of a pattern space on V.
In Section 2, we generalize an important result of Shereshevsky (later reproved by Finelli, Manzini, and Margara) about
multidimensional cellular automata. We show that, if dim(V, •→) > 1 (more generally, if (V, •→) has ‘superlinear
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connectivity’), and X has positive entropy and a mild ‘mixing’ condition, and the system (AV,X,Φ) has some minimal
symmetries, then (X,Φ) cannot be positively expansive (Theorem 2.7). In Section 3, we consider the propagation of a
symbolic dynamical system, and its relationship with sensitivity and equicontinuity. In Section 4, we show that a ‘naive’
generalization of Shereshevsky’s result cannot be true, by constructing a positively expansive symbolic dynamical system
with network dimension two. Thus, any result similar to Theorem 2.7 must impose at least some additional technical
conditions.
The counterexample in Section 4 also shows that network dimension is not invariant under topological conjugacy; thus,
it cannot be treated as a structural property of an abstract topological dynamical system (X,Φ). However, in Section 5,
we propose to augment the system (X,Φ) with a metric which is Lipschitz for Φ; we show that network dimension is a
structural property of this ‘metric’ dynamical system, as it is invariant under all biHölder conjugacies (Corollary 5.8). Sections
2–5 are logically independent, and can be read in any order.
1. Preliminaries
LetA be a finite set (called an alphabet) endowed with the discrete topology. Let V be a countably infinite set of points
(called vertices). Endow AV with the Tychonoff product topology. A pattern space is a closed subset X ⊆ AV, endowed
with the subspace topology. A symbolic dynamical system is triple (AV,X,Φ), where X ⊆ AV is a pattern space and
Φ : AV−→AV is a continuous function such that Φ(X) ⊆ X. (Sometimes we will simply indicate this as (X,Φ) whenA
and V are clear from context.)
Example 1.1. (a) Let V = ZD × NE for some D, E ≥ 0 and letX ⊂ AZD×NE be a subshift (i.e. closed, shift-invariant subset).
ThenX is a pattern space. Fix z ∈ ZD×NE , and letσ z : AZD×NE−→AZD×NE be the associated shiftmap. Then (AZD×NE ,X, σ z)
is a symbolic dynamical system.
(b) Let V = ZD × NE , and let Φ : AZD×NE−→AZD×NE be a cellular automaton (CA) — i.e. a continuous, shift-commuting
map. Then (AZ
D×NE ,Φ) is a symbolic dynamical system. More generally, ifX ⊂ AZD×NE is any Φ-invariant subshift, then
(AZ
D×NE ,X,Φ) is a symbolic dynamical system.
(c) For all v ∈ V, letAv ⊆ A. LetX := ∏v∈VAv; thenX is a pattern space. If Φ : X−→X is a continuous self-map, then
(AV,X,Φ) is a symbolic dynamical system, sometimes called an automaton network, because it can be interpreted as an
infinite network of interacting finite-state automata.
(d) Gromov has initiated a study of ‘proalgebraic’ dynamical systems, which are (loosely speaking) projective limits of
polynomial self-mappings of algebraic varieties [4]. If the base field F is finite (e.g. F = Z/p), then a ‘proalgebraic space’
can be represented as a pattern space with alphabet F; hence a proalgebraic system is a symbolic dynamical system. ♦
The analysis of subshifts and cellular automata depends heavily on the highly symmetric structure created by
shift-invariance. Likewise, Gromov’s analysis of proalgebraic systems requires a structure of ‘local’ symmetries (called
holonomies). We will also make use of some minimal symmetry assumptions in Section 2. However, in general, symbolic
dynamical systems do not have any appreciable symmetries.
For any x ∈ X and U ⊂ V, we define xU := [xu]u∈U ∈ AU; we then defineXU := {xU ; x ∈ X} ⊆ AU. Let Φ : X−→X
and let u, v ∈ V. We write ‘‘u •→v’’ if there exist x, y ∈ X such that:
xw = yw for all w ∈ V \ {u}, but xu ≠ yu and Φ(x)v ≠ Φ(y)v. (1)
—in other words, the value of Φ(x)v is sometimes influenced by the value of xu. The set Φin(v) := {u ∈ V ; u •→v} is called
the input neighbourhood ofΦ at v. If xΦin(v) = yΦin(v), thenΦ(x)v = Φ(y)v. Thus, there is a function φv : AΦin(v)−→A (called
the local rule ofΦ at w) such that, for any x ∈ X, we haveΦ(x)v = φv(xΦin(v)).
Lemma 1.2. Let (AV,X,Φ) be a symbolic dynamical system. ThenΦin(v) is finite for all v ∈ V.
Proof. (By Contradiction) Let F1 ⊂ F2 ⊂ F3 ⊂ · · · ⊂ V be an increasing sequence of finite sets such that V = ∞n=1 Fn.
Suppose Φin(v) is infinite. Then for all n ∈ N, we have Φin(v) ⊈ Fn, so there exists some un ∈ Φin(v) \ Fn. Find xn, yn ∈ X
verifying definition (1) for ‘‘un •→ v’’. Then xnFn = ynFn , but Φ(xn)v ≠ Φ(yn)v. By dropping to a subsequence if necessary, we
can assume that there exist distinct a ≠ b ∈ A such that
Φ(xn)v = a and Φ(yn)v = b, for all n ∈ N. (2)
By dropping to a further subsequence if necessary, we can assume there is some z ∈ X such that xnFn = zFn = ynFn for all
n ∈ N. Thus, xn−−−−n→∞→z and yn−−−−n→∞→z (because any finite subset of V is contained in some Fn, because V =
∞
n=1 Fn).
It follows that Φ(xn)−−−−n→∞→Φ(z) and Φ(yn)−−−−n→∞→Φ(z) (because Φ is continuous by hypothesis). But then statement (2)
implies both thatΦ(z)v = a and thatΦ(z)v = b. Since a ≠ b, we have a contradiction. 
Example 1.3. (a) If Φ : AZD−→AZD is a cellular automaton, then Lemma 1.2 plus shift-invariance yields the Curtis–
Hedlund–Lyndon theorem.
(b) Fix A ∈ N and letA := [0 . . . A). Letm := (m0,m1,m2, . . .) be a sequence of natural numbers in [1 . . . A]. LetV := N, and
letX := {a ∈ AN; 0 ≤ av < mv, ∀ v ∈ V}. LetΦ : X−→X be the m-ary odometer [1, Section 4.1, p.136]. ThenΦin(0) = {0}
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Fig. 1. The network of an odometer.
and φ0 : A−→A is defined by φ0(a0) := (a0 + 1) mod m0. Meanwhile, for all N ≥ 1, we have Φin(N) = [0 . . .N], and
φN : A[0...N]−→A is defined by
φN(a0, a1, . . . , aN) :=

(aN + 1) mod mN if an = mn − 1, ∀n ∈ [0 . . .N);
aN otherwise.
♦
Directed graphs
Let V be a set of ‘vertices’. A directed graph (or digraph) structure on V is a binary relation ( •→) on V (i.e. a subset
( •→) ⊆ V× V). For any v,w ∈ V, we write ‘‘v •→w’’ if (v,w) ∈ ( •→). More generally, we say v is upstream of w (‘‘v ❀ w’’) if
either v = w, or there is a directed path v = v0 •→v1 •→· · · •→vn = w. The relation (❀) is a partial order (it is reflexive and
transitive). We write v ! w if v ❀ w and w ❀ v. Thus, (!) is an equivalence relation; the (!)-equivalence classes of V
are called the biconnected components of (V, •→). We say that (V, •→) is biconnected if v! w for all v,w ∈ V.
Let (∼) be the smallest equivalence relation on V which contains ( •→). Equivalently, for any u,w ∈ V, we have u ∼ w
if either (1) u ❀ w; or (2) w ❀ u; or (3) (inductively) there exists some v ∈ V such that u ∼ v ∼ w. The (∼)-equivalence
classes are the connected components of V; if v ∼ w for all v,w ∈ V, then we say that (V, •→) is connected.
If Φ : AV−→AV is any continuous function, then we can define a digraph relation ( •→) on V by statement (1) above.
This digraph is called the network ofΦ .
Example 1.4. (a) LetΦ : AZD×NE−→AZD×NE be a cellular automaton; then the network ofΦ is a Cayley digraph onZD×NE .
(b) Fig. 1 depicts the network of the odometerΦ : AN−→AN from Example 1.3(b). ♦
Network dimension
Let (V, •→) be an infinite digraph (e.g. the network of a continuous function Φ : AV−→AV). For any subset U ⊂ V,
define B(U, 1) := U∪ {v ∈ V ; ∃ u ∈ U : v •→u}. Then inductively define B(U, n+ 1) := B (B(U, n), 1) for all n ∈ N. Thus,
B(w, 1) := {w} ∪ Φin(w), and B(w, r) is the set of all v ∈ V such that there exists some path v = v1 •→v2 •→· · · •→vs = w
with s ≤ r . For any v ∈ V, we define
dimv(V, •→) := lim infr→∞
log |B(v, r)|
log(r)
and dimv(V, •→) := lim sup
r→∞
log |B(v, r)|
log(r)
. (3)
If dimv(V, •→) = dimv(V, •→), then we refer to their common value as ‘‘dimv(V, •→)’’, the dimension of (V, •→) at v, and we
say that (V, •→) is dimensionally regular at v. We say (V, •→) is dimensionally regular if it is dimensionally regular at every
v ∈ V.
Example 1.5. For all r ∈ N, let βv(r) := |B(v, r)|.
(a) Let δ ∈ [0,∞), and suppose
0 < lim inf
r→∞
βv(r)
rδ
≤ lim sup
r→∞
βv(r)
rδ
<∞.
(For example, suppose βv(r) = C rδ + p(r), where C is a constant and p is a polynomial of degree less than δ.) Then
dimv(V, •→) = δ.
(b) Likewise, if C, δ, λ > 0, and βv(r) = C rδ · log(r)λ, then dimv(V, •→) = δ.
(c) Let c > 0. If βv(r) = cr , then dimv(V, •→) = ∞. ♦
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Let dim(V, •→) := sup dimv(V, •→) ; v ∈ V and dim(V, •→) := inf{dimv(V, •→); v ∈ V}. If dim(V, •→) = dim(V, •→),
then we refer to their common value as ‘‘dim(V, •→)’’, the (global) dimension of (V, •→), and we say that (V, •→) is
dimensionally homogeneous. (This implies that (V, •→) is everywhere dimensionally regular.)
Example 1.6. (a) Give ZD the obvious Cayley digraph; then dim(ZD) = D.
(b) Let (N, •→) be the digraph in Fig. 1 (the odometer). Then dim(N, •→) = 0, because for all n ∈ N, and all r ≥ 1, we have
|B(n, r)| = n+ 1 (because B(n, r) = [0 . . . n]).
(c) If (V, •→) is the Cayley digraph of a group G, then dim(V, •→) is called the growth dimension of G. More generally, if
(V, •→) is any graph whose automorphism group acts transitively, then (V, •→) is ‘almost’ a Cayley digraph; for a survey of
the well-developed dimension theory for such graphs, see [5, Section 5] or [6]. ♦
The dimension of a Cayley digraph is always an integer. However, there exist ‘self-similar’ graphs with fractional
dimensions [7]. Digraph dimension is closely related to properties of diffusion processes and electrical conductance on
graphs [8–11], the existence of periodic points in ‘majority vote’ networks [12,13], and also arises in certain models of
quantum gravity [14,15].
Not all digraphs are dimensionally regular. For example, consider a digraph which consists of increasingly large ‘clumps’
which are spaced at increasingly long intervals along an infinite line-graph; bymaking the clumps and the intervals between
them grow fast enough, one can force dimv(V, •→) = 1 while dimv(V, •→) > 1 for some v ∈ V. (However, examples like
this are highly contrived; probably, most ‘natural’ examples are dimensionally regular.)
Furthermore, not all connected, dimensionally regular digraphs are dimensionally homogeneous. For example, letV1 ∼= Z
be a biconnected Cayley digraph of Z, and let V2 ∼= Z2 be a biconnected Cayley digraph of Z2. Let V = V1 ⊔ V2, with
connections n •→ (n, 0) for all n ∈ Z ∼= V1. Then V1 and V2 are biconnected components of V, with V1 upstream from V2.
Clearly, dimv(Vk) = k for all v ∈ Vk and k = 1, 2.
Lemma 1.7. Let (V, •→) be a digraph. If v ❀ w, then dimv(V, •→) ≤ dimw(V, •→) and dimv(V, •→) ≤ dimw(V, •→).
Proof. If v ❀ w, then there exists R > 0 such that v ∈ B(w, R). Thus, for all r ∈ N, we have B(v, r) ⊆ B(w, R + r), hence
|B(v, r)| ≤ |B(w, R+ r)|. Thus
dimv(V, •→) := lim infr→∞
log |B(v, r)|
log(r)
≤ lim inf
r→∞
log |B(w, R+ r)|
log(R+ r) ·
log(R+ r)
log(r)
=

lim inf
r→∞
log |B(w, R+ r)|
log(R+ r)

·

lim
r→∞
log(R+ r)
log(r)

= dimw(V, •→) · 1.
Hence dimv(V, •→) ≤ dimw(V, •→). Likewise, dimv(V, •→) ≤ dimw(V, •→). 
IfW ⊂ V is a biconnected component of (V, •→), then Lemma 1.7 says that every vertex inW has the same dimension.
In particular, if (V, •→) is biconnected and dimensionally regular, then it is dimensionally homogeneous.
Entropy
Let (V, •→) be a digraph, and letX ⊂ AV be a pattern space. For any v ∈ V, we define the lower and upper topological
entropies ofX around v by:
hv(X) := lim infr→∞
log2 |XB(v,r)|
|B(v, r)| and hv(X) := lim supr→∞
log2 |XB(v,r)|
|B(v, r)| . (4)
Clearly, 0 ≤ hv(X) ≤ hv(X) ≤ log2 |A|. Let h(X) := infv∈V hv(X) and h(X) := supv∈V hv(X). If h(X) = h(X), then we
define h(X) := h(X) = h(X).
For example, if V = ZD and X ⊂ AZD is a D-dimensional subshift, then h(X) = htop(X), where htop(X) is the (D-
dimensional) topological entropy of X, according to the standard definition [16]. However, if Φ : X−→X is a symbolic
dynamical system (e.g. a cellular automaton), then in general hv(X) and hv(X) do not reflect the topological entropy of
(X,Φ) as an abstract topological dynamical system. Indeed, if hv(X) > 1, then it is possible to have htop(X,Φ) = ∞.
2. Positive expansion versus network connectivity
A topological dynamical system (X,Φ) is posexpansive if it is topologically conjugate to a one-sided shift. In particular,
let (AV,X,Φ) be a symbolic dynamical system. Fix a finite subset W ⊂ V, let B := AW and define the function
ΦNW : X−→BN by
ΦNW(x) := [xW, Φ(x)W, Φ2(x)W, Φ3(x)W, . . .], for all x ∈ X.
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Fig. 2. Example 2.2(b).
Then (X,Φ) is posexpansive if and only if there is some finite subset W ⊂ V (called a posexpansive window) such that
the function ΦNW is an injection. If Y := ΦNW[X] ⊆ BN and σ : BN−→BN is the shift map, then σ(Y) ⊆ Y, and ΦNW is a
topological conjugacy from (X,Φ) to the system (Y, σ ).
For anyW ⊂ V and T ∈ N, defineΦ [0...T ]W : X−→B[0...T ] by
Φ
[0...T ]
W (x) := [xW, Φ(x)W, Φ2(x)W, . . . ,ΦT (x)W], for all x ∈ X.
LetWT :=

v ∈ V ; ∀ x, x′ ∈ X,

Φ
[0...T ]
W (x) = Φ [0...T ]W (x′)

H⇒

xv = x′v

. Thus,
for all x, x′ ∈ X,

Φ
[0...T ]
W (x) = Φ [0...T ]W (x′)

H⇒

xWT = x′WT

. (5)
We haveW = W0 ⊆ W1 ⊆ W2 ⊆ W3 ⊆ · · ·; the sequence {Wt}∞t=0 is called the (X,Φ)-panorama ofW. Clearly,W is a
posexpansive window forΦ if and only if
∞
t=0
Wt = V. (6)
Shereshevsky has shown that multidimensional cellular automata can never be posexpansive. To be precise, he showed: if
(G, ·) is any groupwith growth dimension D ≥ 2 (e.g.G = ZD), andX ⊂ AG is a subshift with positive topological entropy,
and Φ : AG−→AG is anX-preserving cellular automaton, then the system (X,Φ) is not posexpansive; see [17, Corollary
2] or [18, Theorem 1.1]. The special casewhenG = ZD andX = AZD was later reproved in [19, Theorem 4.4]. In this section,
we will generalize this result to any symbolic dynamical system satisfying some mild symmetry and mixing conditions.
Let (V, •→) be a digraph. An injection τ : V−→V is a subisometry if, for all v,w ∈ V, (v •→w) ⇐⇒ (τ (v) •→ τ(w)).
Thus, for all v ∈ V and r > 0, we have τ [B(v, r)] ⊆ B[τ(v), r] (with equality if τ : V−→V is surjective). The map τ induces
a surjection τ∗ : AV−→AV defined by τ∗(a) := a′ where a′v := aτ(v) for all v ∈ V. We will abuse notation by dropping the
‘‘∗’’ subscript. LetX ⊆ AV be a pattern space; if τ is a subisometry and τ(X) = X, then we say τ is a subsymmetry ofX.
Example 2.1. Let V = ZD × NE for some D, E ≥ 0 (or some other finitely generated monoid), with the Cayley digraph
structure induced by some finite generating set. Fix w ∈ V, and define the shift map τw : V−→V by τw(v) := v+ w; then
τ is a subisometry of the Cayley digraph. IfX ⊆ AZD×NE is a subshift, then τ is a subsymmetry ofX.
Note. Subsymmetries of X are not necessarily injective (as mappings of X). For example, the unilateral shift on AN is a
subsymmetry, but it is many-to-one. ♦
Let (AV,X,Φ) be a symbolic dynamical system. A subsymmetry of (AV,X,Φ) is a subisometry τ : V−→V such that
τ(X) = X and τ ◦ Φ = Φ ◦ τ .
Example 2.2. (a) Let V = ZD × NE (or any other finitely generated group), let X ⊆ AZD×NE be a subshift, and let
Φ : AZD×NE−→AZD×NE be an X-preserving cellular automaton. Then any (ZD × NE)-shift is a subsymmetry of the
system (AZ
D×NE ,X,Φ).
(b) Letψ : A×A−→A be a binary operator (e.g. a group operator). Let (AV,Φ) be an arbitrary symbolic dynamical system
(perhapswith no symmetries), such as the one in Fig. 2(a). DefineV := V×Z, and identifyAV with (AV)Z in the obvious
way; a generic element ofAV could be indicated asa := [an]n∈Z, where an ∈ AV for all n ∈ Z. Let σ : (AV)Z−→(AV)Z
be the shift map; then σ is a subsymmetry ofAV. Define Φ : AV−→AV by Φ[a] =b, where bnv = ψ[Φ(an)v, an+1v ] for
all n ∈ Z and v ∈ V; this yields the connection network in Fig. 2(b). Then σ is a subsymmetry of (AV,Φ). ♦
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Fig. 3. Example 2.5(b).
We say that the pattern spaceX has weak independence if there is some constant ϵ > 0 such that, for any disjoint balls
B1, . . . ,BN ⊂ V,
log2
XB1⊔···⊔BN  ≥ ϵ N−
n=1
log2
XBn  . (7)
This can be seen as a kind of ‘topological mixing’ condition — it means that the information contained in balls B1, . . . ,BN−1
has limited power to predict the contents of ball BN .
Example 2.3. For all v ∈ A, letAv ⊂ A be a subset of cardinality at least 2. LetX := ∏v∈VAv ⊂ AV; then h(X) ≥ 1, and
X has weak independence.
In particular, the spaceX = AV itself satisfies weak independence. ♦
For any v ∼ w ∈ V, let d(v,w) be the length of the shortest undirected path from v to w; then d is a metric on each
connected component of V. (If v ≁ w, let d(v,w) := ∞). For any v ∈ V, let speed(v, τ ) := limn→∞ d[v,τn(v)]n .
Lemma 2.4. Let τ : V−→V be a subisometry.
(a) For any v,w ∈ V, we have d [τ(v), τ (w)] ≤ d(v,w) (with equality if τ : V−→V is surjective).
(b) For any v ∈ V, we have speed(v, τ ) = infn∈N d[v,τn(v)]n .
(c) For all v,w ∈ V, if v ∼ w, then speed(v, τ ) = speed(w, τ ).
Proof. (a) Let (v0, v1, v2, . . . , vN) be a minimal undirected path from v to w (i.e. v0 = v, vN = w, and either vn−1 •→ vn
or vn •→ vn−1 for all n ∈ [1 . . .N]). Then (τ (v0), τ (v1), . . . , τ (vN)) is an undirected path of length N from τ(v) to τ(w).
(However, there may exist shorter paths from τ(v) to τ(w)which do not arise as τ -images of paths from v to w).
(b) is because the sequence {d[v, τ n(v)]}∞n=1 is subadditive:
d[v, τ n+m(v)] ≤
(△)
d[v, τ n(v)] + d[τ n(v), τ n+m(v)] ≤
(@)
d[v, τ n(v)] + d[v, τm(v)].
Here (△) is the triangle inequality, and (@) is by part (a).
To see (c), let r := d(v,w) (finite because v ∼ w). Then for any n ∈ N,
d[v, τ n(v)] ≤
(△)
d[v,w] + d[w, τ n(w)] + d[τ n(w), τ n(v)]
≤
(@)
d[v,w] + d[w, τ n(w)] + d[w, v]
(Ď)
d[w, τ n(w)] + 2r.
Thus,
speed(v, τ ) := lim
n→∞
d[v, τ n(v)]
n
≤ lim
n→∞
d[w, τ n(w)] + 2r
n
= speed(w, τ ).
Here, (@) is by part (a), and (Ď) is because d[w, v] = d[v,w] (because the definition of d is symmetric) and d[v,w] = r . A
symmetric argument yields speed(w, τ ) ≤ speed(v, τ ). Thus, speed(v, τ ) = speed(w, τ ). 
Lemma 2.4(b) says the limit defining speed(v, τ ) exists for all v ∈ V. We say that τ is a moving subsymmetry if
speed(v, τ ) > 0 for all v ∈ V. [Lemma 2.4(c) implies that it suffices to require speed(v, τ ) > 0 for at least one v in
each connected component of (V, •→).]
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Example 2.5. (a) Let V = ZD with the Cayley digraph structure induced by the standard generating set {(±1, 0, 0, . . . , 0),
(0,±1, 0, . . . , 0), . . . , (0, . . . , 0,±1)}. If z = (z1, . . . , zD) ∈ ZD, and o = (0, . . . , 0), then d(o, z) = |z1| + · · · + |zD|. Let
σ z : ZD−→ZD be the shift map. Then speed(σ z, v) = d(o, z) for all v ∈ ZD. Thus, all nontrivial shifts aremoving symmetries
ofAV.
(b) Let V = Z× N, with the digraph structure shown in Fig. 3. Here, for any (z, n) ∈ V, we have (z, n) •→ (z, n′)whenever
n′ = n ± 1, and we also have (z, n) •→ (z ′, n) whenever z ′ = z + 2n. Thus: · · · •→ (−1, 0) •→ (0, 0) •→ (1, 0) •→ (2, 0) •→
(3, 0) •→ · · ·, and · · · •→ (−2, 1) •→ (0, 1) •→ (2, 1) •→ (4, 1) •→ (6, 1) •→ · · ·, and · · · •→ (−4, 2) •→ (0, 2) •→ (4, 2) •→
(8, 2) •→ (12, 2) •→ · · ·, etc. Define subisometry τ : V−→V by τ(z, n) = (z + 1, n). Then speed(τ , v) = 0, for all v ∈ V,
because for any k ∈ N, there is a path from v to τ (2k)(v) of length at most 2k+ 1. Thus, τ is not a moving subsymmetry. ♦
In a digraph (V, •→), a vertex v ∈ V has superlinear connectivity if lim infr→∞ |B(v,r)|r = ∞.
Example 2.6. (a) If dimv(V, •→) > 1, then v has superlinear connectivity. (For example, if V is a Cayley digraph of a group
with growth dimension D ≥ 2, then every vertex has superlinear connectivity.)
(b) If v ❀ w and v has superlinear connectivity, then w has superlinear connectivity. ♦
The main result of this section is the following:
Theorem 2.7. Let (AV,X,Φ) be a symbolic dynamical system with a moving subsymmetry. IfX has weak independence, and
there exists some v ∈ V with superlinear connectivity such that hv(X) > 0, then the system (X,Φ) is not posexpansive.
Before proving Theorem 2.7, we provide two concrete consequences.
Corollary 2.8. Let (AV,X,Φ) be a symbolic dynamical systemwith amoving subsymmetry, such thatXhasweak independence.
Suppose that either
(a) h(X) > 0 and dim(V, •→) > 1; or
(b) (V, •→) is dimensionally regular, h(X) > 0, and dim(V, •→) > 1.
Then the system (X,Φ) is not posexpansive.
Proof. Recall: if dimv(V, •→) > 1, then v has superlinear connectivity.
(a) There exists v ∈ V with hv(X) > 0, because h(X) > 0. But v also has superlinear connectivity, because dimv(V, •→) ≥
dim(V, •→) > 1. Now apply Theorem 2.7.
(b) There exists v ∈ V with dimv(V, •→) > 1, because dim(V, •→) > 1. Thus, dimv(V, •→) > 1 also, because (V, •→) is
dimensionally regular. Thus, v has superlinear connectivity. Also, hv(X) > hv(X) ≥ h(X) > 0. Now apply Theorem 2.7. 
Corollary 2.9. Let Φ : AV−→AV be a continuous self-map with a moving subsymmetry. If dim(V, •→) > 1, then the system
(AV,Φ) is not posexpansive.
Proof. IfX = AV, then clearlyX has weak independence, and h(X) = log2 |A| > 0. Now apply Corollary 2.8(a). 
The proof of Theorem 2.7 consists of two lemmas concerning the ‘entropy’ of a pattern space relative to a subsymmetry.
LetX ⊆ AV be a pattern space and let τ : V−→V be a subsymmetry ofX. For any finite F ⊂ V, we define
h(X, τ , F) := lim sup
N→∞
1
N
log2
XF(N) , where F(N) := N
n=0
τ n(F) ⊆ V. (8)
We then define the upper τ -entropy ofX by
h(X, τ ) := sup
F⊂V
finite
h(X, τ , F). (9)
Lemma 2.10. Let (V, •→) be a digraph, and letX ⊆ AV be a pattern space with weak independence. Suppose there exists v ∈ V
with superlinear connectivity and hv(X) > 0. If τ : V−→V is any moving subsymmetry ofX, then h(X, τ ) = ∞.
Proof. Let ϵ > 0 be as in equation (7). Let S := speed(τ , v) > 0.
Claim 1: For any r > 0, we have h[X, τ ,B(v, r)] ≥ Sϵ4r log2
XB(v,r).
Proof. Let m := ⌈2r/S⌉, then the points {v, τm(v), τ 2m(v), τ 3m(v), . . .} are all at least 2r-separated, by Lemma 2.4(b).
Thus, the balls {B(v, r), B(τm(v), r), B(τ 2m(v), r), . . .} are all disjoint. Let F := B(v, r); then for any n ∈ N, we have
τ nm[F] ⊆ B(τ nm(v), r) (because τ is a subisometry of V). Thus, the sets {F, τm(F), τ 2m(F), . . .} are disjoint.
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For any N ∈ N, let F(Nm) := Nmk=0 τ k(F); then F(Nm) ⊇ Nn=0 τ nm(F). Thus
log2
XF(Nm) ≥
(∗)
ϵ ·
N−
n=1
log2
Xτnm(F)
(Ď)
ϵN log2 |XF| , (10)
where (∗) is by Eq. (7), and (Ď) is because τ is a subsymmetry ofX (so |XF| =
Xτ k(F) for all k ∈ Z). Combining Eqs. (8)
and (10), we get
h(X, τ , F) :
(8)
lim sup
N→∞
1
N
log2
XF(N) ≥ lim sup
N→∞
1
Nm
log2
XF(Nm)
≥
(10)
lim
N→∞
ϵ N
N m
log2 |XF| = ϵm · log2 |XF| ≥(∗)
Sϵ
4r
· log2 |XF| ,
as desired. Here, (∗) is becausem := ⌈2r/S⌉ ≤ 4r/S. ✸ Claim 1
It follows from defining Eq. (9) that
h[X, τ ] ≥
(9)
sup
r∈N
h[X, τ ,B(v, r)] ≥ lim sup
r→∞
h[X, τ ,B(v, r)]
≥
(Ď)
lim sup
r→∞
Sϵ
4r
log2
XB(v,r)
= lim sup
r→∞

Sϵ
4
· log2
XB(v,r)
|B(v, r)| ·
|B(v, r)|
r

≥ Sϵ
4
·

lim sup
r→∞
log2
XB(v,r)
|B(v, r)|

·

lim inf
r→∞
|B(v, r)|
r

(4)

Sϵ hv(X)
4

lim inf
r→∞
|B(v, r)|
r (∗)
∞,
as desired. Here, (Ď) is by Claim 1, and (∗) is because hv(X) > 0 and (V, •→) has superlinear connectivity at v. 
Lemma 2.11. Let (AV,X,Φ) be a symbolic dynamical system with a subsymmetry τ : V−→V. If h(X, τ ) = ∞, then (X,Φ)
is not posexpansive.
Proof. (By Contradiction) Suppose (X,Φ) is posexpansive. LetW0 ⊆ V be a posexpansive window, with panorama {Wt0}∞t=0.
For any n ∈ N, letWn := τ n(W0), and for all t ∈ N, letWtn := τ n(Wt0).
Claim 1: For all n ∈ N, {Wtn}∞t=0 is the panorama ofWn.
Proof. For any x, x′ ∈ X, and any T ∈ N, we have
Φ
[0...T ]
Wn (x) = Φ [0...T ]Wn (x′)

⇐⇒

Φ t(x)Wn = Φ t(x′)Wn , ∀ t ∈ [0 . . . T ]

⇐⇒

τ n ◦ Φ t(x)W0 = τ n ◦ Φ t(x′)W0 , ∀ t ∈ [0 . . . T ]

⇐
(Ď)
⇒

Φ t ◦ τ n(x)W0 = Φ t ◦ τ n(x′)W0 , ∀ t ∈ [0 . . . T ]

⇐⇒

Φ
[0...T ]
W0 [τ n(x)] = Φ [0...T ]W0 [τ n(x′)]

(∗)H⇒

τ n(x)WT0 = τ n(x′)WT0

⇐⇒

xWTn = x′WTn

,
as desired. Here (∗) is by statement (5), because {Wt0}∞t=0 is the panorama ofW0, and (Ď) is becauseΦ ◦τ n = τ n◦Φ , because
τ is a subsymmetry of (AV,X,Φ). ✸ Claim 1
Claim 2: (a) There exists T ∈ N such thatW1 ⊆ WT0 .
(b) For all t ∈ N, we haveWt1 ⊆ WT+t0 .
(c) For all n ∈ N, we haveWn ⊆ WnT0 .
(d) For all n, t ∈ N, we haveWtn ⊆ WnT+t0 .
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Proof. (a) follows from Eq. (6). To see (b), let x, x′ ∈ X. Then
Φ
[0...T+t]
W0 (x) = Φ [0...T+t]W0 (x′)

⇐⇒

Φ
[s...T+s]
W0 (x) = Φ [s...T+s]W0 (x′) for all s ∈ [0 . . . t]

⇐
(Ď)
⇒

Φ
[0...T ]
W0 [Φs(x)] = Φ [0...T ]W0 [Φs(x′)] for all s ∈ [0 . . . t]

(∗)H⇒

Φs(x)WT0 = Φs(x′)WT0 for all s ∈ [0 . . . t]

(@)
H⇒

Φs(x)W1 = Φs(x′)W1 for all s ∈ [0 . . . t]

⇐
()⇒

Φ
[0...t]
W1 (x) = Φ [0...t]W1 (x′)

(Ě)
H⇒

xWt1 = x′Wt1

.
Thus, Wt1 ⊆ WT+t0 , as desired. Here, (∗) is by statement (5), because {Wt0}∞t=0 is the panorama of W0. (Ď) is because
Φ
[s...T+s]
W0 (x) = Φ [0...T ]W0 [Φs(x)] (and likewise for x′). (@) is by part (a). Finally, () is by definition of Φ [0...t]W1 (x), and (Ě)
is by statement (5) and Claim 1.
(c) (by induction on n) The case (n = 1) is Part (a). Now suppose inductively that Wn ⊆ WnT0 . Then Wn+1 =
τ(Wn)⊆
(Ď)
τ(WnT0 ) = WnT1 ⊆
(∗)
WnT+T0 = W(n+1)T0 . Here, (Ď) is by the induction hypothesis, and (∗) is by part (b).
(d) is the same argument as in part (b), but using part (c) instead of part (a). ✸ Claim 2
Now, for any H > 0, we can find some finite subset F ⊂ V such that h(X, τ , F) > H (because h(X, τ ) = ∞). Eq. (6)
yields some t such that F ⊆ Wt0. Thus, for any N ∈ N, and all n ∈ [0 . . .N], we have
τ n[F] ⊆ τ n[Wt0] = Wtn⊆
(∗)
WnT+t0 ⊆
(Ď)
WNT+t0 ,
where (∗) is by Claim 2(d), and (Ď) is because nT + t ≤ NT + t . Thus,
if F(N) :=
N
n=0
τ n(F), then WNT+t0 ⊇ F(N). (11)
Thus,
log2
Φ [0...NT+t]W0 (X) ≥
(∗)
log2
XWNT+t0  ≥(Ď) log2 XF(N) . (12)
Here, (∗) is because statement (5) yields an injection from XWNT+t0 into Φ
[0...NT+t]
W0 (X); meanwhile (Ď) is by Eq. (11). Let
B := AW0 and Y := ΦNW0(X) ⊆ BN. Then
h(Y, σ ) := lim sup
M→∞
log2 |Y[0...M]|
M
≥ lim sup
N→∞
log2 |Y[0...NT+t]|
NT + t
= lim sup
N→∞
log2
Φ [0...NT+t]W0 (X)
NT + t ≥(Ď) lim supN→∞
log2
XF(N)
NT + t
= lim sup
N→∞

N
NT + t

log2
XF(N)
N

(Ě)
h(X, τ , F)
T
>
H
T
. (13)
Here, (Ď) is by Eq. (12), and (Ě) is by defining Eq. (8). Now, H can be made arbitrarily large, because h(X, τ ) = ∞. Thus,
letting H→∞ in (13), we conclude that h(Y, σ ) = ∞.
But clearly, h(Y, σ ) ≤ log2 |B| = log2 |AW0 | = |W0| · log2 |A| <∞, becauseA andW0 are finite. Contradiction. 
Proof of Theorem 2.7. Combine Lemmas 2.10 and 2.11. 
Remark. (a) Observe that Lemma 2.11 is really a statement about (X,Φ) as a topological dynamical system with a
subsymmetry; it does not depend on any specific representation of (X,Φ) as a symbolic dynamical system (i.e. any specific
embeddingX ⊂ AV for someA and V). As such, Lemma 2.11 is an interesting result in itself.
(b) Theorem 2.7 applies even if τ and its iterates are the only symmetries of (AV,X,Φ). In particular, we do not require the
symmetry group of (AV,X,Φ) to itself have growth dimension greater than 1.
(c) The ‘weak independence’ condition in Theorem 2.7 and Lemma 2.10 is probably not necessary.
3. Propagation, sensitivity, and equicontinuity
If Φ : AV−→AV is continuous, then for all t ∈ N, the function Φ t : AV−→AV is also continuous; hence we can apply
Lemma 1.2 to define input neighbourhoods Φ tin(v) ⊂ V for all v ∈ V. The propagation of Φ at v is the function ρv : N−→N
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defined by
ρv(T ) :=
Φ [0...T ]in (v) , whereΦ [0...T ]in (v) := T
t=0
Φ tin(v), for all T ∈ N. (14)
Clearly, ρv(T ) ≤ |B(v, T )| (because for all t ∈ [0 . . . T ], we haveΦ tin(v) ⊆ B(v, T )). In general, this inequality may be strict.
Let (AV,X,Φ) be a symbolic dynamical system, and let v ∈ V. A point x ∈ X is v-sensitive if there exists a sequence
{xn}∞n=1 ⊂ Xwith limn→∞ xn = x, such that
For all n ∈ N, there is some t ∈ NwithΦ t(xn)v ≠ Φ t(x)v. (15)
We say that x is a sensitive point if it is v-sensitive for some v ∈ V. (If d is any compatible metric onX, then there is some ϵ
such that, for all x, y ∈ X,

xv ≠ yv

H⇒

d(x, y) > ϵ

; thus, this definition is equivalent to the ordinarymetric definition
of ‘sensitivity’).
Proposition 3.1. Let (AV,X,Φ) be a symbolic dynamical system.
(a) Let v ∈ V and supposeΦ has propagation ρv at v. Then

(X,Φ) has a v-sensitive point

⇐⇒

ρv is unbounded

.
(b) (X,Φ) has a sensitive point if and only if there exists v ∈ V with unbounded propagation.
Proof. (a) ‘‘⇐H’’ For all r ∈ N, there exists T (r) ∈ N such that ρv[T (r)] > |B(v, r)|, which means there is some
t(r) ∈ [0 . . . T (r)] with Φ t(r)in (v) ⊈ B(v, r). Let w ∈ Φ t(r)in (v) \ B(v, r). Definition (1) implies that there exist yr , zr ∈ X
such that
(a) yru = zru, for all u ∈ V \ {w}; but (b) Φ t(r)(yr)v ≠ Φ t(r)(zr)v.
Now, B(v, r) ⊆ V \ {w} by construction, so condition (a) means that
yrB(v,r) = zrB(v,r). (16)
SinceX is compact, we find some increasing sequence {rn}∞n=1 ∈ N such that the subsequence {yrn}∞n=1 converges inX to
some point x. Eq. (16) implies that the subsequence {zrn}∞n=1 also converges to x. But for all n ∈ N, condition (b) says that
Φ t(rn)(yrn)v ≠ Φ t(rn)(zrn)v, which means that either (i) Φ t(rn)(yrn)v ≠ Φ t(rn)(x)v or (ii) Φ t(rn)(zrn)v ≠ Φ t(rn)(x)v (or both).
In case (i), define xn := yrn , while in case (ii), define xn := zrn ; then we obtain a sequence {xn}∞n=1 converging to x, and
satisfying condition (15).
‘‘H⇒’’ For any R ∈ N, wemust find some T ∈ N such thatρv(T ) > R. Let x ∈ X be a v-sensitive point, and let {xn}∞n=1 ⊂ X
be a sequence converging to x and satisfying condition (15). Now, there exists some n ∈ N such that xnB(v,R) = xB(v,R);
but there also exists some T such that ΦT (xn)v ≠ ΦT (x)v. This means that ΦTin (v) ⊈ B(v, R). Let wT ∈ ΦTin (v) \ B(v, R).
Then there exists a directed path wT •→ wT−1 •→ · · · •→ w2 •→ w1 •→ v such that wt ∈ Φ tin(v) for all t ∈ [1 . . . T ].
Furthermore, this path must have length L > R (even after removing repeated entries), because wT ∉ B(v, R). Thus,
ρv(T ) :=
Φ [0..T ]in (v) ≥ |{wT , . . . ,w2,w1}| = L > R, as desired. This works for any R ∈ N; hence the function ρv
is unbounded.
(b) follows immediately from (a). 
LetW ⊂ V be some finite subset. We say that Φ isW-equicontinuous if there exists a finite subset U ⊂ V containingW
(called the envelope ofW), such that:
For all x, y ∈ X,

yU = xU

H⇒

Φ t(y)W = Φ t(x)W, ∀t ∈ N

. (17)
We say that Φ is equicontinuous if Φ is W-equicontinuous for every finite subset W ⊂ V. (If d is any compatible metric
on X, then for any ϵ > 0 there is some finite subsetW ⊂ V such that for all x, y ∈ X,

xW = yW

H⇒

d(x, y) < ϵ

.
Likewise, for any finite U ⊂ V, there is some δ > 0 such that for all x, y ∈ X,

d(x, y) < δ

H⇒

xU = yU

. Thus, our
definition is equivalent to the ordinary metric definition of ‘equicontinuity’).
A topological dynamical system (X,Φ) is an odometer if (X,Φ) is an inverse limit of a sequence of finite, periodic
dynamical systems. That is:
(X,Φ) := lim

· · · π3−→ (X3, φ3) π2−→ (X2, φ2) π1−→ (X1, φ1)

, (18)
where, for all n ∈ N,Xn is a finite set, φn : Xn−→Xn is a cyclic permutation, and πn : (Xn+1, φn+1)−→(Xn, φn) is a factor
mapping.
For any x ∈ X, let Ox := {Φ t(x) ; t ∈ N} be the Φ-orbit closure of x; then (Ox,Φ) is itself a topological dynamical
system. The system (X,Φ) is an odometer bundle if, for every x ∈ X, the system (Ox,Φ) is an odometer. Thus, (X,Φ) can
be decomposed into a (possibly infinite) disjoint union of (possible non-isomorphic) odometers.
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For example, for all n ∈ N, letXn be a finite set, and let φn : Xn−→Xn be a permutation (possibly with multiple disjoint
orbits). Suppose (X,Φ) arises as the inverse limit (18); then (X,Φ) is an odometer bundle.
Proposition 3.2. Let (AV,X,Φ) be a symbolic dynamical system. For all v ∈ V, let ρv : N−→N be the propagation ofΦ at v.
(a) LetW ⊂ V be a finite subset. If ρw is bounded for all w ∈ W, thenΦ isW-equicontinuous.
(b)

ρv is bounded for all v ∈ V

⇐⇒

Φ is equicontinuous

.
(c) IfΦ : X−→X is equicontinuous and surjective, then (X,Φ) is an odometer bundle.
Proof. (a) For all w ∈ W, there is some Rw such that ρw(t) < Rw for all t ∈ N. Let R := maxw∈W Rw; then R is finite because
W is finite. Let U := B(W, R).
Claim 1: For all w ∈ W, and all t ∈ N, we haveΦ tin(w) ⊆ U.
Proof. (By Contradiction) SupposeΦ tin(w) ⊈ U. Let v ∈ Φ tin(w)\U, and just as in the proof of Proposition 3.1 ‘‘H⇒’’, construct
a path from v to w of length L > R. Conclude that ρw(t) > R. Contradiction. ✸ Claim 1
Suppose xU = yU. Then for all w ∈ W, and all t ∈ N, Claim 1 implies that Φ t(y)w = Φ t(x)w. In other words,
Φ t(y)W = Φ t(x)W, for all t ∈ N. Thus, U is an envelope forW.
(b) ‘‘H⇒’’ follows immediately from part (a). For ‘‘⇐H’’, note that an equicontinuous system can have no sensitive points;
now apply the contrapositive of Proposition 3.1(b).
(c) LetW1 ⊂ W2 ⊂ W3 ⊂ · · · be an increasing sequence of finite sets, with∞n=1Wn = V. For all n ∈ N, letBn := XWn , and
letΦNWn : X−→BNn be as in Section 2. LetYn := ΦNWn(X) ⊆ BNn . If σn : BNn−→BNn is the shiftmap, then σn◦ΦNWn = ΦNWn ◦Φ .
Furthermore, σn(Yn) = Yn, becauseΦ is surjective.
For all n ∈ N, let πn : XWn+1−→XWn be the projection (i.e. πn(xWn+1) := xWn for all x ∈ X). Define πn : Yn+1−→Yn
as follows: if y ∈ Yn+1, write y = [yt ]∞t=0 where yt ∈ XWn+1 for all t ∈ N; then define πn(y) := [πn(yt)]∞t=0. Clearly,
πn : (Yn+1, σn+1)−→(Yn, σn) is a factor mapping, and
(X,Φ) = lim

· · · π3−→ (Y3, σ3) π2−→ (Y2, σ2) π1−→ (Y1, σ1)

.
Everything so far is true for any symbolic dynamical system. Now we use equicontinuity.
Claim 2: For all n ∈ N, Yn is finite and σn : Yn−→Yn is a permutation.
Proof. Let Un ⊂ V be the envelope of Wn (a finite set). For any x, x′ ∈ X, if xUn = x′Un , then ΦNWn(x) = ΦNWn(x′). Thus,|ΦNWn(X)| ≤ |XUn | — in other words, |Yn| ≤ |XUn |. But |XUn | is finite because Un is finite. Thus, Yn is finite. Thus, σn is
bijective (because it is surjective). ✸ Claim 2
Thus, we have represented (X,Φ) as an inverse limit of finite permutation dynamical systems; thus, (X,Φ) is an odometer
bundle. 
For example: any symbolic dynamical system with the network in Fig. 1 must be equicontinuous.
4. An expansive system of dimension two
The symmetry condition in Theorem 2.7 is probably not necessary. However, some sort of condition is required beyond
merely superlinear connectivity. To demonstrate this, we will construct an example of a symbolic dynamical system which
is posexpansive, despite having network dimension two.
LetA := Z/2×Z/2, and letV be the digraph shown in Fig. 4. LetV✷ be the set of vertices indicated by boxes and indexed
byM := {0, 2, 6, 12, 20, . . . ,mk, . . .}, wheremk :=∑ki=0 2j. We denote themkth square vertex by ✷mk . Let V◦ be the set of
vertices indicated by circles; then V = V✷ ⊔ V◦. We denote the nth element of V◦ by⃝n. We will use ‘‘vn’’ to denote either
✷n or⃝n, for any n ∈ N.
For any n ∈ N, the state of vn is an ordered pair

an
bn

, where an, bn ∈ Z/2. LetX := {a ∈ AV; bn = 0 for all vn ∈ V◦}.
Thus, ifXv is the projection ofX onto vertex v, then we haveXv = Z/2 × Z/2 if v ∈ V✷, andXv = Z/2 × {0} if v ∈ V◦.
The local rule of each cell depends entirely upon its one or two input cells, and not on itself, as follows. For any⃝n ∈ V◦,
we defineφn : Xn+1−→Xn byφn

an+1
bn+1

=  an+10 —that is,φn simply copies the first coordinate of⃝n+1 (or✷n+1) into⃝n.
The cell✷mk is connected to both⃝(mk)+1 and✷m(k+1) . Its local ruleφmk : X(mk)+1×Xm(k+1)−→Xmk is defined as follows:
φmk
a(mk)+1
0

,

am(k+1)
bm(k+1)

:=

a(mk)+1
am(k+1) + bm(k+1)

. (19)
Lemma 4.1. The system (X,Φ) is posexpansive,1 with posexpansive window {✷0}.
1 See the start of Section 2 for the definitions of ‘posexpansive’ and ‘window’.
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Fig. 4. An expansive, two-dimensional symbolic dynamical system.
Proof. (By Contradiction)2 Let x, y ∈ X be distinct. Thus, the set V≠ := {v ∈ V; Φ t(x)v ≠ Φ t(y)v for some t ∈ N} is
nonempty (because it contains the nonempty set {v ∈ V; xv ≠ yv}). Identify V with N as in Fig. 4, so that V is linearly
ordered; let v be the minimal element of V≠ with respect to this ordering.
Our claim is that v = ✷0 for any distinct x and y inX. By contradiction, suppose v = vn some n ≥ 1. Find t ∈ N such
thatΦ t(x)v ≠ Φ t(y)v. LetΦ t(x)v = (a, b) and letΦ t(y)v = (a′, b′), where a, b, a′, b′ ∈ Z/2. Then (a, b) ≠ (a′, b′), so either
a ≠ a′ or b ≠ b′.
Case 1. Suppose a ≠ a′. Then clearly Φ t+1(x)vn−1 = (a, ?) ≠ (a′, ?) = Φ t+1(y)vn−1 (where ‘?’ indicates a value which is
unknown and irrelevant). Thus, vn−1 ∈ V≠, which contradicts the minimality of vn.
Case 2. Suppose a = a′, but b ≠ b′. Then clearly vn ∈ V✷, so n = mk for some k ≥ 1. But thenΦ t+1(x)✷mk−1 = (?, a+ b) ≠
(?, a+ b′) = (?, a′ + b′) = Φ t+1(y)✷mk−1 . Thus, ✷mk−1 ∈ V≠, which again contradicts the minimality of vn. 
Next, we verify that the system (AV,X,Φ) satisfies all the hypothesis of Corollary 2.8(b), except the ‘moving
subsymmetry’ hypothesis.
Lemma 4.2. (a) Φ has quadratic propagation3 (lim inft→∞ (ρv(t)/t2) > 0) at every v ∈ V✷.
(b) dimv(V, •→) = 2 for all v ∈ V.
(c) h(X) ≥ 1, andX has weak independence.
Proof. (a) We will show this at vertex ✷0; the proof at other vertices is similar. Observe thatΦ
[0...T ]
in (✷0) grows quadratically
as T→∞, as shown in Fig. 5. To be precise, for any T > 0, Φ [0...T ]in (✷0) contains the cells {✷0,✷2,✷6, . . . ,✷mT }, and also
contains the cells⃝mt+s for each t ∈ [1 . . . T ] and s ∈ [1 . . . T−t].
(b) From (a) we have dimv(V, •→) ≥ 2 for all v ∈ V✷ (because |B(v, r)| ≥ ρv(r) for all r ∈ N). But every vertex is
downstream from some element of V✷; thus, Lemma 1.7 implies that dimv(V, •→) ≥ 2 for all v ∈ V. On the other hand, it
is easy to see that dimv(V, •→) ≤ 2.
(c) By definition,X = ∏v∈VAv, where for each v ∈ V, eitherAv = Z/2 × Z/2 orAv = Z/2 × {0}. Thus, Example 2.3 says
h(X) ≥ 1, andX has weak independence. 
5. Lipschitz metrics on symbolic dynamical systems
The counterexample of Section 4 shows that network dimension is not invariant under topological conjugacy: some
systems with dimension two are conjugate to subshifts of (AN, σ ), and the system (AN, σ ) has dimension one. (Likewise,
Section 4 shows that the growth rate of the propagation function ρ is not a conjugacy invariant.) However, we will now
show that network dimension is invariant under a slightly refined notion of conjugacy, once we impose a suitable metric
structure on the pattern spaceX (see Corollary 5.8 below).
Let (X, d) be a metric space, and letΦ : X−→X be a continuous self-map. We sayΦ is d-Lipschitz if there is a constant
λ > 0 such that, for any x, x′ ∈ X,
d

Φ(x),Φ(x′)
 ≤ λ · d(x, x′). (20)
2 I am grateful to one of the referees for suggesting a shorter and simpler proof of this lemma.
3 See Eq. (14) in Section 3 for the definition of ‘propagation’.
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Fig. 5. The quadratic growth ofΦ[0...T ]in (✷0).
In this case, d is called a Lipschitz metric forΦ . The smallest λ satisfying Eq. (20) is called the d-Lipschitz constant ofΦ . More
generally, a Lipschitz pseudometric is a pseudometric d : X2−→R+ satisfying Eq. (20).
Example 5.1. Let (AV,X,Φ) be a symbolic dynamical system, with network (V, •→). For any v ∈ V and λ > 1, we define
the pseudometric dv,λ : AV ×AV−→R+ as follows: for all a, b ∈ AV,
dv,λ(a, b) := 1
λR(a,b)
, where R(a, b) := max r ∈ N ; aB(v,r) = bB(v,r), (21)
(with the convention that max(∅) = 0). Then dv,λ is aΦ-Lipschitz pseudometric with constant λ. To see this, let x, x′ ∈ X. If
R(x, x′) = r , then d(x, x′) = 1
λr . But if R(x, x
′) = r , then R Φ(x′),Φ(x′) ≥ r − 1, so d Φ(x′),Φ(x′) ≤ 1
λr−1 = λ · d(x, x′),
as desired. ♦
The pseudometric dv,λ in Example 5.1 is not necessarily a true metric, unless
∞
r=0 B(v, r) = V, which is not the case
unless v is downstream from every element ofV. For many digraphs, there is no vertex with this property. Instead, let us say
that a subset U ⊂ V is an estuary if, for every v ∈ V, there exists some u ∈ Uwith v ❀ u. For example, V itself is an estuary.
If (V, •→) is biconnected, then any nonempty subset of V (even a singleton) is an estuary. More generally, if U contains at
least one vertex from each biconnected component of V, then U is an estuary.
Example 5.2. Let U ⊂ V be an estuary. Let c := (cu)u∈U ∈ RU+ be a U-indexed sequence of positive coefficients, such that∑
u∈U cu <∞ (this is possible because U is always countable, because V is countable). Fix λ > 1, and for all u ∈ U, let du,λ
be the pseudometric from Example 5.1. Define the metric dc,λ : X×X−→R+ by
dc,λ(a, b) :=
∞−
u∈U
cu du,λ(a, b).
Then dc,λ is a truemetric, because
∞
r=0 B(U, r) = V, becauseU is an estuary. Also, dc,λ satisfies Eq. (20), because each of the
pseudometrics du,λ satisfies Eq. (20) (by Example 5.1). Thus, dc,λ is a Lipschitz metric forΦ . We say dc,λ is based on U. ♦
Observe that the metric on AV in Example 5.2 can be defined for any digraph structure on (V, •→) (without reference
to any particular map Φ : AV−→AV). Any Cantor dynamical system can be represented as a symbolic dynamical system,
so Example 5.2 shows that any Cantor dynamical system admits a Lipschitz metric. Indeed, it admits many such metrics,
because the Lipschitz constant λ, the estuary U, and the coefficient system c in Example 5.2 can be chosen arbitrarily.
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Dimension and entropy
Let (X, d) be a metric space. For any ϵ > 0, an open ϵ-cover is a covering ofX by open sets whose diameters are each at
most ϵ. Let Nϵ(X) be the minimal cardinality of any open ϵ-cover of (X, d). We define
dim(X, d) := lim infϵ→0 logα

logβ(Nϵ(X))

logα
− logγ (ϵ)
and dim(X, d) := lim supϵ→0
logα

logβ(Nϵ(X))

logα
− logγ (ϵ) .
(22)
(Here, α, β, γ > 1 are any constants, and need not be equal — the limits in (22) are independent of the choice of α, β, γ ). If
dim(X, d) = dim(X, d), then we refer to their common value as ‘‘dim(X, d)’’, the dimension of (X, d). Note that formula
(22) differs from the ‘box-counting dimension’ boxdim(X, d) := limϵ→0 log2(Nϵ )− log2(ϵ) by the extra logarithms. Also, dim(X, d)
is meaningful even when boxdim(X, d) = ∞. (Indeed, boxdim(X, d) is finite iff dim(X, d) = 1). We will now show that
dim(X, d) is closely related to the ‘dimension’ of the digraph (V, •→).
Let dim(V, •→) and dim(V, •→) be as defined in Eq. (3) of Section 1. If U ⊆ V is an estuary for V, then Lemma 1.7 implies
that
dim(V, •→) = sup
u∈U
lim sup
r→∞
log |B(u, r)|
log(r)
. (23)
We say (V, •→) has uniform dimension on U if the ‘sup’ and ‘limsup’ can be exchanged:
dim(V, •→) = lim sup
r→∞
sup
u∈U
log |B(u, r)|
log(r)
. (24)
Heuristically, Eq. (24) means that the limsups in Eq. (23) converge ‘uniformly’ on U. For example, if U is finite, then (V, •→)
always has uniform dimension on U.
A nonnegative sequence {cj}∞j=1 has precipitous decay if
lim
ϵ→0
ln[J(ϵ)]
ln |ln(ϵ)| = 0, where, for all ϵ > 0, J(ϵ) := min

J ∈ N ;
∞−
j=J+1
cj <
ϵ
2

. (25)
Let U ⊆ V and let c = (cu)u∈U be some coefficient sequence. Suppose we enumerate U as U = {uj}∞j=0; then we can define
c ′j := cuj for all j ∈ N; then we say c has precipitous decay if the sequence {c ′j }∞j=1 has precipitous decay. Finally, if λ > 0, and
dc,λ is defined as in Example 5.2, and c has precipitous decay, then we will also say that dc,λ has precipitous decay.
Example 5.3. (a) If {cj}∞j=1 has only finitely many nonzero terms, then {cj}∞j=1 has precipitous decay. (Proof. If cj = 0 for all
j ≥ J0, then J(ϵ) ≤ J0 for all ϵ.)
(b) Let cj := exp(−ej) · ej for all j ∈ N. Then {cj}∞j=1 has precipitous decay. (Proof. If F(x) := − exp(−ex), then F ′(x) =
exp(−ex) ·ex, so cj = F ′(j) for all j ∈ N. Thus,∑∞j=J+1 cj < ∞J+1 F ′(x) dx = −F(J+1), so J(ϵ) ≤ F−1(−ϵ/2) = ln[− ln(ϵ/2)].)♦
Proposition 5.4. Let (V, •→) be a digraph and letX ⊆ AV be a pattern space. Let U ⊂ V be an estuary, and let d : X2−→R+
be a metric based on U ( Example 5.2).
(a) Suppose U′ := u ∈ U ; hu(X) > 0 is nonempty. Let D := supu∈U′ dimu(V, •→). Then dim(X, d) ≥ D. In particular,
dim(X, d) ≥ dim(V, •→).
(b) If d has precipitous decay and (V, •→) has uniform dimension on U, then dim(X, d) ≤ dim(V, •→).
(c) In particular, if U is finite, then dim(X, d) ≤ dim(V, •→).
Proof. Let λ > 0, and let c = (cu)u∈U be a sequence of positive coefficients, and suppose d = dc,λ, as in Example 5.2. Let
W ⊂ V be any finite set. For all w ∈ XW, let ⟨w⟩ := {x ∈ X ; xW = w} be the cylinder set defined by w. The collection
CW := {⟨w⟩ ; w ∈ XW} is an open cover ofX.
(a) Let δ < D.
Claim 1: There exists ϵ1 > 0, H > 0, and L ∈ R such that, for all ϵ ∈ (0, ϵ1), we have ln (log2[Nϵ(X)]) > ln(H)+ δ · ln(L− logλ(ϵ)).
Proof. For any ϵ > 0, let U(ϵ) := {u ∈ U ; cu > ϵ} (which is finite because c is summable). For all u ∈ U(ϵ), let
ru(ϵ) := ⌊logλ(cu/ϵ)⌋. LetW(ϵ) :=

u∈U(ϵ) B(u, ru(ϵ)).
Claim 1.1: Let x, y ∈ X. If xW(ϵ) ≠ yW(ϵ), then d(x, y) > ϵ.
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Proof. If xW(ϵ) ≠ yW(ϵ), then there exists u ∈ U(ϵ)with xB(u,ru(ϵ)) ≠ yB(u,ru(ϵ)). Thus
d(x, y) :=
−
v∈U
cv dv,λ(x, y) ≥ cu · du,λ(x, y) >
(∗)
cu
λru(ϵ)
≥
(Ď)
cu ϵ
cu
= ϵ,
as desired. Here, (∗) is by Eq. (21), and (Ď) is because ru(ϵ) ≤ logλ(cu/ϵ). ▽ Claim 1.1
By hypothesis, there exists u∗ ∈ U′ with dimu∗(B, •→) > δ. Now, limϵ→0 U(ϵ) = U (because cu > 0 for all u ∈ U), so
there exists ϵ0 > 0 such that, if ϵ ∈ (0, ϵ0), then u∗ ∈ U(ϵ). Let 0 < H < hu∗(X). Defining Eqs. (3) and (4) in Section 1
say there exists R > 0 such that, for all r > R, we have ln|B(u∗,r)|ln(r) > δ and
log2|XB(u∗,r)|
|B(u∗,r)| > H . But limϵ→0 ru∗(ϵ) = ∞. Thus,
there exists ϵ1 ∈ (0, ϵ0) such that, if ϵ ∈ (0, ϵ1), then ru∗(ϵ) > R; hence
ln |B(u, ru∗(ϵ))| > δ · ln(ru∗(ϵ)) (26)
and log2
XB(u∗,ru∗ (ϵ)) > H · B(u∗, ru∗(ϵ)) . (27)
Let ϵ ∈ (0, ϵ1), and let Cϵ be a minimal open ϵ-cover; then Claim 1.1 implies that each cell of Cϵ can intersect at most
one cylinder set from the cover CW(ϵ). Thus,
Nϵ(X) = |Cϵ | ≥ |CW(ϵ)| = |XW(ϵ)| ≥ max
u∈U(ϵ)
XB(u,ru(ϵ))
≥
(∗)
XB(u∗,ru∗ (ϵ)) .
Thus, log2[Nϵ(X)] ≥ log2
XB(u∗,ru∗ (ϵ)) >
(Ď)
H · B(u∗, ru∗(ϵ)) ,
so ln (log2[Nϵ(X)]) > ln(H)+ ln
B(u∗, ru∗(ϵ))
>
(Ě)
ln(H)+ δ · ln(ru∗(ϵ))>
()
ln(H)+ δ · ln(logλ(cu∗/ϵ)− 1)
= ln(H)+ δ · ln(L− logλ(ϵ)),
where L := log(cu∗) − 1. Here, (∗) is because u∗ ∈ U(ϵ) because ϵ < ϵ0. (Ď) is by (27), (Ě) is by (26), and () is because
ru∗(ϵ) := ⌊logλ(cu∗/ϵ)⌋ > logλ(cu∗/ϵ)− 1. ✸ Claim 1
We now have dim(X, d) :
(∗) lim infϵ→0
ln [log2(Nϵ(X))]
ln [− logλ(ϵ)]
≥
(Ď)
lim inf
ϵ→0
ln(H)+ δ · ln(L− logλ(ϵ))
ln [− logλ(ϵ)]
= δ,
where (∗) is by setting α := e, β := 2, and γ := λ in definition (22), while (Ď) is by Claim 1. This holds for any δ < D. Thus,
we conclude that dim(X, d) ≥ D, as desired.
(b) Fix some enumeration U = {uj}∞j=0 and define cj := cuj for all j ∈ N. For all ϵ > 0, let J(ϵ) be as in Eq. (25). Let
δ > dim(V, •→). Let S :=∑∞j=0 cj <∞.
Claim 2: There exists ϵ1 > 0 and constants L1, L2 > 0 such that, for any ϵ ∈ (0, ϵ1), we have ln (log2[Nϵ(X)]) ≤
ln[J(ϵ)] + L1 + δ · ln[L2 − logλ(ϵ)].
Proof. For any ϵ > 0, let r(ϵ) := ⌈logλ(2S/ϵ)⌉, and letW(ϵ) :=
J(ϵ)
j=0 B[vj, r(ϵ)].
Claim 2.1: Let x, y ∈ X. If xW(ϵ) = yW(ϵ), then d(x, y) < ϵ.
Proof.We have
d(x, y) :=
∞−
j=0
cj dvj,λ(x, y) =
J(ϵ)−
j=0
cj dvj,λ(x, y) +
∞−
j=J(ϵ)+1
cj dvj,λ(x, y)
≤

J(ϵ)−
j=0
cj

· max
0≤j≤J(ϵ)

dvj,λ(x, y)
 +  ∞−
j=J(ϵ)+1
cj

· max
j≥J(ϵ)

dvj,λ(x, y)

≤
(∗)
S
λr(ϵ)
+ ϵ
2
· 1≤
(Ď)
ϵS
2S
+ ϵ
2
= ϵ
2
+ ϵ
2
= ϵ, as desired.
Here, (∗) is because dvj,λ(x, y) ≤ 1λr(ϵ) for all j ∈ [0 . . . J(ϵ)] because xB[vj,r(ϵ)] = yB[vj,r(ϵ)] for all j ∈ [0 . . . J(ϵ)];meanwhile,∑J(ϵ)
j=0 cj ≤
∑∞
j=0 cj = S, and
∑∞
j=J(ϵ)+1 cj <
ϵ
2 by definition of J(ϵ). Finally, (Ď) is because r = ⌈logλ(2S/ϵ)⌉. ▽ Claim 2.1
Now, δ > dim(V, •→), so Eq. (24) yields some R ∈ N such that, for all r ∈ N:
if r > R, then sup
u∈U
ln |B(u, r)| < δ · ln(r). (28)
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Now, limϵ→0 r(ϵ) = ∞, so there exists ϵ1 > 0 such that, if ϵ ∈ (0, ϵ1), then r(ϵ) > R. Let ϵ ∈ (0, ϵ1). Claim 2.1 implies
that CW(ϵ) is an ϵ-open cover ofX. Thus,
Nϵ(X) ≤ |CW(ϵ)| = |XW(ϵ)| ≤
J(ϵ)∏
j=0
XB(vj,r(ϵ)) .
Thus, log2[Nϵ(X)] ≤
J(ϵ)−
j=0
log2
XB(vj,r(ϵ)) ≤ J(ϵ)−
j=0
(log2 |A|) ·
B(vj, r(ϵ))
≤ J(ϵ) · log2 |A| · max
0≤j≤J(ϵ)
B(vj, r(ϵ))
≤ J(ϵ) · log2 |A| · sup
u∈U
|B(u, r(ϵ))| .
Thus, ln (log2[Nϵ(X)]) ≤ ln[J(ϵ)] + ln(log2 |A|) + sup
u∈U
ln |B(u, r(ϵ))|
≤
(∗)
ln[J(ϵ)] + ln(log2 |A|) + δ · ln(r(ϵ))
≤
(Ď)
ln[J(ϵ)] + L1 + δ · ln(r(ϵ))
≤
(Ě)
ln[J(ϵ)] + L1 + δ · ln[1+ logλ(2S/ϵ)]
≤ ln[J(ϵ)] + L1 + δ · ln[L2 − logλ(ϵ)],
where L2 := 1+ logλ(2S). Here, (∗) is by Eq. (28), because r(ϵ) > R because ϵ ∈ (0, ϵ1). In (Ď)we define L1 := ln(log2 |A|)].
Finally, (Ě) is because r := ⌈logλ(2S/ϵ)⌉ ≤ 1+ logλ(2S/ϵ). ✸ Claim 2
We now have dim(X, d) :
(∗) lim sup
ϵ→0
ln [log2(Nϵ(X))]
ln [− logλ(ϵ)]
≤
(Ď)
lim sup
ϵ→0
ln[J(ϵ)] + L1 + δ · ln[L2 − logλ(ϵ)]
ln [− logλ(ϵ)]
= δ + lim
ϵ→0
ln[J(ϵ)]
ln [− logλ(ϵ)] (Ě)
δ.
Here, (∗) is by setting α := e, β := 2, and γ := λ in definition (22), and (Ď) is by Claim 2. Meanwhile, (Ě) is because {cj}∞j=1
has precipitous decay.
Thus works for any δ > dim(X, •→); we conclude that dim(X, d) ≤ dim(X, •→).
(c) follows immediately from (b), because ifU is finite, then clearly (V, •→)has uniformdimension onU, and chas precipitous
decay. 
Let (V, •→) be a dimensionally homogeneous digraph [i.e. dim(V, •→) = dim(V, •→)]. If X ⊆ AV is a pattern space,
and d : X2−→R+ is a metric compatible with the topology of X, then we say that d is dimensionally compatible if
dim(X, d) = dim(V, •→). Proposition 5.4 suggests that for ‘most’ dimensionally homogeneous digraphs, any pattern space
with nonzero entropy admits a dimensionally compatible metric. In light of Example 5.2, this means that ‘most’ symbolic
dynamical systems admit dimensionally compatible Lipschitz metrics. For example, we have the following result:
Corollary 5.5. Let (V, •→) be a dimensionally homogeneous digraph with a finite estuary U (e.g. a biconnected digraph). There
exists ametric d onAV such that, ifX ⊆ AV is any pattern spacewith hu(X) > 0 for someu ∈ U, thendim(X, d) = dim(V, •→).
Furthermore, ifΦ : AV−→AV is a continuous map with network ( •→), thenΦ is d-Lipschitz.
Proof. Let d be a metric based on U, as in Example 5.2. Then dim(X, d) ≤
(∗)
dim(V, •→)
(Ď)
dim(V, •→), where (∗) is by
Proposition 5.4(c) and (Ď) is by dimensional homogeneity. On the other hand, dim(X, d) ≥
(∗)
dim(V, •→)
(Ď)
dim(V, •→),
where (∗) is by Proposition 5.4(a) and (Ď) is by dimensional homogeneity. We conclude that dim(V, •→) ≤ dim(X, d) ≤
dim(X, d) ≤ dim(V, •→); hence dim(X, d) is well defined and dim(X, d) = dim(V, •→). The fact that d isΦ-Lipschitz was
demonstrated in Example 5.2. 
Example 5.6. (a) Let V = Z2 have the Cayley digraph structure induced by generating set B := {(±1, 0)}, {(0,±1)}. Then
(Z2, •→) is biconnected, so any singleton set is an estuary. So, let o = (0, 0) be the origin, and let U := {o}; set co = 1 and
cz = 0 for all nonzero z ∈ Z2.
For any r > 0, we have B(o, r) := z ∈ Z2 ; |z1| + |z2| ≤ r. Let λ = 2; then the metric dc,λ from Example 5.2 becomes
the standard metric onAZ
2
:
d(a, a′) := 1
2R
, where R := max r ∈ N ; aB(o,r) = a′B(o,r).
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IfX ⊆ AZ2 is any subshift with positive topological entropy, then Proposition 5.4 says dim(X, d) = dim(Z2, •→) = 2. If
Φ : AZ2−→AZ2 is any cellular automatonwhose local rule has neighbourhood {o}⊔B, thenΦ is d-Lipschitz, by Example 5.2.
(b) By a similar argument, if G is any finitely generated group with growth dimension D and a biconnected Cayley digraph
structure, then we can construct a compatible metric d onAG such that, ifX ⊆ AG is any subshift with positive topological
entropy, then dim(X, d) = D. Furthermore, ifΦ is any CA onX, we can design d to beΦ-Lipschitz.
(c) However, it is possible to construct zero entropy subshifts of AZ
D
with dimensions less than D. For example, treat
AZ
2 ∼= ∏z∈ZAZ in the obvious way, so that any a ∈ AZ2 has the form a = (. . . , a−1, a0, a1, a2, . . .), where az ∈ AZ
for all z ∈ Z. LetX := (. . . , a, a, a, . . .) ; a ∈ AZ ⊂ AZ2 . Then htop(X) = 0 and dim(X, d) = 1. ♦
Let (X, d) and (X′, d′) be two metric spaces. A continuous function Γ : X−→X′ is (d, d′)-Hölder if, there exist
η, λ ∈ (0,∞) such that, for any x1, x2 ∈ X,
d′ (Φ(x1), Φ(x2)) ≤ λ · d(x1, x2)η. (29)
For example, any Lipschitz function is Hölder, with η = 1. If Γ is a homeomorphism, then we say Γ is (d, d′)-biHölder if
both Γ and Γ −1 are Hölder (possibly with different values of η and/or λ).
Proposition 5.7. Let (X, d) and (X′, d′) be metric spaces.
(a) Let Γ : X−→X′ be a (d, d′)-Hölder surjection. Then dim(X, d) ≥ dim(X′, d′).
(b) If Γ is a (d, d′)-biHölder homeomorphism, then dim(X, d) = dim(X′, d′).
Proof. (b) follows from (a). To see (a), suppose Γ is (d, d′)-Hölder, and let η, λ > 0 be as in Eq. (29).
Claim 1: For any ϵ > 0, Nϵ(X) ≥ Nλϵη (X′).
Proof. LetO := {O1,O2, . . . ,ON} be any open ϵ-cover ofX. Then for each n ∈ [1 . . .N], the setΦ(On) is open (becauseΦ is
an openmap, being a continuous surjection onto a compact space), and has diameter at most λϵη by Eq. (29). The collection
Φ(O) := {Φ(O1), . . . ,Φ(On)} together coversX′, becauseO coversX andΦ is surjective. Thus,Φ(O) is a (λϵη)-diameter
open cover ofX′. If O is a minimal open ϵ-cover ofX, then Nϵ(X) = N . Since Φ(O) is a (λϵη)-cover ofX′ with N pieces,
we have Nλϵη (X′) ≤ N . ✸ Claim 1
It follows that
dim(X, d) = lim
ϵ→0
log[log(Nϵ(X))]
log[− log(ϵ)] ≥(Ě) limϵ→0
log[log(Nλϵη (X′))]
log[− log(ϵ)]
= lim
ϵ→0

log[− log(λϵη)]
log[− log(ϵ)]

·

log[log(Nλϵη (X′))]
log[− log(λϵη)]

(∗) limϵ→0
log[log(Nλϵη (X′))]
log[− log(λϵη)] (Ď) limϵ′→0
log[log(Nϵ′(X′))]
log[− log(ϵ′)]
= dim(X′, d).
Here, (Ě) is by Claim 1, and (Ď) is where we make the change of variables ϵ′ = λϵη . Finally, (∗) is because
lim
ϵ→0
log[− log(λϵη)]
log[− log(ϵ)] = limϵ→0
log[− log(λ)− η log(ϵ)]
log[− log(ϵ)] (H) limϵ→0
−η/ϵ
− log(λ)−η log(ϵ)
−1/ϵ
− log(ϵ)
= lim
ϵ→0
η log(ϵ)
log(λ)+ η log(ϵ) = 1,
where (H) is by L’Hospital’s rule. 
It follows that the network dimension of a symbolic dynamical system is invariant under biHölder topological conjugacy.
Corollary 5.8. Let (AV,X1,Φ1) and (BW,X2,Φ2) be two symbolic dynamical systems, and let d1 and d2 be dimensionally
compatible Lipschitz metrics onX1 andX2 respectively (e.g. as given by Corollary 5.5).
(a) If there is a factor mapping (X1,Φ1)−→(X2,Φ2) which is (d1, d2)-Hölder, then dim(V, •→1) ≥ dim(W, •→2).
(a) If (X1,Φ1) and (X2,Φ2) are conjugate via a bi-Hölder homeomorphism, then dim(V, •→1) = dim(W, •→2).
Remark. Clearly, a continuous function Φ : AV−→AV also admits other Lipschitz metrics which are not dimensionally
compatible. For example, let U = V in Example 5.2. If the coefficient system c decays slowly enough, we can make
dim(AV, dc,λ) arbitrarily large. However, if h(X) > 0, then Proposition 5.4(a) says it is impossible to make dim(AV, dc,λ)
smaller than dim(V, •→) for any choice of c.
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6. Conclusion
For any symbolic dynamical system (AV,X,Φ), one can define a digraph structure ( •→) on V. We have shown that
certain topological dynamical properties of (AV,X,Φ) are related to the connectivity of (V, •→), and in particular, to its
dimension. What other dynamical properties of (AV,X,Φ) are influenced by the geometry of (V, •→)?
One could also go the other way. Starting with an infinite digraph (V, •→), consider a randomly generated self-map
Φ : AV−→AV, such that ( •→) is the network of Φ . What are the ‘generic’ (i.e. almost-certain) properties of (AV,Φ), and
how do they depend on the geometry of (V, •→)?
For example, Section 3 suggests the following conjecture: Ifdim(V, •→) ≤ 1, then almost surely, (AV,Φ) is equicontinuous.
If dim(V, •→) > 1, then almost surely, (AV,Φ) is sensitive. (The intuition here comes from percolation theory). However,
Fig. 4 shows that something more than dimension is required; this network has dimension 2, but it has an infinite number
of cut points, so a randommappingΦ with this network is almost-surely equicontinuous. Thus, the conjecture above must
be augmented with some kind of ‘regularity’ condition on (V, •→).
A closely related question: Suppose we take a system (AV,Φ) and ‘mutate’ it, by changing the local rule at a small
number of vertices. What topological dynamical properties are ‘robust’ under suchmutations, and how does this depend on
the geometry of (V, •→)?
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