On the molecules of numerical semigroups, Puiseux monoids, and Puiseux
  algebras by Gotti, Felix & Gotti, Marly
ON THE MOLECULES OF NUMERICAL SEMIGROUPS,
PUISEUX MONOIDS, AND PUISEUX ALGEBRAS
FELIX GOTTI AND MARLY GOTTI
Abstract. A molecule is a nonzero non-unit element of an integral domain (resp.,
commutative cancellative monoid) having a unique factorization into irreducibles
(resp., atoms). Here we study the molecules of Puiseux monoids as well as the
molecules of their corresponding semigroup algebras, which we call Puiseux algebras.
We begin by presenting, in the context of numerical semigroups, some results on the
possible cardinalities of the sets of molecules and the sets of reducible molecules (i.e.,
molecules that are not irreducibles/atoms). Then we study the molecules in the more
general context of Puiseux monoids. We construct infinitely many non-isomorphic
atomic Puiseux monoids all whose molecules are atoms. In addition, we characterize
the molecules of Puiseux monoids generated by rationals with prime denominators.
Finally, we turn to investigate the molecules of Puiseux algebras. We provide a char-
acterization of the molecules of the Puiseux algebras corresponding to root-closed
Puiseux monoids. Then we use such a characterization to find an infinite class of
Puiseux algebras with infinitely many non-associated reducible molecules.
1. Introduction
Let M be a commutative cancellative monoid. An element of M is called an atom
if it cannot be expressed as a product of two non-invertible elements. If x ∈M can be
expressed as a formal product of atoms, then such a formal product (up to associate
and permutation) is called a factorization of x. If every non-invertible element of M has
a factorization, then M is called atomic. Furthermore, the atoms and factorizations of
an integral domain are the irreducible elements and the formal products of irreducible
elements, respectively. All the undefined or informally-defined terms mentioned in this
section will be formally introduced later on.
The elements having exactly one factorization are crucial in the study of factorization
theory of commutative cancellative monoids and integral domains. Aiming to avoid
repeated long descriptions, we call such elements molecules. Molecules were first studied
in the context of algebraic number theory by W. Narkiewicz and other authors in the
1960’s. For instance, in [20] and [21] Narkiewicz studied some distributional aspects of
the molecules of quadratic number fields. In addition, he gave an asymptotic formula
for the number of (non-associated) integer molecules of any algebraic number field [22].
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Figure 1. The dots on the horizontal line labeled by Ni represent the
nonzero elements of the numerical semigroup Ni; here we are setting
N1 = 〈2, 21〉, N2 = 〈6, 9, 20〉, N3 = 〈5, 6, 7, 8, 9〉, and N4 = 〈2, 3〉. Atoms
are represented in blue, molecules that are not atoms in red, and non-
molecules in black.
In this paper, we study the molecules of submonoids of (Q≥0,+), including numerical
semigroups, and the molecules of their corresponding semigroup algebras.
A numerical semigroup is a cofinite submonoid of (N0,+), where N0 = {0, 1, 2, . . . }.
Every numerical semigroup is finitely generated by its set of atoms and, in particular,
atomic. In addition, if N 6= N0 is a numerical semigroup, then it contains only finitely
many molecules. Notice, however, that every positive integer is a molecule of (N0,+).
Figure 1 shows the distribution of the sets of molecules of four numerical semigroups.
We begin Section 3 pointing out how the molecules of numerical semigroups are related
to the Betti elements. Then we show that each element in the set N≥4∪{∞} (and only
such elements) can be the number of molecules of a numerical semigroup. We conclude
our study of molecules of numerical semigroups exploring the possible cardinalities of
the sets of reducible molecules (i.e., molecules that are not atoms).
A submonoid of (Q≥0,+) is called a Puiseux monoid. Albeit a natural generalization
of the class of numerical semigroups, the class of Puiseux monoids contains members
having infinitely many atoms and, consequently, infinitely many molecules. A Puiseux
monoid is prime reciprocal if it can be generated by rationals of the form a/p, where
p is a prime and a is a positive integer not divisible by p. In Section 4, we study the
sets of molecules of Puiseux monoids, finding infinitely many non-isomorphic Puiseux
monoids all whose molecules are atoms (in contrast to the fact that the set of molecules
of a numerical semigroup always differs from its set of atoms). In addition, we construct
infinitely many non-isomorphic Puiseux monoids having infinitely many molecules that
are not atoms (in contrast to the fact that the set of molecules of a nontrivial numerical
semigroup is always finite). We conclude Section 4 characterizing the sets of molecules
of prime reciprocal Puiseux monoids.
The final section of this paper is dedicated to the molecules of the semigroup algebras
of Puiseux monoids, which we call Puiseux algebras. First, for a fixed field F we
establish a bijection between the set molecules of a Puiseux monoid and the set of
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non-associated monomial molecules of its corresponding Puiseux algebra over F . Then
we characterize the molecules of Puiseux algebras of root-closed Puiseux monoids. We
conclude this paper using the previous characterization to exhibit a class of Puiseux
algebras having infinitely many molecules that are neither monomials nor irreducibles.
2. Monoids, Atoms, and Molecules
2.1. General Notation. In this section we review the nomenclature and main con-
cepts on commutative monoids and factorization theory we shall be using later. For
a self-contained approach to the theory of commutative monoids we suggest [18] by
P. A. Grillet, and for extensive background on non-unique factorization theory of atomic
monoids and integral domains the reader might want to consult [10] by A. Geroldinger
and F. Halter-Koch.
We use the double-struck symbols N and N0 to denote the set of positive integers and
the set of nonnegative integers, respectively, while we let P denote the set of primes.
If R ⊆ R and r ∈ R, then we set
R≥r := {x ∈ R : x ≥ r}.
The notation R>r is used in a similar way. We let the symbol ∅ denote the empty set.
If q ∈ Q>0, then the unique a, b ∈ N such that q = a/b and gcd(a, b) = 1 are denoted
by n(q) and d(q), respectively. For Q ⊆ Q>0, we call
n(Q) := {n(q) : q ∈ Q} and d(Q) := {d(q) : q ∈ Q}
the numerator set and denominator set of Q, respectively. In addition, if S is a subset
consisting of primes and q ∈ Q>0, then we set
DS(q) := {p ∈ S : p | d(q)} and DS(Q) := ∪q∈QDS(q).
For p ∈ P, the p-adic valuation on Q is the map defined by vp(q) = vp(n(q))− vp(d(q))
for q ∈ Q \{0} and vp(0) =∞, where for n ∈ N the value vp(n) is the exponent of the
maximal power of p dividing n. It can be easily seen that the p-adic valuation satisfies
that vp(q1 + · · ·+ qn) ≥ min{vp(q1), . . . , vp(qn)} for every n ∈ N and q1, . . . , qn ∈ Q>0.
2.2. Monoids. Throughout this paper, we will tacitly assume that the term monoid
by itself always refers to a commutative and cancellative semigroup with identity. In
addition, we will use additive notation by default and switch to multiplicative notation
only when necessary (in which case, the notation will be clear from the context). For a
monoid M , we let M• denote the set M\{0}. If a, c ∈M , then we say that a divides c
in M and write a |M c provided that c = a + b for some b ∈ M . We write M = 〈S〉
when M is generated by a set S. The monoid M is finitely generated if it can be
generated by a finite set; otherwise, M is said to be non-finitely generated. A succinct
exposition of finitely generated monoids can be found in [7].
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2.3. Atoms and Molecules. The set of invertible elements of M is denoted by M×,
and M is said to be reduced if M× contains only the identity element.
Definition 2.1. An element a ∈M\M× is an atom provided that for all u, v ∈M the
fact that a = u + v implies that either u ∈ M× or v ∈ M×. The set of atoms of M is
denoted by A(M), and M is called atomic if M = 〈A(M)〉.
Let M be a reduced monoid. Then the factorization monoid Z(M) of M is the free
commutative monoid onA(M). The elements of Z(M), which are formal sums of atoms,
are called factorizations. If z = a1 + · · · + an ∈ Z(M) for some a1, . . . , an ∈ A(M),
then |z| := n is called the length of z. As Z(M) is free on A(M), there is a unique
monoid homomorphism from Z(M) to M determined by the assignment a 7→ a for all
a ∈ A(M). Such a monoid homomorphism is called the factorization homomorphism
of M and is denoted by φM (or just φ when there is no risk of ambiguity involved).
For x ∈M , the sets
Z(x) := ZM(x) := φ
−1(x) ⊆ Z(M) and L(x) := LM(x) := {|z| : z ∈ Z(x)}
are called the set of factorizations and the set of lengths of x, respectively. Clearly, M
is atomic if and only if Z(x) 6= ∅ for all x ∈M .
Let Mred denote the set of classes of M under the equivalence relation x ∼ y if
y = x + u for some u ∈ M×. It turns out that Mred is a monoid with the addition
operation inherited from M . The monoid Mred is called the reduced monoid of M
(clearly, Mred is reduced). Note that an element a belongs to A(M) if and only if
the class of a belongs to A(Mred). If M is an atomic monoid (that is not necessarily
reduced), then we set Z(M) := Z(Mred) and, for x ∈ M , we define Z(x) and L(x) in
terms of Z(M) as we did for the reduced case.
As one of the main purposes of this paper is to study elements with exactly one
factorization in Puiseux monoids (in particular, numerical semigroups), we introduce
the following definition.
Definition 2.2. Let M be a monoid. We say that an element m ∈M\M× is a molecule
provided that |Z(m)| = 1. The set of all molecules of M is denoted by M(M).
It is clear that the set of atoms of any monoid is contained in the set of molecules.
However, such an inclusion might be proper (consider, for instance, the additive monoid
N0). In addition, for any atomic monoid M the setM(M) is divisor-closed in the sense
that if m ∈ M(M) and m′ |M m for some m′ ∈ M \M×, then m′ ∈ M(M). If the
condition of atomicity is dropped, then this observation is not necessarily true (see
Example 4.2).
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3. Molecules of Numerical Semigroups
In this section we study the sets of molecules of numerical semigroups, putting
particular emphasis on their possible cardinalities.
Definition 3.1. A numerical semigroup is a cofinite additive submonoid of N0.
We let N denote the class consisting of all numerical semigroups (up to isomorphism).
We say that N ∈ N is nontrivial if N0\N is not empty, and we let N • denote the
class of all nontrivial numerical semigroups. Every N ∈ N has a unique minimal set of
generators A, which is finite. The cardinality of A is called the embedding dimension of
N . Suppose that N has embedding dimension n, and let N = 〈a1, . . . , an〉 (we always
assume that a1 < · · · < an). Then gcd(a1, . . . , an) = 1 and A(N) = {a1, . . . , an}. In
particular, every numerical semigroup is atomic. When N is nontrivial, the maximum
of N0\N is called the Frobenius number of N . Here we let F(N) denote the Frobenius
number of N . See [8] for a friendly introduction to the theory of numerical semigroups.
Example 3.2. For k ≥ 1, consider the numerical semigroup N1 = 〈2, 21〉, whose
molecules are depicted in Figure 1. It is not hard to see that x ∈ N•1 is a molecule if
and only if every factorization of x contains at most one copy of 21. Therefore
M(N1) =
{
2m+ 21n : 0 ≤ m < 21, n ∈ {0, 1}, and (m,n) 6= (0, 0)}.
In addition, if 2m+ 21n = 2m′ + 21n′ for some m,m′ ∈ {0, . . . , 20} and n, n′ ∈ {0, 1},
then one can readily check that m = m′ and n = n′. Hence |M(N1)| = 41.
3.1. Betty Elements. Let N = 〈a1, . . . , an〉 be a minimally generated numerical semi-
group. We always represent an element of Z(N) with an n-tuple z = (c1, . . . , cn) ∈ Nn0 ,
where the entry ci specifies the number of copies of ai that appear in z. Clearly,
|z| = c1 + · · ·+ cn. Given factorizations z = (c1, . . . , cn) and z′ = (c′1, . . . , c′n), we define
gcd(z, z′) = (min{c1, c′1}, . . . ,min{cn, c′n}).
The factorization graph of x ∈ N , denoted by ∇x(N) (or just ∇x when no risk of
confusion exists), is the graph with vertices Z(x) and edges between those z, z′ ∈ Z(x)
satisfying that gcd(z, z′) 6= 0. The element x is called a Betti element of N provided
that ∇x is disconnected. The set of Betti elements of N is denoted by Betti(N).
Example 3.3. Take N to be the numerical semigroup 〈14, 16, 18, 21, 45〉. A compu-
tation in SAGE using the numericalsgps GAP package immediately reveals that N
has nine Betti elements. In particular, 90 ∈ Betti(N). In Figure 2 one can see the
disconnected factorization graph of the Betti element 90 on the left and the connected
factorization graph of the non-Betti element 84 on the right.
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Figure 2. The factorization graphs of 90 ∈ Betti(N) (on the left) and
84 /∈ Betti(N) (on the right), where N is the numerical semigroup
〈14, 16, 18, 21, 45〉.
Observe that 0 /∈ Betti(N) since |Z(0)| = 1. It is well-known that every numerical
semigroup has finitely many Betti elements. Betti elements play a fundamental role in
the study of uniquely-presented numerical semigroups [6] and the study of delta sets of
BF-monoids [3]. For the more general notion of Betti element, meaning the syzygies of
an Nn-graded module, see [19]. In a numerical semigroup, Betti elements and molecules
are closely related.
Remark 3.4. Let N be a numerical semigroup. An element m ∈ N is a molecule if
and only if β -N m for any β ∈ Betti(N).
Proof. For the direct implication, suppose that m is a molecule of N and take α ∈ N
such that α |N m. As the set of molecules is closed under division, |Z(α)| = 1. This
implies that ∇α is connected and, therefore, α cannot be a Betti element. The reverse
implication is just a rephrasing of [6, Lemma 1]. 
3.2. On the Sizes of the Sets of Molecules. Obviously, for every n ∈ N there exists
a numerical semigroup having exactly n atoms. The next proposition answers the same
realization question replacing the concept of an atom by that one of a molecule. Recall
that N • denotes the class of all nontrivial numerical semigroups.
Proposition 3.5. {|M(N)| : N ∈ N •} = N≥4.
Proof. Let N be a nontrivial numerical semigroup. Then N must contain at least two
atoms. Let a and b denote the two smallest atoms of N , and assume that a < b. Note
that 2a and a+ b are distinct molecules that are not atoms. Hence |M(N)| ≥ 4. As a
result, {|M(N)| : N ∈ N •} ⊆ N≥4 ∪{∞}. Now take x ∈ N with x > F(N) + ab. Since
x′ := x − ab > F(N), we have that x′ ∈ N and, therefore, Z(x′) contains at least one
factorization, namely z. So we can find two distinct factorizations of x by adding to
ON THE MOLECULES OF PUISEUX MONOIDS 7
z either a copies of b or b copies of a. Thus, F(N) + ab is an upper bound for M(N),
which means that |M(N)| ∈ N≥4. Thus, {|M(N)| : N ∈ N •} ⊆ N≥4.
To argue the reverse inclusion, suppose that n ∈ N≥4, and let us find N ∈ N with
|M(N)| = n. For n = 4, we can take the numerical semigroup 〈2, 3〉 (see Figure 1).
For n > 4, consider the numerical semigroup
N = 〈n− 2, n− 1, . . . , 2(n− 2)− 1〉.
It follows immediately that A(N) = {n − 2, n − 1, . . . , 2(n − 2) − 1}. In addition,
it is not hard to see that 2(n − 2), 2(n − 2) + 1 ∈ M(N) while k /∈ M(N) for any
k > 2(n − 2) + 1. Consequently, M(N) = A(N) ∪ {2(n − 2), 2(n − 2) + 1}, which
implies that |M(N)| = n. Therefore {|M(N)| : N ∈ N} ⊇ N≥4, which completes the
proof. 
Corollary 3.6. The monoid (N0,+) is the only numerical semigroup having infinitely
many molecules.
In Proposition 3.5 we have fully described the set {|M(N)| : N ∈ N}. A full
description of the set {|M(N) \ A(N)| : N ∈ N} seems to be significantly more
involved. However, the next theorem offers some evidence to believe that
{|M(N) \ A(N)| : N ∈ N} = N≥2 ∪ {∞}.
Theorem 3.7. The following statements hold.
(1) {|M(N) \ A(N)| : N ∈ N •} ⊆ N≥2.
(2) |M(N)\A(N)| = 2 for infinitely many numerical semigroups N .
(3) For each k ∈ N, there is a numerical semigroup Nk with |M(N)\A(N)| > k.
Proof. To prove (1), take N ∈ N •. Then we can assume that N has embedding
dimension n with n ≥ 2. Take a1, . . . , an ∈ N such that a1 < · · · < an such that
N = 〈a1, . . . , an〉. Since a1 < a2 < aj for every j = 3, . . . , n, the elements 2a1 and a1+a2
are two distinct molecules of N that are not atoms. HenceM(N)\A(N) ⊆ N≥2∪{∞}.
On the other hand, Proposition 3.5 guarantees that |M(N)| <∞, which implies that
|M(N) \ A(N)| <∞. As a result, the statement (1) follows.
To verify the statement (2), one only needs to consider for every n ∈ N the numerical
semigroup Nn := {0} ∪ N≥n−2. The minimal set of generators of Nn is the (n − 2)-
element set {n−2, n−1, . . . , 2(n−2)−1} and, as we have already argued in the proof
of Proposition 3.5, the set M(Nn)\A(Nn) consists precisely of two elements.
Finally, let us prove condition (3). To do this, we first argue that for any a, b ∈ N≥2
with gcd(a, b) = 1 the numerical semigroup 〈a, b〉 has exactly ab − 1 molecules (cf.
Example 3.2). Assume a < b, take N := 〈a, b〉, and set
M = {ma+ nb : 0 ≤ m < b, 0 ≤ n < a, and (m,n) 6= (0, 0)}.
Now take x ∈ N to be a molecule of N . As |Z(x)| = 1, the unique factorization
z := (c1, c2) ∈ Z(x) (with c1, c2 ∈ N0) satisfies that c1 < b; otherwise, we could exchange
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b copies of the atom a by a copies of the atom b to obtain another factorization of x. A
similar argument ensures that c2 < a. As a consequence, M(N) ⊆ M. On the other
hand, if ma+nb = m′a+n′b for some m,m′, n, n′ ∈ N0, then gcd(a, b) = 1 implies that
b | m−m′ and a | n− n′. Because of this observation, the element (b− 1)a+ (a− 1)b
has only the obvious factorization, namely (b − 1, a − 1). Since (b − 1)a + (a − 1)b
is a molecule satisfying that y |N (b − 1)a + (a − 1)b for every y ∈ M, the inclusion
M⊆M(N) holds. Hence |M(N)| = |M| = ab− 1. To argue the statement (3) now,
it suffices to take Nk := 〈2, 2k + 1〉. 
We conclude this section with the following conjecture.
Conjecture 3.8. For every n ∈ N≥2, there exists a numerical semigroup N such that
|M(N)\A(N)| = n.
4. Molecules of Puiseux Monoids
4.1. Molecules of Generic Puiseux Monoids. In this section we study the sets of
molecules of the general class of Puiseux monoids. We will argue that there are infinitely
many non-finitely generated atomic Puiseux monoids P such that |M(P )\A(P )| =∞.
On the other hand, we will prove that, unlike the case of numerical semigroups, there
are infinitely many non-isomorphic atomic Puiseux monoids all whose molecules are,
indeed, atoms. The last part of this section is dedicated to characterize the molecules
of prime reciprocal Puiseux monoids.
Definition 4.1. A Puiseux monoid is an additive submonoid of Q≥0.
Clearly, every numerical semigroup is naturally isomorphic to a Puiseux monoid. How-
ever, Puiseux monoids are not necessarily finitely generated or atomic, as the next
example illustrates. The atomic structure of Puiseux monoids have been investigated
recently [14, 15, 17]. At the end of Section 2 we mentioned that the set of molecules
of an atomic monoid is divisor-closed. The next example indicates that this property
might not hold for non-atomic monoids.
Example 4.2. Consider the Puiseux monoid
P =
〈
2
5
,
3
5
,
1
2n
: n ∈ N
〉
.
First, observe that 0 is not a limit point of P •, and so P cannot be finitely generated.
After a few easy verifications, one can see that A(P ) = {2/5, 3/5}. On the other hand,
it is clear that 1/2 /∈ 〈2/5, 3/5〉, so P is not atomic. Observe now that Z(1) contains
only one factorization, namely 2/5+3/5. Therefore 1 ∈M(P ). Since Z(1/2) is empty,
1/2 is not a molecule of P . However, 1/2 |P 1. As a result,M(P ) is not divisor-closed.
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Although the additive monoid N0 contains only one atom, it has infinitely many
molecules. The next result implies that N0 is basically the only atomic Puiseux monoid
having finitely many atoms and infinitely many molecules.
Proposition 4.3. Let P be a Puiseux monoid. Then |M(P )| ∈ N≥2 if and only if
|A(P )| ∈ N≥2.
Proof. Suppose first that |M(P )| ∈ N≥2. As every atom is a molecule, A(P ) is finite.
Furthermore, note that if A(P ) = {a}, then every element of the set S = {na : n ∈ N}
would be a molecule, which is not possible as |S| = ∞. As a result, |A(P )| ∈ N≥2.
Conversely, suppose that |A(P )| ∈ N≥2. Since the elements in P \〈A(P )〉 have no
factorizations, M(P ) = M(〈A(P )〉). Therefore there is no loss in assuming that P
is atomic. As 1 < |A(P )| < ∞, the monoid P is isomorphic to a nontrivial numer-
ical semigroup. The proposition now follows from the fact that nontrivial numerical
semigroups have finitely many molecules. 
Corollary 4.4. If P is a Puiseux monoid, then |M(P )| 6= 1.
The set of atoms of a numerical semigroup is always strictly contained in its set
of molecules. However, there are many atomic Puiseux monoids which do not satisfy
such a property. Before proceeding to formalize this observation, let us mention that
if two Puiseux monoids P and P ′ are isomorphic, then there exists q ∈ Q>0 such that
P ′ = qP ; this is a consequence of [16, Proposition 3.2(1)].
Theorem 4.5 (cf. Theorem 3.7(1)). There are infinitely many non-isomorphic atomic
Puiseux monoids P satisfying that M(P ) = A(P ).
Proof. Let S = {Sn : n ∈ N} be a collection of infinite and pairwise-disjoint sets of
primes. Now take S = Sn for some arbitrary n ∈ N, and label the primes in S strictly
increasingly by p1, p2, . . . . Recall that DS(r) denotes the set of primes in S dividing
d(r) and that DS(R) = ∪r∈RDS(r) for R ⊆ Q>0. We proceed to construct a Puiseux
monoid PS satisfying that DS(PS) = S.
Take P1 := 〈1/p1〉 and P2 := 〈P1, 2/(p1p2)〉. In general, suppose that Pk is a finitely
generated Puiseux monoid such that DS(Pk) ⊂ S, and let r1, . . . , rnk be all the elements
in Pk which can be written as a sum of two atoms. Clearly, nk ≥ 1. Because |S| =∞,
one can take p′1, . . . , p
′
nk
to be primes in S \DS(Pk) satisfying that p′i - n(ri). Now
consider the following finitely generated Puiseux monoid
Pk+1 :=
〈
Pk ∪
{
r1
p′1
, . . . ,
rnk
p′nk
}〉
.
For every i ∈ {1, . . . , nk}, there is only one element in Pk ∪ {r1/p′1, . . . , rnk/p′nk}
whose denominator is divisible by p′i, namely ri/p
′
i. Therefore ri/p
′
i ∈ A(Pk+1) for
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i = 1, . . . , nk. To check that A(Pk) ⊂ A(Pk+1), fix a ∈ A(Pk) and take
(4.1) z :=
m∑
i=1
αiai +
nk∑
i=1
βi
ri
p′i
∈ ZPk+1(a),
where a1, . . . , ak are pairwise distinct atoms in A(Pk+1)∩Pk and αi, βj are nonnegative
coefficients for i = 1, . . . ,m and j = 1, . . . , nk. In particular, a1, . . . , ak ∈ A(Pk). For
each i = 1, . . . , nk, the fact that the p
′
i-adic valuation of a is nonnegative implies that
p′i | βi. Hence
a =
m∑
i=1
αiai +
nk∑
i=1
β′iri,
where β′i = βi/p
′
i ∈ N0 for i = 1, . . . , nk. Since ri ∈ A(Pk)+A(Pk) and (βi/p′i)ri |Pk a for
every i = 1, . . . , nk, one obtains that β1 = · · · = βnk = 0. As a result, a =
∑m
i=1 αiai.
Because a ∈ A(Pk), the factorization
∑m
i=1 αiai in ZPk(a) must have length 1, i.e,∑m
i=1 αi = 1. Thus,
∑m
i=1 αi +
∑nk
i=1 βi = 1, which means that z has length 1 and so
a ∈ A(Pk+1). As a result, the inclusion A(Pk) ⊆ A(Pk+1) holds. Observe that because
nk ≥ 1, the previous containment must be strict. Now set
PS =
⋃
k∈N
Pk.
Let us verify that PS is an atomic monoid satisfying that A(PS) = ∪k∈NA(Pk). Since
Pk is atomic for every k ∈ N, the inclusion chain A(P1) ⊂ A(P2) ⊂ . . . implies that
P1 ⊂ P2 ⊂ . . . . In addition, if a0 = a1 + · · · + am for m ∈ N and a0, a1, . . . , am ∈ PS,
then a0 = a1 + · · · + am will also hold in Pk for some k ∈ N large enough. This
immediately implies that ∪k∈NA(Pk) ⊆ A(PS). Since the reverse inclusion follows
trivially, A(PS) = ∪k∈NA(Pk). To check that PS is atomic, take x ∈ P •S . Then there
exists k ∈ N such that x ∈ Pk and, because Pk is atomic, x ∈ 〈A(Pk)〉 ⊆ 〈A(PS)〉.
Hence PS is atomic.
To check that M(PS) = A(PS), suppose that m is a molecule of PS, and then
take K ∈ N such that m ∈ Pk for every k ≥ K. Since A(Pk) ⊂ A(Pk+1) ⊂ . . . ,
we have that ZPk(m) ⊆ ZPk+1(m) ⊆ . . . . Moreover, ∪k≥KA(Pk) = A(PS) implies
that ∪k≥KZPk(m) = ZPS(m). Now suppose for a contradiction that m =
∑i
j=1 aj for
i ∈ N≥2, where a1, . . . , ai ∈ A(PS). Take j ∈ N≥K such that a1, . . . , ai ∈ A(Pj). Then
the way in which Pj+1 was constructed ensures that |ZPj+1(a1 +a2)| ≥ 2 and, therefore,
|ZPj+1(m)| ≥ 2. As ZPj+1(m) ⊆ ZPS(m), it follows that |ZPS(m)| ≥ 2, which contradicts
that m is a molecule. Hence M(PS) = A(PS).
Finally, we argue that the monoids constructed are not isomorphic. Let S and S ′
be two distinct members of the collection S and suppose, by way of contradiction,
that ψ : PS → PS′ is a monoid isomorphism. Because the only homomorphisms of
Puiseux monoids are given by rational multiplications, there exists q ∈ Q>0 such that
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PS′ = qPS. In this case, all but finitely many primes in DP(PS) belong to DP(PS′).
Since DP(PS) ∩ DP(PS′) = ∅ when S 6= S ′, we get a contradiction. 
4.2. Molecules of Prime Reciprocal Monoids. For the remaining of this section,
we focus our attention on the class consisting of all prime reciprocal monoids.
Definition 4.6. Let S be a nonempty set of primes. A Puiseux monoid P is prime
reciprocal over S if there exists a set of positive rationals R such that P = 〈R〉,
d(R) = S, and d(r) = d(r′) implies r = r′ for all r, r′ ∈ R.
Within the scope of this paper, the term prime reciprocal monoid refers to a Puiseux
monoid that is prime reciprocal over some nonempty set of primes. Let us remark that
if a Puiseux monoid P is prime reciprocal, then there exists a unique S ⊆ P such that
P is prime reciprocal over S. It is easy to verify that every prime reciprocal Puiseux
monoid is atomic.
Proposition 4.7 (cf. Theorem 3.7(1)). There exist infinitely many non-finitely gen-
erated atomic Puiseux monoids P such that |M(P )\A(P )| =∞.
Proof. As in the proof of Theorem 4.5, let S = {Sn : n ∈ N} be a collection of infinite
and pairwise-disjoint subsets of P \ {2}. For every n ∈ N, let Pn be a prime reciprocal
Puiseux monoid over Sn. Fix a ∈ A(Pn), and take a factorization
z :=
k∑
i=1
αiai ∈ Z(2a),
for some k ∈ N, pairwise distinct atoms a1, . . . , ak, and α1, . . . , αk ∈ N0. Since d(a) 6= 2,
after applying the d(a)-adic valuation on both sides of the equality 2a =
∑t
i=1 αiai, one
obtains that z = 2a. So 2a ∈ M(Pn) \ A(Pn) and, as a result, |M(Pn) \ A(Pn)| =∞.
Now suppose, by way of contradiction, that Pi ∼= Pj for some i, j ∈ N with i 6= j.
Since the only isomorphisms of Puiseux monoids are given by rational multiplication,
there exists q ∈ Q>0 such that Pj = qPi. However, this implies that only finitely many
primes in d(Pi) are not contained in d(Pj), which contradicts that Si ∩ Sj = ∅. Hence
no two monoids in {Pn : n ∈ N} are isomorphic, and the proposition follows. 
Theorem 4.5 and Proposition 4.7 guarantee the existence of infinitely many non-
finitely generated atomic Puiseux monoids P and Q with |M(P )\A(P )| = 0 and
|M(Q)\A(Q)| =∞.
Conjecture 4.8. (cf. Conjecture 3.8) For every n ∈ N there exists a non-finitely
generated atomic Puiseux monoid P satisfying that |M(P )\A(P )| = n.
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Before characterizing the molecules of prime reciprocal monoids, let us introduce the
concept of maximal multiplicity. Let P be a Puiseux monoid. For x ∈ P and a ∈ A(P )
we define the maximal multiplicity of a in x to be
m(a, x) := max{n ∈ N0 : na |P x}.
Proposition 4.9. Let P be a prime reciprocal monoid, and let x ∈ P . If m(a, x) < d(a)
for all a ∈ A(P ), then x ∈M(P ).
Proof. Suppose, by way of contradiction, that x /∈ M(P ). Then there exist k ∈ N,
elements αi, βi ∈ N0 (for i = 1, . . . , k), and pairwise distinct atoms a1, . . . , ak such that
z :=
k∑
i=1
αiai and z
′ :=
k∑
i=1
βiai
are two distinct factorizations in Z(x). As z 6= z′, there is an index i ∈ {1, . . . , k} such
that αi 6= βi. Now we can apply the d(ai)-adic valuation to both sides of the equality
k∑
i=1
αiai =
k∑
i=1
βiai
to verify that d(ai) | βi − αi. As αi 6= βi, we obtain that
m(ai, x) ≥ max{αi, βi} ≥ d(ai).
However, this contradicts the fact that m(a, x) < d(a) for all a ∈ A(P ). As a conse-
quence, x ∈M(P ). 
For S ⊆ P, we call the monoid ES := 〈1/p : p ∈ S〉 the elementary prime reciprocal
monoid over S; if S = P we say that ES is the elementary prime reciprocal monoid. It
was proved in [17, Section 5] that every submonoid of the elementary prime reciprocal
monoid is atomic. This gives a large class of non-finitely generated atomic Puiseux
monoids, which contains each prime reciprocal monoid.
Proposition 4.10. Let S be an infinite set of primes, and let ES be the elementary
prime reciprocal monoid over S. For x ∈ ES, the following conditions are equivalent:
(1) x ∈M(ES);
(2) 1 does not divide x in ES;
(3) m(a, x) < d(a) for all a ∈ A(ES);
(4) If a1, . . . , an ∈ A(ES) are distinct atoms and α1, . . . , αn ∈ N0 satisfy that∑n
j=1 αiai ∈ Z(x), then αj < d(aj) for each j = 1, . . . , n.
Proof. First, let us recall that since ES is atomic, M(ES) is divisor-closed. On the
other hand, note that for any two distinct atoms a, a′ ∈ A(ES), both factorizations
d(a) a and d(a′) a′ are in Z(1). Therefore 1 /∈ M(ES). Because the set of molecules of
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ES is divisor-closed, 1 -ES m for any m ∈ M(ES); in particular, 1 -ES x. Thus, (1)
implies (2). If m(a, x) ≥ d(a) for a ∈ A(ES), then
x = m(a, x) a+ y = 1 + (m(a, x)− d(a)) a+ y
for some y ∈ ES. As a result, 1 |ES x, from which we can conclude that (2) implies
(3). It is obvious that (3) and (4) are equivalent conditions. Finally, the fact that (3)
implies (1) follows from Proposition 4.9. 
Corollary 4.11. Let S be an infinite set of primes, and let ES be the elementary prime
reciprocal monoid over S. Then |Z(x)| =∞ for all x /∈M(ES).
In order to describe the set of molecules of an arbitrary prime reciprocal monoid, we
need to cast its atoms into two categories.
Definition 4.12. Let P be a prime reciprocal monoid. We say that a ∈ A(P ) is stable
if the set {a′ ∈ A(P ) : n(a′) = n(a)} is infinite, otherwise we say that a is unstable. If
every atom of P is stable (resp., unstable), then we call P stable (resp., unstable).
For a prime reciprocal monoid P , we let S(P ) denote the submonoid of P generated
by the set of stable atoms. Similarly, we let U(P ) denote the submonoid of P generated
by the set of unstable atoms. Clearly, P is stable (resp., unstable) if and only if
P = S(P ) (resp., P = U(P )). In addition, P = S(P ) + U(P ), and S(P ) ∩ U(P ) is
trivial only when either S(P ) or U(P ) is trivial. Clearly, if P is stable, then it cannot
be finitely generated. Finally, we say that u ∈ U(P ) is absolutely unstable provided
that u is not divisible by any stable atom in P , and we let Ua(P ) denote the set of all
absolutely unstable elements of P .
Example 4.13. Let {pn} be the strictly increasing sequence with underlying set P\{2},
and consider the prime reciprocal monoid P defined as
P :=
〈
3 + (−1)n
p2n−1
,
p2n − 1
p2n
: n ∈ N
〉
.
Set an =
3+(−1)n
p2n−1
and bn =
p2n−1
p2n
. One can readily verify that P is an atomic monoid
with A(P ) = {an, bn : n ∈ N}. As both sets
{n ∈ N : n(an) = 2} and {n ∈ N : n(an) = 4}
have infinite cardinality, an is a stable atom for every n ∈ N. In addition, since {n(bn)}
is a strictly increasing sequence bounded below by n(b1) = 4 and n(an) ∈ {2, 4}, we have
that bn is an unstable atom for every n ∈ N≥2. Also, notice that 4/3 = 2a1 ∈ S(P ),
but 4/3 /∈ U(P ) because d(4/3) = 3 /∈ d(U(P )). Furthermore, for every n ∈ N the
element un := (p2n − 1)bn ∈ U(P ) is not in S(P ) because p2n = d(un) /∈ d(S(P )).
However, S(P ) ∩ U(P ) 6= ∅ since the element 4 = 6a1 = 5b1 belongs to both S(P )
and U(P ). Finally, we claim that 2bn is absolutely unstable for every n ∈ N. If
this were not the case, then 2bk /∈ M(P ) for some k ∈ N. By Proposition 4.9 there
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exists a ∈ A(P ) such that m(a, 2bk) ≥ d(a). In this case, one would obtain that
2bk ≥ m(a, 2bk)a ≥ d(a)a = n(a) ≥ 2, contradicting that bn < 1 for every n ∈ N. Thus,
2bn ∈ Ua(P ) for every n ∈ N.
Proposition 4.14. Let P be a prime reciprocal monoid that is stable, and let x ∈ P .
Then x ∈M(P ) if and only if n(a) does not divide x in P for any a ∈ A(P ).
Proof. For the direct implication, assume that x ∈ M(P ) and suppose, by way of
contradiction, that n(a) |P x for some a ∈ A(P ). Since a is a stable atom, there exist
p1, p2 ∈ P with p1 6= p2 such that gcd(p1p2, n(a)) = 1 and n(a)/p1, n(a)/p2 ∈ A(P ). As
n(a) |P x, we can take a1, . . . , ak ∈ A(P ) such that x = n(a) + a1 + · · ·+ ak. Therefore
p1
n(a)
p1
+ a1 + · · ·+ ak and p2n(a)
p2
+ a1 + · · ·+ ak
are two distinct factorizations in Z(x), contradicting that x is a molecule. Conversely,
suppose that x is not a molecule. Consider two distinct factorizations z :=
∑k
i=1 αiai
and z′ :=
∑k
i=1 βiai in Z(x), where k ∈ N, αi, βi ∈ N0, and a1, . . . , ak ∈ A(P ) are
pairwise distinct atoms. Pick an index j ∈ {1, . . . , k} such that αj 6= βj and assume,
without loss of generality, that αj < βj. After applying the d(aj)-adic valuations on
both sides of the equality
k∑
i=1
αiai =
k∑
i=1
βiai
one finds that the prime d(aj) divides βj − αj. Therefore βj > d(aj) and so
x = n(aj) + (βj − d(aj))aj +
∑
i 6=j
αiai.
Hence n(aj) |P x, which concludes the proof. 
Observe that the reverse implication of Proposition 4.14 does not require S(P ) = P .
However, the stability of P is required for the direct implication to hold as the following
example illustrates.
Example 4.15. Let {pn} be the strictly increasing sequence with underlying set P\{2},
and consider the unstable prime reciprocal monoid
P :=
〈
1
2
,
p2n − 1
pn
: n ∈ N
〉
.
Because the smallest two atoms of P are 1/2 and 8/3, it immediately follows that
m := 2(1/2)+8/3 /∈ 〈1/2〉 must be a molecule of P . In addition, notice that 1 = n(1/2)
divides m in P .
We conclude this section characterizing the molecules of prime reciprocal monoids.
Theorem 4.16. Let P be a prime reciprocal monoid. Then x ∈ P is a molecule if and
only if x = s+ u for some s ∈ S(P ) ∩M(P ) and u ∈ Ua(P ) ∩M(P ).
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Proof. First, suppose that x is a molecule. As P = S(P ) +U(P ), there exist s ∈ S(P )
and u ∈ U(P ) such that x = s + u. The fact that x ∈ M(P ) guarantees that
s, u ∈ M(P ). On the other hand, since |Z(u)| = 1 and u can be factored using only
unstable atoms, u cannot be divisible by any stable atom in P . Thus, u ∈ Ua(P ), and
the direct implication follows.
For the reverse implication, assume that x = s + u, where s ∈ S(P ) ∩ M(P )
and u ∈ Ua(P ) ∩M(P ). We first check that x can be uniquely expressed as a sum
of two elements s and u contained in the sets S(P ) ∩ M(P ) and Ua(P ) ∩ M(P ),
respectively. To do this, suppose that x = s+u = s′+u′, where s′ ∈ S(P )∩M(P ) and
u′ ∈ Ua(P )∩M(P ). Take pairwise distinct stable atoms a1, . . . , ak of P for some k ∈ N
such that z =
∑k
i=1 αiai ∈ ZP (s) and z′ =
∑k
i=1 α
′
iai ∈ ZP (s′), where αj, α′j ∈ N0 for
j = 1, . . . , k. Because u and u′ are absolutely unstable elements, they are not divisible
in P by any of the atoms ai’s. Thus, d(aj) - d(u) and d(aj) - d(u′) for any j ∈ {1, . . . , k}.
Now for each j = 1, . . . , k we can apply the d(aj)-adic valuation in both sides of the
equality
u+
k∑
i=1
αiai = u
′ +
k∑
i=1
α′iai
to conclude that the prime d(aj) must divide αj − α′j. Therefore either z = z′ or there
exists j ∈ {1, . . . , k} such that |αj − α′j| > d(aj). Suppose that |αj − α′j| > d(aj) for
some j, and say αj > α
′
j. As αj > d(aj), one can replace αjaj by (αj−d(aj))aj +n(aj)
in s = φ(z) = α1a1 + · · ·+αkak to find that n(aj) divides s in S(P ), which contradicts
Proposition 4.14. Then we have that z = z′. Therefore s′ = s and u′ = u.
Finally, we argue that x ∈ M(P ). Write x = ∑`i=1 γiai + ∑`i=1 βibi for ` ∈ N≥k,
pairwise distinct stable atoms a1, . . . , a` (where a1, . . . , ak are the atoms showing up
in z), pairwise distinct unstable atoms b1, . . . , b`, and coefficients γi, βi ∈ N0 for every
i = 1, . . . , `. Set z′′′ :=
∑`
i=1 γiai and w
′′′ =
∑`
i=1 βibi. Note that, a priori, φ(z
′′′)
and φ(w′′′) are not necessarily molecules. As in the previous paragraph, we can apply
d(aj)-adic valuation to both sides of the equality
u+
k∑
i=1
αiai =
∑`
i=1
γiai +
∑`
i=1
βibi
to find that z′′′ = z. Hence φ(z′′′) = s and φ(w′′′) = u are both molecules. Therefore
z′′′ must be the unique factorization of s, while w′′′ must be the unique factorization
of u. As a result, x ∈M(P ). 
5. Molecules of Puiseux Algebras
Let M be a monoid and let R be a commutative ring with identity. Then R[X;M ]
denotes the ring of all functions f : M → R having finite support, which means that
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Supp(f) := {s ∈M : f(s) 6= 0} is finite. We represent an element f ∈ R[X;M ] by
f(X) =
n∑
i=1
f(si)X
si ,
where s1, . . . , sn are the elements in Supp(f). The ring R[X;M ] is called the monoid
ring of M over R, and the monoid M is called the exponent monoid of R[X;M ]. For
a field F , we will say that F [X;M ] is a monoid algebra. As we are primarily interested
in the molecules of monoid algebras of Puiseux monoids, we introduce the following
definition.
Definition 5.1. If F is a field and P is a Puiseux monoid, then we say that F [X;P ] is
a Puiseux algebra. If N is a numerical semigroup, then F [X;N ] is called a numerical
semigroup algebra.
Let F [X;P ] be a Puiseux algebra. We write any element f ∈ F [X;P ] \ {0} in
canonical representation, that is, f(X) = α1X
q1 + · · · + αkXqk with αi 6= 0 for every
i = 1, . . . , k and q1 > · · · > qk. It is clear that any element of F [X;P ] \ {0} has
a unique canonical representation. In this case, deg(f) := q1 is called the degree of
f , and we obtain that the degree identity deg(fg) = deg(f) + deg(g) holds for all
f, g ∈ F [X;P ] \ {0}. As for polynomials, we say that f is a monomial if k = 1. It is
not hard to verify that F [X;P ] is an integral domain with set of units F×, although
this follows from [12, Theorem 8.1] and [12, Theorem 11.1]. Finally, note that, unless
P ∼= (N0,+), no monomial of F [X;P ] can be a prime element; this is a consequence of
the trivial fact that non-cyclic Puiseux monoids do not contain prime elements.
For an integral domain R, we let Rred denote the reduced monoid of the multiplicative
monoid of R.
Definition 5.2. Let R be an integral domain. We call a nonzero non-unit r ∈ R a
molecule if rR× is a molecule of Rred.
Let R be an integral domain. By simplicity, we let A(R), M(R), Z(R), and φR
denote A(Rred), M(Rred), Z(Rred), and φRred , respectively. In addition, for a nonzero
non-unit r ∈ R, we let ZR(r) and LR(r) denote ZRred(rR×) and LRred(rR×), respectively.
Proposition 5.3. Let F be a field, and let P be a Puiseux monoid. For a nonzero
α ∈ F , a monomial Xq ∈M(F [X;P ]) if and only if q ∈M(P ).
Proof. Consider the canonical monoid monomorphism µ : P → F [X;P ] \ {0} given by
µ(q) = Xq. It follows from [4, Lemma 3.1] that an element a ∈ P is an atom if and only
if the monomial Xa is irreducible in F [X;P ] (or, equivalently, an atom in the reduced
multiplicative monoid of F [X;P ]). Therefore µ lifts canonically to the monomorphism
µ¯ : Z(P ) → Z(F [X;P ]) determined by the assignments a 7→ Xa for each a ∈ A(P ),
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preserving not only atoms but also factorizations of the same element. Put formally,
this means that the diagram
Z(P )
µ¯−−−→ Z(F [X;P ])
φP
y φF [X;P ]y
P
µ−−−→ F [X;P ]red
commutes, and the (fiber) restriction maps µ¯q : ZP (q)→ ZF [X;P ](Xq) of µ¯ are bijections
for every q ∈ P . Hence |ZP (q)| = 1 if and only if |ZF [X;P ](Xq)| = 1 for all q ∈ P •,
which concludes our proof. 
Corollary 5.4. For each field F , there exists an atomic Puiseux monoid P whose
Puiseux algebra satisfies that |M(F [X;P ]) \ A(F [X;P ])| =∞.
Proof. It is an immediate consequence of Proposition 4.7 and Proposition 5.3. 
The difference group gp(M) of a monoid M is the abelian group (unique up to
isomorphism) satisfying that any abelian group containing a homomorphic image of
M will also contain a homomorphic image of gp(M). An element x ∈ gp(M) is called
a root element of M if nx ∈ M for some n ∈ N. The subset M˜ of gp(M) consisting
of all root elements of M is called the root closure of M . If M˜ = M , then M is
called root-closed. From now on, we assume that each Puiseux monoid P we mention
here is root-closed. Before providing a characterization for the irreducible elements of
F [X;P ], let us argue the following two easy lemmas.
Lemma 5.5. Let P be a Puiseux monoid. Then d(P •) is closed under taking least
common multiples.
Proof. Take d1, d2 ∈ d(P •) and q1, q2 ∈ P • with d(q1) = d1 and d(q2) = d2. Now set
d = gcd(d1, d2) and n = gcd(n(q1), n(q2)). It is clear that n is the greatest common
divisor of (d2/d)n(q1) and (d1/d)n(q2). So there exist m ∈ N and c1, c2 ∈ N0 such that
(5.1) n
(
1 +m lcm(d1, d2)
)
= c1
d2
d
n(q1) + c2
d1
d
n(q2).
Using the fact that d lcm(d1, d2) = d1d2, one obtains that
n
(
1 +m lcm(d1, d2)
)
lcm(d1, d2)
= c1q1 + c2q2 ∈ P
after dividing both sides of the equality (5.1) by lcm(d1, d2). In addition, note that
n(1 + m lcm(d1, d2)) and lcm(d1, d2) are relatively prime. Hence lcm(d1, d2) ∈ d(P •),
from which the lemma follows. 
Lemma 5.6. Let P be a root-closed Puiseux monoid containing 1. Then 1/d ∈ P for
all d ∈ d(P •).
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Proof. Let d ∈ d(P •), and take r ∈ P • such that d(r) = d. As gcd(n(r), d(r)) = 1,
there exist a, b ∈ N0 such that an(r)− b d(r) = 1. Therefore
1
d
=
an(r)− b d(r)
d
= ar − b ∈ gp(P ).
This, along with the fact that d(1/d) = 1 ∈ P , ensures that 1/d is a root element of
P . Since P is root-closed, it must contain 1/d, which concludes our argument. 
We are in a position now to characterize the irreducibles of F [X;P ].
Proposition 5.7. Let F be a field, and let P be a root-closed Puiseux monoid con-
taining 1. Then f ∈ F [X;P ] \ F is irreducible in F [X;P ] if and only if f(Xm) is
irreducible in F [X] for every m ∈ d(P •) that is a common multiple of the elements of
d(Supp(f)).
Proof. Suppose first that f ∈ F [X;P ] \ F is an irreducible element of F [X;P ], and
let m ∈ d(P •) be a common multiple of the elements of d(Supp(f)). Then f(Xm)
is an element of F [X]. Take g, h ∈ F [X] such that f(Xm) = g(X)h(X). As P is
a root-closed and m ∈ d(P •), Lemma 5.6 ensures that g(X1/m), h(X1/m) ∈ F [X;P ].
Thus, f(X) = g(X1/m)h(X1/m) in F [X;P ]. Since f is irreducible in F [X;P ] either
g(X1/m) ∈ F or h(X1/m) ∈ F , which implies that either g ∈ F or h ∈ F . Hence f(Xm)
is irreducible in F [X].
Conversely, suppose that f ∈ F [X;P ] satisfies that f(Xm) is an irreducible poly-
nomial in F [X] for every m ∈ d(P •) that is a common multiple of the elements of
the set d(Supp(f)). To argue that f is irreducible in F [X;P ] suppose that f = g h
for some g, h ∈ F [X;P ]. Let m0 be the least common multiple of the elements of
d(Supp(g)) ∪ d(Supp(h)). Lemma 5.5 guarantees that m0 ∈ d(P •). Moreover, f = g h
implies that m0 is a common multiple of the elements of d(Supp(f)). As a result, the
equality f(Xm0) = g(Xm0)h(Xm0) holds in F [X]. Since f(Xm0) is irreducible in F [X],
either g(Xm0) ∈ F or h(Xm0) ∈ F and, therefore, either g ∈ F or h ∈ F . This implies
that f is irreducible in F [X;P ], as desired. 
We proceed to show the main result of this section.
Theorem 5.8. Let F be a field, and let P be a root-closed Puiseux monoid. Hence
M(F [X;P ]) = 〈A(F [X;P ])〉.
Proof. As each molecule of F [X;P ] is a product of irreducible elements in F [X;P ],
the inclusion M(F [X;P ]) ⊆ 〈A(F [X;P ])〉 holds trivially. For the reverse inclusion,
suppose that f ∈ F [X;P ] \ F can be written as a product of irreducible elements
in F [X;P ]. As a result, there exist k, ` ∈ N and irreducible elements g1, . . . , gk and
h1, . . . , h` in F [X;P ] satisfying that
(5.2) g1(X) · · · gk(X) = f(X) = h1(X) · · ·h`(X).
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Let m be the least common multiple of all the elements of the set( k⋃
i=1
d
(
Supp(gi)
))⋃( ⋃`
j=1
d
(
Supp(hj)
))
.
Note that f(Xm), gi(X
m) and hj(X
m) are polynomials in F [X] for i = 1, . . . , k and
j = 1, . . . , `. Lemma 5.5 ensures that m ∈ d(P •). On the other hand, m is a com-
mon multiple of all the elements of d(Supp(gi)) (or all the elements of d(Supp(hi))).
Therefore Proposition 5.7 guarantees that the polynomials gi(X
m) and hj(X
m) are ir-
reducible in F [X] for i = 1, . . . , k and j = 1, . . . , `. After substituting X by Xm in (5.2)
and using the fact that F [X] is a UFD, one finds that ` = k and gi(X
m) = hσ(i)(X
m)
for some permutation σ ∈ Sk and every i = 1, . . . , k. This, in turns, implies that
gi = hσ(i) for i = 1, . . . , k. Hence |ZF [X;P ](f)| = 1, which means that f is a molecule of
F [X;P ]. 
As we have seen before, Corollary 5.4 guarantees the existence of a Puiseux algebra
F [X;P ] satisfying that |M(F [X;P ]) \ A(F [X;P ])| = ∞. Now we use Theorem 5.8
to construct an infinite class of Puiseux algebras satisfying a slightly more refined
condition.
Proposition 5.9. For any field F , there exist infinitely many Puiseux monoids P
such that the algebra F [X;P ] contains infinite molecules that are neither atoms nor
monomials.
Proof. Let {pj} be the strictly increasing sequence with underlying set P. Then for
each j ∈ N consider the Puiseux monoid Pj = 〈1/pnj | n ∈ N〉. Fix j ∈ N, and take
P := Pj. The fact that gp(P ) = P ∪ −P immediately implies that P is a root-closed
Puiseux monoid containing 1. Consider the Puiseux algebra Q[X;P ] and the element
X+p ∈ Q[X;P ], where p ∈ P. To argue that X+p is an irreducible element in Q[X;P ],
write X + p = g(X)h(X) for some g, h ∈ Q[X;P ]. Now taking m to be the maximum
power of pj in the set d(Supp(g)∪ Supp(h)), one obtains that Xm + p = g(Xm)h(Xm)
in Q[X]. Since Q[X] is a UFD, it follows by Eisenstein’s criterion that Xm + p is
irreducible as a polynomial over Q. Hence either g(X) ∈ Q or h(X) ∈ Q, which
implies that X + p is irreducible in Q[X;P ]. Now it follows by Theorem 5.8 that
(X + p)n is a molecule in Q[X;P ] for every n ∈ N. Clearly, the elements (X + p)n are
neither atoms nor monomials.
Finally, we prove that the algebras we have defined in the previous paragraph are
pairwise non-isomorphic. To do so suppose, by way of contradiction, that Q[X;Pj] and
Q[X;Pk] are isomorphic algebras for distinct j, k ∈ N. Let ψ : Q[X;Pj]→ Q[X;Pk] be
an algebra isomorphism. Since ψ fixes Q, it follows that ψ(Xq) /∈ Q for any q ∈ P •j .
This implies that deg(ψ(X)) ∈ P •k . As d(P •j ) is unbounded there exists n ∈ N such
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that pnj > n(deg(ψ(X))). Observe that
deg
(
ψ(X)
)
= deg
(
ψ
(
X
1
pn
j
)pnj ) = pnj deg (ψ(X 1pnj )).(5.3)
Because gcd(pj, d) = 1 for every d ∈ d(P •k ), from (5.3) one obtains that pnj divides
n(degψ(X)), which contradicts that pnj > n(deg(ψ(X))). Hence the Puiseux algebras
in {Pj : j ∈ N} are pairwise non-isomorphic, which completes our proof. 
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