In this paper we describe the possible numbers of Kronecker indices of the pencils xA + B, where A and B run over two prescribed similarity classes, A and B, respectively.
Introduction
This paper is about matrices over an arbitrary field F. The script letters A and B denote n × n similarity classes. So if, say, A ∈ A, then A is n × n matrix over F and A is the set of all matrices over F similar to A. The invariant factors, eigenvalues, rank, etc, of A are defined as the corresponding concepts of any A ∈ A. There exists a matrix in A of the form A 1 ⊕ N, where A 1 is nonsingular and N is nilpotent; the similarity classes of A 1 and N are well defined and called the non-singular and nilpotent parts of A. A Jordan block of A with eigenvalue λ is called a Jordan λ-block. Througout the paper, the symbol r A denotes the rank (of any element) of A.
An interesting though extremely difficult problem is the following: Problem 1. Given two n-square similarity classes, say A and B, describe the possible Kronecker invariants of the pencils xA + B, where A and B run over A and B, respectively.
Here x denotes a variable over F, and by 'Kronecker invariants' we mean the invariant factors of the polynomial matrix xA + B together with its Kronecker minimal row [column] indices (see, e.g., [1, chapter XII] ).
In case A [or B] is non-singular the above problem is equivalent to what we may call the product problem, namely, the determination of the similarity invariant factors of A −1 B [or AB −1 , respectively] with A ∈ A and B ∈ B, respectively, in this special case Kronecker indices do not occur, but the problem is still hopelessly difficult (see, e.g., [3, 6] ). If A and B are both singular, then things get much worse, for Kronecker row and column indices occur, for certain choices of A ∈ A and B ∈ B -precisely the choices for which det(xA + B) is the zero polynomial. This suggests an easier problem than the first one: It is essential for the understanding of the paper the fact that the rank of a matrix over an integral domain D, defined, say, as the maximum number of D-linearly independent rows of the matrix, equals the maximum of the orders of the non-zero minors of the given matrix. So, as ranks and nullities are concerned, it does not matter whether we consider xA + B as a polynomial matrix, or as a matrix over F(x), or over any other field extending F[x].
Results

Theorem 2.1. For any A ∈ A and B ∈ B we have
In our main result we show that inequalities (1) characterize all possible ranks of our matrices xA + B.
Theorem 2.2. If t is an integer satisfying
then there exist A ∈ A and B ∈ B such that xA + B has rank t.
According to our previous comments, we may summarize the previous theorems as follows.
Theorem 2.3. When A and B run over A and B, respectively, the number of Kronecker column [row] indices of xA + B describes the set of all integers in the interval
[max {0, κ A + κ B − n} , min {κ A , κ B }] , where κ A [κ B ] denotes the dimension of the kernel of any A ∈ A[B ∈ B].
Proofs
Clearly we only have to prove Theorems 2.1 and 2.2.
Proof of Theorem 2.1. The right-hand side inequality in (1) follows from rank xA = rank A and from a well-known elementary inequality.
The determinantal characterization of the rank implies xA + B, (x/y)A + B and xA + yB all have the same rank (where y is a new variable commuting with x) as well as rank(αA + βB) rank(xA + yB) for any α and β in F [or in any field containing F]. The left inequality in (1) follows as a particular case.
Proof of Theorem 2.2. By induction we assume the theorem holds for matrices of sizes smaller than n. In case t = max{r A , r B } the theorem follows easily: just take A 0 ∈ A and B 0 ∈ B of the form
where A is n × r A and B is n × r B , obviously, rank(xA 0 + B 0 ) max{r A , r B }, and equality must hold because of (1) .
In view of this we assume, from now on, that our integer t satisfies max{r A , r B } < t min{r A + r B , n}.
In particular, A and B are non-zero. We choose A ∈ A and B ∈ B exhibiting the Jordan form of the nilpotent parts, say
where the p's and q's are in non-increasing order, and A 1 and B 1 are non-singular. 
, then m is the sum of the orders of the greatest ρ A [ρ B ] nilpotent Jordan blocks of B [of A].
Proof of Lemma 3.1. First we point out that if there are two consecutive terms, a i , a i+1 [b i , b i+1 ] equal to zero, then all other terms after these are zero as well, and
In Case 1 we haveā 2 +b 2 = 2, andā 3 +b 
Assume the former alternative holds (the latter has a similar treatment). Then a w = 0 for w σ , and thereforē
for w σ . This shows that m = σ − 1. Therefore (9) is nothing but (8), and the other properties (3)- (7) Continuing the proof of the theorem, still in Case 1, for a fixed s ∈ {2, . . . , m} we consider matricesB similar to B of the form 
Therefore, for any fixed s ∈ {2, . . . , m}, the rank of xA + B covers the interval T s = s + T s whose lower and upper bounds are If we add the first row of C(x) to the second row, and then subtract the first column from the second, we obtain So we are done with this case, and the proof of the theorem is complete.
