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Abstract—Due to the explosive growth of data traffic and poor
indoor coverage, ultra-dense network (UDN) has been introduced
as a fundamental architectural technology for 5G-and-beyond
systems. As the telecom operator is shifting to a plug-and-play
paradigm in mobile networks, network planning and optimiza-
tion become difficult and costly, especially in residential small-
cell base stations (SBSs) deployment. Under this circumstance,
severe inter-cell interference (ICI) becomes inevitable. Therefore,
interference mitigation is of vital importance for indoor coverage
in mobile communication systems. In this paper, we propose
a fully distributed self-learning interference mitigation (SLIM)
scheme for autonomous networks under a model-free multi-agent
reinforcement learning (MARL) framework. In SLIM, individual
SBSs autonomously perceive surrounding interferences and de-
termine downlink transmit power without necessity of signaling
interactions between SBSs for mitigating interferences. To tackle
the dimensional disaster of joint action in the MARL model,
we employ the Mean Field Theory to approximate the action
value function to greatly decrease the computational complexity.
Simulation results based on 3GPP dual-stripe urban model
demonstrate that SLIM outperforms several existing known
interference coordination schemes in mitigating interference and
reducing power consumption while guaranteeing UEs’ quality of
service for autonomous UDNs.
Index Terms—Interference management, Power control, Multi-
agent reinforcement learning
I. INTRODUCTION
The past few years have witnessed the explosive growth
of data traffic along with the rapid proliferation of smart
devices and wearable devices. According to the statistics on
wireless usage, more than 70% of data traffic and 50% of
voice calls occur indoors, while users spend 80% of their time
indoors and the rest outdoors [1]. Unfortunately, the shielding
of building walls leads to very high penetration loss, which
severely degrades the data rate, spectral efficiency, and energy
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efficiency in indoor wireless communications. Meanwhile, 5G-
and-beyond systems are expected to use new higher spectrum
in the microwave bands (3.3-4.2 GHz) [2], [3], which leads to
weak permeability. In order to increase network capacity and
provide better coverage, ultra-dense networks (UDNs) have
been introduced as one of the most effective architectural
technology for the 5G-and-beyond environment [4]. [5]. In
indoor UDNs, massive plug-and-play, low-power, and low-cost
small-cell base stations (SBSs) are deployed overlaying the
conventional macro-cell base stations (MBSs).
Obviously, the deployment of intensive plug-and-play S-
BSs in dense residential areas may lead to severe inter-cell
interference (ICI), which significantly deteriorates network
performance and/or user quality of service (QoS). Therefore,
interference mitigation/coordination is of vital importance for
indoor coverage of mobile communication systems. Con-
ventional centralized interference management is no more
effective for the dense SBS deployment scenario, as the central
controller easily becomes a bottleneck of network performance
caused by the heavy signaling overhead and the execution
complexity of the algorithm [6]. For instance, the centralized
schemes proposed in [7], [8] for interference mitigation need
huge information interactions, causing heavy signaling over-
head. Hence traditional interference coordination schemes are
inappropriate for plug-and-play UDNs. It is thus imperative to
develop new interference mitigation schemes for autonomous
networks.
Existing work on inter-cell interference coordination (ICIC)
is mainly focused on centralized solutions, including FFR [9],
SFR [10], and power control schemes [11], [12]. Indeed, in the
era of 5G-and-beyond, telecom operators face great difficulties
in network planning and optimization [5], especially for dense
SBS deployment. Moreover, wireless networks are becoming
highly heterogeneous with dynamic network environment and
complex network topology. With the vigorous development of
artificial intelligence (AI) technologies, the mobile network ar-
chitecture is gradually evolving into an intelligent autonomous
network paradigm [5], where the telecom operators need to
automate their networks in a plug-and-play manner thus to
reduce the amount of manual interventions. In other words,
the autonomous networks work relying on self-analysis, self-
configuration, and self-learning. However, in such a complex
and dynamic network environment, sever ICI could be easily
caused, substantially deteriorating network performance and
UEs’ QoS.
Fortunately, recent emerging reinforcement learning (RL)
algorithms have demonstrated great potential in solving se-
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quential decision problems in complicated dynamic environ-
ments. Due to the lack of accurate information and model of
wireless network environments, the model-free RL framework
has demonstrated promising to provide effective solutions,
where the optimal policy is learned through interactions with
the environments. Moreover, in the distributed framework, RL
can be extended to multi-agent domain. In contrast with the
tremendous development and wide applications of single-agent
reinforcement learning (SARL) technology [13], [14] in wire-
less networks, multi-agent reinforcement learning (MARL)
has demonstrated greater potential for solving some stochastic
optimization problems [15], [16] in autonomous networks.
In this paper, we propose a fully decentralized self-learning
interference mitigation (SLIM) scheme under model-free
MARL framework for autonomous networks. The proposed
SLIM scheme requires no information interactions between
SBSs, which allows telecom operators to automate their
networks in a plug-and-play manner by self-learning. We
model the interference mitigation problem as a Decentralized
Partial Observable Markov Decision Process (DEC-POMDP)
and solve it in a MARL perspective. In SLIM, individual
SBSs autonomously perceive the surrounding interferences
and determine their downlink transmit power for mitigating
interferences. Specifically, our design objective in SLIM is
to mitigate ICI by minimizing the long-term average total
consumed transmit power while guaranteeing individual UEs’
transmission rate, and thus improving the overall network
performance, including mitigating ICI, accommodating more
UEs, and decreasing system outage ratio. In our learning
model, as both the action and state spaces are continuous,
we propose an actor-critic (AC) based MARL framework to
solve the SLIM problem by learning an optimal and robust
policy in non-stationary environments. Therein, the actor is
responsible for parameterizing policy, executing the action,
and updating the policy, while the critic is used to evaluate and
criticize the current policy and approximate value function.
A key issue in the MARL framework is the dimensional
disaster of joint action, which may lead to prohibitively high
computational complexity in evaluating the action value. To
reduce the dimension of joint actions, we exploit the Mean
Field Theory [17] to approximate the action value function,
so as to effectively avoid the complex interactions between
agents. Due to the distributed and self-learning nature, SLIM
scheme can be readily deployed in SBSs of autonomous
networks. Moreover, the proposed SLIM is scalable as it can
be flexibly extended without dimensional disasters caused by
the increased number of deployed SBSs.
The remainder of this paper is organized as follows. Section
II presents related work. In Section III, we present the system
model. In Section IV, we discuss and formulate the problem.
Section V elaborates the MARL based SLIM scheme. Section
VI presents numerical results as well as discussions. Finally,
conclusions are drawn in Section VII.
II. RELATED WORK
Recent researches on interference management in mobile
networks can be mainly categorized into three classes: frequen-
cy domain [9], [10], [18], time domain [13], [19], and power
optimization techniques [11], [12], [20]–[22]. The frequency
domain methods, including FFR and SFR, focus on orthogonal
frequency reuse in the cell-edge-area. In [9], a dynamic FFR
was proposed to mitigate ICI by formulating a joint scheduling
problem in which two schedulers operate on different time s-
cales. The authors of [10], [18] proposed a robust decentralized
SFR algorithm, which can significantly improve cell-edge and
cell average throughput simultaneously without information
interactions between SBSs. As radio spectrum is very scarce,
interference management methods in frequency domain are not
adequate.
The interference management in time domain is mainly
focused on the selection of cell range expansion (CRE) bias
value and the rational configuration of the almost blank
subframe (ABSF). The authors of [13] proposed an approach
based on decentralized Q-learning to learn an optimal CRE
bias and transmit power allocation on the two-tier hetero-
geneous networks (HetNets). However, the performance of
the algorithm is not satisfactory due to the inherent defects
of Q-learning with a large granular discrete state space and
action space. The authors of [19] proposed a semi-distributed
scheme based on the ABSF approach to optimize inter-cell
interference coordination for both guaranteed and best-effort
traffic. However, the assumption that the SBS always applies
a constant transmit power seems not reasonable.
Besides frequency and time domain, interference coordi-
nation can also be realized in power control domain. The
authors of [11] proposed an interference mitigation scheme
by introducing Q-learning based distributed power allocation
algorithm. The authors of [12] used RL for power control
to mitigate interferences. But the assumption that an SBS
serves only one user weakens the applicability of the proposed
solution in realistic scenarios. A novel game framework was
proposed in [20] to study the optimal power control for
interference coordination in UDNs. But additional information
exchanges are required and the channel time-variation is
ignored, which weakens the effectiveness of the proposed
solution. The authors of [21] addressed ICIC problem through
both resource block (RB) selection and power control based
on game theory. The authors of [22] used game-based power
control schemes for downlink transmissions in multichannel
macrofemto networks to mitigate the ICI. Although certain
system performance improvement can be obtained by using
game based heuristics, it is still hard or even infeasible to
solve the sequential decision problem as a long convergence
time is usually needed.
In summary, the vast majority of the aforementioned ICIC
approaches require signaling interactions between SBSs or
between MBSs and SBSs, which is very undesirable in au-
tonomous networks. Moreover, some of the aforementioned
approaches ignore power control or consider only single user
per cell scenario. Therefore, it is imperative to develop a fully
distributed power control algorithm without signaling interac-
tions between SBSs for mitigating interference, to facilitate an
autonomous network operation mode.
The authors of [23], [24] solve the spectrum access prob-
lem by using a distributed game-theoretic stochastic learning
method without information interactions. The idea of adjusting
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the probability of each action from their individual action-
reward experiences after each iteration is interesting. Unfor-
tunately, their algorithms are inappropriate for solving our
fully distributed power control problem, as the action space
is continuous and the probability of a specific action is zero.
Due to the random nature of wireless channel and user arrival
process, the power adjustment for interference mitigation in
autonomous network is indeed a sequential decision problem,
which belongs to stochastic optimization problem. Markov
Decision Process (MDP) and its extensions are considered
to be effective to solve this kind of problems [13]–[16].
However, in real networks complete information and perfect
model, i.e., state transition probability and expected reward,
are usually unavailable for Markovian model. Fortunately,
recently emerging model-free RL technologies provide an
effective tool to solve this kind of stochastic optimization
problems. Among them, SARL is widely applied to solving
some dynamic decision problem in wireless networks, such
as ICIC in heterogeneous network [13] and energy efficient
bandwidth sharing for small-cell networks [14]. Meanwhile,
MARL also demonstrates effectiveness in solving distributed
decision problems in wireless networks. The authors of [15]
used the MARL to address the multi-RAT access, where
MARL outperforms some benchmark solutions in a time-
varying network environment. Moreover, the authors of [16]
proposed a MARL based smart handoff policy with data
sharing to reduce handoff cost in RAN slicing.
Different from most existing work that solves infinite state
and centralized SARL problem, in this paper we propose
an actor-critic based MARL framework to solve stochastic
optimization problem with continuous state and action spaces.
III. SYSTEM MODELS
We consider a downlink indoor coverage scenario with
multiple plug-and-play SBSs deployment, as shown in Fig.
1. In dense residential areas, the SBSs form an autonomous
UDN, where severe ICI may exist due to the autonomous
operation mode. The set of SBSs in the network is denoted as
N = {1, · · · , n, · · · , N}, which operate in the identical fre-
quency spectrum to improve spectrum efficiency and resource
utilization [12]. The system bandwidth B is divided into R
Resource Blocks (RBs), and each RB has BRB bandwidth,
where BRB = B/R. The maximum transmit power of the
SBS, denoted by Pmax, can be allocated to RBs. A slotted
decision-making process framework is adopted, where each
time slot t has the same duration Ts.
The set of UEs in the autonomous network is denoted
as M = {1, · · · ,m, · · · ,M}. We assume that the UEs are
uniformly situated within the SBS coverage areas and the
SBSs adopt closed access mode [1] for accommodating UEs.
Moreover, we assume that the arrival of UEs follows the
Poisson stochastic process with the parameter  , which is the
mean arrival rate of UEs. The throughput requirement of UE
m is denoted by Cm according to its service type to ensure
the QoS. The amount of bandwidth allocated to users is a
complicated mapping problem, which involves many factors




Fig. 1. An example of the autonomous ultra-dense network.
class, etc.. Without loss of generality, we assume that a certain
number of RBs, denoted by Rm, are assigned to UE m
according to UEs demand and the current SINR, which can
refer to the Modulation and Coding Scheme (MCS) and SINR
index table [25]. Indeed, the specific amount allocated to a UE
is just an input of the proposed scheme, which does not affect
the essence of the scheme.
A UE suffers from ICI when the same RBs are allocated
to other UEs of surrounding SBSs. The signal-to-interference-
plus-noise ratio (SINR) of UE m served by SBS n on RB r





















(t) indicates the downlink transmit power applied
by SBS n to RB r, which has been assigned to UE m; gn,m
r
(t)
indicates the channel gain between UE m and SBS n at time
slot t; In,m
r
(t) is the inter-cell interference suffered by UE m
in RB r and  2(t) indicates the noise power at time slot t.
TABLE I
SUMMARY OF THE USED NOTATIONS
Notation Definition
N the set of all the SBSs
B system bandwidth
Pmax maximum total transmit power of SBS n
M the set of all the UEs
Cm the throughput demand of UE m
 n,mr (t) SINR in RB r allocated to UE m at time slot t
gn,mr (t) the channel gain between UE m and SBS n on RB r
at time slot t
In,mr (t) the ICI suffered by UE m on RB r at time slot t
pn,m(t) the vector of transmit power assigned to UEs m at time
slot t
V n,m(t) the downlink transmission rate of UE m at time slot t
Ts the required transmission time interval (TTI) length
We consider the distributed scenario where there is no
information interaction between SBSs. We assume that the
SBS can sense the occupation of the spectrum with spectrum
sensing technology, such as energy detection [26]. Moreover,
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the SBS n can infer the interference and channel quality on
all RBs by receiving the channel quality indicator (CQI) of
served UEs. Specifically, the SBS n can obtain the interference
matrix In(t) = (In,m
r
(t)) 2 CKn⇥R and SINR matrix
 n(t) = ( n,m
r





(t) are respectively the elements of matrix
In(t) and  n(t) with m 2 Mn = {m 2 M |UE m
is served by SBS n} and Kn =| Mn |. With the sensed
interference information, the SBS can assign the idle RBs with
the instantaneously least interference to the arrival UEs and
perform power allocation to the corresponding RBs.
In this paper, we focus on downlink interference mitigation
via controlling SBS transmit power for individual UEs. The
transmit power assigned to UEs m is denoted by pn,m(t) =
[pn,m1 (t), · · · , p
n,m
i





the transmit power on the ith RB assigned to UE m by
the serving SBS n. Therefore, the downlink transmission rate









In this section, we first state the decentralized power control
problem in plug-and-play UDNs. Then, according to the
characteristics of the problem, we formulate the problem as
a Decentralized Partial Observable Markov Decision Process
(DEC-POMDP).
A. Problem Statement
For mitigating interferences and thus improving network
throughput to the greatest extent, our design objective is
to minimize the long-term average total transmit power of
each UE subject to individual minimal UEs’ transmission rate
constraint. Previous work [27] also illustrates with specific
examples that the optimization goal of minimizing transmit
power could significantly mitigate interference. Our intuitions
are as follows. Under the premise of meeting served UEs’
transmission rate, decreasing transmit power of individual SB-
Ss is equivalent to reducing ICI to other UEs of the surround-
ing SBSs and thus improving overall network performance.
If all SBSs intelligently assign the minimal feasible power
to individual RBs for each UEs in a distributed way instead
of using higher transmit power to improve the throughput
of its own cell, the performance of the overall network can
be optimized. Note that SBSs provide the intelligent power
distribution strategy for each accepted UEs, and by access
control, the sum of RBs allocated to the UEs does not
violate the resource constraint. Therefore, our problem can
















s.t. V n,m(t)   Cm 8t, (3.1)
where ⇡n,m is an optimal randomized stationary policy which
could be learned by SBS n for UE m, and constraint (3.1)
states the minimum transmission rate requirement for UEs.
Problem (3) is indeed a sequential decision problem, which be-
longs to stochastic optimization problem [13], [14]. Carefully
examining the problem, we have the following observations.
For the decision-maker, namely SBS, it can only observe a par-
tial state of the environment, i.e. the interference information
of each served UE. However, the information of interference
and the transmission rate demand of other UEs served by
surrounding SBSs are unavailable for SBSs in the distributed
scenario. Moreover, the wireless channel and environment are
time-varying in autonomous networks. In view of the dynamic
nature of the environment and competition among SBSs, the
ICIC problem can be well formulated as a DEC-POMDP and
can be solved by using MARL method.
B. DEC-POMDP Modelling for Distributed ICIC
In the following, we formulate the decentralized ICIC
decision problem as DEC-POMDP and solve it in a MARL
perspective. In our model, SBSs act as intelligent entities
to autonomously perceive surrounding interference and make
decisions for each UEs by determining transmit power without
signaling interactions between SBSs. Therefore, an (virtual)
agent j 2 {1, · · · ,M} in our model is composed of a UE and
its serving SBS. The DEC-POMDP can be represented by a
tuple < M,S,A, T,R,O, Z,  >, where M is the number of
agents; S is the set of state s; A represents the set of joint
action a = [a1, · · · ,aj , · · · ,aM ] with aj 2 Aj , where Aj is
the set of action of agent j; T (S
0
|S,a) : S ⇥A⇥S
0
! [0, 1]
represents the state transition function; R is the set of joint
reward r = [r1, · · · , rM ]; O is the set of joint observation
o = [o1, · · · ,oM ] controlled by the observation function
Z : S ⇥A! O;   2 [0, 1] is the discount factor.
The continuous system state space S describes the whole
system environment, and thus the union set of the observation
spaces by all M agents is the system state S . However, for
agent j, it can only get partial information of the environment
represented by continuous observation space Oj . The obser-
vation state of agent j at time slot t is determined by SINR
and interference of each allocated RB, and thus ojt 2 Oj can
be given by vector
ojt = [ 
n,m
1 (t), · · · ,  
n,m
Rm








(t) respectively denote the SINR and
interference on the ith RB assigned to agent j perceived by
SBS n.
In our problem, the agent should determine the downlink




j of agent j at time slot t can be represented by an
action vector
ajt = p
n,m(t) = [pn,m1 (t), · · · , p
n,m
i
(t), · · · , pn,m
Rm
(t)]. (5)
Note that the action space Aj of agent j is continuous.
Furthermore, rj : S ⇥A1 ⇥ · · ·⇥AM ⇥ S
0
! R denotes the
reward space used to evaluate the decisions. At time slot t,
all agents take actions simultaneously1, and each receives the
1An ICIC decision can be made at each TTI (1ms in LTE systems), and




as a consequence of taking the previous
action. The reward reflects our optimization objective, i.e.,
minimizing the transmit power subject to UEs transmission














if all the conditions are met
 1 if UE’s QoS is violated
 0.5 if power constraint is violated
.
(6)
The rationalities behind this reward function are as follows.
On the one hand, meeting the QoS requirements of individual
UEs with minimal power consumption is the primary objective
as stated in Problem (3), which is equivalent to maximizing
the value of rj
t
. On the other hand, we define a punishment
for violating the QoS requirements of UEs and transmit power
constraint, which forces the agent to adjust the policy to the
optimal direction.
For making appropriate decisions, each agent j uses a
stationary policy ⇡j : Oj ⇥Aj ! [0, 1], where ⇡j(oj, aj) =
p(ajt = a
j | ojt = oj) is the probability of taking action aj
under the state oj . Let ⇡ = [⇡1, · · · ,⇡M ] denote the joint
policy of all agents.
An agent in DEC-POMDP evaluates and updates the policy
according to the state-value function, which is defined as
the expected value of cumulative discounted rewards received
following the policy. For an initial state oj , the state-value








Therefore, the state-value function V j⇡(oj) is used to evaluate
how good the policy ⇡ is under the state oj . The action-
value function (Q-function) can then be defined within the
framework of M-agent game based on the Bellman equation,
which is used to evaluate the performance of executing action
a in state oj . Then, the Q-function Qj
⇡
of agent j under the
joint policy ⇡ can be formulated as
Qj⇡(o
j









where the Q-function for M-agent game considers the joint
action taken by all agents at = [a1t , · · · ,aMt ], and consists
of immediate reward and the discounted value function of a
subsequent state. The state-value function V j
⇡
can be expressed






The goal of each agent in our DEC-POMDP problem is
to find a robust optimal policy ⇡j for each agent j, which
maximizes its own value function. Therefore, the objective
function in our DEC-POMDP problem for agent j can be
formulated as follows






which is indeed to maximize the long-term expected accumu-
lative discounted reward.
V. SLIM SCHEME: A MARL PERSPECTIVE
The DEC-POMDP problem of (10) can be solved under a
MARL framework in which the agents optimize their policies
by interacting with environments. There are two traditional
methods for updating the policy towards the direction of
optimizing the long-term discounted sum reward: value-based
and policy-based iteration methods. Unfortunately, these two
traditional methods have their respective constraints in solving
the underlying ICIC problem. Actor-Critic (AC) algorithm
combines these two methods to exploits their individual ad-
vantages [28]. AC algorithm can produce continuous actions,
while the high variance in the policy gradient of policy-based
methods is countered by the critic. In AC framework, the
learning agent consists of two parts: the actor (policy) and
the critic (value function), as shown in Fig. 2. The actor is
responsible for parameterizing the policy, executing the action
based on the observed environment states, and updating the
policy according to the critic’s feedback. The critic’s role is
to evaluate and criticize the current policy through processing
the rewards from the environment and approximating value
function. In our problem, the state space and action space
are not only continuous but also multi-dimensional. Therefore,
we adopt the AC algorithm for solving the online decision-
making problem with steady convergence. However, we still
face two major challenges in exploiting AC algorithm to
solve distributed ICIC problem: (1) the dimensionality of
joint actions grows exponentially with the number of agents;
and (2) the specific actions of the other agents at last time
slot are unavailable for agent j in distributed ICIC scenario.
Therefore, it is crucial to address the dimensional disaster of
joint action in our MARL framework. In order to overcome
this obstcle, we employ the Mean Field Theory [29] to reduce
the dimension of joint actions, which is demonstrated effective






































Fig. 2. The framework of actor-critic based multi-agent reinforcement
learning.
A. Mean Field Approximation of Action Value Function
To reduce the dimension of action, we first factorize our
action-value function with pairwise interactions. Although it
significantly reduces the complexity of the interactions be-
tween agents, it still implicitly preserves the global interactions
between any pair of agents [30]. Similar approaches can be
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found in factorization machine [31] and learning to rank [32].
Therefore, the action-value function with only the pairwise








j, aj, ak), (11)
where H(j) is the set of all agents except agent j;
Qj⇡(o
j, aj, ak) is the pairwise Q-value function. Furthermore,
based on the mean field theory that the interactions within
the population of agents can be approximated by that of a
virtual agent playing with the average effect from all agents.
In this way, the pairwise Q-value function can be effectively
converted into two-agent interactions. Specifically, with the
mean field approximation, the all pairwise interactions are
simplified as that the interactions between agent j and the
virtual mean agent, which is abstracted by the mean effect of
all other agent H(j). Thus, we have the following definitions.
Definition 1. The action ak in pairwise Q-value function
Qj⇡(o
j, aj, ak) is defined as the interference of agent k to the
RBs used by agent j: ak = [pnk,mk1 g
nk,m










], where the subscripts 1 to Rm are the RB
indexes used by agent j; nk and mk respectively denote the
corresponding SBS and UE of agent k.
Definition 2. The mean action āj , which represents the
average effect by all other agents’ actions for agent j, can




According to Definition 1 and Definition 2, it can be seen
that the physical meaning of the mean action is the interference
on each RB used by agents j and well represents the overall
average effect of other agents H(j) for agent j. Moreover,
for each agent, the mean action can be inferred by the SINR
without interactions between agents, which is consistent with
the fully distributed scenario. Now, we provide Fact 1 and
Corollary 1.
Fact 1. The action-value function Qj
⇡
(oj, a) as (11) can
be approximated to the mean field action-value function
Qj⇡(o
j, aj, āj) ⇡ Qj
⇡
(oj, a). The required conditions are as
follows:
1) Qj⇡(o
j, aj, ak)is second order differentiable and M-
smooth (e.g. the linear function).
2) All agents are homogeneity and locality, i.e., all agents
use the same algorithm and only get local information.
Proof: cf. [29].
Corollary 1. For SLIM scheme, the action-value function
Qj
⇡
(oj , a) as (8) can be approximated to the mean field action-
value function Qj⇡(o
j, aj, āj) ⇡ Qj
⇡
(oj, a).
Proof: Due to the linear approximation, the pairwise Q-
value function Qj⇡(oj, aj, ak) is second order differentiable
and M-smooth. Meanwhile, all agents in SLIM scheme are
partially observable and all use the same algorithm. Therefore,
the SLIM scheme meets the conditions 1 and 2 of Fact 1.
According to Corollary 1, we can rewrite (8) as
Qj⇡(o
j, aj, āj) ⇡ Qj⇡(o







By employing the mean field approximation of action value
function, the dimension of the joint action for action-value
function can be greatly reduced. Therefore, the critic can
converge rapidly to provide a more accurate evaluation for
the actor to find the optimal strategy. In addition, proposed
SLIM scheme avoids the harsh conditions of traditional MARL
algorithms, which need the exact information of other agents’
actions. Therefore, the proposed SLIM scheme is more suit-
able for distributed scenarios due to non-interaction between
agents.
B. The Critic Process of MARL Framework
In the MARL framework, the roles of the critic are ap-
proximating the state-value function and action-value function
and evaluating how good a policy is. For agent j, the state-
value function V j⇡(oj) and mean field action-value function
Qj⇡(o
j, aj, āj) expressed in (7) and (12) cannot be calculated
in the problem with infinite state and action by Bellman
equation. Therefore, function approximation method should
be employed to estimate the value function.
To approximate the state-value function, we exploit the
linear approximation method, which is more appropriate for
our online decision-making model due to its features such as
the uniqueness of the optimal value, low complexity and fast
convergence in comparison with nonlinear approximation (e.g.
neural network). Using linear approximation, the approximated
state-value function V j
w
(oj) is expressed as
V j
w







where '(oj) = ['1(oj),'2(oj), · · · ,'d(oj)] is the feature
vector of state oj and wj = [wj1, w
j
2, · · · , w
j
d
] is the parameter
vector of agent j. Similarly, the parameterized mean field
action value function is expressed as
Qj
v








where  (oj, aj, āj) = [ 1(oj, aj, āj), 2(oj, aj, āj), · · · ,
 l(oj, aj, āj)] is the feature vector of action value function
and vj = [vj1, v
j
2, · · · , v
j
l
] is the parameter vector of agent j.
In our problem, the feature vectors are constructed by using
polynomial construction.
A prerequisite for finding a good strategy is that the critic
can accurately evaluate the current policy. This requires the
critic to find an approximate solution of the Bellman equation
for the current policy. The difference between the RHS and














There are two methods to update the critic: TD(0) and
TD( ). The former uses a one-step backup method to update
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critic without considering past states. What matters in TD(0) is
the current state. Moreover, it would be useful to extend what
learned at time slot t+1 to previous states. Therefore, the latter
method TD( ) introduces a method of eligibility traces with
considering historical information to speed up the learning
process. In our online decision model, we apply TD( ) method
to update critic. Let zjw,t and z
j
v,t denote the eligibility trace
vector for value function and Q-value function respectively at



















where  z 2 [0, 1) is a decay parameter called trace-decay,
which defines the update weight for each state visited. We
employ the TD( ) method to update the parameter wj and


















where act > 0 is the learning step of the critic. By iterating,
the critic can more accurately evaluate the quality of a specific
policy.
C. The Actor Process of MARL Framework
The actor’s roles are to execute actions based on its current
policy and update the policy according to the critic’s feedback.
Since it is of continuous action space, we use Gaussian
probability distribution to approximate the stochastic policy
⇡✓j (o
j, aj) = P (ajt = a
j
|ojt = o











where µ(oj) = ✓j · '(oj)T is the parameterized mean
expectation value of the action with policy parameter ✓j =
[✓j1, ✓
j
2, · · · , ✓
j
d
] and   is standard deviation which regulates the
relationship between exploration (explore unexplored actions)
and exploitation (exploit the previous strategies greedily).
Under the policy gradient method, the actor updates its
policy according to the information of the state-value function
from the critic to find the optimal policy. Since the parame-
terized strategy function is differentiable w.r.t. parameters ✓j ,
the gradient of the objective function can be expressed as
r✓jU





(oj, aj, āj)r⇡✓j (o
j, aj)] (19)
As the variance of convergence in the AC algorithm could
be very significant, we introduce the baseline b(oj) to improve
the accuracy of the critics approximation while the unbiased-
ness of gradient estimation is not violated. Therefore, we can
rewrite (19) as
r✓jU





(oj, aj, āj) b(oj))r⇡✓j (o
j, aj)].
(20)
The baseline can be any function, even a random variable,
as long as it does not vary with action: the equation remains










In general, the baseline leaves the expected value of (20)
unchanged, while it can have significant effect on its variance.
In practice, the optimal baseline is the state-value function
V j
w
(oj), which minimizes the variance in the gradient estimate
for the policy ⇡✓j [28], [33]. Therefore, the advantage function
is introduced to estimate the policy with
A(oj, aj, āj) = Qj
v
(oj, aj, āj)  V j
w
(oj). (22)
Then, (20) can be further derived as
r✓jU
j(⇡✓j ) = E⇡[
X
a




































parameterized gaussian policy. Using eligibility traces for the





















where aat > 0 is the learning step to upstate the policy
of agent j. By iterating, actor can gradually converge to an
optimal policy.
D. Algorithm of SLIM Scheme
In SLIM scheme, the inputs are the network topology,
user requirements, and observed interference information.
Meanwhile, the outputs are the policy for each agent, i.e.,
the decision of power allocation at each time slot. In our
algorithm, as both value function (critic) and policy function
(actor) adopt linear approximation model, the computation
complexity of SLIM is O(M), where M is the number of
agents. It is much lower than that of the centralized power




m=1 Lm) with M denoting the number
of SBSs, N denoting the number of RBs in the system, and
L denoting the number of links.
The overhead of the proposed algorithm is composed of
the following three aspects: signaling, model training, and
computation overhead. The only signaling needed in SLIM
is that the CQI measured by users should be reported to the
associated SBS. However, this is not an extra overhead as CQI
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is necessary in transmission scheme at physical layer, such as
that used in pre-coding and MIMO detection in 5G systems.
Another aspect of overhead in SLIM is on the model training.
At the initial learning phase of the algorithm, SLIM learns
the policy by trial and error (exploration) due to the lack of
experience. As a result, the performance of SLIM could be
not satisfactory in the initial phase. This is a common problem
in reinforcement learning algorithms. In SLIM, we adopt the
linear approximation method to accelerate the convergence
speed of proposed algorithm. This overhead is minor as only
a short warm-up time is needed. Furthermore, the overhead of
computational overhead is not significant, as the computational
complexity of SLIM is a linear function of the number of
agents, which is significantly lower than that of centralized
solutions based on optimization techniques [6]. Finally, we
can summarize the SLIM scheme in Algorithm 1.
Algorithm 1 SLIM scheme.
Input: Network topology, UEs’ requirements, Interference
information, terminal time Tmax.
Output: ⇡⇤.
Initialization: ✓,!, v, zw, zv, z✓ , initial state S, learning
rate aat, act, discount factor   and trace decay rate  z .
1: repeat
2: for (simultaneous for) each agent j = 1 to M do
3: Take action aj by using policy ⇡✓j
4: Observe environment state oj
t+1




8: for (simultaneous for) each agent j = 1 to M do
9: Calculate the features '(oj), (oj, aj, āj)
10: Calculate the state-value function approximation:
11: V!(oj) = !j ·'(oj)T
12: Calculate the action-value function approximation:
13: Qj
v
(oj , aj , āj) = vj · (oj, aj, āj)T




















































22: for (simultaneous for) each agent j = 1 to M do
23: Calculate the eligibility traces:




25: Calculate the advantage function:















27: Update the actor parameters:











30: Tc  Tc + 1
31: until Tc   Tmax
VI. PERFORMANCE EVALUATION
In this section, we conduct simulation experiments to e-
valuate the performance of our proposed SLIM scheme by
comparing it with a number of benchmark algorithms.
A. Simulation Settings and Parameters
We consider a typical dual-stripe urban model, which is cer-
tified by 3GPP [35] and widely used [6], [36] for performance
evaluation. Specifically, the scenario used for simulations is a
typical two-floor building with 2 by 5 apartments per floor,
where the size of each apartment is 10m ⇥ 10m ⇥ 3m, as
shown in Fig. 3(a). In order to be more realistic, we further
consider the internal structure of each apartment as shown in













Fig. 3. An illustration of simulation scenario (a) Dual-stripe urban model of





Number of SBS 20
RB Bandwidth 180KHz
Maximum SBS transmit power 20dBm
Number of RB 100
Number of UE per SBS 4
Mean arrival rate   0.2
Resource allocation interval 1 TTI(1ms)
Thermal noise density -174dBm/Hz
Step-size act, aat 0.1,0.01
Discount factor   0.9
Trace decay rate  z 0.5
(service type, transmission rate/Mbps) (I,2),(II,4),(III,6)
An SBS is deployed in each apartment. UEs are uniformly
distributed within the SBS coverage. Moreover, we define
three service types for UEs, where a service request is of
any service type with equal probability as shown in TABLE
II. All SBSs and admitted UEs are assumed to be active
during the simulation. The arrivals of UEs follow Poisson
distribution with mean arrival rate  . Therefore, the number of
UEs increases over time until each SBS accommodates 4 UEs.
Each simulation experiment ends until the last UE is admitted
and served for 4 seconds time.
By using the Keenan-Motley multi-wall models [36], the
propagation and penetration loss between SBS and UE in our









where d is the distance between SBS n and UE m in meters;
X ⇠ U(0, 25) is a random variable; Li is the penetration
loss of type ith wall, in which L1 = 3dB is the penetration
loss of the walls inside the apartment, and L2 = 5dB is the
penetration loss of the walls between the apartments; qi is
the number of ith walls between SBS n and UE m. Other
simulation parameters are listed in Table II.
1 2 1 2 1
2 1 2 1 2
2 1 2 1 2



















Fig. 4. An illustration of soft frequency reuse scheme for dual-stripe urban
model.
B. Reference ICIC Schemes
To demonstrate the effectiveness of the proposed SLIM
scheme, we compare it with other three reference schemes.
1) Random power control (RPC): Each SBS randomly allo-
cates a fixed power to assigned RBs for individual UEs
without considering interference information. Therefore,
inter-cell interference coordination does not exist and we
can intuitively expect that the suffered interference of UEs
increase with the number of UEs.
2) Gradient-based distributed power control (GDPC) [18]:
GDPC maximizes energy efficiency by SBS operating
in a semi-autonomous mode with partial derivatives and
system power information exchanged periodically between
neighboring SBSs.
3) Soft Frequency Reuse (SFR) is a classical interference
coordination scheme, where all the SBSs can use the whole
spectrum with a different organization of sub-channels
and related power control factors for central and edge
parts [10]. For comparisons, we combine the SFR scheme
proposed in [18] for the dual-stripe urban model of 3GPP,
as illustrated in Fig.4.
Moreover, to verify the convergence performance of our
proposed SLIM, we compare it with other two reinforcement
learning based algorithms: i) MARL without mean field theory
(independent-MARL) algorithm ii) MARL with nonlinear
approximation (NN-MARL) algorithm. Independent-MARL
algorithm bases on the actor-critic framework with linear
approximation where each agent focus on its own actions,
i.e, the action in the Q-function is not the joint action. NN-
MARL algorithm adopts the feed forward neural network to
approximate the state-value function and Q-function, where
the number of neurons of the three-layer feedforward neural
networks for state-value function and Q-function is respec-
tively d   6   1 and l   6   1. And the activation function
for neurons is the sigmoid function. For better comparisons,
the other parameter settings remain the same as that of SLIM
scheme.
C. Numerical Results and Discussions
First, we verify the convergence of our proposed SLIM.
Fig. 5 shows the instantaneous reward over the learning steps
of SLIM, independent-MARL, and NN-MARL, respectively.
Note that the learning step refers to iteration time index of the
agent. Therefore, the time interval between the two learning
steps is 1TTI. We can see that the convergence speed of SLIM
and independent-MARL is similar, which is about 50 learning
steps. Specifically, the convergence speed of independent-
MARL is slightly faster. This is because the dimension of
the feature vector and parameters of independent-MARL is
fewer than that of the proposed SLIM scheme. However, the
final convergent strategy of independent-MARL is worse than
the proposed scheme. Note that our optimization objective
is to maximize cumulative reward, and thus a good strategy
should pursue a higher reward. Moreover, we can see that the
convergence strategy of NN-MARL algorithm is slightly better
than our proposed algorithm while the convergence speed of
NN-MARL is slower than other two algorithms. Theoretically,
nonlinear approximation method is more comprehensive and
precise than linear approximation. Thus, the critic in NN-
MARL can evaluate the current strategy more accurately to
guide the actor to pursue a better strategy. However, the com-
putation complexity of iterations in nonlinear approximation
is huge, resulting in the slower convergence speed. Therefore,
SLIM scheme is more suitable for solving online decision-
making problem. Besides, we can observe that at the beginning
of learning, there is a big fluctuation in the learning curve,
which is due to the failure of exploration caused by the lack
of experience. However, after dozens of learning steps of
learning, the reward of our SLIM converges rapidly to an
optimal decision.
Fig. 5. Comparison of the convergence performance for three learning
algorithms.
Next, Fig.6 illustrates the Cumulative Distribution Function
(CDF) of the transmit power on per RB at the end of
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the simulation experiment. When using the proposed SLIM
scheme, the goal of each agent is to minimize the transmit
power while guaranteeing UEs’ QoS. To this end, the transmit
power allocated to each RB is dynamically adjusted according
to the actions of other agents and channel conditions. We can
observe that SLIM uses the lowest power than SFR, RPC,
and GDPC. In particular, GDPC aiming at maximizing energy
efficiency rather than minimizing transmit power consumes
more transmit power than the proposed SLIM scheme.
Fig. 6. Comparison of cumulative distribution function of the transmit power
per RB.
As a result of using lower transmit power, the proposed
SLIM scheme effectively mitigates the inter-cell interferences.
This is verified by the CDF of the suffered interference for
each RB at the end of the simulation experiment as shown
in Fig.7. These results obviously indicate that the proposed
SLIM scheme aiming at minimizing long-term transmit power
significantly outperforms the other three reference schemes in
terms of the suffered interference. We can intuitively expect
the system performance in terms of SINR, transmission rate,
etc., can also be improved by using SLIM.
Fig. 7. Comparison of cumulative distribution function of the suffered
interference per RB.
Next, we compare the four schemes in terms of the achieved
transmission rate and the allocated power of a specific UE
(a) Transmission rate of a UE.
(b) Allocated power to a UE.
Fig. 8. Performance comparison for the four schemes.
with service type I over time, as shown in Fig.8. As expected,
our proposed SLIM scheme achieves the UE’s required trans-
mission rate after the exploration phase and converges to the
optimal value, i.e. the transmission rate demand of the UE, as
shown in Fig. 8(a). In comparison, GDPC significantly exceeds
the required transmission rate, which results in a waste of
transmit power. RPC randomly allocates a fixed power to UE,
which causes the transmission rate of the UE declining over
time. Moreover, SFR rapidly reaches the required transmission
rate, but cannot meet the rate requirement after approximately
100ms although the maximum transmit power is applied. The
reasons are as follows. As the number of the admitted UEs
increases over time, ICI becomes severer. Therefore, the SFR,
GDPC and RPC without learning cannot adaptively allocate
transmit power in complex dynamic competitive environments.
From Fig. 8(b) we can see that the allocated power in SFR
increase to its maximum transmit power over time thus to
ensure the QoS of the UE. However, we can clearly see that
the allocated power in SLIM is significantly lower than that in
GDPC. This is because that SLIM scheme achieves an optimal
policy and forms a win-win situation by learning.
Finally, we compare the system outage ratio of the four
schemes. As shown in Fig.9, the UEs suffered from an outage
if they could not transmit at a required transmission rate for
a time Toutage = 1s [27]. From Fig.9, we can see that the
outage ratio of SLIM, SFR, GDPC and RPC increases with
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time (the number of users as well). This is because that as
the number of users increases, ICI becomes severer and the
system becomes overloaded. In particular, when the system is
lightly loaded, the outage ratio of GDPC is lower than that
of the other three schemes due to higher transmission power
of GDPC. However, when the system is heavily loaded, the
outage ratio of the proposed SLIM is significantly lower than
that of other reference schemes. These results show that the
proposed SLIM scheme can effectively mitigate ICI and serve
more UEs while meeting the transmission rate requirement by
minimizing transmit power in an autonomous mobile network.
Fig. 9. The comparison of system outage ratio.
VII. CONCLUSIONS
In this paper, we have investigated the interference mit-
igation problem for autonomous networks by proposing a
fully distributed SLIM scheme based on model-free MARL
framework. In SLIM, we have employed Mean Field Theory
and AC algorithm based power control to mitigate ICI while
guaranteeing UEs’ QoS. By exploiting the Mean Field Theory
to approximate the action value function, the dimensional
disaster of joint action in MARL is well addressed and the
complex interactions between agents are effectively avoided.
Simulation results demonstrate that the proposed algorithm
can mitigate the interference, reduce the power consumption,
and improve network performance while guaranteeing UEs’
QoS. In summary, the proposed SLIM scheme requires no
information interactions between SBSs, which allows telecom
operators to automate their networks in a plug-and-play man-
ner. Furthermore, SLIM scheme can be readily deployed in
SBSs of autonomous networks to improve system performance
without incurring extra signaling overhead. Moreover, the
proposed SLIM is scalable as it can be flexibly extended
without dimensional disasters caused by the increased number
of deployed SBSs.
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