A Higher Dimensional Stationary Rotating Black Hole Must be Axisymmetric by Hollands, Stefan et al.
ar
X
iv
:g
r-q
c/
06
05
10
6v
3 
 1
5 
A
ug
 2
00
6
A Higher Dimensional Stationary Rotating Black Hole
Must be Axisymmetric
Stefan Hollands1∗, Akihiro Ishibashi2†, and Robert M. Wald2‡
1Institut fu¨r Theoretische Physik, Universita¨t Go¨ttingen,
D-37077 Go¨ttingen, Germany,
2Enrico Fermi Institute and Department of Physics,
The University of Chicago, Chicago, IL 60637, USA
February 5, 2008
Abstract
A key result in the proof of black hole uniqueness in 4-dimensions is that a stationary
black hole that is “rotating”—i.e., is such that the stationary Killing field is not everywhere
normal to the horizon—must be axisymmetric. The proof of this result in 4-dimensions
relies on the fact that the orbits of the stationary Killing field on the horizon have the
property that they must return to the same null geodesic generator of the horizon after a
certain period, P . This latter property follows, in turn, from the fact that the cross-sections
of the horizon are two-dimensional spheres. However, in spacetimes of dimension greater
than 4, it is no longer true that the orbits of the stationary Killing field on the horizon
must return to the same null geodesic generator. In this paper, we prove that, nevertheless,
a higher dimensional stationary black hole that is rotating must be axisymmetric. No
assumptions are made concerning the topology of the horizon cross-sections other than that
they are compact. However, we assume that the horizon is non-degenerate and, as in the
4-dimensional proof, that the spacetime is analytic.
1 Introduction
Consider an n-dimensional stationary spacetime containing a black hole. Since the event
horizon of the black hole must be mapped into itself by the action of any isometry, the
asymptotically timelike Killing field ta must be tangent to the horizon. Therefore, we have
two cases to consider: (i) ta is normal to the horizon, i.e., tangent to the null geodesic
generators of the horizon; (ii) ta is not normal to the horizon. In 4-dimensions it is known
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2that in case (i), for suitably regular non-extremal vacuum or Einstein-Maxwell black holes,
the black hole must be static [42, 5]. Furthermore, in 4-dimensions it is known that in case
(ii), under fairly general assumptions about the nature of the matter content but assuming
analyticity of the spacetime and non-extremality of the black hole, there must exist an
additional Killing field that is normal to the horizon. It can then be shown that the black
hole must be axisymmetric1 as well as stationary [18, 19]. This latter result is often referred
to as a “rigidity theorem,” since it implies that the horizon generators of a “rotating” black
hole (i.e., a black hole for which ta is not normal to the horizon) must rotate rigidly with
respect to infinity. A proof of the rigidity theorem in 4-dimensions which partially eliminates
the analyticity assumption was given by Friedrich, Racz, and Wald [9, 32], based upon an
argument of Isenberg and Moncrief [27, 20] concerning the properties of spacetimes with a
compact null surface with closed generators. The above results for both cases (i) and (ii)
are critical steps in the proofs of black hole uniqueness in 4-dimensions, since they allow
one to apply Israel’s theorems [23, 24] in case (i) and the Carter-Robinson-Mazur-Bunting
theorems [2, 36, 25, 1] in case (ii).
Many attempts to unify the forces and equations of nature involve the consideration of
spacetimes with n > 4 dimensions. Therefore, it is of considerable interest to consider a
generalization of the rigidity theorem to higher dimensions, especially in view of the fact
that there seems to be a larger variety of black hole solutions (see e.g., [7, 12, 15]), the
classification of which has not been achieved yet. 2 The purpose of this paper is to present
a proof of the rigidity theorem in higher dimensions for non-extremal black holes.
The dimensionality of the spacetime enters the proof of the rigidity theorem in 4-
dimensions in the following key way: The expansion and shear of the null geodesic gen-
erators of the horizon of a stationary black hole can be shown to vanish (see below). The
induced (degenerate) metric on the (n− 1)-dimensional horizon gives rise to a Riemannian
metric, γab, on an arbitrary (n−2)-dimensional cross-section, Σ, of the horizon. On account
of the vanishing shear and expansion, all cross-sections of the horizon are isometric, and
the projection of the stationary Killing field ta onto Σ gives rise to a Killing field, sa, of
γab on Σ. In case (ii), s
a does not vanish identically. Now, when n = 4, it is known that Σ
must have the topology of a 2-sphere, S2. Since the Euler characteristic of S2 is nonzero,
it follows that sa must vanish at some point p ∈ Σ. However, since Σ is 2-dimensional,
it then follows that the isometries generated by sa simply rotate the tangent space at p.
It then follows that all of the orbits of sa are periodic with a fixed period P , from which
it follows that, after period P , the orbits of ta on the horizon must return to the same
generator. Consequently, if we identify points in spacetime that differ by the action of the
stationary isometry of parameter P , the horizon becomes a compact null surface with closed
null geodesic generators. The theorem of Isenberg and Moncrief [27, 20] then provides the
desired additional Killing field normal to this null surface.
In n > 4 dimensions, the Euler characteristic of Σ may vanish, and, even if it is non-
vanishing, if n > 5 there is no reason that the isometries generated by sa need have closed
orbits even when sa vanishes at some point p ∈ Σ. Thus, for example, even in the 5-
dimensional Myers-Perry black hole solution [30] with cross section topology Σ = S3, one
can choose the rotational parameters of the solution so that the orbits of the stationary
1In this paper, by “axisymmetric” we mean that spacetime possesses one-parameter group of isometries iso-
morphic to U(1) whose orbits are spacelike. We do not require that the Killing field vanishes on an “axis.”
2There have recently appeared several works on general properties of a class of stationary, axisymmetric vacuum
solutions, including an n-dimensional generalization of the Weyl solutions for the static case (see e.g., [3, 6, 16, 17],
and see also [26, 43] and references therein for some techniques of generating such solutions in 5-dimensions).
3Killing field ta do not map horizon generators into themselves.
One possible approach to generalizing the rigidity theorem to higher dimensions would
be to choose an arbitrary P > 0 and identify points in the spacetime that differ by the
action of the stationary isometry of parameter P . Under this identification, the horizon
would again become a compact null surface, but now its null geodesic generators would
no longer be closed. The rigidity theorem would follow if the results of [27, 20] could be
generalized to the case of compact null surfaces that are ruled by non-closed generators.
We have learned that Isenberg and Moncrief are presently working on such a generalization
[22], so it is possible that the rigidity theorem can be proven in this way.
However, we shall not proceed in this manner, but rather will parallel the steps of [27, 20],
replacing arguments that rely on the presence of closed null generators with arguments that
rely on the presence of stationary isometries. Since on the horizon we may write
ta = na + sa , (1)
where na is tangent to the null geodesic generators and sa is tangent to cross-sections of
the horizon, the stationarity in essence allows us to replace Lie derivatives with respect to
na by Lie derivatives with respect to sa. Thus, equations in [27, 20] that can be solved
by integrating quantities along the orbits of the closed null geodesics correspond here to
equations that can be solved if one can suitably integrate these equations along the orbits
of sa in Σ. Although the orbits of sa are not closed in general, we can appeal to basic
results of ergodic theory together with the fact that sa generates isometries of Σ to solve
these equations.
For simplicity, we will focus attention on the vacuum Einstein’s equation, but we will
indicate in section 4 how our proofs can be extended to models with a cosmological constant
and a Maxwell field. As in [18, 19] and in [27, 20], we will assume analyticity, but we shall
indicate how this assumption can be partially removed (to prove existence of a Killing field
inside the black hole) by arguments similar to those given in [9, 32]. The non-extremality
condition is used for certain constructions in the proof (as well as in the arguments partially
removing the analyticity condition), and it would not appear to be straightforward to
generalize our arguments to remove this restriction when the orbits of sa are not closed.
Our signature convention for gab is (−,+,+, · · · ). We define the Riemann tensor by
Rabc
dkd = 2∇[a∇b]kc and the Ricci tensor by Rab = Racbc. We also set 8πG = 1.
2 Proof of existence of a horizon Killing field
Let (M,gab) be an n-dimensional, smooth, asymptotically flat, stationary solution to the
vacuum Einstein equation containing a black hole. Thus, we assume the existence in the
spacetime of a Killing field ta with complete orbits which are timelike near infinity. Let H
denote a connected component of the portion of the event horizon of the black hole that lies
to the future of I −. We assume that H has topology R×Σ, where Σ is compact. Following
Isenberg and Moncrief [27, 20], our aim in this section is to prove that there exists a vector
field Ka defined in a neighborhood of H which is normal to H and on H satisfies
Lℓ Lℓ · · · Lℓ︸ ︷︷ ︸
m times
(LKgab) = 0, m = 0, 1, 2, . . . , (2)
where ℓ is an arbitrary vector field transverse to H. As we shall show at the end of this
section, if we assume analyticity of gab and of H it follows that K
a is a Killing field. We also
4will explain at the end of this section how to partially remove the assumption of analyticity
of gab and H.
We shall proceed by constructing a candidate Killing field, Ka, and then proving that
eq. (2) holds for Ka. This candidate Killing field is expected to satisfy the following prop-
erties: (i) Ka should be normal to H. (ii) If we define Sa by
Sa = ta −Ka (3)
then, on H, Sa should be tangent to cross-sections3 of H. (iii) Ka should commute with ta.
(iv) Ka should have constant surface gravity on H, i.e., on H we should have Ka∇aKb =
κKb with κ constant on H, since, by the zeroth law of black hole mechanics, this property
is known to hold on any Killing horizon in any vacuum solution of Einstein’s equation.
We begin by choosing a cross-section Σ, of H. By arguments similar to those given in
the proof of proposition 4.1 of [5], we may assume without loss of generality that Σ has
been chosen so that each orbit of ta on H intersects Σ at precisely one point, so that ta
is everywhere transverse to Σ. We extend Σ to a foliation, Σ(u), of H by the action of
the time translation isometries, i.e., we define Σ(u) = φu(Σ), where φu denotes the one-
parameter group of isometries generated by ta. Note that the function u on H that labels
the cross-sections in this foliation automatically satisfies
Ltu = 1 . (4)
Next, we define na and sa on H by
ta = na + sa , (5)
where na is normal to H and sa is tangent to Σ(u). It follows from the transversality of
ta that na is everywhere nonvanishing and future-directed. Note also that Lnu = 1 on H.
Our strategy is to extend this definition of na to a neighborhood of H via Gaussian null
coordinates. This construction of na obviously satisfies conditions (i) and (ii) above, and
it also will be shown below that it satisfies condition (iii). However, it will, in general, fail
to satisfy (iv). We shall then modify our foliation so as to produce a new foliation Σ˜(u˜) so
that (iv) holds as well. We will then show that the corresponding Ka = n˜a satisfies eq. (2).
Given our choice of Σ(u) and the corresponding choice of na on H, we can uniquely
define a past-directed null vector field ℓa on H by the requirements that naℓa = 1, and
that ℓa is orthogonal to each Σ(u). Let r denote the affine parameter on the null geodesics
determined by ℓa, with r = 0 on H. Let xA = (x1, x2, . . . , xn−2) be local coordinates on
an open subset of Σ. Of course, it will take more than one coordinate patch to cover Σ,
but there is no problem in patching together local results, so no harm is done in pretending
that xA covers Σ. We extend the coordinates xA from Σ to H by demanding that they
be constant along the orbits of na. We then extend u and xA to a neighborhood of H by
requiring these quantities to be constant along the orbits of ℓa. It is easily seen that the
quantities (u, r, xA) define coordinates covering a neighborhood of H. Coordinates that are
constructed in this manner are known as Gaussian null coordinates and are unique up to
the choice of Σ and the choice of coordinates xA on Σ. It follows immediately that on H
we have
na =
(
∂
∂u
)a
, ℓa =
(
∂
∂r
)a
, (6)
3Note that as already mentioned above, since H is mapped into itself by the time translation isometries, ta
must be tangent to H , so Sa is automatically tangent to H . Condition (iii) requires that there exist a foliation
of H by cross-sections Σ(u) such that each orbit of Sa is contained in a single cross-section.
5and we extend na and ℓa to a neighborhood of H by these formulas. Clearly, na and ℓa
commute, since they are coordinate vector fields.
Note that we have
ℓa∇a(nbℓb) = ℓbℓa∇anb = ℓbna∇aℓb = 1
2
na∇a(ℓbℓb) = 0 , (7)
so naℓ
a = 1 everywhere, not just on H. Similarly, we have ℓa(∂/∂x
A)a = 0 everywhere. It
follows that in Gaussian null coordinates, the metric in a neighborhood of H takes the form
gµνdx
µdxν = 2
(
dr − rαdu− rβAdxA
)
du+ γABdx
AdxB , (8)
where, again, A is a labeling index that runs from 1 to n− 2. We write
βa = βA(dx
A)a , γab = γAB(dx
A)a(dx
B)b . (9)
Note that α, βa, and γab are independent of the choice of coordinates, x
A, and thus are
globally defined in an open neighborhood of H. From the form of the metric, we clearly
have βan
a = βaℓ
a = 0 and γabn
a = γabℓ
a = 0. It then follows that γab is the orthogonal
projector onto the subspace of the tangent space perpendicular to na and ℓa, where here
and elsewhere, all indices are raised and lowered with the spacetime metric gab. Note that
when r 6= 0, i.e., off of the horizon, γab differs from the metric qab, on the (n−2)-dimensional
submanifolds, Σ(u, r), of constant (u, r), since na fails to be perpendicular to these surfaces.
Here, qab is defined by the condition that q
a
b is the orthogonal projector onto the subspace
of the tangent space that is tangent to Σ(u, r); the relationship between γab and qab is given
by
qab = r
2βcβcℓaℓb − 2rβ(aℓb) + γab . (10)
However, since on H (where r = 0), we have γab = qab, we will refer to γab as the metric on
the cross-sections Σ(u) of H.
Thus, we see that in Gaussian null coordinates the spacetime metric, gab, is characterized
by the quantities α, βa, and γab. In terms of these quantities, if we choose K
a = na, then
the condition (2) will hold if and only if the conditions
Lℓ Lℓ · · · Lℓ︸ ︷︷ ︸
m times
(Lnγab) = 0 ,
Lℓ Lℓ · · · Lℓ︸ ︷︷ ︸
m times
(Lnα) = 0 ,
Lℓ Lℓ · · · Lℓ︸ ︷︷ ︸
m times
(Lnβa) = 0 , (11)
hold on H.
Since the vector fields na and ℓa are uniquely determined by the foliation Σ(u) and since
φu[Σ(u
′)] = Σ(u + u′) (i.e., the time translations leave the foliation invariant), it follows
immediately that na and ℓa are invariant under φu. Hence, we have Ltn
a = Ltℓ
a = 0, so, in
particular, condition (iii) holds, as claimed above. Similarly, we have Ltr = 0 and Ltu = 1
throughout the region where the Gaussian null coordinates are defined. Since Ltgab = 0,
we obtain from eq. (8)
0 = −2rLtα∇au∇bu− 2rLtβ(a∇b)u+ Ltγab . (12)
6Contraction of this equation with nanb yields
Ltα = 0 . (13)
Contraction with na then yields
Ltβa = 0 , (14)
and we then also immediately obtain
Ltγab = 0 . (15)
The next step in the analysis is to use the Einstein equation Rabn
anb = 0 on H, in a
manner completely in parallel with the 4-dimensional case [19]. This equation is precisely
the Raychaudhuri equation for the congruence of null curves defined by na on H. Since
that congruence is twist-free on H, we obtain on H
d
dλ
θ = − 1
n− 2θ
2 − σ̂abσ̂ab , (16)
where θ denotes the expansion of the null geodesic generators of H, σ̂ab denotes their shear,
and λ is the affine parameter along null geodesic generators of H with tangent na. Now, by
the same arguments as used to prove the area theorem [19], we cannot have θ < 0 on H.
On the other hand, the rate of change of the area, A(u), of Σ(u) (defined with respect to
the metric qab = γab) is given by
d
du
A(u) =
1
2
∫
Σ
(
∂λ
∂u
)
θ
√
γ dn−2x . (17)
However, since Σ(u) is related to Σ by the isometry φu, the left side of this equation must
vanish. Since ∂λ/∂u > 0 on H, this shows that θ = 0 on H. It then follows immediately
that σ̂ab = 0 on H. Now on H, the shear is equal to the trace free part of Lnγab while the
expansion is equal to the trace of this quantity. So we have shown that Lnγab = 0 on H.
Thus, the first equation in eq. (11) holds with m = 0.
However, na in general fails to satisfy condition (iv) above. Indeed, from the form,
eq. (8), of the metric, we see that the surface gravity, κ, associated with na is simply α,
and there is no reason why α need be constant on H. Since Lnγab = 0 on H, the Einstein
equation Rabn
a(∂/∂xA)b = 0 on H yields
Daα =
1
2
Lnβa , (18)
(see eq. (79) of Appendix A) where Da denotes the derivative operator on Σ(u), i.e., Daα =
qa
b∇bα = γab∇bα. Thus, if α is not constant on H, then the last equation in eq. (11) fails
to hold even when m = 0. As previously indicated, our strategy is repair this problem by
choosing a new cross-section Σ˜ so that the corresponding n˜a arising from the Gaussian null
coordinate construction will have constant surface gravity on H. The determination of this
Σ˜ requires some intermediate constructions, to which we now turn.
First, since we already know that Ltγab = 0 everywhere and that Lnγab = 0 on H, it
follows immediately from the fact that ta = sa + na on H that
Lsγab = 0 , (19)
7on H (for any choice Σ). Thus, sa is a Killing vector field for the Riemannian metric
γab = qab on Σ. Therefore the flow, φˆτ : Σ → Σ of sa yields a one-parameter group of
isometries of γab, which coincides with the projection of the flow φu of the original Killing
field ta to Σ.
We define κ to be the mean value of α on Σ,
κ =
1
A(Σ)
∫
Σ
α
√
γ dn−2x , (20)
where A(Σ) is the area of Σ with respect to the metric γab. In the following we will assume
that κ 6= 0, i.e., that we are in the “non-degenerate case.” Given that κ 6= 0, we may assume
without loss of generality, that κ > 0.
We seek a new Gaussian null coordinate system (u˜, r˜, x˜A) satisfying all of the above
properties of (u, r, xA) together with the additional requirement that α˜ = κ, i.e., constancy
of the surface gravity. We now determine the conditions that these new coordinates would
have to satisfy. Since clearly n˜a must be proportional to na, we have
n˜a = fna , (21)
for some positive function f . Since Ltn˜
a = Ltn
a = 0, we must have Ltf = 0. Since on H
we have na∇anb = αnb and α˜ is given by
n˜a∇an˜b = α˜n˜b , (22)
we find that f must satisfy
α˜ = Lnf + αf = −Lsf + αf = κ . (23)
The last equality provides an equation that must be satisfied by f on Σ. In order to establish
that a solution to this equation exists, we first prove the following lemma:
Lemma 1 For any x ∈ Σ, we have
κ = lim
S→∞
1
S
∫ S
0
α(φˆτ (x)) dτ . (24)
Furthermore, the convergence of the limit is uniform in x. Similarly, x-derivatives of
S−1
∫ S
0 α(φˆτ (x)) dτ converge to 0 uniformly in x as S →∞.
Proof: The von Neumann ergodic theorem (see e.g.,[44]) states that if F is an Lp function
for 1 ≤ p < ∞ on a measure space (X,dm) with finite measure, and if Tτ is a continuous
one-parameter group of measure preserving transformations on X, then
F ∗(x) = lim
S→∞
1
S
∫ S
0
F (Tτ (x)) dτ (25)
= lim
ǫ→0+
ǫ
∫ ∞
0
e−ǫτF (Tτ (x)) dτ (26)
converges in the sense of Lp (and in particular almost everywhere). We apply this theorem
to X = Σ, dm =
√
γ dn−2x, F = α, and Tτ = φˆτ , to conclude that there is an L
p function
α∗(x) on Σ to which the limit in the lemma converges. We would like to prove that α∗(x)
8is constant. To prove this, we note that eq. (18) together with the facts that Ltβa = 0 and
ta = na + sa yields
Dbα = −1
2
Lsβb . (27)
Now let
a(x, S) =
∫ S
0
α(φˆτ (x)) dτ . (28)
Then
Dba(x, S) = −1
2
{
φˆ∗Sβb(x)− βb(x)
}
, (29)
and thus
|a(x, S) − a(y, S)| ≤ C ′ sup{[DbaDba(z, S)]1/2; z ∈ Σ}
≤ C ′ sup{[βbβb(z)]1/2; z ∈ Σ} = C <∞ , (30)
where C,C ′ are constants independent of S and x, and where C is finite because Σ is
compact. Consequently, |a(x, S) − a(y, S)| is uniformly bounded in S ≥ 0 and in x, y ∈ Σ.
Thus, for all x, y ∈ Σ, we have
lim
S→∞
1
S
|a(x, S) − a(y, S)| ≤ lim
S→∞
C
S
= 0 . (31)
Let y ∈ Σ be such that a(y, S)/S converges as S →∞. (As already noted above, existence
of such a y is guaranteed by the von Neumann ergodic theorem.) The above equation
then shows that, in fact, a(x, S)/S must converge for all x ∈ Σ as S → ∞ and that,
furthermore, the limit is independent of x, as we desired to show. Thus, α∗(x) is constant,
and hence equal to its spatial average, κ. The estimate (30) also shows that the limit (24)
is uniform in x. Similar estimates can easily be obtained for the norm with respect to γab of
[Dc1 · · ·Dcka(x, S)−Dc1 · · ·Dcka(y, S)], for any k. These estimates show that x-derivatives
of a(x, S)/S converge to 0 uniformly in x. 2
We now are in a position to prove the existence of a positive function f on Σ satisfying
the last equality in eq. (23) on Σ. Let
f(x) = κ
∫ ∞
0
p(x, σ) dσ, (32)
where p(x, σ) > 0 is the function on Σ× R defined by
p(x, σ) = exp
(
−
∫ σ
0
α(φˆτ (x)) dτ
)
. (33)
The function f is well defined for almost all x because p(x, σ) < e−σ(κ−ǫ) for any ǫ and
sufficiently large σ, by Lemma 1. It also follows from the uniformity statement in Lemma 1
that f is smooth on Σ. By a direct calculation, using Lemma 1, we find that f satisfies
−Lsf(x) + α(x)f(x) = κ , (34)
as we desired to show.
We now can deduce how to choose the desired new Gaussian null coordinates. The new
coordinate u˜ must satisfy
Ltu˜ = 1 , (35)
9as before. However, in view of eq. (21), it also must satisfy
Lnu˜ = n
a∇au˜ = 1
f
n˜a∇au˜ = 1
f
. (36)
Since na = ta − sa, we find that on Σ, u˜ must satisfy
1−Lsu˜ = 1
f
. (37)
Substituting from eq. (34), we obtain
Lsu˜ = 1 +
1
κ
(Ls ln f − α) . (38)
Thus, if our new Gaussian null coordinates exist, there must exist a smooth solution to this
equation. That this is the case is proven in the following lemma.
Lemma 2 There exists a smooth solution h to the following differential equation on Σ:
Lsh(x) = α(x)− κ . (39)
Proof: First note that the orbit average of any function of the form Lsh(x) where h
is smooth must vanish, so there could not possibly exist a smooth solution to the above
equation unless the average of α over any orbit is equal to κ. However, this was proven
to hold in Lemma 1. In order to get a solution to the above equation, choose ǫ > 0, and
consider the regulated expression defined by
hǫ(x) = −
∫ ∞
0
e−ǫτ
[
α(φˆτ (x)) − κ
]
dτ . (40)
Due to the exponential damping, this quantity is smooth, and satisfies the differential
equation
Lshǫ(x) = α(x) − κ− ǫhǫ(x) . (41)
We would now like to take the limit as ǫ → 0 to get a solution to the desired equation.
However, it is not possible to straightforwardly take the limit as ǫ → 0 of hǫ(x), for there
is no reason why this should converge without using additional properties of α. In fact, we
will not be able to show that the limit as ǫ → 0 of hǫ(x) exists, but we will nevertheless
construct a smooth solution to eq. (39).
To proceed, we rewrite eq. (40) as
hǫ(x) = −
∫ ∞
0
e−ǫτ φˆ∗τα(x) dτ +
κ
ǫ
, (42)
where φˆ∗τ denotes the pull-back map on tensor fields associated with φˆτ . Taking the gradient
of this equation and using eq. (27), we obtain
dhǫ(x) = −
∫ ∞
0
e−ǫτ φˆ∗τ (dα)(x) dτ =
1
2
∫ ∞
0
e−ǫτ φˆ∗τ (Lsβ)(x) dτ , (43)
10
where here and in the following we use differential forms notation and omit tensor indices.
Since Ls clearly commutes with φˆ
∗
τ and since Ls is just the derivative along the orbit over
which we are integrating, we can integrate by parts to obtain
dhǫ(x) = −1
2
β(x) +
ǫ
2
∫ ∞
0
e−ǫτ φˆ∗τβ(x) dτ . (44)
It follows from the von Neumann ergodic theorem4 (see eq. (25)) that the limit
lim
ǫ→0
ǫ
∫ ∞
0
e−ǫτ φˆ∗τβ(x) dτ = β
∗(x) , (45)
exists in the sense of Lp(Σ). Furthermore, the limit in the sense of Lp(Σ) also exists of
all x-derivatives of the left side. Indeed, because φˆτ is an isometry commuting with the
derivative operator Da of the metric γab, we have
Dc1 · · ·Dck
(
ǫ
∫ ∞
0
e−ǫτ φˆ∗τβa(x) dτ
)
= ǫ
∫ ∞
0
e−ǫτ φˆ∗τDc1 · · ·Dckβa(x) dτ . (46)
The expression on the right side converges in Lp, as ǫ → 0 by the von Neumann ergodic
theorem, meaning that
dhǫ → −1
2
(β − β∗) in W k,p(Σ) as ǫ→ 0 , (47)
for all k ≥ 0, p ≥ 1, where W k,p(Σ) denotes the Sobolev space of order (k, p). By the
Sobolev embedding theorem,
Cm(Σ) ←֓ W k,p(Σ) for k > m+ (n− 2)/p , (48)
where the embedding is continuous with respect to the sup norm on the all derivatives in
the space Cm, i.e., supΣ |Dmψ(x)| ≤ const.‖ψ‖W k,p for all ψ ∈ Cm. Thus, convergence of
the limit (45) actually occurs in the sup norms on Cm. Thus, in particular, β∗ ∈ C∞ =
∩m≥0Cm.
Now pick an arbitrary x0 ∈ Σ, and define Fǫ by
hǫ(x)− hǫ(x0) =
∫
C(x)
dhǫ = Fǫ(x) , (49)
where the integral is over any smooth path C(x) connecting x0 and x. This integral man-
ifestly does not depend upon the choice of C(x), independently of the topology of Σ. By
what we have said above, the function Fǫ is smooth, with a smooth limit
F (x) = lim
ǫ→0
Fǫ(x) = −1
2
∫
C(x)
(β − β∗) , (50)
4Here, the theorem is applied to the case of a tensor field T of type (k, l) on a compact Riemannian manifold
Σ, rather than a scalar function, and where the measure preserving map is a smooth one-parameter family of
isometries acting on T via the pull back. To prove this generalization, we note that a tensor field T of type (k, l) on
a manifold Σ may be viewed as a function on the fiber bundle, B, of all tensors of type (l, k) over Σ that satisfies
the additional property that this function is linear on each fiber. Equivalently, we may view T as a function, F , on
the bundle, B′, of unit norm tensors of type (l, k) that satisfies a corresponding linearity property. A Riemannian
metric on Σ naturally gives rise to a Riemannian metric (and, in particular, a volume element) on B′, and B′ is
compact provided that Σ is compact. Since the isometry flow on Σ naturally induces a volume preserving flow
on B′, we may apply the von Neumann ergodic theorem to F to obtain the orbit averaged function F ∗. Since F ∗
will satisfy the appropriate linearity property on each fiber, we thereby obtain the desired orbit averaged tensor
field T ∗.
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which is independent of the choice of C(x). Furthermore, the convergence of Fǫ and its
derivatives to F and its derivatives is uniform. Now, by inspection, Fǫ is a solution to the
differential equation
LsFǫ(x) = α(x)− κ− ǫFǫ(x)− ǫhǫ(x0) . (51)
Furthermore, the limit
lim
ǫ→0
ǫhǫ(x0) = − lim
ǫ→0
ǫ
∫ ∞
0
e−τǫ
[
α(φˆτ (x0))− κ
]
dτ
= κ− lim
S→∞
1
S
∫ S
0
α(φˆτ (x0)) dτ = 0 (52)
exists by the ergodic theorem, and vanishes by Lemma 1. Thus, the smooth, limiting
quantity F = limǫ→0 Fǫ satisfies the desired differential equation (39). 2
We now define a new set of Gaussian null coordinates (u˜, r˜, x˜A) as follows. Define u˜ on
Σ to be a smooth solution to eq. (38), whose existence is guaranteed by Lemma 2. Extend
u˜ to H by eq. (35). It is not difficult to verify that u˜ is given explicitly by
u˜(x) =
∫ u(x)
0
[f (π ◦ φ−τ (x))]−1 dτ + 1
κ
ln f(π(x))− 1
κ
h(π(x)) , (53)
where f and h are smooth solutions to eqs. (23) and (39), respectively, on Σ and
π : H → Σ, x 7→ π(x) (54)
is the map projecting any point x in H to the point π(x) on the cross section Σ on the null
generator through x. Let Σ˜ denote the surface u˜ = 0 on H. Then our desired Gaussian
null coordinates (u˜, r˜, x˜A) are the Gaussian null coordinates associated with Σ˜. The cor-
responding fields α˜, β˜a, γ˜ab satisfy all of the properties derived above for α, βa, γab and, in
addition, satisfy the condition that α˜ = κ is constant on H.
Now let Ka = n˜a. We have previously shown that Ln˜γ˜ab = 0 on H, since this relation
holds for any choice of Gaussian null coordinates. However, since our new coordinates
have the property that α˜ = κ is constant on H, we clearly have that Ln˜α˜ = 0 on H.
Furthermore, for our new coordinates, eq. (18) immediately yields Ln˜β˜a = 0 on H. Thus,
we have proven that all of the relations in eq. (11) hold for m = 0.
We next prove that the equation Lℓ˜ Ln˜γ˜ab = 0 holds on H. Using what we already know
about β˜a, γ˜ab and taking the Lie-derivative Ln˜ of the Einstein equation Rab(∂/∂x˜
A)a(∂/∂x˜B)b =
0 (see eq. (82) of Appendix A), we get
0 = Ln˜
[
Ln˜Lℓ˜γ˜ab + κLℓ˜γ˜ab
]
, (55)
on H. Since ta = n˜a + s˜a, with s˜a tangent to Σ˜(u˜), and since all quantities appearing in
eq. (55) are Lie derived by ta, we may replace in this equation all Lie derivatives Ln˜ by
−Ls˜. Hence, we obtain
0 = Ls˜
[
Ls˜Lℓ˜γ˜ab − κLℓ˜γ˜ab
]
, (56)
on Σ˜. Now, write Lab = Lℓ˜γ˜ab. We fix x0 ∈ Σ˜ and view eq. (56) as an equation holding
at x0 for the pullback, φˆ
∗
τLab, of Lab to x0, where φˆτ : Σ˜ → Σ˜ now denotes the flow of s˜a.
Then eq. (56) can be rewritten as
d
dτ
[
eκτ
d
dτ
(e−κτ φˆ∗τLab)
]
= 0 . (57)
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Integration of this equation yields
eκτ
d
dτ
(e−κτ φˆ∗τLab) = −κCab , (58)
where Cab is a tensor at x0 that is independent of τ . Integrating this equation (and absorbing
constant factors into Cab), we obtain
φˆ∗τ Lab − eκτLab = (1− eκτ )Cab . (59)
However, since φˆτ is a Riemannian isometry, each orthonormal frame component of φˆ
∗
τ Lab at
x0 is uniformly bounded in τ by the Riemannian norm of Lab, i.e., sup{(LabLab(x))1/2; x ∈
Σ˜}. Consequently, the limit of eq. (59) as τ →∞ immediately yields
Lab = Cab (60)
from which it then immediately follows that
φˆ∗τ Lab = Lab . (61)
Thus, we have Ls˜Lℓ˜γ˜ab = 0, and therefore Ln˜Lℓ˜γ˜ab = Lℓ˜ Ln˜γ˜ab = 0 on H, as we desired
to show.
Thus, we now have shown that the first equation in (11) holds for m = 0, 1, and that the
other equations hold for m = 0, for the tensor fields associated with the “tilde” Gaussian
null coordinate system, and K = n˜. In order to prove that eq. (11) holds for all m, we
proceed inductively. Let M ≥ 1, and assume inductively that the first of equations (11)
holds for all m ≤ M , and that the remaining equations hold for all m ≤ M − 1. Our
task is to prove that these statements then also hold when M is replaced by M + 1. To
show this, we apply the operator (Lℓ˜)
M−1Ln˜ to the Einstein equation Rabn˜
aℓ˜b = 0 (see
eq. (78)) and restrict to H. Using the inductive hypothesis, one sees that (Lℓ˜)
M (Ln˜α˜) = 0
on H, thus establishes the second equation in (11) for m ≤M . Next, we apply the operator
(Lℓ˜)
M−1Ln˜ to the Einstein equation Rab(∂/∂x˜
A)aℓ˜b = 0 (see eq. (81)), and restrict to H.
Using the inductive hypothesis, one sees that (Lℓ˜)
M (Ln˜β˜a) = 0 on H, thus establishes the
third equation in (11) for m ≤ M . Next, we apply the operator (Lℓ˜)MLn˜ to the Einstein
equation Rab(∂/∂x˜
A)a(∂/∂x˜B)b = 0 (see eq. (82)), and restrict to H. Using the inductive
hypothesis and the above results (Lℓ˜)
M (Ln˜α˜) = 0 and (Lℓ˜)
M (Ln˜β˜a) = 0, one sees that
the tensor field L
(M+1)
ab ≡ (Lℓ˜)M+1γ˜ab satisfies a differential equation of the form
Ln˜[Ln˜L
(M+1)
ab + (M + 1)κL
(M+1)
ab ] = 0 (62)
on H. By the same argument as given above for Lab, it follows that Ln˜ L
(M+1)
ab = 0. This
establishes the first equation in (11) for m ≤M + 1, and closes the induction loop.
Thus far, we have assumed only that the spacetime metric is smooth (C∞). However, if
we now assume that the spacetime is real analytic, and that H is an analytic submanifold,
then it can be shown that the vector field Ka that we have defined above is, in fact, analytic.
To see this, first note that if the cross section Σ of H is chosen to be analytic, then our
Gaussian null coordinates are analytic, and, consequently, so is any quantity defined in
terms of them, such as na and ℓa. Above, Ka was defined in terms of a certain special
Gaussian normal coordinate system that was obtained from a geometrically special cross
section. That cross section was obtained by a change (53) of the coordinate u. Thus, to show
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that Ka is analytic, we must show that this change of coordinates is analytic. By eq. (53),
this will be the case provided that f and h are analytic. We prove this in Appendix C.
Since gab andK
a are analytic, so is LKgab. It follows immediately from the fact that this
quantity and all of its derivatives vanish at any point of H that LKgab = 0 where defined,
i.e., within the region where the Gaussian null coordinates (u˜, r˜, x˜A) are defined. This proves
existence of a Killing field Ka in a neighborhood of the horizon. We may then extend Ka
by analytic continuation. Now, analytic continuation need not, in general, give rise to a
single-valued extension, so we cannot conclude that there exists a Killing field on the entire
spacetime. However, by a theorem of Nomizu [31] (see also [4]), if the underlying domain
is simply connected, then analytic continuation does give rise to a single-valued extension.
By the topological censorship theorem [10, 11], the domain of outer communication has this
property. Consequently, there exists a unique, single valued extension of Ka to the domain
of outer communication, i.e., the exterior of the black hole (with respect to a given end of
infinity). Thus, in the analytic case, we have proven the following theorem:
Theorem 1: Let (M,gab) be an analytic, asymptotically flat n-dimensional solution of
the vacuum Einstein equations containing a black hole and possessing a Killing field ta with
complete orbits which are timelike near infinity. Assume that a connected component, H,
of the event horizon of the black hole is analytic and is topologically R×Σ, with Σ compact
and that κ 6= 0 (where κ is defined eq. (20) above). Then there exists a Killing field Ka,
defined in a region that covers H and the entire domain of outer communication, such that
Ka is normal to the horizon and Ka commutes with ta.
The assumption of analyticity in this theorem can be partially removed in the following
manner, using an argument similar to that given in [9]. Since κ > 0, the arguments of [34]
show that the spacetime can be extended, if necessary, so that H is a proper subset of
a regular bifurcate null surface H∗ in some enlarged spacetime (M∗, g∗). We may then
consider the characteristic initial value formulation for Einstein’s equations [35, 29, 8] on
this bifurcate null surface. Since the extended spacetime is smooth, the initial data induced
on this bifurcate null surface should be regular. Since this initial data is invariant under
the orbits of Ka, it follows that the solution to which this data gives rise will be invariant
under a corresponding one-parameter group of diffeomorphisms in the domain of depen-
dence, D(H∗), of H∗. Thus, if one merely assumes that the spacetime is smooth, existence
of a Killing field in D(H∗) holds. However, since D(H∗) lies inside the black hole, this
argument does not show existence of a Killing field in the domain of outer communications.
Interestingly, if one assumes that the spacetime is analytic—so that existence of a Killing
field in the domain of outer communications follows from the above analytic continuation
arguments—then this argument shows that the Killing field known to exist in the domain
of outer communications also can be extended to all of D(H∗).
3 Proof of existence of rotational Killing fields
We proved in the previous section that if the quantity κ defined by eq. (20) is non-vanishing,
then there exists a vector field Ka in a neighborhood of H which is normal to H and is
such that the equations (2) hold. As explained at the end of the previous section, in the
analytic case, this implies the existence of a Killing field normal to the horizon in a region
containing the horizon and the domain of outer communication. Since we are considering
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the case where ta is not pointing along the null generators of H, the Killing field Ka is
distinct from ta. Hence, their difference Sa ≡ s˜a = ta−Ka is also a nontrivial Killing field.
There are two cases to consider:
1. The Killing field Sa has closed orbits, or
2. The Killing field Sa does not have closed orbits.
Only the first case can occur in 4-dimensions. In the first case, it follows immediately that
the Killing field Sa corresponds to a rotation at infinity. The purpose of this section is to
show that, in the second case, even though the orbits of Sa are not closed, there must exist
N ≥ 2 mutually commuting Killing fields, ϕa(1), . . . , ϕa(N), which possess closed orbits with
period 2π and are such that
Sa = Ω1ϕ
a
(1) + · · ·+ΩNϕa(N) , (63)
for some constants Ωi, all of whose ratios are irrational.
To simplify notation, throughout this section, we omit the “tildes” on all quantities, i.e.,
in this section ℓa, na,Σ, u, r, α, βa, γab denote the quantities associated with our preferred
Gaussian null coordinates. The Killing field Sa satisfies a number of properties that follow
immediately from the construction of Ka = na given in the previous section. First, since
LKr = 0 = Ltr and since LK ℓ
a = 0 = Lt ℓ
a, it follows that Sa also satisfies these
properties, i.e., LSr = 0 and LS ℓ
a = 0. Similarly, since LKu = 1 = Ltu, we also have
LSu = 0. In addition, since K
a commutes with ta, so does Sa. Thus, Sa is tangent to the
surfaces of constant (u, r), and commutes with ℓa and ta. Finally, it follows immediately
from eq. (11) and eqs. (13)-(15) that Sa also satisfies the analog of eq. (11).
To proceed, we focus attention now on the Riemannian manifold (Σ, γab) and make
arguments similar to those given in [21]. Let G denote the isometry group of (Σ, γab). Then
G is a compact Lie group. Let H ⊂ G denote the one-parameter subgroup of G generated
by the Killing field Sa on (Σ, γab). Then the closure, H, of H is a closed subgroup of G,
and hence is a Lie subgroup. Since H is abelian, so is H, and since G is compact, it follows
that H is a torus. Let N = dim(H). Since the N -dimensional torus can be written as the
direct product of N factors of U(1), it follows that the isometries in H are generated by
N commuting Killing vector fields, ϕa(1), . . . , ϕ
a
(N), which possess closed orbits on Σ with
period 2π. Since the isometry subgroup H generated by Sa is dense in H, it follows that,
on Σ, Sa must be a linear combination of these Killing vector fields of the form (63).
Since, as we have noted above, Sa satisfies the analog of eq. (11), the diffeomorphisms
on Σ corresponding to every element of H leave invariant each tensor field on Σ of the form
T(k) =

Lℓ · · · Lℓ︸ ︷︷ ︸
m+1 times
γab
Lℓ · · · Lℓ︸ ︷︷ ︸
m times
βa
Lℓ · · · Lℓ︸ ︷︷ ︸
m times
α ,
(64)
for all m ≥ 0. Since H is dense in H, each T(k) also must be invariant under the diffeomor-
phisms corresponding to the elements of H. Consequently, the Killing fields ϕa(1), . . . , ϕa(N)
Lie derive all T(k) on Σ. We now extend each ϕ
a
(j) to a vector field defined in an entire
neighborhood of H as follows. First, we Lie-drag ϕa(j) from Σ to H via the vector field
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Ka = na. Then we Lie-drag the resulting vector field defined on H off the horizon via the
vector field ℓa. The vector field (denoted again by ϕa(j)), which has now been defined in an
entire neighborhood of H, satisfies the following properties throughout this neighborhood:
(i) ϕa(j) commutes with both n
a and ℓa. (ii) ϕa(j) satisfies the analog of eq. (11). Property
(ii) implies that in the analytic case, ϕa(j) is a Killing field of the spacetime metric. As was
the case for Ka, we may then uniquely extend ϕa(j) as a Killing field to the entire domain of
outer communication. That this extended Killing field (which we also denote by ϕa(j)) must
have closed orbits can be seen as follows: The orbits of ϕa(j) on Σ are closed with period
2π. Thus, if we consider the flow of ϕa(j) by parameter 2π, any point x ∈ Σ will be mapped
into itself, and vectors at x that are tangent to Σ also will get mapped into themselves.
Furthermore, since ϕa(j) commutes with n
a and ℓa tangent vectors at x that are orthogonal
to Σ also will get mapped into themselves. Consequently, the isometry on the spacetime
corresponding to the action of ϕa(j) by parameter 2π maps point x into itself and maps each
vector at x into itself. Consequently, this isometry is the identity map in any connected
region where it is defined. Thus, we have shown:
Theorem 2: Let (M,gab) be an analytic, asymptotically flat n-dimensional solution of
the vacuum Einstein equations containing a black hole and possessing a Killing field ta with
complete orbits which are timelike near infinity. Assume that a connected component, H,
of the event horizon of the black hole is analytic and is topologically R×Σ, with Σ compact
and that κ 6= 0 (where κ is defined eq. (20) above). If ta is not tangent to the generators of
H, then there exist mutually commuting Killing fields ϕa(1), . . . , ϕ
a
(N) (where N ≥ 1) with
closed orbits with period 2π which are defined in a region that covers H and the entire
domain of outer communication. Each of these Killing fields commute with ta, and ta can
be written as
ta = Ka +Ω1ϕ
a
(1) + · · · +ΩNϕa(N) , (65)
for some constants Ωi, all of whose ratios are irrational, where K
a is the horizon Killing
field whose existence is guaranteed by Theorem 1.
Theorem 2 shows that the null geodesic generators of the event horizon rotate rigidly
with respect to infinity.
Remarks:
1) As in the case of Ka, in the non-analytic case the Killing fields ϕa(1), . . . , ϕ
a
(N) can be
proven to exist in D(H∗) (see the end of section 2).
2) If the orbits of Sa are closed on Σ—i.e., equivalently, if the orbits of ta map each
generator of H to itself after some period P—then the above argument shows that Sa itself
is a Killing field with closed orbits. As previously noted in the introduction, in the case of
4-dimensional spacetimes, the orbits of Sa on Σ are always closed. However, the orbits of
Sa on Σ need not be closed when n > 4. For example, on the round 3-sphere S3, one can
take an incommensurable linear combination of two commuting Killing fields with closed
orbits to obtain a Killing field with non-closed orbits. This possibility is realized for Sa in
suitably chosen 5-dimensional Myers-Perry black hole solutions [30]. Our theorem shows
that if the orbits of Sa fail to be closed, then the spacetime must admit at least two linearly
independent rotational Killing fields.
3) In 4-dimensions, if ta is normal to the horizon, then Thm. 3.4 of [42] (applied to
the vacuum or Einstein-Maxwell cases) shows that the exterior region must be static. The
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proof of this result makes use of the fact that there exists a bifurcation surface (i.e., that
we are in the non-degenerate case κ 6= 0), and that there exists a suitable foliation of the
exterior region by maximal surfaces; the existence of such a foliation was proven in [5]. The
arguments of [42] generalize straightforwardly to higher dimensions. Thus, the staticity of
higher dimensional vacuum or Einstein-Maxwell stationary black holes with ta normal to
the horizon must hold provided that the arguments of [5] also generalize suitably to higher
dimensions. 5 It should be noted that n-dimensional static vacuum (and Maxwell-dilaton)
black hole spacetimes with a standard null infinity of topology I ∼= Sn−2 × R were shown
to be essentially unique by Gibbons et al. [13], and are, in particular, spherically symmetric.
However, static spacetimes with a non-trivial topology at infinity do not have to have any
extra Killing fields [14]. 6
4 Matter fields
The analysis of the foregoing sections can be generalized to include various matter sources,
and we now illustrate this by discussing several examples. The Einstein equation with
matter is
Rab = Tab − 1
n− 2gabT
c
c . (66)
The simplest matter source is a cosmological constant Tab = −Λgab. The only significant
change resulting from the presence of a cosmological constant is a change in the asymp-
totic properties of the spacetime. For the case of a negative cosmological constant, we
can consider spacetimes that are asymptotically AdS rather than asymptotically flat. For
asymptotically AdS spacetimes, I is no longer null, but is instead timelike. However, the
only place where we used the character of I in our arguments was to conclude that the
Killing field ta is nowhere vanishing onH, and therefore generates a suitable foliation Σ(u) of
H by cross sections. This argument goes through without change in the asymptotically AdS
case, as do all subsequent arguments in our proof. Thus, the rigidity theorem holds without
modification in the case of a negative cosmological constant. For a positive cosmological
constant, I would have a spacelike character and it is not clear precisely what should be
assumed about the behavior of ta near I . Nevertheless, our results apply straightforwardly
to any “horizon” that is the boundary of the past of any complete, timelike orbit of ta. In
this sense, our rigidity theorem holds for both black hole event horizons and cosmological
horizons.
For Maxwell fields the field equations and stress tensor are
∇aFab = 0 , ∇[aFbc] = 0 , Tab = FacFbc −
1
4
gabF
cdFcd . (67)
We assume that both metric and Maxwell tensor are invariant under ta, i.e., Ltgab = 0 =
LtFab. In parallel with the vacuum case, we wish to show that there exists a vector field
Ka tangent to the generators of the horizon satisfying
Lℓ Lℓ · · · Lℓ︸ ︷︷ ︸
m times
(LKgab) = 0 , Lℓ Lℓ · · · Lℓ︸ ︷︷ ︸
m times
(LKFab) = 0 , m = 0, 1, 2, . . . , (68)
5It has recently been shown in [41] that this is indeed the case.
6See also [37, 38, 39] for uniqueness results of higher dimensional static black holes and [28, 40] for uniqueness
results of some restricted class of 5-dimensional stationary black holes.
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on H. To analyze these equations we introduce a Gaussian null coordinate system as above,
and correspondingly decompose the field strength tensor as
Fµν dx
µ ∧ dxν = S du ∧ dr + VA du ∧ dxA +WA dr ∧ dxA + UAB dxA ∧ dxB . (69)
We write
Va = VA(dx
A)a , Wa =WA(dx
A)a , Uab = UAB(dx
A)a(dx
B)b . (70)
It follows from LtFab = 0 that LtS = LtVa = LtWa = LtUab = 0. As in the vacuum
case, we take the candidate Killing field Ka to be na, where na is the vector field associated
with a suitable Gaussian null coordinate system to be determined. Equations (68) are then
equivalent to eqs. (11) together with
Lℓ Lℓ · · · Lℓ︸ ︷︷ ︸
m times
(LnS) = 0 ,
Lℓ Lℓ · · · Lℓ︸ ︷︷ ︸
m times
(LnVa) = 0 ,
Lℓ Lℓ · · · Lℓ︸ ︷︷ ︸
m times
(LnWa) = 0 ,
Lℓ Lℓ · · · Lℓ︸ ︷︷ ︸
m times
(LnUab) = 0 . (71)
The Maxwell equations, the Bianchi identities, and the stress tensor are presented in Ap-
pendix B. The Raychaudhuri equation now gives Lnγab = 0 = Va on H. Then, the
Bianchi identity (87) yields LnUab = 0. The Maxwell equation (84) yields LnS = 0 on H.
Furthermore, we have Tabn
a(∂/∂xA)b = 0 (see eq. (92)), from which it follows in view of
Einstein’s equation that also Rabn
a(∂/∂xA)b = 0 on H. We may now argue in precisely the
same way as in the vacuum case that, by a suitable choice of Gaussian null coordinates,
we can achieve that Lnα = 0 = Lnβa on H. It then follows from eqs. (95) and (96) that
Ln[Tab(∂/∂x
A)a(∂/∂xB)b] = 0 and LnT
a
a = 0 on H, which in view of Einstein’s equation
means that Ln[Rab(∂/∂x
A)a(∂/∂xB)b] = 0 on H. This may in turn be used to argue,
precisely as in the vacuum case, that LℓLnγab = 0 on H. Taking a Lie derivative Ln of
the Maxwell equation (85) and the Bianchi identity (86) then leads to the equation
Ln [LnWa + κWa] = 0 , (72)
on H. Since Wa is Lie derived by t
a and since ta = na + sa as in the vacuum case, this
equation may alternatively be written as
Ls [LsWa − κWa] = 0 . (73)
Integration gives
φˆ∗τWa − eκτWa = (1− eκτ )Ca , (74)
where Ca is a 1-form field on Σ independent of τ , and where φˆτ is again the flow of s
a. The
same type of argument following eq. (59) then implies that LnWa = 0 on H. We have thus
shown that all eqs. (71) and (11) for m = 0 and the first equation in (11) for m = 1 are
satisfied on the horizon. The remainder of the argument closely parallels the vacuum case.
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A Ricci tensor in Gaussian null coordinates
In this Appendix, we provide expressions for the Ricci tensor in a Gaussian null coordinate
system. As derived in section 2, in Gaussian null coordinates, the metric takes the form
gab = 2
(∇(ar − rα∇(au− rβ(a)∇b)u+ γab , (75)
where the tensor fields βa and γab are orthogonal to n
a and ℓa. The horizon, H, corresponds
to the surface r = 0. We previously noted that γab is the orthogonal projector onto the
subspace of the tangent space orthogonal to na and ℓa, and that when rβa 6= 0, it differs from
the orthogonal projector, qab, onto the surfaces Σ(u, r). It is worth noting that in terms of
the Gaussian null coordinate components of γab, we have q
ab = (γ−1)AB(∂/∂xA)a(∂/∂xB)b.
It also is convenient to introduce the non-orthogonal projector pab, uniquely defined by the
conditions that pabn
b = pabℓ
b = 0 and that pab be the identity map on vectors that are
tangent to Σ(u, r). The relationship between pab and γ
a
b is given by
pab = −rℓaβb + γab . (76)
In terms of Gaussian null coordinates, we have pab = (∂/∂x
A)a(dxA)b, from which it is
easily seen that Lnp
a
b = 0 = Lℓp
a
b. It also is easily seen that q
acγcb = p
a
b and that
pabq
b
c = q
a
c.
We define the derivative operatorDc acting on a tensor field T
a1...ar
b1...bs by the following
prescription. First, we project the indices of the tensor field by qab, then we apply the
covariant derivative ∇c, and we then again project all indices using qab. For tensor fields
intrinsic to Σ, this corresponds to the derivative operator associated with the metric qab.
We denote the Riemann and Ricci tensors associated with qab as Rabcd and Rab.
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The Ricci tensor of gab can then be written in the following form:
nanbRab = −1
2
qabLnLnγab +
1
4
qcaqdb(Lnγab)Lnγcd +
1
2
α qabLnγab
+
r
2
·
[
4αLℓLℓα+ 8αLℓα+ (Lℓα)q
ab
Lnγab
+qabLℓγab ·
{
−Lnα− rqcdβcLnβd
+(rqcdβcβd + 2α)Lℓ(rα) + rq
cdβcDdα
}
+2qabDa {βbLℓ(rα) +Dbα−Lnβb}
+qbcLℓ(rβc) ·
{
(rqefβeβf + 2α)Lℓ(rβb)
−4Dbα+ 2Lnβb + 4rqaeβeD[aβb]
}
+2(Lℓα)Lℓ(r
2qabβaβb) + 4rq
abβaβbLℓα+ 2rq
abβaβbLℓLℓα
+2qabβaLℓ(rβb) ·
{
2Lℓ(rα)− 1
2
rqcdβcLℓ(rβd)
}
+2r−1Lℓ
{
r2qabβa(Dbα−Lnβb)
}
+ 2r−1αLℓ(r
2qabβaβb)
]
, (77)
naℓbRab = −2Lℓα+ 1
4
qcaqdb(Lnγcd)Lℓγab − 1
2
qabLℓLnγab − 1
2
α qabLℓγab − 1
2
qabβaβb
+
r
2
·
[
− 2LℓLℓα− 1
2
qabLℓγab ·
{
2Lℓα+ q
cdβcLℓ(rβd)
}
−qabβaLℓβb −Lℓ{qabβaLℓ(rβb)} − qabDa(Lℓβb)
]
, (78)
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nbpcaRbc = −pbaDbα+ 1
2
Lnβa +
1
4
βaq
bc
Lnγbc − pd[apeb]Dd(qbcLnγce)
+
r
2
·
[
1
2
(qbcLnγbc)Lℓβa + LnLℓβa + 2αLℓβa
+Lℓ(rβa) ·
{
r−1Lℓ(r
2qbcβbβc) + 2Lℓα
}
−2pbaDb(Lℓα) + Lℓ(qbcβbLnγca)− 2r−1Lℓ
(
r2qcdβcp
b
aD[bβd]
)
−1
2
qbcLℓγbc ·
{
− (rqefβeβf + 2α)Lℓ(rβa)
+2pdaDdα− qbcβbLnγca + 2rqefβepdaD[dβf ]
}
−2Lℓ(αβa)− 2r(Lℓα)Lℓβa + pdaDb
{
qbcβcLℓ(rβd)
}
−2pbaqcdDdD[bβc] − qbc(Lℓβb)Lnγca
−qbcLℓ(rβb) ·
{
(rqefβeβf + 2α)Lℓγca + p
d
aDcβd
+βcLℓ(rβa)− rqefβcβfLℓγea
}
+qbc(Lℓγca) ·
{
2βbLℓ(rα) + 2Dbα−Lnβb + 2rqdeβeD[bβd]
}]
, (79)
ℓaℓbRab = −1
2
qabLℓLℓγab +
1
4
qcaqdb(Lℓγab)Lℓγcd , (80)
ℓbpcaRbc = −1
4
βaq
bc
Lℓγbc −Lℓβa + 1
2
qbcβcLℓγab − pd[apeb]Dd
(
qbcLℓγce
)
+
r
2
·
[
−LℓLℓβa + Lℓ
(
qbcβcLℓγab
)
+
1
2
(qcdLℓγcd)
(
−Lℓβa + qbeβeLℓγab
)]
, (81)
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pcap
d
bRcd = −LℓLnγab − αLℓγab + pcapdbRcd − pc(apdb)Dcβd −
1
2
βaβb
+ qcd
(
Lℓγd(a
)
Lnγb)c −
1
4
{
(qcdLnγcd)Lℓγab + (q
cd
Lℓγcd)Lnγab
}
+
r
2
·
[
− 2αLℓLℓγab − peapf bDc(qcdβdLℓγef )
−1
2
(qcdLℓγcd)
{
(rqefβeβf + 2α)Lℓγab + 2p
e
(ap
f
b)Deβf
}
−2(Lℓα)Lℓγab − r−1{Lℓ(r2qefβeβf )}Lℓγab
−rqefβeβfLℓLℓγab − 2Lℓ{pc(apdb)Dcβd}
−2β(aLℓβb) − r(Lℓβa)Lℓβb − rqceqdfβcβd(Lℓγae)Lℓγbf
+2qcdβd
{
Lℓ(rβ(a)
}
Lℓγb)c + 2p
e
(ap
f
b)q
cd (Ddβe)Lℓγfc
+qcd(rqefβeβf + 2α)(Lℓγca)Lℓγdb
]
. (82)
B Maxwell equations in Gaussian null coordinates
With the notation introduced in Appendix A and the definitions (69) and (70), the Maxwell
equations, ∇aF ab = 0, are equivalent to the following equations.
0 = LℓS +
1
2
SqabLℓγab − qabβaWb − qabDaWb
− r
2
·
[
2Lℓ(q
abβaWb) + q
abqcdβaWbLℓγcd
]
, (83)
0 = LnS +
1
2
SqabLnγab + q
abDaVb
− r
2
·
[
2Ln(q
abβaWb) + q
abqcdβcWdLnγab
−2qabDa
{
SVb + 2αWb − qcdβdUbc
}
− 4rqabqcdDa(βcβ[dWb])
]
, (84)
0 =
1
2
qabqcd (WbLnγcd + VbLℓγcd) + Ln(q
abWb) + Lℓ(q
abVb)
+ qab
{
Sβb + 2αWb − qcdβdUbc
}
− r
2
·
[
− 2Lℓ
{
qab
(
Sβb + 2αWb − qcdβdUbc
)}
−8qabqcdβcβ[dWb] − 4Lℓ
(
qabqcdβcβ[dWb]
)
−qcd(Lℓγcd) · qab
{
Sβb + q
efβeUfb + 2αWb − 2rqefβeβ[bWf ]
}]
. (85)
The Bianchi identities, ∇[aFbc] = 0, are given by
LnWa −LℓVa + pcaDcS = 0 , (86)
LnUab − 2pc[apdb]DcVd = 0 , (87)
LℓUab − 2pc[apdb]DcWd = 0 , (88)
pd[ap
e
bp
f
c]DdUef = 0 . (89)
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The stress tensor, Tab = FacFb
c − (1/4)gabF cdFcd, is given by
nanbTab = q
abVaVb + r ·
[
2qabβaVbS + (rq
abβaβb + 2α)S
2 +
1
2
αF cdFcd
]
, (90)
naℓbTab = −1
2
S2 − 1
4
qacqbdUabUcd
+ r ·
[
αqcdWcWd + q
bcβc
(
2WbS + q
deWeUbd
)
+
r
2
(
qabqcd − qacqbd
)
βaβbWcWd
]
, (91)
nbpcaTbc = −SVa + qbcUabVc
+ r ·
[
qbcβc (−WaVb + UabS)−
(
rqbcβbβc + 2α
)
WaS +
1
4
βaF
cdFcd
]
,(92)
ℓaℓbTab = q
abWaWb , (93)
ℓbpcaTbc = SWa + q
bcUabWc − rqbcβcWaWb , (94)
pcap
d
bTcd =
1
2
γabS
2 + 2V(aWb) − γabqcdVcWd + qcd
{
UacUbd − 1
4
γabq
efUceUdf
}
− r · γab ·
[
αqbcWbWc + q
bcβc
(
WbS + q
deWeUbd
)
+
r
2
(
qcdqef − qceqdf
)
βcβdWeWf
]
, (95)
T cc = (n − 4)
{
1
2
S2 − qabVaWb − 1
4
qabqcdUacUbd
}
− (n − 4)
2
· r ·
[
2αqabWaWb + 2q
abβa
(
WbS + q
cdWdUbc
)
+r
(
qabqcd − qacqbd
)
βaβbWcWd
]
, (96)
where
1
4
F cdFcd = q
abVaWb − 1
2
S2 +
1
4
qacqbdUabUcd
+ r ·
[
αqcdWcWd + q
bcβc
(
WbS + q
deWeUbd
)
+
r
2
(
qabqcd − qacqbd
)
βaβbWcWd
]
. (97)
C Analyticity of f and h
In this Appendix, we prove the following lemma, which establishes that if the spacetime
(M,gab) and horizon H are analytic, then the candidate Killing field K
a also is analytic.
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Lemma 3: If the spacetime as well as Σ and H are analytic, then the functions f, h :
Σ→ R given by eqs. (32) and (39) are real analytic.
Proof: Consider first the function p(x, σ) on Σ × R defined above in eq. (33). Let x0 ∈ Σ
be fixed, and choose Riemannian normal coordinates y1, . . . , yn−2 around x0, so that the
coordinate components γAB(x0) are given by δAB . If α = (α1, . . . , αn−2) ∈ Nn−20 is a
multi-index, we set |α| =∑αi, and α! =∏αi!, as well as
∂α =
∂|α|
(∂y1)α1 · · · (∂yn−2)αn−2 . (98)
We will show that, for y in a sufficiently small ball around x0, and for sufficiently large σ
we have the following estimate:
|∂αp(y, σ)| ≤ α!CR−|α|e−σκ/2 , (99)
with C and R being some constants independent of α. This implies that f(y) has a con-
vergent power series representation near x0. Using Einstein’s equation as in the proof of
Lemma 1, we have
∂
∂yA
p(y, σ) = [βA(y)− (φˆ∗σβ)A(y)] p(y, σ) . (100)
Now we complexify Σ and consider a complex multi-disk around x0 of radius R. Then,
using the multi-dimensional version of the Cauchy inequalities, we furthermore have the
estimate
|∂αβA(y)| ≤ α!CR−|α| , (101)
where C is now taken as the supremum of βA in the complex multi-disk around x0. Fur-
thermore, because Σ is compact, and because φˆσ is an isometry, we can find the same type
of estimate in also for ∂α(φˆ∗σβ)A(y) uniformly in σ and y in a ball around x0. Finally, from
Lemma 1, we have the estimate
|p(y, σ)| ≤ e−σ(κ−ǫ) , (102)
for arbitrary small ǫ > 0 for any y in a ball around x0, and for sufficiently large σ. Ap-
plying now further derivatives to eq. (100) and using the above estimates, we obtain the
estimate (99).
In order to prove the analyticity of h, we must look at the explicit construction of that
function given in the proof of Lemma 2. That construction shows that h will be analytic, if
we can show that the vector field β∗(x) defined by the integral (45) is analytic. This follows
from the fact that the Taylor coefficient of the integrand ∂α(φˆ∗τβ)A(y) satisfies an estimate
of the form (101) uniformly in τ and y in a ball around x0. 2
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