We consider transverse propagation of electromagnetic waves through a two-dimensional composite material containing a periodic rectangular array of circular cylinders. Propagation of waves is described by the Helmholtz equation with the continuity conditions for the tangential components of the electric and magnetic fields on the boundaries of the cylinders. We assume that the cell size is small compared with the wavelength, but large compared with the radius a of the inclusions. Explicit formulae are obtained for asymptotic expansion of the solution of the problem in terms of the dimensionless magnitude q of the wavevector and radius a. This leads to explicit formulae for the effective dielectric tensor and the dispersion relation with the rigorously justified error of order O((q 2 + a 2 ) 5/2 ).
Introduction
Periodic media have attracted a great deal of attention owing to the possibility of manipulating the dispersion relation. In the case of electromagnetic waves, such media, known as photonic crystals [1] , exhibit strong anisotropy of wave propagation, including its total suppression [2, 3] , non-reciprocal wave transmission [4] , slow light [5] [6] [7] , superlensing [8] and more. The advent of metamaterials has allowed for the engineering of new tunable and switchable devices on length scales far smaller than the wavelength of light [9] .
In this paper, we study the propagation of waves in a doubly periodic array of scatterers. The multipole expansion method introduced in [10] was applied to the propagation of electromagnetic waves in a doubly periodic lattice in [11] , while in [12] this approach was employed in the problem of elastic 2019 The Author(s) Published by the Royal Society. All rights reserved. wave propagation in a two-dimensional solid containing a doubly periodic array of circular holes. Using the method of matched asymptotic expansion, a dispersion relation was obtained in [13] for a doubly periodic array of small rigid scatterers and in [14] for elastic waves in a lattice of cylindrical cavities. Application of the method to the scatterers with homogeneous Dirichlet boundary conditions was considered in [15, 16] . A rigorous analysis of a sub-wavelength plasmonic crystal was presented in [17] , where the solution of a nonlinear eigenvalue problem is given in terms of convergent high-contrast power series for the electromagnetic fields and the first branch of the dispersion relation.
We consider transverse propagation of electromagnetic waves through a two-dimensional composite material containing a periodic rectangular array C of circular cylinders with a positive finite dielectric constant ε. The periods of the lattice τ 1 and τ 2 are normalized in such a way that = min{|τ 1 |, |τ 2 |} = 1, while the radius of the cylinders a < 0.5 (figure 1). We assume that the relative magnetic permeability of the cylinders and the matrix equals unity.
In dimensionless variables, propagation of the TE mode H = (0, 0, u) in the xy-plane is described by the equation Hereafter, brackets · denote the jump of the enclosed quantity across the interface of the cylinders. In addition, u(r) must satisfy the Floquet-Bloch condition
where τ is any of the lattice periods, q = (q x , q y ) =runs the primitive cell of the dual lattice withq = (cos θ , sin θ ) being the unit vector. This condition implies that the function e −iq·r u(r) is periodic over the fundamental cell ABCD that we symbolically write as e −iq·r u(r) = 0. The outline of the paper is the following. In §2, we formulate the main results. In §3, we seek the solution of the problem as a power series in terms of the absolute value of the quasi-momentum q, and then derive recurrence relationships between the coefficients u k of the power series. We prove that the coefficients are odd functions in space variables if k is odd, and otherwise even. We also prove that the power series for the eigenvalues contains only even powers of q. In §4, we obtain explicit formulae for the coefficients of the series with a given accuracy in terms of the radius a of the cylinders. Explicit approximations of the effective tensor with accuracy O((q 2 + a 2 ) 5/2 ) and the dispersion relation with accuracy O(q 2 (q 2 + a 2 ) 2 ) are obtained in §5. To prove these results, we show in appendix A that the power series in q of the solution u and of the eigenfrequency converge uniformly in a.
We assume that the dielectric constant is positive and fixed (does not depend on a and q) while a is small. The case of lossy composites and metamaterials will be considered elsewhere. Let us stress again that our goal is explicit formulae with high accuracy and rigorous estimates of the remainders in a multidimensional setting. There are many papers where similar problems were often solved under more general assumptions, but with less demanding goals (e.g. [12, [18] [19] [20] [21] [22] [23] ).
Formulation of the problem and the main result
We reduce the above problem to the fundamental cell S centred at the origin,
The main result of the paper concerns the approximation of the effective dielectric tensor ε * defined from D = ε * E , where E = (ic/ω) (1/ )∇ × (0, 0, u) is the average electric field and D = E is the average electric displacement. Here u is the z-component of the magnetic field: H = (0, 0, u). It states that, in the low-frequency regime with small inclusions when q 2 + a 2 1, we have
is the Weierstrass zeta-function [24] . We also obtain an approximation of the dispersion relation
The method used in the paper can be used to obtain the above expressions with higher accuracy.
Series expansion of the field
Elliptic problem (2.1) and (2.2) is symmetric, depends analytically on q, and has a simple eigenvalue ν 2 = 0 when q = 0 with the eigenfunction u = const. Thus, the eigenvalue ν 2 depends analytically on q for q 1, and the eigenfunction u(r, q) can be chosen to be analytic in q, i.e. for small q we can expand u and ν 2 in a power series u(r, q) = 1 + qu 1 (r,q) + q 2 u 2 (r,q) + q 3 u 3 (r,q) + · · · (3.1) and
The latter series can be viewed as a perturbation of a simple eigenvalue ν 2 = 0 corresponding to the eigenfunction u = 1. The rigorous justification of (3.1), (3.2) will be given in appendix A. It will be shown there that series (3.1) converges in the Sobolev space H 1 (S), and both of them are uniform in a. Moreover, it will be shown below that series (3.2) contains only even powers of q, i.e. λ 2n+1 = 0. Substituting expansions (3.1) and (3.2) into (2.1), we obtain a system of recurrence equations for determination of u n
. . .
On the boundary r = a functions u k satisfy the conditions (in what follows we omit dependence of u k onq for brevity) u k (r) = 0 (3.7) and 1 ∂u k (r) ∂n = 0, (3.8)
while on ∂S we have a system of recurrence equations
In what follows we need to establish some important properties of the functions u k . Firstly, we normalize u(r, q) in such a way that S u(r, q) dS = |S| = τ 1 τ 2 . This implies that S u k (r) dS = 0. (3.13)
We will also need Green's formula for solutions of (2.1) and (2.2),
which follows from the symmetry of problem (2.1) and (2.2). Indeed, let S = S in ∪ S ex , where S in is the disc r < a. One can multiply both sides of (2.1) by the complex conjugateū of u and apply Green's first identity to each part of S. When we add up the identities, the contour integrals over the boundary r = a are cancelled because of (2.2), and (3.14) follows.
Consider an auxiliary problem for the function v(r) Proof. The first statement follows from the application of Green's formula (3.14) with ν = 0 to (3.15) . The second statement is the Fredholm alternative applied to equation (3.15). Proof. Let k 1 be the least number for which there are two different pairs u k (r), λ k . Then 3.3-3.6 implies that there are two different functions, u
k . From the previous lemma, it follows that λ
k and v(r) = const. The latter together with (3.13) implies v(r) = 0.
We will use the term odd or even function if the corresponding property holds with respect to the origin, i.e. a scalar function f (r) is odd if f (−r) = −f (r) and is even if f (−r) = f (r). Now we can formulate the result concerning the structure of expansions (3.1) and (3.2). Proof. We prove the theorem by induction in k. For k = 1, the boundary condition (3.9) is odd. Then the even component v(r) of u 1 is the solution of (3.15) and (3.16) with f = λ 1 . From lemma 3.1, it follows that λ 1 = 0 and lemma 3.2 implies that v = 0. Hence, the statement of the theorem is valid for k = 1. Assume now that the statement of the theorem holds for 1 k < k 0 . Let us prove it for k = k 0 . We need to consider two cases of even and odd k 0 . Case 1: If k 0 = 2m then λ k−n = 0 in (3.6) when n is odd. Thus, the right-hand side of (3.6) is even by the induction hypothesis. The right-hand side of (3.12) is also even. Thus, the odd component of u 2m satisfies the homogeneous problem and equals zero owing to lemma 3.1. Case 2: Let k 0 = 2m + 1. Then the right-hand side of (3.6) is the sum of λ 2m+1 and an odd function by the induction hypothesis. The right-hand side of (3.12) is odd. Thus, the even component of u 2m+1 is the solution of (3.15) and (3.16) with f = const. = λ 2m+1 . From lemmas 3.1 and 3.2, it follows that λ 2m+1 = 0 and the even component of u 2m+1 is zero.
Substitution of expansion (3.1) into (3.14) and taking into account the oddness and evenness of u k leads to approximation of ν 2 . In particular, we obtain to order O(q 6 ) 
A priori estimates for the power-series terms
Functions u k in (3.17) and in formulae (5.5) and (5.6) (which are used to find ε * ; see below) are obtained as solutions of certain boundary value problems which depend on a and can be expanded in power series in a. We need some a priori estimates for the solutions of these problems in order to justify the asymptotic convergence of the power series in a. We will start by recalling the Poincaré lemma, which is so simple in our setting (S is a rectangle) that we will prove it.
Then
Proof. We will prove the first inequality since it obviously implies the second with C 2 = C 2 1 + 1. In order to prove the first inequality, we write u in the form of the Fourier series,
where the prime indicates that the term v 00 is omitted. This term is zero owing to (4.1). It remains to compare the norms expressed through the Fourier coefficients,
and let condition (4.1) hold.
Proof. Multiplying (4.2) byv and applying Green's first identity we obtain
To be more accurate, one needs to write Green's first identities separately for each part S in , S ex of S, add them and check that the contour integrals over the boundary r = a are cancelled. Equality (4.5) implies ∇v 2
It remains to apply lemma 4.1.
The next lemma shows that a similar estimate holds when an inhomogeneity appears in the boundary condition. and the boundary conditions
where φ is the polar angle. Let also v(0) = 0. Then 
(4.9)
The problem for w is reduced to that outlined in the previous lemma with
(4.10)
If there is a jump h(φ) of the function in (4.7) instead of the jump g(φ) of the derivative, then function v 1 in (4.9) must be replaced by the function This approach was used in [25] . Here we use a similar representation of u 1 and achieve the desired accuracy in a using a finite number of terms of the corresponding series.
We introduce complex variable z = x + iy = re iφ , and along with vector periods τ 1 and τ 2 we will use their complex counterparts τ 1 > 0 and iτ 2 , τ 2 > 0. The Weiserstrass zeta-function [24] is defined by
where P m,n = mτ 1 + inτ 2 are coordinates of the lattice nodes in the complex plane. Prime in the sum means that summation is extended over all pairs m, n except m = n = 0. We use its quasiperiodicity property
where for rectangular lattices η 1 is purely real while η 2 is purely imaginary. It is convenient to introduce real parameterη 2 = iη 2 . If we subtract from ζ (z) its linear part, then the resulting function will be periodic and harmonic. Thus,
This property is used in the lemma below to find an approximationũ 1 We substitute (4.18) into (4.17) and equate the coefficients of cos φ and sin φ in (3.7) and (3.8) . This leads to
cos θ (4.20)
and
where α = (ε − 1)/(ε + 1). Hence, approximation (4.16) and (4.17) satisfies exactly (3.3) and (3.9). Conditions (3.7) and (3.8) are satisfied exactly only for the terms containing cos φ and sin φ but have an error in the terms cos nφ, sin nφ with n 3. This error is large, and lemma 4.3 does not allow us to justify that (4.16) and (4.17) approximates u 1 with the desired accuracy. Therefore, we will add an extra term toũ 1 , but later it will be shown that this extra term can be omitted. Hence, 
(b) Approximation of u 2
Function u 2 is an odd one and does not contribute to the average electric field. However, it appears in (3.11) and in (3.17) . Because of that we will determine u 2 to order O(a 2 ). In the equation 26) and one must know λ 2 in order to find u 2 . We will find this with an accuracy higher than that for u 2 since λ 2 is involved not only in (4.26) but also in the dispersion relation (3.2).
Lemma 4.5.
The following relation is valid for λ 2 :
Proof. It follows from (3.2) and (3.17) that 
To evaluate the integral containing the derivatives of the zeta-function we use Green's theorem along with the quasi-periodicity properties (4.13) and (4.14), [24] , which in our case reads η 1 τ 2 +η 2 τ 1 = π , we obtain
Finally substituting all terms in (4.27), we have
Lemma 4.6. The following approximation for u 2 is valid in the space H 1 ,
Proof. Denote a σ -neighbourhood of ∂S by (∂S) σ . We fix σ in such a way that r > a in (∂S) σ . From lemmas 4.4 and 4.5, it follows that u 2 is a solution of the problem
where u 1 has the following form in (∂S) σ :
and therefore it is enough to prove estimate (4.34)
Obviously, v 2 satisfies the relations
where f 2 = O(a 2 ) + [η(r)(iq · r)h 1 ]. The same relations with f 2 = 0 are valid forũ 2 . Hence, lemma 4.2 provides the estimate (4.34) for v 2 −ũ 2 if f 2 L 2 Ca 2 . The latter inequality follows from (4.35). Indeed, u 1 = (iq · r) = 0. Thus h 1 = 0, and, therefore, · r) ], ∇h 1 .
This and (4.35) imply the estimate on f 2 and complete the proof of the lemma. and
Similar to the previous case, we formulate lemma 4.7.
Lemma 4.7. 3 , r < a,
Proof. We will use notation (∂S) σ and η(r) from the previous lemma. We need to single out the main term (as a → 0) on the right-hand side of (4.38). Lemmas 4.4 and 4.6 imply
We introduce function v 3 = u 3 − g 3 , g 3 = η(r)((iq · r)h 2 − 1 2 (iq · r) 2 h 1 ). This function satisfies the relations
where f 3 = O(a ln a) + g 3 , and the last relation above (for the jump of v 3 on ∂S) is a-independent. From (4.40), (4.41), it follows that g 3 H 1 Ca 2 , and therefore one can prove lemma 4.7 for v 3 instead of u 3 . We note thatũ 3 satisfies the same relations as those for v 3 with f 3 = 0. Thus, estimate (4.39) for v 3 −ũ 3 will follow from lemma 4.2 if we show that f 3 L 2 Ca ln 1/a. Thus, to complete the proof of the lemma it suffices to show that g 3 L 2 Ca 2 . From equations (3.3), (3.4) (where λ 1 = 0) and (4.40), (4.41), it follows that h 1 = 0, h 2 = 1 − λ 2 = O(a 2 ). Hence
Now the desired estimate on g 3 follows from (4.40) and (4.41). In the principal axes, ε * has a diagonal form and can be found from the relation
Effective dielectric tensor and the dispersion relation
We represent ε * in the form ε * = I +ε, (5.3) where I is a 2 × 2 identity matrix andε = [ε 1 0 0ε 2 ]. Substituting (5.3) into (5.2), we obtain the equation forεε
Observe that on the right-hand side of (5.4) integration is performed only over S in . With expansion (3.1), theorems 3.3 and A.1 on the uniform convergence of u (see appendix A) we obtain for the entries ofεε
Now using (4.20) and (4.21), we evaluate the integrals involved in (5.5) and (5.6) The second integral is evaluated using (4.16), (4.20) and (4.21) 
(5.19) With Legendre's relation η 1 τ 2 +η 2 τ 1 = π , the series expansion of ε * gives
For the square lattice τ 1 = τ 2 = τ , we have η 1 =η 2 = π/2τ [26] . Then in our approximation ε * becomes isotropic ε * = ε * I, where ε * = 1 + 2α π a 2 τ 2 + 2α 2 π a 2 τ 2 2 + 1 12 παa 2 q 2 + O((q 2 + a 2 ) 5/2 ). (5.21) It should be remarked that while the static part of (5.21) agrees with the expansion of Maxwell's formula the frequency-dependent correction differs substantially from that obtained in [11] . Going back to evaluation of (3.17), one can easily check that
Then from (4.33) and (3.17) we obtain the dispersion relation
Thus, the first correction in the dispersion relation does not depend on the shape of the lattice but only on the concentration of the scatterers.
Conclusion
We have considered the problem of transverse propagation of electromagnetic waves through a doubly periodic rectangular array of circular dielectric cylinders of radius a. The solution of the problem is sought in the form of a power series in terms of the magnitude q of the quasimomentum of the Bloch wave. We prove that the eigenfunction and the eigenvalue are analytic Hence,
This and (A 5) imply the existence of C 0 > 0 such that |v 00 | > C 0 for small enough |λ| + q. if |λ| + q is small. Thus (A 10) implies that |λ|C 0 C 3 q for small eigenvalues when q 1, i.e. there exists γ 2 > 0 such that eigenvalues λ in the circle |λ| γ 2 are located only inside a smaller circle |λ| < γ 1 q, γ 1 = C 3 /C 0 , when q is small enough.
Continuing the proof of the theorem we assume below that a a 0 , q γ 2 /γ 1 . Thus, the circle Γ = {λ : |λ| = γ 2 } splits the spectrum of (1/ ) + B q into two parts. Since operator (1/ ) + B q : D(a) → L 2 , where D(a) was defined in (A 4), has a discrete spectrum, operator
is a projection on the space spanned by the eigenfunctions of (1/ ) + B q with eigenvalues inside Γ . We will show below that P q − P 0 < 1 if q and γ 2 are small enough. Hence [27, sec. XII.2], the ranges of P q and P 0 have the same dimensions. We reduce γ 2 , if needed, to guarantee that P 0 is the projection on the simple eigenfunction u = const. of (1/ ) . Then (1/ ) + B q has a unique simple eigenvalue in Γ when q, γ 2 1. The corresponding eigenfunction is proportional to P q f with an arbitrary f such that P q f = 0. Function f needs to be normalized to guarantee (A 1). It was shown above that (1/ ) − λ is invertible when λ ∈ Γ , i.e. ((1/ ) − λ) −1 : L 2 → H 1 is bounded. We need an estimate for this operator with a constant that does not depend on a. where operator T q is analytic in q, its power series converges in the norm space uniformly in a and T q → 0 as |q| → 0. It remains to write P q in the form
and expand T q in a power series in q. This proves that P q − P 0 < 1 if q 1 and provides a power series for P q f which converges in H 1 (S) uniformly in a. Power expansion of λ = ν 2 follows immediately from (3.14) .
