We give a new proof of the result, originally proved in unpublished work of Glenn Stevens [7] , that every modular eigensymbol of non-critical slope lifts uniquely to a rigid-analytic distribution-valued eigensymbol. The proof is algorithmic and facilitates the efficient calculation of certain padic integrals.
Introduction
Let p be a prime and let M be a positive integer prime to p. Let f ∈ S 2 (Γ 0 (pM )) be a normalized eigenform with rational (and hence integral) Fourier coefficients. (We will consider higher weights in later sections.) One associates to f a modular symbol ϕ f : P 1 (Q) × P 1 (Q) → C and a measure µ f on Z p by the rules ϕ f {r → s} = 1 Ω + Re s r 2πif (z)dz,
where Ω + is the canonical real period of f and a p (f ) is its p-th Fourier coefficient.
Suppose now that a p (f ) ∈ Z theory, for instance) that ϕ f and thus µ f take values in Z p . Therefore, the integral
Zp v(x)dµ f (x), defined as a limit of Riemann sums over increasingly fine partitions of Z p , is well-defined for any continuous v:
Computing such integrals is an important problem in practice with many applications. The application of principal interest to us is the calculation of algebraic points on elliptic curves via p-adic integration. Unfortunately, the naive method for computing integrals of the form (2) is of exponential complexity in the sense of [2] . Fortunately, many of the functions v(x) which arise in practice are of a special type. Let (3) A = v(x) = n≥0 a n x n : a n ∈ Q p , a n → 0 as n → ∞ .
The elements of A are rigid analytic functions on the closed unit disk in C p which are defined over Q p . Since such series may be integrated term-by-term, the problem of computing (2) is reduced to the calculation of the moments mom(n, µ f ) = Zp x n dµ f (x), n ≥ 0.
A polynomial time algorithm for calculating such moments was recently discovered by R. Pollack and G. Stevens [6] . Although the main goal of their theory was the study of normalized eigenforms g of weight k + 2 with ord p a p (g) = k + 1 (a so-called critical slope eigenform) and their p-adic L-functions, we are particularly interested in their results in the (as we shall see, simpler) case ord p a p (g) < k+1 (the non-critical slope case). For simplicity of exposition, we remain for the moment in the situation considered above where f has weight two and a p (f ) is a p-adic unit. In later sections, we will deal with general weights and non-critical slopes.
Let D be the continuous dual of A. Elements of D are called rigid-analytic distributions. Pollack and Stevens were able to produce a Γ 0 (pM )-equivariant eigensymbol
Moreover, Φ f is a lift of ϕ f in the sense that ϕ f {r → s} is the total measure of Φ f {r → s} for all r, s ∈ P 1 (Q), i.e.
. Through a careful analysis of the geometry of a fundamental domain of Γ 0 (pM ) acting on the upper half-plane H, a process they dub "solving the Manin relations", Pollack and Stevens are able to give an explicit presentation of the group of Γ 0 (pM )-equivariant D-valued modular symbols. Using this presentation, they explicitly produce a lift Ψ of ϕ f in such a way that Ψ{r → s}(x n ) can be easily computed for all r, s ∈ P 1 (Q) and n ≥ 0. It can then be shown (see [3, Proposition 2.6] ) that
is a D-valued eigensymbol lifting ϕ f . Moreover, and essential for computational purposes, the moments of the symbols (Ψ|U n+1 p ){r → s} can be explicitly computed from those of (Ψ|U n p ){t → u}. A theory analogous to the above exists for all modular forms of non-critical slope, i.e. forms f ∈ S k+2 (Γ 0 (pM )) with ord p a p (f ) < k + 1.
In this note, we show that in this non-critical slope situation, one may eliminate geometric considerations, i.e. the need to "solve the Manin relations", from the Pollack-Stevens algorithm. The Pollack-Stevens algorithm has been applied in [3] to the calculation of Stark-Heegner points on elliptic curves defined over Q. The incorporation of our method would simplify this work conceptually, in addition to streamlining the implementation. Our method also generalizes easily to the case of modular symbols constructed from certain automorphic forms on GL 2 over imaginary quadratic fields. These forms manifest themselves geometrically as harmonic forms on certain real-analytic threefolds. M. Trifković has recently implemented a version of our algorithm in PARI to compute certain Stark-Heegner points on elliptic curves defined over imaginary quadratic fields. As the geometry of the real-analytic threefolds arising in the work of Trifković is quite complicated compared to that of the modular curves, our "geometry free" method proves quite helpful. Suitably adapted to certain automorphic forms on definite quaternion algebras, our ideas can be used for the efficient calculation of Heegner points arising from Shimura curve parametrizations via the theory of Cerednik-Drinfeld; see [1] , [5] and [4] . regarding this work. Finally, the author is extremely grateful to the anonymous referee for many valuable comments, observations and suggestions which led to a significant reworking of this paper.
Coefficient modules
Let p ∈ Z be a rational prime, and define the semigroup
For a Z p -module A and an integer k ≥ 0, let
The group L k (A) is equipped with a right action of Σ 0 (pZ p ) defined by
Let K be a finite extension of Q p with ring of integers O, uniformizer π, ramification index e, and valuation v, normalized so that v(π) = 1 (i.e. v(p) = e). Generalizing (3) slightly, we let
a n x n : a n ∈ K, a n → 0 as n → ∞ .
equipped with the left weight k action of Σ 0 (pZ p ) given by the rule
for f ∈ A k (K) and γ ∈ Σ 0 (pZ p ). The sup-norm equips A k (K) with the structure of a p-adic Banach space.
As in the introduction, we let D k (K) denote the continuous dual of A k (K), the elements of which we refer to as rigid-analytic distributions. As the polynomial functions are dense in
A simple computation (cf. proof of Lemma 2) shows that
Proof: Let · A and · D be the sup norm on A k (K) and the dual norm on D k (K), respectively. By the continuity of µ, we have
The space D k (O) admits a useful filtration:
for N ≥ 1.
Lemma 2:
The sets
Proof: It suffices to show that
is stable under the action of matrices of the form
as we have the factorization
Thanks to the above lemma, we may define the Σ 0 (pZ p )-modules
, following the terminology of [6] . Note that A N D k (O) is a finitely generated O-module. This will be crucial for our computational applications.
Modular symbols
Definition 3: Let V be a right Σ 0 (pZ p )-module. A V -valued pre-modular symbol is simply a function ϕ:
If ϕ satisfies the additivity relation
for all r, s, t ∈ P 1 (Q), then ϕ is called a modular symbol.
Let preSymb V and Symb V denote the set of pre-modular and modular symbols, respectively.
The semigroup Σ 0 (pZ p ) acts on preSymb V and Symb V by the rule
where the action of Σ 0 (pZ p ) on P 1 (Q) is by fractional-linear transformations.
If Γ ⊂ Σ 0 (pZ p ), we denote by Symb Γ V the set of all ϕ ∈ Symb V such that ϕ|γ = ϕ for all γ ∈ Γ. The groups preSymb V and Symb V are equipped with the action of a Hecke operator U p defined by
Remark 4: Fix a positive integer M prime to p and consider the double-coset decomposition
If ϕ belongs to Symb Γ0(pM) V , then ϕ|U p ∈ Symb Γ0(pM) V and
for any choice of representatives γ a . This is not true if ϕ is merely taken to be in Symb V or preSymb V . Thus, our extension of U p from Symb Γ0(pM) V to these larger spaces is non-canonical.
Let W be a K-vector space on which U p acts linearly, and let λ ∈ K be a U p -eigenvalue. We shall denote by W Up=λ the corresponding eigenspace.
Definition 5: Let ψ be a non-zero vector in W Up=λ . The slope of ψ is the num-
then we say that the slope of ψ is non-critical if ord p λ < k + 1.
Remark 6: Note that the slope of ψ may be fractional if the eigenvalue λ lies in a ramified extension of Q p .
By the theory of Eichler and Shimura, L k (C)-valued modular symbols correspond to classical modular forms of weight k + 2. To a form g of weight k + 2 we associate the modular symbol ϕ g where
The following definition is due to G. Stevens [7] .
The following simple lemma will be useful.
Proof: The proof follows from Lemma 1, the stability of D k (O) under the action of Σ 0 (pZ p ), and the following well-known fact concerning modular symbols: There exist finitely many pairs
with the property that for each pair (r, s) ∈ P 1 (Q) × P 1 (Q) there exist
as formal divisors on
There is a natural Σ 0 (pZ p )-equivariant, surjective specialization map
Let m ∈ L k (K) and let µ be the unique preimage of m under π 0 satisfying µ(x j ) = 0 for j > k. We define the j-th moment of m, denoted m(x j ), to be the quantity µ(x j ). Note that the section m → µ of π 0 is not Σ 0 (pZ p )-equivariant.
The map π 0 induces a corresponding function
in the obvious way. Since π 0 is a homomorphism of Σ 0 (pZ p )-modules, the induced map π 0 * is equivariant with respect to the action of the operator U p . We will also have need of notation for families of related maps. We let π
Since these maps are all Σ 0 (pZ p )-equivariant, the induced maps π N * and π N,M * on modular symbols are all U p -equivariant. Note that our notation is consistent, as
The main goal of this paper is to give a new proof of the following result of G. Stevens [7] , which translates into a simple effective algorithm for computing eigenlifts of L k (Q p )-valued modular symbols to rigid analytic modular symbols.
Theorem 9: Let λ be an eigenvalue of U p acting on Symb Γ0(pM) L k (Q p ) such that ord p λ < k + 1, and let K = Q p (λ). Then the restriction
is an isomorphism.
Remark 10: For applications to the construction of algebraic points on elliptic curves as in [3] , [4] , and [8] , it suffices to consider the case k = 0 and λ = ±1.
The next section is devoted to the proof of this theorem. In § 5, we will address the practical implementation of the proof as a computational algorithm.
Lifting eigensymbols
Recalling the definition of the moments of an element of L k (O) given after (8), we set
where e is the ramification index of K/Q p and ⌊·⌋ is the floor function. That the group L λ k (O) is Σ 0 (pZ p )-stable can be shown using the same ideas as those used in the proof of Lemma 2.
Let (
If, on the other hand, i > t, then it is clear that ei > v(λ), and hence p i µ(
The terms in the above sum with 0
Since v(p k+j ) and v(λ) are integers we have v(p k+j ) ≥ v(λ) + 1, implying that
This completes the proof.
Assume the existence of a lift ϕ 
Therefore, we may define the symbol ϕ N +1 by
The U p -equivariance of the projection maps together with the relation
Proposition 12: The pre-modular symbol ϕ N +1 is a well-defined modular
, independent of the choice of lift ϕ used in its construction. Moreover, ϕ N +1 is a U p -eigensymbol with eigenvalue λ.
We prove the proposition with a series of claims.
Claim 1:
The premodular symbol ϕ N +1 is independent of the choice of lift ϕ.
The claim now follows from the above part (2) of Lemma 11.
Claim 2:
The premodular symbol ϕ N +1 satisfies the additivity relation (5) and is thus a modular symbol.
Proof: Fix some s ∈ P 1 (Q), and define a presymbol ϕ ′ by
As ϕ ′ is also a lift of ϕ N , Claim 1 implies that
Since s was arbitrarily chosen, we are done.
Using the double coset decomposition
Claim 1 again,
as desired.
Claim 4: ϕ N +1 is a U p -eigensymbol with eigenvalue λ.
Proof: Observe that ϕ|λ −1 U p is also a lift of ϕ N . The claim now follows from
and an application of Claim 1 similar in spirit those appearing above.
Proposition 12 follows from these claims.
Proof of Theorem 9:
We begin by showing the injectivity of (9). By Lemma 8, it suffices to show that
Up =λ ∩ ker π 0 * = 0.
Let ψ be in the above intersection and set u = λ −1 U p . Notice that
Therefore, by part 2 of Lemma 11, we see that
The injectivity follows. We now turn to the surjectivity of π
be an eigensymbol with eigenvalue λ. We construct an eigenlift ϕ ∞ ∈ Symb Γ0(pM) D k (O) of the symbol ϕ 0 . Using the recipe of §4 together
with Proposition 12, we may inductively construct a sequence
of U p -eigensymbols satisfying the compatibility property
By this compatibility relation, the ϕ N glue together to a symbol
By construction, we have π 0 * (ϕ ∞ ) = ϕ 0 . This establishes the surjectivity and thus concludes the proof of Theorem 9.
Remark 13: Let ψ 0 ∈ Symb Γ0(pM) L k (K) be an eigensymbol with eigenvalue λ and eigenlift ψ ∞ . Let s be the smallest positive integer such that π
Then it is interesting to note that the above constructions gives an explicit, uniform lower bound of −s for the π-adic valuations of the moments ψ ∞ {r → s}(x n ). It would be interesting to know how sharp this bound is in cases where v(λ) > 0.
The above arguments show that the correspondences ϕ
which are compatible in the sense that π
Up=λ which is actually an isomorphism when tensored with K. If ϕ 0 is ordinary (i.e. (10) itself is an isomorphism.
Computing the lifts in practice
Restricting ourselves to the modular symbols which actually arise in practice, let g ∈ S k+2 (Γ 0 (pM )) be a normalized Hecke-eigenform and let ψ g ∈ Symb Γ0(pM) L k (C) be the modular symbol attached to g as in (6) . Dividing ψ g by a suitable transcendental factor Ω, we may assume
where Q(g) is the field generated by the Heckeeigenvalues of g. Let {(a i , b i ) : 1 ≤ i ≤ n} be the finite set of pairs in P 1 (Q) × P 1 (Q) considered in Lemma 8. If the field Q(g) has a structure simple enough (e.g. Q(g) is Q or a quadratic field), then by computing (6) to sufficiently high accuracy, one should be able to recognize the values ψ
Thus, ψ 0 may be stored as the finite sequence of (k + 1)-tuples
1 ≤ i ≤ n. Let K be the completion of Q(g) at a place p above p. Fix an embedding of Q(g) into K with which we view ψ g as a K-valued modular symbol. Assume that ψ g has non-critical slope. Let O, v and π be as above and m in a Taylor series and "integrating term-by-term" (see the proof of Lemma 2). Using these methods, our proof of Theorem 9 translates into an efficient algorithm for computing eigenlifts of modular symbols of non-critical slope.
