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Abstract
The vibrational transition |v = 1, J = 1,−〉 ← |v = 0, J = 1,+〉 in the a3Π1 state
of CO is measured at the kHz level as (51399115447 ± 3) kHz. The measurement
is done on a pulsed, supersonic molecular beam. The achieved relative accuracy is
6 · 10−11, more than four orders of magnitude better than previous measurements.
The thesis consists of two parts. The first part treats the generation of coherent
radiation in the mid-infrared by difference frequency generation of two near-infrared
lasers in a custom-made orientation-patterned gallium phosphide (OP-GaP) crystal.
This novel nonlinear material is extensively characterized. This crystal is particu-
larly interesting for its wide transparency range, its high nonlinear coefficient, and
for the possibility of quasi phase-matching with the widely used 1064-nm lasers.
Then, it is explained how the accuracy and the stability of the frequency standard
at the national metrological institute (INRIM) is transferred to the 6-micron radi-
ation using a 642-km long fiber link and an optical frequency comb. The mid-IR
source is characterized in terms of phase noise power spectral density.
The second part of the thesis deals with the experimental setup and the spectro-
scopic measurement. After a brief discussion of the carbon monoxide energy levels
and experimental apparatus, the high precision measurements are presented. The
effects of stray fields, mainly magnetic, and of the Doppler shift are extensively
discussed.
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Introduction
Thanks to the significant progress of the last years in the field of atomic, molec-
ular and optical (AMO) physics, high resolution spectroscopy measurements have
reached astonishing fractional accuracies. In the case of atoms and atomic ions rel-
ative accuracies of parts in 10−18 have been demonstrated [1], whereas for molecules
they are, at present, worse by more than three orders of magnitudes. This dif-
ference comes from the more complex internal structure of molecules that makes
cooling and detection much more complicated than in the case of atoms. However,
the interest for molecules is deep. Their internal structure, their symmetry and the
strong intramolecular fields make molecules convenient systems for new studies to
disclose new physics [2]. In some cases, these characteristics make molecules more
sensitive systems to some fundamental physical aspects than atoms, despite the
lower absolute precision of spectroscopic measurements [3–8]. Furthermore, some
precision measurements on molecules can already compete with the large particle
accelerators in the search for new exotic particles and to test our physical models [4].
The main motivations for high resolution molecular spectroscopic studies are ques-
tions about the possible variation of fundamental constants, parity violation, the
possible non-zero electrical dipole moment of fundamental particles, and the precise
measurements of the Boltzmann constant.
The fine-structure constant α that determines the electromagnetic interaction
strength has the measured value α = 1/137.035999139(31) [9], and the proton-
to-electron mass ratio is measured as µ = mp/me = 1836.15267389(17) [9]. The
Standard Model does not require these values to be constant, but they are often
assumed to be so. However, their possible variation in space and time is a chal-
lenging question, especially in light of the observation during the last 20 years, that
indicates that the universe is expanding at an accelerating rate [10–12] leading to
the postulation of unknown forms of mass and energy. This new form of energy
is usually described on the base of the cosmological constant and the dynamical
action of a scalar field [13]. It has been shown that an effect of this field would be a
variation of the fundamental constants. The natural way to measure the effect of a
possible temporal variation of α or µ is to measure atomic or molecular transitions
with sufficiently high precision to detect changes of the energy levels over time. For
1
2instance, the most accurate experiment on µ to date was done on SF6 with the result
µ˙/µ = (−3.8 ± 5.6) · 10−14 yr−1 [5]. Another strategy involves the comparison of
astronomical data among each other or with laboratory measurements. The best
results for µ, in this latter case, was achieved for methanol using a radio telescope
to look back 7 billion years, yielding to ∆µ/µ = (−0.0± 1.0) · 10−7 [14].
Another fascinating issue is the search of the parity violating weak force, that is
expected to induce a difference in the energy levels of the two enantiomers of a chiral
molecule [15]. Some articles [16, 17] suggests that this energy difference should be
measurable and an attempt was done with CHFClBr [18] in which the relative energy
splitting was constrained to be lower than 10−14. Theoretical studies [19,20] predict a
relative splitting of about two orders of magnitude smaller and new experiments are
planned [2]. An high resolution spectroscopy experiments have also the possibility
to determine whether the electrons have a non-zero electric-dipole moment (EDM),
which would violate time and parity reversal symmetries [21] and would indicate for
physics beyond the Standard Model [22, 23]. The most accurate experiment so far,
performed in a cold beam of ThO molecules produced with a cryogenic buffer gas
source [4], constrains the magnitude of the electron-dipole moment to be less than
8.7 · 10−29 e·cm.
Also the Boltzmann constant kB is under investigation in several experiments.
It plays an important role for a possible redefinition of the kelvin, one of the seven
International System (SI) base units [24], since it is based on a fixed definition of the
kB value. The most precise determination of such a constant is provided measuring
the speed of sound in a noble gas inside an acoustic resonator [25] with a relative
uncertainty of the order of 10−6. Alternative methods have been demonstrated to
approach the same precision with the possibility to improve it. One of these meth-
ods, called Doppler broadening thermometry, consists in the measurement of kB
from the shape of an atomic or molecular spectral line. To date, the best deter-
mination of the Boltzmann constant using this approach was performed in H182 O
reaching a relative uncertainty of 24 · 10−6 [26].
A fundamental requirement for high resolution spectroscopy is a narrow, stable
and powerful laser source that can precisely address the transition to be measured
in a reproducible and highly efficient way. One of the most straightforward spectral
regions for high-resolution spectroscopy is the microwave where the sources are pow-
erful, reliable and easy to use. The Doppler broadening, that is proportional to the
radiation frequency, is much smaller than in the IR or visible region, but the limited
interaction time of a molecules with the radiation limits the relative precision of the
measurement. Moving at higher frequency allows to reduce the relative influence of
the transit time broadening. The mid-IR region is particularly interesting for molec-
ular spectroscopy because it corresponds to the nuclear vibrations. This region is
characterized by intense rovibrational transitions with Hz-level natural line widths.
In order to reduce the larger Doppler broadening, intrinsic Doppler-free techniques
can be employed such as saturated or two-photon absorption spectroscopy. There-
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fore, moving from the GHz to the THz frequency range can produce a dramatic
increase in the precision but it requires the development of intense and narrow line
width laser sources to be referenced to the primary frequency standard.
Quantum cascade lasers (QCLs) are particularly promising for spectroscopy in
the mid infrared. They cover the range between 4 to 20 µm [27] allowing for con-
tinuous tunability with power ranging from mW to the W level [28]. They have
a very narrow intrinsic line width [29–31], but temperature controllers and current
drivers introduce external noise so that their typical free-running line width is of
the order of few MHz. To reduce these broadenings, several techniques have been
demonstrated, such as locking to a sub Doppler transition [32], to a Fabry-Perot cav-
ity [33–35], or to a crystalline whispering gallery mode micro-resonator [36]. With
such techniques a relative stability of the order of 10−14 over 1 second has already
been demonstrated [37]. One serious technological problem involves referring a mid
infrared laser to the primary frequency standard of cesium in the microwaves. One
approach to bridge the gap from the microwave region to the near infrared involves
the use of an optical frequency comb, which is now a mature technology, to reach
the near infrared and then using difference frequency generation to reach the mid
infrared. The first comb-assisted DFG sources in the mid infrared have been used to
measure CO2 transitions at around 4.3 µm with a relative precision of 10
−11 [38,39].
However, the spectral region above 5 µm is difficult to access because commercial
periodically-poled lithium niobate (PPLN) crystals are not transparent. Other com-
mercial crystals, such as AgGaSe, AgGaS2, GaSe or ZnSeP2, are characterized by
low conversion efficiencies and cannot be pumped with the most convenient laser
sources such as Nd:YAGs. Some non commercial orientation patterned crystals such
as OP-GaP and OP-GaAs can represent a valid alternative since they show higher
conversion efficiency with respect to other crystals and present all the advantages
of the quasi-phase matching condition.
For precision spectroscopy experiments like that discussed in this thesis, the dis-
semination of the primary frequency standard is an important part of the frequency
chain. The commonly used 10 MHz quartz-oscillator disciplined by a rubidium clock
and a GPS (Global Positioning System) can reach absolute accuracy of the order
of 10−13 [40]. In order to improve this accuracy level, some metrological institutes
distribute the frequency standard via optical fiber networks to different laborato-
ries placed all over the national territory. Such a network can provide the primary
reference with frequency instabilities of parts in 10−15 over 1000 s.
At the beginning of my work as a PhD student, there was the idea of establishing
the first laboratory in Italy for high resolution spectroscopy experiments on cold
molecules. Thus, I first moved to the Fritz Haber Institute of the Max Planck
Society in Berlin. There, in the group of Gabriele Santambrogio in the department
of molecular physics headed by Gerard Meijer, I learned to manipulate neutral
polar molecules with electric fields using both conventional and miniaturized Stark
decelerators. Then, I moved part of the equipment from Berlin to Florence to
set up the first Italian laboratory for manipulation of cold molecules using Stark
4decelerators. In the meanwhile, I started to work on the stabilization of QCLs using
a high-Q (> 107) whispering galley mode micro-resonator (WGMR) [36, 41]. The
emission frequency of the QCL laser was stabilized to ∼10 kHz line width (full width
at half maximum) over 1 second timescale. The micro-resonator has the advantage
over ordinary Fabry-Perot cavities of working over the whole transparency range of
the material used to realize the device, calcium fluoride, which is transparent from
the UV to over 6 µm.
In the last year and a half of my PhD work, I have been working at the setup
of a stable, narrow and absolutely-referenced mid-IR laser source, which we then
used for spectroscopy measurements on metastable CO in a molecular beam. This
is the topic of this thesis. An optical frequency comb is referenced to the frequency
standard via a 640-km-long optical fiber link with the national metrological institute.
Two near-IR lasers are locked to the comb and produce some µW of radiation at
1714 cm−1 by difference frequency generation in a non-commercial OP-GaP crystal.
To boost the mid-IR power, a QCL is phase locked to the DFG radiation. This
radiation is then used to measure a vibrational transition in the first excited state
of CO at 1714 cm−1 with an accuracy of parts in 10−11 by means of transverse laser
excitation in a supersonic beam of CO molecules. The achieved accuracy is four
orders of magnitude better than previous results. The main limitation is due to the
residual Doppler effect.
In the first chapter a brief description of the nonlinear optics theory is provided
with particular focus on difference frequency generation. The characterization of
the OP-GaP crystal is then exhaustively described. The crystal is pumped with
two continuous wave (cw) laser sources at 1064 nm and 1300 nm and mid-IR idler
radiation at about 5.8 µm is generated. We have derived an effective nonlinear coef-
ficient of d = (17± 3) pm/V. In the second chapter, the locking scheme to reference
the mid infrared radiation to the frequency standard delivered over the optical fiber
link is shown. It is also shown how the QCL is locked to the DFG radiation and a
characterization in terms of phase noise power spectral density of the final mid-IR
radiation is also provided. The third chapter describes the Hamiltonian of the car-
bon monoxide molecule providing the theory needed to calculate the frequencies of
its rovibrational transitions in the a3Π metastable state. The experimental setup
is described in Chapter 4. Finally, the spectroscopic measurements are shown in
Chapter 5.
Chapter1
Orientation Patterned Gallium Phosphide
Crystal
One fundamental ingredient for sensitive and precise molecular spectroscopy is a
coherent, tunable, single-frequency and powerful laser source. The mid-IR region
is particularly interesting because it corresponds to the frequencies of vibrational
transitions, which are intense and have Hz-level natural line widths. Generation of
mid-infrared radiation is still challenging but the introduction of quantum cascade
lasers (QCLs) opened up new possibilities for mid-IR molecular spectroscopy. Un-
fortunately, their free running line width ranges from a few to tens of MHz and they
have to be stabilized by means of phase locking or injection locking schemes to make
them suitable for high resolution spectroscopy experiments. To phase-lock a QCL
and reduce its line width, a reference radiation with narrower line width has to be
obtained first. One possible approach exploits difference frequency generation in a
nonlinear medium to obtain mid-IR radiation, starting from commercially available
narrow laser sources in the near-IR. This method allows for an easy tracing of the
generated light to a frequency standard.
This chapter introduces a basic description of nonlinear optical frequency conver-
sion techniques, focusing on difference frequency generation and on the quasi-phase
matching technique. After the theoretical introduction, the properties and the whole
characterization of the novel orientation-patterned gallium phosphide crystal (OP-
GaP) are provided.
1.1 Nonlinear Optics
The polarization induced in a material by an electromagnetic wave is the start-
ing point for understanding its linear and nonlinear optical properties [42]. We
start from Maxwell’s equations and we derive the nonlinear optical wave equations.
Defining a Cartesian coordinate system xyz and considering an electric E(x, t) and
a magnetic H(x, t) field in a non-magnetic material (B = µH) containing no free
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charges, we can write the Maxwell’s equations as
∇×E = −µ∂H
∂t
∇×H = J + ∂D
∂t
∇ ·D = 0
∇ ·B = 0
(1.1)
The electric displacement field D and the electric current density J are related to
E by
D = 0E + P
J = σE
(1.2)
where σ is the conductivity and P the dielectric polarization vector, indicating the
dipole moment per unit volume of the matter. In the previous equations we have
indicated with 0 and µ the vacuum permittivity and the magnetic permeability
respectively1. The dielectric polarization vector P = (Px, Py, Pz) can be expanded
in power series2 of the electric field E. So, for the generic component Pk, we have
Pk(x, t) =P
0
k +
∑
l
(
∂Pk
∂El
)
El +
1
2
∑
l,m
(
∂2Pk
∂El∂Em
)
ElEm+
+
1
6
∑
l,m,n
(
∂3Pk
∂El∂Em∂En
)
ElEmEn + ...
(1.3)
where the indexes l, m and n, range upon the x, y, z spatial coordinates and denote
the different components of the electric field. Furthermore, each component Ei
has to be intended as a function of space and time Ei(x, t), while all the partial
derivatives of Pk are calculated at null electric field value. The zero-th order term
P 0k represents the material polarization density, when no external electric field is
applied. Since we are interested in non ferroelectric materials, we can set P 0k = 0.
Then, we introduce the dielectric susceptibility tensor χ and rewrite the previous
equation as
Pk(x, t) =
∑
l
0χ
(1)
kl El +
∑
l,m
0χ
(2)
klmElEm+
+
∑
l,m,n
0χ
(3)
klmnElEmEn + ...
(1.4)
where χ
(1)
kl is the first order dielectric susceptibility that gives rise to the linear term,
while χ
(2)
klm, χ
(3)
klmn and so on are the higher order nonlinear dielectric susceptibilities.
1We discuss only non magnetic materials for which µ = µ0.
2The expansion in power series is not always valid, as in case of saturable absorption, where a
more sophisticated approach has to be used.
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The second order term is null in all crystals with a center of simmetry, while the
third order is non vanishing in all crystalline and isotropic materials. Usually, the
previous equation is reported in a more compact form as
P = 0[χ
(1)E + χ(2)E2 + χ(3)E3 + ...]
= 0χ
(1)E + P (2) + P (3) + ...
= 0χ
(1)E + P NL
(1.5)
in which the nonlinear part is separated from the linear term.
Combining the first two Maxwell’s equation reported in Eq. 1.1 with Eq. 1.5 and
using the vector identity ∇ × (∇ × E) = ∇(∇ · E) − ∇2E, we obtain the wave
equation3
∇2E ' µσ∂E
∂t
+ µ
∂2E
∂2t
+ µ
∂2PNL
∂2t
(1.6)
where the relation  = 0(1 + χ
(1)) has been used, and the term ∇ · E has been
approximated to zero4.
In the following we will use the complex notation: the symbol ∗ indicates the
conjugate while the abbreviation ‘c.c.’ indicates the complex conjugate of the whole
preceding expression.
Let us consider an electric field propagating in the zˆ direction, which consists of
a superposition of three waves oscillating at frequencies ω1, ω2 and ω3, of the form
E(z, t) = [E(ω1)(z, t) +E(ω2)(z, t) +E(ω3)(z, t)] (1.7)
with
E(ωj)(z, t) =
1
2
[Ej(z)e
i(ωjt−kjz) + c.c.] (1.8)
for j = 1, 2, 3. The wave-vector kj = 2pinj/λj is a function of the refractive index
nj of the material, which depends on the frequency ωj. The term Ej(z) is used to
denote the amplitude of the electric field oscillating at frequency ωj. The electric
field E(z, t), reported in Eq. 1.7, lies in the xy plane. In order to simplify the
following analysis, we can consider the case where the polarization vector P and the
3
∇2E '−∇× (∇×E) = −∇×
(
− µ∂H
∂t
)
=
=µ
∂
∂t
(∇×H) = µ ∂
∂t
(
J +
∂D
∂t
)
=
=µσ
∂E
∂t
+ µ
∂2E
∂2t
+ µ
∂2PNL
∂2t
4The Maxwell equation predicts ∇·D = 0 when no free charges are present. This equation can
be written, using Eq.1.5, as ∇ · E = −∇ · P (NL). Since the nonlinear terms of the polarization
are usually very small and slowly varying over the spatial coordinates, we can consider ∇ ·E ' 0.
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electric field vector E are parallel and aligned with the xˆ axis. In this case we can
write the Eq. 1.5 as
P = 0χ
(1)E + P (NL) (1.9)
Since in the following we are interested in phenomena originating from second order
polarization, we can ignore the higher order terms and write
P ' 0χ(1)E + P (2)
' 0χ(1)E + 0χ(2)E2
(1.10)
The second order term can be expressed as
0χ
(2)E2 = 0χ
(2) 1
4
[E1e
i(ω1t−k1z) + E2ei(ω2t−k2z) + E3ei(ω3t−k3z) + c.c.]2 (1.11)
In nonlinear process descriptions, the dielectric susceptibility tensor is usually writ-
ten in term of the d-coefficient defined as
d(ω) =
1
2
χ(2) (1.12)
where the superscript (ω) on the coefficient indicates the oscillation frequency of
the electric field at which the nonlinear coefficient refers to. Introducing the d-
coefficient, we can make explicit the squared term in the Eq.1.11. Since it is a
square of a complex number, terms like E2i , |Ei|2 and EiE∗j and relative c.c. with
i 6= j and i, j = 1, 2, 3 are expected to arise. Grouping all the terms that oscillate
at the same frequency we get the following result
0χ
(2)E2 =
(
0
d(2ω1)
2
E21e
i(2ω1t−2k1z) + c.c.
)
+ 0d
(0)|E1|2+
+
(
0
d(2ω2)
2
E22e
i(2ω2t−2k2z) + c.c.
)
+ 0d
(0)|E2|2+
+
(
0
d(2ω3)
2
E23e
i(2ω3t−2k3z) + c.c.
)
+ 0d
(0)|E3|2+
+
(
0d
(ω1+ω2)E1E2e
i[(ω1+ω2)t−(k1+k2)z] + c.c.
)
+
+
(
0d
(ω1−ω2)E1E∗2e
i[(ω1−ω2)t−(k1−k2)z] + c.c.
)
+
+
(
0d
(ω1+ω3)E1E3e
i[(ω1+ω3)t−(k1+k3)z] + c.c.
)
+
+
(
0d
(ω1−ω3)E1E∗3e
i[(ω1−ω3)t−(k1−k3)z] + c.c.
)
+
+
(
0d
(ω2+ω3)E2E3e
i[(ω2+ω3)t−(k2+k3)z] + c.c.
)
+
+
(
0d
(ω2−ω3)E2E∗3e
i[(ω2−ω3)t−(k2−k3)z] + c.c.
)
(1.13)
From the previous equations, we can see that the propagation of monochromatic
waves in nonlinear media, with squared nonlinearity, gives rise to new light waves
oscillating at new frequencies as well as to constant, i.e. non oscillating, terms. The
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frequencies of the oscillating terms are ωj ± ωk, with j, k = 1, 2, 3, but, generally,
they are non-synchronous and not able to drive oscillations at frequencies ω1, ω2 or
ω3, unless, for example, the relation
ω3 = ω1 + ω2 (1.14)
is verified. In this case, the term at frequency ω1 + ω2 can act as a source for the
field oscillating at ω3, so that power can be exchanged from fields oscillating at ω1
and ω2 towards the field characterized by frequency ω3. In a similar way, we can
consider the term ω3 − ω2 driving field at ω1 and so on. It is common to address
the three waves as pump, signal and idler beam for the shorter, middle and longer
wavelength, respectively.
Various nonlinear optical phenomena arise from the oscillation of the generated
polarization at different frequencies including:
Second Harmonic Generation (SHG) The generation of light oscillating at twice
the frequency of the incident beam is know as second harmonic generation.
This process is described by the terms with amplitude E2i and (E
∗
i )
2 with
i = 1, 2, 3. This process can take place even when only one field, oscillating at
one single frequency, is initially present in the nonlinear material.
Optical Rectification (OR) This process takes place when the generation of a
zero-frequency component of the electric field arises from an oscillating field.
This process is described by the terms with amplitude |Ei|2 with i = 1, 2, 3.
As for SHG, this phenomenon can take place even when only one frequency of
light is initially present in the medium.
Sum/Difference Frequency Generation (SFG or DFG) These two phenom-
ena are obtained when light at frequency ω1 + ω2 or ω1 − ω2 is respectively
generated. These processes are described by the terms with amplitude EiEj
or E∗iE
∗
j and EiE
∗
j or E
∗
iEj with i 6= j. The DFG process is employed to
convert shorter wavelength radiations to longer wavelengths, whereas the SFG
is applied to generate shorter wavelengths starting from longer ones. When
the two initial frequencies are the same, SFG and DFG reduce, respectively,
to SHG and OR.
Linear Electro-Optic Effect (EO) With this term we refer to the modulation
of a light beam due to an applied static, or low frequency, electric field. This
process, also known as Pockel’s effect, is described by the terms EiEj, EiE
∗
j
and their complex conjugates with i 6= j and ωj ' 0.
Now we derive the fundamental equations that describe the nonlinear optical
processes at the second-order in the electric field. We focus on the electric field
E(ω1), oscillating at frequency ω1. If ω3 = ω1 + ω2, from Eq. 1.13 we select the
second-order polarization term oscillating at the same frequency ω1 = ω3 − ω2.
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Then, by using Eq. 1.6, we can write a wave equation for the oscillating field at
frequency ω1 as
∇2E(ω1) =µσ1∂E
(ω1)
∂t
+ µ1
∂2E(ω1)
∂2t
+
+ µ0
[
d(ω3−ω2)
∂2
∂2t
(
E3(z)E
∗
2(z)e
i[(ω3−ω2)t−(k3−k2)z]
)
+ c.c.
] (1.15)
where σ1 and 1 are the dielectric conductivity and permeability at frequency ω1.
The Laplace operator of the electric field can be directly derived as
∇2E(ω1) = 1
2
∂2
∂z2
[
E1(z)e
i(ω1t−k1z) + c.c.
]
' −1
2
[
k21E1(z) + 2ik1
dE1(z)
dz
]
ei(ω1t−k1z) + c.c.
(1.16)
where the second derivative of the electric field amplitude over z has been neglected
assuming a slow variation of the electric field amplitude over the space position z.
This approximation is known as SVEA (slowly varying envelope approximation),
that can be mathematically formulated as∣∣∣∣k1dE1(z)dz
∣∣∣∣ ∣∣∣∣d2E1(z)dz2
∣∣∣∣ (1.17)
Combining Eq. 1.15 with Eq. 1.16 and recognizing that k2j = ω
2
jµj, we obtain the
basic equations describing nonlinear parametric interactions:
dE1
dz
= −σ1
2
√
µ
1
E1 − i ω1
cn1
d(ω3−ω2)E3E∗2e
−i(k3−k2−k1)z
dE2
dz
= −σ2
2
√
µ
2
E∗2 − i
ω2
cn2
d(ω1−ω3)E∗1E3e
−i(k3−k2−k1)z
dE3
dz
= −σ3
2
√
µ
3
E3 − i ω3
cn3
d(ω1+ω2)E1E2e
i(k3−k2−k1)z
(1.18)
where the last two equations are calculated in a similar way for fields oscillating
at frequencies ω2 and ω3 respectively. Notice, that the three equations are coupled
together via the nonlinear tensor d.
It is interesting to derive the photon conservation conditions, which can be easily
obtained from Eq. 1.18. In the International System, the electric field intensity I is
related to its amplitude by
I =
c0n
2
|E|2 (1.19)
The rate of change in intensity over the spatial coordinate z can be obtained by
dI
dz
=
c0n
2
(
E∗
dE
dz
+ c.c.
)
(1.20)
1.1 Nonlinear Optics 11
Multiplying the first expression in Eq. 1.18 by the factor cn10E
∗
1/(2ω1), and using
Eq. 1.20, we obtain
1
ω1
dI1
dz
= − i
2
0d
(ω3−ω2)E3E∗2E
∗
1e
−i(k3−k2−k1)z + c.c. (1.21)
where we have considered, for simplicity, a lossless material where σ is zero. With
similar calculations over the other two equations we obtain
1
ω3
dI3
dz
= − 1
ω1
dI1
dz
= − 1
ω2
dI2
dz
(1.22)
These are the so-called Manley-Rowe relations and can be interpreted as photon
conservation conditions. Since the single photon energy is ~ω, the quantity I/ω is
proportional to the number of photons. For this reason Eq. 1.22 says that when
one photon of the field oscillating at frequency ω3 is created, at the same time one
photon at ω1 and one at ω2 are destroyed (SFG) or vice versa (DFG). In a SHG
process two photons from the pump beam are destroyed and a single photon at the
new frequency is simultaneously created.
1.1.1 DFG Theory
In this section, we focus on the analysis related to difference frequency generation
phenomena. We will derive its efficiency and discuss the main properties of this
three-wave mixing process.
Let us assume two plane waves, oscillating at frequency ω3 and ω2, that interact
in a nonlinear medium of length L, for example a crystal, and that produce a new
wave, oscillating at frequency ω1 = ω3 − ω2. We can assign the labels pump, signal
and idler to the beams oscillating at frequencies
ω1 → idler
ω2 → signal
ω3 → pump
that will be useful later in the text.
If we introduce the quantity ∆k, called phase mismatch, defined as
∆k = k3 − (k1 + k2) = k3 − k1 − k2 (1.23)
the first line of Eq. 1.18 can be written as
dE1
dz
= −i ω1
n1c
dE3E
∗
2e
i∆kz (1.24)
where the compact notation d(ω3−ω2) = d is used because we are considering only
the DFG process. Considering the fields E3(z) and E2(z) constant over the whole
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crystal length, we can integrate the previous equation over the length of the crystal,
namely z over the interval [0, L], obtaining
E1(L) = −iω1d
n1c
E3E
∗
2
ei∆kL − 1
i∆k
(1.25)
where the boundary condition E1(z = 0) = 0 is imposed and n1 =
√
1/0 represents
the refractive index of the crystal at frequency ω1. Using Eq. 1.19 and remembering
that the intensity is defined as the power P per unit area, if we suppose that the
nonlinear interaction takes place in a cross section A of the crystal, we can calculate
the conversion efficiency of the difference frequency generation process ηDFG as
ηDFG(A,L) =
P1
P2P3
=
8pi2d2L2
0cλ21n1n2n3A
sinc2
(
∆kL
2
)
(1.26)
where sinc(x) = sin x/x. This equation is derived for a DFG process in which
ω1 = ω3 − ω2, but a similar function can be derived for a SFG process in which
ω3 = ω1 + ω2 and for other processes.
In all of these cases, the spectral dependence of the conversion efficiency is
mainly determined by the term sinc2(∆kL/2) since that term is the most frequency-
dependent compared to the other factors. For this reason, by slightly detuning the
wavelength away from the condition ∆k = 0, called phase matching condition, it
results in a decrease of the nonlinear efficiency. The oscillatory behavior of efficiency
versus ∆kL can be explained in terms of dephasing of the generated light with re-
spect to the polarization that generates the wave itself: the ω1 wave, generated at
a general position z1 and propagating up to position z2 inside the crystal, can be
out of phase with the radiation generated at z2. This results in an interference
that is described by the oscillatory factor. Note that the generated power P1 is
directly proportional to the product P3P2: this allows the use of a relatively weak
pump or signal laser to obtain detectable nonlinear generation, if the other beam is
sufficiently powerful.
The generation efficiency, reported in Eq. 1.26, can be seen as an oscillating
function of L with semi-period lc
lc =
pi
∆k
=
pi
k3 − k2 − k1 (1.27)
called coherence length. This parameter corresponds to the maximum crystal length
that is useful to generate difference frequency power, as a function of phase mismatch
in case of plane waves. Considering the dependence over L, the oscillating term in
the Eq. 1.26 can be written as sin2(pi
2
L
lc
): every lc the efficiency goes from zero to its
maximum and vice-versa, up to the end of the crystal, as shown in the lower curve
in Fig. 1.2 at page 18, where the generated idler intensity is reported as a function
of position z inside the crystal. If ∆k 6= 0 we can think at the crystal as an array
of sub-crystals with length lc: if the ω1 power increases in one segment, in the next
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one it will decrease down to zero, in favor of pump fields ω3 and ω2 and then it will
increase again in the next lc array. In the limit of ∆k → 0, the coherence length
becomes infinite and all the crystal length participates to increase the idler power.
In this case, the efficiency has a quadratic dependence over the crystal length L, as
shown in the upper curve in Fig. 1.2.
Generally, the phase matching condition cannot be satisfied by the most common
materials where the refractive index normally increases with ω. Using the identity
kj = ωjnj/c, where nj = n(ωj) denotes the index of refraction at frequency ωj, we
can in fact rewrite the Eq. 1.23 as
ω1n1 + ω2n2 = ω3n3 (1.28)
that can be written as
n3 − n2 = (n1 − n2)ω1
ω3
(1.29)
In anisotropic materials, transparent at the involved wavelengths, the refractive
index is an increasing function of the frequency. Since ω3 > ω1, the previous equation
can be solved if n1−n2 > n3−n2. This is equal to n1 > n3, that is in contrast with
the initial assumption about the refractive index.
However, the phase matching condition can be satisfied in anisotropic materials,
for which the index of refraction depends upon the polarization of the traveling
beam: this phenomenon is called birefringence. One example is given by uniaxial
crystals, i.e. crystals with one symmetry axis (optical axis). A wave propagating
in such a material can experience two different refractive indexes called ordinary,
no, and extraordinary, ne, refractive index depending on the electromagnetic wave
propagation direction and polarization. If the wave at higher frequency is polarized
along the direction with the lower refractive index, the phase matching condition
can be satisfied.
1.1.2 DFG with Gaussian Beams
The analysis, carried out in the previous section, is based on the plane wave approx-
imation, but in real experiments focused Gaussian beams are usually employed. In a
Gaussian beam propagating in the zˆ direction, the electric field amplitude, i.e. Ej(z)
in Eq. 1.8, is a function of all the spatial coordinates x, y and z. This amplitude
can be written as
Ej(x, y, z) = EGj(z) exp
(
− x
2 + y2
wj(z)2
)
(1.30)
where we have supposed that the beams have TEM00 modes and we have indicated
with wj(z) the radius ρ =
√
x2 + y2 at which the field amplitude falls to 1/e of
its axial value at a generic point z along the beam. The index j, as before, can
assume value 2 or 3 if referenced to signal or pump beams, respectively. As for the
plane wave approximation, we assume that the Gaussian electric field amplitude
EGj(z) does not decrease with the z coordinate, that corresponds to the case with
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no absorption and negligible depletion by the DFG process. In this case, the beam
size can be described as a function of position z as
wj(z) = w0j
√
1 +
(
z
zRj
)2
(1.31)
where w0j is the waist, i.e. wj(z = 0), and zRj is the Rayleigh distance defined as the
distance between the waist and a point where the radius w(zRj) =
√
2w0j. Another
useful quantity is the confocal parameter bj, defined as twice the Rayleigh distance.
In order to derive the difference frequency generation efficiency, let us calculate
the integrated optical power of the two impinging beams. To simplify this calcu-
lation, we consider the situation in which the beam size remains constant over the
nonlinear material interaction length L. From Eq. 1.31 we can see that this assump-
tion corresponds to the case zRj  L for which we can derive the optical power
as
Pj =
0njc
2
∫
S
|Ej(x, y)|2dxdy = 0njc
2
piw20j
2
|E2Gj| (1.32)
where the integral is calculated over the plane S orthogonal to zˆ axis. Making use
of the following relation which holds among the three waists
1
w201
=
1
w202
+
1
w203
(1.33)
we can rewrite the difference frequency generation efficiency, Eq. 1.26, as
ηDFG(w03, w02, L) =
16pi
0cλ21
d2
n1n2n3
L2
w202 + w
2
03
sinc2
(
∆kL
2
)
(1.34)
According to the previous relation, the DFG efficiency can be increased reducing
the input beam waists, at least until zRj  L, for which the Eq. 1.34 is derived.
This equation has been derived under several assumptions (no absorption, constant
beam size inside the crystal, equal confocal parameters) and a more general equation
is needed for a complete description of the nonlinear processes in a more realistic
case. An all-inclusive theory allows to calculate the maximum achievable generation
efficiency as well as to determine the second-order nonlinear optical susceptibilities
for different materials. Discrepancies between experimental data and predictions
were often ascribed, in the past, to non perfect crystal quality, but nowadays, since
the growing techniques have reached very high quality, these discrepancies have to
be explained with different arguments. Frequently, the literature provides non con-
sistent values of nonlinear optical susceptibility, which originate from experimental
methods and from the weaknesses of the theoretical models used to describe the
phenomena. For this reason, in literature, there are many attempts to include ef-
fects such as absorption, focusing, beam waist position inside the nonlinear material,
diffraction, pump depletion and so on.
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Some more detailed theoretical descriptions can be found in [43–46] and [47],
but they suffer from limitations due to some approximations such as the neglected
absorption, the assumption of equal confocal parameters etc. The most complete
model for DFG is provided in [48], in which the general case for difference-frequency
generation is analyzed. The only assumption here is that the two input beams
have TEM00 modes. From [48], we obtain the conversion efficiency of the nonlinear
process ηDFG = P1/(P3P2) as
ηDFG =
8ω21d
2
pi0c3n1n2n3
exp(−α1L)L(k−12 − k−13 )−1h(a, l, f, s)
=
16ω21d
2
pi0c3n1n2n3
exp(−α1L)
(
L
w202 + w
2
03
)(
k2zR3 + k3zR2
k3 − k2
)
h(a, l, f, s)
(1.35)
where the following identities are used
w0d =
w03w02√
w203 + w
2
02
zRd =
1
2
k1w
2
0d =
k3 − k2
k2zR3 + k3zR2
zR2zR3
a =
α3 + α2 − α1
2
zRd
l = L/zRd
f = fc/zRd
s = ∆k zRd
(1.36)
The function h(a, l, f, s), called aperture function, includes all the beam parameter
dependencies: this function is a complex variable integral, which has no analytical
solution and therefore has to be solved numerically. The integration cancels out the
complex variables and yields to a real function. The exponential term takes into
account the absorption of generated light inside the crystal. The parameter zRd is
the Rayleigh range for the generated beam and can be expressed as a function of
w0d, which represents the beam waist of the idler beam. zRd can be thought as a
new distance reference unit: in fact, the parameters l and f define the crystal length
and the position of the input beams foci in unit of zRd. The two input beams have
to overlap their waists to a common position in order to reach maximum efficiency
and fc represents the distance
5 from the input crystal facet of their foci. Also
the parameters s and a, called respectively mismatch and normalized absorption,
represent the phase matching condition and the absorption normalized to the new
unit zRd. Notice that a, argument of the aperture function, includes the absorption
at all three waves involved in the nonlinear process.
5Notice that fc is the waist location with respect to the crystal facet inside the medium of
refractive index nj . If f
air
cj denotes the position of the input beam waists in air, j = 3 or j = 2,
a translation of the crystal in a way to intercept the beam yields a position inside the medium
fc = njf
air
cj .
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The first important result of this generation efficiency formula is that the depen-
dence over the crystal length in phase matching condition is linear and not quadratic,
as in the case of plane wave approximation. However, consistent with Eq. 1.34, when
the aperture function is calculated for a plane wave, it contains a factor proportional
to L, so that the efficiency will again depend quadratically on L. A second inter-
esting result regards the optimal position of the foci fc inside the crystal. When
absorption is neglected, typically αjL < 0.05 with j = 1, 2, 3, the optimum waist
location is always in the middle of the crystal: fc = L/2. Instead, when absorption
is taken into account, the optimal position of the foci shifts towards one of the two
crystal facet.
In relation to our measurements on OP-GaP, for which the measured absorption
is of the order of 0.15 cm−1, for both pump and signal beams, the absorption cannot
be neglected because αjL ∼ 0.4. We find out that the optimal foci position inside
the crystal is achieved when input beams are focalized really close to the input facet.
The last result is that the optimum conversion efficiency for non critical phase
matching6 corresponds always to the condition of equal confocal parameters.
1.1.3 Quasi-Phase Matching Conditions
As we have shown in the previous sections, the nonlinear frequency conversion ef-
ficiency is strongly dependent on the phase matching condition. For collimated
beams, we have seen in Eq. 1.26 that the efficiency dependence is of the type
[sin(∆kL/2)/(∆kL/2)]2, having a maximum for ∆k = 0. For a Gaussian focused
beam, instead, it can be shown that the maximum is obtained for ∆k close to, but
not exactly zero. In both cases, the phase matching condition has to be satisfied
in order to maximize the generation efficiency. As mentioned before, the birefrin-
gent phase matching techniques can only be used in anisotropic crystals. However,
several isotropic materials exhibit large values of the d-coefficient, little absorption
and other desirable properties, if compared to the anisotropic ones. In addition,
even some anisotropic materials with a specific crystal structure can have very high
nonlinear coefficients which cannot be addressed in the birefringent phase matching
techniques7. We have seen (Eq. 1.26) that the generated power is an oscillating
function of the crystal position z and that only the first layer of thickness lc is useful
for the generation. Since common values of lc are of the order of tens or hundreds of
microns, the generation efficiency is low and cannot be enhanced. This problem can
be overcome using the quasi-phase matching (QPM) technique. Here the crystal is
configured as a layered structure, in which each layer thickness is lc and the d-value
of two consecutive layers is equal in magnitude but opposite in sign, i.e. a phase
6Noncritical phase matching, sometimes called temperature phase matching, is a technique for
phase matching by tuning the crystal temperature.
7For example LiNbO3 have d333 term about one order of magnitude higher than the other terms
but it does not play any role in nonlinear generation because, due to the crystal structure, the
∆k = 0 condition cannot be fulfilled [49]
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factor eipi is introduced between two adjacent layers. In this way the energy flows
from pump to signal and idler waves in the first layer and, instead of reversing back
from idler and signal to pump wave, it continues its flow in the same direction in the
following layer. Continuously changing the sign of d every lc up to the end facet of
the crystal, a continuous flux of energy from incident to generated beam is obtained
through all the nonlinear material. In this way the longer is the crystal the higher
is the generated power.
We can use a more quantitative approach to understand the QPM technique.
The nonlinear polarization is sign reversed in the positions
z = lc, 2lc, 3lc, .... with lc =
pi
∆k
(1.37)
These positions correspond to the point where the power flux would reverse direction
in the non phase matched case. If we consider the crystal made by an array of very
short layers, stacked over the z axis, each of which of thickness ∆ lc, we can use
the Eq. 1.18 to calculate the complex electric field increment over each segment,
centered at general coordinate z, as
∆E1(z) = −i ω1
n1c
d(z)E3E
∗
2e
i∆kz∆ (1.38)
To characterize the overall process, we can think each increment ∆E1(z) as a phasor
and sum them over the crystal length. What we get is summarized in Fig. 1.1,
together with the other type of phase matching conditions. In the non phase matched
case the difference frequency generated field grows up from z = 0 up to z = pi/∆k
and then decreases up to z = 2pi/∆k when the field is null again. In the case of
quasi-phase matching, the situation is exactly the same from z = 0 to z = pi/∆k,
where the sign of nonlinear coefficient is reversed and the resulting electric field
E1(z) starts to grow up again. These process is repeated up to the crystal end
facet at z = L. In the phase matched case the electric field increase quadratically
with the position z. The power generated as a function of the position z inside
the crystal is reported in Fig. 1.2 for the three different phase matching conditions.
Since the coherence length depends on the wavelength of the various beams, the
inversion period has to be designed accordingly. For small variations of the beam
frequencies, the quasi-phase matching condition can be restored by changing the
crystal temperature, which slightly affects both the crystal length and the index of
refraction.
Let us now calculate the nonlinear efficiency in such a material, using the plane
wave and non-depleted input pumps approximation to simplify the results and focus
on the physical meaning. The results can be easily applied in focused Gaussian
beams theory. Since the new nonlinear coefficient is periodic, we can expand it in a
Fourier series
d(z) = dbulk
[ +∞∑
m=−∞
am exp
(
im
2pi
Λ
z
)]
(1.39)
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Quasi Phase Matching
No Phase Matching
Phase Matching
Figure 1.1: Comparison of different types of phase matching in the complex plane.
Each arrow indicates the increment in the generated electric field ∆E1(z) in every
layer of thickness ∆ inside the crystal. The dark lines denote the resulting field
amplitude after the propagation inside the nonlinear material, i.e. E1(L). In the
non phase matching scenario the resulting field can only assume values between zero
and its maximum E(z = lc).
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Figure 1.2: Nonlinear generated intensity as function of the position z inside the
crystal for the phase matching, quasi-phase matching and no phase matching.
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where the coefficients am are expressed by the relation
am =
1
Λ
∫ Λ
0
d(z)
dbulk
exp
(
− im2pi
Λ
z
)
dz (1.40)
Here we have identified the period of the inversion with Λ, assuming that d(z)
switches from dbulk to −dbulk. If we now insert the Fourier expanded coefficient d(z)
into the first Eq. 1.18, for the difference frequency generation, we get
dE1
dz
= −i ω1
n1c
dbulkE3E
∗
2
+∞∑
m=−∞
am exp[−i(k3 − k2 − k1 −m2pi
Λ
)z] (1.41)
where a lossless material is considered. The new quasi-phase matching condition
can be obtained if for some integer number m = m′ the equation
∆k′ = k3 − k2 − k1 −m′2pi
Λ
= ∆k −m′2pi
Λ
= 0 (1.42)
is satisfied. All other m 6= m′ terms in the Eq. 1.41 averages to zero over distances
that are large compared to the coherence length lc, as the crystal length, and can
be ignored. Thus the Eq. 1.41 can be written more simply as
dE1
dz
= −i ω1
n1c
dbulkE3E
∗
2am′ exp[−i(k3 − k2 − k1 −m′
2pi
Λ
)z] (1.43)
If we assume the simplest case in which the d(z) switches from dbulk to −dbulk and
vice versa every Λ/2, for m′ 6= 0 the Fourier coefficient am′ assumes the form
am′ =
1− cos(m′pi)
m′pi
(1.44)
If we choose m′ = 1 to satisfy the quasi-phase matching condition, the effective
value deff is
deff = a1dbulk =
2
pi
dbulk (1.45)
From the last equation we can see that the value of the new coefficient is only slightly
lower than in the phase-matched case, but the advantage, as already mentioned, is
the possibility of using an higher nonlinear coefficient (otherwise not usable), or
crystals that cannot satisfy the phase matching condition as GaP. For example, if
we consider LiNbO3, the term d333 is around 5 times greater than the other terms
that are generally used in birefringent phase matching, but it can be used only
if quasi-phase matching is used. Since the efficiency of a second-order nonlinear
process is quadratic with d, this means that in quasi-phase matching the generated
power is around 25 times bigger than in the other case. Another advantage is that
the periodicity can be realized in such a way to satisfy the QPM equation for all
the wavelengths inside the transparency range of the medium, while this is not
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necessarily possible for birefringent media. Finally, QPM is a powerful technique
also because it allows to work with a normal incidence geometry of the pump and
signal beams. In birefringent crystals, the non-normal incidence induces different
propagation angles of the beams inside the material due to the different refractive
indexes experienced by the beams (called walk-off ). This reduces the overlapping
region between the beams and strongly limits the generated idler power. QPM
allows to overcome this problem, thus making possible the use of longer crystals and
allowing for higher generated idler powers.
1.2 The OP-GaP Crystal
We need DFG radiation at around 5.83 µm to phase lock a quantum cascade laser,
that we use to drive vibrational transition in metastable CO. Two basic requirements
have to be satisfied in the choice of the nonlinear medium: minimum absorption at
the three wavelengths involved in the process and highest nonlinear coefficient as
possible. Oxide birefringent crystals, like LiNbO3, LiTaO3 or KTiOPO4, have been
extensively used for cw multi-mW DFG or OPO [50, 51], but they are transparent
only at wavelengths lower than about 5 µm. Idler radiations with wavelengths
longer than 5 µm can be generated with birefringent crystals like CdSiP2, AgGaSe2,
AgGaS2 or LiInSe2, which in some cases are commercially available. They can
be used over a wide spectral range but, due to their non-negligible absorption if
compared to the oxide materials, cw generation is sometimes difficult to achieve.
Moreover, their low nonlinear coefficients strongly limit the generated power. As
an example, AgGaS2 has been used to produce cw radiation over the 5–12.5 µm
range [46,52], but the idler power was limited to the 10–1000 nW-range.
Recently, the development of orientation patterning (OP) techniques [53] has
opened up the possibility to use different materials with higher nonlinear coefficients
like OP-GaAs and OP-GaP with also the advantages of QPM. OP-GaAs has been
used for quasi-cw parametric oscillation around 4.7 µm with a Ho:YAG pump laser
source at 2.1 µm [54], for SFG of a cw QCL at 5.4 µm [55], and only few papers
report on cw DFG with OP-GaAs above 6 µm [56–58]. One of the limiting factors
of GaAs is its strong absorption at 1.064 µm, which makes difficult its use with the
highly-stable and powerful laser sources available in this region. To date only few
papers have been published on OP-GaP [59, 60]. The main difference between OP-
GaAs and OP-GaP is the much broader transparency region of OP-GaP: gallium
phosphide has a relatively small two-photon absorption coefficient in the near-IR.
In addition, compared with GaAs, it has a lower refractive index, larger nonlinear
coefficient and thermal conductivity, and a lower thermal expansion coefficient. The
properties of OP-GaP are listed in Tab.1.1.
For these reasons the interest in GaP has increased over the last few years and the
search for a good growing technique has been initiated. First attempts of growing
were based on molecular beam epitaxy (MBE) [63] and metal-organic chemical vapor
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Table 1.1: Properties of OP-GaP [54], [61]
and our work [62].
Property Value
Transparency Range 0.57–12 µm
Thermal Conductivity 110 W/(m K)
Thermal Linear Expansion 4.65·10−6 K−1
Possible Pattern Period 14.5–95.9 µm
Effective nonlinear coefficient @ 6 µm 17 pm/V
deposition (MOCVD) [64], trying to repeat the success obtained in the fabrication
of OP-GaAs, which was the first realization of a practical and efficient quasi-phase
matching semiconductor. To date, the only method producing orientation-patterned
layers in GaP with a thickness of hundreds of µm is hydride vapor phase epitaxy
(HVPE).
In Fig. 1.3 the growing process for OP-GaP is shown. A silicon layer of about
5 nm is grown over a GaP (100) substrate. A thin smoothing layer of AlGaP is then
deposited, followed by a thicker layer of inverted GaP. The inverted GaP layer is
then photolithographically patterned with a grating period and then etched down
to the surface of the original GaP substrate. After removing the photoresist, the
crystal is grown for around 200 nm in a MBE chamber. After this passage, the
crystal is HVPE grown to reach thickness of the order of few hundreds of microns.
We use the fundamental of a Nd:YAG at 1064 nm laser and a diode laser around
1300 nm to obtain DFG radiation around 5.8 µm. Thus, the grating period of
the OP-GaP crystal, using the Eq. 1.42 for m′ = 1, turns out to be 24 µm. We
received two such crystals from BAE Systems, Inc.8 thanks to a collaboration with
Peter Schunemann. In the following text the two crystal samples are referred to
as CS1 and CS2. All the details of the two samples are listed on Tab. 1.2. Both
crystals were anti-reflection coated at the three wavelengths used for DFG, with
nominal reflections lower than 0.5 %. Using a power meter we have checked that
the nominal reflectivity agrees with the measured value. In Fig. 1.4 a zoom of the
patterned region is shown: notice the periodic inverted region and how it degrades
as the distance from the silicon layer, the dark line on the bottom of the figure,
increases. This effect is a direct evidence of the difficulties to produce such crystals.
1.2.1 OP-GaP Characterization
The basic experimental setup used to produce the 5.8 µm radiation by means of
difference frequency generation is shown in Fig. 1.5. A single frequency Nd:YAG
8http://www.baesystems.com
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Figure 1.3: Growth and fabrication of orientation patterned gallium phosphide crys-
tals.
Table 1.2: Geometrical and optical characteristics of the two crystal samples.
Crystal length CS1 (CS2) 24.6 (11.5) mm
Crystal section 6.0x1.8 mm2
Substrate thickness 400 µm
Patterned region thickness 400 µm
Pattern period 24 µm
Duty cycle 50 %
AR coating Both facets
Coating reflectivity < 0.5% 1064 nm
< 0.5% 1300 nm
< 0.3% 5850 nm
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Figure 1.4: Orientation patterned region. The grating period is 24 µm. The dark
line on the bottom is the silicon layer deposited during the growing process. Both
the substrate and the patterned region are about 400 µm thick.
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Figure 1.5: Experimental scheme to obtain difference frequency generation in the
OP-GaP crystal. Two lasers emitting at 1064 nm and 1301 nm are combined in
a dichroic mirror and focused on the crystal by means of lens L1. A Germanium
window is used to separate the pump and signal beams from the idler, which is
collected by lens L2 and focalized into a 200 µm active area HgCdTe detector by
lens L3.
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laser (InnoLight GmbH, Mephisto MOPA 55W, ∆ν ∼ 1 kHz over 100 ms), hereafter
called pump laser, is used to provide up to 10 W of continuous wave, linearly po-
larized radiation at λp ' 1064 nm. An extended cavity tunable fiber coupled diode
laser (Toptica Photonics AG, DL PRO, ∆ν ∼ 100 kHz), hereafter called signal laser,
is used to provide up to 50 mW of linearly polarized, cw radiation at λs ' 1301 nm.
The pump laser, collimated using a Keplerian telescope, passes first through an op-
tical isolator. The beam is then split into two arms by means of a polarizing beam
splitter: a small part of the light is sent to a wave meter (Bristol Instruments, Inc.,
Wavelength Meters 671 Series NIR) while the remaining light is sent to the crystal.
Similarly the diode laser is split into two collimated arms: one is sent to the wave
meter and the other one is sent to the crystal. The pump and signal beams, nearly
TEM00, are superimposed by a dichroic mirror and coaxially focalized with a plano-
convex lens (L1) on the crystal. In the test and optimization procedure of the DFG
process, four different values for the L1 focal length have been used: f = 50, 75,
100 and 150 mm. After the crystal, a germanium window is used to separate the
idler from the two near-IR beams. As the mid-IR radiation exiting the crystal is
strongly divergent, a calcium fluoride lens (L2) is used to collect and collimate the
idler beam. The radiation is then focused on a thermoelectrically cooled HgCdTe
detector with 200 µm active area (Vigo System S. A., PVI-4TE-5/MIP-DC-10M)
by means of lens L3. All the beams are linearly polarized: the pump and signal
wave are polarized vertically (along the [001] crystallographic axis) and horizontally
(along [110]), respectively, yielding an horizontally polarized idler radiation. This
configuration ensures a full coupling of the nonlinear coefficient d123, indicated also
as d14 in the contract notation often used in literature. The absolute responsivity
of the HgCdTe detector is calibrated at 5.8 µm using a calibrated radiometer. A
quantum cascade laser, emitting at the same frequency as the idler beam, is carefully
aligned on the Vigo detector and on the radiometer by means of a flip mirror. The
QCL output is scanned from 2 µW to 60 µW, as measured with the radiometer.
The absorption and reflection of the different optics used in the two beam paths
are taken into account and the power is corrected accordingly. Figure 1.6 shows the
voltage reading on the HgCdTe detector as a function of the power measured with
the radiometer. From a linear fit of the experimental data we extract a responsivity
of (56.5± 1.1) · 10−3 µW/mV at ∼ 6 µm of the Vigo detector.
The OP-GaP crystal is housed inside a massive copper block whose temperature
is stabilized by a digital PI servo controller from room temperature to 200◦ Celsius.
The crystal-oven system is then mounted on a XYZ-θφ manipulator to optimize
the alignment with the optical beams. Since the nonlinear efficiency is strongly
dependent on the superposition of the pump and signal beams, the telescope on the
pump path allows for matching the beam waists. The telescope is finely adjusted to
maximize the idler power.
As shown in Eq. 1.35, the aperture function has a crucial role in the determination
of the nonlinear process efficiency and has to be correctly estimated. The two key
parameters for the correct evaluation of the aperture function are the shape and the
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Figure 1.6: HgCdTe detector absolute responsivity calibration. A QCL power at
∼ 6 µm is measured simultaneously with a calibrated radiometer and with the
HgCdTe detector. The line is a linear fit on the experimental data. The measured
responsivity at ∼ 6 µm is (56.5± 1.1) · 10−3 µW/mV.
waist of the beams. While the beam shapes are close to TEM00 thanks to the type
of laser that were used, the beam waists had to be accurately measured using the
calibrated pinhole technique [65], in which the power transmitted through a set of
diameter-calibrated pinholes is measured. An XYZ translator is used to adjust the
pinhole positions. We can calculate the transmission factor T of a circular aperture
of diameter φ coaxial to a Gaussian beam of waist w0 as
T (φ,w0) =
2
piw20
∫ φ/2
0
2pir exp
(
− 2r
2
w20
)
dr (1.46)
If the transmission factor T is experimentally measured for a value of φ and the
pinhole is not too small compared to the beam area, we can derive the waist from
the relation
w0 =
[
− φ
2
2 ln(1− T )
]1/2
(1.47)
For each beam, the waist was measured by using several pinholes with different
diameters. The measurements are consistent with each other within a 10 % uncer-
tainty. The averaged values are reported in Tab. 1.3, together with the calculated
idler waist and Rayleigh range following Eq. 1.36. The measurements satisfy the
relation w = (4/pi)λf/D, where D is the beam diameter and f the focal length
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Table 1.3: Experimental values of waist for pump (wp) and signal (ws) laser at
different focusing conditions for maximal idler power. The waists are measured
using the calibrated pinhole techniques from which we get an uncertainty of 10 %.
wi = wpws/(w
2
p+w
2
s )
1/2 is the calculated idler waist and zi = kiw
2
i /2 is the calculated
Rayleigh range, where ki = 2pini/λi is the wave vector. For the GaP crystal we
assumed a refractive index at 5.83 µm of ni = 3.18 [66].
f [mm] wp [µm] ws [µm] wi [µm] zi [mm]
150 67 82 52 4.7
100 45 55 35 2.1
75 27 33 21 0.75
50 19 23 15 0.37
of the lens L1, with a ratio ws/wp ≈ λs/λp. Although such a waist ratio does not
correspond to the equal confocal parameter focusing condition, which theoretically
yields optimal efficiency, it is sufficiently close to it. In Eq. 1.35, the exponential
term and the aperture function take into account the absorption of the pump and
signal waves, as well as the idler one, in the so called normalized absorption coeffi-
cient a. For this reason we measure the absorption for the pump and signal waves9,
obtaining an average absorption coefficients of αp ≈ 0.17 cm−1 and αs ≈ 0.12 cm−1
inside the 400 µm thick orientation patterned region. In the substrate much higher
coefficients are found: αp ≈ 0.58 cm−1 and αs ≈ 0.53 cm−1. The reason of this dif-
ference is that the substrate is grown by means of a Czochralski process10 in which
there is a contamination due to unintentional impurities which are not present in
the high-purity vapor-grow (HVPE) material. The idler absorption coefficient is
assumed to be αi ≈ 0.007 cm−1, value measured using a Perkin Elmer Spectrum
GX FTIR as reported in [59].
In order to derive the efficiency of the nonlinear process, the absolute idler power
is measured as a function of the pump power for a fixed signal power of 40 mW
(45 mW) with the CS1 (CS2) crystal. The results of these measurements are shown
in Fig. 1.7 for both crystals. Each curve on the two plots corresponds to one of
the focusing conditions summarized in Tab. 1.3. The error bars represent a relative
uncertainty of 5 %, which is mainly due to the uncertainty in the pump power
reading and to the uncertainty associated to the responsivity of the Vigo detector.
For the idler power estimation, spurious losses due to the germanium filter and the
9The absorbing coefficients are written with subscript s and p indicating the signal and pump
radiation respectively, not to be confused with the s and p polarization.
10The Czochralski process is a method of crystal growth used to obtain single crystals of semi-
conductors or metals. High-purity, semiconductor-grade silicon is melted in a crucible in which a
seed crystal is dipped into. The seed is slowly pulled upwards and rotated simultaneously and a
large crystal is then obtained.
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Figure 1.7: Idler power generated as function of the pump power with the long
crystal, CS1, (left) and with the the short crystal, CS2, (right). The signal power is
kept constant over the measurements at around 40 mW and 45 mW with the long
and short crystal, respectively. For each point the crystal temperature is optimized
to achieve the best phase matching. The data show a linear slope at low pump
powers, where they can be fitted with a line. An example of such a fit is shown for
the loosest focusing data set of the long crystal, CS1. The slope of this line is used
to calculate the conversion efficiency ηDFG = Pi/(PpPs) plotted in Fig. 1.8.
two CaF2 lenses have been considered. The short crystal was used only for initial
tests and it was characterized up to about 4 W of pump power. The 24.6 mm long
sample, instead, has been completely characterized up to 10 W of pump power, this
limit being set by the damage threshold of the antireflection coating on the crystal
facets. If we take into account the different lengths of the samples, both of them
show a very similar behavior. In the following, only the measurements with the long
crystals are discussed.
The maximum generated idler power is around 65 µW with slightly less than
10 W of 1064 nm and 40 mW of signal power. The highest efficiency is achieved for
the strongest focusing case, corresponding to a f = 50 mm L1 lens. Nevertheless, the
curve obtained for f = 75 mm is almost overlapped to the previous case, meaning
that both these two focusing conditions must be close to the optimum value for
the difference frequency generation process. The non negligible absorption of the
GaP at the two input waves results in an heating of the material and consequently
in a modification of local index of refraction, affecting the quasi-phase matching
condition. Heating is mainly due to absorption of the pump beam, because of its high
power and higher absorption coefficient. Absorptions at 1064 nm and at 1301 nm
are around 35% and 25%, respectively. In all measurements this effect is partially
corrected by adjusting the crystal temperature to maximize the generated power. As
expected, the optimal generation efficiency is found at a lower crystal temperature as
the pump power increases. A second effect arise from the finite thermal conductivity
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of the material that yields a transverse temperature gradient ∆T (r), with r the radial
coordinate transverse to the propagation axis of the incident beams. Such gradient
spatially changes the quasi-phase matching condition. When the pump power is
low, the QPM condition is satisfied throughout the whole beam volume, i.e. for any
radial coordinate r. At higher pump powers, though, the QPM condition cannot
be satisfied for all r. The temperature of any ring with radius r is different from
the temperature of a ring with radius r′ and, since the phase-match is temperature
dependent, this effect leads to a position-dependent dephasing. Unfortunately, there
is no way to recover the phase matching condition and the resulting effect is that
the DFG power saturates or even decreases. In Fig. 1.7 the saturation effect due to
thermal effect is clearly visible for increasing pump power, whereas a linear behavior
would be expected for not absorbing crystals over the entire graph.
In order to derive the nonlinear coefficient d14, only the linear portion of the
plots shown in Fig. 1.7 are taken into account. In this way the thermal effects
do not affect the analysis. The nonlinear coefficient d14 can be derived from the
efficiency of nonlinear generation using the Eq. 1.35, which we repeat here
ηDFG =
8ω2i d
2
14L
pi30c
3npnsni
exp(−αiL)(k−1s − k−1p )−1h(a, l, f, s)
To compare this relation with the experimental data, the focusing function h(a, l, f, s)
has to be optimized (maximized) over the phase mismatch s and waist location f
to obtain the optimal function < h >s,f. This reproduces the experimental opti-
mization procedure performed over the waists position, overlapping and size. This
optimization procedure is carried out numerically using an adaptive step size algo-
rithm11 tracking the maximum of h. The results of the numerical simulations are
shown in Fig. 1.8 together with the experimental data. Each point reported in the
graph represents the slope of a curve from Fig. 1.7, expressed as conversion efficiency
ηDFG = Pi/(PpPs), in function of the focusing parameter l = L/zRd. The focusing
parameter depends, via zRd, on the focal length of the lens L1.
For the comparison we have considered only the f = 100 and f = 150 mm
loose focusing data for which the modes of all three waves are confined within the
active QPM layer volume, for reasons which will be stated further. Deriving the
nonlinear coefficient d14 from the term ηDFG that appears in the Eq. 1.35 and using
the Eq. 1.45, we obtain
deff =
2
pi
d14 = (17± 3) pm/V (1.48)
using the experimental data from both crystals.
The efficiency saturation observed for the two tight focusing data can be related
to the limited thickness (400 µm) of the patterned layer. If we consider a Gaussian
11We thank Prof. Jean-Jacques Zondy from Nazarbaev University in Astana (Kazakhstan) for
running the simulations.
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Figure 1.8: Conversion efficiency ηDFG = Pi/(PpPs) as function of the focusing
parameter l = L/zRd that expresses the crystal length in units of the Rayleigh length
of the idler. The points represent the experimental data while the solid line shown
the optimized theoretical efficiency calculated with the waist ratio ws/wp = λs/λp.
In red and in black are shown the data and simulation relative to the short and long
crystals respectively.
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TEM00 beam, the far field divergence angle θ can be described by the relation
θ = λ/(pinw0) where n and w0 are the refractive index and the waist of the radiation
at wavelength λ. It is easy to demonstrate that the pump and the signal waves
remain confined inside the inverted domain region over the whole crystal length at
any focusing conditions for both the two crystal samples. This is not the case for the
λi ' 6 µm idler beam: in reference to the data reported in Tab. 1.3, we can calculate
a mean idler beam diameter of 690 µm and 990 µm at the output facet (z = L/2)
of the long crystal for the f = 75 mm and f = 50 mm respectively. The same
calculation can be performed for the shorter crystal resulting in an output beam
of 320 µm and 460 µm mean diameters. Thus, during the propagation towards
the output facet, the idler beam expands outside the orientation patterned layer
into the bulk region where the absorption is larger and the QPM condition is no
longer satisfied. Consequently, the difference between the idler’s phase and the sum-
phase of pump and signal is not strictly identical within and outside the QPM layer,
affecting thus the overall phase coherence of the DFG process along the crystal at
tight focusing compared to the looser focusing cases where all three waves remain
quasi-phase matched over the whole crystal length. These interpretations of the
possible cause of ηDFG saturation under too tight focusing can be checked in future
by using samples with identical lengths but with a thicker, i.e. 800 – 1000 µm,
orientation patterned layer.
Levine [67] reported the values of d14 = (37 ± 2) pm/V at 10.6 µm, d14 =
(49±9) pm/V at 1.32 µm and d14 = (47±10) pm/V at 2.12 µm using different non-
phase-matched techniques. Shoij et al. [68] measured the second-order nonlinear
optical coefficient d14 of GaP by means of non-phase matched SHG using the wedge
technique12. In that work, a couple of wedged GaP crystal are pumped at 1313 nm
and the generated radiation is collected in a photomultiplier tube taking into account
the multiple reflection effects: they reported the most accurate value to date for the
nonlinear d14 coefficient d14 = (36.8± 4) pm/V.
Since the d-coefficients are wavelength dependent, the value reported by Shoji
has to been rescaled to our idler wavelength. R. C. Miller empirically noted that
while the d-value depends on wavelength, if rescaled with the opportune function of
refractive indexes, it yields a constant value which is called Miller’s Delta [71]. The
12The nonlinear material is machined to a wedge with an apex angle of around 2◦–3◦and with a
thickness at the base of the prism around few to tens times the coherence length lc. This crystal
is then placed perpendicular to the incident laser that induce the second-harmonic generation
process. As already mentioned before, when phase matching condition is not satisfied, the phase
difference between the pump and the generated light results in oscillation of the SH power when
the thickness of the crossed nonlinear material changes. If the generated power is reported as
function of the crystal position, the nonlinear coefficient can be derived from the oscillations
amplitude. A reference crystal with well known nonlinearity is used to calibrate the second-
harmonic signal [69], [70].
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Table 1.4: Coefficients for the Sellmeier equation relative to gallium phosphide.
Coefficient Value
A 2.78649
B 6.32098
C 1.02·10−6 [◦C−1]
D 0.29903 [µm]
E 5.92·10−8 [µm ◦C−1]
G 9.18·10−9 [µm−2 ◦C−1]
H -0.00307 [µm−2]
T0 22.9 [
◦C]
Miller’s rule can be used to calculate the rescaling factor
M14 =
3∏
i=1
n2(λi)− 1
n2(Λi)− 1 (1.49)
where the Λi are the wavelengths used by Shoji’s and λi the wavelengths used in our
DFG process. In order to evaluate the rescaling factor, the precise index of refraction
value of GaP at all the involved wavelengths has to be considered. Recently, a new
temperature-dependent Sellmeier equation [59] has been derived based on recent
refractive index data measured on a bulk GaP prism. The Sellmeier equation results
in the following expression
n2 = A+
(B + CF )λ2
λ2 − (D + EF )2 + (H +GF )λ
2
F = (T − T0)(T + T0 + 546.30)
(1.50)
where the temperature is expressed in degree Celsius and the coefficients are listed
in Tab. 1.4. Using the Eq. 1.49 in conjunction with Eq. 1.50 we obtain a rescal-
ing factor of M14 = 0.82 that can be used to convert Shoji’s d14 coefficient mea-
sured at 1.31 µm at our wavelength of 5.83 µm. The result of the rescaling is
dShoji14 (5.83 µm)=30.2 pm/V. This value yields a deff = (19 ± 2) pm/V, in good
agreement with our experimental value.
To conclude the characterization of this new crystal, the tuning curves in depen-
dence of the signal wavelength and crystal temperature are studied.
Fig. 1.9 shows the DFG tuning curve as a function of the crystal temperature.
Two different data sets are displayed: the red squares refer to the tight focusing
condition with f = 75 mm while the black circles to the loosest focusing condi-
tions obtained with focal length of 150 mm. Since the crystal patterning period Λ
depends on temperature, when the temperature changes the phase matching condi-
tion changes as well. Thus we should expect a drop in efficiency if the temperature
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Figure 1.9: Temperature tuning curves reported for the strong and loose focusing
conditions. The black round and the red squared markers refer to focal lengths of
f = 150 mm and f = 75 mm respectively. The dashed line is the result of plane-
wave theory while the solid lines show the fit over the experimental data using the
Gaussian DFG theory. The idler power is normalized to unit.
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drifts from the optimal value. In the plane wave approximation this effect is taken
into account by the sinc function that appears in Eq. 1.26: when the temperature
changes, the Sellmeier equation returns a different index of refraction, yielding a
function ∆k(T ). The dashed line in Fig. 1.9 shows the normalized idler generation
efficiency as a function of the temperature dependent phase mismatch in plane wave
approximation (≈ sinc2(∆k(T )L/2): this curve shows a poor agreement with the
experimental data, particularly with those for strong focusing. A better estima-
tion can be obtained using Gaussian beam theory to take the focusing effect into
account. Using Eq. 1.35 and introducing a temperature-dependent reduced param-
eter s(T ) = ∆k(T )zRd in the aperture function h(s(T )), the solid lines plotted in
Fig. 1.9 are derived. In this case the main features of the experimental data as far as
asymmetry and broadening are qualitatively predicted in both focusing conditions.
Note how the beam aperture effect washes out the side lobes that are typical of the
plane-wave tuning curve.
A similar analysis has been carried out for the dependence of the idler genera-
tion efficiency on the signal wavelength at fixed crystal temperature. The plane
wave approximation is still proportional to the sinc term and for the Gaussian
beam theory the aperture function has to be calculated for the reduced parame-
ter s(λs) = ∆k(λs)zRd(λs) that depends on the signal wavelength. In this case too,
Gaussian beam theory correctly reproduces the main features of the experimental
data, whereas the plane wave approximation fails. The two solid lines in Fig. 1.10
show narrow absorption dips corresponding to resonances with water transitions.
Frequencies and intensities of the absorption lines are derived from the HITRAN
online database13, considering a 10-cm beam path in standard atmosphere, which
is the distance travelled by the idler beam before reaching the MCT detector. We
conclude that the thermo-optical Sellmeier equation reported in Eq. 1.50 is a reliable
dispersion relation.
13http://hitran.iao.ru
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Figure 1.10: Signal wavelength tuning curves reported for the strong and loose
focusing conditions. The black round and red squared markers refer to focal lengths
of f = 150 mm and f = 75 mm respectively. The dashed line is the result of plane-
wave theory while the solid lines show the fit over the experimental data using the
Gaussian DFG theory taking into account the water absorption spectrum around
5.83 µm. The idler power is normalized to unit.
Chapter2
Frequency Locking Chain
The mid-IR region of the electromagnetic spectrum is well covered by quantum
cascade lasers. This compact devices are characterized by typical emitted powers
of the order of tens of mW and tuning ranges of the order of hundreds of GHz.
Their free running line width typically ranges from hundreds of kHz to several MHz,
mainly due to the noise contributions from the QCL current driver and from temper-
ature fluctuations. The frequency stabilization and reduction of their line width is
therefore a mandatory step for applications in high resolution spectroscopy and new
challenging experiments. Several techniques have been used to date to reduce the
QCLs line width, such as frequency stabilization over sub-Doppler molecular tran-
sitions [32] or phase–locking to infrared frequency combs [72]. All these techniques
have demonstrated the capability to achieve sub-kHz line widths. A drawback of
these approaches is that a suitable molecular transition or a stable optical reference
has to be available at the frequency of interest.
A different approach relies on locking the laser frequency to the narrow reso-
nance of ultra-stable cavities with very high quality factors. Ultra-low expansion
materials can be used to build ultra-stable cavities in the near infrared and mirrors
with residual absorptions at the ppm level can provide finesses larger than 106. Un-
fortunately, as the laser wavelength increases towards the mid and far infrared, the
efforts for realizing stable and high finesse cavities increase tremendously, mainly
due to the difficulties in the development of mirror coatings and to the limitations
due to substrate residual absorption. However, progress in the processing of high-
purity materials, such as calcium fluoride, has reached the point where crystalline
micro-resonators for mid infrared radiation with high finesse became possible.
During the last two years, we have demonstrated that it is possible to stabilize
and narrow the line width of a QCL emitting at 4.3 µm by locking it to a high-Q
(> 107) whispering galley mode micro-resonator (WGMR) [36, 41]. The emission
frequency of the QCL laser was stabilized by means of an electronic locking achiev-
ing ∼10 kHz line width (full width at half maximum) over 1 second timescale, an
unprecedented result for direct locking to a mid-IR optical resonator. The main
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advantage of this apparatus, as compared to those using standard Fabry-Perot cav-
ities, is that the micro-resonator works over the whole transparency range of the
material used to realize the device: in case of calcium fluoride, it can be used from
the UV to over 6 µm.
Another crucial condition for high-resolution spectroscopy is a reference to a
frequency standard. The Global Positioning System (GPS) can be exploited to
disseminate the frequency and typical accuracies of the order of 10−12 are achieved
over one day average. If higher accuracy and stability is needed sophisticated local
oscillators must be used. Nowadays, however, highly-stable and accurate frequency
references can be delivered over hundreds of km by optical fibers from the national
metrological institutes (INRIM in Italy, PTB in Germany, LNE-SYRTE in France,
NPL in the UK and AGH in Poland). The instability of the optical signal transferred
through the fiber networks is 1·10−15 after one hour of averaging, while the instability
of the fiber network itself is 1 · 10−19.
Once a frequency standard is available, a frequency chain has to be built to
reach the mid-infrared. There are various techniques to do so and they are mainly
based on optical frequency combs. Unfortunately, the mid-IR spectral region is
not covered by commercial combs and researchers are still exploring how to fill this
gap [73]. State-of-the-art mid-IR optical combs are generated by nonlinear frequency
conversion such as difference frequency generation in nonlinear crystals [74] or by
parametric oscillation in optical micro-resonators [75, 76]. A more robust approach
relies on the generation of mid infrared light by difference frequency of two near
infrared laser, which are locked to an optical frequency comb. The power levels of
DFG light are typically very low but suffice for phase-locking1 QCLs.
2.1 The Optical Link
INRIM has developed a network of phase-stabilized fiber links reaching various lab-
oratories. One branch of this network reaches the European Laboratory for Non-
linear Spectroscopy (LENS) in Sesto Fiorentino after 642 km of optical fiber. A
basic sketch of this setup is shown in Fig. 2.1. The frequency of a fiber laser is
kept at 194399.996 GHz (∼1542.14 nm) with an uncertainty < 1 Hz by a double
locking scheme. The short-term variations of the laser are stabilized by means of a
Pound-Drever-Hall lock with a bandwidth slightly higher than 60 kHz to an ultra-low
expansion glass (ULE) high-finesse Fabry-Perot cavity [77], while in the longer term
the laser is phase-locked to an hydrogen maser with a bandwidth of 25 mHz through
1A phase-locked loop (PLL) is a feedback system where the signal to be stabilized, usually the
beat note between two lasers, is compared to a stable radio-frequency reference (local oscillator)
on a phase detector. In the most simple implementation this is an analog mixer in quadrature
condition; in more sophisticated approaches it is a digital phase/frequency detector. It generates
a phase error which is integrated by a proportional-integral loop. This feeds an actuator that
maintains the beat note’s phase constantly locked to the local oscillator’s phase by acting on the
frequency on the laser.
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Figure 2.1: Sketch of the optical link setup. Left panel: generation of the optical link
signal, frequency referenced to the Cs primary standard at INRIM (Turin). About
642 km of optical fiber connect the metrological institute to the end-user laboratory
at LENS (Florence) where the optical reference is regenerated and distributed to
different laboratories. In our case we use the regenerated radiation to stabilize an
optical frequency comb.
an optical frequency comb. The hydrogen maser is used to reference and stabilize
the optical frequency comb, which, in turn, is used to lock the frequency of the fiber
laser. The stability of the laser is 3 · 10−15 at one second. A periodic comparison
of the hydrogen maser with a Cs fountain primary frequency standard ensures that
the frequency of the fiber laser is known with an accuracy of 2 · 10−16. This locking
and comparison chain ensures excellent long term stability and SI-traceability. The
optical reference laser is then disseminated through Italy via the optical fiber net-
work. The 171-dB losses in the 642 km of optical path between INRIM and LENS
are compensated by ten bidirectional erbium-doped fiber amplifiers [78]. One of the
major challenges in the distribution of highly stable and accurate frequency over
long distances is how to minimize the perturbations that occur all along the line.
Any variation of the path length between the two end sites of the link results in
a Doppler shift of the transmitted frequency: mainly temperature variations and
vibrations over the line affect the transmitted frequency. These are compensated by
a PLL that acts on the frequency of the transmitted laser [79, 80].
The stable fiber laser at INRIM is split into two arms: the first sends the light
towards the remote laboratory through the fiber link while the second is locally
back-reflected by means of a Faraday mirror that rotates the polarization of 90◦.
At LENS, the incoming light is frequency-shifted by 40 MHz by an acousto-optic
modulator (AOM) and then it is again split into two portions: a part is the optical
frequency reference while the remaining part is sent back to INRIM using a Faraday
mirror. The light that goes back to Turin is shifted by 80 MHz because it passes
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Figure 2.2: Measured frequency noise power spectral density (FNPSD) of the fiber
link at LENS laboratories, 642 km away from the national metrological institute,
and at INRIM in Turin. Red line: frequency noise of the fiber laser disciplined to
the hydrogen-maser measured at INRIM. Black line: frequency noise of the comb-
bridged beat note between a local laser at 1156 nm stabilized to a high-finesse ULE
cavity and the fiber laser. Data from [77].
twice through the AOM. This allows to clearly distinguish the signal reflected back
at LENS from the spurious back-reflections occurring along the path, which are not
frequency-shifted. The round-trip light is then compared with the local one on a
photodiode: the obtained beat note contains all the noise informations added by the
642 km fiber link and it is used to compensate any shift by means of a phase-lock
loop that acts on a local AOM.
At LENS, the average power of the link signal is of a few nW over some mW of
amplified-stimulated-emission background. This poor signal to noise ratio is dealt
with a regeneration diode laser that is locked with a bandwidth of about 70 kHz at
100 MHz from the frequency sent over the fiber. This last laser is distributed over
fibers to the end-user laboratories, placed in a range of 200 m. This allows to send
up to about one mW of optical power to the end-users laboratories, a suitable power
level for referencing an optical frequency comb.
The round trip delay time can be calculated as τ = nL/c = 6.4 ms where
n = 1.468 is the refractive index of the fiber that connects Turin to Florence, L =
1284 km is the round trip length and c is the speed of light in vacuum. This delay
time reduces the maximum bandwidth on which the phase-lock loop can act to
around 39 Hz.
Fig. 2.2 shows the frequency noise power spectral density of the reference fiber
laser measured at INRIM and at LENS. The red line represent the frequency noise
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Figure 2.3: Relative instability of the optical frequency reference delivered to Flo-
rence compared with the stability of the local GPS-disciplined Rubidium-based local
oscillator. OCXO stands for Oven Controlled Quartz Oscillator. Data from [81].
of the reference laser, disciplined to the hydrogen-maser, measured at INRIM by
comparison with an independent cavity-stabilized laser. The black line represent
the frequency noise of the beat note between the reference regenerated laser and a
ULE-stabilized laser at 1156 nm through an optical frequency comb bridge. The
presented data are taken from [77].
The relative instabilities of the disseminated optical frequency reference com-
pared to the local GPS-disciplined Rubidium-based local oscillator at 10 MHz were
characterized by INRIM and they are reported in Fig. 2.3. Over the long term, more
than 1000 seconds, the optical reference signal is about three orders of magnitude
more stable than the GPS-based reference.
2.2 Locking Scheme
The stability and accuracy of the fiber laser has to be transferred to the quantum
cascade laser emitting at around 6 µm. This is not a trivial problem since there
are about two octaves between the two frequencies. As we have seen in the first
chapter, difference frequency generation allows to link the mid-IR radiation to two
near-IR radiations at 1064 nm and 1300 nm. The wavelengths of these two lasers
are less than 400 nm away from the reference laser and a frequency comb in the near
infrared can bridge this gap.
In a frequency comb, the frequency2 νm of a certain tooth is the sum of the so-
2In the following text we indicate with ν the optical frequencies and with f the radio-frequencies.
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called carrier-envelope offset frequency fceo with the product of the tooth number
Nm by the repetition rate frep:
νm = fceo +Nmfrep (2.1)
Using a frequency comb it is also possible to know the exact frequency of any laser
that has an emission frequency inside the range of the comb simply by measuring
the beat note between a comb tooth and the laser. Furthermore, if the comb pa-
rameters, i.e. frep and fceo, are referred to a frequency standard, absolute frequency
measurements can be performed. The practical way to do this is to lock the rep-
etition rate of the comb so that the beat note of a tooth to the optical frequency
reference distributed by the metrological institutes is fixed. Also the offset frequency
has to be stabilized but it is less critical since Nmfrep is several orders of magnitude
bigger than fceo.
To link two optical frequencies to a comb, in our case the pump and the signal
lasers involved in the DFG process, the easiest way is by measuring their beat note
with the respective closest comb tooth. If we indicate the 1064 nm laser frequency
with νp and the 1300 nm laser frequency with νs, where the subscript p and s stand
for pump and signal, we can express these absolute frequencies in terms of the comb
parameters as
νp =fceo +Npfrep + fp-c
νs =fceo +Nsfrep + fs-c
(2.2)
where fp-c and fs-c are the frequencies of the beat notes between the pump and
signal lasers with the comb teeth, respectively. Notice that all quantities have to be
considered with the proper sign. Only frep and the lasers absolute frequencies are
necessarily positive terms. We want to stabilize the frequency difference νp−νs = νi
that correspond to light in the mid-IR. Thus, from Eq. 2.2 we have
νi = νp − νs = (Np −Ns)frep + fp-c − fs-c (2.3)
We notice that fceo cancels out in the difference between pump and signal frequency.
To simplify the description of the locking scheme that we have adopted, let us first
consider the case of an ideal comb with fixed frep. In this case, the idler frequency can
be kept constant by locking the quantity (fp-c−fs-c) because the term (Np−Ns)frep
must be constant. The value fp-c−fs-c, namely the frequency variations of one laser
with respect to the other, contains all the informations the PLL needs. For this
reason one of the two lasers, say the pump laser, could in principle run unlocked
(provided its free-running bandwidth is narrow enough), while fp-c − fs-c is kept
constant by acting only on the other laser, the signal in this case. However, this
is impractical because the beat note frequency between the pump laser and the
comb has always to be inside the limited bandwidth of the detector. Further, to
avoid unnecessary action on the driver of the pump laser if the laser had to follow
instabilities in fceo, the frequency is usually locked using f¯p = fp-c + fceo with the
sign of fp-c opposite with respect to the term fceo as a signal for the PLL. Once f¯p
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Figure 2.4: Basic signal processing scheme used to lock two optical frequencies by
means of the so-called virtual beat note approach.
has been generated, the same can be done for the signal laser and the difference
frequency for the phase-lock loop is thus generated as f¯p − f¯s, which is identical to
Eq. 2.3.
If a real comb is used instead, where the stability of frep is finite, one immediately
sees from Eq. 2.3 that the difference of the beat notes is not a good signal for
the phase-lock loop because the term (Np − Ns)frep is not constant anymore. A
conceptual difficulty arises from the fact that a variation of f¯p could either be due
to a drift in the frequency of the pump laser or to a drift of the comb repetition rate.
The appropriate correction to apply to the frequency of the signal laser to keep the
difference frequency constant would be a shift of equal size and sign in the first case,
but a shift scaled by Ns/Np in the latter case, because of the stretchable-ribbon-like
behavior of optical frequency combs. A simple solution is available if the pump laser
has a good short-term stability and can thus be loosely locked to a comb’s tooth
(lock bandwidth of, say, 100 Hz). Then, the PLL for the signal laser can be closed
on
Ns
Np
f¯p − f¯s (2.4)
with a much tighter lock. This procedure was proposed by H. R. Telle on 2002 and
it is thoroughly described in [82]. Fig. 2.4 shows the conceptual signal processing
scheme of this method. Now we want to derive an expression that describes how the
different noise contribution are transferred to the idler radiation. The noise on the
comb offset is irrelevant because the idler frequency does not depend on it. Three
noise contributions have to be considered, coming from the comb repetition rate frep
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and from the two optical frequencies νp and νs. Using Eq. 2.2 we can express these
virtual frequencies f¯p and f¯s as
f¯p = fp-c + fceo = νp −Npfrep (2.5)
and
f¯s = fs-c + fceo = νs −Nsfrep (2.6)
Now, we can write the Eq. 2.4 as
Ns
Np
f¯p − f¯s = Ns
Np
(νp −Npfrep)− νs +Nsfrep = Ns
Np
νp − νs (2.7)
or
νs =
Ns
Np
νp − Ns
Np
f¯p + f¯s (2.8)
and νi is
νi = νp − νs = νp
(
1− Ns
Np
)
+
(
Ns
Np
f¯p − f¯s
)
(2.9)
Following the arguments previously exposed, we can use a phase-lock loop with high
bandwidth to stabilize the term Ns/Npf¯p− f¯s to an external radio-frequency acting
only on the signal laser and a very loose lock to stabilize the pump frequency to the
comb tooth.
To derive the frequency noise of the idler radiation it is commonly adopted the
notation in terms of frequency noise power spectral density3 (FNPSD) Sν(f) [83],
that for the previous relation results in
Sν,idler(f) = Sν,pump(f)
(
1− Ns
Np
)2
+ Sν,LockSignal(f) (2.10)
in which we have considered the noise of the pump laser independent from the noise
introduced by the lock that acts on the signal laser Sν,LockSignal(f). If we consider
the case in which the term Sν,LockSignal(f) is much smaller then the term Sν,pump(f),
it follows that the stability of the pump near-IR laser is directly transferred to the
mid-IR laser. In addition, the term (1 − Ns
Np
)2, that is less than one, acts in a way
that only a fraction of the instabilities are transferred, resulting in a less noisy idler
beam.
We have described the principle of the virtual beat note scheme. In the following
the practical implementation is discussed. Fig. 2.5 shows the optical setup. This
setup is an extension of the setup presented in Chapter 1 that was used to charac-
terize the new OP-GaP crystal. All technical informations about the laser sources
and optical components are to be found there.
3Alternatively, the phase noise power spectral density Sφ(f) can be used, which is related to
Sν(f) by the relation Sν(f) = f
2 · Sφ(f).
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Figure 2.5: Optical setup used to generate radiation at around 6 µm that is directly
referred to a remote frequency standard. The frequency standard reference light
transferred from INRIM to LENS is locally regenerated and used to phase-lock an
optical frequency comb. The 1064 nm laser is phase-locked to the comb while the
1300 nm laser is locked to it through the so-called virtual beat note (VB-PLL)
scheme. These two lasers produce difference frequency generation inside an OP-
GaP crystal. Finally the DFG radiation is used to phase-lock the emission of a QCL
that drives the molecular transition.
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The carrier-envelope offset frequency fceo of a commercial optical frequency comb
(Menlo Systems GmbH, FC1500-100-WG) is stabilized at 20 MHz using a radio-
frequency standard signal delivered by a local GPS-disciplined Rubidium-based local
oscillator. The repetition rate frequency frep is phase-locked to the reference light
at 1542.14 nm using an intra-cavity electro-optic modulator on a bandwidth of
approximately 300 kHz. The locking frequency is properly chosen so that the comb
repetition rate is exactly 100 MHz. The phase noise of the optical comb is then
dominated by the residual noise of the stabilized 642 km fiber link [77].
The 1064 nm laser light, after been collimated, passes through an optical iso-
lator to protect the laser from back-reflections. A first polarizing beam splitter is
combined with a half-wave plate to allow for adjustment of the laser power without
changing the laser amplifiers current, since this affects the laser output mode emis-
sion. The light is then split into three branches. Most of the power is used to pump
the OP-GaP crystal, as explained in Chapter 1, while the remainder is sent to a
wave meter and used to produce the beat note with the comb. The comb spectrum
is split in two arms by means of a short-pass dicroic mirror with cutoff wavelength
of 1180 nm (Thorlabs Inc., DMSP1180). The short-wavelength part is combined
on a polarizing beam splitter with the 1064 nm radiation. The two overlapping
beams are then reflected back towards a mirror by means of a diffraction grating
(Thorlabs Inc., GR25-610) mounted in Littrow configuration to maximize the re-
flected power. The comb spectrum is diffracted and filtered out by an adjustable
aperture that transmits the 1064 nm laser and a small part of the comb spectrum
with wavelength around 1064 nm. Finally, the radiation is focalized on a 150 MHz
bandwidth InGaAs photodiode (Thorlabs Inc., PDA10CF) where an interferometric
filter around 1064 nm is placed to reduce undesired wavelengths. A very similar op-
tical path is used to obtain the beat note between the diode laser emitting at around
1300 nm and the long-wavelength portion of the comb spectrum. For this beams all
the optics are working around 1300 nm. A different diffraction grating (Thorlabs
Inc., GR25-613) and interferometric filter are then used, while the detector is the
same model. Both beat notes are detected with a minimum signal-to-noise ratio of
25 dB on a 100 kHz bandwidth. Their frequency has been indicated in the previous
analysis as fp-c and fs-c for the pump and signal beams respectively.
In Fig. 2.6 the electronic setup used to process the beat notes signals is reported
and reproduces the scheme shown in Fig. 2.4. All listed components are from Mini-
Circuits. The beat note between the comb and the Nd:YAG laser, after been filtered
and amplified, is used to frequency stabilize the 1064 nm laser via a phase-lock loop
with bandwidth of about 500 Hz. The beat note frequency is then mixed with
the comb carrier-envelop offset frequency fceo, filtered, amplified and sent as input
to a 14-bit Direct Digital Synthesizer (DDS, Analog Devices, Inc., UG-207 ) that
provides the term Ns
Np
(fp-c + fceo) shown in Eq. 2.5. On the other side, the beat note
between the laser diode and the comb is filtered and mixed with a local oscillator at
frequency fLO, also referenced to the GPS-Rb radio-frequency standard, to have the
possibility of fine adjust the 1300 nm laser frequency. This signal is then filtered,
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Figure 2.6: Electronic setup used to process the beat note signals and provide the
correction signals for the 1064 nm and 1300 nm laser via phase-lock loops. The
eye-like symbols indicate points where the signal is monitored. The red labels show
the signal frequencies on the different lines.
amplified and mixed with the comb fceo to provide the term f¯s that is again filtered
and amplified before being mixed with the filtered and amplified output of the DDS.
The new sum-frequency signal is then again filtered and is used as the error signal for
the phase-lock loop of the 1300 nm laser with a bandwidth exceeding 200 kHz. The
presence of several monitors on the different signals allows a continuous monitor of
locks to assure that phase coherence between different lasers is always maintained.
The red labels on the figure show the signal frequencies on the different lines. For all
the measurements presented in this thesis, the settings listed in Tab. 2.1 are used.
How the DFG of these two lasers is produced in the OP-GaP is described in the
previous chapter. In order to increase the mid-IR generated power, a temperature
stabilized quantum cascade laser (Alpes Lasers SA) is phase-locked to the DFG light
and used for the spectroscopic measurement. The laser output is split in two beams:
about 70% of the total power is collimated by means of a pair of positive lenses and
sent towards the molecular beam. After the interaction with the molecules, the laser
is back-reflected by means of a corner cube. A pinhole in the focus of the first lens
filters away most of the back-reflected light, to which the QCL is very sensitive. The
remaining power, about 30%, is combined in a non polarizing beam splitter with
the radiation coming from the crystal: the beat note between the two radiation
is detected by the Vigo detector with a bandwidth of about 10 MHz. Since the
polarization of the DFG light is rotated by 90◦with respect to the QCL, a half-wave
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Table 2.1: Frequency and comb parameters used for the measurements presented
in this thesis. The last row indicates the actual DDS output frequency due to its
14-bit resolution.
Parameter Value
frep 100 MHz
fceo 20 MHz
Np 2816364
Ns 2302371
fp-c -130 MHz
fs-c ∼ 20 MHz
fLO 50 MHz
DDS ideal out -110 · Ns
Np
MHz
DDS real out -89.924743387 MHz
plate at 5.85 µm is placed in the QCL path to maximize the intensity of the beat
note. Such a signal is used to feed a PLL that stabilizes the QCL by modulating
its current with a bandwidth of 300 kHz. To change the emission frequency of the
QCL and perform a frequency scan, the local oscillator of the PLL is tuned.
In Fig. 2.7 some typical recordings of the beat notes between different lasers are
shown. The plot (a) shows the beat note between the comb and the regenerated
reference light at 1542.14 nm. A PLL stabilizes the beat note frequency at 64 MHz
to assure a repetition rate of 100 MHz. Panel (b) shows the beat note between the
the comb tooth and the 1064 nm laser. In this case the beat note is stabilized at
130 MHz and it is broad because of the low locking bandwidth of about 500 Hz.
On graph (c) and (d) the virtual beat note between the 1064 nm and the 1300 nm
laser and the beat note between the QCL and the DFG light are shown. As usual,
two shoulders appear on both sides of the frequency center. Their distance from
the central peak correspond to the phase-lock loop bandwidth (around 300 kHz in
(a) and (d) and 200 kHz in (c). In (b) such shoulders are not visible because the
bandwidth is narrower than the mutual stability).
2.3 Characteristics of the 6 µm Radiation
In this section we derive the phase noise power spectral densities (PNPSD) of the
different lasers used to generate the mid-IR radiation. We start from independent
measurements of the PNPSD of the reference radiation at ∼1542.14 nm Sφ,link(f),
as described in [77,81]. These measurements are available only at frequencies below
400 Hz. The repetition rate of the comb is stabilized on the beat note between the
reference radiation and the tooth Nlink = 1944001. In the following we consider
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Figure 2.7: Beat notes of the different phase-lock loops acquired by means of a
spectrum analyzer. (a): beat note between the comb and the reference laser at
1542 nm. Beat note between comb and pump (b) and between virtual beat note
and signal (c). (d): beat note between the generated DFG and the QCL. All spectra
are acquired with 10 Hz resolution bandwidth, except the data shown in (b) for which
the resolution bandwidth is 300 Hz.
the case of ideal locks4 and we neglect the noise due to the term fceo. Under this
4For ideal lock we intend a phase-lock loop that perfectly stabilize the beat note between the
two lasers to a zero-noise radio-frequency reference.
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assumptions the PNPSD on the comb repetition rate depends on the Sφ,link(f) as
Sφ,rep(f) =
Sφ,link(f)
N2link
=
Sφ,link(f)
19440012
(2.11)
Once we have obtained the PNPSD of the comb repetition rate, we can easily calcu-
late the propagation of such noise over the other teeth. The transfer of the repetition
rate noise on the comb tooth that will beat with the pump laser can be obtained as
Sφ,Np(f) = Sφ,rep(f)N
2
p =
(
Np
1944001
)2
Sφ,link(f) (2.12)
and a similar calculation can be done for the tooth that will beat with the signal. In
Fig. 2.8 the resulting spectra are shown. As we can see from the graph, the PNPSD
for the two teeth are similar, with a slightly lower noise for the signal, due to the
propagation of the repetition rate noise. The small bump at frequency around 40 Hz
corresponds to the phase-lock loop bandwidth of the link.
We can use these estimated noises to extract informations about the free-running
line width of the pump and signal lasers. The PNPSD of the laser beating with a
comb tooth can be calculated from the PLL output going to the laser driver5. The
results of this procedure is shown in Fig. 2.8 in black and grey for pump and signal,
respectively. If we compare the blue and the black curve, i.e. comb tooth and the
PLL output for the pump laser, we can see that the latter is much higher than
the tooth noise for frequencies lower than 40 Hz. This noise is mainly due to the
pump laser because the comb tooth is much more stable in this range. At higher
frequencies, instead, the two noises are the same meaning that the PLL is copying
the noise of the comb tooth onto the pump beam. The optimal locking bandwidth
for this laser would be therefore about 40 Hz, but for technical limitation we have
used a bandwidth of about 500 Hz that is still good because we expect that the
pump laser noise in the region between 40–500 Hz is similar to the one of the comb
tooth.
The grey curve is the PNPSD of the PLL output going to the driver of the signal
laser. A comparison with the noise on the closest comb tooth suggests that the noise
is only due to the signal laser and therefore a tight lock can be employed.
Using the Eq. 2.10, we derive the expected difference frequency generation PNPSD
of the idler as
Sφ,DFG(f) = Sφ,Np(f)
(
1− Ns
Np
)2
=
(
Np −Ns
1944001
)2
Sφ,link(f) (2.13)
This is shown in red on Fig. 2.8. Since the term (1 − Ns/Np) is smaller than one,
the noise transferred to the idler radiation is smaller than the one on the pump
5The PNPSD obtained from the PLL output signal going to the laser driver include both the
contribution of the laser and the comb tooth. For this reason such data can only be used to
estimate the dominant noise contribution at the different frequencies.
2.3 Characteristics of the 6 µm Radiation 49
10-9
 
10-7
 
10-5
 
10-3
 
10-1
 
101
 
103
 
105
 
107
 
109
 
Ph
as
e 
No
ise
 P
SD
 (r
ad
2 /
Hz
)
100 101 102 103 104 105 106Frequency [Hz]
 Comb tooth Np
 Comb tooth Ns
 Pump - Comb tooth
 Signal-Comb tooth
 Idler
 QCL-DFG
Figure 2.8: Calculated and measured phase noise power spectral densities. The
phase noise of the comb tooth Np and Ns, as well as at the idler frequency, are
calculated from independent measurement of the PNPSD of the reference radiation
at 1542.14 nm. The other dataset are obtained deriving the PNPSD from the PLL
output signal that goes to the different laser drivers.
laser. Deriving the noise spectrum from the PLL output going to the QCL driver
for locking it to the DFG radiation, we obtain the pink curve on the plot. This
curve is always higher than the red curve in the common frequency range, thus the
noise must be due to the free-running QCL. We therefore expect that the PLL will
lower this curve to the level of the red one, thus transferring the stability of the
idler frequency to the QCL. Unfortunately we cannot measure directly the mid-IR
PNPSD to date. The main limitation are the intrinsic noise of the mid-IR detec-
tors and the availability of a strong molecular transition close to the laser emission
frequency. The estimation presented here is our best guess for the PNPSD of the
∼ 6 µm source that we have developed.
In the former analysis we have assumed that the phase-lock loops are driven by
a zero-noise frequency reference. In reality, all the PLL and local oscillators used
in the locking chain are referenced to the local GPS-disciplined Rubidium-based
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Table 2.2: Relative uncertainties due to the different contributions in the locking
chain to reference the QCL to the primary frequency standard delivered by INRIM
in Turin.
Contribution Relative Uncertainty
Regeneration ∼ 5 · 10−19
PLL 1064 nm ∼ 5 · 10−19
PLL 1300 nm ∼ 4 · 10−18
PLL 5832 nm ∼ 4 · 10−19
LO (fLO) ∼ 1 · 10−18
reference that has a relative stability of δν10 MHz ' 1 · 10−12, as reported in Fig. 2.3.
As we are going to demonstrate, the final stability of the mid-IR laser source is only
determined by the stability of the optical reference, since all the other contributions
are several orders of magnitude lower.
Let us consider, for example, the PLL that stabilized the frequency of the pump
laser at 130 MHz from the comb tooth Np. The beat note between these two lasers
is compared to the 10 MHz reference from the GPS-disciplined Rubidium-based
reference multiplied by 13. The relative uncertainty introduced by this PLL is then
δν10 MHz ∗ 10 MHz ∗ 13
νp
' 5 · 10−19 (2.14)
Doing the same calculation for all the other PLL and local oscillators involved in
the locking chain, we get the results listed in Tab. 2.2. The comb repetition rate
frequency frep, as well as its offset frequency fceo, are not reported in such a table
because they do not contribute to the uncertainty of the idler radiation.
Using the parameters listed in Tab. 2.1, taking into account the limited resolution
of the DDS, and using the Eq. 2.9 the mid-IR radiation results to be at the frequency
of
νi = 51399149924743.4 Hz (2.15)
with a relative instability only dominated by the link and reported in Fig. 2.3.
Chapter3
CO Molecules
Carbon monoxide (CO) is an odorless and transparent gas that becomes liquid at
81.7 K under standard pressure conditions. It is naturally present in the atmosphere
and it is a toxic product of combustion processes. Thus, modern combustion en-
gines use expensive catalytic converters to oxidate CO to CO2. Its relatively simple
modeling makes it one of the most studied diatomic molecules.
CO has been proposed as a convenient system molecule to search for temporal
and spatial variation of fundamental constants [84]. Being a simple molecule formed
by relatively light atoms, carbon monoxide has been found in high abundance in
interstellar clouds. By comparing the spectra of CO at large red-shift regions in the
universe with present-days measurements, it is possible to constrain some variations
of fundamental constants [85]. Alternatively, a repeated laboratory measurement
can yield similar information, provided that the higher precision of the measurements
compensates for the shorter time scales involved in the comparison [86].
It has been demonstrated that molecular beams of metastable CO can be manip-
ulated and decelerated to a standstill using electric fields [87]. The relatively long
lifetime of metastable CO makes it a suitable system for high precision measure-
ments. The corresponding reduction of the transition time broadening in spectro-
scopic experiments is an intriguing perspective for high resolution measurements. In
our group, we use Stark decelerators to slow down and also to trap CO molecules.
Therefore, the experiments presented in this thesis are a step in the field of molec-
ular manipulation for high precision experiments.
The six electrons of carbon and the eight electrons of oxygen in the ground state
occupy the lowest molecular orbital resulting from the 1s, 2s and 2p electronic states.
The ground state is a X1Σ+ resulting in a closed-shell electronic configuration given
by
X1Σ+ : (1sσ)2(1sσ∗)2(2sσ)2(2sσ∗)2(2ppi)4(2pσ)2 (3.1)
Ground state CO has a small permanent electric dipole moment of 0.112 Debye [88],
oriented so that the oxygen is charged positively despite its larger electronegativity.
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The first electronically excited state of CO is a3Π. It has an orbital configuration
given by
a3Π : (1sσ)2(1sσ∗)2(2sσ)2(2sσ∗)2(2ppi)4(2pσ)1(2ppi∗)1 (3.2)
where the electron density around the carbon of the orbital 2ppi∗ is significantly
lower then the orbital 2pσ, from which the electron is excited [89]. For this reason
this excited state has an order of magnitude larger electric dipole moment, exper-
imentally measured to be 1.37 Debye [90], which points from the oxygen to the
carbon atom. This large dipole moment makes this state suitable for manipula-
tion with electric fields. The a3Π state is metastable with a relatively long lifetime
of 2.63 ms [91]. This time is sufficiently long to use this state in molecular beam
experiments where usual time from the first interaction to the detection is of the
order of several hundreds of microseconds. Another advantage of metastable CO
is that it carries around 6.0 eV of internal energy. This facilitates detection: when
a molecule hits a clean gold surface, this internal energy is converted into a free
Auger electron that can be efficiently detected, for example with a micro-channel
plate detector. Finally, CO can be easily obtained in bottles, and the production
of molecular beams is then straightforward. In this chapter, the Hamiltonian of the
carbon monoxide is briefly reviewed with special attention to the vibrational and
rotational part. The discussion is based on references [92–96], which are suggested
for a more detailed analysis.
3.1 Hund’s Case (a)
There are various ways in which the angular momenta can coupled to each other
in diatomic molecules, giving rise to the various Hund’s coupling cases [97]. The
Hund’s cases are usually indicated with letters from (a) to (e) that correspond
to idealized cases where some terms, appearing in the molecular Hamiltonian and
involving couplings between angular momenta, are assumed to dominate over all the
other terms. The following angular momenta, neglecting the hyperfine structure, are
involved in the description of Hund’s cases:
Lˆ : electronic orbital angular momentum
Sˆ : electronic spin angular momentum
Jˆ : total angular momentum
Nˆ : total angular momentum excluding electron spin, so that Nˆ = Jˆ − Sˆ
Rˆ : rotational angular momentum of nuclei Rˆ = Nˆ − Lˆ
The first of these cases, referred to as Hund’s case (a), is illustrated in the vec-
tor diagrams shown in Fig. 3.1. It provides a good picture of the case of excited
carbon monoxide molecule in the a3Π state, for small J values. This case describes
the situation in which the coupling between electronic spin and electronic angular
momentum is large compared to the interaction between nuclear rotation and elec-
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Figure 3.1: Angular momenta coupling in Hund’s case (a). See text for details.
tronic motion, and both these interactions are much smaller than the electrostatic
coupling of the electronic orbital angular momentum of the unpaired electrons to
the internuclear axes. The projection Lˆz of the orbital angular momentum Lˆ on the
the internuclear axis is well defined and yields the quantum number Λ. Furthermore
the spin-orbit coupling is strong enough to couple the total electronic spin Sˆ to Lˆ
so that also the projection of Sˆ over the internuclear axis, Sˆz, is well defined and
labeled with quantum number Σ.
These two projection quantum numbers give rise to a total electronic angular
momentum projection Ω = Λ + Σ and the coupling between Ωˆ and Rˆ forms a
total angular momentum given by Jˆ = Ωˆ + Rˆ. The precession of Lˆ and Sˆ about
the internuclear axes is assumed to be much faster than the nutation of Ωˆ and
Rˆ about Jˆ . Since Jˆ obeys to the common commutation relations of the angular
momentum operators, it is possible to quantize its projection along a space-fixed
axis, JˆZ , yielding the quantum number M . We can therefore define the following
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eigenvalues corresponding to the operators:
Jˆ2|JSΩΛΣM〉 = J(J + 1)|JSΩΛΣM〉
Sˆ2|JSΩΛΣM〉 = S(S + 1)|JSΩΛΣM〉
Jˆz|JSΩΛΣM〉 = Ω|JSΩΛΣM〉
Lˆz|JSΩΛΣM〉 = Λ|JSΩΛΣM〉
Sˆz|JSΩΛΣM〉 = Σ|JSΩΛΣM〉
JˆZ |JSΩΛΣM〉 = M |JSΩΛΣM〉
(3.3)
A problem of the chosen basis function is that the parity is not defined. In other
words, such a basis is not an eigenfunction of the inversion operator that reverses
the sign of all coordinates in the space-fixed coordinate system. Since the inversion
operator commutes with any purely electromagnetic Hamiltonian, a definite parity
function can be defined by symmetrizing the wave function
|JSΩΛΣM±〉 = 1√
2
(|JS|Ω||Λ||Σ|M〉 ± (−1)J−S|JS−|Ω|−|Λ|−|Σ|M〉) (3.4)
Now, in this new base with definite parity, the quantum number Λ is assumed to
be positive while Σ can still vary from −S to S and Ω can consequently vary from
Λ − S to Λ + S. If S ≤ Λ, Ω will always be positive and J = Ω,Ω + 1,Ω + 2, ....
Unless an external electric field is applied or electronic states are perturbed, states
with different parity are degenerate. The Λ = 1 states ( Π states) can mix with
Λ = 0 states (Σ states) that can remove the degeneracy. This effect can split the
levels of different parity leading to the so called Λ-doubling splitting. In this case
each J level splits in two states with opposite parity named by symbols + and −.
Since in the following text the spherical tensorial notation is used, we introduce
the basic concepts of these operators to facilitate the reading. If we consider a
generic vector A defined in a cartesian plane as A = Axi + Ayj + Azk where i, j
and k are the cartesian unitary vector, the spherical tensor of rank 1 acting on it
satisfies the following relations
T 10 (A) = Azk
T 1±1(A) = ∓
1√
2
(Axi± iAyj) = ∓ 1√
2
A±
(3.5)
where the term A± appears more familiar if we consider the generic vector A as an
angular momentum operator like Lˆ, Sˆ or Jˆ in which, for example, the operators Jˆ+
and Jˆ− are the ladder operators that satisfy the following commutation relations
[Jˆz, Jˆ±] = ±Jˆ±
[Jˆ+, Jˆ−] = 2Jˆz
(3.6)
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In the following text it is also useful to write a scalar product between two generic
vectors or operators Aˆ and Bˆ in terms of spherical tensors, where the following rule
is valid
Aˆ · Bˆ =
∑
q
(−1)qT 1−q(Aˆ)T 1q (Bˆ) (3.7)
In this equation the q index ranges from q = −1, 0,+1 because the spherical tensor
has rank 1.
3.2 Effective Hamiltonian for CO
The general Hamiltonian Hˆ for a molecule is a very complex operator because it
includes many terms to describe the energetic levels precisely. Usually, it includes
the kinetic energies of the electrons and nuclei and their respective attraction and
repulsion, but also coupling between spins, spin-orbit and so on. Since all these
terms of the complete Hamiltonian contribute with different weights to the final
energy, the Hamiltonian can be simplified by making some assumptions. The most
important is the Born-Oppenheimer approximation in which the coupling between
the electronic and the nuclear motion is neglected. This assumption is based on the
fact that the nuclear mass is much larger than the electron mass. Consequently, the
electron cloud can adapt immediately to the nuclear motion. This allows to separate
the electronic motion from the vibrational one, in each electronic state. A hierarchic
structure can thus be defined, in which different terms in the complete Hamiltonian
dominate over others, that can be treated as perturbations. In a diatomic molecule
the energy splitting between different electronic states is typically of the order of
20000 cm−1. Each of these states supports a set of closer energy levels due to the
vibration of the molecular nuclei with a typical spacing of about 1000 cm−1, that in
turn shows a much closer set of rotational levels spaced by about 1 cm−1.
This hierarchic structure is the starting point of the Effective Hamiltonian ap-
proach, which is a method to describe the leading contributions to the dynamics, by
treating the weaker interaction terms perturbatively. The effective Hamiltonian can
thus provide the same energy levels of the complete initial Hamiltonian, within the
desired level of accuracy. For instance, electronic, vibrational and rotational levels
are treated and solved separately, while their mutual weaker interactions, considered
as perturbations, lead to energy correction and level splitting phenomena.
An approach to calculate the effective Hamiltonian is the use of a succession of
contact or Van Vleck transformations [92]. The basic idea is to apply a unitary
transformation T on the initial Hamiltonian to decouple as much as possible various
subsets of the different degrees of freedom. This procedure allows to effectively
decouple the electronic and vibrational states from all the remaining terms, such as
rotations and spin-dependent terms.
Let us consider an Hamiltonian Hˆ as the sum of its diagonal part Hˆ(0) with the
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off-diagonal part λHˆ ′ as
Hˆ = Hˆ(0) + λHˆ ′ (3.8)
where λ is the perturbation parameter. We introduce the unitary transformation T
that can be cast in the form
T = eiλS1eiλ
2S2 ... (3.9)
where S1, S2, etc. are Hermitian operators that are chosen so that they remove the
off-diagonal contributions of the order λ, λ2, etc., respectively. The new Hamiltonian
H˜, obtained by applying the following transformation
H˜ = T−1HˆT (3.10)
can be perturbatively decomposed into the following terms
H˜ = H˜(0) + λH˜(1) + λ2H˜(2) + ... (3.11)
that have to be compared, order-by-order, with the right-hand terms of Eq. 3.10. By
doing this, it is possible to correct the eigenvalues of the Hamiltonian H˜(0), that are
the same of the diagonal matrix Hˆ(0), with the off-diagonal contribution of Hˆ ′ at the
desired order. We can therefore obtain an effective diagonal matrix with eigenvalues
that approximate the eigenvalues of the initial non diagonal matrix to the desired
accuracy.
In the following it is shown how to use this approach to solve the complex
Hamiltonian of a diatomic molecule.
The complete Hamiltonian for a diatomic molecule, like carbon monoxide, can
be written as a sum of different terms accounting for the different interactions.
Let us first consider the case without any external field. The additional effect of
external fields, in particular magnetic field, is included later in this chapter. This
Hamiltonian can be written (in a molecule-fixed reference system) as
Hˆ = Hˆelec +
Pˆ 2r
2µ
+B(r)hc(Nˆ − Lˆ)2 + Hˆ(e)SO + Hˆ(n)SO + Hˆ(e)SS + Hˆ(t)SS (3.12)
where the first term corresponds to the sum of the kinetic electron energy and the
coulomb potential between all the charged particles, while the second term accounts
for the vibrational kinetic energy, in which µ is the reduced mass of the nuclei M1
and M2, i.e. µ = M1M2/(M1 +M2). The next term is the rotational kinetic energy,
where the function B(r) is the rotational coefficient, equal to ~/(4picµr2), being r
the distance between the two nuclei. The last four terms are respectively the spin-
orbit and the spin-other-orbit operator, which contains the electronic and nuclear
momenta and, finally, the scalar and tensor part of the spin-spin electron interaction.
The explicit form of all the terms can be found in [96].
The procedure to obtain the effective Hamiltonian usually proceeds in two steps.
First we decouple all the different electronic states by deriving an intermediate effec-
tive Hamiltonian acting only on all the vibrational states inside a single electronic
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state. Thus, the operators remain functions of the vibrational coordinate r. In
the second step, the terms in this Hamiltonian which couple the different vibra-
tional states are removed, resulting in an operator that acts only inside the single
vibrational state on one electronic level.
In the following n addresses a single electronic state. The first step consists on
the application of the electronic contact transformation. This modifies the initial
Hamiltonian Hˆ in a new Hamiltonian Hˆn, on which the off-diagonal matrix elements
on the basis n are removed at the desired order, without altering the eigenvalues of
the initial Hamiltonian. For a molecule in which the spin-orbit coupling is smaller
than the electronic interval, the Hund case (a) basis can be used as an electronic
state vector with
Hˆelec|n, S,Λ,Σ, r〉 = Vn(r)|n, S,Λ,Σ, r〉 (3.13)
where Vn(r) indicates the eigenvalue of the electronic Hamiltonian as a function
of the internuclear distance r. The Hamiltonian Hˆelec can be considered, for the
previous considerations, the zero-th order Hamiltonian, while all the others terms
are the perturbation Hˆ ′. The Vn(r) and |n, S,Λ,Σ, r〉 are thus the zero-th order
eigenvalues and eigenstates. The perturbation process allows to write Hˆ ′ on the
basis of |n, S,Λ,Σ, r〉 in such a way that the off-diagonal matrix elements in n are
much smaller than the terms Vn(r) accordingly to the perturbation order. The new
Hamiltonian can thus be written as
Hˆn =Vn(r) + V
ad
n (r) + V
sp
n (r) +
Pˆ 2r
2µ
+
+Bn(r)hcNˆ
2 + An(r)hcLˆzSˆz+
+γn(r)hcNˆ · Sˆ + 2
3
hcλn(r)(3Sˆ
2
z − Sˆ2)+
+(on + pn + qn)
∑
q=±1
e−2qiψT 1q (Sˆ)T
1
q (Sˆ)
−(pn + 2qn)
∑
q=±1
e−2qiψT 1q (Jˆ)T
1
q (Sˆ)
+qn
∑
q=±1
e−2qiψT 1q (Jˆ)T
1
q (Jˆ)
(3.14)
The last three terms represent the Λ-doubling contributions that, at this level of
approximation, are non zero only for a Π electronic state. The new terms V adn (r)
and V spn (r) can also be included in the Vn(r), the zero-th order contribution to the
electronic energy. The V adn (r) operator indicates the adiabatic contribution that
describes the first-order effect of the nuclear kinetic energy within the electronic
state. At first-order, its effect is much smaller than Vn(r), but has to be considered,
when the isotopic dependence of the electronic state is investigated. The term V spn (r)
takes into account the spin-spin coupling at first-order and the spin-orbit-coupling
at second-order to the electronic energy. The Hamiltonian Hˆn does not contain
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any term coupling different electronic states, but, as mentioned before, a second
transformation has to be performed in order to decouple the different vibrational
states inside the single electronic state n.
In this case the new zero-th order Hamiltonian describing the vibrational motion
results in the following equation(
Vn(r) +
Pˆ 2r
2µ
)
|n, v〉 = hc(Ene +G(0)nv )|n, v〉 (3.15)
where we have introduced the vibrational quantum number v. In order to calculate
the eigenvalues of this Hamiltonian, we can express the potential Vn(r) as a power
series of displacement x = r − re of the internuclear distance r from its equilibrium
position re. Assuming that the position r = re corresponds to the minimum of the
potential at which Vn(re) = Ene, we can write the potential Vn(r) as
Vn(r) =Vn(re) +
(
∂Vn(r)
∂r
)
re
x+
1
2
(
∂2Vn(r)
∂r2
)
re
x2 + ...
=Ene +
1
2
a1x
2 +
1
6
a2x
3 +
1
24
a3x
4 + ...
(3.16)
where ai are the expansion coefficients. It immediately follows that the second order
term of this expansion gives rise to the harmonic oscillator Hamiltonian, for which
the eigenvalues are known to be proportional to (v+1/2). The higher order terms are
the anharmonic terms, which can be solved for the harmonic oscillator Hamiltonian
resulting in the following eigenvalues
G(0)nv = ωe
(
v +
1
2
)
− ωexe
(
v +
1
2
)2
+ ωeye
(
v +
1
2
)3
+ ... (3.17)
where the coefficients ωe, ωexe and ωeye are spectroscopic coefficients commonly
used in literature for the description of the vibrational eigenvalues. Notice that
the superscript (0) in the vibrational eigenvalues remembers that only the zero-th
vibrational potential energy function Vn(r) has been used, while the higher order
terms as V adn (r) and V
sp
n (r) have been neglected. This assumption is justified in the
case of a light molecule, as CO, and allows us to write an isotopically independent
expression for the vibrational eigenvalues.
Using the operator in Eq. 3.15 as zero-th order Hamiltonian, all the remain-
ing terms of Eq. 3.14 are treated as perturbations. As before, a second contact
transformation is performed by considering only the first-order terms and the more
significant second-order terms to derive the new effective Hamiltonian Hˆnv, which
acts only inside each vibronic state. The validity condition for this new operators,
as usual, is that the perturbation matrix elements introduce contributions much
smaller than the vibrational spacing. The first order terms can be simply consid-
ered as a modification of the various functions X(r) appearing in Eq. 3.14, i.e. the
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functions Bn(r), An(r), etc.. The modification consists in the expansion of the dif-
ferent functions as a power series of (v + 1/2), due to the anharmonic oscillator
corrections, as
X(r) = Xne + b1
(
v +
1
2
)
+ b2
(
v +
1
2
)2
+ ... (3.18)
where Xne and bi indicate the value of the function at r = re and the expansion
coefficients respectively. Since these terms introduce only minor corrections, the
larger contribution is expected to come from terms that are strongly dependent on
r, as the rotations. Therefore, it is common in literature to find only the function
Bn(r) expanded in power series as
Bnv = Be − αe
(
v +
1
2
)
+ γe
(
v +
1
2
)2
+ (3.19)
where Be = ~/(4picI), being I = µr2e the moment of inertia of the molecule, while
αe and γe are the other common spectroscopic coefficients used for the power ex-
pansion. The resulting Hˆnv effective Hamiltonian, for the rotation-spin structure of
the vibronic state nv, can thus be written as
Hˆnv
hc
= Ene +Gnv + Hˆrot + HˆCD + HˆSO + HˆSS + HˆSR + HˆLD (3.20)
in which the first two terms are the electronic state energy and the vibrational
energy, while all the others are the following
Rotational kinetic energy
Hˆrot = BnvNˆ
2 (3.21)
Centrifugal distortion
HˆCD = −DnvNˆ4 (3.22)
This term results from the mixing of the vibrational levels due to the term
Bn(r). Also the coefficient Dnv is expanded in power series as
Dnv = De + βe
(
v +
1
2
)
+ ... (3.23)
where De and βe are common reported spectroscopic constants.
Spin-orbit coupling
HˆSO = AnvLˆzSˆz +
AnDv
2
{Nˆ2, LˆzSˆz} (3.24)
Here the second term is due to the centrifugal distortion of the spin-orbit due
to the fact that the electronic motion is slightly influenced by the position of
the nuclei. The curly bracket indicates the anti-commutator.
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Spin-spin coupling
HˆSS =
2
3
λnv(3Sˆ
2
z − Sˆ2) +
λnDv
2
{Nˆ2, 3Sˆ2z − Sˆ2} (3.25)
Also this expression includes the second-order centrifugal distortion term mod-
ifying the spin-spin coupling
Spin-rotation coupling
HˆSR = γnvNˆ · Sˆ + γnDv
2
{Nˆ2, Nˆ · Sˆ} (3.26)
Again we have included the presence of a second-order contribution coming
from the centrifugal distortion term
Λ-doubling term
HˆLD =
1
2
∑
q=±1
{(onv + pnv + qnv) + (onDv + pnDv + qnDv)Nˆ2, e−2qiψT 1q (Sˆ)T 1q (Sˆ)}+
− 1
2
∑
q=±1
{(pnv + 2qnv) + (pnDv + 2qnDv)Nˆ2, e−2qiψT 1q (Jˆ)T 1q (Sˆ)}+
+
1
2
∑
q=±1
{qnv + qnDvNˆ2, e−2qiψT 1q (Jˆ)T 1q (Jˆ)}
(3.27)
This term produces a second-order effect that mixes different electronic states. Pre-
cisely, due to this term, each level labeled by a defined rotational, vibrational and
electronic quantum number, splits in two states with opposite parity. This phe-
nomena arises from the coupling between rovibrational states, lying within different
electronic eigenstates, due to the rotational and spin-orbit Hamiltonians. Indeed,
when these last terms are neglected, namely in the absence of rotations, the parity
is a symmetry and therefore energy eigenstates, containing both states of opposite
parity, are doubly degenerate. Now, HˆLD is the term responsible for the breaking of
parity symmetry, thus leading to Λ-doubling splitting. In HˆLD there are three pa-
rameters, which can be fixed experimentally, and an exponential factor e±2iψ, which
multiplies each operator product and then ensures explicitly that HˆLD has non-zero
matrix elements only between states with Λ = 1 and Λ = −1. In fact, by assuming
an effective form of the Λ component of the wave function |Λ〉 = 1√
2pi
eiΛψ, where the
phase ψ is the electron orbital azimuthal angle, the matrix element 〈Λ1|e±2iψ|Λ2〉,
obtained by integrating over ψ, will be vanishing unless Λ1 = ±1 and Λ2 = ∓1.
Therefore, HˆLD can only connect states with Λ = 1 to states with Λ = −1. Rela-
tionships connecting parameters αe, βe, γe with ωe, ωexe and Be can be found in [98]
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and in [99]. The energy of the complete Hamiltonian is thus obtained by finding the
eigenvalues of the different operators on the chosen basis set1.
3.2.1 Eigenvalues of the Hamiltonian
In the previous section we have seen how to derive a simple form of the effective
Hamiltonian for a well defined vibronic state |nv〉. In this section we provide the
eigenvalues of the different contribution skipping sometimes the complete derivation
procedure that can be found in [93, 94, 96]. The first term to solve is the rotational
Hamiltonian that is proportional to Nˆ2. We can thus rewrite this terms as function
of Jˆ and Sˆ as
Hˆrot = BnvNˆ
2 = Bnv(Jˆ − Sˆ)2 = Bnv(Jˆ2 + Sˆ2 − 2Jˆ · Sˆ) (3.30)
Since the operators Jˆ2 and Sˆ2 are already diagonal in the Hund case (a) basis set,
the eigenvalues are simply J(J + 1) and S(S + 1) respectively. The dot product
cannot be directly evaluated on this basis, since it can mix terms of different Σ. To
perform this calculation, we can write the dot product by using spherical tensors as
Jˆ · Sˆ =
∑
q
(−1)qT 1−q(Jˆ)T 1q (Sˆ) (3.31)
where the q index ranges from q = −1, 0,+1.
Since the Sˆ operator is defined in the molecules-fixed axis, while the operator Jˆ
has to be defined in an external coordinate system, the spherical tensor base on Jˆ
has to be rotated into the external coordinate system. This can be done by applying
a rotational matrix on the spherical tensor based on Jˆ and the dot product can be
solved providing a total rotational energy contribution equal to
1
Bnv
〈JSΩΛΣM |Hˆrot|JSΩ′ΛΣ′M〉 =
δΩΩ′δΣΣ′ [J(J + 1) + S(S + 1)]−
2
√
J(J + 1)(2J + 1)(−1)J−Ω
(
J 1 J
−Ω Ω− Ω′ Ω′
)
√
S(S + 1)(2S + 1)(−1)S−Σ
(
S 1 S
−Σ Σ− Σ′ Σ′
)
(3.32)
1A first estimation of the total energy of the rovibrational motion of the nuclei, ignoring the
spin dependent contributions, can be obtained using the Dunham expansion series [99]
ET =
∑
kl
Ykl
(
v +
1
2
)k
[J(J + 1)]l (3.28)
where the coefficients are
Y10 ≈ ωe, Y20 ≈ ωexe, Y01 ≈ Be, Y02 ≈ De, Y11 ≈ αe, ... (3.29)
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where a general Wigner 3− j symbol is defined in terms of Clebsch-Gordon coeffi-
cients by (
j1 j2 j3
m1 m2 m3
)
=
(−1)j1−j2−m3√
2j3 + 1
〈j1m1j2m2|j3(−m3)〉
while δij simply denotes the Kronecker-delta function.
The spin-orbit effective Hamiltonian term is equal to
HˆSO = AnvLˆzSˆz (3.33)
that is already diagonal on the basis set with eigenvalues
〈JSΩΛΣM |HˆSO|JSΩΛΣM〉 = AnvΛΣ (3.34)
The two contributions, deriving from both the coupling of electron spins with each
other and the coupling of the electron spin to the rotation of the nuclei, are repre-
sented by HˆSS and HˆSR terms which are respectively equal to
HˆSS =
2
3
λnv(3Sˆ
2
z − Sˆ2)
HˆSR =γnvNˆ · Sˆ
(3.35)
The spin-spin Hamiltonian HˆSS is diagonal in the Hund case (a) basis set. In fact,
the operator Sˆ2z has the eigenvalue Σ, while the operator Sˆ
2 has the eigenvalue
S(S + 1). The eigenvalue of the first Hamiltonian is therefore
〈JSΩΛΣM |HˆSS|JSΩΛΣM〉 = 2
3
λnv(3Σ
2 − S(S + 1)) (3.36)
The spin-rotation Hamiltonian HˆSR can be diagonalized, similarly to the case of
the rotational operator. Since the total angular momentum Nˆ can be expressed as
Nˆ = Jˆ − Sˆ, the Hamiltonian HˆSR has a term of the type −Sˆ2 that is diagonal over
the Hund’s case (a) basis and a term Jˆ · Sˆ that can mix states with different Σ
values. Since we have already calculated the eigenvalues of this latter operator, we
can directly write down the eigenvalues of the spin-spin operator as
〈JSΩΛΣM |HˆSR|JSΩ′ΛΣ′M〉 =
γ
√
J(J + 1)(2J + 1) (−1)J−Ω
(
J 1 J
−Ω Ω− Ω′ Ω′
)
√
S(S + 1)(2S + 1) (−1)S−Σ
(
S 1 S
−Σ Σ− Σ′ Σ′
)
− γδΩΩ′δΣΣ′S(S + 1)
(3.37)
Another important contribution is the Λ-doubling term HˆLD, resulting from the
perturbation of a Π state, i.e. Λ = 1, by a different electronic Λ = 0 state, i.e. Σ
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state. The effect of this interaction is to separate levels of different parity, which
otherwise are degenerate. These contributions are in general not important unless
a Σ state is nearby. In the case of a3Π state of CO, the a′3Σ+ state is located
around 7000 cm−1 higher energy. The v = 4 vibrational level of the a3Π is only
200 cm−1 lower than the first vibrational state in a′3Σ+. For this reason, the coupling
between these different electronic states has been included in the complete effective
Hamiltonian. These terms are the following
HˆLD =(onv + pnv + qnv)
∑
q=±1
e−2qiψT 1q (Sˆ)T
1
q (Sˆ)
− (pnv + 2qnv)
∑
q=±1
e−2qiψT 1q (Jˆ)T
1
q (Sˆ)
+ qnv
∑
q=±1
e−2qiψT 1q (Jˆ)T
1
q (Jˆ)
(3.38)
where the only non-zero matrix elements are those which connect the components
Λ = +1 and Λ = −1. The coefficients onv, pnv and qnv are the usual spectroscopic
coefficients, and in many articles they are reported already grouped as they appear,
i.e. (onv + pnv + qnv), (pnv + 2qnv) and qnv.
There are two central points concerning the Λ-doubling Hamiltonian: first, it
can only connect states of different Λ and same parity. Second, the eigenvalues of
HˆLD, in a definite-parity basis set, can be written as
〈JSΩΛΣM ± |HˆLD|JSΩ′ΛΣ′M±〉 = ±1
2
(−1)J−S[
(onv + pnv + qnv)δΩ+Ω′,0
√
(S − Σ− 1)(S − Σ)(S + Σ + 1)(S + Σ + 2)
− (pnv + 2qnv)δΩ+Ω′,1
√
(J − Ω + 1)(J + Ω)(S − Σ)(S + Σ + 1)
+ qnvδΩ+Ω′,2
√
(J − Ω + 1)(J − Ω + 2)(J + Ω− 1)(J + Ω)
]
(3.39)
while, if a non definite-parity basis set is used, it follows a much more complicated
expression. The three terms explicitly show that the Λ-doubling Hamiltonian have
matrix elements with ∆Ω = 0,±1.
The last contribution that we are going to consider is the centrifugal distortion.
Since the rotational constant Bn(r) depends on internuclear distance r, a second
order correction term arises to be proportional to the fourth power of the operator
Nˆ as
Hˆrotcd = −DnvNˆ4 = −Dnv(Nˆ)2(Nˆ)2 (3.40)
The eigenvalues of this operator can be found in close analogy to what has been
done for the rotational terms, which depend on Nˆ2.
Also the other parameters in Eq. 3.14 depend on the internuclear distance r,
and second order correction terms can be derived for all the relative operators. If
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we consider the spin-orbit term, involving the coefficient An(r) over the internuclear
distance, we can derive the centrifugal distortion second order correction term to
the spin-orbit as
HˆSOcd =
AnDv
2
{Nˆ2, T 10 (Lˆ)T 10 (Sˆ)} (3.41)
where AnDv is the centrifugal distortion coefficient. All of these terms arise from
second order coupling between the rotations of the molecules. The main other
important second order terms are the following
HˆSScd =
λnDv
2
{Nˆ2, 3Sˆ2z − Sˆ2}
HˆSRcd =
γnDv
2
{Nˆ2, Nˆ · Sˆ}
HˆLDcd =
onDv + pnDv + qnDv
2
∑
q=±1
{Nˆ2, e−2qiψT 1q (Sˆ)T 1q (Sˆ)}
− pnDv + 2qnDv
2
∑
q=±1
{Nˆ2, e−2qiψT 1q (Jˆ)T 1q (Sˆ)}
+
qnDv
2
∑
q=±1
{Nˆ2, e−2qiψT 1q (Jˆ)T 1q (Jˆ)}
(3.42)
whose treatments and solutions is described in the already previously cited publica-
tions. These terms are usually neglected in the majority of the molecular coefficient
database because with the common resolution of the measured spectra their contri-
bution cannot be resolved.
3.2.2 Molecular Constants of CO
Since the state with which we are working is an a3Π state, using the definite parity
basis vectors we can write the eigenvector as
|(Λ = 1)(S = 1)(Σ = Ω− 1)JΩM±〉 (3.43)
where Ω can assume only values 0, 1, and 2. All the different constants used in the
previous sections to describe the different terms of the Hamiltonian and the relative
eigenvalues are listed in Tab. 3.1, where the most accurate coefficients present in
literature are reported. These parameters can be accurately determined from pre-
cise spectroscopic data. There are several publications in which this constants are
derived, with different accuracies, but we have reported only the most precise. For
12CO, experimental data used to extract molecular coefficients are available in [90],
mainly based on the Λ-doubling splitting by means of radio-frequency and also ad-
dressed in millimeter and sub-millimeter wave spectroscopy of transitions between
rotational states in different vibrational levels as reported in [100–102] and [103].
Rovibrational spectra [104] and [105] provide almost all the parameters for the dif-
ferent vibrational states up to v = 3; comparison with previous publications as [106]
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and [107] is also reported. Optical spectra involving transitions from the absolute
ground state to the a3Π state are presented in [106] and [86].
A list of these parameters for 12CO is shown in Tab. 3.1 for the v = 0 and the
v = 1 vibrational states in the excited a3Π state. All the units are in cm−1. The pa-
rameter Ene is an offset parameter chosen in a way that the zero energy corresponds
to the absolute ground state of the carbon monoxide, i.e. the X1Σ+, v = 0, N = 0
state.
Some of the cited articles use the R2− or N2−Hamiltonian formalism2 and the
obtained parameters cannot be directly compared. For this purpose the transfor-
mation listed here have been used [104]
ANnv = A
R
nv − ARnDv − γRnv
BNnv = B
R
nv + qnv/2 + 2D
R
nv
γNnv = γ
R
nv − pnv/2
ANnDv = A
R
nDv
DNnv = D
R
nv
anv = −onv
p+nv/2 = pnv
q+nv/2 = qnv
(3.44)
where the parameters denoted with the superscript R are those obtained in the
R−Hamiltonian formalism, while the superscriptN indicates the coefficient obtained
in the N−Hamiltonian formalism. See for example [102]. Special attention has to be
paid on the parameter Anv: sometime this parameter comes from fitting procedures
regarding the parameter AnDv or γnv. As described in [96], it is not possible to fit
the parameters AnDv and γnv at the same time and the value of Anv is influenced
by the choice of the parameter varied. For this reason the comparison between Anv
values from different articles has to be made carefully.
3.2.3 Energy Levels Calculations
The molecular coefficient values listed in Tab. 3.1 have been used to derive the
energy levels of the lower rotational states in the lowest vibrational state v = 0 of
the electronic state a3Π with Ω = 0, 1, 2. The results of this calculation are shown
in Fig. 3.2, where energies are indicated in cm−1. The three manifolds are labelled
by the different values of Ω. For every rotational level, the Λ-doubling splitting is
also shown together with its parity. Finally, the energy of the |v = 1, J = 1,−〉
state was also calculated, yielding a transition energy for the vibrational excitation
2We have derived the rotational Hamiltonian as Hˆrot = BnvNˆ
2. In many paper the rotational
Hamiltonian is written in terms of the operator Rˆ2 = (Nˆ − Lˆ)2 and the spectroscopic molecular
constants used in the two cases have to be carefully matched.
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Table 3.1: Molecular parameters of the a3Π state of 12CO in the vibrational level
v = 0 and v = 1. All parameters are given in cm−1. The number inside parenthesis
indicates the uncertainty over the last reported digits for each coefficient.
Parameter a3Π of 12CO Value [cm−1]
Ene 48471.537(2)
ωe 1743.76134(73)
ωexe 14.578941(462)
ωeye -0.0049200(764)
Be 1.69115125(817)
De 6.2493(794)·10−6
αe 0.0189083(114)
γe -6.126(286)·10−5
βe 1.801(638)·10−7
v = 0 v = 1
Anv 41.432(2) 41.278(3)
AnDv 1.06(11)·10−3 -3.49(8)·10−4
Bnv 1.68167658(6) 1.662623(2)
Dnv 6.3771(7)·10−6 6.412(5)·10−6
λnv 1.78(7)·10−2 0.0268(6)
γnv 1.40(13)·10−2 0
onv + pnv + qnv 0.8753(14) 0.9113(3)
pnv + 2qnv 5.60(29)·10−3 4.14(3)·10−3
qnv 6.16(4)·10−5 6.3(4)·10−5
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a3Π1 : |v = 1, J = 1,−〉 ← |v = 0, J = 1,+〉 of 1714.52 cm−1 (∼ 5.83 µm). Using
the frequency standard referenced mid-IR radiation discussed in Chapter 1 and 2, at
the end of this thesis we will see that we measure this transition at ∼1714.49 cm−1,
about 1 GHz away.
3.2.4 Effect of External Magnetic Field
When the molecules, as well as atoms, are subjected to an external magnetic field
B, the Zeeman effect induces a splitting of the energy levels. This splitting is
proportional to the molecule magnetic moment operator, written as the sum of the
orbital and spin contributions, each one multiplied by the relative gyromagnetic
factor gL and gS, as
µˆ = −µB(gLLˆ+ gsSˆ) (3.45)
where µB is the Bohr magneton with gL = 1 and gS ' 2.00232. The Zeeman
Hamiltonian can thus be written as
HˆZeeman = −B · µˆ = µBB · (gLLˆ+ gsSˆ) (3.46)
If no higher accuracy is needed, all the other contributions arising from the nu-
clear spin or from the rotating motion of the molecule can be neglected. Using the
spherical tensor operator, the dot product can be written as
HˆZeeman =
∑
p
(−1)pµBT 1p (B)(gLT 1−p(Lˆ) + gST 1−p(Sˆ)) (3.47)
where the index p refers to the space-fixed coordinate system over which the spherical
tensor, acting on the magnetic field B, can be easily defined. The previous equation
results in the following eigenvalues
〈JSΩΛΣM |HˆZeeman|J ′SΩ′ΛΣ′M ′〉 =∑
p
µBT
1
p (B)(−1)M−Ω+p
(
J 1 J ′
−M −p M ′
)(
J 1 J ′
−Ω Ω− Ω′ Ω′
)
√
(2J + 1)(2J ′ + 1)[
gLΛδΣΣ′ + gS(−1)S−Σ
√
S(S + 1)(2S + 1)
(
S 1 S
−Σ −Σ− Σ′ Σ′
)] (3.48)
In reference to the symmetrization of the basis under parity operator expressed in
Eq. 3.4, when the Hamiltonian is evaluated over the defined parity basis vectors, it
turns out that the Zeeman Hamiltonian only mixes states with the same parity.
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Ω = 0
48432.575
+- 48434.325
48437.411+-
48435.673
48441.874+-
48443.587
48452.863+- 48451.187
48463.621+- 48465.252
48480.772+- 48479.192
48497.916+- 48499.440
48521.275+- 48519.809
J=0
J=1
J=2
J=3
J=4
J=5
J=6
J=7
Ω = 1
48478.474+-
48478.487J=1
48485.080+-
48485.118J=2
48495.000
+-
48495.074J=3
48508.249+-
48508.366J=4
48524.838+-
48525.004J=5
Ω = 2
48531.387+-
48531.389
J=3
48520.353+-
48520.353
J=2
Figure 3.2: Rotational levels in the a3Π, v = 0 state. The spin-orbit coupling
determines three manifold corresponding to the different Ω values. Each rotational
level is then split into two components with opposite parity by the Λ-doubling term.
The energy of each level is expressed in cm−1, where the zero energy corresponds to
the energy of the absolute ground state of the molecule X1Σ+, v = 0, N = 0.
Chapter4
Experimental Setup
A sketch of the molecular beam is shown in Fig. 4.1. A mixture of 20% carbon
monoxide in krypton is expanded through the nozzle of a refrigerated, pulsed valve.
The valve is contained in a first vacuum chamber, which is maintained at a pressure
of about 10−5 mbar by means of a 520 l/s turbomolecular pump backed by a mem-
brane pump. A 1-mm diameter skimmer divides the first chamber from a second one,
which is maintained at an average pressure between 10−7 mbar and 10−6 mbar by
means of two 260 l/s turbomolecular pumps backed by the same membrane pump.
The valve is operated at a 10 Hz repetition rate and it produces a short packet of
supersonic molecules. After the skimmer, the molecules are selectively excited from
their electronic ground state to the first excited state a3Π1 in the |v = 0, J = 1,+〉
level by means of a pulsed laser emitting at 206 nm (see Fig. 4.2 for the energy levels
diagram of CO). From this intermediate state, the desired vibrational transition is
induced by means of the mid-IR laser, described in Chapter 1 and 2, at wavelength
of about 6 µm that transfers the molecules into the |v = 1, J = 1,−〉 level. This
transition takes place in a region where the magnetic field is precisely controlled
with an external set of three pairs of coils, allowing to perform the transition mea-
surements at different values and directions of the magnetic field. After this second
excitation the molecules fly towards the detector: they can be either revealed using
an Auger-electrons detector, where the whole arrival time distribution is recorded,
or by means of resonance multi-photon ionization (REMPI). In the latter case a
third pulsed laser, emitting at about 283 nm, ionizes the molecules with a resonant
two-photon process via the b3Σ+ state. All the laser excitations and detections take
place in this second chamber where, due to the lower pressure, collisions between
background molecules and the beam are negligible.
4.1 Apparatus
The molecules are introduced into the vacuum region by means of a modified series
99 General Valve (Parker Hannifin Corp.). This valve has a 0.76 mm aperture
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Figure 4.1: Overview of the molecular beam. The beam is generated by a pulsed,
cooled valve and than skimmed by a 1 mm diameter skimmer. The supersonic ex-
pansion prepares the molecules in the lower rotational levels of their ground state.
They are than selectively excited by the excitation laser at around 206 nm. After
interacting with the frequency standard referenced mid-IR laser, the molecules con-
tinue their flight towards the detecting region where they can be revealed by means
of an Auger-electrons detector or by means of resonance multi-photon ionization.
sealed by a conical poppet that is connected to a ferrite element. To open the
valve, a short pulse of current (typically ∼100 µs, 300 V) is sent through a solenoid
surrounding the ferrite element. The temperature of the valve body is controlled by
a flow of cold nitrogen gas, which is pre-cooled with liquid nitrogen, and a resistive
heater. The temperature of the valve is monitored with a type-K thermocouple
and a PID controller (Schneider Electric SE, Eurotherm 2408) acts on the resistive
heater stabilizing the temperature at the desired value. The commercial valve has
been modified so that the pre-load on the spring counteracting the motion of the
ferrite element can be adjusted. This operation can be carried out without breaking
the vacuum and it allows to fine adjust the valve sealing and opening conditions in
a large range of temperature. Adjustment of the valve position can also be done
without breaking the vacuum. The backing pressure of the valve is set to 1 bar
(2 bar absolute).
The supersonic expansion has the great advantage of cooling down the molecules:
the internal energy of the molecules is converted, during the expansion, in kinetic
energy with the effect of a narrow distribution of population in the lowest energy
levels and a supersonic translational velocity. Since the expansion is a basic key for
the experiment, we briefly discuss the underlying physics, see references [108, 109]
for a more complete analysis.
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Figure 4.2: Energy level diagram of the relevant states of CO. Thanks to the super-
sonic expansion, only the lower rotational levels of the ground state X1Σ+, v = 0 are
populated. The excitation laser at around 206 nm is used to induce the transition
a3Π1 : |v = 0, J = 1,+〉 ← X1Σ+ : |v = 0, N = 1〉 that decays back to the ground
state with decay time of 2.6 ms. Once the molecules are excited, a vibrational exci-
tation to the state |v = 1, J = 1,−〉 is triggered by the mid-IR laser. For REMPI, a
third laser is used to ionize the vibrationally excited molecules passing through the
intermediate state b3Σ+ : |v = 1, N = 1〉.
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Figure 4.3: Supersonic expansion. A gas reservoir (valve) on the left contains a gas
at pressure p0 and temperature T0 at thermal equilibrium. Once the valve opens
the gas undergoes a supersonic expansion into vacuum region with pressure pv. The
presence of a skimmer allows for the central part of the beam to pass through it and
the obtained molecular beam travels at supersonic speed over the yˆ direction with
very small velocity components in both transverse directions. The shock zone and
the internal zone of silence are also indicated. In the lower plot, the distribution
of velocity along the yˆ axis N(vy) is reported when gas is stored into the reservoir
(orange) and after the skimmer (blue).
4.1.1 Supersonic Expansion
In general, the expansion of a gas at high pressure p0 into vacuum, at pressure pv,
say five or more orders of magnitude lower than p0, can occur via an effusive or via a
supersonic expansion. In an effusive expansion the number of collisions experienced
by the molecules leaving the reservoir tends to zero. In this case the mean free
path of the molecules inside the reservoir is larger than the diameter of the hole
connecting the reservoir to the vacuum. The velocity distribution of an effusive
beam depends on the temperature T0 of the reservoir.
A supersonic expansion is schematized in Fig. 4.3. To obtain a supersonic ex-
pansion, the number of collisions inside the nozzle must be large. This case can
be described using the continuum model of gas flow in which the gas is described
in terms of continuum mass distribution instead of single particles. At high initial
pressure p0 the effect of viscosity can be neglected and the expansion is so fast that
the particles are not able to exchange heat with the surroundings. The expansion
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can thus be considered adiabatic and isentropic to a good approximation. We can
therefore write the total energy of a mole of the gas with molar mass M in terms of
its enthalpy H = U + pV and its kinetic-flow energy Mv2/2. Here, U is the internal
energy, V the volume of the container and p its pressure. Since the total energy
must be conserved we can write
U0 + p0V0 +
1
2
Mv20 = U + pV +
1
2
Mv2 (4.1)
where the left side of the equation represents the total energy inside the reservoir and
the right side the total energy after the expansion in the vacuum chamber. Usually
the mass exiting the valve can be neglected with respect to the total mass of the gas
in the reservoir and thermal equilibrium inside the valve is assumed. In this case the
mean velocity of the molecules inside the reservoir, v0, can be neglected. Since the
pressure in the vacuum chamber is much smaller than the source pressure, Eq. 4.1
simplifies as
U0 + p0V0 = U +
1
2
Mv2 (4.2)
If all the initial energy U0 + p0V0 is converted into kinetic energy, we obtain a cold
molecular beam traveling at velocity vmax
vmax =
√
2H0
M
(4.3)
For a calorically perfect gas, the molar heat capacity Cp at constant pressure is
assumed to be constant and the enthalpy can be written in terms of temperature as
H(T0) = CpT0. We thus can write Eq. 4.3 as
vmax =
√
2CpT0
M
(4.4)
If the ideal gas undergoes an adiabatic expansion, the final gas temperature can
be related to the initial pressure p0, temperature T0 or volume V0 by the following
relations
T
T0
=
(
p
p0
) γ−1
γ
=
(
p
p0
) R
Cp
T
T0
=
(
V
V0
)1−γ
=
(
V
V0
) 1
1−Cp/R
(4.5)
where p denotes the final pressure after the expansion, R the ideal gas constant and
γ = Cp/Cv =
f+2
f
is the heat capacity ratio, or adiabatic coefficient, calculated using
the molar heat capacitance at constant volume Cv and expressed in terms of number
of degrees of freedom f . In the previous equation, the relation Cp = γR/(γ − 1) for
ideal gases is used.
As shown in Fig. 4.3, the rapid expansion creates a shock zone with thickness
depending on the density of the background gas in the vacuum chamber. The
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internal isentropic region is called zone of silence because the speed of sound in the
expanding gas drops to about zero. Here the expansion properties are independent
of p, because the supersonic flow in this region is not influenced by any external
conditions.
For the CO we have γ = 7/5 and Cp = 7R/2. Thus a reservoir at room temper-
ature yields a maximum velocity of about 790 m/s. However, equations 4.4 and 4.5
suggest that both the final temperature T and velocity vmax can be reduced by act-
ing on the parameters T0, M and Cp—which is desirable because spectroscopy is
facilitated by cold and and slow beams. If for example the reservoir temperature
is lowered to 90 K, we obtain a beam velocity of about 430 m/s. Furthermore re-
ducing T0 from room temperature to 90 K results in a reduction of the final beam
temperature of another factor 3. To further reduce the final temperature and ve-
locity we have to act on the molecule mass and heat capacitance. Since there is no
way to directly change the physical properties of CO, we can mix a small fraction
of CO with a heavy noble gas such as krypton, in the so-called seeding technique.
In this condition the molar mass M and the molar heat capacitance Cp have to be
recalculated following the relations
M =
∑
i
aiMi and Cp =
∑
i
aiCp,i (4.6)
that represent the average of the molar mass Mi and the molar heat capacitance
Cp,i of the mixture elements weighted by their mole fractions ai. The new average
mass is higher than that of a non seeded beam and the final velocity decreases.
In addition, since the carrier gases are monoatomic, their heat capacitance equal
to Cp = 5/2R, smaller than pure CO. The optimal conditions for our experiments
have been found to be a mixture of 20% CO in krypton at 2.0 bar (absolute), with
the valve kept at 140 K. The expected maximum velocity is 294 m/s, against an
observed 310 m/s. If we assume a pressure p = 5 · 10−5 mbar, we obtain a final
calculated temperature of T ∼ 0.2 K.
It is important to notice that the estimation of final temperature refers only
to the translational motion and it is used to characterize the velocity spread of
the beam in the forward direction. It does not correspond to the temperature
of the internal degrees of freedom of the molecules. The energy transfer between
the molecules during the expansion is mediated by collisions. The collisional cross
section for elastic scattering, which yields translational energy transfer, is bigger
than the inelastic cross section, which yields energy transfer between rotations or
vibrations. Consequently, rotations and vibrations are not cooled as efficiently as
the translational motion. Thus we have
Ttrans < Trot < Tvib (4.7)
Vibrations are usually about one order of magnitude warmer than rotations that, in
turn, are one order of magnitude warmer than translations.
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4.2 Laser System
After the supersonic expansion and the passage through the skimmer, the CO
molecules are distributed over the lowest rotational levels of the X1Σ+, v = 0 ground
state. The ground state of CO has a small electric dipole moment that makes this
state not suitable for Stark manipulation. The first electronic excited state, instead,
presents an electric dipole moment of 1.37 Debye, more than one order of magni-
tude higher than in the ground state, and suitable for molecular manipulation using
electric fields. This thesis work did not deal with Stark decelerators but it is part
of a broader endeavor aimed at ultra-precise measurements using cold molecules.
Deceleration and trapping of polar molecules are thus parts of future experiments.
Moreover, the spectroscopic data available in literature for excited states are, nowa-
days, less accurate than for the ground state, thus making measurements on the a3Π
state more interesting.
The transition between the states X1Σ+ and a3Π connects a singlet to a triplet
spin state and is therefore spin-forbidden. However, the a3Π is spin-orbit coupled
with the singlet state A1Π. Since in diatomic molecules the spin-orbit coupling
maintains the angular momentum along the internuclear axes, the mixing is mainly
for the |Ω| = 1 state. Hence, the transition can be driven with a few mJs of laser
light with an appropriately narrow bandwidth. The selected transition is
a3Π1 : |v = 0, J = 1,+〉 ← X1Σ+ : |v = 0, N = 1,−〉 (4.8)
at (1453233648± 5) MHz [86], corresponding to about 206.29 nm.
The laser system is shown in Fig. 4.4. It is based on an optical parametric
oscillator. A frequency doubled 5 ns pulsed Nd:YAG laser at 532 nm (Spectra
Physics, Quanta Ray Pro-230) with 10 Hz of repetition rate is used as primary
laser source for this system. The radiation is split into two arms: the first part is
frequency doubled in a BBO crystal to produce pulses at 266 nm, while the second
part pumps a four mirror OPO cavity. Here two KTP crystals produce radiation at
917 nm and at 1267 nm, but only the shorter wavelength is resonant with the cavity.
In order to precisely control the emitted light frequency, a commercial 917 nm cw
diode laser (Toptica Photonics AG, DL 100 PRO) is used to seed the cavity and
to stabilized its length. A small periodic modulation is in fact applied at the piezo
on which one of the four mirrors is mounted, providing an error signal for a lock-in
amplifier. The lock-in determines the deviation from the resonance and acts on the
piezo to stabilize the cavity length to a multiple of the seeding wavelength. The
pulsed beam exiting the OPO cavity is then combined with the 266 nm radiation in
a second BBO crystal to produce the desired UV light by sum frequency generation.
This system delivers about 2 mJ at 206 nm with a bandwidth of 150 MHz.
The frequency of the UV light depends directly on the frequency of the Nd:YAG
laser’s fourth harmonic at 266 nm. Therefore a small part of the Nd:YAG output is
coupled to a temperature-controlled iodine cell for frequency stabilization. A differ-
ential photodiodes arrangement is used to measure the cell absorption independently
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Figure 4.4: Experimental overview of the laser system used to produce radiation at
206 nm with a repetition rate of 10 Hz. The UV light is produced by sum frequency
of the fourth harmonic of a Nd:YAG at 266 nm with the output of an OPO at 917 nm.
The pulsed Nd:YAG laser is stabilized in frequency with a temperature-stabilized
iodine cell.
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from laser power shot-to-shot fluctuations. The laser is locked to the slope of the I2
transition centered at 18789.289 cm−1.
4.3 Detection of Metastable CO
Metastable CO molecules can be detected in two ways. The Auger detector allows
to detect the whole molecular arrival time distribution in a single measurement.
This method does not distinguish between vibrational and rotational levels in the
a3Π state. The second method uses resonance-enhanced multi-photon ionization
(REMPI) with a pulsed laser at the entrance of a time-of-flight tube and then
detects the ions with a micro-channels plate (MCP). This method is state selective,
as the laser is tuned on a specific transition, so only one quantum state is detected
at a time. Both detectors can be mounted in the machine together but only one at
a time can be used to avoid noise.
4.3.1 Auger Detector
The first detection method is relatively straight forward and consists in making the
CO molecules impinge on a gold surface. At the core of this detection method there
is the Auger process, which results in the release of an electron when metastable
CO hits the metal surface [110], [111]. When a metastable CO molecule approaches
the gold surface, an electron in the conduction band of the metal can tunnel in the
lower unoccupied orbital of the molecule. The energy released during this process
is transferred to the electron lying on the higher energy orbital that can now leave
the molecule with non-zero kinetic energy. Every metal with a working function
lower than 6 eV—the internal energy of metastable CO—is a good candidate for
this process. Gold is particularly convenient because it can be easily kept clean and
pure. In our setup, the target is a gold-plated copper rod1 heated to 150◦C to keep
it clean. The conversion efficiency from metastable CO to electrons is estimated to
be of the order of few percents [94]. Finally, the electron are collected on a MCP
detector.
The main advantage of this detection method is the possibility to measure the
whole arrival time distribution in each measurement cycle. On Fig. 4.5 an example
of Auger detector signal is shown: the signal from the MCP is amplified (Phillips
Scientific, 6954) and sent to a digital scope (Agilent Technologies, Inc., Acqiris
DC438). The acquired signal is then processed and the arrival time distribution is
obtained. Knowing the central peak arrival time with respect to the 206 nm laser
pulse and the geometry of the machine, the molecular beam mean velocity can be
derived, as well as the velocity spread.
1An intermediate layer of nickel with a thickness of a few microns is used to avoid diffusion of
gold into the copper substrate.
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Figure 4.5: Arrival time distribution of metastable CO molecules at the Auger detec-
tor. This acquisition refers to a molecular beam obtained by supersonic expansion
of a mixture of 20% CO in Krypton with initial pressure and temperature of 1 bar
and 140 K. The distribution is centered around molecules that travel at 310 m/s
with a velocity spread of about 40 m/s.
4.3.2 REMPI
REMPI is a general detection method that involves a resonant single or multiple
photons absorption to an intermediate electronic state followed by an other absorp-
tion process that ionizes the molecule. The excitation laser is usually a tunable
pulsed source that provides the high energy pulses needed to induce the multi-
photon absorption. In our case, a frequency doubled Nd:YAG 10 Hz laser source
(InnoLas Photonics GmbH, SpitLight 1200) is used to pump a tunable pulsed dye
laser (Radiant Dyes Laser & Accessories GmbH, NarrowScan). The pump laser
pumps two cuvettes with Fluorescine 27 dye diluted in methanol. A grating al-
lows to finely tune the emission frequency, which has a line width of the order of
0.03 cm−1. The emission spectrum of Fluorescine 27 spans the 541 to 571 nm re-
gion when pumped at 532 nm. This radiation is then frequency doubled with a
BBO crystal. One example of REMPI spectrum is shown in Fig. 4.6. It refers to
the transition b3Σ+ : |v = 1, N〉 ← a3Π1 : |v = 0, J = 1,−〉. Once the molecules
have been ionized, a constant voltage is applied to a couple of plates (indicated as
‘Ion Extractor’ in Fig. 4.1) to create an electric field that accelerates the molecules
towards an MCP.
Unless an electric field strong enough to mix the parity of the states is present,
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Figure 4.6: 1+1 REMPI spectrum relative to the transition b3Σ+ : |v = 1, N〉 ←
a3Π1 : |v = 1, J = 1,−〉, where the arrival rotational quantum numberN is indicated
on the figure inside a blue box. This spectrum is recorded using 0.3 mJ of laser power.
The spectrum recorded without electric field is shown in red and the spectrum
recorded with electric field is shown in black. The presence of the electric field
mixes the parity of the states and disrupts the parity selection rule. The weak
peaks at low energies are not assigned.
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Figure 4.7: Dependence of the REMPI transition line width on pulse energy. The
peak corresponds to the transition b3Σ+ : |v = 1, N = 0〉 ← a3Π1 : |v = 0, J = 1,−〉.
only the transitions involving a change of parity can be excited. Because the initial
level has negative parity, the intermediate b3Σ+ : |v = 1, N〉 state can only have
positive parity, i.e. only N = 0 or N = 2 are allowed since their parity is (−1)N .
The REMPI spectrum corresponding to this situation is shown with red color in
Fig. 4.6. However, if an electric field is present during the excitation, the parity
selection rule breaks down. This situation is shown with black color.
To accurately determine all transition frequencies, power broadening has to be
avoided. We thus optimized the laser power to contain the broadening effect while
maintaining a good signal-to-noise ratio. Fig. 4.7 shows the effect of the REMPI
laser power: the height of the reported line has been normalized to stress the effect
of power broadening. A laser energy of 0.3 mJ per pulse is used to measure the
transition central frequencies that are listed on Tab. 4.1. The frequency accuracy is
0.08 cm−1 due to the resolution and absolute calibration of the wave meter used.
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Table 4.1: List of the photon energies that correspond to (1+1) REMPI transitions.
The error over the reported value is 0.08 cm−1, due to the resolution and calibration
of the wave meter.
N REMPI laser [cm−1]
b3Σ+ : |v = 1, N〉 ← a3Π1 : |v = 1, J = 1,−〉
0 35841.06
1 35844.10
2 35850.41
3 35859.83
b3Σ+ : |v = 0, N〉 ← a3Π1 : |v = 0, J = 1,+〉
0 35354.42
1 35358.08
2 35365.50
3 35376.28

Chapter5
High Resolution Spectroscopy
The resolution achieved in a spectroscopic experiment depends on several factors
as the gas conditions (temperature and pressure), the laser power and beam di-
mension and so on. When dealing with a low-pressure gas, the resolution is usually
dominated by inhomogeneous broadening due to the Doppler effect. In the past, sev-
eral Doppler-free techniques have been developed to enhance the accuracy and the
precision of measurements, such as saturated absorption spectroscopy, polarization
spectroscopy, and two-photon spectroscopy. Supersonic beams are not intrinsically
Doppler-free, but they yield a strongly reduced velocity distribution. Furthermore,
when the beam is produced by supersonic expansion, the distribution of the popu-
lation is compressed in the lower vibrational and rotational states and the very few
collisions between particles make pressure broadening and pressure shift nearly ab-
sent. All these factors make molecular beams very advantageous for high resolution
spectroscopy experiments.
This chapter introduces the main line broadening contributions, with particular
attention to their line widths and line shapes. The techniques to control the residual
Doppler shift and external magnetic field are then presented. We conclude with the
high precision spectroscopic measurement results.
5.1 Line Broadening Mechanisms
Atomic and molecular absorption and emission lines are never monochromatic.
They are characterized by a spectral distribution g(ν) around the central frequency
ν0 = (Ei − Ek)/h, corresponding to the difference between the upper and lower
energy state involved in the transition. The function g(ν) is called line profile and
the frequency interval ∆ν = |ν2 − ν1|, for which g(ν1) = g(ν2) = g(ν0)/2, is named
full-width at half maximum (FWHM) of the spectral line or simply line width. The
line profile consists of different contributions originating both from intrinsic char-
acteristics of the transition, such as the natural line width, and from the specific
experimental conditions, such as Doppler, collisional, and transit time broadenings.
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When the goal of an experiment is the determination of the central frequency of a
transition, the line profile plays a leading role in the accuracy of the results.
The line profile can be expressed in terms of transmission or absorption, under the
assumption of a spatially homogeneous absorber distribution and a monochromatic
light source, by the Beer-Lambert law
I(ν, n, L) = I0 exp[−α(ν, n)L] (5.1)
where I0 and I(ν, n, L) are the incoming and the transmitted light intensity at
frequency ν, α(ν, n) is the linear absorption coefficient, L is the interaction path
length between light and medium and n is the density of the absorbers. In order to
separate the line-shape dependence, the absorption coefficient α can be expressed
as a product between the line-strength of the transition, S, and the normalized line
profile g(ν)
α(ν, n) = nSg(ν) (5.2)
5.1.1 Natural Line Width
The most fundamental contribution to the line profile is the natural line width
originating from the energy-time uncertainty relation ∆t∆E ≥ ~/2. Thus, if the
lifetime of a quantum state is limited to the time ∆t, the uncertainty on the energy
of that state must be larger than ~/(2∆t). In general, when measuring the frequency
of emitted or absorbed radiation between two states Ei and Ek, the energy of the
emitted or absorbed photon is centered around (Ei−Ek) with a spread of the order
of (~/τi + ~/τk), where τi and τk are the lifetimes of states |i〉 and |k〉.
Thus far we have mentioned only the width of the profile. To understand the
shape of the line profile, we use an analogy to the classical harmonic oscillator. We
consider the case of spontaneous emission between state Ei → Ek and describe the
excited electron using the classical damped harmonic oscillator model with angular
frequency ω, spring force constant k, mass m and damping term γ that takes into
account the radiative energy loss. The amplitude x(t) of the oscillation can be
derived by solving the following differential equation
x¨+ γx˙+ ω20x = 0 (5.3)
where ω20 = k/m. The real solution of Eq. 5.3 can be written as
x(t) = x0e
−(γ/2)t cos(ω0t) (5.4)
where the boundary conditions x(0) = x0 and x˙(0) = 0 were imposed, and the damp-
ing term is assumed to be small, i.e. γ  ω0. In this case the angular frequency
ω0 = 2piν0 corresponds to the central frequency of transition ν0 = (Ei−Ek)/h. The
presence of the exponential term in Eq. 5.4 makes the amplitude of the oscillation
decrease gradually over time so that the emitted frequency cannot be monochro-
matic, as it would be for an oscillation with constant amplitude. In order to derive
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the line profile, it is more convenient to work in the frequency space and decom-
pose the position x(t) in terms of monochromatic oscillation with frequency ω and
amplitude A(ω)
x(t) =
1√
2pi
∫ ∞
0
A(ω)eiωtdω and A(ω) =
1√
2pi
∫ ∞
−∞
x(t)e−iωtdt (5.5)
The integral can be easily solved and the normalized line shape profile gL(ω) can
be calculated from module of complex amplitude A(ω) that, in the vicinity of the
central frequency ω0 where (ω − ω0)2  ω20, reduces to the normalized Lorentzian
profile
gL(ω) =
γ/2pi
(ω − ω0)2 + (γ/2)2 (5.6)
The FWHM of this function is expressed by the parameter γ. If the transition takes
place from a state with energy Ek and mean lifetime τk that can only decay to the
ground state, the energy-time uncertainty relation ∆t∆E ' ~/2 can be used to
derive the frequency uncertainty ∆ω that therefore results in
∆ω = γ = 1/τk (5.7)
Furthermore, if the lower level Ei is not the ground state but can further decay with
time constant τi to an even lower state, the Lorentzian profile line width becomes
∆ω =
√
1/τ 2i + 1/τ
2
k (5.8)
We have just described the case in which the line width is due to spontaneous
emission from an excited state, but it can be shown that the line shape is Lorentzian
also for absorption.
The natural-lifetime broadening is called homogeneous because it is equal for all
molecules in any given sample and for a given transition. On the other side, when
the probability is not the same for all molecules but depends, for example, on their
velocity, we speak of inhomogeneous broadening. The most common example of this
effect is the Doppler broadening.
5.1.2 Doppler Broadening
Doppler broadening is one of the major contributions to the line width, especially in
gases at relatively low pressure, and it is due to the thermal motion of the particles
undergoing the transition under investigation. Let us consider a molecule that moves
with velocity ~v = {vx, vy, vz} and a plane wave propagating in the xˆ direction ~E =
~E0 exp i(ωt− kx), both described relatively to the laboratory frame with axes xˆ, yˆ,
and zˆ. The angular frequency ω of the radiation in the rest frame appears Doppler
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shifted1 in the moving frame of molecule according to
ω′ = ω − ~k · ~v (5.10)
Thus, the external radiation can be absorbed by the molecules only if ω′ coincides
with its eigenfrequency ω0, i.e. when
ω = ω0 + ~k · ~v (5.11)
When the molecule moves against (along) the direction of the wave propagation,
the scalar product is negative (positive) and the absorption frequency is reduced
(increased). Because only the component of the velocity along ~k leads to a Doppler
shift, we rewrite Eq. 5.11 as
ω = ω0(1 + vx/c) → δ
ω0
=
vx
c
(5.12)
where δ = ω−ω0 is called detuning. Molecules with vx 6= 0 will absorb the radiation
at frequencies different from ω0 and the absorption line profile will be broadened.
In the presented experiment we use a supersonic molecular beam (yˆ direction)
that is first intersected by the mid-IR laser (xˆ) and then by the transverse REMPI
laser (zˆ). Since the REMPI laser is perpendicular to the mid-IR laser beam, it acts
as an aperture that selects only a small part of the molecular beam. In order to
simplify the following discussion and since the Doppler broadening is only due to
the molecular velocity component parallel to the excitation laser, we can restrict our
analysis to the xˆ axis. The REMPI laser beam is approximately Gaussian with a
waist over the direction xˆ of wx ' 0.7 mm. We assume that the number of ionized
molecules is proportional to the laser intensity and that they are homogeneously
distributed over the REMPI laser spot. We can therefore map the Gaussian spatial
distribution of the REMPI intensity to the molecule velocity distribution vx as
exp
(
− 2x
2
w2x
)
dx ∝ exp
(
− 2(vxt)
2
w2x
)
dvx (5.13)
where we have used the relation x = vxt, indicating with t the time that the molecule
need to move from the valve nozzle to the ionization laser. Using Eq. 5.12 we can
now map the velocity distribution to the mid-IR laser frequency as
exp
(
− 2(vxt)
2
w2x
)
dvx ∝ exp
(
− 2(ω − ω0)
2c2t2
ω20w
2
x
)
dω (5.14)
1Here we are dealing only with the first order Doppler effect. The second order, instead, can
be written as
∆ω2nd = −ω0 v
2
2c2
(5.9)
This term is independent of the velocity direction and cannot be removed by Doppler-free tech-
niques such as saturation or two-photon spectroscopy.
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The expected line profile is therefore Gaussian, centered at the frequency ω0 with a
full width at half maximum (FWHM) value of
∆ω =
√
2 ln 2ω0
wx
c t
=
√
2 ln 2ω0
wx vy
c d
(5.15)
where we have expressed the time t in terms of the nozzle-REMPI distance d and
mean velocity of the molecules along the molecular beam propagation direction vy.
Since in our case we have d = 310 mm, wx = 0.7 mm and vy = 310 m/s, the residual
Doppler broadening can be estimated as
∆ν = ∆ω/(2pi) ' 150 kHz (5.16)
5.1.3 Transit Time Broadening
Another source of inhomogeneous broadening is due to the limited interaction time
T during which the molecules interact with the laser field. If we consider a molecular
beam with mean velocity v = 300 m/s that is intersected transversally by a laser
beam of diameter 1 mm, the interaction time T is of a few microseconds. In order to
derive the contribution to the line profile due to this effect, we can consider an electric
field E = E0 cos(ω0t + φ) oscillating at constant frequency ω0 and interacting with
the molecules only for a finite time interval T . The frequency spectrum associated
with the electric field is determined by taking the square of its Fourier transform.
Considering an unlimited interaction time between the cw field and the molecules,
the result would be a delta function δ(ω0). In practice, due to the limited interaction
time, the result is the square of a sinc function with argument (ω−ω0)T/2. However,
laser beams typically have a Gaussian beam profile. When this is taken into account,
the transition line profile can be written as
gT (ω) =
w
v
√
2pi
exp
(
−(ω − ω0)
2
2v2/w2
)
(5.17)
where w is the waist of the beams. Therefore the transit time limited full width at
half maximum (FWHM) results in
∆ωT =
2v
w
√
2 ln 2 ∼ 2.4v/w (5.18)
where the term v/w = 1/T takes into account the limited interaction time between
the molecules and the laser source. The shorter is the time, the broader is the line.
5.1.4 Overall Line Profile
In order to take into account the different broadening mechanisms, we can estimate
the theoretical FWHM values relative to the different contributions presented so
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Table 5.1: Estimation of full width at half maximum ∆ν = ∆ω/(2pi) due to the
different broadening contributions for a molecular beam moving at the mean velocity
vy=310 m/s and a 4 mm waist of the mid-IR laser.
Type ∆ν [kHz] Line shape
Natural 0.085 Lorentzian
Doppler ∼150 Gaussian
Transit Time ∼30 Gaussian
far. If we consider the 2.6 ms life-time of the excite state a3Π1 : |v = 0, J = 1,+〉
be the same as the state a3Π1 : |v = 1, J = 1,−〉, the Eq. 5.8 can be used to
obtain the natural line width. Using the Eq. 5.18 we can then calculate the transit
time contribution assuming a mid-IR beam waist of 4 mm and a longitudinal mean
velocity vy ∼ 310 m/s. Since Doppler broadening has already been calculated in
Eq. 5.16, we reported the different contributions, with their characteristic line shape,
in Tab. 5.1.
There are other broadening contributions that are not listed in the previous dis-
cussion for example the power and collisional broadenings and the contribution of
the laser frequency profile. Working with supersonic molecular beams, collisions be-
tween molecules are strongly suppressed and pressure broadening can be neglected.
In our case the laser frequency profile can also be neglected because it is several
orders or magnitude narrower than the measured transition spectral width. In our
case the laser line width can be estimated in a few of hundreds Hz, while we measure
a molecular FWHM of about 1 MHz. All the other contributions are also neglected.
Doppler broadening and transit time broadening with a Gaussian laser beam
produce a Gaussian line broadening and the overall profile is the convolution of
these two line shapes. Because the convolution of two Gaussian functions of type
f = A exp− (x−x1)2
2σ21
and g = B exp− (x−x2)2
2σ22
is still a function of the same type with
width σf?g =
√
σ21 + σ
2
2, we can therefore treat the two inhomogeneous contributions
as a unique Gaussian line shape broadening with parameter σf?g.
A more precise analysis of the Doppler broadening shows that the Gaussian
profile is not a correct representation of the line shape because not all the molecules
with a velocity component vz absorb light at the exact frequency ω(vz) = ω0(1 +
vz/c), but in a frequency range given by the Lorentzian profile gL(ω). The overall
line profile is a Voigt profile that can be written as
V (ω, σ, γ) =
∫ +∞
−∞
G(ω′, σ)L(ω − ω′, γ)dω′ (5.19)
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where G and L are respectively the Gaussian and the Lorentzian centered profiles
G(ω, σ) =
1
σ
√
2pi
exp
(−ω2
2σ2
)
and L(ω, γ) =
γ/pi
ω2 + γ2
(5.20)
There is no analytical solution for this integral but there are fast and readily-
available computational procedures for doing this. The Voigt profile can also be
expressed in terms of the real part of the Faddeeva function wF(z)
V (ω, σ, γ) =
<[wF(z)]
σ
√
2pi
where z =
ω + iγ
σ
√
2
(5.21)
that can be easily implemented in a fitting program. Investigation of spectral line
shapes and their analysis is a complex problem in high resolution experiment [112],
but the Voigt profile is often a good compromise between trustable results and
complexity in data analysis.
Now that we have described the possible line profiles, we have to understand
which of them better fits our experimental data. The mid-IR laser drives the vi-
brational transition |v = 1, J = 1,−〉 ← |v = 0, J = 1,+〉 in the state a3Π1 of CO.
Once the molecules are vibrationally excited, they are state selectively detected by
means of REMPI detection method. An example of such detection as function of
the vibrational laser frequency is reported on the top of Fig. 5.1. The vertical unit
is arbitrary.
In the bottom part of the figure the residuals of the measured data fitted with
a Gaussian, Lorentzian and Voigt function are shown. For each fitting function the
root mean square (rms) value is reported, which can be used for a quantitative es-
timation of the quality of the fit. In the Lorentzian case there is a clear modulation
in the residuals that is absent in the other two cases, in fact the main difference be-
tween the Gaussian and Lorentzian profile lies on the different tails. Note that the
Gaussian and Voigt residuals are similar to each other, reflecting the fact that the
line-shape is mainly due to Gaussian profile. Considering the line broadening contri-
butions listed in Tab. 5.1 we expect in fact that the main contribution is Gaussian.
The fitting routine provides a Lorentzian line width consistent with the estimated
value, while the Gaussian contribution results in 700 kHz, a rough agreement with
the 150 kHz estimated value.
The Voigt profile results to be the best fitting function as shown from the resid-
uals and the smallest rms value. The residual fluctuations around null-frequency
value in the residual plots are mainly due to power and frequency fluctuations of the
206 nm laser used to prepare the molecules in the a3Π1 state. These fluctuations
involve the number of molecules that are excited and their effect is therefore pro-
portional to the number of detected molecules: this explains why the fluctuations
are bigger around the transition center. For each measurements we have analyzed
the residuals, with particular attention to their symmetry with respect to the tran-
sition center, and decide if reject or not the acquired data. We are interested in
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the determination of the center of the absorption and the symmetry of the residual,
especially on the tails of the transition, can be used to understand if uncontrolled
UV laser power fluctuations or other effects have altered the data. If the residuals
are symmetric, the fitting routine can accurately provide the parameter relative to
the central frequency. If indeed there are different trends in the residuals, the fit
can interpret these displacements as a shift of the central frequency.
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Figure 5.1: Comparison with the measured vibrational transition line-shape (top of
figure) fitted using Gaussian, Lorentzian and Voigt function. Residuals are given in
terms of units of the original signal. Root mean square (rms) values of the residuals
are reported. The experimental data were taken in about 30 minutes acquisition
time.
5.2 Controlling the First-Order Doppler Shift
Beside broadening the transition, the Doppler effect can also shift the frequency of
the transition center ν0 if the molecular beam is not perfectly perpendicular to the
excitation laser. This is summarized by the relation ν = ν0 + ~k · ~v/(2pi), where ν
is the laser transition frequency and ~k and ~v the wave vector of the mid-IR laser
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and the molecule velocity respectively. If we consider the case of collimated laser
and molecular beams that form an angle α + pi/2 one respects to the other, the
scalar product in the previous equation does not vanish. This term induces a shift
δν between the real transition frequency ν0 and its measured value νmeas that can be
expressed as
δν = νmeas − ν0 = ν0 v sinα
c
(5.22)
In order to avoid such a shift, the experimental setup has to allow for a fine
adjustment of the angle between the laser light and the molecular beam. In order
to optimize the alignment, a pair of parallel, counter-propagating laser beams can
be used for interaction with the molecules. The Doppler shift induced by the first
beam will be equal in amplitude but opposite in sign with respect to the other.
Therefore, the optimal alignment between laser and molecular beam is achieved
when the line profiles measured by the two beams are perfectly superimposed. The
easiest way to ensure the overlapping between two beams is by retro-reflecting the
laser beam with a mirror but this solution cannot be used in our case because the
QCL is extremely sensible to optical feedback and good optical isolators at about
6 µm are not available. Thus, a viable alternative involves the use of a corner-cube,
that reflects back the incident beam by 180◦, independently on the incident beam
angle. In order to avoid feedback onto the QCL, the counter-propagating beams are
slightly shifted one respect to the other, without compromising their parallelism. A
pinhole is used to avoid the second beam to reach the QCL. This setup is shown in
Fig. 5.2 and explained below.
The QCL radiation is collimated right after the laser output by means of a 4 mm
focal length aspherical lens and than split into two arms: the first is used for the lock
with the DFG light while the second is expanded by a factor of 5 using a Keplerian
type beam expander and sent to probe the molecular beam. Thanks to the corner
cube, this arm interacts twice with the molecular beam.
When α = 0 the IR beam intersects the molecular beam at right angle and there
is no Doppler shift: the frequency of the measured transition appears to be the
same for both the two antiparallel beams. In Fig. 5.3 some typical recordings of the
vibrational transition a3Π1 : |v = 1, J = 1,−〉 ← |v = 0, J = 1,+〉 are shown at
different α values when both antiparallel beams interact with the molecules. When
α = 0, a single peak is clearly visible in the graph: its shape remains the same
if both the two antiparallel beams are used or only one. This means that there
are no broadening or shifting effects due to the presence of the second beam. This
transition is centered at frequency ν = ν0.
Let us consider now the case in which α is different from zero. The measured
transition frequency for each laser beam results shifted from ν0 by the quantity δν1
and δν2 respectively, following Eq. 5.22. The frequency distance between the two
apparent transitions is
δν1 − δν2 = 2 ν0 v sinα
c
= 2
v
λ
sinα (5.23)
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Figure 5.2: Detail of experimental apparatus used to ensure the perfect perpendicu-
larity between mid-IR laser and molecular beam. The QCL output is collimated by
means of an aspherical lens and split in two arms. One path creates the beat note
with the DFG light while the other is sent to a beam expander and then towards the
molecular beam. After a first interaction with molecules, the IR beam is reflected
using the back-reflector. The position on the yˆ axis of the back-reflector defines the
distance d between the two antiparallel beams. The presence of a pinhole in the
focus of the first lens of the Keplerian telescope prevents that the reflected beam
reaches the laser source. On the right of the figure, the position of the REMPI laser
is shown as a blue spot at the center of a red cross. Changing its position over the
xˆ axis allows to finely tune the angle α between the molecular and IR beams.
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There are three ways to change the angle α: either moving the molecular beam or
the IR laser beam or the ionization laser. The first case requires the adjustment
of the valve position with respect to the skimmer, but this procedure is not very
reproducible nor finely tunable. Moving the IR laser beam is much easier and can be
done controlling the angle of incidence of the beam over the last mirror used to send
it towards the molecular beam. However, the best choice is to move the REMPI
laser. In this case it is sufficient to translate the beam spot over the xˆ axis, i.e.
the direction perpendicular to the molecular beam and parallel to the infrared laser.
Since controlling a shift turns out to be easier than controlling an angle, we chose
this method. In fact we can express the ionization laser position x, with respect to
the beam axis, for small angles as
x = d tanα ≈ dα (5.24)
where d is the valve-ionization laser distance, equal to 310 mm in our case.
Using Eq. 5.23 and Eq. 5.24 we can write the relation between the ionization laser
position x and the distance in frequency experienced by the two antiparallel IR laser
beams as
δν1 − δν2 = 2v
λ
sinα = 2
v
λ
x√
d2 + x2
(5.25)
Since the two beams experience the same Doppler shift but with opposite sign, when
δν1 − δν2 = 0 the ionization laser beam is in the position that makes the molecular
beam perfectly perpendicular to the IR beams, i.e. x = 0.
Up to here, the two IR beams were assumed to be perfectly antiparallel. Now
we discuss the implications of a deviation from this assumption. If the corner-cube
is not perfect, an angle β is formed between first and the back-reflected beam, and
the previous equation can be written as
δν1 − δν2 = v
λ
[sinα− sin(β − α)] = v
λ
[sinα(1 + cos β)− sin β cosα] (5.26)
Under this condition the position x at which the two beams experience the same
Doppler shift but with opposite sign is a function of the angle β as
x = d
sin β
1 + cos β
= d tan
(
β
2
)
(5.27)
The above formula implies that when β is not zero, it is still possible to find a
position of the REMPI laser x 6= 0 at which the difference between the two Doppler
shifts vanishes. However this does not imply ν = ν0.
From these consideration it appears evident that the angle β has to be minimized.
In order to guarantee the best parallelism between the two IR beams, the back-
reflector is an aluminum, monolithic, CNC-machined piece that holds two squared
mirrors. The alignment of the optics was checked and optimized by means of a HeNe
collimated laser beam over a long distance to assure β < 1 · 10−4. Comparing the
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Eq. 5.24 with Eq. 5.27 we obtain that α = β/2. Thus, from Eq. 5.22, a value of
β = 1 · 10−4 yields a shift of the order of ν0vβ/(2c), that results in δν/ν = 5 · 10−11
for v = 310 m/s, as in our case.
In Fig. 5.4 the difference between the shift experienced by the two antiparallel
beams δν1−δν2 is reported as function of the position of the REMPI laser x. Eq. 5.25
is used to fit the resulting data. The horizontal error bars are the experimental
uncertainty on the positioning of the UV laser spot while the vertical ones are
calculated from fit errors using the usual error propagation rules. From the data
shown in Fig. 5.4 we obtain a parameter 2v/λ = (110.0± 0.7) MHz, from which we
extract the average molecular beam velocity v = 320 m/s, in good agreement with
respect to the estimated velocity of the beam of 310 m/s.
5.3 External Magnetic Field Compensation
Electric and magnetic static fields induce Stark and Zeeman shifts which must be
avoided. The state a3Π1: |v = 0, J = 1〉 of CO, for example, experiences a Stark
shift of less than 100 kHz·cm/kV, for fields weaker than 200 V/cm. The external
electrical fields are naturally shielded by the vacuum chamber and all voltages inside
the chamber are off when the vibrational transition takes place. Magnetic shielding
is much more complex and usually requires building shielding boxes of materials with
very high permeability. In v = 0 and v = 1 states, the Zeeman shift determines
a sub-structure of the transitions with ∆M = 0,±1. If we consider the transition
with ∆M = +1, there are two possible transitions from the state v = 0 to the
state v = 1 (i.e. M = 0 ← −1 and M = 1 ← 0). These two transitions are
separated by about 10 kHz/Gauss and a similar separation can be found in the
other transitions with ∆M = 0 and ∆M = −1. If we compare the frequency of
any of ∆M = 0 with any of ∆M = ±1 transitions, we find the latter to be more
affected by the magnetic field with respect to the former, with a frequency shift of
∼500 kHz/Gauss. To actively compensate the stray fields, we use three couples of
coils in quasi-Helmholtz configuration.
In the following we refer with CBz to the coil pair used to compensate the external
magnetic field over the zˆ direction, and with CBx and CBy to the pairs used to
compensate field over the axes xˆ and yˆ respectively. All six coils are made by 20
windings of insulated copper wire with 0.8-mm diameter. For a rough estimate of the
current required for compensation, a Hall sensor was used to measure the magnetic
field B in the three orthogonal axes. Since the sensor has a linear sensitivity k,
its voltage output Vout can be described, in the general case, as Vout = Vbias + kB,
where Vbias is the output voltage when the magnetic field component perpendicular
to the sensor is null. In order to get rid of the Vbias term, the detector was installed
inside the vacuum apparatus, where the molecules interact with the infrared light,
by means of a device that can rotate the sensor over 180◦. If the output voltage does
not change by rotating the sensor by 180◦ it means that the magnetic field along the
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Figure 5.3: Recordings of the vibrational transition a3Π1 : |v = 1, J = 1,−〉 ←
|v = 0, J = 1,+〉 in CO, measured using both antiparallel beams. The frequency
of the mid-IR laser is scanned while the REMPI signal is recorded. Each point
represents the average over multiple acquisition cycles. All fitting curves are double
Voigt profiles. The different graphs represent different values of the angle α: from
first to last graph, the angle was moved from positive to negative sign.
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Figure 5.4: Distance in frequency between the transition induced by the two counter-
propagating IR beams as function of the REMPI laser position over the xˆ direction.
A fit is performed using the function reported in Eq. 5.25 and the fit results are
used to determine the position of the ionization laser to ensure the perpendicularity
between mid-IR laser and molecular beams. At x = 0 the two peaks collapse into
one.
direction perpendicular to the sensor is compensated.
Using this technique we were able to compensate the external magnetic field at a
level of the sensor error. The second columns of Table 5.2 lists the measured current
value of each coil that compensate the external magnetic field.
The next step for controlling the Zeeman shift exploits the different sensitivity
to the magnetic field of different transitions. Since the transitions ∆M = ±1 are
more sensible to magnetic field than the ∆M = 0, we used the former to compensate
the field. Thus, for each direction of the magnetic field, a ∆M = ±1 transition was
chosen. Then the current of the coils is adjusted to the condition where the shift
is minimized2. The recorded spectra are similar to what we have measured with
the back-reflector in Fig. 5.3 but this time the splitting of the lines is due not to
the Doppler effect but to the Zeeman spitting. In Fig. 5.5 some recorded traces
are reported showing the Zeeman splitting of vibrational transition as function of
current for the CBy coil pair that produce magnetic field over the yˆ axis. In order
to have transitions with ∆M = ±1 the polarization of the mid-IR beam was set
to be linear and parallel to the zˆ axis. The frequency difference δMν between the
2A linearly-polarized laser drives transitions with ∆M = 0 or ∆M = ±1 if the polarization is
parallel or perpendicular to the magnetic field, respectively.
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Table 5.2: Currents used in the three coil pairs to compensate external magnetic
fields. The second columns reports the values measured with the Hall sensors and
the third one the value extracted from the Zeeman splitting of vibrational transition.
Current [mA]
Coils Sensor Molecules
CBx 180±130 205±4
CBy 1889±120 2120±8
CBz 644±170 646±3
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Figure 5.5: Recording of the vibrational transition a3Π1 : |v = 1, J = 1,−〉 ←
|v = 0, J = 1,+〉 in CO measured at different current applied to the coils CBy that
produce a magnetic field over the yˆ axis. The reported spectra are acquired using
an mid-IR beam linearly polarized along the zˆ axis. The recorded REMPI signal is
reported versus the frequency of the mid-IR beam.
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∆M = +1 and the ∆M = −1 transitions as function of the applied current I
through the coil CBy is shown on the second graph in Fig. 5.6. On the other two
graphs the same results are shown for the coil CBx and CBz with IR beam linearly
polarized over the zˆ and yˆ axes respectively. The ampere-meter used introduces an
error on the current measurement of ±(1%+3dgt), while the error over the frequency
difference δMν follows the propagation of the center frequency uncertainty given by
the Voigt profile fit. In order to calculate the compensation current values, a linear
fit of the shift δMν is performed over the coil current. For example, if we consider
the compensation of the magnetic field over the yˆ direction, the experimental data
are fitted with the function δMν = a + bIy where a = (1553 ± 4) · 10−3 MHz and
b = (−732.2 ± 1.0) · 10−6 MHz/mA are the coefficients resulting from the fitting
routine. The compensation current is calculated as ICoily = −a/b and the error is
propagated. The resulting compensation current for the external field on the yˆ axis
is Iy = (2120 ± 8) mA. In Tab. 5.2 the compensation current values for the three
pairs of coils are reported. Notice that the compensation values measured using the
sensor and the molecules are consistent with each other except for the CBy case; this
discrepancy can be due to a non perfect positioning of the probe with respect to the
overlapping region between molecules and mid-IR radiation. The values obtained
from the spectroscopic measurements were chosen to compensate external magnetic
fields.
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Figure 5.6: The distance in frequency δMν between the ∆M = +1 and the ∆M = −1
in the transition a3Π1 : |v = 1, J = 1,−〉 ← |v = 0, J = 1,+〉 as function of the
current I through the compensation coil pair CBx, CBy, CBz respectively on the top,
middle and bottom graphs. The experimental data are fitted with linear function
δMν = a+bI and the resulting coefficients value are listed on top of the corresponding
plot.
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5.4 kHz Resolution for Vibrational Transition at
5.83 µm
In Fig. 5.7 a typical recording of the vibrational transition is shown. The experi-
mental data are fitted with a Voigt profile using the open source software for data
analysis Minuit3. The parameters of the fitting routine are the transition center, the
Gaussian and Lorentzian contributions to the line width and their errors. For each
fit, particular attention is paid on the residuals as previously explained. Only mea-
surements with symmetric residuals with respect to the transition central frequency
are processed and taken into account for the final determination of the transition
frequency.
The residual Zeeman splitting and Doppler broadening due to the non perfect
alignment of the REMPI beam are taken into consideration by the fitting routine,
whereas the offset due to β 6= 0 will be treated later.
The central frequency of the transition extracted from the fit is reported as a
single point in the plot shown in Fig. 5.8. The relative error bar correspond to the
standard deviation provided by the fitting routine over the frequency center. In
order to determine the accuracy on the measurement of the frequency center value,
several measurements have been performed and are reported in the same graph.
The distribution of points is scattered around the average value that is shown as a
blue line. The average value is (51399115446.9 ± 1.7) kHz, where the error is the
standard deviation of the mean. The different measurements are not consistent with
each other: this means that the error provided by the fitting routine over a single
measurement is much lower than some kind of slow variation effects that result in a
spread of the measured vibrational frequencies. One source of this effect is the slow
variation of the energy and the frequency of the 206 nm radiation mainly generated
by the frequency doubled Nd:YAG pulsed laser used to pump the OPO system.
Since this radiation is used to prepare the molecules in the a3Π1 state, where the
vibrational transitions starts, a power variation results in a variation of the number
of molecules that are excited and consequently revealed. These power instabilities
can slightly change the shape of the acquired line profile, that can be interpreted
by the fitting routine as a small shift of the transition frequency center. A similar
contribution comes also from the frequency fluctuations of the same 206 nm source.
As described in the Chapter 4, the frequency of the pulsed 532 nm laser is long term
stabilized on a temperature controlled iodine cell. Nonetheless, residual frequency
fluctuations, of the order of 30-50 MHz, can alter the efficiency of the excitation
process. To prove this contribution, we have noticed that when the frequency of
the 532 nm light clearly drifts, the fitting routines provide a line central frequency
shifted by more than 30 kHz from the average value. When no visible frequency
drift is noticed and the fitting residuals are considered symmetric, the values is used
for the estimation of the final transition frequency.
3https://seal.web.cern.ch/seal/snapshot/work-packages/mathlibs/minuit
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Figure 5.7: Transition a3Π1 : |v = 1, J = 1,−〉 ← |v = 0, J = 1,+〉 as function of
the infrared laser detuning. The experimental data (dots) are fitted with a Voigt
profile (solid line).
About the residual Doppler shift, we have measured the angle β to be less than
1 ·10−4 that results in a maximum Doppler shift of 2.6 kHz, derived by the Eq. 5.22,
in which we have used v = 310 m/s and α = β/2. Considering this additional error
contribution, our best estimation for the vibrational transition a3Π1 : |v = 1, J =
1,−〉 ← |v = 0, J = 1,+〉 is
a3Π1 : |v = 1, J = 1,−〉 ← |v = 0, J = 1,+〉 = (51399115447± 3) kHz (5.28)
The relative accuracy of our measurements is 6 · 10−11, more than four order
of magnitude better than the most accurate value reported to date in literature of
(51399.15±0.09) GHz [105].
This setup is able to measure vibrational transitions in the mid-IR with a pre-
cision of the order of the tens of kHz, in only a few minutes. The quality of the
measurements can then be refined by subsequent averaging, to the level of 3 kHz.
This is possible thanks to the transverse molecular beam excitation that strongly
reduce the Doppler broadening. The availability of a mid-IR source referenced to
the primary standard ensures the possibility to precisely address the transition.
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Figure 5.8: Central frequency of the transition a3Π1 : |v = 1, J = 1,−〉 ← |v =
0, J = 1,+〉 measured during different experimental cycles distributed over one
month. The error bars are referenced to the standard deviation on the central peak
frequency determination provided by the fitting routine. The blue solid line is the
average value of all the reported measurements. The standard deviation of the
reported points is 7.9 kHz around its average value of 51399115447 kHz, and the
standard deviation of the mean is 1.7 kHz.
Conclusion
It has been shown in this thesis how to obtain a laser source in the mid-IR with mW
power that is remotely referenced to the primary frequency standard. This radiation
has been used in a high-resolution spectroscopy experiment on a molecular beam to
measure the vibrational transition |v = 1, J = 1,−〉 ← |v = 0, J = 1,+〉 in the a3Π1
excited state of carbon monoxide with an accuracy of the order of parts in 1011.
This measurement is more than four orders of magnitude more accurate than the
best value reported in literature to date [105].
The setup is very versatile: the investigation of other transitions can be per-
formed with minor changes. DFG radiation between about 1620 and 1720 cm−1
can be produced simply by changing the crystal temperature and the signal laser
frequency. The 1–10 µm range can be covered using GaP crystals with different
patterns. Since only a minimal part of the QCL power is used for its frequency sta-
bilization, almost the whole QCL power can thus be employed on the spectroscopic
experiment.
The main limitation in the accuracy and precision is due to the Doppler effect,
affecting both line broadening and frequency shifts. In order to overcome this limit,
we are planning to develop an intrinsic Doppler-free measurement based on a two-
photon absorption spectroscopy. The line width will then be limited by transit time
broadening that can be reduced by decelerating the molecules.
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