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Let G be a finite soluble group, given by a polycyclic generating system, and X a class of
groups, represented by an algorithm that decides whether a given finite group belongs to
X or not. This paper contains practical algorithms for the computation of X-projectors
and X-injectors of G, where X is an arbitrary Schunck class or Fitting class, respectively.
It also describes algorithms for computing X-radicals for Fitting classes X and X-residuals
for formations X. Variants of the latter algorithms can be used to compute all normal
(X-)subgroups and the socle of G.
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1. Introduction
Let X be a class of groups, that is a class in the set-theoretic sense whose elements are
groups and that contains every group isomorphic with a group in X. Our aim in this paper
is to discuss algorithms for finding certain X-maximal subgroups and X-maximal normal
subgroups of a given finite soluble group G. Here a (normal) subgroup H of the group G
is an X-maximal subgroup of G (an X-maximal normal subgroup of G) if it belongs to the
class X but is not properly contained in another (normal) subgroup of G belonging to X.
Obvious examples of group classes include the classes Sp of all finite p-groups, where p
is a prime, and the class N of all finite nilpotent groups. The corresponding Sp-maximal
subgroups of a finite group G are its Sylow p-subgroups, and Op(G) and the Fitting
subgroup of G are its unique Sp- and N-maximal normal subgroups.
For computational purposes, the most flexible approach for representing a class of
groups X seems to be by an algorithm that decides whether a given finite group G
belongs to X or not.
If the group class X is represented by such an algorithm, computing the X-maximal
subgroups of a finite group G generally involves computing and testing representatives
of all isomorphism types of subgroups of G, an approach that, due to the large number
of representatives, is impracticable even for groups of moderate order. However, the
situation is different if one considers important special cases, namely X-projectors and
X-injectors. A subgroup H of a group G is an X-projector of G if HN/N is X-maximal
in G/N for every normal subgroup N of G. Similarly H is an X-injector of G if H ∩S is
X-maximal in S for every subnormal subgroup S of G. Evidently, every Sylow p-subgroup
of a finite group G is both an Sp-projector and an Sp-injector of G. A similar statement
holds for Hall subgroups of finite soluble groups.
Both projectors and injectors play an important role in the theory of finite soluble
groups and have been studied intensively; see, for instance, Doerk and Hawkes (1992).
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In particular, projectors and injectors exist in every finite soluble group if and only if X
is a Schunck class and a Fitting class, respectively.
In the special case when the Schunck class X is also a formation, and hence a local
formation, an algorithm for computing X-projectors of a finite soluble group G has been
described in Eick and Wright (2000). However, to use the algorithm proposed in Eick and
Wright (2000), the saturated formation must be given by an algorithm representing an
integrated local definition of X (see Doerk and Hawkes, 1992, IV, Section 3 for definitions).
Here we propose a practical algorithm for the computation of X-projectors for arbitrary
Schunck classes X given by an algorithm testing membership in X (or even only in the
basis or boundary of X), which is described in Section 3 below.
Sections 4 and 5 contain algorithms for computing an X-injector and the X-radical of
a finite soluble group G, where X is a Fitting class. It may be worth mentioning that
the algorithms for injectors and radicals in Sections 4 and 5 even work for Fitting sets.
Recall that the X-radical of G is the unique X-maximal normal subgroup of G. The latter
algorithm can also be dualized to compute X-residuals for formations.
In Section 6, the ideas from Section 5 are used to obtain algorithms for the list of all
normal X-subgroups of G, where X is, for example, a Fitting class or a formation, and
for the socle of G.
The algorithms in this paper have been developed for finite groups represented by
polycyclic generating systems. Therefore they can be applied to soluble permutation
groups as well (see, for instance, Butler, 1991, Chapter 18). The general principles of the
algorithms in Sections 5 and 6 are also applicable to insoluble groups. For soluble groups,
an implementation as a share package for the computer algebra system GAP (The GAP
Group, 2000) is available (see Ho¨fling, 2000).
2. Preliminaries
Let G be a finite soluble group. Then G has a composition series
G = G0 . G1 . G2 . · · · . Gr = 1
with cyclic factors. A polycyclic generating system of G is an r-tuple (g1, g2, . . . , gr),
where gi ∈ Gi−1 \ Gi. If pi = |Gi−1 : Gi|, then evidently every element of G can be
written uniquely as g = gα11 . . . g
αr
r with 0 ≤ αi < pi for all i.
Many basic algorithms for computations with polycyclic generating systems can be
found in Laue et al. (1984). In addition, for the computation of chief series and chief
factors of a finite soluble group G, we repeatedly apply the MeatAxe algorithm described
in Holt and Rees (1994) to a series with elementary Abelian factors.
LetG be a finite group with normal subgroupsH andN , whereN ≤ H. Our algorithms
depend on the computation of the G-invariant complements of N in H. If G is given by
a polycyclic generating sequence, we use the techniques in Celler et al. (1990). In this
case, the problem of finding a G-invariant complement of N in H effectively reduces to
the case when N is elementary Abelian, and hence N has a G-invariant complement in
H if and only if it is central in H. In this case, the description of the complements in
Celler et al. (1990, Section 5.2) translates into a system of (gm + r)n linear equations
involving mn variables, where m and n are the composition lengths of H/N and N ,
respectively, g is the cardinality of a generating set for G, and r = m(m + 1)/2. Each
solution of this system corresponds to one such complement. However, recall from Celler
et al. (1990), Section 5.3, that it may happen that one obtains many complements during
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an intermediate step while there are only a few solutions in the general case. For instance,
let P be an extraspecial group of order p2n+1 and M a maximal subgroup of P . Then M
does not have a complement in P , but M/Z(P ) has p2n−1 complements in P/Z(P ). This
shows that our method for finding complements does not, in general, find complements
in polynomial time in the composition length of the group in question.
The above method generalizes to the case when N is soluble and a finite presentation of
H/N is given. Alternatively, given the soluble techniques outlined above, the case when
H/N is insoluble and N is soluble can be reduced to the situation when H/N is perfect.
Then there is only one possibility for a G-invariant complement to N in H, namely the
last term C of the derived series of H. Once C is computed, it clearly suffices to check
whether |H| = |C||N |. Yet another approach is to compute the derived subgroup D of
CH(N), which is clearly a normal subgroup of G. If C is a G-invariant complement to
N in H, then clearly C ∼= H/N is perfect and centralizes N , so that C ≤ D. Moreover,
by the modular law, CH(N) = C ×Z(N), so that D ≤ C. Thus D is the only candidate
for a G-invariant complement.
Finally, if N is insoluble, one may reduce to the case when Z(N) = 1, using the
soluble methods. In that situation, again there is only one possibility for a G-invariant
complement, namely C = CH(N). See also Hulpke (1998, Section 4) for an algorithm for
the computation of CH(N) when N is a minimal normal subgroup of a factor group H
of a permutation group.
Some of our algorithms require the computation of certain normalizers. While com-
puting normalizers is, in general, a time consuming task, the situation is different for
pronormal subgroups of a finite soluble group G. Note that if G is a finite soluble group
and X and Y are a Schunck class and a Fitting class, respectively, then the X-projectors
and Y-injectors of G are pronormal in G. Recall that a subgroup P of a finite group G
is pronormal in G if, for every g ∈ G, the subgroups P and P g are conjugate in their
join 〈P, P g〉. Thus if P is a pronormal subgroup of G and N E G, then PN and PN/N
are pronormal subgroups of G and G/N , respectively, and, by the Frattini argument, we
have NG(PN) = NG(P )N (cf. Doerk and Hawkes, 1992, I, Lemma 6.3).
Thus, descending a normal series of G with elementary Abelian factors, it suffices to
show that NG(P ) can be computed from NG(PN), where N is an elementary Abelian
normal subgroup of G. This can be done by linear methods, extending those in Section 2.1
of Eick and Wright (2000). Let X and Y denote generating sets for NG(PN) and P ,
respectively, and let g ∈ X. Since NG(PN) = NG(P )N , there exists z ∈ N such that
gz ∈ NG(P ). We compute z as follows. The Zassenhaus sum-intersection algorithm yields
the intersection P ∩N and, for every y ∈ Y , a decomposition yg = xyny. Observe that
(P ∩N)xy and (P ∩N)ny are uniquely determined. Therefore
(P ∩N)ygz = (P ∩N)xy,
which leads to the equation
(P ∩N)ny = (P ∩N)z−1zxy .
Considering N/(P ∩ N) as a vector space over a suitable prime field, we thus obtain a
linear equation in the coefficients of (P∩N)z for each y ∈ Y . Choosing one solution of this
system of equations, we obtain an element z ∈ N with gz ∈ NG(P ). Replacing g ∈ X by
gz, we may thus assume that X is contained in NG(P ). Now NG(P ) = 〈X〉N ∩NG(P ) =
〈X〉NN (P ). Generators for the subgroup NN (P ) can be obtained as follows. Take g = 1
in the above argument and compute elements (P ∩ N)z1, . . . , (P ∩ N)zr corresponding
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to a basis of the solution space of the arising linear system of equations. Then obviously
NN (P ) = 〈z1, . . . , zr, P ∩N〉, and hence NG(P ) = 〈X, z1, . . . , zr, P ∩N〉.
3. Computing H-projectors
It is well known that if X is a class of finite soluble groups, then every finite solu-
ble group possesses X-projectors if and only if X is a Schunck class (see, for instance,
Doerk and Hawkes, 1992, III, Theorem 3.10). Moreover, then the X-projectors of G are
conjugate by Doerk and Hawkes (1992, Theorem 3.21), so it usually suffices to compute
one representative. Recall that X is a Schunck class if it consists of all finite soluble
groups G such that G/CoreG(M) ∈ X for every maximal subgroup M of G and note
that a Schunck class is closed with respect to factor groups. In the following, a finite
group G having a maximal subgroup M with trivial core will be called primitive; we will
call M a stabilizer of G. (The terminology reflects the fact that G has a faithful primitive
permutation representation on the cosets of M .)
Let H be a Schunck class. It is clear from the definition of H that the class H is com-
pletely determined by the primitive groups in H. This class of primitive groups belonging
to H is called the basis of H. Moreover, a Schunck class H can also be represented by
its boundary , which consists of all soluble groups G such that G /∈ H but every proper
homomorphic image of G belongs to H. It is not difficult to see that the boundary of a
Schunck class also consists of primitive groups.
Let G be a finite soluble group and H a Schunck class. Assume that N is a normal
subgroup of G, H/N an H-projector of G/N , and L an H-projector of H. Then by Doerk
and Hawkes (1992, III, Proposition 3.7), L is an H-projector of G. Descending a normal
series of G with nilpotent factors, this reduces the problem of finding H-projectors of G
to the case where G has a normal subgroup N such that G/N ∈ H.
Now let N = N0 .N1 . · · · .Nr = 1 be a G-composition series of N . Put H0 = G and,
for every i = 1, . . . , r, assume that Hi/Ni is an H-projector of Hi−1/Ni. Then by Doerk
and Hawkes (1992, III, Proposition 3.7), Hr is an H-projector of G. Moreover, since
NHi = G for every i = 0, . . . , r and N is nilpotent, the factors Ni/Ni+1 are Hi-simple.
This effectively reduces the computation of H-projectors to the situation when G has a
minimal normal subgroup N such that G/N ∈ H.
Next, we decide whether N is complemented in G and compute a complement of N if
this is the case. This can be done using the methods in Celler et al. (1990); however, in
this special setting, the following seems to be more efficient. Step up a normal series of
G with nilpotent factors passing through N and find the last term D that centralizes N .
Now use the methods for G-invariant complements in Celler et al. (1990) to compute a
complement C of N in D, or to conclude that none exists. If G = D, every complement
of N in G is normal in G, and we are done. Therefore we may assume that D < G, so
that the following result can be applied.
Proposition 1. Let G be a finite soluble group with minimal normal subgroup N . Let R
and D be normal subgroups of G with N ≤ D ≤ R and R/D nilpotent. Further, assume
that D but not R centralizes N . Then N possesses a complement in G if and only if N
has a G-invariant complement in D. Moreover, for every G-invariant complement C of
N in D and Sylow subgroup Q of R that does not centralize N , the maximal subgroup
NG(Q)C = NG(QC) of G is a complement to N in G.
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Proof. Let M be a complement of N in G, then evidently D ∩M is normal in M and
centralizes N , so D ∩M E MN = G. Moreover, D = D ∩MN = (D ∩M)N by the
modular law, and D ∩M ∩N ≤ M ∩N = 1, so D ∩M is a G-invariant complement of
N in D.
Conversely, let C be a G-invariant complement of N in D. Since R/D is nilpotent, we
have QD E G, and so G = NG(QD) = NG(Q)D by the Frattini argument. Moreover,
NG(Q)C ∩ N is normalized by NG(Q)C and centralized by N , hence is normal in G =
NG(Q)CN . Therefore we have NG(Q)C ∩N = 1 or NG(Q)C ∩N = N by the minimality
of N . Assume the latter. Then QC is normal in G. Thus if NC/C is contained in the
p-group QC/C, then NC/C ∩ Z(QC/C) 6= 1, and, observing that NC/C is a minimal
normal subgroup of G/C, it follows that NC/C is centralized by Q. Since NC/C is
G-isomorphic with N , this is a contradiction, and we have QC ∩ NC = C. Therefore
[Q,N ] ≤ QC∩NC∩N = C∩N = 1 and Q centralizes N . This final contradiction shows
that NG(Q)C ∩N = 1, as required.
Note that obviously NG(Q)C ≤ NG(QC), so that NG(QC) = NG(Q)C by the Frattini
argument. 2
Thus, retaining the above notation, N has a complement in G if and only if it has a G-
invariant complement in D. If this is not the case, it is well known that N is contained in
the Frattini subgroup of G (see, for example, Doerk and Hawkes, 1992, A, Lemma 9.10).
Therefore every primitive factor group of G belongs to H, whence G ∈ H by the definition
of H. It follows that G itself is the unique H-projector.
Assume now that N is complemented in G and adopt the notation of the preceding
Proposition 1. To compute the complement M = NG(QC) of N , we first calculate QC/C
as follows. Let QD be the full preimage of the q-component QD/D of the nilpotent
group R/D. Now step up a composition series of QD/C. For each composition factor
U/V , assume that we have computed a Sylow q-subgroup Q0/C of V/C. Using linear
methods as described at the end of Section 2, we compute an element x ∈ U \ V which
normalizes Q0/C. Then 〈xp, Q0〉 is a Sylow q-subgroup of U/C, where p is the exponent
of N . Finally, QC is pronormal in G, and so its normalizer M can be computed using
linear methods as described in Section 2.
By the next result, either G or M is an H-projector, depending whether G ∈ H or not.
Proposition 2. Let G be a finite soluble group, H a Schunck class and N a minimal
normal subgroup of G such that G/N ∈ H. Assume that M is a maximal subgroup of G
not containing N . Then the following statements hold.
(a) CM (N) = CoreG(M). Therefore G/CM (N) is a primitive group with stabilizer
M/CM (N) and socle CG(N)/CM (N).
(b) G belongs to H if and only if G/CM (N) belongs to the basis of H. Otherwise,
G/CM (N) belongs to the boundary of H and M is an H-projector of G.
Proof. (a) Let L = CG(N) and K = CM (N) = L ∩M . Since L is normal in G, K
is normal in M ; in addition, K is centralized by N , and so K is normal in MN = G.
It follows that K is contained in D = CoreG(M). Conversely, we have D ≤ CM (N)
because [D,N ] ≤ D ∩ N ≤ M ∩ N = 1. Thus D = K and G/K is primitive with
stabilizer M/K. Evidently, NK/K = L/K is a nontrivial minimal normal subgroup
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of G/K, and hence is the unique minimal normal subgroup of G/K by Doerk and Hawkes
(1992, A, Theorem 15.6).
(b) If G ∈ H, then evidently G/CM (N) belongs to the basis of H. Now assume that
G /∈ H. Then there exists a maximal subgroup M1 of G such that G/CoreG(M1) does
not belong to H. Both M and M1 complement N and belong to H by an isomorphism
theorem, so by direct verification or by Doerk and Hawkes (1992, III, Lemma 3.14), M
and M1 are H-projectors of G. Hence M and M1 are conjugate by Doerk and Hawkes
(1992, Theorem 3.21). Therefore G/CoreG(M) belongs to the boundary of H. 2
Note that we could have carried out the test of whether G ∈ H before trying to
find a complement of N . However, computing a complement is usually cheaper than a
membership test in H (which can thus be avoided if no complement exists). Also, as
a consequence of the preceding proposition, it is not necessary to have an algorithm
deciding membership of an arbitrary finite soluble group in the Schunck class H. Instead,
it suffices that the algorithm can decide whether a given primitive soluble group belongs
to the basis or, alternatively, to the boundary of H. Since Schunck classes are often
defined in terms of their bases or boundaries, this seems to be a very useful feature.
If a membership test for H is available, it is, of course, not necessary to carry out the
(possibly expensive) computation of CM (N).
Depending on the kinds of argument the algorithm representing H can deal with,
there are also other cases where it is not necessary to explicitly compute C = CM (N).
Since C = CoreG(M), the subgroup C is the kernel of the permutation action of G on
the cosets of M , from which a permutation group of degree |N | isomorphic with G/C
can be computed. Moreover, using the well known bijection between isomorphism types
(or, equivalently, of conjugacy classes in Sym(pn)) of primitive groups of degree pn and
conjugacy classes of irreducible subgroups of GL(n, p), it is also possible to determine
the linear action of M on N and test whether this linear group is linearly isomorphic
with one arising from a primitive group in the basis or the boundary of H.
The last two methods seem particularly suitable if the basis or boundary of H is finite
and the algorithm representing H compares the given group with an explicit list of rep-
resentatives of isomorphism types of primitive permutation groups, or the corresponding
linear isomorphism types of irreducible linear groups.
Let pi denote the set of all primes p such that H contains a cyclic group of order p.
Then by Doerk and Hawkes (1992, III, Lemma 4.7), an H-projector H of G cannot have
pi′-factor groups. Therefore H is contained in the pi′-residual Opi
′
(G) of G, and, by Doerk
and Hawkes (1992, III, Proposition 3.22), H is even an H-projector of Opi
′
(G). Thus it
suffices to compute an H-projector of Opi
′
(G).
If the Schunck class H is also a formation, then H is a local formation (see, for instance,
Doerk and Hawkes, 1992, IV, Theorem 4.6). In this case, our algorithm for the compu-
tation of H-projectors may be somewhat slower than that of Eick and Wright (2000)
(see Section 7 for details). However, its requirements are much weaker. The algorithm
proposed in Eick and Wright (2000) requires H to be given by an algorithm computing
the f(p)-residual for a given group H and prime p, where, in addition, f is required
to be integrated. For the algorithm outlined above, it is sufficient to have an algorithm
which tests whether, in the situation of Proposition 2, M/CM (N) ∼= G/CG(N) ∈ f(p),
where p is the exponent of N and f is any formation function for H. On the other hand,
if an efficient algorithm for computing f(p)-residuals is known, then the computation
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of CM (N) may be replaced by testing whether the f(p)-residual of M (or that of G)
centralizes N .
Note that if the local formation F is only given in terms of a membership algorithm for
an integrated formation function f , the f(p)-residuals can be computed as in Section 5
below, so the algorithm in Eick and Wright (2000) can be used in that situation, too.
It seems unlikely, however, that this approach performs better than the algorithm for
projectors described above.
4. Computing F -injectors
Recall that the classes X of finite soluble groups such that every finite soluble group
admits X-injectors are precisely the Fitting classes of finite soluble groups (see Doerk
and Hawkes, 1992, IX, Theorem 1.4). A nonempty class X of finite groups is a Fitting
class if it is closed with respect to normal subgroups and a group G belongs to X if
it is generated by its normal X-subgroups. Thus every finite group possesses a unique
maximal normal X-subgroup GX, the X-radical of G.
The algorithms for Fitting classes in this and the following section also work in the
more general setting of Fitting sets. A Fitting set F of a finite group G is a nonempty
set of subgroups of G such that
(1) if S ∈ F and T is subnormal in S, then T ∈ F ;
(2) if S, T ∈ F and S, T E 〈S, T 〉, then 〈S, T 〉 ∈ F ;
(3) if S ∈ F , then Sg ∈ F for every g ∈ G.
It is easy to see that, if H is a subgroup of G and F is a Fitting set of G, then
FH = {S ∈ F : S ≤ H}
is a Fitting set of H; to simplify notation, we will often write F instead of FH .
A subgroup H of G is an F-injector of G if H∩S is F-maximal in S for every subnormal
subgroup S of G; note that F-injectors of G exist and form a conjugacy class by Doerk
and Hawkes (1992, VIII, Theorem 2.9). The F-radical GF of G is the subgroup of G
generated by all normal F-subgroups of G. Thus by the definition of F , GF is the unique
maximal normal F-subgroup of G. A nonempty class F of finite groups is a Fitting class
if and only if for every finite group G, the set F of all F-subgroups of G is a Fitting set
of G. Moreover, F-injectors and F-injectors of G coincide, and we have GF = GF.
The following proposition describes the key step for computing F-injectors of G if we
know how to compute the F-radical for any given subgroup of G. Recall that a Carter
subgroup of a group G is just an N-projector of G, where N denotes the class of all finite
nilpotent groups. Thus Carter subgroups can be computed using the algorithm for projec-
tors in Section 3, or by the algorithm for covering subgroups in Eick and Wright (2000).
Proposition 3. Let G be a finite soluble group and F a Fitting set of G, and suppose
that N is a normal subgroup of G such that G/N is nilpotent. Let W denote an F-
injector of N , put H = NG(W ) and let C be a Carter subgroup of H. Then (CW )F is
an F-injector of G.
Proof. Let V be an F-injector ofG. SinceN∩V is an F-injector ofN and all F-injectors
of N are conjugate by Doerk and Hawkes (1992, VIII, Theorem 2.9), we may assume
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that W = N ∩ V . Therefore V is contained in H = NG(W ) and V is an F-injector of H
by Doerk and Hawkes (1992, VIII, Theorem 2.13). Now Doerk and Hawkes (1992, VIII,
Lemma 2.8), applied to the group H with K = H∩N , yields that V = (C1W )F for some
Carter subgroup C1 of H. Now C = Ch1 for some h ∈ H, so (CW )F = (Ch1W )F = V h,
which is an F-injector of G. 2
Observe that in the preceding proposition, W is pronormal in G, so that its normalizer
can be computed using linear techniques, as described in Section 2. Moreover, CW/W
is a Carter subgroup of H/W , so that it is possible to compute CW as the preimage of
the Carter subgroup of a (possibly much smaller) factor group.
Now let
R0 / R1 / · · · / Rn = G
be a series of the finite soluble group G with nilpotent factors. If R0 ∈ F , then Proposi-
tion 3 may be used to compute an F-injector of Ri from one of Ri−1. Note that by Doerk
and Hawkes (1992, VIII, Theorem 2.9), the F-injectors of G are conjugate, so it suffices
to compute one of them. Starting with R0 = GF seems to be a good choice; note that in
this case R0 is the unique F-injector of R1 because every subgroup between R0 and R1
is subnormal in G, and hence every such subgroup belonging to F is contained in GF .
Of course, if only a membership algorithm is available to describe the Fitting set F ,
then the algorithm for radicals described in the next section can be used to compute
the F-radicals required for the computation of an injector. Conversely, note that the F-
radical of a group G can always be computed by taking the core of one of its F-injectors
(or, equivalently, the intersection of all F-injectors) of G. Thus it is likewise possible to
test membership in F or to compute an F-radical if an explicit algorithm for computing
F-injectors is known.
5. Computing F -radicals and F-residuals
Let F be a Fitting set or a Fitting class, as defined in Section 4, and assume that F is
given by an algorithm testing membership in F . We first describe an algorithm for the
computation of the F-radical of a finite group G. Step up a chief series of G, and for each
chief factor U/V assume that VF is already known. Now compute the (possibly empty)
set L of all normal subgroups L of G such that L/VF complements V/VF in U/VF . Search
L for an L belonging to F . By the following proposition, there is at most one L ∈ L that
belongs to F . If such an L exists, then it is UF . Otherwise, UF = VF . Note that, strictly
speaking, UF and VF are the FU - and FV -radicals of U and V , respectively.
Proposition 4. Let F be a Fitting set of the finite group G and suppose that U/V is a
chief factor of G. Then the following statements are equivalent.
(a) UF > VF ;
(b) U/VF = V/VF × UF/VF ;
(c) V/VF has a G-invariant complement L/VF in U/VF with L ∈ F .
Moreover, if L is a subgroup of G satisfying condition (c), then UF = L.
Proof. Assume (a). Since VF = V ∩ UF , it follows that UF/VF ∼= UFV/V , and so (b)
holds. The implication (b) ⇒ (c) being clear, assume (c). Then clearly VF < L ≤ UF ,
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and so (a) holds. To show that L = UF , observe that 1 6= L/VF ≤ UF/VF , which is
G-isomorphic with a G-invariant subgroup of the G-chief factor U/V . Thus L/VF =
UF/VF . 2
It should be noted that, when testing whether the subgroup L above belongs to F , it
is already known that VF , a maximal G-invariant subgroup of L, belongs to F , and that
there are only two possibilities: either L ∈ F (and thus L is the F-radical, as well as the
unique F-injector of L), or VF is the F-radical of L. Note that in the latter case VF is
also the unique F-injector of L since L/VF is Abelian and hence every subgroup of L
containing VF is normal in G.
While the above algorithm generally performs well in practice (see Section 7), it is easy
to construct groups G and Fitting sets where the number of complements of V/VF in
U/VF to be tested for membership in F is impracticably large. For instance, let G = U be
the direct product of n copies of Sym(3) and a cyclic group of order 2, and consider a chief
series whose penultimate term is V = Sym(3)n. If F is the set of all nilpotent subgroups
of G, then V/VF has 2n complements in U/VF . Note that for many Fitting classes F, more
efficient algorithms for F-radicals can be obtained from theoretical knowledge about F.
The preceding algorithm for an F-radical can easily be dualized to obtain one for the
F-residual GF of a finite group G, where F is a nonempty formation. Let U/V be a chief
factor of G. Then GFU/V > GFV/V if and only if U/V has a G-invariant complement
L/V in GFU/V with G/L ∈ F, and in this case L = GFV . Thus, given a membership
test for F, GF can be computed by descending a chief series of G.
As in the case of the above algorithm for radicals, for many familiar formations, there
are more efficient algorithms using theoretical knowledge about the class F in question, in
particular since the same remark about the number of possible complements applies. How-
ever, note that the situation is different if F is a local formation with formation function f .
Using the above notation, let L/V be a G-invariant complement of GFV/V in GFU/V .
Then GFU/L is G-isomorphic with U/V , so G/L ∈ F if and only if G/CG(U/V ) ∈ f(p)
for every prime p dividing |U/V |. Therefore U/V cannot have more than one G-invariant
complement L/V in GFU/V . Moreover, if the f(p)-residuals of G are known for all prime
divisors p of |G|, one can replace the test of whether G/L ∈ F by testing whether U/V
is centralized by the f(p)-residuals of G for every prime p dividing |U/V |.
6. Other Applications
In this section, we describe algorithms for computing lists of normal subgroups having
a given property (expressed as an algorithm testing that property) and the socle of a
finite group. These algorithms are closely related to those in Section 5.
Let X be a set of subgroups of G given by a membership test, and assume that X
is closed with respect to taking G-invariant subgroups. For any two normal subgroups
U ≥ V of G, let NU,V denote the set of all normal subgroups N of G with N ∈ X and
N ∩ U = V . Assume that
G = G0 . G1 . · · · . Gn = 1
is a chief series of G and let 0 ≤ i ≤ j ≤ n. We wish to compute an explicit list of the
set X = NGn,Gn . Clearly, NG0,N = {N} or ∅, depending whether N ∈ X or not. Now
consider i with 1 ≤ i ≤ n, and let M be the set of all G-invariant complements to Gi in
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Gi−1. We claim that




Suppose that N ∈ NGi,Gn ; that is, N ∩ Gi = 1. If N ∩ Gi−1 = 1, then N ∈ NGi−1,Gn .
Otherwise N ∩ Gi−1 > 1, so Gi−1 = Gi × (N ∩ Gi−1), N ∩ Gi−1 ∈ M, and N ∈
NGi−1,N∩Gi−1 . In the other direction, if N is a normal subgroup of G and either N ∩
Gi−1 = 1 or N ∩ Gi−1 ∈ M, then N ∩ Gi = 1. Note that the union here is disjoint, so
that the sets forming the union could be computed in parallel.
Assuming that we have computed NGi−1,Gn , we calculate M, using the methods of
Celler et al. (1990) in the soluble case, and then for each M ∈ M we recur to G/M to
obtain NGi−1,M , using the chief series
G/M = G0/M . · · · . Gi−1/M = GiM/M . Gi+1M/M . · · · . GnM/M = 1.
A dual approach can be used if X is a class of groups that is closed with respect to factor
groups. For any two normal subgroups U and V of G with V ≤ U , let RU,V = {N E G :
G/N ∈ X, V N = U}. In order to compute the set RG,G of all normal subgroups N of a
finite group G such that G/N ∈ X, observe that




for every chief factor U/V of G, where M denotes the set of all M ≤ G such that M/V
is a normal complement to U/V in G/V .
For finite soluble groups, our implementation of this algorithm (where X is the class
of all groups) is substantially faster than the algorithms previously available in GAP 4
The GAP Group (2000) (see Section 7 for details).
Many definitions of Fitting classes involve the socle Soc(G) of a finite group G, that is,
the subgroup generated by the minimal normal subgroups of G. Therefore we conclude
with the following proposition, which can be used to compute the socle of a finite group
using a slight variation of the radical algorithm described in Section 5.
Proposition 5. Let G be a finite group, let N be a normal subgroup of G containing
Soc(G) and assume that 1 = N0 / N1 / · · · / Nr = N is a G-composition series of N .
For i = 1, . . . , r, let Li be a G-invariant complement of Ni−1 in Ni if such a complement
exists, and put Li = 1 otherwise. Then Soc(G) = L1 × · · · × Lr.
Proof. Let F = {H : H ≤ Soc(G)}. Then F is a Fitting set of G and KF = K∩Soc(G)
for every K E G. In particular, since Soc(G) ≤ N , we have NF = Soc(G).
Suppose that 0 ≤ i < r and let L denote the set of all normal subgroups L of G
such that L/(Ni ∩ Soc(G)) complements Ni/(Ni ∩ Soc(G)) in Ni+1/(Ni ∩ Soc(G)). By
Proposition 4, there is at most one L ∈ L such that L ≤ Soc(G). Moreover, if such
an L exists, then L = Ni+1 ∩ Soc(G), and otherwise Ni+1 ∩ Soc(G) = Ni ∩ Soc(G). It
therefore suffices to show that L contains a subgroup L of Soc(G) if, and only if, Ni has
a G-invariant complement Li in Ni+1, and that in this case, L = Ni × Li.
Assume first that Ni+1 ∩ Soc(G) ∈ L. It is well known that Soc(G) = (Ni ∩ Soc(G))×
K for some normal subgroup K of G (see, for example, Doerk and Hawkes, 1992, A,
Lemma 4.6). Thus Ni+1 ∩ Soc(G) = (Ni ∩ Soc(G)) × (Ni+1 ∩ K). Conversely, if Li+1
complements Ni in Ni+1, then L = (Ni ∩ Soc(G))× Li+1 ∈ L is contained in Soc(G). 2
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Table 1. Algorithms for projectors.
N2 U
G |G| tCRISP tFORM |P | tCRISP tFORM |P |
M 28.39 0.4 0.3 22.39 0.3 0.3 22.39
U o C3 212.313.718 1.6 0.5 24.313 1.2 0.4 212.313
D 23.39.524.7.318 1.0 2.2 33.7.312 0.8 1.9 33.7.312
L 255.37.73 2.7 4.5 2.37.7 2.6 4.4 2.37.7
Obvious choices for N in the above proposition are N = G or N = F ∗(G), where
F ∗(G) is the generalized Fitting subgroup of G. If F ∗(G) is soluble, then, of course,
F ∗(G) = F (G), the Fitting subgroup of G. Recall that F ∗(G) consists of those elements
of G inducing an inner automorphism on every chief factor of G (or, equivalently, every
chief factor in a given chief series of G).
7. Practical performance
This section contains some sample timings that have been obtained using the author’s
implementation of the algorithms described in Sections 3, 4, 5 and 6 in the GAP 4 share
package CRISP (Ho¨fling, 2000). They use the same groups and polycyclic generating
systems as in Eick and Wright (2000). The group M is a soluble maximal subgroup of
the sporadic simple group Fi22, while U oC3 is the regular wreath product of the subgroup
U of upper triangular matrices of GL(4, 7) with a cyclic group of order 3. The group L
is an example by Klaus Lux for a group whose chief factors are difficult to compute for
some versions of the MeatAxe algorithm, and D is Dark’s group (see, for instance, Doerk
and Hawkes, 1992, IX, Example 5.19).
Unless noted otherwise, all running times in this section are in seconds and have been
obtained on a Pentium processor under Linux running GAP 4.2 with 16 megabytes of
initial workspace. They include garbage collections and the computation of a chief series,
where required.
Table 1 shows the performance of the proposed algorithm for the computation of an H-
projector P for the classes H = U and H = N2 of supersoluble and metanilpotent groups.
tCRISP and tFORM are the times (in seconds) required by the algorithm in Section 3 and in
Eick and Wright (2000) respectively. The latter are available in the GAP 4 share package
FORMAT (Eick and Wright, 2000). The results show that, despite its greater generality
and fewer requirements, the proposed algorithm compares well to that in Eick and Wright
(2000), especially for larger groups. One reason seems to be that the algorithm in Eick
and Wright (2000) requires the computation of a so-called special polycyclic generating
sequence, for which most of tFORM is spent, especially for the larger groups.
Let O{2,3,5} denote the class of all finite soluble groups G such that O{2,3,5}(G), the
largest normal subgroup of G whose order is divisible only by two, three and five, is
hypercentral. Note that the O{2,3,5}-radical of a group G can be computed as the in-
tersection of the centralizers of the factors of a G-composition series of O{2,3,5}(G) (see
Doerk and Hawkes, 1992, IX, Example 2.5). The running times tproj, tcov and tin needed
to compute injectors for the above groups and Fitting classes O{2,3,5} and N2can be
found in Table 2. For tproj and tcov, an explicit algorithm to compute the F-radical was
used, while for tin the required F-radicals were computed using the algorithm in Sec-
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Table 2. Algorithms for injectors.
N2 O{2,3,5}
G tproj tcov tin |I| tproj tcov tin |I|
M 1.0 1.0 1.4 28.37 3.1 3.0 2.2 39
U o C3 2.1 2.0 15.5 212.312.718 3.8 3.8 16.8 212.312.718
D 12.4 12.1 12.7 524.318 20.8 22.5 208.4 524
L 8.3 8.3 13.8 254.36.73 95.0 108.7 51.5 255
Table 3. Algorithms for radicals.
N2 O{2,3,5}
G tin texpl |R| tin texpl |R|
M 0.6 0.6 27.37 0.5 1.1 37
U o C3 14.8 1.9 212.312.718 16.0 3.5 212.312.718
D 1.5 3.8 524.318 1.6 7.2 524
L 5.8 4.6 254.36.73 11.7 34.4 254
tion 5. For tproj and tin the algorithm in Section 3 was used to obtain the required Carter
subgroups, while for tcov the algorithm in Eick and Wright (2000), was chosen. Note that
the difference between tproj and tcov is probably due to the fact that the algorithm in Eick
and Wright (2000) requires the computation of special polycyclic generating systems of
certain subgroups. Since subgroups do not inherit this type of representation, explicit
changes of polycyclic generating systems are necessary in the course of the computation.
The difference between the times for O{2,3,5} and N2 seem to be due to the fact that the
defining algorithms for the latter class are far less complex.
Table 3 shows the times tin needed to compute the F-radical of the sample groups
using the algorithm in Section 5 and texpl required by an explicit algorithm for the F-
radical, where F = O{2,3,5} or F = N2. The results show that the generic algorithm for
F-radicals compares fairly well with algorithms for certain special cases. In particular,
it should be noted that the Sylow subgroups required in the explicit algorithm for the
N2-radical are known from the beginning, due to the presentations chosen for the groups.
Note that membership testing and the computation of the F-radical are generally more
time consuming for O{2,3,5} than for N2.
Table 4 shows the performance of our algorithm for the computation of the set N of
all normal subgroups of a given group G described in Section 6. It is compared with the
time tlib needed by the algorithm for soluble groups in GAP 4 (Hulpke, 1998), and with
tconj, which computes N from a set C of conjugacy class representatives of G. Like the
algorithm in Section 6, the algorithm in Hulpke (1998) computes the normal subgroups of
G from those of a factor group. The main difference seems to be that at some intermediate
step in the latter algorithm certain subnormal subgroups are being computed that have
to be discarded afterwards.
Note that the derived factor group of U o C3 has order 24.35 and elementary Abelian
Sylow subgroups, and hence has 178488 (normal) subgroups. Therefore no attempt was
made to compute them. For this group, as well as D, it was not possible to compute a
set of conjugacy class representatives with reasonable resources.
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Table 4. Algorithms for normal subgroups.
G |G| k(G) |N | tCRISP tlib tconj
M 28.39 88 17 0.5 1.3 8.1
D 23.39.524.7.318 ? 14 1.0 2.3 n/a
L 255.37.73 ≈ 47000 64 29.3 227.2 n/a
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