sponsor, and voting. They found smaller effects on attitude toward position (r -0.088), the target (r = .058), and vote intention (r = .036), with a larger (backlash) effect against the ad's sponsor (r = -.15). This indicates no net benefit to the sponsor of negative advertising. 1 In each case the variance was heterogeneous, which could indicate the presence of moderator variables. Still, these results suggest that negative advertising hurts the sponsor more than the target.
An important limitation of these studies is that they contrast negative versus positive advertising. Failure to find significant differences (Lau et al., 1999) or finding relatively small effects outweighed by backlash (Allen & Burrell, 2002) could mean that neither positive nor negative advertising is particularly effective. However, it is also possible that both kinds of ads are persuasive, but neither type of ad is substantially more effective than the other. Determining which of these possibilities is the case requires meta-analysis of advertising studies that either include a control group or use a pre-test/post-test design.
The existing meta-analyses leave other questions, such as learning from ads, unanswered. To remedy this lacuna in the literature, this study will meta-analyze the research on political advertising to assess the effects of political advertisements without limiting itself to comparisons of negative versus positive advertising.
Meta-analytic research has clear advantages compared with traditional or narrative literature reviews. First, the act of cumulating previous research provides greater confidence in results (the effective sample size of a meta-analysis is the total n of all studies included). Furthermore, Rosenthal (1984) explained that:
There are many areas of the social sciences for which we do have the results of many studies all addressing essentially the same question. Our summaries of the results of these studies, however, have not been nearly as informative as they might have been, either with respect to summarized significance levels or with respect to summarized effect sizes. Even the best of reviews of research by the most sophisticated workers have rarely told us more about each study in a set of studies than the direction of the relationship between the variables investigated and whether or not a given p level was attained. (p. 10) Thus, meta-analysis has the benefit of producing an average effect size, rather than focusing exclusively or primarily on the significance of results (the latter, of course, is dependent on sample size). Third, Arthur, Bennett, and Huffcutt (2001) argued that "We know that sampling errors tend to form a normal distribution with a mean of zero. . . . When one computes the mean 1 2004 saw record levels of funding from non-candidate groups such as PACs and 527 groups. Although we cannot be certain that, for example, Senator Kerry will not receive backlash from ads sponsored by MoveOn.org which attacks President Bush or that there will be a backlash against President Bush for ads sponsored by Swift Boat Veterans for Truth, it is possible that attacks from third party ads do not have the same drawbacks as attacks made by the candidates in their own ads. Given the new laws, presidential candidates must clearly identify themselves (e.g., "I'm George W. Bush [or John Kerry] and I approve of this message") in their ads. That could mean that viewers are better able to identify which ads are from the candidates themselves. If so, backlash from negative non-candidate advertising is less likely to hurt the candidates than in previous years. sample-weighted effect across studies in a meta-analysis. .. . the resulting value is largely free of sampling error" (p. 6). Thus, we will be able to quantify the size of any significant relationships. Finally, Wolf (1986) indicated that meta-analysis can be "helpful in highlighting gaps in the literature, providing insight into new directions for research, and finding mediating [sic] or interactional relationships or trends either too subtle to see or that cannot be hypothesized and tested in individual studies" (p. 55). Therefore, ample justification exists for meta-analysis of the effects of political advertising.
Purpose and Hypotheses This study investigates the potential effects of political advertising on voters. The functional theory of political campaign discourse (Benoit, 1999; Benoit, Blaney, & Pier, 1998) posits that citizens can base their vote choices on policy (issues) and character (image). Accordingly, we propose seven hypotheses for our meta-analysis:
H1. Political advertising increases knowledge of candidates' issue stands. H2. Political advertising affects perceptions of the candidates' character (e.g., personality, honesty, compassion, morality). H3. Political advertising affects attitudes toward the candidate. H4. Political advertising affects interest in the campaign. H5. Political advertising has an agenda-setting effect (influences perceptions of the relative importance of issues). H6. Political advertising influences vote choice (candidate preference). H7. Political advertising influences likelihood of voting (turnout). We will code these studies to allow us to investigate potential moderator variables where possible.
Procedures We followed the suggestions by Stock et al. (1982) to locate and code the articles for our study. The first step is locating studies to include in the meta-analysis. We began with the metaanalyses on political advertising (Allen & Burrell, 2002; Lau et al., 1999) . Then we consulted various indices (CommSearch, ComIndex, J-Stor) and Al Loudan's useful webpage bibliography on political advertising (2005) . Each time we located a pertinent study we examined its references for citations of other studies. Given our focus, investigating the effects of political advertising on voters, we excluded publications employing content analysis of ads (e.g., Benoit, 2001; Johnston & Kaid, 2002) which did not study the effects of advertising on voters. Our focus on voters led us to exclude a study of the effects of advertising on children (Atkin, 1977) . We also excluded studies reporting the results of surveys of candidates (Tinkham & WeaverLariscy, 1991) , political consultants and journalists (Perloff, 1991) , or campaign workers (Sheinkopf, .
Next, we developed a coding sheet which listed the citation for the study being coded, dependent variables being studied, the sample size, the statistical results (e.g., t, F, r, χ 2 ) the nature of the study (students versus non-students, real ads for current candidates or other ads). We refined the coding sheet and coding procedures by jointly coding several studies. When question arose about coding a particular article all authors met to discuss and agree on the appropriate coding for that study.
A number of studies could not be included in the meta-analysis. For example, we did not include studies that employed regression unless they also provided zero-order correlations for the variables of interest (Hunter & Schmidt [1990] explain why βs should not be included in meta-analyses). We also excluded studies that did not include an assessment of the political advertising. Ansolabehere and Iyengar (1995; Ansolabehere, Iyengar, Simon, & Valentino, 1994) report research which they claim demonstrates that political advertising depresses voter turn-out at the polls. However, one study failed to measure the nature (content) of political advertising; their method was to content analyze news coverage of the political campaigns they studied. Finkel and Geer (1998) noted that "their measure of tone does not rely on a direct assessment of the actual advertisements that were used. . . the measure of 'tone' was constructed from a content analysis of newspaper and news magazine articles" (p. 578; emphasis original).
It is important to note that our study could not use many of the studies employed in the previous meta-analyses. We were interested in determining whether political advertising has effects, not whether certain kinds of ads were more persuasive than other kinds of ads. So, studies that compared positive ads with negative ads (or ads comparing issues/policy versus image/character) were not included unless they included a control group or employed a pretest/post-test design. Similarly, studies contrasting reactions to male and female candidates (e.g., Kaid, Myers, Pipps, & Hunter, 1985) could not be included for the same reason.
The studies in our sample measured several dependent variables, which we clustered into the variables we embodied in our hypotheses. For example, we decided to use a single character variable. However, some studies report data with multiple character questions about such personality traits as honesty, compassion, courage, morality, or sociability. When a study reported data from multiple questions about one of our dependent variables, we averaged their results. For example, if a study reported the effects of advertising on honesty, compassion, courage, morality, and sociability, we averaged the data on these five character traits into a single score for the character evaluation variable. Had we included the results for each question separately, that would have artificially inflated the n for the meta-analysis (that is, the n for that study would have been counted five times, once for each of the five character traits). Similarly, some studies reported the results for several questions about issue knowledge (e.g., learning the candidates' positions on education, taxation, and the economy). Again, we averaged these questions into a single estimate of issue knowledge from that sample. However, when a publication reported data from more than one distinct group of subjects, the data from each group was treated as a separate study (i.e., these variables were not averaged). For the turnout variable, the effect sizes for studies that found that advertising decreases turnout were entered as negative values; effect sizes for studies that reported that advertising increases turnout were entered as positive values. 
Statistical Analysis
We used the correlation coefficient Pearson's r to cumulate these studies, as opposed to other measures of effect size (e.g., Cohen's d). Hunter and Schmidt (1990) recommended r as the most useful measure of effect size in meta-analysis. They also argued that r, rather than r 2 , is the appropriate index of effect (see also Beatty [2002] , who also argues that r is a better estimate of effect size than r 2 ). Formulas for converting other statistics (t, F, χ 2 ) to r can be found in Wolf (1986) . A table for converting proportions is provided in Glass, McGaw, and Smith (1981) . A webpage is available to calculate r from means and standard deviations (Becker, 2004) .
Calculation of the average effect size weighted each individual r by the number of subjects in the study. Hunter and Schmidt (1990) noted that if the population correlation is assumed to be consistent across all studies then "the best estimate of that correlation is not the simple mean across studies but a weighted average in which each correlation is weighted by the number of persons in that study" (p. 100). Similarly, Wolf (1986) indicated that "it can be argued that not all studies synthesized in a meta-analytic literature review should be given equal weight" (p. 39). All things being equal, studies with larger sample sizes should provide better estimates of the population parameter being measured.
Then we determined whether the effect size (mean weighted r) was significantly different from zero. If an effect size is not significantly different from zero that indicates that political advertising does not have a significant effect on the dependent variable in question. We then tested the homogeneity of the variance of the effect sizes. A non-significant test (χ 2 ) indicates that the effect size variance is within the limits of sampling error and that the studies are from a homogeneous group (observed differences in effect size are likely due to random error). This suggests that it is unlikely that a moderator variable is present in the data. In contrast, a significant χ 2 indicates that the differences in effect sizes are larger than what would be expected from sampling error alone (Hunter & Schmidt, 1990) . Heterogeneous variance in effect size could signal the presence of a moderator variable (or it could reflect problems, such as poor validity or low reliability, in some of the studies), so the average effect size when the variance is heterogeneous should be viewed cautiously (Allen & Burrell, 2002) .
When we found heterogeneous variance, we looked for potential moderator variables where possible. We followed the procedures outlined by Hunter and Schmidt (1990) , who indicate that "the studies in the meta-analysis can be subgrouped based on the moderator hypothesis, and the means of the subgroup meta-analysis can be tested for statistically significant differences" (p. 415). When a significant moderator is found (e.g., perhaps effect sizes in studies with student subjects are larger than in studies with non-students), studies can be divided into studies with different characteristics (e.g., those using student and non-student samples). Then we tested the rs for each sub-group of studies for significant differences. We adopted a criterion that each potential moderator variable group (e.g., students versus non-students) must include at least two studies. This meant, for example, that we could not test whether ads produced by candidates yielded different effect sizes from ads produced by the experimenter: Most variables in our sample did not include any studies using ads produced by the experimenter; no variable had more than one such study. Only a few of the studies in our sample used students; however three variables (learning, attitude, campaign interest) included two studies with data from nonstudents, so we were able to test this potential moderator variable on these three dependent variables.
Results First, we will report the results for each hypothesis, including the chi-square test for homogeneity of variance. Then we will consider potential moderator variables where the distribution of studies permit (e.g., if all studies of a given dependent variable use non-students, it is not possible to test for a difference between studies using students versus those using non-student samples).
The first hypothesis concerns learning about issues from advertising. Thirteen sets of data with a total n of 4873 yielded a weighted mean effect size of r = .21, which was significant at p < .05. The chi-square test for homogeneity of variance was significant (χ 2 [df=12] = 1483.87, p < .05), which could indicate the presence of moderator variables. See Table 1 for a summary of the studies included in the meta-analysis.
We were able to test the possibility that the nature of the sample (student versus nonstudent) moderated this effect. The effect size for studies using students was .37 and for nonstudents it was .2. These two rs are significantly different, so students learn more from ads than non-students. However, the effect size for non-student samples (r = .2) was still significant. Chi-squares for both groups of studies were significant (students: 15.46, p < .05; non-students: 1170.74, p < .05), so it is possible that other moderators exist. However, the distribution of studies in our sample did not permit tests for other potential moderators.
Hypothesis two concerns effects of ads on perceptions of candidate character. Six sets of data with a combined n of 2061 produced a weighted mean effect size of r = .19, which is significant (p < .05). Again, the test for homogeneity of variance was significant (χ 2 [df=5] = 113.6, p < .05), which could indicate that moderator variables were present in these studies (as noted above, the sample of studies did not permit tests of moderator variables).
H3 predicted that ad viewing would influence attitude toward candidates. The weighted mean r = .17 was significant at p < .05. Seven studies with a total n of 1113 combined to produce this result. The chi-square test for homogeneity of variance was significant (χ 2 [df=6] = 324.79, p < .05), which could indicate the presence of a moderator variable.
The nature of these studies permitted us to test whether sample was a moderating variable for attitude. The r for students was .082, whereas for non-students it was .23. These rs were significantly different (CI = .033-.26), so ads generate significantly more attitude change in nonstudents than students. The effect sizes for students and non-students were both significant (p < .05). The chi-square test for heterogeneity of variance indicated that both groups of studies were heterogeneous (χ 2 for students = 7.58, p < .05; χ 2 for non-students was 177.24, p < .05), so other moderator variables could be influencing these effect sizes.
Three studies with an n of 351 investigated agenda-setting effects from ads, the fourth hypothesis. The mean weighted effect size, r = .19, was significant. The test for homogeneity of variance was significant (χ 2 [df=2] = 107.41, p < .05), which could indicate the presence of moderator variables. However, the sample of studies did not permit tests of moderator variables.
Hypothesis five predicted that viewing ads would increase interest in the campaign. Nine studies with a combined sample of 4561 yielded an average weighted effect size of r = .22. This difference is significant at p < .05. The chi-square test for homogeneity of variance was significant (χ 2 [df=8] = 152.24, p < .05), which could mean that moderator variables exist in these studies. Atkin et al., 1973 .28 (820) .2 (820) .19 (820) Atkin & Heald, 1974 .34 (323) .19 (323) . 16 (323) .28 (323) Drew & Weaver, 1991 .18 (112) .025 (112) .13 (112) -.073 (112) Drew & Weaver, 1998 .037 (408) .22 (533) .094 (475) Finkel & Geer, 1998 -.48 (9) Ghorpade, 1986 .58 (14) Holbert et al., .14 (1513 .17 (1513) Just et al., 1990 .39 (50) Kaid, 1997 .41 (31) .21 (38) Kaid et al., 1992 .16 (603) .23 (525) McClure & Patterson 1974 .4 (650) .18 (650) Merritt, 1984 .52 (314) Pfau et al., 2002 .
(131) .14 (214) .059 (214) .2 (131) .16 (131) .41 (153)
.34 (153) Pinkleton, 1998 .1 (263) .18 (164) Roberts, 1995 .52 (63) .25 (79) .52 (59) Roberts & McCombs, 1994 .58 (14) Simon, 2002 .26 (83) .15 (83) Valentino et al., 2002 .19 (160) Wattenberg & Brians, 1999 .16 (2084 .16 (1343) Weaver & Drew, 1995 .074 (470) .2 (470) .051 (470) Weaver & Drew, 2001 .059 (506) .24 (506) .049 (506) weighted mean r (N of studies) (n of participants)
.21 (13)
.19 (6)
.17 (7)
.19 (3)
.22 (9)
.07 (12)
We could test whether nature of the sample was a moderator variable for campaign interest. The r for students was .28; for non-students it was .35. These two rs are not significantly different, which means that the nature of the sample is not a moderating variable for these effect sizes.
Next, we tested the sixth hypothesis, which predicted that ad viewing influences turnout. Twelve sets of data with a combined n of 8266 produced a mean weighted effect size of r = .07, which was significant at p < .05. The test for homogeneity of variance was significant (χ 2 [df=8] = 6864.26, p < .05), which means that moderator variables could be influencing the effect sizes of these studies (although the nature of these studies did not permit tests of moderators).
Finally, H7 predicted that viewing political advertising influences vote choice. Three studies with a total n of 1067 had a mean weighted effect size of r = .19, which is significant (p < .05). The chi-square test for homogeneity of variance was not significant (χ 2 [df=1] = 7.08, p < .05), which means that a moderator variable could be influencing these effect sizes (again, the nature of these studies did not allow us to test for potential moderators). Implications We must keep in mind the fact that potential moderator variables could be operating in these studies (e.g., ads for different office could have different effects). However, the distribution of studies in our sample did not permit us to investigate those other potential moderator variables. Nevertheless, we can draw several tentative conclusions on the basis of this meta-analysis. First, Functional Theory posits that campaign messages have two topical dimensions, policy (issues) and character (image) and therefore two potential areas of influence on voters. Cumulating the results of the studies in this sample indicates that political television advertising has significant effects on both of these factors: learning about issues (r = .21) and on perceptions of character (r = .19). Not surprisingly, these messages also have a significant effect on attitudes toward the candidates (r = .17). There was also an agenda-setting effect in the studies in our sample. Advertising stimulates interest in the political campaign (r = .22). Finally, ads appear to influence vote choice (r = 19) and likelihood of voting (turnout). Note that because we do not contrast positive and negative ads, the latter finding does not contradict the demobilization thesis (Ansolabehere & Iyengar, 1995) .
The total number of studies investigating these dependent variables ranges from 2 (voting) to 12 (learning). Similarly, the total number of subjects providing data on these variables ranges from 349 (agenda-setting) to 8266 (turnout). The number of studies and subjects must be kept in mind when interpreting these results (i.e., we should keep in mind that the conclusions for agenda-setting and vote choice must be considered more tentative than other conclusions). For example, although both results are significant, we should have more confidence in the conclusion about learning (with 13 studies and a sample of 4873) than, say, on agenda-setting (with 3 studies and a sample of 351). Clearly, more work is needed, particularly in the areas in which few studies could be employed in this meta-analysis.
This study also provides insight into the magnitude of effect sizes for these variables. Most of the rs are around .2 (.17-.22). However, the effect of viewing television spots on turnout is much smaller (r = .07). Thus, we now have a better idea of the size of the relationships at work in television spot effects.
The nature of the sample was a significant moderator for effect sizes for two variables: learning and attitude change. Studies using students had larger effects on learning (although both types of samples had significant effects on learning). It is possible that their experiences as students help these participants learn more from ads than non-students. On the other hand, nonstudents experienced larger effects on attitudes than students. It seems odd that television spots should have greater effects on learning but smaller effects on attitudes for students than nonstudents. This could be due to McGuire's (1969) compensation principle: He postulated that some characteristics of receivers could "have opposite effects on influenceability via the reception [learning] and the yielding [attitude change] mediators" (p. 244). Furthermore, research makes it clear that learning does not necessarily lead to attitude change (Love & Greenwald, 1978) . Thus, whether subjects are students or not appears to influence the size (but not the direction) of the relationships-and this moderator variable can both increment and diminish the size of the relationship.
We can compare these results with the findings of a recent meta-analysis of the effects of watching another presidential campaign message form, presidential debates (Benoit, Hansen, & Verser, 2003) . Available studies allowed four dependent variables to be examined in both studies. Both meta-analyses found that watching these campaign messages enhanced issue learning, influenced character perceptions, altered agendas, and affected vote choice. Thus, we can see several important similarities across campaign media in presidential message effects. The review of research on the effects of presidential television spots conducted for this meta-analysis allows us to make some observations about that work. First, it is unfortunate that a number of studies could not be included because of a lack of complete statistical reporting. Some studies reported means without standard deviations (and no reports of t or F tests). Furthermore, few studies used scales; single-item measures of dependent variables were quite common. This meant that the effect sizes could not be corrected for measurement error. Third, although regression is a perfectly valid form of statistical analysis, arguments have been made against using the results of regression in meta-analysis (e.g., Hunter & Schmidt, 1990) . We encourage those who use regression to include reports of zero-order correlations to facilitate meta-analysis. Finally, although two prior meta-analyses did not find differences in the effect sizes of students and non-students in political campaigns (Benoit et al., 2003; Lau et al. 1999) , the study reported here found that the effect size for learning from television spots was higher for students than non-students, whereas the effect on attitudes was smaller for students than nonstudents.
Conclusion Televised political advertising is widely used by candidates; as noted above, $545 million on presidential and $730 million on non-presidential advertising in 2004. So, wih good reason, TV spots are often studied by scholars. We know that there is little net advantage to negative versus positive ads (Allen & Burrell, 2002; Lau et al., 1999) . The meta-analyses we report here confirmed that political ads have significant effects on viewers. These messages are capable of enhancing issue learning, influencing perceptions of the candidates' character, affecting attitudes toward candidates, stimulating interest in the campaign, and influencing vote choice. The data do not indicate that political advertising has an effect on agenda-setting or turnout. Studies conducted on students tend to show larger effects on learning and smaller effects on attitude change (and nature of the sample did not influence campaign interest). However, television spots had significant effects on learning and attitudes for student and non-student samples alike.
This study does have limitations. Unfortunately, few studies were available to be cumulated on some variables (particularly agenda-setting and vote choice), so there is a special need for more work in these areas. Furthermore, we urge researchers and editors to make certain that research reports contain the necessary information to enable future meta-analysis (including reporting zero-order correlations when regression is employed for statistical analysis). Finally, the effect sizes were heterogeneous, which could indicate the presence of other moderator variables in these studies. More studies that can be cumulated in meta-analysis would yield greater confidence in conclusions and better estimates of the size of relationships between TV spot viewing and the various dependent variables.
