1 , such as increased data rates and transmission distances for both classical . We reduce this value to 2.7±0.2 ps at 400 nm and 4.6±0.2 ps at 1550 nm, using a specialized niobium nitride (NbN) SNSPD. The observed photon-energy dependence of the temporal resolution and detection latency suggests that intrinsic effects make a significant contribution.
the full-width at half-maximum (FWHM). Significant effort has been made in the community to reduce the jitter and to ultimately understand the fundamental limitations. Though timing fluctuations may arise from the microscopic physics of the detection mechanism, only limited indications of this have been observed to date, such as asymmetry in the IRF [16] [17] [18] . This is primarily because jitter in SNSPDs has been limited by instrumental mechanisms, which has prevented a systematic experimental study of the intrinsic timing characteristics on different device design parameters. Resolving the intrinsic jitter of SNSPDs is essential for the validation of a microscopic model of the detection mechanism, an active topic of research in the community 10 .
The main effect that masks the intrinsic jitter in SNSPDs is noise jitter, which arises due to amplifier noise-induced shifts of the readout signal that lead to fluctuations in the threshold crossing time.
Noise jitter can be reduced by engineering devices with higher operating currents and by using lowernoise radio-frequency (RF) cryogenic amplifiers, which has led to the current state-of-the-art jitter of 14.2 ps (see Ref.
14 for a review of recent efforts). Despite this progress, a conclusive demonstration of intrinsic effects is still missing, typically evidenced by a lack of systematic temperature or nanowire-width dependence of the measured jitter 13 . In addition, it was recently realized that fluctuations in the longitudinal position of the photon absorption lead to significant changes in the detection latency (defined as the time between the absorption of a photon and the registration of an electrical output pulse) since the high kinetic inductance of typical nanowire structures renders the speed of RF pulse propagation along the wire to be a small fraction of the speed of light in vacuum 19 . Fortunately, this "geometric" jitter can be compensated, at least in part, by using a differential readout scheme with a low-noise amplifier at each end of the nanowire 20 .
In this Letter, we describe specialized NbN SNSPD devices (illustrated in Figure 1 ) designed to simultaneously minimize the noise jitter and the geometric jitter at the expense of system detection efficiency. This allows us to carry out a comprehensive study, demonstrating significant photon-energy, nanowire-width and temperature dependence of the jitter, as well intrinsic variations in the detection latency. These results make an important step towards probing the fundamental physics of the detection process and can be used to validate theoretical models of the detection mechanism and predictions of jitter . We note that although sub-picosecond jitter and singlephoton sensitivity are achievable with commercial streak cameras, they are incompatible with applications requiring free-running operation or high count rates, which SNSPDs can provide.
To put these results into context, one can consider the potential impact on a handful of applications.
The combination of an SNSPD with a time-correlated single-photon counting (TCSPC) module results in an optical sampling oscilloscope 6 , where an IRF width of 2.7 ps is equivalent to a signal bandwidth of about 130 GHz, comparable to the fastest available sampling oscilloscopes. Crucially, the sensitivity and dynamic range of such an SNSPD-based instrument could be many orders of magnitude greater than an oscilloscope based on a fast photodiode. Laser ranging would also benefit from our fast SNSPD: detection of a single visible photon reflected from an object, could yield a spatial precision of 1 mm with a confidence of approximately 90%. Averaging of multiple detections adds further advantage, with a resolution of 10 µm possible after just 10,000 events 6 -a task easily completed on a millisecond time scale if a TCSPC module is used 12 . In the context of quantum key distribution (QKD) 4 , jitter of single-photon detectors sets the maximum system clock rate, influencing the effective signal-to-noise ratio and in turn setting the maximum allowable channel loss 23 . Separating the optical pulses in a QKD system by the width of the detector IRF at 1/100 of the maximum gives a base error rate of 1%; with our detector this would allow a clock rate of up to 80 GHz, more than 1.5 orders of magnitude higher than that used in the record distance QKD demonstration 5 .
The IRF for one of the devices tested is shown in Figure 2( Figure 2 (b).
To illustrate the overall effect of varying the nanowire width and photon energy, we plot the jitter as a function of bias current for these variables in Figure 3 (a). This plot shows that for a fixed bias current, the jitter decreases for narrower nanowires and for higher energy photons. The same trend is evident in the normalized photon count rates (PCR) shown in Figure 3 (b): for a given bias current, increasing the photon energy or reducing the nanowire width leads to higher internal detection efficiency. The existence of saturated PCR plateaus suggests that the devices are operating with near-unity internal detection efficiency at high bias currents 9 . Increasing the photon energy increases the length of the plateau, and our results suggest that using a detector with a long plateau is the key to achieving low intrinsic jitter, which has not been understood previously.
Due to the indication that increasing the photon energy reduces the jitter, we measured the widest nanowire (120 nm), using shorter wavelengths, down to 273 nm, as illustrated in Figure 4 (a). The widest nanowire was chosen because it showed the largest jitter for a given bias current, suggesting the largest contribution of intrinsic effects and the best opportunity to observe a significant photon-energy dependence. As before, the jitter curves are correlated with the PCR curves as illustrated in Figure 4 (b).
At the highest bias current, the jitter decreased from 5.9±0. In addition to the photon-energy dependence presented here, we also observe a weak temperature dependence as discussed in Supplementary Note 4. This, along with the nanowire-width dependence,
suggests that intrinsic mechanisms due to device physics dominate the jitter, indicating an avenue for future investigations of the fundamental physics of SNSPDs 10 . We note that recently published work indicated a photon-energy dependence of the jitter 17 . However, because the experiment was carried out on flood-illuminated meandered structures, it is difficult to make comparisons with theoretical predictions due to additional contributions from geometric effects as well as detections in the turns (Note that high efficiency meandered SNSPDs are typically designed to avoid detections in the turns 9 ). Our work also reveals that the detection latency depends on the photon energy, with Figure We have demonstrated jitter as low as 2.7±0.2 ps for 400 nm and 4.6±0.2 ps at 1550 nm, using a specialized NbN SNSPD, which is considerably lower than competing technologies. This was achieved by eliminating the effect of geometric jitter by keeping the devices short, reducing the noise jitter through the use of a low-noise cryogenic amplifier, as well as achieving devices with high internal-detection efficiency. While the small size of the devices results in low absorption probability, the techniques shown
here could be applied toward practical low-jitter devices with high detection efficiency, either by using a differential readout to remove the geometric jitter 20 or by integrating the detector with a photonic waveguide 11 or field-enhancement cavity 27 . The observed saturation of jitter at short wavelengths (see Figure 4 (a)), which is likely due to limits of the characterization setup as well as the noise floor of our readout scheme, suggests that there is still room for further optimization of the noise jitter and that the intrinsic jitter could be even lower than 2 ps. This optimization could be achieved using a near quantumlimited amplifier 28 , a superconducting digital readout element such as a nanocryotron 29 , by using an adiabatic taper to impedance match the nanowire to 50 Ω
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, or by engineering SNSPDs with faster rise times 30 . Our investigation has taken an important step towards better understanding the fundamental origin of timing jitter in SNSPDs and calls for further theoretical investigations, which could lead to improved performance in the future.
METHODS
Nanofabrication and screening. The devices were patterned from a NbN film with a nominal thickness of 7 nm. We deposited the film in a reactive sputtering system, nominally at room temperature on a 4 inch silicon wafer with a 300 nm-thick thermal oxide layer 31 . As deposited, the film sheet resistance was RS = 340 Ω/□ at room temperature and the residual resistance ratio was ρRRR = 0.8. The critical temperature of the film was measured to be Tc = 8.65 K. The entire device was patterned with one step of electron-beam lithography. We spun an 80 nm-thick positive-tone e-beam resist (GL2000 32 , diluted to 5%) baked at 180°C for 2 minutes. The e-beam lithography was performed with a 125 kV system. We separated the writing into two steps. The first step exposed the nanowire, which was designed as a coplanar waveguide structure. To expose the gap area of the nanowire with fine edge roughness, the exposure beam current was 500 pA with a step size of 1 nm. The second step was to expose the outline of the electrical contacts. Because the size of the contacts exceeded the size of the maximum writing field, we applied a multi-pass method with a 10 nA beam current and a step size of 4 nm. We developed the chip in O-xylene at 5°C for 30 seconds and a subsequent rinse in isopropanol for another 30 seconds. To transfer the pattern to the NbN film, we performed a CF4 reactive ion etch at 50 W for 3 minutes. After the etch, resist was applied to protect the device from oxidization and dicing. We first removed the residual GL-2000 layer in 60ºC N-methyl pyrodone for 10 minutes, and then spun a new layer of GL-2000 and a 1.5 µm-thick photoresist (Microposit S1813 32 ) for protection. After dicing, the S1813 was stripped with acetone while the GL-2000 layer was left as a protection layer. It was possible to wire bond though the GL-2000 layer directly to the NbN contact pad.
The total length of the inductor was 1.5 mm, corresponding to an inductance of 96 nH assuming a sheet inductance of 64 pH/□, extracted from pulse shape measurements in SNSPD structures fabricated from similar films. We applied a hyperbolic curve to the two ends of the short nanowire to minimize current crowding 33 and reduce the length of the taper area.
Overall, 160 devices were fabricated on 20 dies in a single fabrication run. Approximately a third of the devices were screened to measure the switching currents at 0.9 K, and the PCR curves at 1550 nm
were measured for about 20 of those screened. This allowed us to select a representative device for each of the four nanowire widths for tests with the low-noise cryogenic amplifier.
Cryogenic setup. The experiment was carried out by using a pulse-tube cryocooler with a 4 It is difficult to obtain the absolute detection latency due to the complexity of calibrating the exact moment of photon absorption in the nanowire. Instead, we investigated the detection latency difference between two photon energies. Since the 775 nm and 1550 nm pulses are synchronized in our optical setup (see above) an IRF was collected for each bias current with both wavelengths without realigning the beam, simply by replacing the free-space filter. The trigger level was kept the same for the two wavelengths at each bias current, and it was verified that the SNSPD pulse shape was the same for both wavelengths (see Supplementary Note 2). The latency difference was calculated by measuring the shift of the 1550 nm data relative to 775 nm, taking the peak of the fitted IRF as the reference.
Instrument response function (IRF) fitting. It has been recognized by several groups that the IRF
of SNSPDs, in certain regimes, is non-Gaussian, exhibiting a significant tail at long delays [16] [17] [18] . This was clearly observed in our data. We found that an exponentially modified Gaussian (EMG) 34 distribution fit the experimental data much more closely than a normal distribution, a method that has also been adopted elsewhere 16, 17 . An EMG function 34 is defined as 32. The use of trade names is intended to allow the measurements to be appropriately interpreted and does not imply endorsement by the US government, nor does it imply these are necessarily the best available for the purpose used here. The relative latency between the two wavelengths increases at lower bias currents. The fact that both the jitter and latency depend on the wavelength suggests that we are probing the intrinsic detection mechanism. (a) The 1550 nm data shows a second peak at a delay of 12.4±0.4 ps, with an amplitude of 6% of the main peak. This can be explained by a reflection from the back of the Si wafer, which was 500 µm thick. This peak was not observed in the 775 nm data, which is consistent with this explanation since silicon is not transparent at this wavelength. It will be possible to reduce or eliminate this peak in the future by embedding the 1550 nm devices in a broadband optical stack, or by anti-reflection coating We observed an anomalous change in the delay histogram tail at low bias currents for the ultraviolet light, Figure 6 shows the same type of data for the 120 nm wide detector for wavelengths between 273 nm and 1550 nm (same data presented in Fig. 4 (a) in the main text).
the shape of the electrical pulse and the level of the amplifier noise were independent of the operating temperature. Supplementary Figure 9 (b) shows the photon count rates at the corresponding temperatures, which reflect the shift in the jitter curves. The presence of this reduction in the timing jitter at higher temperatures is an additional indication that intrinsic jitter mechanisms contribute to the timing uncertainty in this device. are dominating the observed jitter.
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