We study a multilinear version of Hörmander multiplier theorem, namely
Introduction
Let n be a positive integer and σ be a bounded function on (R d ) n . The n-linear multiplier operator T σ associated with σ is defined by
for Schwartz functions f 1 , . . . , f n in S(R d ), where f (ξ) := R d f (x)e −2πi x,ξ dx is the Fourier transform of f . The study on L p 1 × · · · × L pn → L p boundedness of T σ , 1/p = 1/p 1 + · · · + 1/p n , is one of principal questions in harmonic analysis as a multilinear extension of classical Fourier multiplier theorem and there have been many attempts to characterize σ for which the boundedness holds. A multilinear version of the Hörmander multiplier theorem was studied by Tomita [11] who obtained L p 1 × · · · × L pm → L p boundedness (1 < p 1 , . . . , p m , p < ∞) under the condition (1.1) sup j∈Z σ(2 j · 1 , . . . , 2 j · n ) φ (n)
Here L 2 s ((R d ) n ) denotes the standard fractional Sobolev space on (R d ) n and φ (n) is a Schwartz function on (R d ) n having the properties that Supp( φ (n) ) ⊂ { ξ := (ξ 1 , . . . , ξ n ) ∈ (R d ) n : 2 −1 ≤ | ξ| ≤ 2} and k∈Z φ (n) ( ξ/2 k ) = 1 for ξ = 0. Grafakos and Si [6] extended the result of Tomita to the case p ≤ 1, using L r -based Sobolev spaces with 1 < r ≤ 2. Fujita and Tomita [1] provided weighted extensions of these results for 1 < p 1 , . . . , p n , p < ∞ with
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The range of p in this result was extended by Grafakos, Miyachi, and Tomita [2] . In [7] Miyachi and Tomita obtained minimal conditions of s 1 , s 2 in (1.2) for the H p 1 × H p 2 → L p boundedness of the bilinear operator (n = 2) and more recently, Grafakos and Nguyen [4] and Grafakos, Miyachi, Nguyen, and Tomita [3] generalize the result of bilinear operators to n-linear cases for n ≥ 3.
Theorem A. Let 0 < p 1 , . . . , p m ≤ ∞, 0 < p < ∞, 1/p 1 + · · · + 1/p n = 1/p, and suppose that
for every nonempty subset J ⊂ {1, 2, . . . , n}. If σ satisfies (1.2), then we have
. We also refer to [9, 10] for BMO extensions of the result. The optimality of (1.3) was also studied in [3, 4, 7] and indeed, if (1.4) holds, then we must necessarily have
for every nonempty subset J ⊂ {1, 2, . . . , n}. The proof is based on a scaling argument by constructing two different multipliers σ 
In this paper we shall address this question so that the necessary and sufficient conditions on (s 1 , . . . , s n ) for (1.4) are completely achieved. Our main result is the following.
In order to prove Theorem 1.1, two different multipliers will be constructed. For the first case (1.5) we will use a more sophisticated scaling argument. The proof of the other case relies on a variant of Bessel potentials that appeared in [5, 8] .
Proof of Theorem 1.1
For notational convenience, we will occasionally write f := (f 1 , . . . , f n ), ξ := (ξ 1 , . . . , ξ n ), x := (x 1 , . . . , x n ), y := (y 1 , . . . , y n ), d x := dx 1 · · · dx n , d y := dy 1 · · · dy n . In what follows, let µ 1 :
. Proof. By using the Minkowski inequality, we obtain that
One way to select such a sequence is as follows. For each k ∈ N let
We observe that there are at most d(k + 1) d−1 integers between k d and (k + 1) d , and there exist at least 2d(2k − 1) d−1 lattices on the surface of cube [−k, k] d . Since
on the surface of the cube and then clearly the length of those lattices is less than √ dk, which yields (2.1).
It is enough to consider the case s 1 ≤ s 2 , . . . , s n and s 1 ≤ d/2 as other cases will follow from a rearrangement.
Let η and η denote Schwartz functions on R d having the properties that η ≥ 0, Let 1/2 < δ ≤ 1 and let N > 100 be a sufficiently large number. We define
Then it follows from the supports of η and θ that σ(2 k · 1 , . . . ,
, which is further estimated, using scaling, by a constant times
Then the preceding expression is less than a constant times that
and the sum over m can be written as
Choose M > d and we see that for x ∈ E j ,
where the last inequality holds since λ m 's are disjoint lattices in Z d .
Combining these estimates, we conclude that
On the other hand, for 0 < ǫ < 1/100, let
j (x) ::= ǫ d/p j θ(ǫx), j = 2, . . . , n Then it is clear that for each 1 ≤ j ≤ n
We now assume toward a contradiction that for f
Then the estimates (2.2) and (2.3) yield that
Note that
since η * η = η, θ * θ = θ, and 1/p = 1/p 1 + · · · + 1/p n . Thus we have
by using a scaling argument. Then (2.4) and the Fatou lemma yield that
Since the above estimate is independent of N > 100, by taking N → ∞, we see that
which finally leads to a contradiction and the desired result follows.
Case 2 : Suppose that s 1 , . . . , s n > d/2 and k∈J s k /d − 1/p k ≤ −1/2 for some J ⊂ {1, . . . , n}. Without loss of generality, we may assume J = {1, . . . , m} for some 1 ≤ m ≤ n, by using a rearrangement argument.
We first consider the case 1 ≤ m < n. Then the condition m k=1
On the other hand, we observe from s j > d/2, 1 ≤ j ≤ n, that
which further implies that
Now we choose τ, τ m+1 , . . . , τ n > 0 such that τ m+1 > 2/p m+1 , . . . , τ n > 2/p n and (2.6) 1 < τ < m + 1 < 2/p − (τ m+1 + · · · + τ n ) < 2/p − (2/p m+1 + · · · + 2/p n ). (1 + 4π 2 |x| 2 )
where M (m) is defined on (R d ) m . Then the multiplier σ on (R d ) n is defined by
To investigate the support of σ we first look at the support of M (m) . From the support ψ, we have
and for each 2 ≤ j ≤ m
.
By adding up all of them, we obtain
and the sum of (2.7) and (2.8) yields that for each 2 ≤ j ≤ m
Let us call the above estimate E(j). Then for 2 ≤ j ≤ m, it follows from
which proves, together with (2.8), 
By using change of variables
so that (2.11) ξ 1 = ζ 1 + · · · + ζ m + µ 1 , and
we can write
since the Jacobian of the system (2.11) is m. Consequently, (2.10) is less than a constant multiple of where we applied the triangle inequality 1 + 4π 2 |x j | 2 s j 1 + 4π 2 |y 1 | 2 s j · · · 1 + 4π 2 |y m | 2 s j for each 1 ≤ j ≤ m.
Since H (m) * ψ(y) H (m) (y), we conclude that and we define f 1 (x) = · · · = f m (x) = 2 d ψ(2x)e 2πi x,µ 1 , f j (x) := h (j) * ψ(x)e 2πi x,µ 1 , m + 1 ≤ 1 ≤ n.
