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a b s t r a c t
This paper studies the identical parallel machine scheduling problem with family set-up
times and an objective ofminimizing total weighted completion time (weighted flowtime).
The family set-up time is incurred whenever there is a switch of processing from a job in
one family to a job in another family. A heuristic is proposed in this paper for the problem.
Computational results show that the proposed heuristic outperforms an existing heuristic,
especially for large-sized problems, in terms of both solution quality and computation
times. The improvement of solution quality is as high as 4.753% for six-machine problem
and 7.822% for nine-machine problem,while the proposed heuristic runs three times faster
than the existing one.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
A production system with identical parallel machines is a common machine environment in the real world because a
single machine usually cannot achieve the desired capacity, cost and/or revenue. On the other hand, family set-up times
are incurred quite often in real production systems because jobs are often grouped into family for processing to improve
the production efficiency. In this paper, the above two important scheduling elements in the real world are combined by
investigating a parallel machine scheduling problem with family set-up times. The chosen objective is minimizing the total
weighted completion time (often referred to in the literature as the weighted flowtime), which is a measure of work-
in-process inventory. The weights may represent the actual cost of keeping different jobs in the system. Following the
three-field notation [1], the considered problem can be denoted as Pm|si|∑wC , where Pm represents the m identical
parallel machines, si represents the sequence-independent set-up time for family i, and
∑
wC denotes the total weighted
completion time.
Inwhat follows, the literature related to the single and parallel machine problemswith set-ups is reviewed. The 1|si|∑ C
problem has been proved to be an NP-hard problem [2]. Gupta [3] proposed a heuristic for the problem but with sequence-
dependent set-up times. Williams and Wirth [4] developed a polynomial-time heuristic for the problem and showed that
it is quite effective in finding a good solution to even large problems in acceptable time limits. Liao and Liao [5] proposed a
tabu search for the problemwhere a major set-up time is required when processing is switched from one family to another,
while a minor set-up time is necessary when it is switched from one class to another.
To solve the weighted problem 1|si|∑wC , Ghosh [6] developed a dynamic programming (DP) algorithmwhile Dunstall
et al. [7] developed lower bounds and incorporated into a branch and bound (BAB) algorithm which is efficient solving
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problems with up to 70 jobs. On a large set of test problems, several metaheuristics were developed by Crauwels et al. [8].
The best results were obtained with the tabu search method for smaller numbers of families and with the genetic algorithm
for larger numbers of families. Wang et al. [9] considered the problemwith exponential time-dependent learning effect and
proved that the problem can be solved in polynomial time under certain conditions.
Most of the literature on parallel machine scheduling focuses on the objective ofminimizing themakespan. Evenwithout
set-up times, the Pm ‖ Cmax problem is NP-hard. Williams [10] used SPT list-scheduling of families to machines followed by
heuristic sequencing at eachmachine for the Pm|si|Cmax and Pm|si|∑ C problems. Webster [11] established that Pm|si|∑ C
is a strongly NP-hard problem. For the same problem, Yi and Wang [12] proposed a tabu search, while Yi and Wang [13]
presented a lower bound.
Extension to the weighted version, Bruno et al. [14] established the NP-hardness of the P2 ‖∑wC problem. Barnes and
Laguna [15] showed that the Shortest Weighted Processing Time (SWPT) list-scheduling is a simple and reliable method for
generating near-optimal solutions for the Pm ‖ ∑wC problem. For the Pm|si|∑wC problem, a backward and a forward
DP algorithm were proposed by Webster and Azizoglu [16]. When the numbers of machines and families are fixed, the
backward DP is polynomial in the sum of the weights and the forward DP is polynomial in the sum of processing and set-up
times. Therefore, the backward DP is more attractive when the sum of processing and set-up times is greater than the sum
of the weights. In addition to the DP approach, there exist some BAB algorithms for the Pm|si|∑wC problem. Azizoglu and
Webster [17] presented a BAB for the problem and generated optimal solutions with up to 15–25 jobs, depending on the
number of machines. Chen and Powell [18] proposed column generation based BAB which can solve problems with up to
40 jobs, 4 machines, and 6 families. Dunstall and Wirth [19] presented another BAB with up to 25 jobs and 8 families.
As indicated by Allahverdi et al. [20], the above two BAB algorithms remain to be compared. Dunstall and Wirth [21]
also proposed several heuristics for the problem and evaluated performance of the heuristics relative to lower bounds
and optimal solutions. In this paper, we continue the research by developing an improved heuristic for the problem and
evaluating its performance relative to the heuristics of Dunstall and Wirth [21].
2. Problem formulation
Denote by (G,N,M) an instance set for the Pm|si|∑wC problemwhereG is the number of families,N is the total number
of jobs, and M is the number of machines. A processing time pi[j] and a positive weight wi[j] are assigned into the jth job of
family i. The set-up time for family i is denoted by si, which is sequence-independent. A family set-up time is sequence-
independent if its duration depends only on the family of the current batch to be processed, and is sequence-dependent if
its duration depends on the families of both the current and the immediately preceding batches.
The problem is considered under the following assumptions.
• An initial set-up time for each machine is required.
• A sequence-independent family set-up time is incurred whenever there is a switch of processing from a job in one family
to a job in another family.
• There arem identical machines in parallel. A job may be processed on any one of themmachines.
• All machines are available to process jobs at time zero.
• No machine may process more than one job at a time.
• All jobs are ready to be processed at time zero.
• Preemptions are not allowed.
In the literature, Chen and Powell [18] developed a set partitioning type formulation for the considered problem. They
showed that the problem is equivalent to a network problem and used the network structure to derive a set partitioning
type formulation.
According to Chen and Powell [18], a directed network G = (N,A) is constructed as follows. The node set consists of
n + 2 nodes N = {0, 1, . . . , n, n + 1}, where 0 is a source node, n + 1 is a sink node and 1, 2, . . . , n is other nodes, called
job nodes. Each job node j corresponds to job j. The arc set A consists of one arc from the source node to each job node, one
arc from each job node to the sink node, and one arc from each job node j to each of the nodes. A directed path ω is from the
source to the sink, denoted as ω = {0, j1, j2, . . . , n+ 1}, where {j1, j2, . . .} ∈ N \ {0, n+ 1}. If there is no cycle in the path,
then this path ω is an acyclic path; otherwise, ω is a cyclic path. Let ajω be the number of times node j is visited by path ω.
In this network problem, findm or less feasible acyclic paths from the source to the sink in the network G such that each job
node is visited exactly once and the total cost of these paths is minimum.
LetΩa andΩc be the set of all feasible acyclic paths and the set of all feasible cyclic paths, respectively, from the source
to the sink. Given any path ω ∈ Ωa ∪Ωc , the cost of the path, cϖ is known. Define a binary variable xω for each ω ∈ Ωa as 1









ajωxω = 1, ∀j, (2)
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ω∈Ωa
xω ≤ m, (3)
xω ∈ {0, 1}, ∀ω ∈ Ωa. (4)
The objective of (1) is to minimize the total cost of the acyclic paths selected. The first constraint (2) means that each
job node must be covered exactly once by the acyclic paths selected. The second constraint (3) guarantees that at most m
acyclic paths are selected.
3. Proposed heuristic
In this section, an effective heuristic for generating near-optimal solutions for the Pm|si|∑wC problem is developed.
The basic idea of the heuristic is to decrease the set-up times and try to balance the total weighted completion time on each
machine. The heuristic consists of two parts: one is using the tabu search of Crauwels et al. [8] to schedule jobs on each
machine, and the other is contrasting the schedule with the one without set-up times and then changing the assignment of
jobs to machines subject to certain conditions.
Before giving the formal procedure, it is necessary to introduce two dominance rules, taken directly from Dunstall
and Wirth [21], which can be easily implemented when solving the problem: SWPT-within-families (Shortest Weighted
Processing Time) rule and SWMPT (Shortest Weighted Mean Processing Time) rule.
SWPT-within-families rule: There exists an optimal sequence for the Pm|si|∑wC problem in which jobs of the same






SWMPT rule: Let Pj andWj be the total processing time and the weight of batch j, and let sj be the set-up time for batch j.
There exists an optimal sequence for the Pm|si|∑wC problem in which the batches are scheduled on each machine in
SWMPT order. That is, batch j precedes batch k on a given machine if and only if
sj + Pj
Wj
≤ sk + Pk
Wk
. (6)
The steps of the proposed heuristic are given as follows and there will be a numerical example for the heuristic in
Section 4.
Step 0: Group all jobs of a family into a single batch according to the SWPT-within-families rule. Schedule all batches one
at a time on the least-loaded machine by the SWMPT rule.
Step 1: Use the tabu search of Crauwels et al. [8] to schedule jobs on each machine.
Step 2: Let m′ and m be the machines that have the least and highest loading, respectively. If the same pair of machines is
selected for two consecutive iterations, then STOP.
Step 3: Determine the ‘‘candidate jobs’’, which are considered to bemoved frommachinem to machinem′, by the following
steps.
(i) Compare the SWPT sequence on machine m′ with the optimal sequence without set-up times. Choose the
positions where the SWPT order numbers of the optimal sequence do not appear onm′ sequence.
(ii) Compare the SWPT order numbers of the chosen positions with the SWPT order numbers on machine m. If the
same order numbers can be found on machine m, those jobs are called ‘‘candidate jobs’’. If no such jobs can be
found, then STOP.
Step 4: Arrange all candidate jobs one at a time into the following three ‘‘suitable positions’’ on machinem′.
(i) The job is scheduled as an independent batch.
(ii) The job is scheduled after the last number, from the same family, of the SWPT sequence.
(iii) The job is scheduled before the next number, from the same family, of the SWPT sequence.
Step 5: Re-allocate all batches according to the SWMPT rule on machine m′ and m. The best position is selected for each
candidate job.
Step 6: Select the candidate job with the best improvement, if exists, and move it from machine m to machine m′. Repeat
Steps 4–6 until no jobs can be selected to bemoved to reduce the total weighted completion time on bothmachines.
Step 7: Repeat Steps 1–6.
The algorithm is elaborated in detail as follows. In Step 0, an initial schedule with the least set-up time is established.
However, splitting families while adding the occurrence of set-ups may reduce the total weighted completion time. This
attempt is executed in Step 1–Step 6. In Step 1, the tabu search of Crauwels et al. [8] is used to obtain a near-optimal schedule
for the 1|si|∑wC problems on each machine. Although the BAB algorithm of Dunstall et al. [7] can provide an optimal
solution, it takes too much computation time for large-sized problems. In Step 2–Step 6, the job positions are changed on
‘‘all’’ of the machines. In Step 2, the least and highest loaded machines are chosen and labeled as m′ and m. Step 3 seeks to
balance the loading on the two machines. For the problem with no set-up times, the optimal sequence can be obtained by
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Table 1
Job data for the example in Section 4.
Jobs 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Family 1 1 1 1 1 2 2 2 2 2 2 3 4 4
Processing time 10 24 33 83 64 11 21 13 10 18 79 21 45 47
Weight 6 3 4 8 5 6 8 4 3 3 3 9 3 2
Yj 1 8 9 10 11 2 4 5 6 7 14 3 12 13
Table 2
SWPT order numbers of the optimal sequence without set-up times.
Position k 1 2 3 4 5 6 7
Ym′[k] 1 3 5 7 9 11 13
Ym[k] 2 4 6 8 10 12 14
the SWPT rule [22] where the sequence of jobs in the same position can be chosen arbitrarily. The SWPT order numbers on
machinem′ is compared with the SWPT order numbers of the optimal sequence without set-up times. Choose the positions
where the SWPT order numbers of the optimal sequence do not appear on m′ sequence. If the same order numbers can
be found on machine m, those jobs are labeled as ‘‘candidate jobs’’. In Step 4, there are three ‘‘suitable positions’’ where
the job can be assigned. In addition to the three positions, the job can also be assigned into the positions that interrupt
two connected jobs of the same family. These positions may reduce the total weighted completion time on both machines,
but at other iterations jobs still have the chance to be assigned into the three suitable positions without costing additional
set-up times. Thus, the assignment is limited to the three ‘‘suitable positions’’ in the heuristic. The purpose of Step 5 is to
select the best suitable position for each candidate job. To alleviate the computational loading, the algorithm just applies the
SWMPT rule, instead of using the tabu search, to re-allocate all batches and calculate the total weighted completion time on
machines m and m′. In Step 6, a job with the best improvement is selected. The selected job is moved to machine m′ while
other candidate jobs are re-calculated in Step 4. The iteration is repeated until either the same pair of machines is selected
in Step 2 or no candidate job can be found in Step 3.
It is noted that Steps 0 and 1 are the same as in the heuristics of Dunstall and Wirth [21] while the rest of the steps are
different.
4. Illustrated example
As an illustration of the proposed heuristic, consider an example with job data in Table 1, where G = 4,N = 14, and
M = 2 with s1 = 2, s2 = 9, s3 = 30, s4 = 12. Let Yj be the SWPT order number of job j.
Step 0: Group all jobs of a family into a single batch according to the SWPT-within-families rule. Compute (sk + Pk)/Wk as
follows:
(s1 + P1)/W1 = (2+ 214)/26 = 8.308
(s2 + P2)/W2 = (9+ 152)/27 = 5.963
(s3 + P3)/W3 = (30+ 21)/9 = 5.667
(s4 + P4)/W4 = (12+ 92)/5 = 20.8.




m1 : J12, J1, J2, J3, J4, J5 with∑wC = 4537.
m2 : J6, J7, J8, J9, J10, J11, J13, J14 with∑wC = 2769.
Step 1: Applying tabu search to schedule jobs on each machine yields the following schedule with
∑
wC = 7092:
m1 : J1, J12, J2, J3, J4, J5 with∑wC = 4379.
m2 : J6, J7, J8, J9, J10, J13, J14, J11 with∑wC = 2713.
Step 2: Machine 2 has a smaller total weighted completion time, so label Machine 2 asm′ and Machine 1 asm, i.e.,
m′ : J6, J7, J8, J9, J10, J13, J14, J11.
m : J1, J12, J2, J3, J4, J5.
Step 3: If there are no set-up times for the problem, the optimal sequence can be scheduled by the SWPT rule [22]. The
resulting schedule is given in Table 2, where Ym′[k] and Ym[k] are the SWPT order numbers of the optimal sequence
without set-up times in the kth position on machines m′ and m, respectively. Note that the sequence of the jobs in
the same position can be chosen arbitrarily.
Using Ym′[k] and Ym[k], the schedule in Step 2 can be expressed as in Table 3. Comparing Ym′[k] in Table 3 with both
Ym′[k] and Ym[k] in Table 2, it is found that both order numbers in position k = 5 of Table 2 (i.e., order numbers 9 and
10) do not appear in Ym′[k] of Table 3. Referring to Ym[k] in Table 3, numbers 9 and 10 represent J3 and J4, and hence
they are selected as ‘‘candidate jobs’’.
Step 4: In this example, there are no jobswithin family 1 onmachinem′. So the jobs can be scheduled only as an independent
batch. For J3, the schedule is
m′ : J6, J7, J8, J9, J10, J13, J14, J11 with∑wC = 2713.
m : J1, J12, J2, J4, J5 with∑wC = 3462.
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Table 3
SWPT order numbers of the example.
Position
k
1 2 3 4 5 6 7 8
Ym′[k] 2 4 5 6 7 12 13 14
Ym[k] 1 3 8 9 10 11
For J4, the schedule is
m′ : J6, J7, J8, J9, J10, J13, J14, J11 with∑wC = 2713.
m : J1, J12, J2, J3, J5 with∑wC = 2324.
Step 5: Re-allocated all batches according to the SWMPT rule on each machine. For J3, the following schedule with a total
weighted completion time of 6923 on both machines is obtained:
m′ : J6, J7, J8, J9, J10, J3, J13, J14, J11 with∑wC = 3461.
m : J1, J12, J2, J4, J5 with∑wC = 3462.
For J4, the following schedule with a total weighted completion time of 7053 on both machines is obtained:
m′ : J6, J7, J8, J9, J10, J4, J13, J14, J11 with∑wC = 4729.
m : J1, J12, J2, J3, J5 with∑wC = 2324.
Step 6: Move J3 from machinem to machinem′. Return to Step 4.
The steps are continued until the same pair of machines is selected. The final schedule with
∑
wC = 6923 is obtained
as follows:
m1 : J1, J12, J2, J4, J5.
m2 : J6, J7, J8, J9, J10, J3, J13, J14, J11.
5. Computational experiments
This section will present the performance of the proposed heuristic by comparing with the heuristics of Dunstall and
Wirth [21], denoted byD&Wheuristics, and a general lower bound reported by Azizoglu andWebster [17]. All the algorithms
were coded in C++ and run on a PC with a 3.40 GHz Pentium processor, 512 MB of RAM andWindows XP operating system.
To verify the proposed heuristic, two series of tests, the small-sized problems (N ≤ 30) and large-sized problems (N ≤
80), were conducted. The former has 36 instance sets which are characterized by (G,N,M), selected from G ∈ {3, 5, 8},N ∈
{15, 20, 25, 30} and M ∈ {3, 4, 5}. The latter also has 36 instance sets, selected from G ∈ {5, 8, 12, 16},N ∈ {40, 60, 80}
and M ∈ {3, 6, 9}. An instance set includes 100 instances and their average is recorded. For each combination, jobs are
randomly assigned to families. Same as Dunstall andWirth [21], processing times and set-up times are randomly generated
integers from the uniform distribution with ranges [1, 100] and [1, 50], respectively. Weights are determined with range
[1, 10]. The testing problems are provided on the website http://web.ntust.edu.tw/~ie/.
5.1. Comparison with D&W heuristics
TheD&Wheuristics [21] includes two heuristics: the SWMPT/SWMPT composite heuristic and the LBT/SWMPT repetitive
splitting heuristic. Each of the two heuristics has five component arrangements, i.e., there is a total of 10 different solutions.
For each instance, the best solution from the 10 different solutions, denoted by SolD&W , is compared to solution from the
proposed heuristic SolH . To evaluate over an instance set which contains 100 instances, a percentage improvement was
computed as: PI = (SolD&W − SolH/SolD&W )× 100%. The computation time (in seconds) of the proposed heuristic and that
of D&W heuristics are compared. Moreover, to evaluate the gap between the proposed heuristic and the D&W heuristics,
a hypothesis test (z-test) is also conducted. Let µH and µD&W be the average of the total weighted flowtime and set null
hypothesis H0 : µH − µD&W ≥ 0, alternative hypothesis H1 : µH − µD&W < 0, and significance level α = 0.01. Tables 4–7
summarize the computational results for small-sized problems (N ≤ 30) and large-sized problems (N ≤ 80), respectively.
There is clear evidence from Tables 4 and 5 that the proposed heuristic performs better than the D&W heuristics [21] for
the Pm|si|∑wC problem. In particular, the following observations can be made.
(i) In Table 4, there are four instance sets in which the D&W heuristics is better than the proposed heuristic. The reason is
that, as explained earlier, the D&W solution is selected from the best of 10 different solutions. Hence, when the number
of jobs is relatively small, the D&W heuristics have a higher probability of obtaining a better solution.
(ii) For both heuristics, the computation times increase as the number of jobs is increased. However, the proposed heuristic
requires almost the same computation time for different number of families, while D&W requires more computation
time for larger number of families. In general, the proposed heuristic takes less computation time than D&W. For small-
sized problems, the proposed heuristic takes about 13%–24% of the computation time of D&W; for large-sized problems,
it takes about 20%–44%.
(iii) The PI value increases as the numbers of jobs and machines are increased in most instance sets. In particular, the PI
value is as high as 2.467–4.753 for six-machine problems and 4.588–7.822 for nine-machine problems.
C.-J. Liao et al. / Computers and Mathematics with Applications 63 (2012) 110–117 115
Table 4
Comparative computational performance for small-sized problems.













Proposed D&W Proposed D&W Proposed D&W
15 3 1.745 −2.46 Reject 0.006 0.040 1.405 −5.69 Reject 0.008 0.023 1.855 −6.32 Reject 0.008 0.023
5 0.081 0.12 Fail 0.007 0.053 −0.014 0.65 Fail 0.007 0.048 0.950 −3.67 Reject 0.007 0.047
8 −0.193 4.02 Fail 0.007 0.067 −0.526 2.27 Fail 0.008 0.074 −0.842 3.11 Fail 0.007 0.076
Ave 0.544 0.007 0.053 0.288 0.008 0.048 0.654 0.007 0.049
20 3 1.533 −6.60 Reject 0.031 0.068 0.956 −3.72 Reject 0.017 0.042 1.931 −7.77 Reject 0.018 0.047
5 0.685 −0.62 Fail 0.017 0.095 1.001 −4.05 Reject 0.015 0.088 1.256 −5.02 Reject 0.016 0.093
8 0.015 −0.07 Fail 0.016 0.120 0.496 −2.81 Reject 0.017 0.125 0.715 −3.02 Reject 0.017 0.136
Ave 0.744 0.021 0.094 0.818 0.016 0.085 1.301 0.017 0.092
25 3 1.497 −6.11 Reject 0.031 0.117 1.382 −6.16 Reject 0.034 0.070 2.273 −8.94 Reject 0.038 0.084
5 0.692 −3.30 Reject 0.031 0.158 1.346 −5.83 Reject 0.032 0.150 1.488 −6.06 Reject 0.032 0.158
8 0.256 −0.89 Fail 0.033 0.188 1.107 −4.89 Reject 0.032 0.200 1.163 −4.50 Reject 0.034 0.214
Ave 0.815 0.032 0.154 1.278 0.033 0.140 1.641 0.035 0.152
30 3 1.169 −5.39 Reject 0.046 0.190 1.163 −5.88 Reject 0.055 0.120 1.710 −6.60 Reject 0.059 0.123
5 1.183 −4.29 Reject 0.058 0.235 1.591 −6.77 Reject 0.059 0.229 1.927 −7.92 Reject 0.055 0.253
8 0.508 −1.93 Fail 0.052 0.294 1.431 −6.03 Reject 0.056 0.296 1.335 −5.45 Reject 0.058 0.343
Ave 0.954 0.052 0.239 1.395 0.057 0.215 1.657 0.058 0.239
Table 5
Comparative computational performance for large-sized problems.













Proposed D&W Proposed D&W Proposed D&W
40 5 1.113 −4.85 Reject 0.128 0.478 2.734 −8.75 Reject 0.147 0.342 7.498 −8.86 Reject 0.170 0.258
8 0.905 −3.51 Reject 0.128 0.557 3.332 −10.64 Reject 0.156 0.628 5.773 −11.37 Reject 0.175 0.512
12 0.545 −2.10 Fail 0.120 0.635 2.357 −9.03 Reject 0.148 0.795 3.115 −7.01 Reject 0.175 0.936
16 0.466 −2.21 Fail 0.107 0.687 1.442 −5.32 Reject 0.139 0.912 1.966 −5.76 Reject 0.178 1.255
Ave 0.757 0.121 0.589 2.467 0.148 0.669 4.588 0.175 0.740
60 5 1.220 −5.13 Reject 0.428 1.259 3.910 −10.19 Reject 0.549 0.877 8.981 −8.02 Reject 0.620 0.772
8 1.161 −4.82 Reject 0.456 1.442 4.037 −10.57 Reject 0.532 1.540 7.818 −8.82 Reject 0.625 1.422
12 1.147 −5.09 Reject 0.389 1.640 4.188 −11.00 Reject 0.515 1.892 6.110 −10.00 Reject 0.610 2.404
16 0.930 −4.02 Reject 0.395 1.791 3.520 −10.72 Reject 0.462 2.089 5.479 −9.31 Reject 0.580 2.904
Ave 1.114 0.417 1.533 3.914 0.515 1.600 7.097 0.609 1.875
80 5 0.880 −4.12 Reject 1.164 2.556 4.215 −8.76 Reject 1.408 1.759 7.941 −4.49 Reject 1.890 1.581
8 1.231 −6.24 Reject 1.128 2.808 4.994 −10.84 Reject 1.362 2.931 8.168 −8.14 Reject 1.615 2.935
12 1.156 −5.73 Reject 1.193 3.218 4.971 −12.62 Reject 1.301 3.379 7.937 −10.31 Reject 1.496 4.521
16 1.087 −3.89 Reject 1.049 3.499 4.833 −11.13 Reject 1.190 3.830 7.240 −9.54 Reject 1.375 5.365
Ave 1.089 1.133 3.020 4.753 1.315 2.975 7.822 1.594 3.601
(iv) The z-value in Tables 4 and 5 means the test statistic. The test is to reject the hypothesis that the proposed heuristic is
worse than the D&W heuristics if and only if the z-value is less than−2.33 for α = 0.01. Since almost all the z-values
are less than−2.33 in Tables 4 and 5, there is enough evidence to support the claim that the proposed heuristic is better
than the D&W heuristics.
Therefore, we can conclude that the proposed heuristic produces better quality solutions than the D&W heuristics while
using less computation time.
5.2. Comparison with the lower bound
This subsection will present a general lower bound reported by Azizoglu andWebster [17] and evaluate the gap between
the proposed heuristic and the lower bound. The basic idea of the lower bound is to consider two problems without family
set-up times (P1 and P2). P1 is identical to the addressed problem, P , except that all family set-up times are set to zero.
P2 is defined by setting the number of jobs to the number of families in P , processing times to family set-up times in P ,
positive weights to the sum of the weights within the same family, and no family set-up times. In other words, P1 and P2 are
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Table 6
Comparison with the lower bound for small-sized problems.
N G M = 3 M = 4 M = 5
15 3 5.814 5.759 5.666
5 9.914 9.818 8.300
8 11.801 11.040 11.357
20 3 6.260 5.787 5.393
5 9.026 8.858 8.510
8 12.424 12.071 11.424
25 3 5.815 5.288 5.356
5 9.487 8.875 8.642
8 12.891 12.094 11.725
30 3 5.497 4.840 4.770
5 9.861 8.301 7.869
8 11.990 11.367 11.327
Table 7
Comparisonwith the lower bound for large-sizedproblems.
N G M = 3 M = 6 M = 9
40 5 8.123 6.747 5.925
8 11.259 10.391 8.712
12 14.213 13.112 12.949
16 16.402 15.305 15.067
60 5 7.002 5.707 5.425
8 10.046 8.793 7.732
12 12.077 11.385 10.943
16 14.967 13.229 12.990
80 5 6.788 5.203 4.665
8 9.177 7.969 7.346
12 11.798 10.540 10.014
16 12.868 12.184 11.861
the parallel machine weighted flowtime problems (i.e., no family set-up times) and the lower bounds on P1 and P2 can be
computed by Theorem 2 ofWebster [23]. Consequently, a lower bound for the addressed problem is computed by summing
the lower bounds on P1 and P2 according to the Property 8 of Azizoglu and Webster [17]. The gap between the proposed
heuristic and the lower bound, LB, is computed as (SolH − LB/LB)× 100%. The comparison is given in Tables 6 and 7, which
show that the gap is increasing with the increase of the number of families but is irrelevant to the number of jobs.
6. Conclusions
This paper addresses a scheduling problem where n jobs with sequence-independent family set-up times have to be
scheduled onm identical parallel machines to minimize the total weighted completion time. Since the problem is NP-hard,
it is not possible to solve even medium-sized problems to optimality. Therefore, an efficient heuristic has been proposed
in this paper to provide a good solution. An extensive computational experiment leads to the general conclusion that the
proposed heuristic improved the heuristics of Dunstall andWirth [21] by 1.007% for the small-sized problems and by 3.733%
for the large-sized problems. For six- and nine-machine problems, the improvement can be as high as 4.753 and 7.822,
respectively. Moreover, the proposed heuristic took only about 13%–44% of the computation time of the D&W heuristics.
Since the addressed problem commonly occurs in the real world, it is worth to further investigate the problem by either
improving the heuristic or resorting to metaheuristic approaches (e.g., genetic algorithms or ant colony optimization).
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