In this paper, a new forward error correction (FEC) protocol is proposed for point-to-multipoint satellite links. Link-layer error control protocols in point-to-multipoint satellite links impose several problems such as unreliability and receiver-heterogeneity. To resolve the problem of heterogeneous error rates at different receivers, the proposed scheme exploits multiple multicast channels to which each receiver tunes. The more channels a receiver tunes to, the more powerful error correcting capability it achieves. Based on its own channel condition, each receiver tunes to as many channels as it needs, which prevents from receiving unwanted parities. Furthermore, each receiver saves the decoding time, processing overhead, and processing energy. Performance evaluation shows that the proposed scheme guarantees the target PER while saving energy. The proposed technique is highly adaptive to the channel variation with respect to the throughput efficiency, and provides scalable PER and throughput efficiency.
Introduction
In order to deploy and operate global scale multicast services, there are a number of issues that have hindered terrestrial deployment including:
• Difficulties in providing the multicast service across a global geographical area including ocean and air, • Limited geographical coverage since terrestrial deployment is economically infeasible in rough terrains or the areas with insufficient user population, • Difficulties in upgrading the existing deployed network routers, and • Lack of multicast protocols for large multicast networks.
For global multicast services, satellite networks would have a greater role than terrestrial networks. Satellite networks are known to be the most efficient communication media providing multicast services due to their large coverage area, broadcasting nature, abundant bandwidth particularly at higher frequency, increased network reliability owing to minimum router hops, and rapid network setup [1] [2] . The satellite solution also minimizes the number of multicast-capable routers required in the core network, which will simplify deployment, operation, and maintenance.
However, the major problem using satellite networks is their unreliability since satellite links are characterized by higher error rate and burstier error pattern than terrestrial wireline networks. Sources of channel impairment include fading, shadowing, and atmospheric conditions. Receiver heterogeneity is another significant problem in the satellite multicast services. Different receivers are likely to experience different channel conditions. Suppose a receiver suffers a relatively high error rate. Then, it is questionable to provide the maximum error correcting capability to all receivers in order to salvage the suffering receiver because the throughputs of all other receivers will be limited to the throughput of the suffering receiver -is this a fair policy? Also, different receivers may demand different quality of service (QoS) guarantees, e.g., some of the receivers may require low packet error rate (PER) while the other receivers request marginal PER. Hence, it is a significantly challenging issue how to deal with heterogeneous receivers and to satisfy their QoS fairly.
In this paper, we propose a new forward error correction (FEC) protocol for point-to-multipoint satellite links with the following design objectives:
• Reliability for Heterogeneous Receivers: The FEC must provide different channel code rates for different receivers according to their channel conditions in order to achieve receiver fairness. The FEC needs to guarantee its upper layer's PER requirement for each receiver, even when each receiver requires different target PER from others.
• Throughput Efficiency: The FEC must maximize receiver's throughput efficiency subject to the PER constraint where throughput efficiency here is defined as the ratio of the number of useful information to the total data received including parities. • Low Latency: It is noted that the retransmission in satellite networks is not desirable for multimedia traffic with time constraint due to satellite's long round-trip time (RTT).
There exist few link-layer forward error correction schemes for reliable multicast services in the literature. Weerackody et al. [3] proposed a multicast link-layer static FEC for satellite networks. They use a diversity combining (time diversity) technique from at least two satellites, where multiple identical copies of a packet provide the time diversity, and are more reliable than those of any of individual copies. This scheme, however, introduces a large delay, and it is not bandwidth-efficient. Nikaein et al. [4] proposed a multicast adaptive forward error correction (MA-FEC) scheme which has feedback implosion and receiver heterogeneity problems. Noguchi et al. [5] proposed a link-layer FEC applied only to the source link (from a source to an immediate router) in the terrestrial wireline multicast networks. Since source link contributes about 5% of total loss in the multicast networks and this source loss is shared by all receivers, the impact of the source loss becomes even worse. Hence, they employ a link-layer FEC scheme to support the reliable multicast services in the terrestrial wire-line networks. Tommasi et al. [6] proposed a satellite multicast distribution protocol (SMDP) in which the feedback messages are transmitted through terrestrial links. However, they could not address the feedback implosion problem caused from the feedback messages in their scheme. Si et al. [7] proposed a MAC protocol called RMAC that supports reliable multicast for wireless ad hoc networks. They used a tone-based acknowledgement to prevent data collision, which again introduces feedback implosion and may not work in satellite environment due to its long round-trip time. Koutsonikolas et al. [8] proposed a reliable multicast protocol for wireless mesh networks. Their scheme, however, does not work with satellite environment because it assumed multi-hop tree-based path while our scheme focuses on one-hop satellite link.
More recently, fountain [9] and its descendant Raptor [10] codes are widely accepted for multicast delivery in multimedia broadcast multicast services in universal mobile telecommunication system (MBMS/UMTS). Smokhina et al. [11] applied the Raptor code in FEC for video multicast over IEEE 802.11 WLAN. In their scheme, both Raptor code rate and physical transmission rate are dynamically adapted according to the channel condition. However, their scheme collects SNR feedbacks from the multicast receivers, which may work well in WLAN environment but will adversely behave in satellite environment due to even much more receivers (feedback implosion problem).
Our proposed FEC technique performs on the satellite backbone link which causes dominant losses in the satellite multicast services. To solve the heterogeneous error rates at different receivers, the proposed scheme uses multiple multicast channels to which each receiver tunes. Based on its channel condition, each receiver tunes to as many channels as it needs. Therefore, each receiver avoids unwanted parities, and saves the decoding time, buffer space, processing overhead and even energy consumption. The scheme maximizes the throughput efficiency subject to target PER constraint. Since the receivers adaptively determine their coding rate (or the number of channels they tune to), the proposed FEC can be categorized as an adaptive FEC (AFEC) protocol. Furthermore, the proposed AFEC does not rely on feedback information from receivers, and thus does not suffer from feedback implosion problem.
The remainder of this paper is organized as follows: the packetization and protocol description for the proposed protocol are described in Section 2. Section 3 presents performance results, and we conclude in Section 4.
Protocol Description

Packetization
To illustrate the heterogeneity problem, consider a single multicast channel from a satellite to R direct receivers. Suppose that data packets are transmitted on the single multicast channel. If a sufficiently large number of parities are added to the data packet in order to cope with the worst channel condition, receivers in good channel condition have to receive a large number of unwanted parities. This imposes unnecessary receiver processing overhead, receiving power and decoding time, especially as the number of receivers increases. If a marginal number of parities are added to the data packet, receivers in bad channel condition will suffer from severe PER degradation. Therefore, with a single multicast channel, we are not able to satisfy each individual receiver's need.
In order to avoid the above heterogeneity problem, our proposed scheme employs multiple multicast channels to scope parities to only receivers that need them. For this purpose, the scheme has the following packetization scheme:
• A data packet consists of a header and L encoded blocks EB i 's (
), as shown in Fig. 1 . These encoded blocks (EBs) are generated from a channel encoder module at the satellite or at the ground transmitter station. The size of each block EB i and the number of blocks L are fixed value and determined by the channel encoder module. Consequently, the size of the packet is fixed. EB 0 is an encoded block with the highest code rate, thus, EB 0 has the lowest error correcting capability, while • The sender transmits the header and EB 0 on the primary sub-channel (PSC) and EB i on the ith secondary sub-channel (SSC i ) for
as shown in Fig. 1 . Because of (1), the more channels a receiver tunes to, the more powerful error correcting capability it achieves. Note that, in practice, the sub-channels can be realized by frequency bands, time slots, or codes depending on different types of underlying medium access control (MAC) protocols. 
The Number of Sub-Channels Tuned by Receiver
Each receiver monitors its channel conditions from physical layer's channel state information (CSI), e.g., bit error rate (BER) [1] [12] . Based on its BER, receiver i selects a code
where the number of used (or tuned) EBs i l at receiver i is obtained by
where A i is a set of indices k 's that satisfy the following condition: . Therefore, the code 2 1 0 EB EB EB ⊕ ⊕ will be used. Each receiver must tune to the primary sub-channel in order to receive the header and EB 0 . However, each receiver tunes to some of the secondary sub-channels (SSCs) according to the selected code. Note that the number of tuned sub-channels is identical to the number of used EBs. i l also can imply the number of tuned sub-channels at receiver i . Then, i l will be different among all different receivers. 
AFEC Operation
At the sender (for instance, satellite in on-board satellite systems or ground station in bent-pipe satellite systems), when the proposed AFEC receives a data from upper layer, it creates a packet using the packetization mechanism in Section 2.1, and transmits the packet. Whenever data packet arrives, the receiver extracts L from the header, and monitors its BER from the physical layer's channel state information (CSI). It then selects its code rate based on L, BER, and target PER as in (2) and (3), and decodes the received packet. If the decoding is successful, each receiver delivers data to the upper layer; otherwise, it ignores the received packet.
System Requirement and Implementation Issue
Suppose we deploy the same type of receivers using the proposed AFEC. Receivers that have been in good channel conditions, e.g., receivers with rather stationary location and with line of sight (LOS) under-utilize their resources including buffer space and receiving power. Therefore, in this case, it would be preferable to provide receivers with different requirements (e.g., providing limited resources).
In other words, in the proposed scheme, receiver i is designed to have the maximum number of tunable channels denoted by i C where
. By introducing i C , receiver i will be manufactured with limited buffer space depending on i C , thus reduce its cost of production, power consumption, processing overhead, etc. This will be also a benefit to the satellite operator since cost reduction will attract more users.
Based on i C , the maximum allowable bit error rate for receiver i (denoted by i b P , ) can be computed such that it satisfies
or conversely, i C can be derived from given system requirement of 
Remark: The advent of practical rateless codes including Raptor code [10] enables implementation of highly efficient packet-level FEC strategies for reliable data multicasting in wireless networks. Yet, the critical question of accurately quantifying the proper amount of redundancy has remained largely unsolved. To allow the sender to be aware of when it stops sending redundancy, feedback from receivers is inevitable. Our scheme introduces the number of sub-channels i l tuned at receiver i , which is accurately and automactically adjusted by the receiver itself.
Performance Evaluation
Simulation Model
In the simulation, we consider a point-to-multipoint GEO satellite network. We assume the one-way transmission delay D to be beta-distributed with mean ave D = 250 ms and minimum min D = 239.6 ms. Its density function
where u(·) is a unit step function. We assume L = 9 and the data rate is assumed to be 2 Mbps and the packet size is assumed to be 259 bytes including 4-byte header. Furthermore, binary phase shift keying (BPSK) modulation is assumed.
In the simulation, the satellite channel is modeled as an M-state Markov channel which simulates the Rician fading of the received signal envelope. Fig. 3 experience different channel conditions with the Rician factor K = −6, 6, 10, 15, 20 dB. The Doppler frequency shift m f is assumed to be 0.01 and 100 Hz considering relatively stationary and highly mobile users, respectively. Using K and m f , we have 10 combinations of channel models which is uniformly assigned to receivers. For instance, each channel model is used for 100 receivers if we have 1000 receiver in simulation. An example of transition probabilities is given in Table 1 where we assume M = 9, K = 6 dB, and m f = 0.01 Hz. Derivation of transition probabilities are given in Appendix B. With different input parameters, the transition probabilities are easily obtained. Furthermore, each receiver is assumed to experience independent channel errors from its M-state Markov channel. In this simulation, 9 concatenated FEC codes are used for channel encoding and decoding where two codes, an inner code and an outer code, are used in tandem. The inner code corrects most errors and spreads out burst errors, then the outer code corrects the small block errors that remain. In our concatenated FEC code, we employ a rate-compatible punctured convolutional code (RCPC) [13] with a constraint length q = 7 and period p = 8 for the inner code. RCPC codes generate different code rates from an original rate-1/2 convolutional code. Higher and lower code rates can be obtained with puncturing tables by puncturing and repetition, respectively [14] . For the outer code, we exploit a shortened (
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code where n is the block length and k is the information size and we choose n = 127 and k = 119. The RS code is particularly effective at correcting short bursts of errors in a data stream. Table 2 illustrates the 9 concatenated FEC codes used in our simulation. The resulting code rate is given by
where i is the RCPC puncturing index.
We also have interleaver/deinterleaver pairs in order to break up burst errors introduced by the channel. The symbol interleaver disperses burst errors out of the inner decoder at the symbol level, while the channel interleaver randomizes channel burst errors at the bit level [14] . Since the symbol interleaver takes input out of the RS encoder, its block length will be n . The choice of symbol interleaver depth depends on several factors including burst error characteristics and delay requirements. Normally, the Viterbi decoder will produce an error burst of length less than four constraint lengths for a convolutional code, when a decoding error is made at the decoder [15] . Therefore, when the symbol interleaver is employed, it can be recommended that its depth be larger than 28 bits ( q × 4 ). In our simulation, we have chosen 64 bits (8 symbols) as the symbol interleaver depth, sufficiently large to handle the burst errors out of the Viterbi decoder. For channel interleaving depth, we choose 300 which is reported to cause an interleaving delay of 400 msec [16] . Note that this amount of delay is reasonable [3] in the satellite multicast services. We further discuss about the performance with various channel interleaving depth in Section 3.3.
In our simulation, BER estimation is not implemented. Instead, we use actual BER for the simulation, and thus we do not have channel estimation error. Also, the performance is measured according to the following metrics:
• Throughput Efficiency: the ratio of the number of successfully received data bits to the total number of received bits, and • Packet Error Rate (PER): the ratio of the number of erroneous packets to the total number of received packets. 
Adaptability
In this experiment, we investigate how the receiver adaptively changes its coding rate and how the packet error rate fluctuates. In Fig. 4-(a) , we show the variations of PER and channel condition at a certain receiver with the number of packets transmitted. Here, the receiver has a channel model with parameters SNR = 10 dB, K = 6 dB, m f = 0.01 Hz. We observe that packet errors occur in the bad channel states. When the error occurs (star), the PER (dotted line) increases but never reaches to the target PER (solid line). Fig. 4-(b) shows how the instantaneous throughput efficiency (or code rate) adapts to the varying-channel condition for each packet transmitted. As can be seen, the throughput efficiency drops to zero whenever error occurs, and it achieves high value when the channel becomes good. With respect to throughput efficiency, hence, the proposed AFEC is highly adaptive to the channel variations. 
Burst Errors
In Fig. 5 , we show the average number of burst errors over the SNR at a certain receiver. Without interleaving, we observe unacceptable number of burst errors at low SNRs. For example, at SNR = 5 dB, the number of burst errors is about 80, which results in 20 Kbyte burst error block in 163 msec. However, introducing interleaving, we could effectively reduce the average number of burst errors. With depth = 300, the average number of burst errors achieves less than 15 at 5 dB, which results in 3.8 Kbyte burst error block in 30 msec.
Interleaving depth = 500 shows even better performance on the average number of burst errors. However, the delay due to interleaving is reported to be approximately 1.25 sec [16] , which may not be good choice for real-time traffic. Therefore, throughout the simulation, we assume the channel interleaving depth=300.
Throughput Efficiency and Packet Error Rate Comparison
In this section, our objective is to show how the proposed protocol performs in comparison with static FEC (SFEC) schemes with respect to throughput efficiency and packet error rate. Static FEC scheme is a FEC using a single code rate throughout the communications. We ran an experiment with other SFECs from the code set space in Table 2 . We simulate 10 channel models for 1000 receivers as described in section 3.1. We collect the performance results from receivers in two different channel models. The first one characterizes rather good channel conditions with parameters (target PER = 6-(a) depicts the packet error rate versus SNR with the first model. In Fig. 6-(a) , we only show two SFECs which provided acceptable PER (= 2 10 − ). SFECs with lower coding rate are not shown since we have not seen any errors during simulation. Other SFECs with higher coding rate did not guarantee the target PER (= 2 
10
− ) in all ranges of SNR. We observe that the two SFEC schemes achieve very low packet error rate (PER). In the range SNR ≥ 10 dB, the two SFEC schemes even show no errors. The results also confirm that our proposed AFEC can guarantee the QoS requirement (with target PER = 2 10 − ) for all SNR values. On the other hand, with respect to throughput efficiency, significant gain is achieved for the proposed scheme over the SFECs. Fig. 6-(b) shows the average throughput efficiency among 1000 receivers versus SNR. Due to static nature of the SFEC, the SFEC schemes provide almost constant throughput efficiency over the SNR. However, the proposed AFEC practically doubles the throughput efficiency from the low-end to the high-end values of SNR. The tradeoff between throughput and PER in our AFEC scheme becomes clearer. For instance, at low SNRs, the PER is held below the target PER at the expense of high bandwidth consumption. Then, the throughput of the proposed AFEC has a considerable increase at high SNRs.
A similar observation can be found with the second channel model which is shown in Fig. 7 . In this case, only two SFECs guarantee the target PER while our AFEC still guarantees the target. Overall, slightly reduced throughput efficiency for our AFEC is found in Fig. 7-(b) .
As we have observed from the throughput results in Fig. 6-(b) and Fig. 7-(b) , receivers tend to tune to smaller number of channels at higher SNR. As described in section 2.4, by using this SNR (or bit error rate) as a system requirement, we can significantly reduce the cost of receivers. 
Conclusions
In this paper, we have proposed a new adaptive forward error correction scheme for point-to-multipoint satellite links. Link-layer error control protocols for point-to-multipoint satellite IP networks impose several problems including unreliability and receiver-heterogeneity.
To solve the heterogeneous error rates at different receivers, the proposed scheme exploits multiple multicast channels. We have proposed a packetization scheme for the multiple multicast channels. Based on its own channel condition, the receiver tunes to as many channels as it needs, which prevents from receiving unwanted parities. Therefore, the receiver saves the buffer space, receiving energy, and decoding time, and thus the heterogeneity problem is effectively resolved. Using system requirement for receivers, we can deploy receivers with limited buffer space in relative good channel environments.
Performance evaluation shows that the proposed technique guarantees the target PER by tuning more channels. The technique is shown to be highly adaptive to the channel variation with respect to the throughput efficiency, and provide scalable PER and throughput efficiency. The proposed protocol is expected to support any type of satellite and receivers. 
Appendix B: Derivation of Parameters for M-State Markov Channel
This appendix describes how to derive the state transition probabilities for M-state Markov channel discussed in Section 3.1. It is noted that any partition of the received signal into a finite number of intervals form a finite-state channel model [17] . Let (A· 6)
The transition probabilities are approximated by [19] where t R is a transmission rate in symbols/second. When binary phase shift keying (BPSK) modulation is assumed, the bit error probability given that the state is From (A· 9), we are able to compute i ρ , and from (A· 10) and (A· 2), we can compute the transition probabilities. Table A· 1 shows the results of i ρ and ri N from (A· 9) and (A· 2), respectively with given parameters (M = 9, K = 6 dB, and m f = 0.01 Hz).
