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Abstract
In this paper we want to propose practical numerical methods to solve a class
of initial-boundary problem of time-space fractional convection-diffusion equations
(TSFCDEs). To start with, an implicit difference method based on two-sided
weighted shifted Gru¨nwald formulae is proposed with a discussion of the stabil-
ity and convergence. We construct an implicit difference scheme (IDS) and show
that it converges with second order accuracy in both time and space. Then, we
develop fast solution methods for handling the resulting system of linear equation
with the Toeplitz matrix. The fast Krylov subspace solvers with suitable circu-
lant preconditioners are designed to deal with the resulting Toeplitz linear systems.
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Each time level of these methods reduces the memory requirement of the proposed
implicit difference scheme from O(N2) to O(N) and the computational complex-
ity from O(N3) to O(N logN) in each iterative step, where N is the number of
grid nodes. Extensive numerical example runs show the utility of these methods
over the traditional direct solvers of the implicit difference methods, in terms of
computational cost and memory requirements.
Keywords: Fractional convection-diffusion equation; Shifted Gru¨nwald discretiza-
tion; Toeplitz matrix; Fast Fourier transform; Circulant preconditioner; Krylov sub-
space method.
AMSC (2010): 65F15, 65H18, 15A51.
1 Introduction
In recent years there has been a growing interest in the field of fractional calculus.
Podlubny [1], Samko et al. [2] and Kilbas et al. [3] provide the history and a comprehen-
sive treatment of this subject. Many phenomena in engineering, physics, chemistry and
other sciences can be described very successfully by using fractional differential equations
(FDEs). Diffusion with an additional velocity field and diffusion under the influence of a
constant external force field are, in the Brownian case, both modelled by the convection-
dispersion equation. In the case of anomalous diffusion this is no longer true, i.e., the
fractional generalisation may be different for the advection case and the transport an
external force field in [4]. In the study, we are very interested in the fast solver for solv-
ing the initial-boundary value problem of the time-space fractional convection-diffusion
equation (TSFCDE) [5, 6]:

∂α0,tu(x, t) = γ(t)
∂u(x,t)
∂x
+ d+(t)aD
β
xu(x, t) + d−(t)xD
β
b u(x, t) + f(x, t),
u(x, 0) = φ(x), a ≤ x ≤ b,
u(a, t) = u(b, t) = 0, 0 < t ≤ T,
(1.1)
where α ∈ (0, 1], β ∈ (1, 2], a < x < b, and 0 < t ≤ T . Here, the parameters α
and β are the order of the TSFCDE, f(x, t) is the source term, and diffusion coefficient
functions d±(t) are non-negative under the assumption that the flow is from left to right.
Moreover, the variable coefficients γ(t) are real. The TSFCDE (1.1) can be regarded as
generalizations of classical convection-diffusion equations with the first-order time deriva-
tive replaced by the Caputo fractional derivative of order α ∈ (0, 1], and the second-order
space derivatives replaced by the two-sided Riemman-Liouville fractional derivative of
order β ∈ (1, 2]. Namely, the time fractional derivative in (1.1) is the Caputo fractional
derivative of order α [1] denoted by
∂α0,tu(x, t) =
1
Γ(1− α)
∫ t
0
∂u(x, ξ)
∂ξ
dξ
(t− ξ)α , (1.2)
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and the left-handed (aD
β
x) and the right-handed (xD
β
b ) space fractional derivatives in (1.1)
are the Riemann-Liouville fractional derivatives of order β [2, 3] which are defined by
aD
β
xu(x, t) =
1
Γ(2− β)
∂2
∂x2
∫ x
a
u(η, t)dη
(x− η)β−1 (1.3)
and
xD
β
b u(x, t) =
1
Γ(2− β)
∂2
∂x2
∫ b
x
u(η, t)dη
(η − x)β−1 , (1.4)
where Γ(·) denotes the Gamma function. Truly, when α = 1 and β = 2, the above
equation reduces to the classical convection-diffusion equation (CDE).
The fractional CDE has been recently treated by a number of authors. It is presented
as a useful approach for the description of transport dynamics in complex systems which
are governed by anomalous diffusion and non-exponential relaxation patterns [4, 5]. The
fractional CDE is also used in groundwater hydrology research to model the transport
of passive tracers carried by fluid flow in a porous medium [7]. Though analytic ap-
proaches, such as the Fourier transform method, the Laplace transform methods, and
the Mellin transform method, have been proposed to seek closed-form solutions [1, 6, 8],
there are very few FDEs whose analytical closed-form solutions are available. There-
fore, the research on numerical approximation and techniques for the solution of FDEs
has attracted intensive interest. Most early established numerical methods are developed
for handling the space factional CDE or the time fractional CDE. For space fractional
CDE, many researchers exploited the conventional shifted Gru¨nwald discretization [9] and
the implicit Euler (or Crank-Nicolson) time-step discretization for two-sided Riemman-
Liouville fractional derivatives and the first order time derivative, respectively. Then
they constructed many numerical treatments for space fractional CDE, refer to [9–18]
and references therein for details. Later, Chen and Deng combined the second-order
discretization with the Crank-Nicolson temporal discretization for producing the novel
numerical methods, which archive the second order accuracy in both time and space for
space fractional CDE [19, 20]. Even Chen & Deng and Qu et al. separately designed the
fast computational techniques, which can also reduce the required algorithmic storage,
for implementing the above mentioned second order numerical method; see [20, 21] for
details. Additionally, there are also some other interesting numerical methods for space
fractional CDE, refer, e.g., to [22–26] for a discussion of these issues.
On the other hand, for time fractional CDE, many early implicit numerical methods
are derived by the combination of the L1 approximate formula [27] for Caputo fractional
derivative and the first/second order spatial discretization. These numerical methods
are unconditionally convergent with the O(τ 2−α + h) or O(τ 2−α + h2) accuracy, where
τ and h are time-step size and spatial grid size, respectively. In order to improve the
spatial accuracy, Cui [28,29] and Mohebbi & Abbaszadeh [30] proposed, respectively, two
compact exponential methods and a compact finite difference method for a time fractional
convection-subdiffusion equation so that the spatial accuracy is improved to the fourth-
order. However, the methods and analyses in [28, 30] are only for the equations with
constant coefficients. In particular, the discussions in [30] are limited to a special time
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fractional convection-subdiffusion equation where the diffusion and convection coefficients
are assumed to be one. In addition, some other related numerical methods have already
been proposed for handling the time fractional CDE, see e.g. [31–36] for details.
On contrast, although the numerical methods for space (or time) fractional CDE are
extensively investigated in the past research, the work about numerically handling the
TSFCDE is not too much. Firstly, Zhang [37, 38], Shao & Ma [39], Qin & Zhang [40],
and Liu et al. [17] have worked out a series of studies about constructing the implicit
difference scheme (IDS) for TSFCDE, however all these numerical scheme can archive the
convergence with first order accuracy in both space and time from the both theoretical
and numerical perspectives. Moreover, Liu et al. [17, 41], Zhao et al. [42], and Shen [43]
had considered to solve the more general form of TSFCDE, in which the first-order space
derivative is replaced by the two-sided Riemman-Liouville fractional derivative of order
ν ∈ (0, 1). Again, their numerical methods cannot enjoy the convergence with second
order accuracy in both space and time. In addition, some other efficient approaches are
also developed for dealing with TSFCDE numerically. Moreover, most of these numerical
methods have no complete theoretical analysis for both convergence and stability; e.g.,
refer to [24, 44–50] for details.
Traditional methods for solving FDEs tend to generate full coefficient matrices, which
incur computational cost of O(N3) and storage of O(N2) with N being the number of grid
points [14,21]. To optimize the computational complexity, a shifted Gru¨nwald discretiza-
tion scheme with the property of unconditional stability was proposed by Meerschaet
and Tadjeran [9] to approximate the space fractional CDE. Later, Wang and Wang [14]
discovered that the linear system generated by this discretization has a special Toeplitz-
like coefficient matrix, or, more precisely, this coefficient matrix can be expressed as a
sum of diagonal-multiply-Toeplitz matrices. This implies that the storage requirement
is O(N) instead of O(N2), and the complexity of the matrix-vector multiplication only
requires O(N logN) operations by the fast Fourier transform (FFT) [51]. Upon using this
advantage, Wang and Wang proposed the CGNR method having computational cost of
O(N log2N) to solve the linear system and numerical experiments show that the CGNR
method is fast when the diffusion coefficients are very small, i.e., the discretized systems
are well-conditioned [14]. However, the discretized systems become ill-conditioned when
the diffusion coefficients are not small. In this case, the CGNR method converges slowly.
To remedy this shortcoming, Zhao et al. have extended the preconditioned technique,
which is introduced by Lin et al. in the context of space fractional diffusion equation [52],
for handling the Toeplitz-like linear systems coming from numerical discretization of TS-
FCDE [42]. Their results related to the promising acceleration of the convergence of the
iterative methods, while solving (1.1).
In this paper, we firstly derive an implicit difference scheme for solving (1.1) and then
verify that the proposed scheme can archive the stability and convergence with second
order accuracy in both space and time (i.e. O(τ 2 + h2)) from the both theoretical and
numerical perspectives. As far as we know, the scheme is the first one (without extrapola-
tion techniques) who can have the convergence with O(τ 2+h2). For the time marching of
the scheme, plenty of linear systems, which possess different Toeplitz coefficient matrices,
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are required to be solved. Those linear systems can be solved efficiently one after one by
using Krylov subspace method with suitable circulant preconditioners [51,53], then it can
reduce the computational cost and memory deeply. Especially for TSFCDE with constant
coefficients, we turn to represent the inverse of the Toeplitz coefficient matrix as a sum of
products of Toeplitz triangular matrices [51,54], so that the solution of each linear system
for time marching can be obtained directly via several fast Fourier transforms (FFTs). To
obtain the explicit representation of Toeplitz matrix inversion, only two specific linear sys-
tems with the same Toeplitz coefficient matrix are needed to be solved, which can be done
by using the preconditioned Krylov subspace methods [55] with complexity O(N logN).
An outline of this paper is as follows. In Section 2, we establish an implicit differ-
ence scheme for (1.1) and prove that this scheme is unconditionally stable and convergent
with O(τ 2 + h2) order accuracy. In Section 3, we investigate that the resulting linear
systems have the nonsymmetric Toeplitz matrices, then we design the fast solution tech-
niques based on preconditioned Krylov subspace methods to solve (1.1) by exploiting the
Toeplitz matrix property of the implicit difference scheme. Finally, we present numerical
experiments to illustrate the effectiveness of our numerical approaches in Section 4 and
provide concluding remarks in Section 5.
2 Implicit difference scheme
In this section, we present an implicit difference method for discretizing the TSFCDE
defined by (1.1). Unlike former numerical approaches with the first order accuracy in
both time and space [37–39,41,42], we exploit henceforth two-sided fractional derivatives
to approximate the Riemann-Liouville derivatives in (1.3) and (1.4). We can show that,
by two-sided fractional derivatives, this proposed method is also unconditionally stable
and convergent under second order accuracy in time and space.
2.1 Numerical discretization of the TSFCDE
In order to derive the proposed scheme, we first introduce some notations. In the
rectangle Q¯T = {(x, t) : a ≤ x ≤ b, 0 ≤ t ≤ T} we introduce the mesh ̟hτ = ̟h ×
̟τ , where ̟h = {xi = ih, i = 0, 1, . . . , N ; hN = b − a}, and ̟τ = {tj = jτ, j =
0, 1, . . . ,M ; τ = T/M}. Besides, v = {vi | 0 ≤ i ≤ N} be any grid function. Then, the
following lemma introduced in [56] gives a description on the time discretization.
Lemma 2.1 Suppose 0 < α < 1, σ = 1− α
2
, u(t) ∈ C3[0, T ], and tj+σ = (j + σ)τ . Then
∂α0,tj+σu(t)−∆α0,tj+σu(t) = O(τ 3−α),
where ∆α0,tj+σu(t) =
τ−α
Γ(2−α)
∑j
s=0 c
(α,σ,j)
j−s [u(ts+1)− u(ts)], and c(α,σ,0)0 = a(α,σ)0 for j = 0,
c(α,σ,j)m =


a
(α,σ)
0 + b
(α,σ)
1 , m = 0,
a
(α,σ)
m + b
(α,σ)
m+1 − b(α,σ)m , 1 ≤ m ≤ j − 1,
a
(α,σ)
j − b(α,σ)j , m = j,
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for j ≥ 1, in which a(α,σ)0 = σ1−α, a(α,σ)ℓ = (ℓ + σ)1−α − (ℓ − 1 + σ)1−α, for ℓ ≥ 1; and
b
(α,σ)
ℓ =
1
2−α
[(ℓ+ σ)2−α − (ℓ− 1 + σ)2−α]− 1
2
[(ℓ+ σ)1−α + (ℓ− 1 + σ)1−α].
Denote Ln+β(R) = {v|v ∈ L1(R) and
∫ +∞
−∞
(1 + |k|)n+β|vˆ(k)|dk < ∞}, where vˆ(k) =∫ +∞
−∞
eιkxv(x)dx is the Fourier transformation of v(x), and we use ι =
√−1 to denote the
imaginary unit. For the discretization on space, we introduce the following Lemma:
Lemma 2.2 ( [57,58]) Suppose that v ∈ Ln+β(R), and let
δβx,+v(x) =
1
hβ
[x−a
h
]∑
k=0
ω
(β)
k v(x− (k − 1)h),
δβx,−v(x) =
1
hβ
[ b−x
h
]∑
k=0
ω
(β)
k v(x+ (k − 1)h),
then for a fixed h, we have
aD
β
xv(x) = δ
β
x,+v(x) +O(h2),
xD
β
b v(x) = δ
β
x,−v(x) +O(h2),
where {
ω
(β)
0 = λ1g
(β)
0 , ω
(β)
1 = λ1g
(β)
1 + λ0g
(β)
0 ,
ω
(β)
k = λ1g
(β)
k + λ0g
(β)
k−1 + λ−1g
(β)
k−2, k ≥ 2,
with
λ1 =
β2 + 3β + 2
12
, λ0 =
4− β2
6
, λ−1 =
β2 − 3β + 2
12
, and g
(β)
k = (−1)k
(
β
k
)
.
Let u(x, t) ∈ C4,3x,t be a solution of the problem (1.1). Let us consider Eq. (1.1) for
(x, t) = (xi, tj+σ) ∈ Q¯T , i = 1, 2, . . . , N − 1, j = 0, 1, . . . ,M − 1, σ = 1− α2 :
∂α0,tj+σu(x, t) = γ(tj+σ)
(∂u(x, t)
∂x
)
(xi,tj+σ)
+ d+(tj+σ)
(
aD
β
xu(x, t)
)
(xi,tj+σ)
+
d−(tj+σ)
(
xD
β
b u(x, t)
)
(xi,tj+σ)
+ f(xi, tj+σ).
For simplicity, let us introduce some notations
u
(σ)
i = σu
j+1
i + (1− σ)uji , γ(j+σ) = γ(tj+σ), D(j+σ)± = d±(tj+σ), f j+σi = f(xi, tj+σ)
and
δβhu
(σ)
i = γ
(j+σ)u
(σ)
i+1 − u(σ)i−1
2h
+
D
(j+σ)
+
hβ
i+1∑
k=0
ω
(β)
k u
(σ)
i−k+1 +
D
(j+σ)
−
hβ
N−i+1∑
k=0
ω
(β)
k u
(σ)
i+k−1.
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Then with regard to Lemma 2.1 we derive the implicit difference scheme with the approx-
imation order O(h2 + τ 2):

∆α0,tj+σui = δ
β
hu
(σ)
i + f
j+σ
i , 1 ≤ i ≤ N − 1, 0 ≤ j ≤ M − 1,
u0i = φ(xi), 1 ≤ i ≤ N − 1,
uj0 = u
j
N = 0, 0 ≤ j ≤ M.
(2.1)
It is interesting to note that for α→ 1 we obtain the Crank-Nicolson difference scheme.
2.2 Analysis of the implicit difference scheme
In this section, we analyze the stability and convergence for the implicit difference
scheme (2.1). Let
Vh = {v | v = {vi} is a grid function on ̟h and vi = 0 if i = 0, N}
For ∀u, v ∈ Vh, we define the discrete inner product and the corresponding discrete L2
norm as follows,
(u, v) = h
N−1∑
i=1
uivi, and ‖u‖ =
√
(u,u).
Now, some lemmas are provided for proving the stability and convergence of implicit
difference scheme (2.1).
Lemma 2.3 ( [9,52,57]) Let 1 < α < 2 and g
(β)
k be defined in Lemma 2.2. Then we have

g
(β)
0 = 1, g
(β)
1 = −β, g(β)2 > g(β)3 > · · · > 0,∑∞
k=0 g
(β)
k = 0,
∑N
k=0 g
(β)
k < 0, N > 1,
g
(β)
k = O(k−(β+1)), g(β)k =
(
1− β+1
k
)
g
(β)
k−1, k = 1, 2, . . . .
Lemma 2.4 ( [57,58]) Let 1 < α < 2 and g
(β)
k be defined in Lemma 2.2. Then we have

ω
(β)
0 = 1, ω
(β)
1 < 0, ω
(β)
k > 0, k ≥ 3,∑∞
k=0 ω
(β)
k = 0,
∑N
k=0 ω
(β)
k < 0, N > 1,
ω
(β)
0 + ω
(β)
2 ≥ 0.
Lemma 2.5 ( [57,58]) For 1 < β < 2, and any v ∈ Vh, it holds that
(δβx,+v, v) = (δ
β
x,−v, v) ≤
( 1
hβ
N−1∑
k=0
ω
(β)
k
)
‖v‖2.
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Lemma 2.6 For 1 < β < 2, N ≥ 5, and any v ∈ Vh, there exists a positive constant c1,
such that
(−δβx,+v, v) = (−δβx,−v, v) > c1 ln 2‖v‖2.
Proof. Since
2N+2∑
k=N
ω
(β)
k =
2N∑
k=N
g
(β)
k + (λ1 + λ0)g
(β)
2N+1 + λ1g
(β)
2N+2 + ζ(β),
where
ζ(β) = (λ0 + λ−1)g
(β)
N−1 + λ−1g
(β)
N−2 =
[
(λ0 + λ−1)
N − 2− β
N − 1 + λ−1
]
g
(β)
N−2
=
(12− 6β)N + β3 + 4β2 − β − 22
12(N − 1) g
(β)
N−2,
,
ϑ(β)
12(N − 1)g
(β)
N−2
then ζ(2) = 0, ϑ(2) = 0 and ϑ′(β) = −6N +3β2+8β−1 ≤ 27−6N , which implies ζ(β) is
a decreasing function for β ∈ [1, 2], if N ≥ 5 and ϑ′(β) < 0. Hence ζ(β) > 0 when N ≥ 5.
Then, by Lemma 2.3, there exist positive constants c˜1 and c1, such that
1
hβ
∞∑
k=N
ω
(β)
k >
1
hβ
2N+2∑
k=N
ω
(β)
k >
1
hβ
2N∑
k=N
g
(β)
k ≥ c˜1
2N∑
k=N
k−(β+1)Nβ
> c˜1
2N∑
k=N
k−(β+1)
(k
2
)β
=
c˜1
2β
2N∑
k=N
1
k
≥ c1
∫ 2N
N
1
x
dx = c1 ln 2, N ≥ 5.
(2.2)
Using Lemmas 2.4 and 2.5, we then obtain
(−δβx,+v, v) = (−δβx,−v, v) >
( 1
hβ
∞∑
k=N
ω
(β)
k
)
‖v‖2 > c1 ln 2‖v‖2,
which proves the lemma. ✷
Based on the above lemmas, we can obtain the following theorem, which is essential
for analyzing the stability of the proposed implicit difference scheme.
Theorem 2.1 For any v ∈ Vh, it holds that
(δβhv, v) ≤ −c ln 2‖v‖2,
where c is a positive constant independent of the spatial step size h.
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Proof. The concrete expression of (δβhv, v) can be written by
(δβhv, v) = γ
(j+σ)h
N−1∑
i=1
vi+1 − vi−1
2h
vi +D
(j+σ)
+ (δ
β
x,+v, v) +D
(j+σ)
− (δ
β
x,−v, v). (2.3)
It notes that v0 = vN = 0, we have
γ(j+1)h
N−1∑
i=1
vi+1 − vi−1
2h
vi = 0. (2.4)
Moreover, according to Lemma 2.6, there exists a positive constant c1 independent of
the spatial step size h, such that for any non-vanishing vector u ∈ Vh, we obtain
D
(j+σ)
+ (δ
β
x,+v, v) +D
(j+σ)
− (δ
β
x,−v, v) ≤ −c1 ln 2
(
D
(j+σ)
+ +D
(j+σ)
−
)
‖v‖2 (2.5)
Let c = c1
(
D
(j+σ)
+ +D
(j+σ)
−
)
. Inserting (2.4) and (2.5) into (2.3), Theorem 2.1 holds. ✷
Lemma 2.7 ( [56, 58]) Let Vτ = {u|u = (u0, u1, . . . , uM)} For any u ∈ Vτ ; one has the
following inequality
[σuj+1 + (1− σ)uj]∆α0,tj+σu ≥
1
2
∆α0,tj+σ(u)
2.
Now we can conclude the stability and convergence of the implicit difference scheme
(2.1). For simplicity of presentation, in our proof, we denote aj+1s =
c
(α,σ,j)
j−s
ταΓ(2−α)
. Then
∆α0,tj+σu =
∑j
s=0(u
s+1 − us)aj+1s .
Theorem 2.2 Denote ‖f j+σ‖2 = h∑N−1i=1 f 2(xi, tj+σ). Then the implicit difference scheme
(2.1) is unconditionally stable and the following a priori estimate holds:
‖uj+1‖2 ≤ ‖u0‖2 + T
αΓ(1− α)
2c ln 2
‖f j+σ‖2, 0 ≤ j ≤M − 1, (2.6)
where uj+1 = (uj+11 , u
j+1
2 , . . . , u
j+1
N−1)
T .
Proof. To make an inner product of (2.1) with u(σ), we have
(∆α0,tj+σu, u
(σ)) = (δβhu
(σ), u(σ)) + (f j+σ, u(σ)). (2.7)
It follows from Theorem 2.1 and Lemma 2.6 that
(δβhu
(σ), u(σ)) ≤ −c ln 2‖u(σ)‖2, (2.8)
(∆α0,tj+σu, u
(σ)) ≥ 1
2
∆α0,tj+σ(‖u‖2). (2.9)
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Inserting (2.8)-(2.9) into (2.7) and using the Cauchy-Schwarz inequality, we obtain
1
2
∆α0,tj+σ(‖u‖2) ≤ −c ln 2‖u(σ)‖2 + (f j+σ, u(σ))
≤ −c ln 2‖u(σ)‖2 + c ln 2‖u(σ)‖2 + 1
8c ln 2
‖f j+σ‖2
≤ 1
8c ln 2
‖f j+σ‖2.
(2.10)
Next, it holds that
aj+1j ‖uj+1‖2 ≤
j∑
s=1
(aj+1s − aj+1s−1)‖us‖2 + aj+10 ‖u0‖2 +
1
4c ln 2
‖f j+σ‖2.
Then, to notice that aj+10 >
1
2TαΓ(1−α)
(cf. [56]), we obtain
aj+1j ‖uj+1‖2 ≤
j∑
s=1
(aj+1s − aj+1s−1)‖us‖2 + aj+10
(
‖u0‖2 + T
αΓ(1− α)
2c ln 2
‖f j+σ‖2
)
. (2.11)
Suppose h < 1 and denote
Pˇ , ‖u0‖2 + T
αΓ(1− α)
2c ln 2
‖f j+σ‖2
Then, Eq. (2.11) can be rewritten by
aj+1j ‖uj+1‖2 ≤
j∑
s=1
(aj+1s − aj+1s−1)‖us‖2 + aj+10 Pˇ. (2.12)
Next, we prove that the estimate relation (2.6) is valid for j = 0, 1 . . . ,M − 1 by math-
ematical induction. Obviously, It follows from (2.12) that (2.6) holds for j = 0. Let us
assume that the inequality (2.6) takes place for all 0 ≤ j ≤ k (0 ≤ k ≤M − 1), that is
‖uj‖ ≤ Pˇ, j = 0, 1, . . . , k.
For (2.12) at j = k, one has
ak+1k ‖uk+1‖2 ≤
k∑
s=1
(ak+1s − ak+1s−1)‖us‖2 + ak+10 Pˇ
≤
k∑
s=1
(ak+1s − ak+1s−1)Pˇ + ak+10 Pˇ = ak+1k Pˇ.
The proof of Theorem 2.2 is fully completed. ✷
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Theorem 2.3 Suppose that u(x, t) is the solution of (1.1) and {uji | xi ∈ ̟h, 0 ≤ j ≤
M}, is the solution of the implicit difference scheme (2.1). Denote
Eji = u(xi, tj)− uji , xi ∈ ̟h, 0 ≤ j ≤M.
Then there exists a positive constant c˜ such that
‖Ej‖ ≤ c˜(τ 2 + h2), 0 ≤ j ≤ M.
Proof. It can easily obtain that Ej satisfies the following error equation

∆α0,tj+σEi = δ
β
hE
(σ)
i = R
j+σ
i , 1 ≤ i ≤ N − 1, 0 ≤ j ≤ M − 1,
E0i = 0, 1 ≤ i ≤ N − 1,
Ej0 = E
j
N = 0, 0 ≤ j ≤ M.
where Rj+σi = O(τ 2 + h2). By exploiting Theorem 2.2, we get
‖Ej+1‖2 ≤ T
αΓ(1− α)
2c ln 2
‖Rj+σ‖2 ≤ c˜(τ 2 + h2), 0 ≤ j ≤M − 1,
which proves the theorem. ✷
3 Fast solution techniques based on preconditioned
iterative solvers
In the section, we contribute to establish the efficient methods for solving a group of
linear systems with Toeplitz coefficient matrices, which are arisen from the matrix form
of the implicit difference scheme (2.1). First of all, we derive the essential matrix form of
the implicit difference scheme (2.1). Using notations in Section 2, the coefficient matrix
of (2.1) corresponding to each time level j can be written as the following form,

[
ηjI − σ
(
γ(σ)
2h
Q+
D
(σ)
+
hβ
Wβ +
D
(σ)
−
hβ
W Tβ
)]
u1 =
[
ηjI + (1− σ)
(
γ(σ)
2h
Q+
D
(σ)
+
hβ
Wβ
+
D
(σ)
−
hβ
W Tβ
)]
u0 + fσ, j = 0,[
ηjI − σ
(
γ(j+σ)
2h
Q+
D
(j+σ)
+
hβ
Wβ +
D
(j+σ)
−
hβ
W Tβ
)]
uj+1 =
[
ηjI + (1− σ)
(
γ(j+σ)
2h
Q +
D
(j+σ)
+
hβ
Wβ +
D
(j+σ)
−
hβ
W Tβ
)]
uj − τ−α
Γ(2−α)
j−1∑
s=0
c
(α,σ,j)
j−s (u
s+1 − us) + f j+σ,
j = 1, 2, . . . ,M − 1,
(3.1)
where we have the coefficient
ηj =


c
(α,σ,0)
0
ταΓ(2−α)
=
a
(α,σ)
0
ταΓ(2−α)
, j = 0
c
(α,σ,j)
0
ταΓ(2−α)
=
a
(α,σ)
0 +b
(α,σ)
1
ταΓ(2−α)
, j = 1, 2, . . . ,M − 1,
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then Q and W are two (N − 1)× (N − 1) real matrices of the following forms
Q =


0 1 0 · · · 0
−1 0 1 . . . ...
0 −1 . . . . . . 0
...
. . .
. . .
. . . 1
0 · · · 0 −1 0


, Wβ =


ω
(β)
1 ω
(β)
0 0 · · · 0
ω
(β)
2 ω
(β)
1 ω
(β)
0
. . .
...
... ω
(β)
2 ω
(β)
1
. . . 0
ω
(β)
N−2 · · · . . . . . . ω(β)0
ω
(β)
N−1 ω
(β)
N−2 0 ω
(β)
2 ω
(β)
1


. (3.2)
It is obvious that Wβ is a Toeplitz matrix (see [14, 51, 58]). Therefore, it can be stored
with N + 1 entries [51].
3.1 Resulting problems from the discretized scheme
According to (3.1) and (3.2), it indicates that the implicit difference scheme (2.1)
requires to solve a nonsymmetric Toeplitz linear system in each time level j, more precisely,
there is a sequence of nonsymmetric Toeplitz linear systems
A(j+σ)u(j+1) = B(j+σ)u(j) + δu(j) + f (j+σ) (3.3)
where δu(j) is used to denote the calculation of τ
−α
Γ(2−α)
j−1∑
s=0
c
(α,σ,j)
j−s (u
s+1 − us) and
A(j+σ) = ηjI − σ
(γ(j+σ)
2h
Q+
D
(j+σ)
+
hβ
Wβ +
D
(j+σ)
−
hβ
W Tβ
)
,
B(j+σ) = ηjI + (1− σ)
(γ(j+σ)
2h
Q+
D
(j+σ)
+
hβ
Wβ +
D
(j+σ)
−
hβ
W Tβ
)
,
j = 0, 1, . . . ,M − 1 and A(j+1) varies with j; f (j+σ) ∈ RN−1 also varies with j. Here it
should highlight that the sequence of linear systems (3.3) corresponds to the time-stepping
scheme (2.1), which is inherently sequential, hence the sequence of linear systems (3.3) is
extremely difficult to parallelize over time.
On the other hand, it is remarkable that if the coefficients γ(t) = γ and d±(t) = d±,
then the coefficient matrices
A(j+σ) =
{
A(σ), j = 0,
A, j = 1, 2, . . . ,M − 1. (3.4)
Moreover, it is highlighted that the coefficient ηj is a real constant, which does not vary
with j = 1, 2, . . . ,M − 1. In other words, A(j+σ) = A = ηjI −σ
(
γ
2h
Q+ d+
hβ
Wβ +
d−
hβ
W Tβ
)
is
independent of j = 1, . . . ,M − 1, i.e. the coefficient matrix of (3.3) is unchanged in each
time level (j = 1, 2, . . . ,M) of the implicit difference scheme. In this case, if we still solve
linear systems (3.3) one by one, it should be not sensible. A natural idea for this case is
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to find the inverse of the Toeplitz matrix A, i.e. u = A−1f (j+σ). It means that we are
interested in computing A−1 once for all. One option is to compute the inverse by some
direct methods such as the LU decomposition [60, pp. 44-54]. However, Toeplitz matrix
is often dense, and the computation of the inverse of a large dense matrix is prohibitive,
especially when the matrix is large. Fortunately, as A is also a Toeplitz matrix, we have
the Gohberg-Semencul formula (GSF) [51, 54] for its inverse. Indeed, the inverse of a
Toeplitz matrix A can be reconstructed from its first and last columns. More precisely,
denote by e1, eN−1 the first and the last column of the (N−1)-by-(N−1) identity matrix,
and let x = [ξ0, ξ1, . . . , ξN−2]
T and y = [η0, η1, . . . , ηN−2]
T be the solutions of the following
two Toeplitz systems
Ax = e1 and Ay = eN−1. (3.5)
If ξ0 6= 0, then the Gohberg-Semencul formula can be expressed as
A−1 =
1
ξ0
(
ξ0 0 · · · 0
ξ1 ξ0 · · · 0
...
...
. . .
...
ξN−2 ξN−3 · · · ξ0

 ·


ηN−2 ηN−3 · · · η0
0 ηN−2 · · · η1
...
...
. . .
...
0 0 · · · ηN−2


−


0 0 · · · 0
η0 · · · 0 0
...
...
. . .
...
ηN−3 · · · η0 0

 ·


0 ξN−2 · · · ξ1
...
...
. . .
...
0 0 · · · ξN−2
0 0 · · · 0


)
=
1
ξ0
(LpRp − L0pR0p),
(3.6)
where Lp, L
0
p are both lower Toeplitz matrices, and Rp, R
0
p are upper Toeplitz matrices.
Consequently, the Toeplitz matrix-vector multiplication A−1f (j+σ) can be archived in
several FFTs of length N − 1 [51]. For convenience, the following fast algorithm can be
applied to compute the product of A−1 and a vector v.
Algorithm 1 Compute z = A−1v
1: Solve two linear systems in Eq. (3.5)
2: Compute z1 = R
0
pv and z2 = Rpv via FFTs
3: Compute z3 = L
0
pz1 and z4 = Lpz2 via FFTs
4: Compute z = 1
ξ0
(z4 − z3)
In summary, we need to search some efficient solvers for the nonsymmetric resulted
Toeplitz linear systems, whether to solve (3.3) or to solve (3.5). In next subsection, we
will introduce how to build efficient preconditioned iterative solvers for nonsymmetric
Toeplitz linear systems.
3.2 Fast implementation of IDS based on preconditioned itera-
tive solvers
In this subsection, we discuss the detailed framework about implementing the proposed
implicit difference scheme (2.1). For the sake of clarity, an algorithm for solving the
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implicit difference scheme is given in Algorithm 2.
Algorithm 2 Practical implementation of IDS
1: for j = 0, 1, . . . ,M − 1, do
2: Compute g(j+1) = B(j+σ)u(j) + δu(j) + f (j+σ)
3: Solve A(j+σ)u(j+1) = g(j+1)
4: end for
From Algorithm 2, M real linear systems are required to be solved. If a direct solver
(e.g., Gaussian elimination method [60, pp. 33-44]) is applied, its complexity will be
O(MN3), which is very expansive if N is large. Note that in Steps 2-3 of Algorithm
2, the Toeplitz structure of the matrices A(j+σ) and B(j+σ) has not been utilized when
solving the linear system. Actually, the matrix-vector product B(j+σ)u(j) in Step 2 can be
evaluated by FFTs inO(N logN) operations, then fast Toeplitz iterative solvers have been
studied intensively, see e.g., [51] and references therein. Recently, they have been applied
for space fractional diffusion equation [14,42,52,53,58,59]. With Krylov subspace method
with circulant preconditioners in [53], the Toeplitz system from space fractional diffusion
equation can be solved with a fast convergence rate. In this case, it also remarked that the
algorithmic complexity of preconditioned Krylov subspace methods is only in O(N logN)
arithmetic operations per iteration step.
Motivated by the above considerations, we first implement the matrix-vector multi-
plication B(j+σ)u(j) in Step 1 of Algorithm 2 by FFTs. Then solving the Toeplitz linear
systems A(j+σ)u(j+1) = g(j+1) in Step 3 by Krylov subspace methods, e.g., the conjugate
gradient squared (CGS) method [55, pp. 241-244], with the circulant preconditoner
P (j+σ) = ηjI − σ
(γ(j+σ)
2h
s(Q) +
D
(j+σ)
+
hβ
s(Wβ) +
D
(j+σ)
−
hβ
s(W Tβ )
)
, (3.7)
where s(·) means the well-known Strang circulant approximation of a given Toeplitz ma-
trix [51, 53]. High efficiency of Strang circulant preconditioner for space FDEs has been
verified in [53]. To make sure the preconditioner defined in (3.7) is well-defined, let us
illustrate that P (j+σ) are nonsingular,
Lemma 3.1 All eigenvalues of s(Wβ) and s(W
T
β ) fall inside the open disc
{z ∈ C : |z − ω(β)1 | < −ω(β)1 } (3.8)
Proof. All the Gershgorin disc [55, pp. 119-122] of the circulant matrices s(Wβ) and
s(W Tβ ) are centered at −ω(β)1 > 0 with radius
rN = ω
(β)
0 +
⌊N⌋
2∑
k=2
ω
(β)
k <
∞∑
k=0,k 6=1
ω
(β)
k = −ω(β)1 . (3.9)
by the properties of the sequence {ω(β)k }; refer to Lemma 2.3 and Lemma 2.4. ✷
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Remark 3.1 It is worth to mention that:
1. The real parts of all eigenvalues of s(Wβ) and s(W
T
β ) are strictly negative for all N ;
2. The absolute values of all eigenvalues of s(Wβ) and s(W
T
β ) are bounded above by
2|ω(β)1 | for all N .
As we know, a circulant matrix can be quickly diagonalized by the Fourier matrix
F [21, 51, 53]. Then it follows that s(Q) = F ∗ΛqF , s(Wβ) = F
∗ΛβF , and s(W
T
β ) =
F ∗Λ¯βF , where Λ¯β is the complex conjugate of Λβ. Decompose the circulant matrix
P (j+σ) = F ∗ΛpF with the diagonal matrix Λp = ηjI − σ
(
γ(j+σ)
2h
Λq +
D
(j+σ)
+
hβ
Λβ +
D
(j+σ)
−
hβ
Λ¯β
)
.
Then P (j+σ) is invertible if all diagonal entries of Λp are nonzero. Moreover, we can obtain
the following conclusion about the invertibility of P (j+σ) in (3.7).
Theorem 3.1 The circulant preconditioners P (j+σ) defined as in (3.7) are nonsingular.
Proof. First of all, we already know that Q is a skew-symmetric Toeplitz matrix, it
also finds that s(Q) is also a skew-symmetric circulant matrix, thus the real part Λq is
equal to zero, i.e., Re([Λq]k,k) = 0. On the other hand, by Part 1 of Remark 3.1, we have
Re([Λβ]k,k) < 0. Noting that ηj > 0, σ > 0, and D
(j+σ)
± ≥ 0, thus we obtain
Re([Λp]k,k) = ηj − σ
(
0 +
D
(j+σ)
+
hβ
Re([Λβ]k,k) +
D
(j+σ)
−
hβ
Re([Λ¯β]k,k)
)
6= 0,
for each k = 1, 2, . . . , N − 1. Therefore, P (j+σ) are invertible. ✷
Here although we do not plan to theoretically investigate the eigenvalue distributions
of preconditioned matrices (P (j+σ))−1A(j+σ), we still can give some figures to illustrate
the clustering eigenvalue distributions of several specified preconditioned matrices in next
section. Furthermore, our numerical experiments show that the iteration numbers always
fluctuates between 6 and 10, so we regard the complexity of solving the linear system in
Step 3 as O(N logN). It also implies that the computational complexity for implementing
the whole IDS is about O(MN logN) operations.
Beside, if we have the coefficients γ(t) = γ and d±(t) = d± in Eq. (1.1), the matrix
B(j+σ) also has the similar form as B(j+σ) in Eq. (3.4), then we can simplify Algorithm 2
as the following Algorithm 3.
Again, if a direct method is employed to solve the linear system in Step 4 and com-
pute matrix inverse A−1 with the help of LU decomposition1, which can be reused in
Step 7 of Algorithm 3, but its complexity will be still O(MN3), which is very costly if
N is large. Observe that in Steps 3, 4, 6 and 7 of Algorithm 3, the Toeplitz structure of
those four matrices has not been utilized when solving the linear system. Actually, two
matrix-vector multiplications B(σ)u(0) and Bu(j) in Steps 3 and 6 can be evaluated by
1For the given linear system Ax = b, we solve it by MATLAB as: [L, U] = lu(A); x = U\(L\b);
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Algorithm 3 Practical implementation of IDS with constant coefficients
1: for j = 0, 1, . . . ,M − 1, do
2: if j = 0 then
3: Compute g(1) = B(σ)u(0) + f (σ)
4: Solve A(σ)u(1) = g(1)
5: else
6: Compute g(j+1) = Bu(j) + δu(j) + f (j+σ)
7: Solve u(j+1) = A−1g(j+1)
8: end if
9: end for
FFTs in O(N logN) operations, then fast Toeplitz iterative solvers with suitable circu-
lant preconditioners, the Toeplitz system in Step 4 and (3.5) can be solved with a fast
convergence rate. Here we can construct two circulant preconditioners defined as
P (σ) = η0I − σ
( γ
2h
s(Q) +
D+
hβ
s(Wβ) +
D−
hβ
s(W Tβ )
)
, (3.10)
P = ηjI − σ
( γ
2h
s(Q) +
D+
hβ
s(Wβ) +
D−
hβ
s(W Tβ )
)
, (3.11)
for the linear systems in Step 4 and (3.5), respectively. Here the invertibility of those
above two circulant preconditioners introduced in (3.10)-(3.11) can be similarly archived
by using Theorem 3.1. Then we can employ Algorithm 1 to evaluate the matrix-vector
multiplication A−1g(j+1) in Step 7 of Algorithm 3. Similarly, according to results in next
section, we find that the iteration numbers required by preconditioned Krylov subspace
methods always fluctuate between 6 and 10. In this case, it also is remarkable that the
algorithmic complexity of preconditioned Krylov subspace methods is only O(N logN)
at each iteration step. In conclusion, the total complexity for implementing the IDS with
constant coefficients is also in O(MN logN) operations.
4 Numerical results
In this section we first carry out some numerical experiments to illustrate that our
proposed IDS can indeed converge with the second order accuracy in both space and
time. At the same time, some numerical examples are reported to show the effectiveness
of the fast solution techniques (i.e., Algorithms 1-3) designed in Section 3. For Krylov
subspace method and direct solver, we choose built-in functions for the preconditioned
CGS (PCGS) method, LU factorization of MATLAB in Example 1 and MATLAB’s back-
slash in Example 2, respectively. For the CGS method with circulant preconditioners, the
stopping criterion of those methods is ‖r(k)‖2/‖r(0)‖2 < 10−12, where r(k) is the residual
vector of the linear system after k iterations, and the initial guess is chosen as the zero
vector. All experiments were performed on a Windows 7 (64 bit) PC-Intel(R) Core(TM)
i5-3740 CPU 3.20 GHz, 8 GB of RAM using MATLAB 2014a with machine epsilon 10−16
in double precision floating point arithmetic.
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Example 1. In this example, we consider the equation (1.1) on space interval [a, b] = [0, 1]
and time interval [0, T ] = [0, 1] with diffusion coefficients d+(t) = d+ = 0.8, d−(t) = d− =
0.5, convection coefficient γ(t) = γ = −0.1, initial condition u(x, 0) = x2(1 − x)2, and
source term
f(x, t) =
Γ(3 + α)
2
x2(1− x)2t2 − (t2+α + 1)
{
2γx(1− x)(1 − 2x) + Γ(3)
Γ(3− β)[d+x
2−β
+ d−(1− x)2−β ]− 2Γ(4)
Γ(4− β) [d+x
3−β + d−(1− x)3−β ] + Γ(5)
Γ(5− β) [d+x
4−β
+ d−(1− x)4−β ]
}
.
The exact solution of this example is u(x, t) = (t2+α + 1)x2(1 − x)2. For the finite
difference discretization, the space step and time step are taken to be h = 1/N and
τ = h, respectively. The errors (E = U − u) and convergence order (CO) in the norms
‖ · ‖0 and ‖ · ‖C(ω¯hτ ), where ‖U‖C(ω¯hτ ) = max(xi,tj)∈ω¯hτ |U |, are given in Tables 1-2. Here
these notations are used throughout this section. Additionally, the performance of fast
solution techniques presented in Section 3 for this example will be illustrated in Tables
3-4. In the following tables “Speed-up” is defined as
Speed-up =
Time1
Time2
.
Obviously, when Speed-up > 1, it means that Time2 needed by our proposed method is
more competitive than Time1 required by Algorithm 3 with reusing LU decomposition in
aspects of the CPU time elapsed.
As seen from Table 1, it finds that as the number of the spatial subintervals and
time steps is increased keeping h = τ , a reduction in the maximum error takes place,
as expected and the convergence order of the approximate scheme is O(h2) = O(τ 2),
where the convergence order is given by the formula: CO = logh1/h2
‖E1‖
‖E2‖
(Ei is the error
corresponding to hi). On the other hand, Table 2 illustrates that if h = 1/1000, then
as the number of time steps of our approximate scheme is increased, a reduction in the
maximum error takes place, as expected and the convergence order of time is O(τ 2), where
the convergence order is given by the following formula: CO = logτ1/τ2
‖E1‖
‖E2‖
.
Firstly, some eigenvalue plots about both original and preconditioned matrices are
drawn in Figs. 1-2. These two figures confirm that for circulant preconditioning, the
eigenvalues of preconditioned matrices are clustered at 1, expect for few (about 6 ∼
10) outliers. The vast majority of the eigenvalues are well separated away from 0. It
may be interpreted as that in our implementation the number of iterations required by
preconditioned Krylov subspace methods almost ranges from 6 to 10. We validate the
effectiveness and robustness of the designed circulant preconditioner from the perspective
of clustering spectrum distribution.
In Tables 3-4, it illustrates that the proposed fast direct solver for different discretized
problems takes much less CPU time elapsed as M and N become large. When M =
N = 210 and different discretized parameters, the CPU time of Algorithm 3 is about
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Table 1: L2-norm and maximum norm error behavior versus grid size reduction when τ = h
and β = 1.8 in Example 1.
α h max0≤n≤M ‖En‖0 CO in ‖ · ‖0 ‖E‖C(ω¯hτ ) CO in ‖ · ‖C(ω¯hτ )
0.10 1/32 2.7954e-4 – 4.0880e-4 –
1/64 6.6775e-5 2.0657 9.8580e-5 2.0520
1/128 1.6010e-5 2.0603 2.3815e-5 2.0494
1/256 3.8514e-6 2.0556 5.7630e-6 2.0470
0.50 1/32 2.6670e-4 – 3.8874e-4 –
1/64 6.3583e-5 2.0685 9.3590e-5 2.0544
1/128 1.5219e-5 2.0628 2.2573e-5 2.0518
1/256 3.6558e-6 2.0576 5.4539e-6 2.0492
0.90 1/32 2.4972e-4 – 3.6255e-4 –
1/64 5.9441e-5 2.0708 8.7173e-5 2.0562
1/128 1.4206e-5 2.0650 2.0993e-5 2.0540
1/256 3.4078e-6 2.0596 5.0762e-6 2.0481
0.99 1/32 2.5899e-4 – 3.7959e-4 –
1/64 6.2121e-5 2.0598 9.1923e-5 2.0460
1/128 1.4944e-5 2.0555 2.2275e-5 2.0450
1/256 3.6057e-6 2.0512 5.4042e-6 2.0433
Table 2: L2-norm and maximum norm error behavior versus τ -grid size reduction when h =
1/1000 and β = 1.8 in Example 1.
α τ max0≤n≤M ‖En‖0 CO in ‖ · ‖0 ‖E‖C(ω¯hτ ) CO in ‖ · ‖C(ω¯hτ )
0.10 1/10 1.9209e-5 – 3.0437e-5 –
1/20 4.6741e-6 2.0390 7.4069e-6 2.0389
1/40 1.0134e-6 2.2054 1.6095e-6 2.2023
0.50 1/10 1.2639e-4 – 1.9985e-4 –
1/20 3.1564e-5 2.0015 4.9914e-5 2.0014
1/40 7.7315e-6 2.0295 1.2232e-5 2.0288
0.90 1/10 2.4927e-4 – 3.9380e-4 –
1/20 6.2151e-5 2.0039 9.8203e-5 2.0036
1/40 1.5356e-5 2.0170 2.4272e-5 2.0165
0.99 1/10 2.7402e-4 – 4.3269e-4 –
1/20 6.8333e-5 2.0036 1.0791e-4 2.0035
1/40 1.6913e-5 2.0145 2.6714e-5 2.0142
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Fig. 1: Spectrum of both original and preconditioned matrices at the time level j = 0, respec-
tively, when N = M = 128, α = 0.9 and β = 1.8. Left: Original matrix; Right: circulant
preconditioned matrix.
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Fig. 2: Spectrum of both original and preconditioned matrices at the time level j = 1, respec-
tively, when N = M = 128, α = 0.9 and β = 1.8. Left: Original matrix; Right: circulant
preconditioned matrix.
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Table 3: CPU time in seconds for solving Example 1 with α = 0.9 that Time1 is done by for
Algorithm 3 (LU decomposition) and Time2 is done by Algorithm 3 with Algorithm 1.
β = 1.2 β = 1.5 β = 1.8
h = τ Time1 Time2 Speed-up Time1 Time2 Speed-up Time1 Time2 Speed-up
2−5 0.003 0.009 0.33 0.003 0.009 0.33 0.003 0.009 0.33
2−6 0.011 0.017 0.65 0.011 0.017 0.65 0.011 0.016 0.69
2−7 0.061 0.059 1.03 0.062 0.058 1.05 0.062 0.058 1.05
2−8 0.344 0.266 1.29 0.336 0.267 1.26 0.335 0.268 1.25
2−9 4.319 1.902 2.27 4.317 1.901 2.27 4.338 1.899 2.28
2−10 41.683 17.035 2.43 42.106 17.556 2.40 41.808 17.166 2.43
Table 4: CPU time in seconds for solving Example 1 with β = 1.8 that Time1 is done by for
Algorithm 3 (LU decomposition) and Time2 is done by Algorithm 3 with Algorithm 1.
α = 0.1 α = 0.5 α = 0.9
h = τ Time1 Time2 Speed-up Time1 Time2 Speed-up Time1 Time2 Speed-up
2−5 0.003 0.010 0.30 0.003 0.010 0.30 0.003 0.010 0.30
2−6 0.011 0.017 0.65 0.011 0.017 0.65 0.011 0.017 0.65
2−7 0.061 0.059 1.03 0.060 0.059 1.02 0.060 0.058 1.03
2−8 0.343 0.268 1.28 0.345 0.268 1.29 0.340 0.266 1.28
2−9 4.329 1.903 2.27 4.349 1.907 2.28 4.357 1.900 2.27
2−10 41.639 17.058 2.44 41.677 17.097 2.44 41.662 16.986 2.45
17 seconds, the speedup is more than 2 times. Meanwhile, although Time1 required by
Algorithm 3 for small test problems (M = N = 32, 64) than Time2 needed by Algorithm
3, our proposed method is still more attractive in terms of lower memory requirement.
Compared to Algorithm 3 with reusing LU decomposition, it highlighted that in the whole
implementation the proposed solution technique does not require to store the full matrices
(e.g. some matrices A(σ), A and their LU factors) at all. In short, we can conclude that
our proposed IDS with fast implementation is still more competitive than the IDS with
reusing the conventional LU decomposition.
Example 2. In the last test, we investigate the equation (1.1) on the space interval
[a, b] = [0, 1] and the time interval [0, T ] = [0, 1] with diffusion coefficients d+(t) =
9 sin(t), d−(t) = 4 sin(t), convection coefficient γ(t) = −t, initial condition u(x, 0) =
20
Table 5: L2-norm and maximum norm error behavior versus grid size reduction when τ = h
and β = 1.3 in Example 2.
α h max0≤n≤M ‖En‖0 CO in ‖ · ‖0 ‖E‖C(ω¯hτ ) CO in ‖ · ‖C(ω¯hτ )
0.10 1/32 3.1941e-4 – 5.6886e-4 –
1/64 7.6298e-5 2.0657 1.6055e-4 1.8250
1/128 1.8397e-5 2.0521 4.2694e-5 1.9110
1/256 4.4694e-5 2.0414 1.1036e-5 1.9519
0.50 1/32 3.0866e-4 – 5.6897e-4 –
1/64 7.3673e-5 2.0668 1.6054e-4 1.8254
1/128 1.7757e-5 2.0527 4.2689e-5 1.9110
1/256 4.3137e-6 2.0414 1.1035e-5 1.9518
0.90 1/32 2.9880e-4 – 5.6951e-4 –
1/64 7.1478e-5 2.0636 1.6058e-4 1.8264
1/128 1.7232e-5 2.0524 4.2691e-5 1.9113
1/256 4.1814e-6 2.0430 1.1034e-5 1.9519
0.99 1/32 3.2304e-4 – 5.7367e-4 –
1/64 7.7278e-5 2.0638 1.6119e-4 1.8314
1/128 1.8633e-5 2.0522 4.2748e-5 1.9149
1/256 4.5227e-6 2.0426 1.1035e-5 1.9538
x2(1− x)2, and source term
f(x, t) =
Γ(3 + α)
2
t2x2(1− x)2 − (t2+α + 1)
{
− 2tx(1− x)(1 − 2x) + Γ(3) sin(t)
Γ(3− β) [9x
2−β
+ 4(1− x)2−β ]− 2Γ(4) sin(t)
Γ(4− β) [9x
3−β + 4(1− x)3−β] + Γ(5) sin(t)
Γ(5− β) [9x
4−β +
4(1− x)4−β ]
}
.
The exact solution of this example is defined as u(x, t) = (t2+α)x2(1−x)2. For the implicit
finite difference discretization, the space step and time step are taken to be h = 1/N and
τ = h, respectively. The experiment results about the proposed IDS for Example 3 are
reported in Tables 5-6. Furthermore, the effectiveness of fast solution techniques presented
in Section 3 for this example will be illustrated in Tables 7-8.
According to the numerical results illustrated in Table 5, it finds that as the number
of the spatial subintervals and time steps is increased keeping h = τ , a reduction in the
maximum error takes place, as expected and the convergence order of the approximate
scheme is O(h2) = O(τ 2), where the convergence order is given by the formula: CO =
logh1/h2
‖E1‖
‖E2‖
(Ei is the error corresponding to hi). On the other hand, Table 6 illustrates
that if h = 1/1000, then as the number of time steps of our approximate scheme is
increased, a reduction in the maximum error takes place, as expected and the convergence
order of time is O(τ 2), where the convergence order is given by the following formula: CO
= logτ1/τ2
‖E1‖
‖E2‖
.
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Table 6: L2-norm and maximum norm error behavior versus τ -grid size reduction when h =
1/1200 and β = 1.3 in Example 2.
α τ max0≤n≤M ‖En‖0 CO in ‖ · ‖0 ‖E‖C(ω¯hτ ) CO in ‖ · ‖C(ω¯hτ )
0.10 1/10 2.0652e-5 – 3.2538e-5 –
1/20 5.0679e-6 2.0269 7.9617e-6 2.0310
1/40 1.1568e-6 2.1312 1.7951e-6 2.1490
0.50 1/10 1.3380e-4 – 2.1072e-4 –
1/20 3.3465e-5 1.9994 5.2683e-5 1.9999
1/40 8.2623e-6 2.0180 1.2988e-5 2.0202
0.90 1/10 2.6237e-4 – 4.1300e-4 –
1/20 6.5529e-5 2.0014 1.0313e-4 2.0016
1/40 1.6266e-5 2.0103 2.5583e-5 2.0112
0.99 1/10 2.8754e-4 – 4.5251e-4 –
1/20 7.1771e-5 2.0023 1.1293e-4 2.0025
1/40 1.7825e-5 2.0095 2.8027e-5 2.0105
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Fig. 3: Spectrum of both original and preconditioned matrices at the time level j = 0, respec-
tively, when N = M = 128, α = 0.9 and β = 1.5. Left: Original matrix; Right: circulant
preconditioned matrix.
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Fig. 4: Spectrum of both original and preconditioned matrices at the time level j = 1, respec-
tively, when N = M = 128, α = 0.9 and β = 1.5. Left: Original matrix; Right: circulant
preconditioned matrix.
Again, for the case of variable time coefficients, several eigenvalue plots about both
original and preconditioned matrices are similarly displayed in Figs. 3-4. These two figures
confirm that for circulant preconditioning, the eigenvalues of preconditioned matrices
are clustered at 1, expect for few (about 6 ∼ 10) outliers. The vast majority of the
eigenvalues are well separated away from 0. It may be mainly interpreted as that in our
implementation the number of iterations needed by PCGS with circulant preconditioners
almost ranges from 6 to 10. We validate the effectiveness and robustness of the proposed
circulant preconditioner from the perspective of clustering spectrum.
Table 7: CPU time in seconds for solving Example 2 with α = 0.9 that Time1 is done by for
Algorithm 2 (MATLAB’s backslash) and Time2 is done by Algorithm 2 with PCGS solver.
β = 1.3 β = 1.5 β = 1.9
h = τ Time1 Time2 Speed-up Time1 Time2 Speed-up Time1 Time2 Speed-up
2−5 0.03 0.06 0.50 0.03 0.06 0.50 0.03 0.06 0.50
2−6 0.09 0.13 0.69 0.09 0.14 0.64 0.09 0.13 0.69
2−7 0.46 0.32 1.44 0.47 0.34 1.38 0.45 0.34 1.32
2−8 2.65 0.86 3.08 2.61 0.91 2.87 2.59 0.88 2.94
2−9 31.39 3.70 8.48 31.63 3.93 8.05 31.33 3.74 8.38
2−10 316.34 22.39 14.13 321.05 22.96 13.98 329.89 22.74 14.51
In Tables 7-8, it verifies that the proposed fast direct solver for different discretized
problems takes much less CPU time elapsed as M and N become large. When M = N =
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Table 8: CPU time in seconds for solving Example 2 with β = 1.8 that Time1 is done by for
Algorithm 2 (MATLAB’s backslash) and Time2 is done by Algorithm 2 with PCGS solver.
α = 0.5 α = 0.9 α = 0.99
h = τ Time1 Time2 Speed-up Time1 Time2 Speed-up Time1 Time2 Speed-up
2−5 0.03 0.06 0.50 0.03 0.06 0.50 0.03 0.06 0.50
2−6 0.09 0.13 0.69 0.09 0.13 0.69 0.09 0.13 0.69
2−7 0.45 0.35 1.28 0.46 0.34 1.35 0.45 0.34 1.32
2−8 2.54 0.98 2.59 2.55 0.89 2.87 2.57 0.90 2.86
2−9 31.56 4.14 7.62 31.53 3.92 8.04 31.87 3.88 8.21
2−10 328.59 23.46 14.01 328.73 23.15 14.20 329.37 22.83 14.41
210 and different discretized parameters, the CPU time of Algorithm 3 by PCGS with
circulant preconditioners is about 23 seconds, the speedup is almost 14 times. Mean-
while, although Time1 required by Algorithm 3 with MATLAB’s backslash for small test
problems (M = N = 32, 64) than Time2 needed by Algorithm 3 with using the PCGS
method, our proposed method is still more attractive in aspects of lower memory require-
ment. Compared to Algorithm 3 with MATLAB’s backslash, it highlighted that in the
whole procedure the proposed solution technique does not require to store a series of full
matrices (e.g. coefficient matrices A(j+σ), j = 0, 1, . . . ,M − 1) at all. All in all, we can
conclude that our proposed IDS with fast solution techniques is still more promising than
the IDS with common implementation.
5 Conclusions
In this paper, the stability and convergence of an implicit difference schemes ap-
proximating the time-space fractional convection-diffusion equation of a general form is
studied. Sufficient conditions for the unconditional stability of such difference schemes
are obtained. For proving the stability of a wide class of difference schemes approxi-
mating the time fractional diffusion equation, it is simple enough to check the stability
conditions obtained in this paper. Meanwhile, the new difference schemes of the second
approximation order in space and the second approximation order in time for the TS-
FCDE with variable coefficients (in terms of t) are constructed as well. The stability and
convergence of these implicit schemes in the mesh L2-norm with the rate equal to the
order of the approximation error are proved. The method can be easily adopted to other
TSFCDEs with other boundary conditions. Numerical tests completely confirming the
obtained theoretical results are carried out.
More significantly, with the aid of (3.1), we can ameliorate the calculation skill by the
implementation of reliable preconditioning iterative techniques, with only computational
cost and memory of O(N logN) and O(N), respectively. Extensive numerical results are
reported to illustrate that the efficiency of the proposed preconditioning methods. In
future work, we will focus on the extension of the proposed IDS for handling two/three-
24
dimensional TSFCDEs with fast solution techniques subject to various boundary value
conditions. Meanwhile, we will also focus on the development of other efficient precon-
ditioners for accelerating the convergence of Krylov subspace solver for the discretized
Toeplitz systems; refer, e.g., to our recent work [59] for this topic.
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