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SUMMARY
Atherosclerosis is a focal inﬂammatory disease of the cardiovascular system that loc-
ally degenerates arteries. It is characterised by the development of inﬂammatory lesions
within the arterial wall that if left untreated, may develop to critically impede blood-ﬂow
or else risk rupture of the arterial vessel itself. Both scenarios result in complications that
may lead to potentially life-threatening cardiovascular diseases, such as cerebrovascular
disease (causing stroke) and coronary artery disease (causing a heart attack). Preventat-
ive medical treatment of these diseases can often be achieved by the control and main-
tenance of their common precursor, atherosclerosis, generally via stenting the diseased
artery or via drug administration. Yet though such treatments have become standard,
there is a limit to the degree of foresight that standard medical practice can provide for
individual patient response to treatment.
The next step forward is the realisation of patient-speciﬁc medication via the devel-
opment of models that are uniquely tailored to individual patient conditions. Compu-
tational modelling provides a viable framework to achieve this, wherein physiological
processes are expressed by mathematical models that are computationally resolved. The
objective of this being, to construct a virtual template for physiological processes, which
may be used as a platform to explore medical treatment options for individual patients.
To achieve this for atherosclerosis, it is ﬁrst necessary that its underlying mechanics be
expressed mathematically. Indeed, there is at present a variety of mathematical models
that attempt to do this. However, the mechanics of atherosclerosis involve a complex
amalgamation of coupled processes that operate on multiple length and time scales.
There is hence inherent modelling difﬁculty associated with a wholistic description of
atherosclerosis, which current models are yet to completely resolve.
In the present research, some of the longstanding modelling difﬁculties that have with-
stood resolution are investigated. A review of current atherosclerosis models is made
i
and it is noted that though substantial progress has been made to capture the inﬂam-
matory process of biochemical species involved in atherosclerosis, the inﬂuence of ﬂow
pulsatility on species transport is not well integrated. Therefore, for the present study,
a central research question is constructed to investigate the mechanics associated with
pulsatile blood ﬂow and its inﬂuence on the transport of blood-borne species.
It is observed that two dominant time scales are inherent to the progression of ath-
erosclerosis within arteries; a short time scale associated with the blood ﬂow’s period
of oscillation (order of 1 second) and a long time scale associated with growth and re-
modelling of the arterial wall (order of months/years). As a consequence of the large
difference between the respective sizes of the two time scales, it is generally computa-
tionally prohibitive to explicitly resolve both. In models of atherosclerosis, this difﬁculty
is often bypassed by removing the time-scale associated with the oscillating ﬂow; either
by representing the ﬂow ﬁeld with its period-average or its steady-equivalent.
It is shown that so-called oscillatory ﬂow disturbances are inherent to a pulsatile ﬂow
ﬁeld, causing variations to emerge between its period-average and steady-equivalent
representation. To quantify the signiﬁcance of these disturbances and hence measure
their inﬂuence on the ﬂow, the Oscillatory Flow Index (OFI) and Oscillatory Kinetic En-
ergy Index (OKEI) are developed. Oscillatory ﬂow disturbances are also demonstrated
to inﬂuence the transport of blood-borne species, causing variations to emerge between
their period-average and steady-equivalent distributions. The need for integrating the
inﬂuence of oscillatory ﬂow disturbances in steady models of species transport is hence
shown to be necessary, and a model is developed to resolve this.
ii
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magnitude (2-norm) by ‖ϕ‖ = √ϕiϕi.
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INTRODUCTION
In many disseminations of studies on atherosclerosis and cardiovascular diseases, it has
become customary to provide a review of the mortality and morbidity that this class of
diseases presents. And indeed this study is no exception. The mortality rates presented
herein are sufﬁcient to justify and drive any serious study on the topic.
Atherosclerosis is a focal inﬂammatory disease of the cardiovascular system that loc-
ally degenerates arteries, leading to the potential onset of sequelae1 and further complic-
ations. It is characterised by the development of lesions within the arterial wall, which
if left untreated, may develop to critically impede blood-ﬂow or else risk rupture of the
vessel itself. Both scenarios result in complications that may lead to life-threatening dis-
eases such as cerebrovascular2 and coronary artery3 disease [105, 119]. Collectively, car-
diovascular diseases present a serious endemic as the leading causes of adult mortality
globally, particularly in developed countries. In the USA alone, cardiovascular diseases
represent over 30% of deaths [155] and account for 15% of total health expenditures
[121]. These ﬁgures are expected to rise globally, and it is for this reason that a signiﬁc-
ant portion of medical research has been dedicated to the cardiovascular system, and in
particular to atherosclerosis.
Fortunately, advancements in medicine have progressed the understanding of athero-
sclerosis and its sequelae, leading to improvements in treatment and prevention of the
disease. Of these advancements, has been the development of biomedical research away
from the strict conﬁnes of traditional medicine and into integration with developments
from the other sciences; by fostering interdisciplinary research. This has been particu-
larly rich with the mathematical sciences, which have provided alternative frameworks
1 Secondary diseases arising from the primary disease, which in this case is atherosclerosis.
2 Blood vessels supplying the brain.
3 Blood vessels supplying the heart.
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from the traditional in vivo and in vitro settings to study and understand physiological
processes.
The capacity to develop mathematical models that describe physiological processes
has given researchers hitherto unprecedented insight into the mechanics involved. Coup-
led with advancements in computing, mathematical models of physiological processes
can now be described computationally (i. e. in silico4), allowing for rapid patient-speciﬁc
diagnoses and assessments to be made; see for example [99]. Diseases can be assessed
within a controlled environment, thereby reducing the need for invasive studies. What-if
scenarios can be readily constructed within the virtual computational framework, allow-
ing medical practitioners to tailor patient-speciﬁc treatments and hence reduce the risks
associated with critical operations. This has resulted in a gradual paradigm shift in
medicine, whereby the use of computing is increasingly being adopted [117].
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Figure 1.1: Qualitative map of risk factors to cardiovascular disease, where the colour map pro-
gresses from least (light) to highest risk (dark); adapted from [156].
With respect to atherosclerosis, it is recognised that the initiation and development
stages of the disease are inﬂuenced by multiple physical factors; some of these are illus-
4 Within a computational framework, as opposed to in vivo or in vitro, which respectively refer to within or
outside of a living organism.
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trated in Figure 1.1, which maps the risk factors associated with cardiovascular diseases
in general, and by extension, of atherosclerosis. This implies that atherosclerosis is in-
deed governed by physical mechanics that can be measured, and so, the disease can be
potentially modelled (at least in-part) as a mechanistic process. Within existing literature,
there is a growing trend in the development of mathematical and computational models
that attempt to describe the mechanics that govern the emergence and subsequent pro-
gression of atherosclerosis; whereby successive models present advancements to their
predecessors, with the objective of collectively describing the behavioural progression
of atherosclerosis [129]. In the objective of advancing the identiﬁed shortcomings of pre-
vious models, the present research contributes to these developments by developing
novel models that describe the mechanics involved in the disease. These developments
are constructed on the central research question, that is:
What is the signiﬁcance of blood ﬂow pulsatility to atherosclerosis, and
how does it inﬂuence the mass transport of blood-borne species involved in atherosclerosis?
This question is herein investigated by deconstructing atherosclerosis growth mechan-
ics into discrete constitutive processes (see Figure 1.2). The purpose of this being, to
study the disease on a fundamental level, and to remove the inﬂuence of coupled inter-
actions that would be difﬁcult to isolate within the collective system. Therefore, for each
constitutive process, the corresponding inﬂuence of blood ﬂow (i. e. haemodynamics)
is studied relative to the collective behaviour of the disease. The research disseminated
in this thesis is hence structured thematically about select deconstructed processes of
Figure 1.2 (highlighted in blue), namely of blood ﬂow transport and advected mass
transport of blood-borne species.
Beginning with Chapter 2, a thorough literature review is conducted on the mechan-
ics involved in the progression of atherosclerosis. The review is begun from a physiolo-
gical perspective and is then complimented by mathematical models that translate the
physiological mechanics to a mathematical framework. Various shortcomings of these
models are discussed, particularly those that the present research dissemination at-
tempts to address. As the central question of this research is centred on the mechanics
of blood ﬂow, much emphasis will be dedicated toward this theme rather than that of
3
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Figure 1.2: Deconstruction of the mechanics governing atherosclerosis into constitutive processes;
with select processes for this dissemination, highlighted in blue.
structural tissue modelling and the inﬂammatory process governing the disease, which
are also areas of intensive research regarding atherosclerosis.
In Chapter 3, a wall-free atherosclerosis growth model is developed. The purpose of
the model is to determine sites that are susceptible to the emergence of atherosclerosis
(i. e. pro-atherogenic), as inﬂuenced by the ﬂow ﬁeld. This is achieved by treating the
arterial wall by appropriate boundary conditions, rather than explicitly modelling it
as a volumetric space. The boundary conditions are designed to effectively bypass the
complex inﬂammatory process governing the disease, and instead model its effect. The
advantage of this approach is that it is a strictly ﬂow-driven process and is quick to
compute, which would be useful for initial predictive diagnostic purposes in clinical
conditions. However, for more accurate and detailed predictions and diagnoses, more
advanced models would be required. Such models would better integrate the ﬂow and
transport mechanics that govern atherosclerosis, which the studies of Chapters 4 and 5
are anticipated to help realise.
In Chapter 4, the inﬂuence of blood ﬂow is further investigated by studying its pulsat-
ile nature. With respect to atherosclerosis, it is well understood that sites susceptible
to oscillatory ﬂow disturbances, are associated with endothelial dysfunction, which is a
recognised precursor to atherogenesis. A novel haemodynamic index is thus developed,
the Oscillatory Kinetic Energy Index (OKEI), to measure these disturbances. By this cor-
respondence, the OKEI effectively acts as an indicator of sites susceptible to endothelial
dysfunction and hence the potential emergence of atherosclerosis. The index is studied
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within a human carotid artery, and is shown to recognise sites that are well known to
host oscillatory ﬂow disturbances.
In Chapter 5, the inﬂuence of pulsatile ﬂow on mass transport is investigated. It is
shown that the generally accepted assumption of resolving a pulsatile ﬂow ﬁeld by its
steady equivalent ﬂow results in an incorrect inﬂuence on the transport of biochemical
species, particularly at sites of oscillatory ﬂow disturbances. This has repercussions on
the modelling of atherosclerosis growth, which is driven by the transport of multiple
blood-borne species. To bypass this difﬁculty, a model is developed to map the inﬂuence
of ﬂow pulsatility onto a steady ﬂow ﬁeld. The model is an extended application of the
work developed in Chapter 4 and is in-part inspired by Reynolds-Averaged Navier–
Stokes (RANS) turbulence modelling.
Finally, in Chapter 6, this research dissemination is concluded with a summary of
the outcomes and ﬁndings made for each chapter. These conclusions are made relative
to the central research question of this work, with particular emphasis on the blood
ﬂow-mediated inﬂuence on atherosclerosis. The chapter is then concluded with recom-
mendations for potential further studies that may emerge from this work. Each chapter
in this thesis has been structured as an individual study, though a linear reading of
the collective chapters is recommended for a thorough understanding of the material
presented herein.
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2
L ITERATURE REVIEW
Atherosclerosis is an inﬂammatory disease of the arterial walls, governed by multiple
biochemical and mechanical processes. In this chapter, these processes are discussed in
relation to the disease, as well as various mathematical models used to describe them. In
Section 2.1, an overview of the biological systems and mechanisms that are associated
with atherosclerosis is made. In the process, the foundational biological vocabulary will
be built. Unless otherwise cited, material deﬁned therein is based predominantly on
Fung [66], Marieb et al. [112], Thiriet [152] and Waters et al. [158].
2.1 the cardiovascular system
The cardiovascular system is a circulatory transport system for blood, which carries nu-
trients, wastes and other materials to and from tissues throughout the body. The system
is predominantly driven by the heart1, which creates regular pressure differentials that
drive blood ﬂow [112, 152]. The resulting blood ﬂow is characteristically oscillatory in
nature (referred as pulsatile) with near-periodic behaviour [127].
2.1.1 Scales of the cardiovascular system
The cardiovascular system comprises of multiple spatial and temporal scales. These
range from the molecular level, where chemical interactions are expressed. Higher up
1 Skeletal muscular contractions and relaxations are also essential for a healthy transport of blood ﬂow. This
is notable particularly within veins of the legs, which are distant from the heart and wherein blood must
ﬂow against gravity.
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are cellular level structures that organise to form tissues. Yet higher up along the spatial
scales, combinations of tissues organise to form organs, which themselves combine into
systems that constitute the human body. A description of this is provided in Figure
2.1.
Molecular level
Cellular level
Tissue level Organ level Organism level
Figure 2.1: Schematic of relative length scales associated with organised structures within the
human body; adapted in-part from [112].
2.1.2 Blood vessel types
Blood ﬂow is carried within soft-tissue vessels that vary in composition and size; they are
generally categorised as either arteries, veins or capillaries (refer to Figure 2.2). Arteries
and veins refer to relatively large vessels that carry blood away-from and toward the
heart respectively on an organ level scale. As these vessels approach recipient tissue,
they gradually become smaller, referred as arterioles and venules respectively, which
feed into yet smaller capillaries that carry blood to and from tissues on a cellular-scale
level [112]. For an overview of the medium-large sized vessels of the cardiovascular
system, see Figure A.1 in Appendix A.
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Arteries Arterioles Capillaries Venules Veins
Figure 2.2: Schematic of an artery and vein separated by a capillary network that provides blood
to recipient tissue. Colour transition from red to blue indicates gradual deoxygenation
of blood within the respective blood vessels.
The ﬂow of blood within the cardiovascular system may be categorised to two dom-
inant circuits (see Figure 2.3); that which occurs between the heart and lungs (referred
as pulmonary), and that which occurs between the heart and recipient tissues (referred
as systemic). Beginning at the lungs, oxygenated blood is carried within the pulmonary
vein and is led to the heart’s left ventricle. There, it is pumped into the aorta, where it
is gradually led to arteries and arterioles. These vessels deliver the oxygenated blood to
the capillaries, which distribute it to recipient tissues and organs for oxygen, water, nu-
trient and waste transfer. On a cellular level, the oxygen within the blood is exchanged
for carbon dioxide, which is carried up by the capillaries and is transported to venules
that are gradually fed into larger veins. The veins lead to the vena cava, which deliv-
ers the deoxygenated blood to the heart’s right ventricle. The right ventricle pumps the
blood into the pulmonary artery, which feeds into the lungs for carbon dioxide removal
and oxygen uptake. It is noted that arteries within the systemic circulation carry oxygen-
ated blood to recipient tissues, whilst veins carry deoxygenated blood back to the heart.
Conversely, arteries within the pulmonary circulation carry deoxygenated blood to the
lungs, whilst veins carry oxygenated blood to the heart [112].
2.1.3 Blood composition
Blood is a heterogeneous liquid, comprising a suspension of cellular-scale particulates,
such as erythrocytes, thrombocytes and leukocytes, which are collectively termed formed
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Figure 2.3: Compartmentalisation schematic of main circuits within the pulmonary and systemic
circulations of the cardiovascular system; adapted from [112].
elements. These are held within plasma, which serves as the blood’s liquid-phase ex-
tracellular matrix (ECM). Plasma is a solution of molecular-scale particulates, such as
proteins, nutrients (lipids, glucose, etc.), electrolytes, respiratory gases and other cellu-
lar by-products, that are held within the base solvent water, which comprises ∼ 90% of
plasma volume.
2.1.4 Cellular transport
Cells are surrounded by an extracellular ﬂuid (also referred as the interstitial ﬂuid),
which is derived from blood and functions as the medium through which nutrients and
wastes are exchanged with the cell. The exchange of these substances is made across
the plasma membrane, which serves as the cell’s outer layer and deﬁnes its bound. The
plasma membrane comprises of an amphipathic lipid bilayer (i. e. having both hydro-
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phobic and hydrophilic components), that predominantly consists of phospholipids and
a smaller distribution of glycolipids and cholesterol; whose hydrophilic heads point in-
ward at the inner-layer and outward at the outer layer, such that the hydrophobic tails
are isolated from the surrounding water-based interstitial ﬂuid. This arrangement acts
to prevent the passive diffusive transport of polar molecules (e. g. ions, carbohydrates
and amino acids) across the plasma membrane, whereas hydrophobic molecules are free
to do so.
2.2 fluid transport in the artery
2.2.1 Blood transport in the lumen
Blood ﬂow in the cardiovascular system is characterized by multiple spatial and tem-
poral scales. In many studies, spatial scales are generally expressed in the size difference
between the macroscale of the vessel geometry and the microscale of the cellular level
[158]. Whilst all relevant measurements are made at the macroscale, it is at the microscale
where many signiﬁcant interactions are expressed, such as the transport of species. The
explicit resolution of both scales in computational models of medium-large sized blood
vessels is for the present prohibitive. To bypass this limitation, a continuum hypothesis
is generally assumed for the blood ﬂow, whereby the macroscale ﬂow is resolved and
the microscale modelled. In doing so, macroscale level ﬂow properties, such as blood
rheology, which is strongly inﬂuenced by the microscale behaviour of particulates such
as erythrocytes, may be described via constitutive models [152].
For many studies of the cardiovascular system, a continuous description of blood ﬂow
is generally sufﬁcient, since the vessels considered are mostly large arteries or veins;
particularly atherosclerosis-containing vessels that are of concern. In such conditions,
blood ﬂow is well represented by a continuous and incompressible viscous-ﬂuid [152],
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which can be described by conservation equations for mass (continuity) and momentum
(Navier–Stokes); these are respectively deﬁned in conservative form
∂iui = 0 (2.1)
ρ∂tui + ∂j
(
ρuiuj − τij + pδij
)
= 0 (2.2)
where ui is the blood’s ﬂuid velocity vector ﬁeld and p its pressure scalar ﬁeld; δij is
the Kronecker delta. τij is the viscous stress tensor; it is deﬁned proportional to the
strain-rate (rate of deformation) tensor γ˙ij = 12
(
∂iuj + ∂jui
)
, such that
τij = 2μγ˙ij. (2.3)
where, blood material properties are supplied by macroscale level constitutive models
for density ρ and viscosity μ.
2.2.2 Blood material properties
Blood material properties can vary spatially, temporally and conditionally. Yet for most
modelling purposes of medium-large sized vessels, blood density may be satisfactor-
ily assumed constant. This is because variance in density (ranging between 1040 –
1060[kg/m3] [57, 95]) is small (less than 2%) relative to its order of magnitude. There-
fore, a typical value of ρ = 1050[kg/m3] is often taken for modelling purposes [57]. The
constant density assumption implies both an incompressibility condition on blood and
a homogeneous state of the suspension held within; both of these assumptions have
been implemented in Equations 2.1 and 2.2, which describe macroscale level blood ﬂow
within medium-large sized vessels.
The condition when viscosity is constant, is termed Newtonian; it has the property
that a linear relation exists between the ﬂuid’s strain-rate and resulting viscous stress
(see Equation 2.3). If viscosity is non-constant, then a non-linear relation exists; such a
ﬂuid is termed non-Newtonian. Variations on the non-linear nature of a non-Newtonian
ﬂuid exist; a variety of these are expressed in Figure 2.4.
Blood viscosity is non-Newtonian in behaviour. However, plasma, the liquid-phase
matrix of blood, is Newtonian with an approximate viscosity of μ = 1.2× 10−3[kg/m/s]
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Figure 2.4: Schematic of relations between ﬂuid viscous stress and strain-rate. Comparing New-
tonian viscosity to variations on non-Newtonian viscosity types. Adapted from [122].
[64]. It therefore follows, that blood’s non-Newtonian properties are derived from the
particulate suspension held within, with the majority inﬂuence attributed to the domin-
ant erythrocytes [65]. Though erythrocytes are held in suspension within plasma, they
may not necessarily be homogeneously distributed. This inhomogeneity contributes to
blood’s rheology and is related to the strain-rate.
Under low strain-rates (below approximately 100[s−1]), erythrocytes cluster together
to form an aggregate, termed rouleaux, which increases the apparent viscosity of the
collective blood ﬂuid. As the strain-rate is increased, the rouleaux disaggregate and in-
dividual erythrocytes deform; this lowers the apparent viscosity of the collective blood
ﬂuid, until it asymptotes between (3− 4)×10−3[kg/m/s] [3, 65]. Collectively, this inverse-
relation of viscosity with the strain-rate renders blood as a shear-thinning ﬂuid (see
Figure 2.4).
A variety of models exist to describe the strain-rate dependence of blood viscos-
ity. Such models often implement the effect of the strain-rate via its magnitude γ˙ =√
2γ˙ijγ˙ij, such that μ = μ (γ˙). For medium-large sized vessels, the Carreau and Casson
models are commonly used. However, an effective Newtonian approximation may also
be used for large sized vessels, since strain rates experienced by the ﬂow are often of the
order 100[s−1] or well above it, which renders the apparent blood viscosity to be near its
asymptotic state [3]. These models are described in Table 2.1 and plotted in Figure 2.5.
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model description (effective viscosity, μ (γ˙))
Newtonian [25] μ = 3.45× 10−3[kg/m/s]
Carreau [25] μ = μ∞ + (μ0 − μ∞)
[
1+ (λγ˙)2
] (n−1)/2
zero strain-limit viscosity: μ0 = 0.056[kg/m/s]
inﬁnite strain-limit viscosity: μ∞ = 0.00345[kg/m/s]
constants: λ = 3.313[s], n = 0.3568
Casson [65] μ =
(
η1/2 +
(
τy
|γ˙|
)1/2)2
Hematocrit: h = 0.37
Plasma viscosity: η0 = 0.0012[kg/m/s]
Viscosity constant: η = η0 (1− h)
−2.5
Yield stress: τy = 0.1 (0.625h)3 [kg/m/s2]
Table 2.1: Blood viscosity models. More exhaustive reviews of blood viscosity models may be
found in [14, 25, 92, 165].
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Figure 2.5: Plot of blood viscosity models. For formulations, see Table 2.1.
The signiﬁcance of strain-rate dependant viscosity is further explored in the Appendix
B. Though the strain-rate is highly inﬂuential on blood viscosity, it is noted that there
are other parameters that inﬂuence it. Of particular is the local hematocrit (erythrocyte
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volume fraction) h, which can inﬂuence the relation between the strain-rate and viscosity,
as well as the temperature, vessel size (see for example [45]), and the presence of other
inﬂuential species.
2.3 species transport in the lumen
The transport of biochemical species throughout the cardiovascular system is one of the
many purposes to which blood ﬂow serves. The modelling of the transport of particip-
ating biochemical species in the cardiovascular system is generally achieved via scalar
transport equations [152] (for a case study, see [13, 28] with regards to the modelling
of the species involved in the development of atherosclerosis). In conservative form,
the advection-diffusion-reaction scalar transport equation for a species with anisotropic
diffusivity is given by
∂tsφ+ ∂i
(
uiφ+ γ˙ij∂jφ
)
= Sφ (2.4)
2.4 the arterial wall
The arterial wall is a permeable structure that comprises of multiple layers. The inner
layer is the endothelium, which is a single-cell thick layer that forms the ﬁrst barrier
of the arterial wall from the blood and its constituents. This is followed by the internal
elastic membrane; which, collectively with the endothelium, is referred to as the intima.
The middle layer is the media, which comprises of smooth muscle cells, giving the
artery its elasticity. Following this is the adventitia, which forms the external barrier of
the artery to its surroundings. With regards to atherosclerosis, the inﬂammatory process
governing the disease is predominantly associated with the intima, and toward the later
stages of the disease, the media and adventitia respectively.
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Figure 2.6: Schematic of observed atherosclerosis distribution in a mouse aorta and surrounding
arteries; adapted from [23, 33, 154]. The non-random distribution of the lesions and
their predominant localisation at curves and bifurcations indicates at a ﬂow-based
inﬂuence on atherogenesis.
2.5 atherosclerosis
Atherosclerosis is a focal inﬂammatory disease of the arterial wall. It is often found at
arterial bifurcations, curvatures and geometric irregularities, such as those of the aortic
arch, coronary, carotid, infrarenal and femoral arteries [23, 73, 138, 169]; refer to Figure
2.6 for the characteristic distributions of atherosclerosis lesions within a mouse aorta,
signifying the strong focal characteristics of the disease. At these characteristic sites,
the local blood ﬂow is disposed to altered ﬂow patterns that are often described as
disturbances2. The strong disposition of atherosclerosis to sites of disturbed blood ﬂow
implies that the initiation and subsequent development of atherosclerosis is inﬂuenced
by the behaviour of the blood ﬂow ﬁeld. Indeed, disturbed blood ﬂow is recognised
to induce morphologic changes in endothelial cells via expressions of the wall shear
2 The precise deﬁnition of this term is not well developed in literature and is addressed in Chapters 4 and
5, wherein disturbed blood ﬂow is investigated and ﬂow-derived indices are developed to characterise the
disturbed nature of the ﬂow.
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stress (refer to Figure 2.7). These changes are generally associated with proatherogenic
characteristics, such as enhanced permeability to low density lipoproteins [22–24, 103].
CCA
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ICA
laminar ﬂow
disturbed ﬂow
Figure 2.7: Schematic of the characteristic ﬂow patterns found within a carotid artery; depicting
regions of unidirectional laminar ﬂow and disturbed ﬂow, with their corresponding
endothelial cell morphology. Adapted from [35, 73]
2.6 atherosclerosis growth models
To better understand atherosclerosis, it is necessary to move away from the strict con-
ﬁnes of biomedicine and integrate developments from the other sciences. Such interdis-
ciplinary research is especially advantageous with the mathematical sciences, which can
provide alternative frameworks and methods to analyse physical systems. Indeed, when
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applied to the study of atherosclerosis, the mathematical sciences provide the capability
of translating the biological and mechanical characteristics of the disease into mathemat-
ical abstractions (i. e. models). These models can then be used as frameworks by which
atherosclerosis can be studied to greater detail, allowing for novel research to be con-
ducted in understanding the disease as well as generating new medication for treating
it.
Furthermore, since mathematical models can be easily adapted to patient-speciﬁc con-
ditions, then the hitherto difﬁcult objective of patient-speciﬁc medicine can be potentially
realised with greater ease. Indeed, patient-speciﬁc medicine has already been achieved
in individual cases, where mathematical models have been used to corroborate surgical
decisions; see for example [99] on the use of patient-speciﬁc mathematical models to per-
form virtual Hemi-Fontan surgery and [47, 48] on their reportedly ﬁrst usage in actual
surgical decision-making. Though mathematical modelling seems promising to further
advance medicine, there is still much work to be done for its wide-spread usage to be
feasible in medical practice. Yet with advances in mathematical and computational mod-
elling, the objective of tailoring patient-speciﬁc medicine has become signiﬁcantly more
achievable [117]. This is particularly the case for the cardiovascular system, wherein sig-
niﬁcant advances are being made in developing mathematical models that capture its
mechanics for patient-speciﬁc conditions [149].
For this purpose, various mathematical models have been proposed to describe ath-
erosclerosis. However, as the disease involves a complex amalgamation of coupled pro-
cesses that operate on multiple length and time scales [41, 158], there is inherent model-
ling difﬁculty that has resulted in variations in the formulation of present atherosclerosis
models. Furthermore, as the biological understanding of atherosclerosis is yet to be com-
plete [105], a uniﬁed mathematical description of atherosclerosis is yet to be realised. Of
the present mathematical models for atherosclerosis, it is noted that variations exist not
only in their formulation, but also their objectives; that is, the speciﬁc aspects of athero-
sclerosis that they model. For this reason, it is useful to categorise mathematical models
of atherosclerosis according to their formulation and objectives, so that distinctions and
respective advancements may be noted within each. In Figure 2.8, such a categorization
is proposed for the classiﬁcation of present atherosclerosis growth models. Each model
is categorized according to its formulation; that is, whether it be deﬁned as temporally
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or spatially varying, or both. For spatially varying formulations, there are also a class
of models that are index-dependant; that is, atherosclerosis growth is inferred from the
spatial distribution of ﬂow-derived indices. In the following sections, a review of athero-
sclerosis growth models is made according to their categorisations, as depicted in Figure
2.8, and summarised in Table 2.2.
Atherosclerosis
Growth Models
Temporal System of coupled equations
Spatial
System of coupled equations
Indices
Spatiotemporal
System of coupled equations
Indices
(1 or more independant time variables)
(1 or more independant spatial variables)
(1 or more independant spatial + time variables)
Figure 2.8: Atherosclerosis growth model types; categorized according to formulation.
2.6.1 Temporal models
Temporally varying models that have no spatial dependence are useful as estimates for
fully coupled spatiotemporal models, which will be discussed in Section 2.6.3. These
models are effectively compartment models that describe the temporal behaviour of in-
teracting variables, such as the concentrations of biochemical species. Since these models
are spatially-invariant, the variables they operate on are essentially lumped quantities
represented at a point, such as within the arterial wall. The models are generally cast
in the form of coupled differential equations that describe the rate of change of the
respective variables ϕ they represent. Therefore, for the collective set of coupled vari-
ables, which are represented by the vector ϕ, their respective differential equations are
generally of the form
∂tϕ = f (ϕ, t) , (2.5)
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atherosclerosis growth models
Spatial models (inference from indices)
• Endothelial Cell Shape Index (SI or ECSI) and ﬂow/species ﬂux across the en-
dothelium; (Alimohammadi et al. [1, 2]), (Levesque et al. [103]), (Olgac et al.
[124, 125])
• Oscillatory Shear Index (OSI); (Ku et al. [82, 97])
• Relative Residence Time (RRT); (Himburg et al. [83])
• Transverse Wall Shear Stress (transWSS); (Peiffer et al. [118, 130])
• Wall Thickness Increase; (Tang et al. [107, 146, 147])
Temporal models (systems of ODEs)
• (Bulelzai et al. [9, 10])
• (Islam et al. [90, 91])
• (Myerscough et al. [19, 30, 126])
• (Zohdi et al. [171–173])
Spatiotemporal models (systems of PDEs)
• (Calvez et al. [12, 13])
• (Cilla et al. [26–28])
• (Di Tomaso et al. [39–42])
• (Filipovic [49–54, 128, 141])
• (Fok [55, 56])
• (Friedman et al. [59, 60, 80])
• (Gessaghi et al. [69, 70])
• (Ibragimov et al. [87–89, 133])
• (Islam [90])
• (McKay et al. [116])
• (Silva et al. [139, 140])
• (Yang et al. [162, 163])
Table 2.2: List of current atherosclerosis growth models; categorised according to Figure 2.8. Pub-
lications pertaining to the same model and research group have been collated in par-
entheses. This list is by no-means exhaustive, and further models can be found in the
reviews of Keller et al. [94] and Parton et al. [129].
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where f is a function describing the rate of change uniquely for each vector element of
ϕ. Models of this form are generally cast as systems of coupled ordinary differential
equations (ODE’s).
One of the earliest temporal models for atherosclerosis growth was proposed in 2004
by Zohdi et al. [173]. The model is constructed on the basis that tissue growth of the arter-
ial wall follows monocyte aggregation, which is itself governed by mechanical processes
such as the blood ﬂow. A set of relations describing these processes are constructed and
are solved in a time-marching manner. The model is incidentally one of the ﬁrst attempts
to include a rupture-checking criterion for the growing atherosclerosis lesion, so that the
corresponding critical growth may be determined. Though the model bypasses the in-
ﬂammatory process of atherosclerosis growth by linking growth to solely mechanical
processes, it has nevertheless formed a signiﬁcant foundation upon which many latter
attempts at modelling atherosclerosis growth were constructed. The principal author
has also since published further studies and generalisations on the model [171, 172].
Further developments to temporal atherosclerosis modelling were made by Myer-
scough’s group, with their paper [126], which gave one of the ﬁrst mathematical ana-
lyses of the inﬂammatory process governing atherosclerosis. The study constructed a
set of coupled ODE’s of the form presented in Equation 2.5. These equations were used
to explore the inﬂuence of the inﬂammatory process on atherosclerosis by exploring its
parameter space. A signiﬁcant outcome of this study was that, they were able to show
via stability analysis, that macrophage proliferation and endothelial cell signalling were
the driving factors for atherosclerosis growth. In their following paper [30], the athero-
protective inﬂuence of high density lipoproteins (HDL) was investigated. It was shown
that without the inﬂuence of HDL, atherosclerosis lesions may grow unbounded, and
therefore any HDL treatment needs to be maintained for a sustained athero-protective
effect. This outcome satisfactorily demonstrates one of the strengths of mathematical
modelling; that is, it can be used to assess the effectiveness of treatment methods without
substantial physical experimentation.
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2.6.2 Spatial models
Spatially varying models that have no temporal dependence are useful as estimates of
fully coupled spatiotemporal models. These types of models do not operate on a time
scale, and can thus be used to infer temporally invariant properties of atherosclerosis.
A special class of these models is that of the steady-state condition for spatiotemporal
models. Though these models are simpliﬁed versions of their spatiotemporal counter-
parts, they have the advantage of lower computational requirements; the atherosclerosis
growth model developed in Chapter 3 is of this type of spatial model. Another signi-
ﬁcant class of spatial models is that of spatially varying indices. These are generally
derived from the blood ﬂow ﬁeld, such as the wall shear stress, and are often used
to infer potential distributions of atherosclerosis or else the inﬂuence of blood ﬂow on
atherosclerosis. Indeed, as increasing insights from studies over the past half-century
suggested that the localization of atherosclerosis is strongly ﬂow-inﬂuenced [15, 20, 71,
111, 138], there has been a parallel development of ﬂow-based metrics and indices that at-
tempt to quantify the relation between blood ﬂow and atherosclerosis; see for example
[18, 82, 97, 130] and [37, 75] for reviews of these indices. As such, indices are solely
mechanical parameters and are generally not related to the inﬂammatory aspect of ath-
erosclerosis.
Studies of endothelial cells in vivo and in vitro have shown that the local behaviour of
the blood ﬂow ﬁeld induces a physiologic response. Speciﬁcally, it has been observed
that the ﬂow ﬁeld inﬂuences endothelial cell morphology via expressions of the wall
shear stress [22–24, 103]. Indeed, at sites of low wall shear stress, changes in endothelial
cell morphology can lead to enhanced permeability of the endothelium to blood-borne
species, thereby inﬂuencing the localisation of atherosclerosis lesions [111]. As such, the
wall shear stress is often used as a precursor measure to determine potential sites of
atherosclerosis. However, it alone is not a sufﬁcient condition, as atherosclerosis does
not always coincide with low wall shear stress [118, 131].
In their 1985 paper, Ku et al. [97] noted that atherosclerosis lesions within human ca-
rotid bifurcations, which are often found on the outer wall of the carotid sinus, are also
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coincident with locally low and oscillating wall shear stress. Due to the topologic bifurc-
ation of the ﬂow space and hence change in geometry, a local pocket of separated ﬂow
(i. e. a locally attached recirculation zone) forms on the outer wall of the carotid sinus,
which generates the local ﬂow oscillations that are in-turn imparted into the wall shear
stress. The study inferred that oscillatory ﬂow is also signiﬁcant to atherosclerosis, and
hence the low and oscillatory wall shear stress hypothesis was developed, which stated
that sites exposed to these parameters are disposed to atherogenesis. This hypothesis
has been related to endothelial dysfunction [23], though there are emerging inconsist-
encies with it, as it is not wholly rigorous [131]. And indeed this is to be expected, as
atherosclerosis is by no means a solely mechanical process. In the same paper [97], Ku
et al. developed the Oscillatory Shear Index (OSI) as a measure of deviation that the wall
shear stress vector τwi experiences throughout a period of oscillation T , where t ∈ T is a
time-scale. The index was later modiﬁed [82], such that in its present form, it is deﬁned
OSI =
1
2
(
1−
‖ 1T
∫
T τwi dt‖
1
T
∫
T‖τwi‖ dt
)
. (2.6)
Note that the period-averaging procedure renders the index temporally-invariant; this
will be further discussed in Chapter 4. Also, for the sake of consistency and historical
rigour, the scaling multiplier of 12 is maintained, though it presents no added value to
the index; refer to [97] for the original deﬁnition and [82] for its modiﬁcation to the
presently used form.
It has been shown that low and oscillatory wall shear stress induces a proatherogenic
physiologic response in endothelial cells. However, it was also shown by Himburg et
al. [83] that these two parameters also inﬂuence localised near-wall mass transport of
blood-borne species. By considering the behaviour of a hypothetical massless particle
in the limit near the wall, Himburg et al. derived the Relative Residence Time (RRT),
which is shown to be related to the OSI and period-averaged wall shear stress, via the
proportionality relation
RRT ∝
(
(1− 2×OSI) 1
T
∫
T
‖τwi‖ dt
)−1
. (2.7)
It can be inferred from this relation, that a high residence time of a blood-borne species
near the arterial wall is also incidentally related to high OSI and low wall shear stress.
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Such a condition would lead to the development of a concentration gradient relative to
the arterial wall, and therefore, enhanced diffusive transport of the species into the arter-
ial wall, which may lead to a potential inﬂuence on the inﬂammatory process governing
atherosclerosis.
2.6.3 Spatiotemporal models
Spatiotemporal models are dependant on at least one temporal and one spatial inde-
pendent variable. This class of models is therefore intrinsically complex and the possib-
ility of generalised analytical deductions or solutions are hence, conditionally dependant
on the nature of the formulation. Therefore, it is often the case that models of this class
are generally solved via numerical methods, which bring their own level of complexity
and hence restrictions on what can be modelled. An example of this is the difﬁculty
in explicitly integrating the pulsatile nature of the blood ﬂow ﬁeld into models of ath-
erosclerosis growth; this is further discussed in Chapter 4. Nevertheless, this class of
models is the closest to the precise mechanics of atherosclerosis growth and can be used
for predicting atherosclerosis growth on patient-speciﬁc conditions; see Figure 2.9 for an
example from such a model.
Figure 2.9: Spatiotemporal atherosclerosis growth model results (yellow regions signify location
of computed atherosclerosis lesions); derived from the model in Chapter 3.
One of the ﬁrst spatiotemporal models for atherosclerosis was reported in 2005 by
McKay et al. [116]. The model presented a set of coupled convection-diffusion-reaction
equations describing the inﬂammatory process. It appears that the model was discon-
tinued as no further publications or results could be found. However, in the same year,
Ibragimov et al. [87] published a paper on the inﬂammatory process governing ather-
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osclerosis, forming a foundation upon which subsequent models would be built. The
authors have since published extensions to this initial study (see for example [88, 89,
133]), where they perform stability analyses on the growth behaviour of atherosclero-
sis.
These early models were predominantly associated with describing the inﬂammatory
process of atherosclerosis. Beginning with the work of Calvez et al. [12, 13], a serious
consideration of the inﬂuence of the blood ﬂow ﬁeld began to develop. With subsequent
models, rather than seeding the model with an initial inﬂammatory process, the ﬂow
ﬁeld began to be used as the seeding mechanism for the inﬂammatory process, thereby
reducing the need for strictly accurate initial conditions; see for example the work by
Cilla et al. [27, 28] and Di Tomaso et al. [41, 42]. Furthermore, the work of Calvez et al.
also formed one of the ﬁrst rigorous descriptions of the functional growth behaviour of
atherosclerosis. Calvez et al. used small-strain elasticity theory to derive growth, though
with latter models, advanced patient-speciﬁc growth functions were constructed, such
as those by Filipovic et al. [52, 53].
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3
MODELL ING EARLY-STAGE ATHEROSCLEROSIS GROWTH
The haemodynamic environment around atherosclerosis lesions is recognised to be a
signiﬁcant contributor to the development of atherosclerosis. Blood ﬂow therein is gen-
erally described as disturbed, though little detail is known about the characteristics of
ﬂow disturbances and the precise inﬂuences that they impart. It is therefore deduced
that a better understanding of ﬂow disturbances will entail a better understanding of
the ﬂow’s inﬂuence on atherosclerosis. This will be investigated in subsequent chapters.
However, before this is done, it is necessary to have a measure for the distribution of
atherosclerosis lesions. Therefore, in this chapter, a preliminary model is developed to
describe the early-stage formation and growth of atherosclerosis. The model is construc-
ted on the premise that progressive mural aggregate of low-density lipoproteins (LDL)
is an integral driving factor for the inﬂammatory process that governs atherosclerosis
growth. It is assumed that the volumetric growth arising from the inﬂammatory process
is proportional to the net ﬂux of LDL aggregating within the arterial wall. Therefore, for
the purpose of reducing the computational needs of the present model, the inﬂammat-
ory process itself is not resolved, but its effect is lumped into a growth-rate parameter.
The penalty of bypassing the inﬂammatory process results in a non mass-conservative
system, since atherosclerosis lesion growth cannot be related to a viable time-scale. For
the present study, this simpliﬁcation is deemed sufﬁcient for estimating the spatial distri-
bution of atherosclerosis lesions, since a temporal description of atherosclerosis growth
is not required. The model is evaluated on a human carotid artery, and as shown in
past studies, identiﬁes the carotid bifurcation as susceptible to the emergence of ath-
erosclerosis, particularly at the entrance of the ICA branch. The ﬁndings of this study
will be used to establish the expected spatial distribution of atherosclerosis lesions by
which Chapters 4 and 5 will further investigate the inﬂuence of ﬂow disturbances on
atherosclerosis.
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objectives
• Identify modelling limitations that current atherosclerosis growth models have.
• Develop a simple model for atherosclerosis initiation and growth.
• Evaluate the atherosclerosis growth model in a carotid artery.
• Identify the distribution of atherosclerosis in the carotid artery and compare to
expected distributions of atherosclerosis growth and ﬂow ﬂow disturbances.
3.1 introduction
The premise, that the initiation and early development stages of atherosclerosis are in-
ﬂuenced by blood ﬂow dynamics, is a long-standing hypothesis that has received in-
creasing support over the years, particularly since the late-1960’s [16, 62, 63, 73, 82, 97,
111, 166, 168]. Whilst it has been clear from early on, that the non-random distribution
of atherosclerosis at speciﬁc sites throughout the cardiovascular system indicates at a
ﬂow-based inﬂuence [16, 23, 58, 72, 73] (see also Figure 2.6), the precise causative mech-
anism that induces this inﬂuence is still subject to much study [15, 131]. It has long been
known that the wall shear stress is associated with atherosclerosis, where early hypo-
theses posited that high wall shear stress damages the endothelium, causing localised
susceptibility to atherogenesis [62, 63]. However, most physiological wall shear stress
conditions are not high enough to damage the endothelium [15]. Rather, later studies
showed that low wall shear stress is associated with atherogenesis [16, 61], with further
studies indicating at the augmented inﬂuence of so-called oscillatory ﬂow disturbances
[23, 73, 74, 97].
It has been observed, both in vivo and in vitro, that ﬂow disturbances induce proath-
erogenic expressions in endothelial cells [23]. Flow disturbances have also been noted
to inﬂuence the advective transport of blood-borne species such as LDL [83], which can
in-turn potentially inﬂuence the distribution of atherosclerosis. Yet, though ﬂow disturb-
ances are recognised to have a physiologic signiﬁcance within the cardiovascular system,
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particularly with respect to their proatherogenic expression on endothelial cells, they re-
main imprecisely deﬁned in literature. In the subsequent chapters, ﬂow disturbances
and their inﬂuence on blood ﬂow and blood-borne species transport will be further in-
vestigated. However, before this is done, it is necessary to ascertain the correspondence
of ﬂow disturbances with atherosclerosis. To this end, an atherosclerosis growth model
will be herein developed.
For the purpose of better understanding atherosclerosis, it has become necessary to
develop mathematical models that translate the biology and mechanics of the disease
into a mathematical description. An important characteristic of the disease that has of
recently come under signiﬁcant study, is the development of models that capture the
growth behaviour of the disease. Since growth is a multifaceted phenomenon, involving
multiple codependent processes, such a model would require the integration of many
other sub-models to collectively describe growth of the atherosclerosis lesion. To date,
such models have included the transport and interaction of macromolecules and biolo-
gical agents such as low density lipoproteins (LDL), oxidised LDL, cytokines, monocytes,
macrophages, foam cells and smooth muscle cells, amongst others [13, 28, 42, 52, 70, 139].
This class of models directly models atherosclerosis growth as governed by mass trans-
port of participating species. Other models have attempted to deﬁne growth by purely
mechanistic processes, such as by arterial surface stresses deﬁned by variations in the
surrounding blood ﬂow ﬁeld; see for example [21, 98, 107].
This study is based on the former modelling approach, where growth is modelled as
driven by mass transport. However, in the interest of solely obtaining a spatial distri-
bution of potential growth emergence, a relatively simplistic methodology is employed;
unlike established models, this study does not resolve the inﬂammatory process that
governs atherosclerosis. In doing so, no closure equations can be provided to quantit-
atively relate mass transport with growth, and therefore, no viable time scale can be
realised. However, as this study solely aims at investigating the spatial distribution of
growth, then a temporal relation is unnecessary and so the simpliﬁcations employed are
satisfactory within the scope of this study.
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3.2 methodology
We begin by conceptualising the geometric space of an arbitrary artery (see Figure 3.1).
The geometry comprises of volumetric spaces for the arterial wall ΩW and blood ﬂow
ΩF (referred as the lumen), which is bounded by the inﬂow ΓI, outﬂow ΓO and wall ΓW
boundaries. For the present growth model, the inﬂammatory process governing ather-
osclerosis is bypassed. Therefore, the volumetric space ΩW of the arterial wall is not
necessary and is removed, though its effect is represented via appropriate boundary
conditions; this modelling approach is referred as the wall-free model [94, 96].
ΩFΓI ΓO
ΓW
ΩW
Figure 3.1: Schematic of the longitudinal 2D section for an arbitrary artery geometry.
3.2.1 Arterial geometry
For the purpose of this study, a bifurcating arterial geometry is selected for the evalu-
ation of the computational model. Bifurcating arteries are common in the cardiovascular
system and are typical sites for the formation of recirculating-ﬂow zones, which are
characterized by low and oscillatory wall shear stress (WSS); an important precursor to
the formation of atherosclerosis [20, 104]. This makes bifurcating arteries ideal sites for
the formation of atherosclerosis and hence its study. Furthermore, as shall be discussed
in Chapter 4, arterial bifurcations are also susceptible to the formation of oscillatory ﬂow
disturbances; recognised to be important in the early-stage formation of atherosclerosis
[23], as well as disturbing the regular transport of blood-borne species, which will be
demonstrated in Chapter 5. Therefore, for the purpose of comparing results, both this
chapter and Chapter 4, share the same subject arterial geometry, which is of a human
carotid bifurcation (see Figure 3.2 for a scaled schematic of the geometry).
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RΓC = 3.13, RΓI = 2.27, RΓE = 1.65
Figure 3.2: Geometry schematic of the human carotid artery bifurcation.
3.2.2 Blood ﬂow
Blood ﬂow is essential to the initiation and progression of atherosclerosis. It is the me-
dium by which participating blood-borne species (such as lipoproteins) are transported
within the lumen ΩF; this transport is also continued into the arterial wall ΩW via the
interstitial ﬂuid. Blood ﬂow also acts on surrounding tissues to facilitate their regular
functions. This is observed in the endothelium, which responds to expressions of the
ﬂow-induced wall shear stress. Indeed, at low wall shear stress conditions, endothelial
cells have been observed to express various proatherogenic characteristics that are integ-
ral to the inﬂammatory process governing atherosclerosis; such as enhanced permeabil-
ity to LDL transport, production of reactive oxygen species, and disrupted synthesis of
the anti-inﬂammatory agent nitric oxide [20, 104].
To construct an atherosclerosis growth model, it is necessary to make various sim-
pliﬁcations to the underlying governing mechanics. This is in-part due to modelling
limitations, such as computational constraints, and gaps in the current understanding
of the precise mechanisms underlying atherosclerosis, as it is still a heavily studied
phenomenon. An example of the former is encountered with the interaction of physiolo-
gical blood ﬂow on atherosclerosis, whereby two distinct characteristic time-scales are
encountered; one of which is associated with the pulsatile nature of the ﬂow, and the
other with the progression of atherosclerosis growth. In humans, the latter time-scale
is many orders of magnitude larger than the former; see Figure 3.3 for an approximate
comparison of the two time-scales. Due to the difference in nature and respective sizes
of the two time-scales, it is generally too computationally expensive to resolve the ﬂow
ﬁeld for many time-periods. For this reason, models of long-term atherosclerosis growth
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within arteries generally simplify the pulsatile nature of the ﬂow to a steady-state [13,
28, 42], which is assumed to be equivalent to the period-average of the pulsatile ﬂow.
In Chapter 4, it is shown that this may not necessarily be the case, and the implications
of this assumption on mass transport are further explored in Chapter 5. For the present
chapter, an approximate atherosclerosis growth model is sought. Therefore, the steady-
state assumption is maintained as it is useful for simplifying the governing equations
and reducing computational costs. Following this assumption, the arterial wall is also
assumed to be non-compliant (i.e. remains ﬁxed with respect to the ﬂow), though it is
allowed to deform due to atherosclerosis growth.
seconds minutes hours days weeks months years
time scale range
blood ﬂow pulse blood vessel formation atherosclerosis formation
SMC migration remodelling
Figure 3.3: Relative time-scale ranges of physiological phenomena associated with the human
cardiovascular system; adapted from [158].
By implication of the steady blood ﬂow assumption, the time-scales associated with
atherosclerosis growth are characteristically larger than those associated with changes
in the ﬂow ﬁeld. Therefore, any temporal changes (i. e. perturbations) that arise in the
ﬂow ﬁeld as a result of the growing lesion are insigniﬁcant relative to the ﬂow’s steady-
state. The steady blood ﬂow is thus relatively time-invariant to the growing lesion, and
is modelled with the steady-state incompressible mass and momentum (Navier-Stokes)
conservation equations for a deforming ﬂuid; in conservative form, these equations are
respectively denoted by
0 = ∂iui (3.1)
0 = ρ∂tui + ∂j
(
ρuiuj − τij + pδij
)
, (3.2)
where τij = 2μγ˙ij is the viscous stress tensor and γ˙ij = 12
(
∂iuj + ∂jui
)
is the strain-rate
(rate of deformation) tensor. The ﬂow velocity vector is u and the scalar pressure ﬁeld is
p; the Kronecker delta tensor is given by δij. Blood material properties are deﬁned by the
density ρ = 1050 [kg/m3], which is assumed to be constant, and the viscosity μ, which
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is deﬁned to be dependant on the strain-rate magnitude γ˙ =
√
2γ˙ijγ˙ij, as governed by
the Carreau formulation
μ (γ˙) = μ∞ + (μ0 − μ∞)
[
1+ (λγ˙)2
] (n−1)/2
. (3.3)
The Carreau model’s parameters are deﬁned λ = 3.313 [s], n = 0.3568, and the zero
and inﬁnite strain limit viscosities are respectively deﬁned μ0 = 0.056 [kg/m/s] and
μ∞ = 0.00345 [kg/m/s] [25].
3.2.3 Blood ﬂow boundary conditions
On the wall boundary ΓW, a no-slip boundary condition ui = 0 is assigned. The ICA
and ECA outﬂow boundaries are ascribed with outﬂow conditions; these are respect-
ively deﬁned uini = 0.302 [m/s] on ΓI and uini = 0.246 [m/s] on ΓE. At the CCA
boundary, a pressure-inlet boundary condition is assigned with arbitrary gauge-ﬁxing
of the pressure to p = 0 on ΓC. Under the present conditions, the ﬂow is incompressible
and no other process is dependant on the pressure ﬁeld; the precise value of the pressure
gauge-ﬁxing is therefore not important. When the ﬂow ﬁeld is resolved, the computed
boundary-average ﬂow velocity magnitude at the CCA is u0 = 0.228 [m/s].
To characterise the ﬂow ﬁeld, the dimensionless parameter of the governing ﬂow equa-
tions is used. In this case, it is the Reynolds number (Re), which is deﬁned as the ratio
of inertial to diffusive forces of the ﬂow
Re = ρu0d/μ , (3.4)
where u0 is the boundary-average ﬂow velocity magnitude at the CCA’s inﬂow bound-
ary ΓC, which has diameter d. For the present ﬂow conditions, the boundary-average
Reynolds number at the CCA’s inﬂow boundary resolves to the value Re|ΓC = 427. This
is sufﬁciently small to satisfy laminar conditions in pipe ﬂow [34]. However, given that
the carotid artery contains a bifurcation and geometric irregularities along the arter-
ial wall, localised turbulence can be potentially generated. This is further complicated,
given that under physiological conditions in which blood ﬂow is pulsatile, turbulence
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can also be generated within the aorta and be transported into the carotid artery there-
after. For the present study, blood ﬂow within the carotid artery is assumed to maintain
a laminar state, even after computed growth changes in the arterial wall. It is anticipated
that the laminar assumption for ﬂow turbulence will have a similar effect as the steady-
state assumption for ﬂow pulsatility. Indeed, as will be demonstrated in Chapter 4, the
period-average ﬂow equations resemble those of the Reynolds-Averaged Navier–stokes.
Therefore, global ﬂow characteristics are expected to be similar between the laminar and
turbulence ﬂow, especially given that the Reynolds number in the carotid is low.
3.2.4 LDL transport
Mass transport is integral to atherosclerosis growth, and is therefore included amongst
the governing equations. However, as modelled by earlier studies such as those by [13,
28, 41], the mass transport involved in the inﬂammatory process governing atheroscler-
osis is complex and involves multiple interacting species. For the present study, a rapid
estimation of the distribution of atherosclerosis is sought. Therefore, to avoid the extens-
ive modelling requirements of the inﬂammatory process, it is bypassed and its effect is
lumped into the mass transport of low density lipoprotein (LDL), which is regarded as
the dominant species contributing to the inﬂammatory process. Since LDL is inﬂuential
in the initial stage of the mechanism governing atherosclerosis, this approach is satis-
factory for a rapid estimation of the expected distribution and early growth behaviour
of atherosclerosis.
A single LDL particle has a diameter of approximately 2.0× 10−8 [m] [151], which is
about O(102) times smaller than the diameter of a red blood cell [66]. Therefore, on the
macroscale level of the carotid artery, the transport of LDL can be satisfactorily described
as a passive continuum within blood ﬂow and is modelled with the advection-diffusion
transport equation for a passive scalar. Thus, on a ﬂow ﬁeld ui, the steady-state scalar
transport equation of LDL concentration c with diffusivity D is given by
0 = ∂tc∂i (uic−D∂ic) . (3.5)
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Advective transport by blood ﬂow is one of two dominant transport processes govern-
ing species within the cardiovascular system, with the other being diffusive transport.
The net transport of a species may be therefore regarded as a competing balance between
the two transport processes, with advection generally dominating within the bulk blood
ﬂow and diffusion near the vascular walls. This collective behaviour is quantiﬁed by the
dimensionless Péclet number (Pe), which quantiﬁes the relative signiﬁcance of the rate
of inertial to diffusive transport of a scalar quantity
Pe = u0d/D . (3.6)
It is inferred from Equation 3.6, that at any point in the ﬂow, advective transport
is perceived almost equally amongst blood-borne species. However, the same is not
true for diffusive transport, since diffusion rates may vary amongst species and hence,
their Péclet numbers. A low Péclet number species (i.e. of high diffusivity within blood
plasma), would be little inﬂuenced by the ﬂow and would conform to a diffusion-
dominated transport. However, most blood-borne species are generally of high Péclet
numbers in the bulk ﬂow, such as low density lipoproteins (Pe = 2.85 × 108 for the
present case study). The dominance of advective transport in high Péclet number trans-
port implies a strong inﬂuence from the ﬂow. However, near the arterial wall, advective
transport is small due to the no-slip boundary condition. Therefore, it is inferred that
the transport proﬁle of a species would undergo a rapid change from relatively uniform
state in the bulk ﬂow to its wall value; i. e. forming a thin species mass-transfer boundary
layer (see Figure 3.4).
ﬂow species
Figure 3.4: Comparison of a developed boundary layer proﬁle for the ﬂow and an arbitrary high
Pe number species (such as LDL), within a uniform pipe.
From a modelling perspective, this presents a potential constraint, as the relative sizes
of the momentum-transfer and mass-transfer boundary layers would inﬂuence the com-
putational resolution required. For a solely ﬂow-based problem, the Reynolds number
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alone is often sufﬁcient to dictate the computational resolution required. However, with
the addition of the mass-transfer boundary layer, both the Reynolds and Péclet numbers
are required, particularly if the mass-transfer boundary layer is signiﬁcantly smaller in
thickness. For this purpose, the Schmidt number (Sc) is useful to place a measure on
the relative signiﬁcance of the momentum-transfer boundary layer thickness to that of
the mass-transfer boundary layer. The Schmidt number is deﬁned as the ratio of Péclet
number to Reynolds number, and effectively quantiﬁes the signiﬁcance of diffusive mo-
mentum transport to diffusive mass transport.
Sc =
Pe
Re
=
μ
ρD
(3.7)
It is observed that typical Schmidt numbers for blood-borne species within a medium-
sized artery (i. e. Re ∼ 500) are relatively large; such that for low density lipopro-
teins, Sc ∼ 4 × 105, and for oxygen, Sc ∼ 2 × 103 [143]. This implies that the mass-
transfer boundary layer, particularly for LDL, is orders of magnitude smaller than the
momentum-transfer boundary layer. For this reason, special care is required in deﬁn-
ing the near-surface mesh, so that the mass boundary layer is well captured. A penalty
of high Schmidt number ﬂows is therefore, the excessive near-wall mesh reﬁnement
required to capture mass transfer (refer to Figure 3.5). Furthermore, it is noted that
potential complications may arise from any applied boundary node motions that are
greater in size than those of local computational cells in the excessively reﬁned near-
wall region, particularly if smoothing is also applied; these will be further discussed
and addressed.
3.2.5 LDL transport boundary conditions
A uniform concentration proﬁle c = c0 is prescribed at the CCA’s inﬂow boundary
ΓC, and a zero-ﬂux Neumann condition (∂ic)ni = 0 at outﬂow boundaries ΓI and ΓE,
where ni is the surface-normal vector to the boundary. At the wall boundaries ΓW, LDL
ﬂux Js into the arterial wall is modelled by the ﬂux balance of convective and diffusive
transport entering and exiting the wall respectively
Js = Jvc− (D∂ic)ni, (3.8)
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(a) (b)
Figure 3.5: Artery cross-section schematic depicting (a) a mesh that would be sufﬁcient to resolve
a laminar ﬂow ﬁeld and (b) the same mesh with local reﬁnement to resolve the near-
wall boundary-layer transport of a high Péclet number species, such as LDL.
where Jv is the plasma ﬂux (ﬁltration velocity) into the arterial wall and D is the LDL
diffusion coefﬁcient in blood, which is taken to be D = 5.0× 10−12 [m2/s] [143]. Both
LDL and plasma ﬂux into the arterial wall are modelled with a dependence on the wall
shear stress, since it is recognised that the permeability of the endothelium is strongly
inﬂuenced by the behaviour of the local ﬂow ﬁeld, which expresses variations in the
wall shear stress [20].
Following the work of Olgac et al. [124], ﬂow and mass transport across the endothe-
lium is modelled via the three-pore model, which considers transport via vesicular path-
ways, normal junctions and leaky junctions. It is assumed that ﬂow ﬂux occurs via nor-
mal and leaky junctions, whereas LDL ﬂux occurs via vesicular pathways and leaky junc-
tions [124]. By adopting a parallel resistor analogy for the transport resistance across the
endothelium for each pathway, the ﬂow ﬂux may be expressed Jv = Δpend/Rend, where
Δpend is the pressure drop across the endothelium, assumed to be Δpend = 18[mmHg].
The total resistance of the endothelium Rend = 1/(Rnj+Rlj) is deﬁned by contributions
from the normal and leaky junctions, which are respectively deﬁned Rnj = 1/Lpnj and
Rlj = 1/Lplj . The hydraulic conductivity of the normal junction Lpnj is assumed constant,
whereas for the leaky junction Lplj , a wall shear stress dependence is assumed. Likewise,
the leaky junction contribution of LDL ﬂux is also assumed to follow a wall shear stress
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dependence. This relation of leaky junctions to the wall shear stress is derived via the
Shape Index [124], according to the following form
Leaky cell fraction: Φ = nLC
(
πR2cell
Aunit
)
Leaky cell count: nLC = 0.307+ 0.805 nMC
Mitotic cell count: nMC = 0.003797e14.75SI
Shape Index: SI = 0.380e−0.790 τw + 0.225e−0.043 τw ,
where Rcell = 15× 10−6[m] and Aunit = 6.4× 10−7[m2]. The Shape Index provides a
measure of the elongation shape of endothelial cells, where 0 < SI  1 is its physically
valid bounds. A value SI = 1 indicates that endothelial cells are uniformly circular, and
a value approaching zero indicates that endothelial cells are elongated. The derivation of
the Shape Index function from experimental data is shown in Figure 3.6. The complete
model for Jv and Js is documented in Olgac et al. [124].
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Figure 3.6: Plots depicting the derivation of the Shape Index function from experimental data;
adapted from Olgac et al. [124].
36
3.2.6 Growth model
Atherosclerosis growth is a volumetric expansion of the arterial wall, which results from
progressive mass aggregate that is governed by an inﬂammatory process [105]. For the
present preliminary model, the inﬂammatory process is bypassed by characterise growth
with a constant rate. This has been shown to be a satisfactory assumption, as demon-
strated by Cilla et al. [28], who were able to determine the time-evolution of participating
species concentrations for a computational model of a growing atherosclerosis lesion. By
assuming that growth is proportional to the net aggregate of foam cells, smooth muscle
cells and collagen, the plot of Figure 3.7 is derived; which indicates the evolution of ath-
erosclerosis volume generated per initial unit volume (see [28] for details of the deriva-
tion). By this plot, it is seen that the growth evolution of this particular atherosclerosis
lesion follows a relatively constant growth-rate after some initial non-linearity.
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Figure 3.7: Plot of atherosclerosis growth volume generated per initial unit volume; as determ-
ined by foam cell, smooth muscle cell and collagen aggregate at a localised point. The
plot is derived from the atherosclerosis growth model case study by [28], and collates
data from Figures 7b, 8b and 9 therein.
In recent studies by Alimohammadi et al. [1, 2], it was demonstrated that a strong cor-
relation exists between atherosclerosis distributions and elevated mass ﬂux into the ar-
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terial wall of the aorta. This indicates that a full resolution of the inﬂammatory process is
not necessary if a satisfactory estimate of the distribution of early atherosclerosis lesions
is sought. Indeed, though the studies were concerned with the aorta, it is anticipated that
this correspondence will follow for other related arteries, such as the carotid. Therefore,
for the purpose of attaining a sufﬁcient approximation of atherosclerosis distribution,
the present atherosclerosis growth model is constructed on the basis that atherosclerosis
distribution is determined by LDL accumulation into the arterial wall, which is directly
related to the LDL wall ﬂux Js. Growth is deﬁned as the surface normal displacement
of a material point xi on the arterial wall surface. This displacement arises as a result of
elevated LDL ﬂux into the arterial wall, and is expressed by
x
j+1
i = x
j
i + fg max
{
0,
Js(τw) − J
min
s
Jnorms − J
min
s
}j
ni . (3.9)
The elevated ﬂux is measured relative to a minimum normal ﬂux condition Jmns , which
is deﬁned at τw = 1[Pa] [97]. A normalisation is made by Jnorms (deﬁned at τw = 0[Pa]),
such that at Js(τw) = Jnorms , the local growth is fg = 1.0× 10−6[m], which is set to be
sufﬁciently small, that the ﬂow ﬁeld is not signiﬁcantly varied to affect mass transport.
An iterative procedure (Figure 3.8) for growth is established, whereby the ﬂow ﬁeld
and species transport equations are solved on an outer iteration loop consisting of NA
iterations. By setting sufﬁciently small growth steps, that do not signiﬁcantly affect mass
transport, an inner-loop is performed to discretize geometric non-linearities of growth
and to reduce the number of times the domain-governing equations are solved. The
inner-loop is performed for NB growth iterations, where the size of NB is deﬁned as a
function of the local mesh length-scales and the minimum surface-deformation length
that would inﬂuence mass transport. As this model does not include a time-scale, the
number of iterations performed NANB may be used as a comparable measure for tem-
poral progression.
The growth model is phenomenological in principle, and is inherently not mass con-
servative with respect to the growing lesion. However, for the objectives of the present
study, it is sufﬁcient to determine a satisfactory approximation to the spatial distribution
of atherosclerosis lesions. Furthermore, it is implemented on a steady ﬂow ﬁeld, since
it is presently computationally prohibitive to directly implement the growth model on
a pulsatile ﬂow ﬁeld. This is due to the time-scale associated with growth of a lesion
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Figure 3.8: Iterative algorithm for computing atherosclerosis growth.
being orders of magnitude greater than the length of a cardiac period [41, 158]. Never-
theless, since the steady ﬂow ﬁeld generally retains ﬂow characteristics of an equivalent
period-average pulsatile ﬂow (see Chapter 4), then a steady ﬂow ﬁeld may be argued to
be sufﬁcient for an approximate evaluation of the sites of emergence of atherosclerosis.
However, it is anticipated that the corresponding growth behaviour may differ between
a steady-state ﬂow model and a pulsatile ﬂow model. This is because, as will be shown
in Chapter 5, the transport of blood borne species can be signiﬁcantly inﬂuenced by
the presence of oscillatory ﬂow disturbances, which are generated by ﬂow pulsatility.
Indeed, though regions of low and high species concentrations may generally coincide,
the differences in the concentration distribution can be signiﬁcant. It is therefore expec-
ted, that the steady-state ﬂow model will provide an estimate of the general distribution
of atherosclerosis, though it may potentially fail in describing its characteristic growth
behaviour.
3.2.7 Computational implementation
The governing equations and algorithm presented in Figure 3.8 are implemented into
the ﬁnite-volume solver ANSYS Fluent v14.5. For the present case study, a mean inﬂow
Reynolds number of Re = 300 is assigned. As all equations involving the variable c are
linear combinations of it, then it can be shown that the solution of c is linearly scaled
by cc; therefore for this case study, c0 is simply set to c0 = 1. The growth factor is set
to fg = 1× 10−6 [m], and iteration limits of NA = 40,NB = 50 are prescribed. Growth
of surface nodes is made via an explicit nodal displacement. Therefore to overcome
skewness of volumetric cells within ΩF after surface displacements on ΓW, a diffusion-
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based smoothing operation is performed on cell nodes within ΩF. This is deﬁned by
solving for the volumetric node displacement velocity ﬁeld vi as a response to boundary
node motion, as described by
0 = ∂tvi + ∂j
(
γ∂jvi
)
(3.10)
where the diffusion coefﬁcient is deﬁned γ = 1/Vαcell, such that Vcell is a computational
cell’s volume and α is a control weighting parameter. The diffusion-smoothed position
of volumetric nodes is then calculated by solving to steady state the explicit ﬁrst-order
forward-differencing scheme (Euler method),
xnewi = x
old
i + viΔt. (3.11)
In the procedure of calculating the displacement of boundary nodes (see Equation
3.9), the surface normal is required at individual nodes. This quantity is not obvious to
calculate as boundary nodes and their neighbouring boundary nodes need not necessar-
ily lie on a single plane surface. For the present study, the boundary node normal ni is
computed as an average of the normals (nf)i belonging to the neighbouring-faces f that
share the given boundary node, such that
ni =
1∑
f:faces Af (lf)
w
∑
f:faces
(nf)iAf (lf)
w , (3.12)
where w is a weighting factor that scales the signiﬁcance of each face’s area Af by
scaling its mid-face distance lf to the node; values of w < 0 indicate that proximal
faces have greater contribution than distal faces, whilst for w > 0 the reverse holds.
Indeed the accuracy of this computation relies on the local curvature of the surface
and its discretisation resolution; i. e. the closer the curvature is to zero and discretisation
resolution reﬁned, the better the accuracy of the node normal. For a surface with varying
curvature, positive curvature is deﬁned as that which is outward-convex and negative
curvature as that which is outward-concave; see Figure 3.9 for comparison of positive
and negative curvature relative to a zero curvature (i. e. ﬂat or non-curved) state. For a
surface in 3-dimensions, it is insufﬁcient to describe its curvature by a single curve on
the surface. Rather, it is necessary to refer to the curvature of two orthogonal curves on
the surface; see Figure 3.10 for a comparison of the variations in surface curvature that
are invoked by variations in the orthogonal curves.
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Figure 3.9: Comparison of surface normals on curves of differing curvature.
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Figure 3.10: Comparison of surface curvature variations in 2 principal directions of a 3D surface;
speciﬁed by the red (—) and blue (—) orthogonal axes.
3.2.8 Validation of the explicit nodal displacement method
The explicit nodal displacement method (END) is reliant on various assumptions made,
particularly with respect to the discretisation of the surface. To validate the END method,
it is compared to a growth method that varies in its formulation. For this purpose,
the Level Set Method (LSM) is used. Unlike the END, which is Lagrangian in the way
growth is prescribed, the LSM can model growth within an Eulerian framework. The
surface of interest is therefore implicitly deﬁned, as oposed to the LSM, which explicitly
deﬁnes the surface of interest. The LSM is formulated for the implicit surface ϕ, by the
equation
0 = ∂tϕ+ vi∂iϕ, (3.13)
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where the vi = Fni is an advecting vector ﬁeld, which is driven by the forcing (growth)
function F and applied effectively on the implicit surface ϕ = constant in the direction
of the surface normal, which is deﬁned implicitly by ni = ∂iϕ/‖∂iϕ‖. The surface of
interest corresponds to the evolving contour surface deﬁned by ϕ = 0.
Validation of the END method is made for a curve of varying curvature; having both
positive and negative curvature. This is necessary as variations in curvature imply vari-
ations in the direction of surface normals and hence the behaviour of the growth itself.
This is illustrated in Figure 3.9; where positive curvature corresponds to outward point-
ing surface normals that result in growth away from the surface (which may result
in separation of nodes and eventual low resolution of the surface they deﬁne), whereas
negative curvature corresponds to inward pointing surface normals that result in growth
into the surface (which may result in clustering of nodes and eventual collision of the
surface they deﬁne). Zero surface curvature is a critical condition where the surface nor-
mals are parallel and maintain their distance to each other as they propagate; for the
purpose of maintaining computational resolution, this is the ideal condition to main-
tain, though impossible for a growing surface. To bypass this potential problem, local
remeshing is performed each time surface nodes approach too near or too far from each
other.
It is observed from Figure 3.11 that the evolved surface maintains a good compar-
ison between both END and LSM methods, even for conditions of extreme positive and
negative curvatures. Indeed for the END method, surface nodes that belonged to pos-
itive curvature surfaces propagate away from each other, whereas nodes on negative
curvature surfaces collate together. The termination point of the evolved surface corres-
ponds to the growth iteration before overlapping was observed between the negative
curvature nodes. For this reason, the LSM was also complimented by repeated local
remeshing to alleviate these potential problems. It is observed that both explicit meth-
ods compare well relative to the implicit method.
42
(+)
(+)(+)
(−)
(−)(−)
original curve with small (+) and large (−) curvature
deformed curve (implicit level set method)
deformed curve (explicit node motion)
deformed curve (explicit node motion with remeshing)
−1.0 −0.8 −0.6 −0.4 −0.2 0.0 0.2 0.4 0.6 0.8 1.0
−1.0
−0.8
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
Figure 3.11: Plot of surface-normal growth of an arbitrary 2D surface (closed-curve) exhibiting
positive and negative curvature; comparing the original curve to its ﬁnal deformed
state, as determined via the (implicit Eulerian) level set method and (explicit Lag-
rangian) node motion with/without remeshing.
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3.2.9 Validation of the ﬂow ﬁeld
To ensure that the ﬂow ﬁeld being resolved in the carotid artery is as expected of typical
carotid arteries, a qualitative comparison is made to the experimental results of Zarins
et al. [168]. This comparison is shown in Figure 3.12, where the ﬂow proﬁle is examined
at select stations along the carotid. It can be seen that the computed ﬂow ﬁeld resembles
that of Zarins et al. [168] at each of the stations; where the ﬂow begins uniformly at the
CCA and bifurcates into the ICA and ECA. In both cases, a recirculation zone is formed
at the entrance of the ICA and a low velocity magnitude region at the entrance of the
ECA.
‖u
‖/
u
0
0
.0
2
.0
Current computation Zarins et al. [168]
Figure 3.12: Comparison of the ﬂow ﬁeld computed for the present carotid artery to that of
Zarins et al. [168].
3.3 results and discussion
The corresponding growth results at iterations 0, 60, 120, 180 for the carotid artery are
presented in Figure 3.13. It is observed that growth continues to progress for successive
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iterations, though it appears to be localised at the carotid sinus (i. e. entrance of the ICA
branch), with a mild circumferential distribution distal to the CCA (before the bifurca-
tion). It is noted the localisation of atherosclerosis is related to the local haemodynamics,
as there is a recirculation zone present at the bifurcation that creates regions of low wall
shear stress (see Figures 3.14 and 3.15 for the ﬂow and wall shear stress distribution).
This result has been noted in many past studies, wherein atherosclerosis is recognised
to be present at carotid bifurcations, particularly at the carotid sinus [16, 20, 22, 82].
0
.0
0
.5
6
iteration = 000 iteration = 060 iteration = 120 iteration = 180
Figure 3.13: Wall growth progression (in [mm]) at successive iterations; comparing distributions
at iterative stages. Growth is overlain on the original geometry for comparison.
The localisation of atherosclerosis growth at the entrance to the ICA is coincident with
the localised recirculating-ﬂow zone. Observations of Figure 3.15 indicate that the WSS
there is substantially lower than the surrounding arterial segments, which complies
with the low wall shear stress hypothesis regarding the localisation of atherosclerosis
[111]. Indeed, the localised high concentration of LDL on the arterial wall (Figure 3.16)
indicates that this localisation is primarily due to the high concentration of LDL at
the recirculation zone. This can be explained to be due to the lower advecting ﬂow at
the recirculation zone, which would increase the inﬂuence of the diffusive ﬂux term
in Equation 3.5, causing the mass transport boundary layer to be larger and effectively
increase mass ﬂux into the arterial wall (refer to Equation 3.8).
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Figure 3.15: Plot of normalised WSS-magnitude ‖τw‖/τw0 on the arterial wall; comparing dis-
tributions at iterative stages.
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Figure 3.16: Plot of normalised LDL concentration c on the arterial wall; comparing distributions
at iterative stages.
From the ﬂow velocity magnitude distribution in Figure 3.14, it is observed that
the ﬂow ﬁeld does not vary signiﬁcantly for small changes in localised atherosclerosis
growth. This is because most of the growth that occurs is encased within the recirculat-
ing ﬂow region at the ICA entrance, thus having little inﬂuence on the bulk ﬂow ﬁeld.
This result is also observed in the WSS distribution of Figure 3.15, which does not appear
47
to substantially differ with local changes in growth. Further observation of the spatial
geometry of the atherosclerosis lesion reveals that it is non-symmetric with longitudinal
growth biases at the centre of the ICA branch entrance. This has been observed in past
studies on the geometry of atherosclerosis lesions (see for example [76, 142]). Indeed,
from the present study, this bias appears to be related to the sites of either ﬂow separa-
tion or reattachment, suggesting that these sites act to enhance mass transport into the
arterial wall.
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Figure 3.17: Plot of iterative volume growth history for the whole carotid artery. For comparison,
a linear projection is made relative to initial growth at the ﬁrst iteration.
The total volumetric growth history of the carotid artery is plotted in Figure 3.17. It is
observed that similarly to Figure 3.7, the early-stages of growth display a relatively lin-
ear progression in volumetric growth, following the linear projection from initial growth.
However, deviations are observed by the 60th iteration, where the volumetric growth
begins to decelerate, such that the resulting curve is lower than the linear projection
from initial growth. This behaviour is noted to potentially correspond to the geometric
non-linearities in the shapes of the growing lesions. However, speciﬁcally to the growth
mechanics, this behaviour is directly attributed to the local reduction of LDL concen-
tration (see Figure 3.16) and ﬂow ﬂux (see Figure 3.18) into the arterial wall at the
bifurcation. This is a direct consequence of the growing lesion’s inﬂuence on the local
ﬂow ﬁeld, causing a direct change in the local wall shear stress, which inﬂuences the
ﬂow ﬂux and the local LDL concentration.
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Figure 3.18: Plot of ﬂow ﬂux Jv[m/s] on the arterial wall; comparing distributions at iterative
stages.
3.4 conclusion
This study presents a preliminary computational model, designed with the intention to
provide an estimate of the potential emergence and subsequent growth behaviour of
atherosclerosis lesions. The developed model attempts to ease computational require-
ments by eliminating a time scale and reducing the number of species involved in mass
transport to just that of LDL. Furthermore the arterial wall is eliminated as a separate do-
main, and its effect is instead modelled via boundary conditions. The model is assessed
on bifurcating arterial geometries and shown to provide a satisfactory estimate of the
emergence and subsequent growth behaviour of atherosclerosis lesions. For the present
carotid geometry, the results demonstrated that atherosclerosis occurs predominantly at
the carotid sinus. Indeed, the distribution of atherosclerosis lesions can be potentially in-
ferred from haemodynamic parameters, such as the wall shear stress and mass ﬂux into
the arterial wall. The purpose of computing growth in this study is therefore not only
to infer the distributions of atherosclerosis lesions, but also to assess if their growth is
maintained after initial growth spurts, as the local haemodynamic environment changes.
The results of this study indicated that indeed, there are regions where atherosclerosis
growth is maintained. This was demonstrated by the recirculation zone at the carotid
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bifurcation, which protected the growing lesion from changes in the surrounding blood
ﬂow. The implications of these results will be further discussed in Chapter 4, with re-
spect to the co-localisation of oscillatory ﬂow disturbances and their potential inﬂuence
on atherosclerosis.
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4
INFLUENCE OF PULSATIL ITY ON BLOOD FLOW
Pulsatile blood ﬂow is renowned for inducing localised ﬂow disturbances that are char-
acterised by signiﬁcant oscillations. These ﬂow disturbances are recognised to have a
physiologic signiﬁcance within the cardiovascular system, particularly with respect to
their proatherogenic expression on endothelial cells. Flow disturbances also impart sig-
niﬁcant inﬂuence on the mechanics of cardiovascular ﬂow and are formally shown in
the present study to be coupled to the period-average behaviour of a pulsatile ﬂow ﬁeld,
causing it to be misrepresented by its steady-equivalent; which is often used in models
of atherogenesis and hence limits their reliability. It is demonstrated that a measure of
the localised inﬂuence of ﬂow disturbances on the period-average ﬂow can be realised
by the relative signiﬁcance of their kinetic energy, which is quantiﬁed by the introduced
Oscillatory Kinetic Energy Index (OKEI). A speciﬁc measure of direction-reversing os-
cillations is also developed with the introduction of the Oscillatory Flow Index (OFI),
which is an extension of the wall-bound Oscillatory Shear Index (OSI) onto ﬂow and
wall spaces. A case study of a human carotid artery is made; wherein pulsatile ﬂow is
studied relative to its steady-equivalent state. The introduced indices are demonstrated
to collectively identify oscillatory ﬂow disturbances within the ﬂow; quantifying their
spatial distribution and inﬂuence on the ﬂow ﬁeld.
objectives
• Develop the equations that govern the period-average of pulsatile blood ﬂow.
• Identify the corresponding terms within the equations that describe the emergence
of oscillatory ﬂow disturbances.
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• Develop a measure of the inﬂuence that oscillatory ﬂow disturbances impart on
the period-average ﬂow.
• Compute the transport of pulsatile blood ﬂow within a carotid artery; evaluate the
period-average ﬂow and its equivalent steady-state.
• Identify the distribution of oscillatory ﬂow disturbances in the carotid artery and
compare to the difference between the period-average ﬂow and its equivalent
steady-state.
4.1 introduction
Blood ﬂow within the cardiovascular system is pulsatile, driven by regular contractions
and relaxations of the heart. As the heart generates ﬂuctuating pressure differentials,
blood ﬂow in-turn oscillates in a near-periodic manner [152]. For many modelling pur-
poses, the ﬂow’s near-periodicity [127] can be sufﬁciently described as periodic and
hence represented by a single period of oscillation, within which all signiﬁcant ﬂow
interactions occur. However, the cardiovascular system is also characterised with long-
term processes, such as growth and remodelling, that progress on time-scales signiﬁc-
antly longer than those of the oscillating ﬂow [158]. With large differences between the
sizes of their respective time-scales, the explicit resolution of all signiﬁcant processes and
interactions may become computationally prohibitive or else inconvenient [123, 144]. For
many models of long-term processes, such as atherosclerosis [28, 41], thrombosis [153,
164] and aneurysm growth [77, 159], this difﬁculty is bypassed by removing the time-
scale associated with the oscillating ﬂow; either by representing the ﬂow ﬁeld with its
period-average or its steady-equivalent.
For models of pulsatile ﬂow within vascular specimen, the steady-equivalent is deﬁned
as the steady ﬂow ﬁeld that satisﬁes the period-averaged ﬂow at ﬁxed locations, such as
the inﬂow and outﬂow boundaries [167]. By this deﬁnition, it is assumed that the steady-
equivalent ﬂow ﬁeld is unique and will resolve to resemble the pulsatile ﬂow’s period-
average. However, it is found that sufﬁciently away from the boundaries, transient ﬂow
structures that inﬂuence the pulsatile ﬂow ﬁeld may emerge, causing its period-average
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to deviate from its steady-equivalent representation (see, for example, the studies by
Caballero et al. [11] and Liu et al. [109]). These ﬂow structures are characterised by
signiﬁcant ﬂow oscillations and are often localised to sites of geometric irregularities
or topologic change, such as curves and bifurcations of the host blood vessel [38, 160].
Besides inﬂuencing the ﬂow ﬁeld, these ﬂow structures are also recognised to impart
a physiologic inﬂuence, particularly on endothelial cells, and are generally referred as
ﬂow disturbances within biomedical literature [17, 32].
Near-wall ﬂow disturbances are associated with inducing morphologic changes in en-
dothelial cells (i. e. via expressions of the wall shear stress). It has been observed that
under predominantly unidirectional ﬂow conditions, endothelial cells are elongated in
the direction of the ﬂow and form a tight barrier to blood-borne particulate species
(such as lipoproteins). However, under disturbed ﬂow conditions, endothelial cells be-
come near-polygonal in shape and less organised, leading to internal and behavioural
changes that effectively enhance the local endothelial layer’s permeability amongst other
proatherogenic characteristics [23, 36]. Indeed, sites of disturbed blood ﬂow have long
been observed to coincide with atherosclerosis, leading to the present consensus that
ﬂow disturbances are inﬂuential on atherogenesis [22, 23, 160]. It follows, that due to
this association, a measure of ﬂow disturbances can be effectively associated with poten-
tial atherogenesis.
The Oscillatory Shear Index (OSI) was developed [82, 97] for this purpose and has
since become a standard measure of the near-wall distribution of ﬂow disturbances
and, by extension, potential atherogenesis. Following recent studies, the proatherogenic
expression of endothelial cells has become more speciﬁcally associated with ﬂow dis-
turbances of multidirectional oscillatory modes, which the OSI is incapable of differ-
entiating from unidirectional modes [118, 130]. This has led to the development of
variations on the OSI that emphasise multidirectional traversal, such as the transverse
Wall Shear Stress (transWSS) [130] and Directional Oscillatory Shear Index (DOSI) [18].
These indices are generally wall-based and attempt to quantify ﬂow disturbances via
ﬂow-induced oscillations in the wall shear stress; for a review of such indices, see De
Wilde et al. [37] and Goubergrits et al. [75]. Whilst relevant to the immediate vicinity
of the walls, wall-based indices are by deﬁnition limited to wall spaces, which restrict
description of the remaining ﬂow ﬁeld. In a recent study, Biasetti et al. [5] noted the
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limitations of wall-based indices and expressed the need for their inclusion of the ﬂow
ﬁeld, particularly with respect to the recognition of ﬂow structures. Indeed, by extend-
ing the domain space of these indices to the ﬂow ﬁeld, their wall distributions can be
quantitatively related to the ﬂow, rather than qualitatively deduced.
To address this need, the Oscillatory Kinetic Energy Index (OKEI) is developed in the
present study to quantify the signiﬁcance of oscillatory disturbances within the ﬂow.
As a measure of scalar energies, the OKEI is direction indiscriminate and hence meas-
ures all modes of oscillatory ﬂow disturbance. However, as emphasised in past studies
[82, 120, 130], it may be necessary to differentiate between oscillatory modes. This can
be achieved by ﬁltering the OKEI via other indices that are designed to differentiate
between oscillatory modes, such as the OSI for direction-reversing modes. Though, as
the OSI is wall-bound, it cannot be directly applied. It is therefore extended to the form
of the Oscillatory Flow Index (OFI), which is developed as a uniﬁed extension onto ﬂow
and wall spaces. To demonstrate the OKEI and OFI, both indices are studied in a human
carotid bifurcation; wherein they are shown to identify oscillatory ﬂow disturbances and
quantify their inﬂuence on the ﬂow ﬁeld.
It is noted that a recent publication by Sano et al. [137] has also developed a ﬂow-
based index that was named the Oscillatory Velocity Index (OVI). This index is identical
to the ﬂow-portion of the presently introduced OFI, which was also discussed in Gab-
riel et al. [67] and therein referred as the Oscillatory Flow Velocity Index (OFVI). The
designation OFVI is maintained here for consistency with that of Gabriel et al. [67]. For-
tunately, both names are sufﬁciently similar to be interchangeable, with the word Flow
added to indicate that the velocity being referred to is that of the ﬂow. In their study,
Sano et al. applied the index to investigate the complex ﬂow structures found within
aneurysms. The study demonstrated that the OFVI and OSI can be collectively applied
to quantify the ﬂow complexities (i. e. oscillatory ﬂow disturbances) within aneurysm
domes and evaluate their rupture status. This is a promising development, as it further
illustrates the potential applications of ﬂow-based indices and indicates their merit as
complimentary to wall-based indices. The present study adds to this development by
unifying the OFVI and OSI indices to the form of the OFI, so that direction-reversing
oscillatory ﬂow disturbances can be identiﬁed on both ﬂow and wall domain spaces.
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The OKEI is also developed to identify all oscillatory ﬂow disturbances and to quantify
their signiﬁcance on the ﬂow ﬁeld.
4.2 methodology
Arterial bifurcations are renowned for inducing localised ﬂow structures (such as recir-
culating ﬂow zones) that generate ﬂow disturbances. For this reason, carotid bifurcations
have been the subject of much study for investigating ﬂow disturbances [20, 38]. There-
fore, in the same manner, the subject geometry of this investigation has been selected
to be a human carotid bifurcation. The geometry1 was derived from scans of a luminal
cast that was obtained from a deceased human cadaver. A schematic diagram of the
geometry is presented in Figure 4.1, where ΩF denotes the volumetric ﬂow space of the
artery (lumen), which is bounded by the wall ΓW and inﬂow/outﬂow boundaries of the
common (CCA) ΓC, internal (ICA) ΓI and external (ECA) ΓE carotid arteries.
ΩF
ΓW
ΓC
ΓI
ΓE
ΓM
CCAICA
ECA
spatial units in [mm]
RΓC = 3.13 RΓI = 2.27 RΓE = 1.65
Figure 4.1: Schematic of the carotid artery geometry with mid-surface ΓM; the average radius of
the inﬂow/outﬂow boundaries is speciﬁed by RΓ . To ensure that the ﬂow ﬁeld within
ΩF is sufﬁciently developed from its boundary condition state, the inﬂow/outﬂow
boundaries are extended by ﬂow extensions of 20[mm] for the CCA, and 30[mm] for
the ECA and ICA.
For this study, data processing within the ﬂow space is made on a series of cross-
sections that are parallel to the longitudinal span of the artery so that internal ﬂow
structures can be observed. A mid-surface is also utilised for this purpose so that a
continuous distribution of ﬁeld variables can be observed. The mid-surface is derived
by resolving a Stokes ﬂow ﬁeld v within the arterial geometry, on which a non-diffusive
passive scalar φ is advected to steady-state according to the equation ∂i (viφ) = 0. The
1 Source: http://grabcad.com/library/carotid-bifurcation
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mid-surface ΓM is determined by the value of the scalar corresponding to the inﬂow’s
injection pattern; in this case, a mid-line on the inﬂow boundary ΓC, as shown in Figure
4.1.
4.2.1 Governing Equations
For this investigation, a relatively large artery is studied. Therefore, blood ﬂow within
the artery can be satisfactorily described by a continuous incompressible ﬂuid with
strain-rate dependent viscosity [152]. This is denoted by the respective conservation
equations for mass (continuity) and momentum (Navier–Stokes), which in conservative
form are deﬁned
∂iui = 0 (4.1)
ρ∂tui + ∂j
(
ρuiuj − τij + pδij
)
= 0 , (4.2)
where ui is a component of the blood’s velocity ﬁeld vector u and p is its scalar pressure
ﬁeld, ρ is the blood density and δij is the Kronecker delta. The stress tensor τij = 2μγ˙ij is
deﬁned proportional to the strain-rate (rate of deformation) tensor γ˙ij = 12
(
∂iuj + ∂jui
)
and blood viscosity μ (γ˙) is deﬁned as a function of the strain-rate tensor magnitude
γ˙ =
√
2γ˙ijγ˙ij.
In physiological conditions, pulsatile ﬂow causes compliant vessel walls to deform
periodically as the pressure ﬁeld ﬂuctuates. This is especially pronounced within arter-
ies, which experience large pulse pressures during a cardiac cycle, as opposed to veins
and capillaries [152]. For this study, vessel compliance is assumed negligible and the
vessel geometry is held ﬁxed so that period-averaging of ﬂow ﬁeld variables can be
made on an Eulerian reference frame. It is noted that though distinct quantitative vari-
ations may emerge in the ﬂow ﬁeld due to this assumption, it is deemed acceptable
for the present study since qualitative global characteristics of ﬂow and stress patterns
generally remain unchanged [170].
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4.2.1.1 Material Properties
Blood is assumed to maintain a constant density of ρ = 1050 [kg/m3] and a (non-
Newtonian) strain-rate dependent viscosity described by the Carreau model formulation
μ (γ˙) = μ∞ + (μ0 − μ∞)
[
1+ (λγ˙)2
] (n−1)/2
, (4.3)
where the model parameters are deﬁned λ = 3.313 [s], n = 0.3568, and the zero and
inﬁnite strain limit viscosities are respectively deﬁned μ0 = 0.056 [kg/m/s] and μ∞ =
0.00345 [kg/m/s] [25].
4.2.1.2 Boundary Conditions
In the present study, variations in ﬂow pulsatility are to be investigated as a parting of
the ﬂow from its steady-equivalent condition. This can be achieved by either a frequency
modulation (i. e. varying the Womersley number; see, for example, O’Brien et al. [123])
or an amplitude modulation [110]. For this study, the latter is investigated, whereby
the period of oscillation is held ﬁxed and ﬂow pulsatility controlled by modulating
its amplitude. This is implemented at the inﬂow and outﬂow boundary-conditions by
scaling the ﬂow-rate Q about its period-average Q according to the form
Q (t) =
{
Q+ χQ′ (t)
∣∣ t ∈ Tp} . (4.4)
The periodic ﬂow-rate Q is deﬁned in Figure 4.2, and the scaling multiplier χ acts as
a measure of ﬂow pulsatility by modulating transient ﬂow perturbations Q′ within the
period of oscillation Tp; such that χ = 0 recovers the steady-equivalent ﬂow condition.
This is implemented on the outﬂow boundaries ΓI and ΓE as a Dirichlet boundary con-
dition ui =
(
Q/
∫
dΓ
)
ni, which is simultaneously scaled by χ, according to Equation
4.4. Since the ﬂow is incompressible, an arbitrarily chosen Dirichlet pressure boundary
condition p = 0 is applied at ΓC to gauge-ﬁx the pressure ﬁeld. On the wall ΓW, a no-slip
boundary condition ui = 0 is assigned. As the ﬂow resolves into a periodically repeat-
ing state, the boundary-average Reynolds number at the CCA’s inﬂow boundary takes a
period-average value of Re|ΓC = 427. The corresponding boundary-normal velocity and
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equivalent Poiseuille wall shear stress will be used as reference values; these are respect-
ively deﬁned u0 =
∫
uini dΓC/
∫
dΓC = 0.228 [m/s] and τw0 = 4 μ∞u0/RΓC = 1.00 [Pa],
where ni = ∂iΓ is the boundary unit normal and ui is the period-average velocity on
that boundary.
period time, t [s]
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Q
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Figure 4.2: Periodic waveform proﬁles of the volumetric ﬂow-rate at χ = 1; applied as boundary
conditions at the ECA and ICA, and resolved at the CCA. The waveforms are adapted
from Dong et al. [44] and are not speciﬁc to the carotid artery of this study, though
they ﬁt within the range of the population-mean waveform proﬁles of healthy carotid
arteries [81, 114].
It is noted that within physiological ﬂow literature, the terms oscillatory and pulsatile
are generally used to refer to periodically varying ﬂows; with oscillatory signifying a zero
period-average ﬂow-rate and pulsatile a non-zero period-average ﬂow-rate [20, 85, 160].
No such semantic distinction is made in the present study, for the reason that the former
deﬁnition is merely a special case of the latter and that both ﬂow modes may occur in
conjunction throughout the cardiovascular system. Furthermore, a pulsatile ﬂow with
arbitrary near-zero period-average may be subjectively classiﬁed as either pulsatile or os-
cillatory, leading to potential semantic confusion. It is deemed that distinctions between
the two ﬂow modes need be explicitly made to avoid confusion with their collective
deﬁnition.
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4.2.2 Flow ﬁeld indices
To investigate the effect of pulsatility on blood ﬂow, it is useful to characterise the tem-
poral ﬂow ﬁeld by its period-average so that it can be compared to its steady-equivalent.
For this purpose, various ﬂow indices are employed to extract meaningful data via
period-averaging, which is in-part inspired by Reynolds-averaging in turbulence the-
ory. Therefore, following this analogy, an arbitrary scalar variable ϕ, that is transported
within pulsatile blood ﬂow of period-length Tp is considered. Within an Eulerian ref-
erence frame, at a point in space x and time t, the transported value of ϕ (x, t) can be
decomposed into its period-average ϕ (x) and transient perturbation ϕ′ (x, t) compon-
ents. Following Reynolds periodic-decomposition, the variable ϕ can be deﬁned
ϕ (x, t) =
{
ϕ (x) +ϕ′ (x, t)
∣∣∣∣ ϕ (x) = 1T
∫
T
ϕ (x, t) dt
}
, (4.5)
where the integration length is T = kTp, and k is an integer multiplier that deﬁnes the
number of periods to integrate over. For conditions where the ﬂow ﬁeld is periodic at
all relevant length scales, the integration may be made over a single period (k = 1).
However, where this is not the case, such as in turbulent ﬂow conditions, a sufﬁciently
large number of periods (k > 1) would be required for ϕ to become temporally invariant
and Equation 4.5 to hold.
By applying Equation 4.5 to the ﬂow velocity ﬁeld ui, it can be decomposed into its
period-average and transient perturbation components, such that
ui (x, t) = ui (x) + u′i (x, t) . (4.6)
On the short time-scale {t | t ∈ T }, transient perturbations u′i are signiﬁcant to the state
of the ﬂow ﬁeld ui. Yet on a long time scale {ts | ts  T }, the transient perturbations are
trivial states of the ﬂow and the period-average ui can be considered the dominant state
of the ﬂow. Therefore, by applying Reynolds periodic-decomposition to the ﬂow (Equa-
tions 4.1 and 4.2), the transport equations for the period-average ﬂow can be realised on
the long time-scale ts, such that
∂iui = 0 (4.7)
ρ∂tsui + ∂j
(
ρ
(
uiuj + u
′
iu
′
j
)
− τij + pδij
)
= 0 . (4.8)
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At this point, the reader is reminded that Equations 4.7 and 4.8 are not a reference to
turbulent ﬂow, but to a periodically oscillating ﬂow. That these equations resemble the
Reynolds-averaged Navier–Stokes indicates at a behavioural similarity of the oscillatory
ﬂow to turbulence.
4.2.2.1 Oscillatory Kinetic Energy Index
Though akin to their original form, Equations 4.7 and 4.8 also contain the period-
aggregated contribution of oscillatory ﬂow perturbations, manifest in the form of the
oscillatory advective-stress tensor u′iu
′
j, which emerged due to the advective term’s non-
linearity (note that the term’s coefﬁcient ρ is herein removed for convenience). If the
ﬂuid viscosity is non-Newtonian, the period-averaged shear-stress tensor τij may also
yield oscillatory non-linearities that add extra terms to Equation 4.8. However, these
are material-speciﬁc and are dependent on the viscosity formulation. As advection is
the mutual form of oscillatory ﬂow transport, irrespective of ﬂuid viscosity, it is herein
treated as the principal mode of oscillatory inﬂuence on the period-average ﬂow. This
inﬂuence is investigated via the advective-stress tensor, which can be expressed as the
sum of a period-average and oscillatory perturbation component
uiuj = uiuj + u
′
iu
′
j . (4.9)
Since the form of Equation 4.8 is similar to that of Equation 4.2, the addition of the
oscillatory advective-stress tensor implies that oscillatory perturbations are inﬂuential
on the period-average of the ﬂow. Indeed, in the same manner that turbulent disturb-
ances interact to modify the mean ﬂow [34], the interactions of oscillatory perturbations
may be interpreted as the disturbances that modify the period-average of an oscillatory
ﬂow ﬁeld. To place a measure on these disturbances, the invariants of the advective-
stress tensor are considered; speciﬁcally, the ﬁrst invariant (trace) for the present study,
which can be expressed as the period-averaged kinetic energy (per unit mass) of the ﬂow
κu =
1
2 uiui. Following Equation 4.9, the kinetic energy can be decomposed to the form
κu = κu + κu′ , where the components respectively correspond to the kinetic energies of
the period-averaged ﬂow κu = 12 uiui and its perturbations κu′ =
1
2 u
′
iu
′
i. By this deriv-
ation, κu′ has emerged as an invariant of the oscillatory advective-stress tensor and, by
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deﬁnition, characterises oscillatory ﬂow disturbances. It is therefore used to construct
the Oscillatory Kinetic Energy Index (OKEI), which measures the relative dominance of
the oscillatory perturbation kinetic energy to that of the total ﬂow; in effect the OKEI is
a measure of ﬂow disturbance as caused by ﬂow pulsatility, and is hence deﬁned
OKEI =
κu′
κu + κu′
. (4.10)
As a quotient of oscillatory kinetic energy to the total period kinetic energy, the pos-
sible range of the OKEI is bounded by 0  OKEI  1. A value of OKEI = 0 indicates
that the ﬂow is locally non oscillatory, whereas a value of OKEI = 1 indicates a pure
oscillation about a zero period-average ﬂow. At OKEI = 0.5, the oscillatory and period-
average ﬂow kinetic energies are equal, indicating a critical balance between oscillatory
and period-average ﬂow transport. Flows with OKEI less than the critical have domin-
ant period-average ﬂow transport, and are closer in behaviour to their steady-equivalent.
Conversely, ﬂows with OKEI greater than the critical have a more inﬂuential contribu-
tion from the u′iu
′
j tensor on period-average ﬂow transport, and are hence poorly rep-
resented by their steady-equivalent.
By deﬁnition, the OKEI captures the scalar energies of all modes of oscillatory ﬂow
disturbances and does not differentiate between them. However, as emphasised in past
studies [82, 120, 130], different oscillatory modes impart differing physiological inﬂu-
ence on endothelial cells, and so it may be necessary to differentiate between them. This
can be achieved by ﬁltering the OKEI via other indices that are designed to differentiate
between oscillatory modes. For the present study, this is illustrated with the Oscillatory
Shear Index (OSI). Though before this is done, it is necessary to make the OSI’s domain
space compatible with that of the OKEI.
4.2.2.2 Oscillatory Flow Index
The OSI was introduced by Ku et al. [97] as a measure of deviation that the wall shear
stress τw experiences throughout a period of oscillation. The index was later modiﬁed
[82], such that in its present form, it is deﬁned
OSI = 1−
‖τw‖
‖τw‖
, (4.11)
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where the wall shear stress τwi = Θi −
(
Θjnj
)
ni is the wall-tangential decomposition
of the traction stress Θi = τijnj and ni is the unit normal to the wall boundary ΓW. In
its original forms, the OSI was scaled to have a maximum value of 0.5 [82, 97]. However,
for convenience when comparing the OSI to the OKEI, the scaling multiplier is herein
removed for the present study as it presents no added value to the index; the present
form of the OSI is thus bounded by 0  OSI  1.
The OSI is used extensively in cardiovascular studies to quantify the oscillatory beha-
viour of the ﬂow via the wall shear stress (see, for example, Gallo et al. [68], Lee et al.
[102] and Liu et al. [109]). However, due to its reliance on the wall shear stress, the OSI
is by deﬁnition restricted to wall spaces, and cannot provide ample information of the
surrounding ﬂow ﬁeld [5]. Therefore, recognising that the index is limited and can be
potentially extended to ﬂow spaces, it is ﬁrst generalised to the domain-independent
form of the Oscillatory Index (OI), which is deﬁned
OI {ϕ} = 1−
‖ϕ‖
‖ϕ‖
= 1−
‖ 1T
∫
T ϕ dt‖
1
T
∫
T‖ϕ‖ dt
.
(4.12)
In this form, the OI is interpreted as a measure of oscillations encountered by the generic
ﬁeld variable ϕ, which acts as weighting medium that also limits the domain space of
the index. By this deﬁnition, the OSI is recovered by setting the weighting variable to
the wall shear stress τw, such that OSI ≡ OI {τw}. In the same manner, the Oscillatory
Flow Velocity Index (OFVI) is proposed by weighting the OI with the ﬂow velocity u,
such that OFVI ≡ OI {u}. The OFVI is therefore an extension of the OSI on ﬂow spaces,
measuring the degree of ﬂow oscillation therein. Indeed, variations on the OFVI have
been previously proposed to describe the ﬂow [29, 150]. Though unlike the OFVI, these
indices were applied as discrete point-measures rather than continuous ﬁeld-measures
of the ﬂow, which would be necessary to characterise ﬂow structures therein. More
recently, the OFVI was independently proposed in Sano et al. [137], to study the complex
ﬂow structures (i. e. oscillatory ﬂow disturbances) within aneurysm domes, where it was
referred as the Oscillatory Velocity Index (OVI). In the present study, the index is further
developed by unifying it with the OSI.
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4.2.2.3 Index uniﬁcation on ﬂow and wall spaces
Thus far, the OKEI has been introduced to indiscriminately measure the signiﬁcance
of all ﬂow disturbances and the OFVI to address the domain space limitations of the
OSI. However, in their present state, these indices remain disjoint; wherein the OKEI
and OFVI are exclusively deﬁned on ﬂow spaces, describing the oscillatory behaviour
of the ﬂow therein, and the OSI on wall spaces, describing the oscillatory stresses acting
on them. These restrictions are inconvenient and limiting, such that a uniﬁcation of the
indices’ domain space on both ﬂow and wall spaces would be desirable. To address
this need, it is noted that oscillations in the wall shear stress are related to those of the
ﬂow. It follows, that in the limit near the wall, the behaviour of ﬂow oscillations should
approach those of the wall. This relation can be regarded as an extrapolation from the
ﬂow onto the wall. Indeed, the wall shear stress at a point on a wall is proportional to
the wall-tangential ﬂow velocity u∗ at an inﬁnitesimal distance εw normal to it, and is
expressed as
τw ∝ lim
εw→0
u∗|εw
εw
, (4.13)
where the wall-tangential component of the velocity is deﬁned u∗i = ui − ujnjni. It
follows via Equation 4.13, that the OSI can be related to the OFVI in the limit near the
wall, according to the relation
lim
εw→0
OI {u∗} |εw = limεw→0
(
1−
‖ 1T
∫
T u
∗|εw dt‖
1
T
∫
T‖u∗|εw‖ dt
)
= lim
εw→0
⎛
⎜⎜⎝1−
∥∥∥ 1T ∫T u∗|εwεw dt
∥∥∥
1
T
∫
T
∥∥∥ u∗|εw
εw
∥∥∥ dt
⎞
⎟⎟⎠
=
(
1−
‖ 1T
∫
T τw dt‖
1
T
∫
T‖τw‖ dt
)
= OI {τw} .
(4.14)
By this relation, it is shown that the OFVI tends to the OSI in the limit near the
wall, implying that both indices can be collectively used to describe the same processes.
They can be therefore uniﬁed into a piecewise-continuous index, to seamlessly describe
oscillations on both ﬂow and wall spaces. This index is designated as the Oscillatory
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Flow Index (OFI), and for convenience will be herein referred in place of the OFVI and
OSI; it is deﬁned
OFI =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
1−
‖u‖
‖u‖ on ΩF ∪ ∂ΩF \ ΓW
1−
‖τw‖
‖τw‖
on ΓW .
(4.15)
Following the same generalisation (derivation has been omitted), the OKEI is also exten-
ded to the piecewise-continuous form. It is noted, that the OKEI on the wall space is not
a measure of oscillatory kinetic energy on the wall itself, as this cannot be physically
realised, but rather an extrapolated expression from the near-wall ﬂow; the same is true
for the OFI. In the uniﬁed form, the OKEI is deﬁned
OKEI =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u′ ·u′
u ·u + u′ ·u′ on ΩF ∪ ∂ΩF \ ΓW
τ′w · τ′w
τw · τw + τ′w · τ′w
on ΓW .
(4.16)
4.2.2.4 Differentiating oscillatory modes
Having extended the domains of the OFI and OKEI to include both ﬂow and wall spaces,
they can now be collectively applied to measure ﬂow disturbances; the OFI to differen-
tiate between oscillatory modes and the OKEI to measure their signiﬁcance. Though be-
fore this is done, it is necessary to demonstrate the difference between measurements of
the OFI and OKEI. This is illustrated by considering ﬂow within an Eulerian framework,
wherein oscillations may be differentiated to two distinct modes; direction-reversing
(DR) and non direction-reversing (NDR) oscillations.
DR oscillations are those that involve reversal of the ﬂow in at least one component ui
of the ﬂow velocity vector u during a period of oscillation, such that OFI > 0. In the ui
phase space of an arbitrary point in the ﬂow (see Figure 4.3), DR oscillations form closed
loops that cross at least one ui axis. If these loops are weight-centred about ui = 0, the
resulting OFI = 1, indicating a pure oscillation. Deviations in the shape and position of
the DR loop away from the centre result in a respective reduction of the OFI magnitude,
64
0 u1
u2
u
u (t)
u′ (t)
pure DR mixed DR/NDR
pure NDR
Figure 4.3: Velocity phase portrait (2-dimensional) of arbitrary points in an oscillating ﬂow ﬁeld;
indicating differences between DR and NDR oscillatory modes.
such that in the limit that the magnitude of the period-average velocity ‖ui‖ tends to
inﬁnity, the OFI = 0. Conversely, oscillations of type NDR are those that correspond to
closed loops that do not cross any ui axes. These oscillations traverse the amplitude of
the ui vector, but do not reverse in any principal direction during a period of oscillation;
NDR oscillations may be hence viewed as conﬁned to their respective quadrants in the
ui phase portrait. Unlike DR oscillations, NDR oscillations are not well described by the
OFI, having values near zero.
In contrast, the OKEI measures oscillatory ﬂow disturbances without being restricted
to direction measures. The OKEI accomplishes this by measuring the relative signiﬁc-
ance of scalar energies of oscillating perturbations to those of the net periodic ﬂow; by
deﬁnition, the OKEI is therefore direction-indiscriminate, measuring both DR and NDR
oscillatory modes, hence encompassing the OFI distribution. This is not to say that the
OFI distribution has been made redundant. On the contrary, the property of the OFI to
exclusively distil DR modes is useful, as it can be applied to the OKEI, to differentiate
between oscillatory modes therein. The differentiation of DR and NDR modes can be
hence realised by weighting the OKEI with the OFI, which respectively gives
OKEIDR = OKEI×OFI (4.17)
OKEINDR = OKEI× (1−OFI) . (4.18)
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In this form the oscillatory modes within the OKEI have been segregated, such that
OKEI = OKEIDR + OKEINDR. It follows, that the range for these indices is the same
as that of the OKEI; where the lower and upper limits 0  OKEI  1 indicate a non-
oscillatory and purely oscillatory ﬂow respectively.
The signiﬁcance of this ﬁltering operation in place of utilising the OFI on its own
is that the OKEI assigns a measure of the signiﬁcance of oscillatory ﬂow disturbances,
which the OFI is insensitive to. Indeed, in a similar manner to the OFI, other ﬁltering in-
dices can be potentially applied to differentiate the OKEI into their respective oscillatory
mode measures, such as the transWSS for multidirectional oscillatory modes [130]. How-
ever, before this can be realised, the ﬁltering indices would require further development
to be made compatible with the OKEI, as herein demonstrated with the OFI.
4.2.2.5 Steady Representation Index
The action of modulating ﬂow pulsatility χ may result in subtle variations in the ﬂow
ﬁeld that would be difﬁcult to qualitatively differentiate. A quantitative measure is there-
fore required, and is provided with the Steady Representation Index (SRI), which is
deﬁned
SRIα{ϕ} =
ϕ|χ=0 − ϕ|χ=α
ϕ|χ=0 + ϕ|χ=α
. (4.19)
This index is designed to quantify variations in a generic ﬁeld variable ϕ, that arise
due to changes in ﬂow pulsatility χ; where the steady-equivalent condition χ = 0 is
designated as the relative state for comparison. The SRI is a signed index, with range
bounded by −1  SRI  1. A positive SRIα{ϕ} denotes that the steady condition locally
overestimates the ﬁeld variable ϕ, and a negative value if it underestimates. The condi-
tion SRIα{ϕ} = 0 implies that both steady and pulsatile conditions are locally equivalent
at χ = α. The SRI has been deﬁned as a relative rather than absolute measure of the ﬁeld
variable ϕ, because changes in ϕ are only signiﬁcant relative to its magnitude.
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4.2.3 Computational implementation
The models described in this study were implemented into the cell-centred ﬁnite-volume
solver ANSYS Fluent v16.2, with the customisation of in-house functions for the compu-
tational procedure, boundary conditions and evaluation of ﬂow indices. The carotid bi-
furcation geometry of Figure 4.1 was discretised with a hybrid mesh; where swept hexa-
hedral elements were constructed on tubular segments of the geometry (CCA, ECA and
ICA branches) and polyhedral elements at the bifurcation, serving as a buffer between
the hexahedral mesh zones. Following mesh independence of the ﬂow velocity ﬁeld by
successive reﬁnement, a ﬁnal converged mesh of 1.73× 106 elements was employed for
this study.
Pressure-velocity coupling of the Navier–Stokes equations was implemented via the
SIMPLE algorithm; with spatial discretisation of ﬂow variables made via a second-
order upwind scheme, and for the pressure, a neighbour-cell interpolation scheme using
momentum-equation coefﬁcient weighting (referred as the Standard scheme in ANSYS
Fluent). Field variable gradients were attained via least-squares cell-based interpolation.
For transient computations, each period was discretised to 100 time-steps, with time-
stepping made via an implicit ﬁrst-order forward-differencing scheme. The computa-
tional framework was solved with double-precision on a 64-bit serial machine.
Starting from arbitrary initial conditions, the resolved ﬂow was observed to tend to-
ward a steady-periodic state with each successive period. Therefore, to place a measure
on the number mp of periods P required to sufﬁciently purge the ﬂow from association
with initial conditions, a periodic-ﬂow residual function Ru¯ was developed; it is deﬁned
Ru¯ (mp) =
∣∣∣∣∣
[∫
ΩF
‖ui‖ dΩ
/
u0
∫
ΩF
dΩ
]P=mp+1
P=mp
∣∣∣∣∣ . (4.20)
To measure the periodic-ﬂow residual performance for the non-Newtonian viscosity
conditions of the present study, the equivalent Newtonian viscosity conditions are also
evaluated; these are deﬁned by setting μ = μ∞. The computed periodic-ﬂow residuals
for the carotid artery are displayed in Figure 4.4.
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Figure 4.4: Periodic ﬂow residual Ru¯ for the carotid artery computations; comparing variations
in χ and blood viscosity (measuring Carreau model performance relative to the New-
tonian).
For both viscosity conditions, the periodic-ﬂow residuals initially decrease monotonic-
ally with successive periods. Yet for non-Newtonian conditions, this behaviour is halted
from further progressing after the third period for all pulsatility cases; this may be due to
an insufﬁcient resolution of ﬂow strain-rates during intermediate time-steps. Similar be-
haviour is also observed for the Newtonian conditions, though after the seventh period,
where Ru¯ is approaching the ﬂoating-point numeric storage limit. For the present study,
the cut-off limit Ru¯ < 10−5 is deemed sufﬁciently adequate to merit meaningful res-
ults.
4.3 results
The following is an assessment of the oscillatory ﬂow indices obtained for the carotid
artery geometry described in Figure 4.1. Though results may not be universal for all ar-
teries and ﬂow conditions, they provide sufﬁcient information to assess the signiﬁcance
of ﬂow disturbances within a representative carotid geometry [102] and, by extension,
other medium-large sized arteries.
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4.3.1 Inﬂuence of ﬂow pulsatility on the ﬂow ﬁeld
Blood ﬂow within the carotid originates proximally to the CCA, and is transported along
the tubular artery toward the bifurcation (refer to the streamlines in Figure 4.5 and the
ﬂow velocity vector ﬁeld in Figure 4.6). There, the ﬂow encounters a topologic change
in its transport space, and bifurcates in compliance with its host geometry into the
ECA and ICA branches. Within the two daughter branches, the ﬂow adapts to changes
in direction and variations in its sectional ﬂow space. These changes locally disturb
the ﬂow, and particularly at the entrance of the ICA, promote ﬂow separation and the
formation of an attached recirculation zone.
stable ﬂow region
global ﬂow bifurcation
at topologic bifurcation
local ﬂow bifurcation at recirculation zone
recirculation zone
P1
P2
P3
P4CCA
ICA
ECA
0.0 1.0 2.0
Figure 4.5: Flow streamlines for pulsatility condition χ = 0; coloured by normalised velocity-
magnitude ‖ui‖/u0 .
At the CCA branch, the steady-state velocity-magnitude (normalised distribution in
Figure 4.6) reveals a stable ﬂow ﬁeld that maintains unidirectionality throughout the tu-
bular geometry. As ﬂow pulsatility is increased from steady-state χ = 0, the SRIχ{‖ui‖}
remains unchanged, signifying that the period-averaged ﬂow within the CCA branch
maintains stability with no discernible ﬂow disturbances emerging therein (refer to Lee
et al. [102]). This suggests that at tubular segments of the artery, the period-averaged
ﬂow ﬁeld remains little inﬂuenced by ﬂow pulsatility, and can be well approximated
by its steady-equivalent. However, arteries are not only uniformly tubular, but rather
inherent with geometric irregularities, which induce oscillatory ﬂow disturbances that
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inﬂuence the period-average ﬂow ﬁeld. This is observed at the bifurcation, where vari-
ations emerge in the ﬂow behaviour, particularly at the entrances of the ECA and ICA,
where low velocity-magnitude regions form. At region P4 of the ECA entrance (see Fig-
ure 4.6), the low velocity-magnitude ﬂow does not contain long-lived separated ﬂow
and thus does not form a recirculation zone as found at the ICA (refer to the velocity
vector plots of Figure 4.6). The ﬂow at region P4 is therefore found to be relatively stable
with respect to increasing pulsatility, showing little change in the SRI.
χ = 0.0
P1
P2
P3
P4
χ = 0.0
[i] Velocity-magnitude, ‖ui‖/u0
0.0
1.0
2.0
−1.0
0.0
1.0
χ = 0.5 χ = 1.0 χ = 1.5 χ = 1.5
P1
P2
P3
P4
[ii] Steady Representation Index, SRIχ{‖ui‖}
Figure 4.6: Distributions of normalised velocity-magnitude ‖ui‖/u0 for χ = 0 on [i] cross-
sections and mid-surface ΓM. To identify changes as χ is varied, the respective
SRIχ{‖ui‖} distributions are provided in [ii]. The corresponding velocity vector-ﬁeld
is overlaid for each case; note that arrow-heads are set uniformly sized.
The recirculation zone at the ICA branch entrance (see streamlines in Figure 4.5) is also
identiﬁed on mid-surface ΓM (see velocity vector plot in Figure 4.6); with ﬂow separation
at region P1 and reattachment at region P2, which is followed by a recovery zone up to
region P3. At these sites, the SRI is observed to progressively increase in magnitude and
spatial distribution as ﬂow pulsatility χ is increased. This indicates that ﬂow oscillations
introduce disturbances that act to part the pulsatile ﬂow ﬁeld from its steady-equivalent
at the recirculation zone. This is observed particularly at the site of reattachment, which
oscillates spatially in compliance with the surrounding ﬂow; as pulsatility is increased,
the reattaching ﬂow’s oscillatory space correspondingly grows.
As the size of the recirculation zone increases with respect to ﬂow pulsatility, so too
does variance within its internal structure, as indicated by the progressive increase in
SRI magnitude therein. The signed SRI denotes a predominantly negative distribution,
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indicating that the pulsatile ﬂow’s velocity-magnitude is underestimated by its steady-
equivalent within the recirculation zone. Yet whilst the bulk of the recirculation zone is
found to be strongly inﬂuenced by ﬂow pulsatility, this is not necessarily the case at the
separation site in region P1; relative to the oscillating reattaching ﬂow, the separating
ﬂow remains little inﬂuenced by ﬂow pulsatility, as it has a strong geometric depend-
ence. Collectively, this behaviour supports observations from previous studies (see, for
example, Bijari et al. [6], Gallo et al. [68], Lee et al. [102] and Liu et al. [109]), that identi-
ﬁed both ﬂow pulsatility and geometric irregularities as inﬂuential on the formation of
ﬂow disturbances.
4.3.2 Inﬂuence of ﬂow pulsatility on the oscillatory indices
For the present case study, the collective oscillatory indices are resolved for each instance
of varying ﬂow pulsatility χ within the carotid artery, and displayed in Figure 4.7; where
(a) and (b) respectively provide the OFI and OKEI distributions. The decomposition
of the OKEI into (b) OKEINDR and (a) OKEIDR is provided in Figure 4.8. Since the
oscillatory indices have been deﬁned to exist on both ﬂow and wall spaces, they are
thus processed on both domain spaces, showing a seamless transition between their
respective distributions.
As with the ﬂow ﬁeld results (Figure 4.6), the oscillatory index distributions (Figure
4.7) correspondingly indicate that ﬂow disturbances are predominantly at the bifurca-
tion. Indeed, for the present case-study, the global inﬂow and outﬂow do not contain
ﬂow reversal. Therefore, for the OFI to be locally non-zero, it is necessary that a local
ﬂow reversal occur. This is observed predominantly at the bifurcation, with little incid-
ence elsewhere (refer to Figure 4.7 (a)). At the entrance of the bifurcation, an almost
circumferential distribution of OFI is observed. This corresponds to the expansion of
the geometry, which predisposes the local ﬂow to attachment instability and hence, the
formation of local ﬂow oscillations that are detected by the OFI. As global ﬂow pulsatil-
ity χ is increased, these ﬂow oscillations are observed to grow in magnitude and spatial
distribution. This is also observed with the OKEI distribution (Figure 4.7 (b)), and its
constituent OKEIDR and OKEINDR distributions (Figures 4.8 (a) and (b) respectively),
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implying that both NDR and DR modes of oscillatory ﬂow disturbance grow with re-
spect to global ﬂow pulsatility χ.
4.4 discussion
The OKEI has been developed to quantify the signiﬁcance of oscillatory ﬂow disturb-
ances. By deﬁnition, the index measures the relative energies of ﬂow disturbances, and
therefore encompasses all their oscillatory modes. To demonstrate segregation of the
OKEI into distinct oscillatory modes, the OFI has been developed to speciﬁcally ﬁlter
direction-reversing modes. When applied to the OKEI, as demonstrated in Equations
4.17 and 4.18, the OKEIDR and OKEINDR are derived, which respectively measure the
signiﬁcance of direction-reversing and non direction-reversing oscillatory modes.
4.4.1 Signiﬁcance of oscillatory ﬂow disturbances
For the present conditions, the distribution of OKEIDR closely resembles that of the OFI.
However, this need not be necessarily so, since both indices vary in their respective
deﬁnitions; for the OFI, all DR oscillations are captured irrespective of their signiﬁcance,
whereas for the OKEIDR, they are weighted by the signiﬁcance of their oscillatory kinetic
energy, such that OFI  OKEIDR. The OKEI can be therefore perceived as weighting the
OFI to eliminate the occurrence of insigniﬁcant disturbances (i. e. potential false posit-
ives). The signiﬁcance of this can be observed in the OFI distribution, which upon close
examination reveals extra details that the OKEIDR does not include due to their lower
relative energy state; the same is true for the OKEINDR measure of NDR oscillations.
The correspondence of heightened OKEIDR distribution at the bifurcation as ﬂow
pulsatility χ is increased suggests that the global pulsatile behaviour of the ﬂow gener-
ates local ﬂow disturbances at susceptible sites. The similarity between distributions of
the OKEIDR and SRIχ{‖ui‖} (Figures 4.8 (a) and 4.6 respectively), particularly at the ﬂow
reattachment in region P2, which is noted to oscillate in compliance with the surround-
ing ﬂow, suggests that it is the direction-reversing oscillations that drive the localised
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parting between the pulsatile ﬂow and its steady-equivalent. The physiologic signiﬁc-
ance of this result is noted, in that since direction-reversing oscillations are associated
with inducing proatherogenic expressions on endothelial cells [23, 36], ﬂow pulsatility
can therefore inﬂuence the mechanics governing atherogenesis. For models of athero-
sclerosis growth, this implies that ﬂow pulsatility cannot be accurately substituted with
a steady-equivalent, since oscillatory ﬂow disturbances would not be accounted for.
The correspondence of the OKEIDR distribution with that of the SRIχ{‖ui‖} also sug-
gests that the inﬂuence of oscillatory ﬂow disturbances generally remains localised, such
that the ﬂow ﬁeld recovers away from the disturbances to resemble its steady-equivalent.
This does not imply that the disturbances themselves remain localised to their source,
but rather their inﬂuence on the ﬂow ﬁeld remains localised to the disturbances. It is
observed from their respective distributions, that DR modes are predominantly concen-
trated at localised sites that correspond to their sources, with generally higher OKEI
than the greater spread NDR modes. This observation follows the inertial property of
the working ﬂuid, which would require greater energy to completely reverse direction
than partially so. Yet though NDR modes are of lower relative energy state, their spread
is greater than that of DR modes, particularly at tubular vascular segments, such as the
CCA and ECA branches. This implies that though DR modes exert a strong and local-
ised inﬂuence on the period-averaged ﬂow, the weaker NDR mode inﬂuence can also
be potentially signiﬁcant, as it has greater spatial distribution. This is exempliﬁed at the
ECA branch, where a mild SRIχ{‖ui‖} and strong OKEINDR distribution is found, though
no signiﬁcant OKEIDR distribution is observed.
4.4.2 Transport of oscillatory ﬂow disturbances away from their source
Results from the SRIχ{‖ui‖} distribution (Figure 4.6) have shown that the pulsatile ﬂow
ﬁeld’s period-average locally differs from its steady-equivalent at the bifurcation. Corres-
pondingly, the high OKEI-magnitude distribution (Figure 4.7 (b)) therein has indicated
that the ﬂow is locally disturbed, thus conﬁrming that it is the relative signiﬁcance of
the oscillatory advective-stress tensor u′iu
′
j within Equation 4.8 that drives changes in
the period-averaged ﬂow. Observations of the OKEIDR and OKEINDR distributions at
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the bifurcation reveal that the disturbances comprise of both DR and NDR oscillatory
modes (Figures 4.8 (a) and (b) respectively). Though, at the recirculation zone of the ICA
entrance, DR modes are noted to dominate, particularly at the sites of ﬂow separation
in region P1 and reattachment in region P2. Therein, the DR oscillations are observed
to be localised and generally remain within their vicinity of generation, showing rapid
dissipation away from it. This dissipation is effectively a propagation of oscillatory kin-
etic energy from DR to NDR modes, which are subsequently transported with the ﬂow
away from their source.
As the recirculation zone of the ICA entrance is distinctly separate from the bulk ﬂow,
(refer to the ﬂow streamlines and velocity vector plot in Figures 4.5 and 4.6 respectively),
it is observed that oscillations generated therein are mostly conﬁned to it, with very little
escaping with the bulk ﬂow (refer to OKEI distribution in Figure 4.7 (b)). Conversely, at
the ECA entrance in region P4, the localised low velocity-magnitude ﬂow does not com-
prise a long-lived separate ﬂow structure. Therefore, disturbances generated therein are
unbounded and free to be transported away. This is manifest in the OKEINDR distribu-
tion (Figure 4.8 (b)), which shows the generation of NDR oscillatory modes at region
P4 and their subsequent downstream transport into the ECA. Indeed, the disturbances
exiting the ECA are of greater magnitude OKEI than those exiting the ICA; this is in
spite of the ICA entrance having a richer distribution of disturbances than that of the
ECA, and is due to the ICA recirculation zone forming a conﬁne to the disturbances
generated within.
4.4.3 Signiﬁcance of ﬂow and wall-based indices
The application of the OKEI and OFI in the present case study has demonstrated that
ﬂow-based indices satisfactorily compliment wall-based indices in measuring oscillatory
ﬂow disturbances. The introduced indices have also further demonstrated the advantage
of uniﬁed ﬂow and wall-based indices by quantitatively demonstrating the link between
oscillatory ﬂow disturbances and their impressions on the walls. The indices’ ability to
characterise the distribution of ﬂow disturbances is a useful property, which besides
serving to identify the ﬂow disturbances (as demonstrated in the present study and in
76
Sano et al. [137]), may be potentially applied in their control. It is therefore foreseeable
that these indices can ﬁnd potential application in aiding surgical procedures, such as in
the optimal design of vascular bypass grafting [113], to reduce the formation of local ﬂow
disturbances and hence their pathogenic outcomes, such as atherogenesis. Indeed, the
potential applications of the introduced indices are unprecedented and it is anticipated
that they will form an exemplar by which current and potential haemodynamic indices
are development, to encompass both ﬂow and wall spaces.
4.5 conclusion
Pulsatile blood ﬂow is studied relative to its steady-equivalent state. Beginning with
the equations that govern the period-average of pulsatile blood ﬂow, it is shown that
the period-average ﬂow behaves similarly to its steady-equivalent, though with the ad-
ded inﬂuence of oscillatory interactions that can locally part the period-average from its
steady-equivalent. These interactions are identiﬁed to be the same as the ﬂow disturb-
ances that are associated with inducing proatherogenic expressions in endothelial cells.
It is shown that the ﬂow disturbances manifest via advective transport, and for non-
Newtonian ﬂuids such as blood, via added viscous diffusion. In the case of advective
transport, the disturbances are transported via momentum transfer, which is expressed
by the oscillatory advective-stress tensor u′iu
′
j. The signiﬁcance of this term within the
governing equations is shown to be related to the kinetic energy of the ﬂow disturb-
ances. A ﬂow-based index, the Oscillatory Kinetic Energy Index (OKEI), is therefore
developed to quantify the kinetic energy of the ﬂow disturbances and hence measure
their inﬂuence on the pulsatile ﬂow ﬁeld.
By its deﬁnition, the OKEI measures all oscillatory modes of ﬂow disturbances as
it does not differentiate between them. To segregate oscillatory modes, another index
would be required. This is demonstrated with the Oscillatory Flow Index (OFI), which
is developed to speciﬁcally measure direction-reversing (DR) oscillatory modes, and
when applied to the OKEI, distils these modes from non direction-reversing (NDR) os-
cillatory modes therein. In contrast to wall-based indices, which are popularly used in
cardiovascular ﬂow modelling, the OKEI and OFI are deﬁned to exist on both ﬂow and
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wall spaces. This is a useful development as it allows for wall distributions to be imme-
diately related to ﬂow structures quantitatively. The introduced indices can be therefore
applied to study ﬂow disturbances and complex ﬂow structures found in irregular vas-
cular geometries, such as bifurcations and aneurysms.
A case study involving a human carotid artery is constructed to demonstrate the ef-
ﬁcacy of the introduced indices in describing ﬂow disturbances. It is observed that ﬂow
disturbances have a strong geometric dependence; emerging predominantly at sites of
geometric irregularities, such as the carotid bifurcation, as either DR or NDR oscillat-
ory modes. These ﬂow disturbances subsequently propagate to lower energy-state NDR
oscillatory modes as their kinetic energies dissipate. It is deduced that since ﬂow dis-
turbances act to part the period-average of a pulsatile ﬂow from its steady equivalent,
their incidental inﬂuence in imparting a proatherogenic expression on endothelial cells
implies that ﬂow pulsatility is indispensable to early-stage atherosclerosis. A functional
model of atherosclerosis should therefore integrate the inﬂuence of ﬂow disturbances,
and this can be potentially provided via the OKEI, OFI and other similar indices.
4.6 relevance to mass transport and atherosclerosis
It has been observed in the present study, that oscillatory ﬂow disturbances occur at
sites of geometric irregularities, such as arterial bifurcations. At these sites, localised re-
circulation zones may form, which besides serving as sources of ﬂow disturbances that
induce proatherogenic expressions in endothelial cells, also act to enhance the temporal
residence of blood-borne species [83]; such as low density lipoproteins (LDL), which are
critical to the inﬂammatory process governing atherosclerosis. Due to the inﬂuence of
oscillatory ﬂow disturbances on the local ﬂow ﬁeld at these sites, the transport beha-
viour of local species can also be inﬂuenced. This can be demonstrated for the presently
studied vascular geometry by transporting LDL within the steady-state ﬂow; modelled
using the wall-free transport model described in Chapter 3.
It is observed from the results in Figure 4.9 (a), that LDL surface concentration is
elevated at the bifurcation and spatially varies signiﬁcantly therein. These results are also
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Figure 4.9: Distributions of normalised (a) LDL concentration and (b) RRT on the arterial wall
ΓW boundary for ﬂow pulsatility condition χ = 0; normalisation is made relative to
the respective variable’s boundary-average value at the ΓC boundary.
supported by the distribution of the Relative Residence Time (RRT) index in Figure 4.9
(b), which indicates elevated temporal residence of the ﬂow at the bifurcation (implying
elevated concentration aggregate of ﬂow-advected species); the RRT, which is deﬁned
RRT ∝ ‖τw‖−1, is a wall-based index2 that was introduced by Himburg et al. [83] as
an approximate measure of the time that a hypothetical massless particle would spend
at an inﬁnitesimal distance away from a wall. From the distributions of Figure 4.7, it
is observed that oscillatory ﬂow disturbances also coincide with the sites of elevated
species concentration and would act to inﬂuence the species concentration ﬁeld. This
can also be shown by re-expressing the RRT into the form
RRT ∝
(
(1−OFI)× ‖τw‖
)−1
, (4.21)
which indicates that the local direction-reversing ﬂow disturbances would act to modify
the RRT (i. e. via the OFI) and hence the local species concentration ﬁeld [83].
This result further supports the present study’s conclusion that ﬂow pulsatility is in-
ﬂuential on early-stage atherosclerosis and a functional model of atherosclerosis should
2 As with the other indices in this study, it may be possible to extend the RRT onto ﬂow and wall spaces
by utilizing the ﬂow velocity gradient in place of the wall shear stress. This is unnecessary for the present
study, since variations in LDL species concentration predominantly occur within a thin near-wall boundary
layer, and so the present deﬁnition sufﬁces.
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therefore integrate the inﬂuence of ﬂow disturbances. To further ascertain this result, it
is necessary to study the inﬂuence that oscillatory ﬂow disturbances impart on the ad-
vected mass transport of blood-borne species; see, for example, the studies by Hansen
et al. [79], Hong et al. [84] and Sun et al. [144]. Should this mechanism be understood
and integrated into models of ﬂow and species transport, then models of long-term
processes such as atherogenesis can be realised to greater ﬁdelity. Therefore, in the
following chapter, the inﬂuence of oscillatory ﬂow disturbances on the advected mass
transport of blood-borne species will be investigated and a model that integrates this in-
ﬂuence without resolving all intermediate periods of oscillation will be proposed. Unlike
the present chapter, the following chapter will conduct the study on a coronary artery,
wherein the inﬂuence of ﬂow pulsatility is lower, though still relevant. This change is
made because the present form of the model developed in the following chapter requires
for ﬂow pulsatility to be low. It is anticipated that following the results of Chapter 5, fur-
ther studies will be conducted on larger arteries such as the carotid and aorta, wherein
the inﬂuence of ﬂow pulsatility is higher.
80
5
INFLUENCE OF PULSATIL ITY ON SPEC IES TRANSPORT
In Chapter 4, the inﬂuence of pulsatility on the transport behaviour of blood ﬂow was
investigated. It was observed that so-called oscillatory ﬂow disturbances emerge and in-
ﬂuence the period-average ﬂow ﬁeld, causing it to deviate from its steady-equivalent
state. In the present chapter, ﬂow pulsatility is further investigated with respect to its
inﬂuence on the transport of blood-borne biochemical species, such as low density lipo-
proteins. It is shown that the transport of blood-borne species also inherits disturbances
that inﬂuence its period-average state. For long-term species transport, the inﬂuence of
disturbances aggregates, such that the period-average can substantially differ from its
equivalent steady-state. This poses a problem for the modelling of long-term species
transport within pulsatile blood ﬂow, as an explicit resolution of all periods of oscil-
lation would be computationally expensive to resolve, signiﬁcantly more so than the
equivalent steady-state. A computationally-efﬁcient solution is therefore required, and
is herein provided with the Reynolds Period-Average (RPA) species transport model.
In the present form of the RPA model, the inﬂuence of ﬂow disturbances is integrated,
whereas the species transport disturbances are assumed to be relatively negligible. This
condition is observed to hold for low–moderate ﬂow pulsatility, such as within human
coronary arteries. Under these conditions, the present form of the RPA model is shown
to well approximate the period-average of pulsatile species transport with relatively little
computational requirements.
objectives
• Develop the equations governing the period-average transport of species within
pulsatile blood ﬂow.
81
• Identify the terms within the equations that can inﬂuence the period-average spe-
cies transport.
• Develop a measure of the inﬂuence that these terms impart on the period-average
species transport.
• Develop a model to resolve the period-average of the steady-periodic state of spe-
cies transport without explicitly computing intermediate periods of oscillation.
• Compute the transport of pulsatile blood ﬂow and blood-borne species within a
coronary artery; evaluate the period-average ﬂow and species transport, and its
equivalent steady-state.
• Compare the performance of the developed model to an explicit computation of
the period-average species transport.
5.1 introduction
The regularity of contractions and relaxations of the beating heart cause blood ﬂow in
the cardiovascular system to pulsate in a near-periodic manner. For many modelling ap-
plications, it is sufﬁcient to describe the state of the ﬂow by a single period of oscillation.
By applying Reynolds periodic-decomposition, the ﬂow can be disassociated from its
oscillatory ﬂuctuations, revealing a time-invariant state, that is its characteristic period-
average [106]. The period-average is a useful representation of pulsatile blood ﬂow, as it
can simplify modelling of the cardiovascular system and reduce the complexities of its
data analysis.
In Chapter 4, it was demonstrated that the period-average (PA) of a pulsatile ﬂow is
generally comparable to its equivalent steady-state1 (SS). It was also demonstrated that
ﬂow pulsatility induces the emergence of so-called oscillatory ﬂow disturbances (OFDs),
which act to modify the period-averaged ﬂow and locally part it from its equivalent
steady-state. It was also anticipated that the inﬂuence of ﬂow pulsatility will be inherited
1 Deﬁned as the steady ﬂow ﬁeld that satisﬁes the period-averaged ﬂow at ﬁxed locations, such as the inﬂow
and outﬂow boundaries of a vascular segment.
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in the transport of blood-borne species. These include lipoproteins, which are critical to
the inﬂammatory process governing atherosclerosis; indicating that ﬂow pulsatility can
be directly inﬂuential in the localisation and development of atherosclerosis, and should
be integrated in models of the disease (refer to Cilla et al. [28] and Díaz-Zuccarini et al.
[42] for examples of such models).
It will be herein shown, that the inﬂuence of pulsatility on the transport of blood-
borne species occurs via the action of oscillatory disturbances that are imparted by the
advecting blood medium. For blood-borne species, advective transport generally dom-
inates within the bulk blood ﬂow and diffusive transport near the vascular walls. In
the bulk ﬂow, the signiﬁcance of advective transport on the species is quantiﬁed by the
dimensionless Péclet number (Pe), which measures the respective rates of advective to
diffusive species transport. The Péclet number is the species transport equivalent of the
Reynolds number (Re), which measures the signiﬁcance of inertial (i. e. advective) to vis-
cous (i. e. diffusive) transport of the ﬂow; these dimensionless numbers are respectively
deﬁned
Pe = ul/D , (5.1)
Re = ul/ν , (5.2)
where u and l are a characteristic ﬂow velocity and length scale respectively, D is the
species diffusivity and ν is the ﬂow’s kinematic viscosity. In the form of Equations 5.1
and 5.2, the species diffusivity D is comparable to the kinematic viscosity ν (i. e. the
ﬂow’s viscous diffusivity). By taking the ratios of the respective dimensionless numbers,
the Schmidt number (Sc) is realised, where
Sc = Pe/Re = ν/D . (5.3)
It can be seen that as a measure of the relative diffusivities of the ﬂow and species trans-
port, the Schmidt number effectively represents the relative thicknesses of the ﬂow and
species boundary layers respectively, where the latter occurs as a result of concentration
polarisation at the walls [148].
For many blood-borne species, such as lipoproteins and free molecules, their transport
is relatively passive and does not signiﬁcantly alter the blood’s ﬂow ﬁeld. It therefore
follows, that at any point in the ﬂow, advective transport is perceived almost equally
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amongst species. However, diffusive transport can vary, leading to corresponding vari-
ations in the Péclet numbers of respective species. It is inferred that a low Péclet number
species (i.e. of high diffusivity within blood plasma) would be little inﬂuenced by ﬂow
oscillations and would conform to a near-regular transport. However, most blood-borne
species are generally of high Péclet numbers in the bulk ﬂow, such as low density lipo-
proteins (Pe ∼ O(108)) and free oxygen (Pe ∼ O(106)) [143]. In such species, the dom-
inance of advective transport implies a strong inﬂuence from the ﬂow, and hence its
oscillatory behaviour on their transport. Furthermore, the corresponding high Schmidt
numbers of such species would entail the presence of very thin near-wall boundary
layers in their transport ﬁeld. From a modelling perspective, this presents a potential
constraint for high Péclet number species transport, since the strong coupling to the
ﬂow in the bulk ﬂow and increasing inﬂuence of diffusivity in the near-wall ﬂow im-
plies an interplay of varying length and time scales. That is, the corresponding response
of the species to perturbations from the oscillating ﬂow would spatially vary between
the bulk and near-wall ﬂow, requiring a large number of periods (i. e. computational
time) for steady-periodic equilibrium to be achieved (also referred as the quasi-steady
state). This is observed in the computational modelling of high Péclet number species
transport, in that whilst the ﬂow may resolve to a steady-periodic state within a reas-
onable ∼ 5 periods of oscillation from resting-state initial conditions [109], the same is
not necessarily true for the species, which may take considerably longer [46, 101, 144].
This is especially problematic near vascular walls where other types of interactions may
occur, such as transport into the walls and reactions with other species [148]. For com-
putational models of such species, this presents an inconvenience that may be infeasible
to resolve within reasonable time and computational resources.
Indeed, the inﬂuence of pulsatility on ﬂow and species transport has been extensively
investigated in past studies. However, the difﬁculty of attaining a steady-periodic state
still remains to be resolved within feasible computational resources. In the objective of
overcoming this difﬁculty, the mechanics that inﬂuence the steady-periodic state of ﬂow
and species transport are investigated in the present study. For many studies, such as
those of Fazli et al. [46], Lantz et al. [101], Liu et al. [109] and Sakellarios et al. [136], the
period-averaged transport of species within the lumen was explicitly resolved for suc-
cessive periods of oscillation until the steady-periodic state was approached. In a recent
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study by Hansen et al. [79], a dimensionally-reduced model was developed to alleviate
computational requirements of the explicit approach; the model takes advantage of the
property that high Schmidt number species have a thin near-wall boundary layer, and
computes their transport along the arterial wall. Whilst this model can present a sub-
stantial reduction in computational requirements, it still requires for the steady-periodic
state to be explicitly approached by successive periods of oscillation. In contrast to the ex-
plicit approach, Sun et al. [144] developed the Lumen-Free Time-Average (LFTA) model
to implicitly approximate the steady-periodic state of species transport within the ar-
terial wall; the model uses the period-averaged ﬂow ﬂux at the lumen-wall interface
as a boundary condition for ﬂow and species transport within the arterial wall. These
are solved to steady-state, which is assumed to be equivalent to the period-average of
the steady-periodic state (this assumption was later investigated in Hong et al. [84] and
was shown to be satisfactory, albeit for the arterial wall). Though this model presents a
substantial reduction in computational requirements, it is not applicable to resolving the
steady-periodic state of species transport within the lumen, as the inﬂuence of pulsatility
therein is higher than within the arterial wall.
In the present study, the Reynolds Period-Average (RPA) species transport model is
developed to overcome some of the shortcomings of the previous modelling attempts
in computing the steady-periodic state of species transport. In its current form, the RPA
model is semi-implicit, in that it requires the steady-periodic state of the ﬂow ﬁeld to
be explicitly computed, whereas the steady-periodic state of species transport is im-
plicitly resolved. This is a computationally feasible solution, as the ﬂow ﬁeld gener-
ally approaches its steady-periodic state within a reasonable ∼ 5 periods of oscillation
from resting-state initial conditions. The present study is a continuation of the work
developed in Chapter 4. For the present study, this work is further developed with the
proposal of the RPA model and its application to four species of differing diffusivity;
where one of the species is modelled on low density lipoprotein.
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5.2 methodology
It is recognised that coronary arteries are inherent with geometric variations along their
longitudinal span, which can promote the emergence of localised disturbances in the
ﬂow and species transport. Therefore, a vascular segment from a human right coronary
artery (RCA) is selected as the subject geometry of this investigation. For this study,
the ﬂow and species transport are considered only within the arterial lumen. The inclu-
sion of ﬂow and species transport within the arterial wall will add further complexities,
which are beyond the scope of this study; refer to Hong et al. [84] and Sun et al. [144]
for such studies.
5.2.1 Geometry
The subject geometry2 of this investigation comprises of a single RCA stem with no
bifurcations or branches. The geometry comprises of the wall ΓW, inﬂow ΓI and outﬂow
ΓO boundaries, which bound the volumetric ﬂow space ΩF that deﬁnes the lumen; refer
to Figure 5.1 (a) for a schematic drawing. At the inﬂow and outﬂow boundaries, ﬂow
extensions of 5[mm] and 10[mm] are respectively added to ensure that the ﬂow and
species transport within ΩF are sufﬁciently developed from their boundary condition
states.
As depicted in Figure 5.1 (b), the RCA geometry is discretised with an O-grid mesh
that is swept along the longitudinal span of the artery. Following mesh convergence,
about 2.4 × 103 hexahedral elements were required per O-grid cross-section, which
amounted to about 7.75× 105 elements for the collective geometry. For the species trans-
port of this investigation, it is expected that the concentration ﬁeld will be relatively uni-
form throughout the bulk of the lumen volumetric ﬂow space, except in the near-wall
region, where a thin species transport boundary layer develops. Therefore, as depicted
in Figure 5.1 (b), the near-wall mesh is reﬁned to sufﬁciently resolve the species trans-
2 Geometry provided by the Bioﬂuid Mechanics Lab, Charité Universitätsmedizin Berlin.
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(a)
ΩFΓI
ΓO
ΓW
35[mm]
dI = 2.2[mm]
2.4[mm]
(b)
×5
First layer height = 1.0× 10−6[m]
Figure 5.1: Detail of the RCA segment used for this study, with (a) geometry schematic (not
including ﬂow-extensions) and (b) cross-section O-grid mesh (coarsened for display).
port boundary layer, such that the ﬁrst element layer height is 1.0× 10−6[m] (about 2200
times smaller than the average inﬂow diameter dI).
5.2.2 Governing equations
For the present study, the transport of blood ﬂow and blood-borne species in the coron-
ary artery is modelled as a continuum. That is, though blood comprises a heterogeneous
suspension of particulates, the collective ﬂuid is approximated as continuous on a suf-
ﬁciently large macroscale level. For the continuum description of blood to hold, it is
necessary for macroscale level properties, such as the blood’s rheology, to be described
via constitutive models [152]. The continuum description is found to satisfactorily hold
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for blood vessels with diameters signiﬁcantly larger than that of an erythrocyte (i. e. red
blood cell), such as the aorta and even coronary arteries.
To study the oscillatory3 transport behaviour of blood ﬂow and blood-borne species, a
time-averaging procedure will be applied to process time-varying ﬁeld variables. How-
ever, for a spatially-invariant deﬁnition of the time-average4 to be realised (see Section
5.2.4 and the deﬁnition in Equation 5.11 for details), a ﬁxed reference frame would be
required. This would not be the case if the arterial wall deforms in compliance with
the pulsatile ﬂow, as the lumen’s volumetric ﬂow space, which is enclosed by the wall
boundary, would also deform. Indeed, though a locally ﬁxed reference frame can be
realised on the arterial wall itself (i. e. via Lagrangian tracking of the known wall dis-
placement), it cannot be directly realised within the lumen, as it does not have a nat-
ural displacement ﬁeld. In this case, special treatment would be required to deﬁne a
spatially-invariant time-average within the lumen; such as by arbitrarily extending the
wall’s surface displacement ﬁeld into the lumen’s volumetric space, as done in the Arbit-
rary Lagrangian-Eulerian (ALE) method. This added complexity is beyond the scope of
this study, and is avoided by treating the arterial wall ΓW as non-compliant (i. e. rigid). In
this condition, all ﬁeld variables would exist within a ﬁxed Eulerian reference frame, in
which a spatially-invariant deﬁnition of their time-average can be naturally realised.
5.2.2.1 Blood ﬂow transport
The ﬂow of blood within ΩF is described by the incompressible mass and momentum
conservation (Navier–Stokes) equations, which are respectively expressed in conservative-
form by
∂iui = 0 (5.4)
ρ∂tui + ∂j
(
ρuiuj − τij + pδij
)
= 0 , (5.5)
where ui is a component of the blood’s velocity ﬁeld vector u and p is its scalar pressure
ﬁeld. The tensor δij is the Kronecker delta, τij = 2μγ˙ij is the viscous stress tensor
3 The term oscillatory is herein used interchangeably with pulsatile to describe the periodically-repeating state
of the ﬂow; the two terms are not differentiated with any distinct meaning; refer to Chapter 4 for further
discussion on this.
4 Or period-average for time lengths that are integer multiples of a period of oscillation.
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and γ˙ij = 12
(
∂iuj + ∂jui
)
is the strain-rate tensor. Material properties are given by the
blood’s density ρ and viscosity μ, which for the present study, are assumed constant
with respective values ρ = 1050[kg/m3] and μ = 3.45× 10−3[kg/m/s].
Though the viscosity of blood is non-Newtonian with a strain-rate dependence, the
general behaviour of blood ﬂow can be well approximated using an equivalent Newto-
nian approximation of the viscosity. This approximation is found to be acceptable for
modelling blood ﬂow within arteries that have diameters much larger than that of an
erythrocyte (approximately 8× 10−6[m] [3]); it is deemed that the RCA geometry of the
present study is sufﬁciently large to satisfy this condition. The Newtonian approxima-
tion is made in this study, so that the transport of oscillatory ﬂow disturbances (OFDs)
is restricted to advection, and is therefore directly measurable with the OKEI; refer to
Section 5.2.4 for further details. However, it is recommended that in general, a high ﬁdel-
ity model of blood ﬂow within coronary arteries should use a non-Newtonian viscosity
formulation; refer to Campo-Deaño et al. [14], Cho et al. [25], Johnston et al. [92] and
Yilmaz et al. [165] for reviews of various blood viscosity models.
5.2.2.2 Species transport
The transport of blood-borne species is also modelled as a continuum. That is, rather
than tracking individual particles, their collective concentration is resolved on an Eu-
lerian framework. In this study, the transport of four species with diffusivities in the
range of those encountered for blood-borne species is investigated, where one of the
species is modelled on low density lipoprotein (LDL). A single LDL particle has a dia-
meter of approximately 2.0× 10−8[m] [151], which is about 105 times smaller than the
internal diameter of the coronary artery used in this study. Thus, with such large dif-
ference between their respective diameters, the continuum description is expected to
satisfactorily hold for the transport of LDL. However, it is observed that the near-wall
computational elements required to resolve the species transport boundary layer (see
Figure 5.1), are smaller than the diameter of an erythrocyte and should therefore resolve
greater detail than the continuum description of blood ﬂow would allow. Such ﬂow de-
tail is beyond the scope of the present study and may necessitate local corrections to
the material properties of the blood ﬂuid if required. This has been addressed in studies
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such as Huang et al. [86], which have resolved such detail as the Fahraeus–Lindqvist ef-
fect (migration of erythrocytes away from the wall) and its resulting inﬂuence on blood
rheology.
In this study, variations in LDL concentration are assumed to have no inﬂuence on the
ﬂow ﬁeld. Therefore, the transport of LDL concentration is modelled as a passive scalar
c that is advected with the ﬂow in a one-way coupling; the corresponding transport
equation is expressed in conservative form by
∂tc+ ∂i (uic−D∂ic) = 0 , (5.6)
where c is a normalisation of the species concentration C, which has been scaled by
its inﬂow boundary value C0, such that c = C/C0. For each of the species investig-
ated in this study, unique material properties are ascribed via their respective diffusion
coefﬁcient D, which is assumed isotropic. These diffusion coefﬁcients are denoted as
D1 < D2 < D3 < D4, and are deﬁned in Table 5.1 with their corresponding inﬂow-
based Péclet numbers Pe1 > Pe2 > Pe3 > Pe4. For comparison, the diffusion coefﬁcient
of LDL is about 5.0× 10−12[m2/s] [143], and corresponds to species index 2.
m 1 2 3 4
Dm × 1012 1.0 5.0 10.0 50.0
Pem × 10−6 178.0 35.6 17.8 3.56
Table 5.1: Variations on the species diffusion coefﬁcient D with their corresponding Péclet num-
bers (based on the inﬂow conditions for the present case study, where the characteristic
ﬂow velocity and length scale are u0 and dI respectively).
5.2.3 Boundary conditions
The boundary conditions deﬁned here are for pulsatile ﬂow conditions. Under equival-
ent steady-state conditions (i. e. when ∂tui = 0 and ∂tc = 0 in Equations 5.5 and 5.6
respectively), the boundary conditions take their period-average values. To differentiate
between inward-pointing and outward-pointing ﬂuxes for the boundary conditions, the
surface normals are differentiated as such. That is, for a boundary Γ that encloses the
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volumetric ﬂow space ΩF, its inward-pointing surface normal is designated by n+ and
its outward-pointing surface normal by n-.
For the ﬂow equations, the inﬂow boundary ΓI is assigned with a Dirichlet condition
of a Poiseuille proﬁle that is scaled by a periodically oscillating waveform, taking the
form
ui(x, t) = 2 u0(t)
⎛
⎝1−
(
‖x− xc‖
1
2dI
)2⎞⎠n+i (5.7)
where u0 is the boundary-average velocity, which follows the time-periodic waveform
deﬁned in Figure 5.2 and has period-average u0. Under these conditions, the boundary-
average Reynolds number at the inﬂow boundary takes a period-average value of Re|ΓI =
54.2, where the characteristic ﬂow velocity and length scale at the inﬂow boundary
are u0 and dI respectively; indicating that the ﬂow can be satisfactorily described as
laminar. The characteristic parabolic proﬁle of the Poiseuille ﬂow has its maximum at the
boundary centroid xc, where x is a spatial coordinate on the boundary. To gauge-ﬁx the
pressure ﬁeld, an arbitrarily selected Dirichlet condition p = 0 is assigned to the outﬂow
boundary ΓO; the precise value is not important under the present incompressible ﬂow
conditions, as there is no direct coupling with the pressure ﬁeld, but rather with its
spatial gradient. For the wall boundary ΓW, a no-slip wall condition is assigned, such
that ui = 0.
Since the species concentration ﬁeld has been normalised by its inﬂow value, the in-
ﬂow boundary ΓI is therefore ascribed with the uniform condition c = 1. At the outﬂow
boundary ΓO, a zero ﬂux condition (∂ic)n-i = 0 is assigned. Both these conditions are
whole-boundary approximations and locally misrepresent the near wall species concen-
tration due to the presence of a spatially growing boundary layer. However, due to the
high Péclet numbers of the species of interest, their transport equation are weakly el-
liptic, and so with the added ﬂow-extensions, the effect of the misrepresented boundary
conditions is not signiﬁcant within the domain of interest.
On the wall boundary ΓW, a ﬂux equilibrium condition is assigned. The condition
describes the balance between advective ﬂux into the wall and diffusive ﬂux away from
it, and is expressed by
(uic−D∂ic)n
-
i = Jc , (5.8)
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Figure 5.2: Plot of the RCA inﬂow waveform and its period-average; using an 8-term truncation
of a least-squares trigonometric approximation of the waveform provided in Johnston
et al. [93], which was adapted from Matsuo et al. [115].
where the net inﬂux Jc of species into the arterial wall is set to be zero for the present
study. The advecting velocity into the wall is set to be constant and equivalent to the
water ﬁltration velocity Ju = 4.0 × 10−8[m/s] [143], such that uin-i = Ju. Note that
this boundary condition has only been enforced in the species transport and has been
omitted from the ﬂow equations for this study. A more appropriate boundary condition
for the ﬂow equations should therefore correct the no-slip wall condition, such that
uin
-
i = Ju (5.9)
ui − (ujn
-
j)n
-
i = 0 . (5.10)
The effect of the misrepresented boundary condition is not expected to inﬂuence the
ﬂow ﬁeld signiﬁcantly, because Ju is much smaller than u0 and the domain ΩF is small;
see the analytical solution for a straight artery with a semi-permeable wall in Wada et al.
[157] for the inﬂuence of Ju.
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5.2.4 Oscillatory ﬂow data processing
An arbitrary scalar ﬁeld variable ϕ that is transported within an oscillating ﬂow of
period-length Tp is considered. To compare the oscillating ﬁeld variable with its steady-
state, it is ﬁrst necessary to decompose it into a time-invariant state. This is achieved
with Reynolds periodic-decomposition, which decomposes the ﬁeld variable into its
period-average ϕ and time-dependent perturbation ϕ′ components. Reynolds periodic-
decomposition is deﬁned
ϕ (t) =
{
ϕ+ϕ′ (t)
∣∣∣∣ ϕ = 1T
∫
T
ϕ (t) dt, t ∈ T
}
, (5.11)
where T = kTp is the integration time and k  1 is an integer multiplier. Under laminar
ﬂow conditions, the ﬂow ﬁeld is periodic at all relevant length scales; therefore, the
decomposition may be made over a single period of oscillation (k = 1). However, under
turbulent ﬂow conditions or when the pulsatile ﬂow generates slight aperiodicity within
the ﬂow ﬁeld in ΩF, a sufﬁciently large number of periods (k >> 1) would be required
for ϕ to become time-invariant.
Applying the Reynolds periodic-decomposition to the ﬂow (Equations 5.4 and 5.5)
and species transport (Equation 5.6), and period-averaging, respectively yields
∂iui = 0 (5.12)
ρ∂tui + ∂j
(
ρ
(
uiuj + u
′
iu
′
j
)
− τij + pδij
)
= 0 (5.13)
∂tc+ ∂i
(
uic+ u
′
ic
′ −D∂ic
)
= 0 . (5.14)
It is noted that the period-averaged ﬂow and species transport equations are similar
to their original form, except for the presence of added terms, which have emerged
from the non-linear advective components of the equations. These added terms describe
the period-aggregate inﬂuence of ﬂuctuations about the period-average of their respect-
ive ﬁeld variable. For the ﬂow (Equation 5.13) and species (Equation 5.14), these ad-
ded terms are respectively referred as the oscillatory advective-stress and oscillatory
advective-ﬂux.
Due to the presence of oscillatory advective-stress and oscillatory advective-ﬂux in the
ﬂow and species transport equations respectively, variations may emerge between the
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period-average and equivalent steady-state of their respective ﬁeld variables. These vari-
ations may be subtle and difﬁcult to qualitatively differentiate. A quantitative measure
is therefore required, and is provided with the Relative Index (RI), which is deﬁned
RI{ϕ1,ϕ2} =
ϕ1 −ϕ2
ϕ1 +ϕ2
. (5.15)
This index quantiﬁes variations in a generic ﬁeld variable ϕ that arise due to ﬂow pulsat-
ility, relative to its equivalent steady-state. The RI is signed and bounded by the range
−1  RI  1, such that a positive value RI{ϕ1,ϕ2} denotes that ϕ1 locally overestimates
ϕ2, and a negative value if it underestimates; at RI{ϕ1,ϕ2} = 0, both ϕ1 and ϕ2 are
locally equivalent.
For the ﬂow ﬁeld, oscillatory ﬂuctuations have generally been measured via the Oscil-
latory Shear Index (OSI), which was designed to measure ﬂuctuations in the wall shear
stress τw [82]. In Chapter 4, the Oscillatory Shear Index was generalised to the Oscillat-
ory Flow Index (OFI), which extended the domain space of the index onto the ﬂow ﬁeld,
where
OFI =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1−
‖u‖
‖u‖
on ΩF ∪ ∂ΩF \ ΓW
1−
‖τw‖
‖τw‖
on ΓW .
(5.16)
Note that the OSI is generally scaled to have a maximum value of 0.5; the scaling mul-
tiplier is removed in the above deﬁnition as it presents no added value. The Oscillatory
Kinetic Energy Index (OKEI) was also developed to measure the signiﬁcance of the oscil-
latory ﬂuctuations; by measures the trace (i. e. energy) of the oscillatory advective-stress
tensor relative to that of the period-average ﬂow. The OKEI was also extended to ﬂow
and wall spaces, and is deﬁned
OKEI =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1−
u ·u
u ·u
on ΩF ∪ ∂ΩF \ ΓW
1−
τw ·τw
τw ·τw
on ΓW .
(5.17)
In the above equation, the OKEI is expressed in a form that is akin to that of the OFI, and
is equivalent to its deﬁnition in Chapter 4. By applying the OFI to the OKEI, direction-
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reversing (DR) and non direction-reversing (NDR) oscillations can be segregated and
their signiﬁcance measured, such that
OKEIDR = OKEI×OFI (5.18)
OKEINDR = OKEI× (1−OFI) . (5.19)
It is noted that a similar period-averaging technique was applied by Hong et al. [84] to
derive the period-average species concentration equations for LDL transport within the
arterial wall. In that study, the authors argued that within the arterial wall, the period-
averaged LDL concentration is signiﬁcantly larger than its oscillatory perturbations and
can thus be represented satisfactorily by its steady-state equivalent. In the present ana-
lysis, the period-averaged species equations within the lumen are demonstrated to in-
herit the period-aggregated inﬂuence of disturbances via the oscillatory advective-ﬂux
term, which depending on their magnitude, can spatially modify the period-average
species concentration from its steady-state equivalent. These disturbances will be herein
referred as the oscillatory species transport disturbances (OSDs), and are to be quanti-
ﬁed by the Oscillatory Species Advective-Flux Index (OSAFI).
In the same manner as the OKEI was developed to measure the signiﬁcance of the
oscillatory advective-stress tensor for the ﬂow, the OSAFI was developed to measure
the signiﬁcance of the oscillatory advective-ﬂux term for the species transport, and is
deﬁned
OSAFI = 1−
‖u c‖
‖u c‖+ ‖u′c′‖ on ΩF ∪ ∂ΩF \ ΓW . (5.20)
As with the OKEI, which measures the distribution of OFDs, the OSAFI measures the
distribution of OSDs and is bounded by the range 0  OSAFI  1. Should the OSAFI be
large, the inﬂuence of OSDs are correspondingly signiﬁcant on the period-averaged spe-
cies transport. Should the OSAFI be small, then the inﬂuence is insigniﬁcant. This latter
condition allows for the potential to approximate the period-averaged species transport
by ignoring the contribution of the oscillatory advective-ﬂux term within Equation 5.14,
as will be herein demonstrated.
However, before the OSAFI is used to measure the signiﬁcance of the oscillatory
advective-ﬂux term, the governing species transport equations are reconsidered. It is
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noted that due to the non-zero Dirichlet condition c = (c0 = 1) at the inﬂow boundary
ΓI, variations in the species transport ﬁeld c within ΩF are shifted by c0. It is expected
that this shifting by c0 will dampen the OSAFI results when comparing the species trans-
port ﬁeld. To demonstrate this, the species concentration is recast to the form c = c0+ cs,
where c0 = 1 is the constant shifting on the base concentration cs. Now the base concen-
tration can be decomposed into its period-average cs and perturbation c′s components,
such that cs = cs + c′s. By this deﬁnition c′ ≡ c′s, and the total concentration can be ex-
pressed c = c0 + cs + c′s, which when applied to Equation 5.6 for the species transport,
gives the form
∂t(c0 + cs + c
′
s) + ∂i
(
ui(c0 + cs + c
′
s) −D∂i(c0 + cs + c
′
s)
)
= 0 . (5.21)
Now period-averaging and simplifying, gives
∂tcs + ∂i
(
uic0 + uics + u
′
ic
′
s −D∂ics
)
= 0 . (5.22)
It is observed that due to the divergence-free state of the ﬂow ﬁeld (Equation 5.4), which
is also inherited by the period-average ﬂow ﬁeld (Equation 5.12), the term ∂i(uic0) is
zero, and the above equation can be further simpliﬁed to the form
∂tcs + ∂i
(
uics + u
′
ic
′
s −D∂ics
)
= 0 . (5.23)
Since uic0 is a non-contributing term to the advective species transport, it is removed
from analysis, such that the OSAFI is redeﬁned to the form
OSAFIS = 1−
‖u cs‖
‖u cs‖+ ‖u′c′s‖
on ΩF ∪ ∂ΩF \ ΓW . (5.24)
In its present form, the domain space of the OSAFIS is restricted to the ﬂow. It is
noted that since a thin near-wall boundary layer is expected for the species transport,
processing of the OSAFIS in this region may be potentially difﬁcult due to spatial sens-
itivity. To overcome this difﬁculty, a similar generalisation as was done in Chapter 4 for
the OFI and OKEI is proposed, so that the OSAFIS domain space is extended to include
walls. This is done by noting that the wall shear stress at a point on a wall is linearly
proportional to the wall-tangential ﬂow velocity u∗ = u− (u ·n)n at an inﬁnitesimal
distance εw normal to it, such that τw ∝ limεw→0 u∗|εw . Now since the OSAFIS involves
a ratio of linear combinations of the ﬂow velocity, the constant of proportionality will
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cancel out from both numerator and denominator, such that in the limit near the wall,
the ﬂow-dependant OSAFIS will approach the OSAFIS on the wall, where the ﬂow velo-
city is replaced by the wall shear stress; refer to Chapter 4 for detail of this procedure as
applied to the OFI. It therefore follows that the OSAFIS domain space can be uniﬁed, as
expressed by
OSAFIS =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1−
‖u cs‖
‖u cs‖ + ‖u′c′s‖
on ΩF ∪ ∂ΩF \ ΓW
1−
‖τw cs‖
‖τw cs‖ + ‖τ′wc′s‖
on ΓW .
(5.25)
This uniﬁcation also holds for the original deﬁnition of the OSAFI. However, it is noted
that as with the OFI and OKEI, the equivalence for the uniﬁcation only holds for the wall-
tangential component of the ﬂow velocity. These uniﬁed indices therefore assume that
in the limit near the wall, the wall-normal component of the ﬂow velocity is negligible
relative to the wall-tangential component.
5.2.5 Case studies
For the present study, three species transport models are considered under varying
Péclet number conditions. The ﬁrst model, designated as the Period-Average (PA), is
the explicit resolution of successive periods of oscillation for ﬂow and species transport,
with period-averaging made of the ﬂow and species transport ﬁelds for each period.
Assuming that a steady-periodic state is achieved, the PA model best represents the
pulsatile ﬂow and species transport ﬁelds because it resolves all inﬂuences from oscillat-
ory ﬂow and species transport disturbances (OFDs and OSDs respectively). However, as
it requires an explicit resolution of all intermediate periods of oscillation, it is inherently
computationally expensive. The second model, designated as the Steady-State (SS), is
the steady-state equivalent of ﬂow and species transport. Though it is extensively used
in models of the cardiovascular system (see, for example, Cilla et al. [28], Di Tomaso et al.
[41] and Grytsan et al. [77]), the SS model does not resolve the inﬂuence of OFDs and
OSDs, and may therefore misrepresent the resulting ﬂow and species transport ﬁelds.
The third model, designated as the Reynolds Period-Average (RPA) species transport
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model, is the steady-state advection of species transport on the period-averaged ﬂow
ﬁeld. This model is inspired by the form of Equation 5.14 and is equivalent to setting
the oscillatory advective-ﬂux to zero, u′ic′ = 0. The RPA model is therefore equivalent
to integrating the inﬂuence of OFDs, though not the OSDs. In order of computational
expense, the three models rank PA > RPA > SS; in the following results, it will be shown
that this order is maintained for the accuracy of the respective models.
5.2.6 Computational implementation
The system of ﬂow and species transport equations was implemented into the cell-
centred ﬁnite-volume solver ANSYS Fluent v17.2, with in-house user-deﬁned functions
for customisation of the solver and data-processing. Computations were made with
double-precision on a 64-bit serial machine. For the ﬂow equations, pressure-velocity
coupling was attained via the SIMPLE algorithm. Flow variable discretisation was made
using a second-order upwind scheme and pressure discretisation using the standard
ANSYS Fluent scheme, which is a neighbour-cell interpolation method that uses mo-
mentum equation coefﬁcients for weighting. For species discretisation, a ﬁrst-order up-
wind scheme was used; this scheme was implemented to avoid numerical instabilities
that may arise due to the high Péclet number associated with the species transport (see
Section D.3 of Appendix D for validation of the ﬁrst-order upwind scheme). Temporal
discretisation of the ﬂow and species transport equations was made with an implicit
ﬁrst-order forward-differencing scheme. Field variable gradients were derived using
least-squares cell-based interpolation.
Under these settings, the serial computation of one period of oscillation for the pulsat-
ile ﬂow and species transport required approximately tP = 50 [hrs]. As will be demon-
strated in the following section, the ﬂow ﬁeld required about Nf = 5 periods of os-
cillation to sufﬁciently attain its steady-periodic state, whereas LDL (species index 2),
which has a high Pe number and was slow to converge, required about Ns = 60 peri-
ods of oscillation. The PA model therefore required at least tPA = NstP = 3000 [hrs]. In
comparison, the SS model required approximately tSS = 2 [hrs]. Combining these, the
required time for the RPA model becomes tRPA = NftP + tSS = 252 [hrs]. These results
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Figure 5.3: Plot of computational times for the SS, RPA and PA models up to the 60th period of
oscillation. Note that parallel computing can substantially reduce the computational
times for these models (2.5× for this case study), whilst maintaining their respective
relative magnitudes.
are summarised in Figure 5.3, where the required computational times for the models
are ranked tPA > tRPA > tSS. It is clear that though the RPA model is more computation-
ally expensive than the SS model, it is not as expensive as the explicit PA model. With
modern computational architecture, the computational requirements of the RPA model
are achievable, particularly if parallel computing is utilised. This is also illustrated in
Figure 5.3, where the computational times of the serial computations are compared rel-
ative to an equivalent 4-core parallel computation, which gives a 2.5× reduction in the
computational time for the present case study and model size.
5.3 results
Pulsatile ﬂow within the coronary artery is computed up to the 80th period of oscillation.
To ascertain that the ﬂow has attained a steady-periodic state, the periodic-ﬂow residual
Ru¯ (mp) =
∣∣∣∣∣
[∫
ΩF
‖ui‖ dΩ
/
u0
∫
ΩF
dΩ
]P=mp+1
P=mp
∣∣∣∣∣ , (5.26)
which was deﬁned in Chapter 4, is computed for each period mp and plotted in Figure
5.4. It is observed that with successive periods, the periodic-ﬂow residual initially de-
creases monotonically, indicating that the ﬂow ﬁeld is tending toward a steady-periodic
state. However, by the 5th period of oscillation, the periodic ﬂow residual appears to
have attained a plateau state. The plateau is attributed to the possible emergence of
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aperiodic ﬂuctuations during intermediate time-steps [132], which cause a slight dissim-
ilarity between successive periods. Indeed, the irregular non-uniformity of the plateau
seems to indicate at the presence of the aperiodic ﬂuctuations. For the present condi-
tions, the plateau occurs at Ru¯ ∼ O(10−11), implying that the inﬂuence of the aperiodic
ﬂuctuations is sufﬁciently insigniﬁcant, such that the ﬂow ﬁeld can be considered peri-
odic at all relevant length scales. Therefore, having begun at resting-state (i. e. ui = 0)
initial conditions, the ﬂow can be said to have approached its steady-periodic state by
the 5th period of oscillation, such that the period-average remains relatively unchanged
with successive periods thereafter.
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Figure 5.4: Plot of periodic ﬂow residuals Ru¯ for pulsatile ﬂow computations in the coronary
artery. Data history is clipped to the 21st period for visualisation clarity.
5.3.1 Flow ﬁeld
The ﬂow velocity and wall shear stress magnitude distributions on the coronary artery
are presented in Figure 5.5 (a) and (b) respectively, where the SS model is also compared
with the PA model results via the RI. These ﬂow and wall shear stress distributions re-
veal that the period-average of the pulsatile ﬂow generally displays similar characteristic
to that of its equivalent steady-state condition, particularly near the inﬂow at region P1.
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However, sufﬁciently away from the inﬂow boundary condition, subtle variations can
be directly observed in the magnitude of the velocity and wall shear stress. This is most
notable between regions P2 and P4, particularly at the narrowing of the artery (region P3)
and at the expansion thereafter (region P4). The high RI distributions at these locations
conﬁrms this and also indicates that its sign is not homogeneous but a seemingly even
distribution of positive and negative; implying that the period-average of the pulsat-
ile ﬂow is both overestimated and underestimated, relatively evenly, by its steady-state
equivalent.
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Figure 5.5: Plot of (a) normalised velocity magnitude ‖u‖/u0 on a longitudinal mid-cut of the
artery and (b) normalised wall shear stress magnitude ‖τw‖/τw0 on the arterial
wall; showing the steady-state (SS), period-average (PA) and Relative Index (RI) of
these distributions respectively. Where u0 is the period-average inﬂow velocity and
τw0 = 8μu0/dI is the inﬂow’s equivalent Poiseuille wall shear stress.
5.3.2 Species transport
In comparison to the pulsatile ﬂow ﬁeld, the pulsatile transport of the ﬂow-advected
species is expected to be much slower in approaching its steady-periodic state from
initial conditions (c = 1, which is equivalent to cs = 0). This can be observed by plotting
the period-averaged base species concentration cs proﬁles of the artery for successive
periods of oscillation. This plot is depicted in Figures 5.6 and 5.7 for the upper and lower
line segments of the longitudinal mid-cut surface that lie along the arterial wall. From
the collective behaviour of these concentration proﬁles, a convergence history can be
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determined. In the same plot, the concentration proﬁles from the SS and RPA models are
also presented for comparison. These plots are made for each species in sub-ﬁgures (a)
Pe1, (b) Pe2, (c) Pe3 and (d) Pe4. It is observed from these plots, that with each successive
period, the concentration proﬁles for all species initially evolve in large changes, then
gradually slow down as they approach their respective steady-periodic states.
From the plots in Figures 5.6 and 5.7, it is observed that the concentration proﬁles
for lower Péclet number species (i. e. Pe4) had sufﬁciently approached their respective
steady-periodic states faster than high Péclet number species and long before the termin-
ation period. Indeed, though the steady-periodic states is asymptotically approached
with successive periods of oscillation, it is deemed that by the termination period, the
species concentration proﬁles are sufﬁciently close, that the steady-periodic state can be
inferred. Therefore in Figures 5.8 and 5.9, the whole wall concentration ﬁelds for each
species are plotted for (a) Pe1, (b) Pe2, (c) Pe3 and (d) Pe4; where [i] shows the com-
puted steady-state (SS), period-average (PA) and Reynolds Period-Average (RPA) spe-
cies distributions with their Relative Index (RI) respectively, and [ii] shows the OSAFIS
distribution. The similarity of the steady-periodic state concentration ﬁeld (as determ-
ined by the PA model) to that of the RPA model, is observed to be signiﬁcantly closer
than that of the SS model. This can be shown by plotting the RI distributions for the SS
and RPA models relative to the PA, as done in Figures 5.8 and 5.9. It is observed that
for all the species, the RI{csSS, csPA} distribution is signiﬁcantly higher than that of the
RI{csRPA, csPA}, afﬁrming that the RPA model is a signiﬁcantly better approximation of
the steady-periodic state than the SS model.
To observe the distribution and inﬂuence of OSDs, the OSAFIS distribution is plotted
for each species in Figures 5.8 and 5.9 (a)[ii]–(d)[ii]. Likewise, to observe the distribution
and inﬂuence of OFDs, the OKEI is plotted in Figure 5.10, with (a) depicting the OKEI
distribution, (b) its NDR portion and (c) its DR portion. Deducing from the form of
Equation 5.14, it was hypothesised earlier that OFDs inﬂuence the transport of blood-
borne species by inducing disturbances (OSDs) therein. This can be observed in the
similarity between the general distributions of the OKEI and OSAFIS, indicating at a
relation between the two. Indeed, though the OSAFIS is considerably varied spatially
relative to the OKEI, its spatial distribution of high OSAFIS coincides well with regions
of high OKEI. It is also observed that the OKEINDR generally dominates throughout the
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Figure 5.6: Plot of normalised base species concentration cs along the length-normalised distance
s of the upper RCA span for (a) Pe1, (b) Pe2, (c) Pe3 and (d) Pe4; comparing the SS
(—) and RPA (—) models to the PA (—), which is depicted for each period; the arrow
points in the direction of successive periods.
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Figure 5.7: Plot of normalised base species concentration cs along the length-normalised distance
s of the lower RCA span for (a) Pe1, (b) Pe2, (c) Pe3 and (d) Pe4; comparing the SS
(—) and RPA (—) models to the PA (—), which is depicted for each period; the arrow
points in the direction of successive periods.
104
(a
)[
i]
P 1
P 2 P 3
P 4
P 1
P 2 P 3
P 4
P 1
P 2 P 3
P 4
0
.0
0
0
0
.2
5
0
0
.5
0
0
−0
.2
0
.0
0
.2
P 1
P 2 P 3
P 4
P 1
P 2 P 3
P 4
[i
i]
P 1
P 2 P 3
P 4
0
.0
0
0
.0
1
0
.0
2
(b
)[
i]
P 1
P 2 P 3
P 4
P 1
P 2 P 3
P 4
P 1
P 2 P 3
P 4
0
.0
0
0
0
.0
7
5
0
.1
5
0
−0
.2
0
.0
0
.2
P 1
P 2 P 3
P 4
P 1
P 2 P 3
P 4
[i
i]
P 1
P 2 P 3
P 4
0
.0
0
0
.0
1
0
.0
2
SS
PA
R
PA
R
I{
SS
,P
A
}
R
I{
R
PA
,P
A
}
O
SA
FI
S
Fi
gu
re
5.
8:
Pl
ot
of
no
rm
al
is
ed
ba
se
sp
ec
ie
s
co
nc
en
tr
at
io
n
c
s
on
th
e
ar
te
ri
al
w
al
lf
or
(a
)P
e 1
,(
b)
Pe
2
,(
c)
Pe
3
an
d
(d
)P
e 4
;s
ho
w
in
g
th
e
[i
]s
te
ad
y-
st
at
e
(S
S)
,
pe
ri
od
-a
ve
ra
ge
(P
A
)
an
d
R
ey
no
ld
s
Pe
ri
od
-A
ve
ra
ge
(R
PA
)
sp
ec
ie
s
tr
an
sp
or
t
m
od
el
di
st
ri
bu
ti
on
s
w
it
h
th
ei
r
R
el
at
iv
e
In
de
x
(R
I)
re
sp
ec
ti
ve
ly
,
an
d
[i
i]
O
SA
FI
S
di
st
ri
bu
ti
on
on
th
e
ar
te
ri
al
w
al
l.
105
(c
)[
i]
P 1
P 2 P 3
P 4
P 1
P 2 P 3
P 4
P 1
P 2 P 3
P 4
0
.0
0
0
0
.0
4
5
0
.0
9
0
−0
.2
0
.0
0
.2
P 1
P 2 P 3
P 4
P 1
P 2 P 3
P 4
[i
i]
P 1
P 2 P 3
P 4
0
.0
0
0
.0
1
0
.0
2
(d
)[
i]
P 1
P 2 P 3
P 4
P 1
P 2 P 3
P 4
P 1
P 2 P 3
P 4
0
.0
0
0
0
.0
1
5
0
.0
3
0
−0
.2
0
.0
0
.2
P 1
P 2 P 3
P 4
P 1
P 2 P 3
P 4
[i
i]
P 1
P 2 P 3
P 4
0
.0
0
0
.0
1
0
.0
2
SS
PA
R
PA
R
I{
SS
,P
A
}
R
I{
R
PA
,P
A
}
O
SA
FI
S
Fi
gu
re
5.
9:
Pl
ot
of
no
rm
al
is
ed
ba
se
sp
ec
ie
s
co
nc
en
tr
at
io
n
c
s
on
th
e
ar
te
ri
al
w
al
lf
or
(a
)P
e 1
,(
b)
Pe
2
,(
c)
Pe
3
an
d
(d
)P
e 4
;s
ho
w
in
g
th
e
[i
]s
te
ad
y-
st
at
e
(S
S)
,
pe
ri
od
-a
ve
ra
ge
(P
A
)
an
d
R
ey
no
ld
s
Pe
ri
od
-A
ve
ra
ge
(R
PA
)
sp
ec
ie
s
tr
an
sp
or
t
m
od
el
di
st
ri
bu
ti
on
s
w
it
h
th
ei
r
R
el
at
iv
e
In
de
x
(R
I)
re
sp
ec
ti
ve
ly
,
an
d
[i
i]
O
SA
FI
S
di
st
ri
bu
ti
on
on
th
e
ar
te
ri
al
w
al
l.
106
artery, though with low magnitude (i. e. OKEINDR  0.5). In contrast, the OKEIDR is less
distributed and substantially lower in magnitude, indicating that the inﬂuence of OFDs
in generating OSDs is made predominantly via NDR modes. However, as demonstrated
in Chapter 4, the inﬂuence of DR modes can be substantially higher in larger arteries,
such as within the carotid, and should be investigated in further studies.
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Figure 5.10: Plot of (a) OKEI with its decomposition into (b) OKEINDR and (b) OKEIDR; showing
distributions on the longitudinal mid-cut surface and wall respectively.
5.4 discussion
From the case studies considered, the proposed RPA model has been shown to perform
considerably well in approximating the steady-periodic state of pulsatile species trans-
port. Indeed, relative to the SS model, the RPA model is demonstrated to be superior in
resembling the steady-periodic state. This is attributed to the RPA model integrating the
inﬂuence of oscillatory ﬂow disturbances (OFDs), whereas the SS model, by deﬁnition
does not. However, as depicted in Figure 5.3, computational requirements for the RPA
model are signiﬁcantly higher than the SS model, though still considerably less than the
full explicit resolution of the PA model. Indeed, with modern computational architec-
ture, the computational requirements of the RPA model are achievable, particularly if
parallel computing is utilised.
At the present stage, the RPA model integrates the inﬂuence of OFDs, though not
of disturbances imparted in the species transport (OSDs). For the present case studies,
the OSAFIS distributions of Figures 5.8 and 5.9 indicate that the OSDs are low in mag-
nitude. This explains why the RPA model can satisfactorily ignore the inﬂuence of these
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disturbances. However, in larger arteries, such as the carotid and aorta, it is expected
that higher OFDs would form, which would in-turn generate more pronounced OSDs.
In such conditions, the present state of the RPA model may be insufﬁcient to describe
the steady-periodic species transport, and a more advanced version of the model would
be required. This can be achieved by modelling the oscillatory advective-ﬂux term in
Equation 5.14.
It is evident from Equations 5.13 and 5.14, that OFDs inﬂuence the generation of OSDs.
From the general similarity of the OKEI and OSAFIS distributions, it is apparent that a
corresponding relationship exists, though a complex one, as the OSAFIS was observed
to be substantially more varied than the OKEI. Indeed, this problem is not unique to
pulsatile blood ﬂow, but has also been considered in other ﬁelds, such as species trans-
port within turbulent ﬂows [134]. It is anticipated that should further advancements be
made in the development of the RPA model, they would include theory inspired by the
presently rich ﬁeld of turbulent species transport. For the present time, the RPA model
appears to be satisfactorily sufﬁcient in approximating the period-average of pulsatile
species transport, albeit under low–moderate OFDs.
5.5 conclusion
The oscillatory transport of pulsatile blood ﬂow and blood-borne species (modelled on
low density lipoprotein) has been investigated in the present study. It was determined
from their respective period-averaged transport equations that oscillatory inﬂuence is
inherent to the period-average transport. This inﬂuence is prominent in the advective
terms of the equations and manifests as the period-aggregate of oscillatory advective-
stresses and advective-ﬂuxes within the ﬂow and species transport respectively. These
terms are identiﬁed to be the cause for parting the period-average transport from its
equivalent steady-state condition. To investigate these terms, pulsatile blood ﬂow within
a human right coronary artery is investigated and oscillatory indices developed to meas-
ure their signiﬁcance. Three models of the period-averaged species concentration were
developed. The PA model, which was most computationally expensive, best represen-
ted the pulsatile species transport ﬁeld because it resolved all inﬂuences from oscillatory
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ﬂow and species transport disturbances. The SS model, which was least computationally
expensive, did not represent the species transport ﬁeld well because it did not resolve
the inﬂuence of oscillatory ﬂow and species transport disturbances. However, the pro-
posed RPA model, which was an intermediate combination of the PA model for the
ﬂow and SS model for the species transport, showed a remarkable similarity to the PA
model results, particularly for low Péclet number species. The RPA model appears to be
superior to the SS model, though with greater computational requirements, which are
feasible with modern computational architecture. These results were evaluated under
low–moderate ﬂow disturbances (i. e. OKEI  0.5). The next step in this study would
be to evaluate the performance of the RPA model under higher ﬂow disturbances, as
would be found in larger arteries than the coronary, such as the carotid and aorta.
5.6 future study – the relevance of pulsatility strength
In the present study, the RPA model has been shown to well approximate the period-
average of pulsatile species transport within a human RCA. However, it is noted that
within the RCA, ﬂow pulsatility is considerably smaller than what would be experienced
within larger arteries, such as the carotid and aorta. Correspondingly, the resulting os-
cillatory ﬂow disturbances within the RCA have relatively low–moderate strength as
compared to the larger arteries. This is shown in Figure 5.11, wherein the OKEI distri-
bution for the RCA of this study is compared to that of the carotid artery in Chapter 4
and an aorta (deﬁned in Appendix C). The ﬁgure comprises of the (a) OKE distribution
with its decomposition into (b) OKEIDR and (c) OKEINDR.
It is observed from Figure 5.11 that there is a general progression in OKEI increase
from the relatively small RCA to the relatively large carotid and aorta; this is observed
for both the OKEIDR and OKEINDR. The increase in OKEIDR for the larger arteries is
directly observed, with the RCA having a relatively negligible distribution compared
to the carotid and aorta. Indeed, the distribution within the aorta appears to be more
irregular and spread as compared to the other arteries, indicating that the inﬂuence of
oscillatory ﬂow disturbances is relatively more signiﬁcant therein. The aorta also shows
a relatively high OKEINDR magnitude, which is distributed relatively homogeneously
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Figure 5.11: Plot of (a) OKEI, with its decomposition into (b) OKEIDR and (c) OKEINDR, on the
walls of a right coronary artery (deﬁned in this chapter), carotid artery (deﬁned in
Chapter 4) and aorta (deﬁned in Appendix C).
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at sites away from the OKEIDR distribution. In comparison, the RCA and carotid artery
show a generally similar OKEINDR magnitude distribution.
These results collectively indicate that for large arteries, where ﬂow pulsatility is high,
oscillatory ﬂow disturbances are more distributed with increasing inﬂuence on the ﬂow
ﬁeld. Likewise, it is expected that the inﬂuence of oscillatory ﬂow disturbances on spe-
cies transport will also be correspondingly high within large arteries [109]. It is anticip-
ated that due to the greater inﬂuence of ﬂow pulsatility within large arteries, such as
the carotid and aorta, pulsatile species transport will take a considerably longer time
to approach its steady-periodic state, as compared to the relatively smaller RCA. There-
fore, having taken ∼ 3000 [hrs] for the serial computations of pulsatile species transport
to sufﬁciently approach their steady-periodic state within the RCA for this study, it is
anticipated that a much longer time would be required for the carotid and aorta. For
this reason, these studies have not been made for this dissertation, though further stud-
ies are ongoing to do this. To reduce the computational time for these further studies,
parallel computing will be utilised. Furthermore, the explicit computation up to the
steady-periodic state can be accelerated by setting the initial conditions to the solution
of the RPA model. In this latter case, should no further progress be observed in the
period-average species transport, then the RPA model is a satisfactory approximation of
the steady-periodic state. Should further progress be observed, then it may be necessary
to correct the RPA model. This can be achieved by integrating the oscillatory advective-
ﬂuxes that induce the oscillatory species transport disturbances; effectively providing
closure models to the oscillatory advective-ﬂux terms in Equation 5.14.
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6
CONCLUS ION
In the present research study, the signiﬁcance of blood ﬂow pulsatility to atherosclerosis
is investigated. The study is conducted from a physical mechanics perspective of the
inﬂuence of blood ﬂow on atherosclerosis, and utilises mathematical and computational
models to conceptualise this. The central research question,
What is the signiﬁcance of blood ﬂow pulsatility to atherosclerosis, and
how does it inﬂuence the mass transport of blood-borne species involved in atherosclerosis?
is put forth in Chapter 1, and is addressed in subsequent chapters by inferring the ac-
tion of so-called oscillatory ﬂow disturbances, which are demonstrated to be inherent
to pulsatile ﬂows. The oscillatory ﬂow disturbances are shown to inﬂuence the regu-
lar transport of blood ﬂow and blood-borne species, such as low density lipoproteins,
thereby potentially inﬂuencing the spatial distribution and growth behaviour of local-
ised atherosclerosis lesions. This is discussed to greater detail in the following summary
of this research study, with novel ﬁndings and contributions thereafter highlighted. This
chapter is then concluded with a discussion of recommendations for potential studies
that may emerge from this research.
6.1 research summary
The mechanics of pulsatile blood ﬂow and its inﬂuence on mass transport are invest-
igated with respect to atherosclerosis. Beginning in Chapter 2, this research study is
commenced with a review of current research literature on modelling atherosclerosis
growth. It is observed that though signiﬁcant research advancements have been made
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in modelling the structural tissue mechanics and inﬂammatory process governing ather-
osclerosis, the modelling of blood ﬂow and blood-borne species transport has remained
consistently unchanged for atherosclerosis growth models. It is noted that this is not due
to the aptness of existing models, but rather to the difﬁculty of integrating the pulsatile
nature of ﬂow and species transport with atherosclerosis growth and the inﬂammatory
process that governs it, both of which operate on signiﬁcantly longer time scales. For
this reason, most models of atherosclerosis growth bypass the inclusion of ﬂow pulsat-
ility, by assuming that an equivalent steady ﬂow would sufﬁce. Indeed, the need for
integrating ﬂow pulsatility has been expressed in past studies [41], though the necessity
of doing so is not wholly established; this is investigated in subsequent chapters.
6.1.1 Development of an atherosclerosis growth model
To identify the signiﬁcance of blood ﬂow pulsatility on atherosclerosis, it is necessary
to measure the respective spatial distributions of both, so that an association may be
established. Therefore, in Chapter 3, a simple atherosclerosis growth model is developed
to determine the spatial distribution of potential atherosclerosis lesions. The model is
constructed on the basis that progressive mural aggregate of low density lipoproteins is
an integral driving factor for the inﬂammatory process that governs atherosclerosis. The
inﬂammatory process itself is not resolved, though its effect is lumped into a growth-
rate parameter that is driven by the local mural ﬂux of LDL. The model is applied to a
subject carotid artery, and as inferred in past studies [168], determined the distribution
of atherosclerosis lesions to be prominent at the carotid bifurcation, particularly at the
sinus of the RCA branch, where the largest distributions were observed.
6.1.2 Identifying the signiﬁcance of blood ﬂow pulsatility to atherosclerosis
With conﬁdence in the distribution of potential atherosclerosis emergence, the role of
blood ﬂow pulsatility was then investigated in Chapter 4. By applying Reynolds periodic-
decomposition to the equations governing the transport of pulsatile ﬂow, it was form-
113
ally shown that oscillatory ﬂow interactions, are inherent to pulsatile ﬂows, acting to
inﬂuence the period-average ﬂow ﬁeld in a manner similar to that in which turbulent
eddies interact to inﬂuence the mean ﬂow ﬁeld. These oscillatory ﬂow interactions are
identiﬁed to be the same as the ﬂow disturbances that are associated with inducing
proatherogenic expressions in endothelial cells [23], and are hence termed oscillatory
ﬂow disturbances. Having established their signiﬁcance and role within pulsatile ﬂows,
the oscillatory ﬂow disturbances were then quantiﬁed by constructing novel haemody-
namic indices, namely the Oscillatory Kinetic Energy Index (OKEI) and Oscillatory Flow
Index (OFI), to map their spatial distribution and inﬂuence on the ﬂow ﬁeld. Using the
carotid artery of Chapter 3, it was observed that the inﬂuence of oscillatory ﬂow dis-
turbances was incidentally most prominent at regions of geometric irregularities in the
host vessel, particularly at the bifurcation. Since the oscillatory ﬂow disturbances were
identiﬁed to spatially coincide with the observed atherosclerosis lesions in Chapter 3, it
was deduced that the former may potentially inﬂuence the latter.
6.1.3 Identifying the inﬂuence of blood ﬂow pulsatility on the mass transport of blood-borne
species involved in atherosclerosis
Noting that atherosclerosis is dependant on the regular mural inﬂux of blood-borne
species, such as LDL, it was hypothesised that a disruption to this process will have
repercussions on the growth behaviour of atherosclerosis and its spatial distribution.
Therefore, in Chapter 5, the study on blood ﬂow pulsatility was further extended to in-
vestigate its inﬂuence on blood-borne species transport. By applying Reynolds periodic-
decomposition to the equations governing the transport of blood-borne species, it was
shown that oscillatory disturbances are also inherited in the transport of the species.
These were manifest solely in the advective transport of the species, which indicated at
a direct relationship with oscillatory ﬂow disturbances. Indeed, ﬂow disturbances have
been known to induce proatherogenic expressions in endothelial cells [23]. Yet in this
study, it was shown that the inﬂuence of ﬂow disturbances also extends to the transport
of blood-borne species, such as low density lipoproteins, afﬁrming that the distribu-
tion and subsequent growth behaviour of localised atherosclerosis lesions is also poten-
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tially inﬂuenced. This outcome also indicates that pulsatile species transport cannot be
accurately represented by a steady-equivalent model, as done in current atherosclero-
sis growth models, since the inﬂuence of oscillatory ﬂow disturbances would not be
resolved. However, given that multiple periods of oscillation would be required to ap-
proach the steady-periodic state of pulsatile species transport, an explicit computation of
all intermediate periods would be computationally expensive. To bypass this difﬁculty, a
model that implicitly integrates the inﬂuence of oscillatory ﬂow disturbances was there-
fore proposed. The model, which was applied to a coronary artery, was demonstrated
to well approximate the steady-periodic state of pulsatile species transport in a fraction
of the time that an explicit computation would have otherwise required.
6.2 research outcomes and novel contributions
In addressing the central research question, the studies in Chapters 4 and 5 identiﬁed
the inﬂuence of blood ﬂow pulsatility on atherosclerosis to be attributed to the action of
oscillatory ﬂow disturbances that are inherent to pulsatile ﬂows. This was determined
through the application of novel haemodynamic indices that were developed to measure
the spatial distributions of oscillatory ﬂow disturbances. Observations of these indices
within a carotid artery revealed that oscillatory ﬂow disturbances spatially coincide with
the distributions of atherosclerosis lesions that were computed in Chapter 3, indicating
at their potential interaction. This was afﬁrmed in Chapter 5, wherein oscillatory ﬂow
disturbances were shown to directly inﬂuence the transport of blood-borne species, caus-
ing their concentration ﬁeld to signiﬁcantly differ from its steady-equivalent state. This
was identiﬁed to be the case for the transport of LDL, indicating that the distribution
and subsequent growth behaviour of localised atherosclerosis lesions that depend on
this species are also potentially inﬂuenced. The outcomes of this research and the novel
contributions developed herein are summarised as follows:
• A simple atherosclerosis growth model has been developed to compute the ini-
tiation and early development of atherosclerosis. Relative to advanced models
that integrate the inﬂammatory process governing atherosclerosis [13, 28, 42], the
present growth model has been simpliﬁed to bypass the inﬂammatory process in
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the intention of quickly computing the potential distribution of early atherosclero-
sis lesions.
• Pulsatile blood ﬂow has been identiﬁed to behave similarly to turbulent ﬂow. This
was demonstrated by application of Reynolds periodic-decomposition and period-
averaging, to derive the equations describing the period-average ﬂow (i. e. project-
ing the pulsatile ﬂow onto its time-invariant state). These equations indicated that
pulsatile ﬂows induce oscillatory ﬂow disturbances that interact with the period-
average ﬂow ﬁeld, inﬂuencing it in a manner similar to that in which turbulent
eddies inﬂuence the mean ﬂow ﬁeld.
• The inﬂuences of oscillatory ﬂow disturbances on the period-average ﬂow were
identiﬁed as oscillatory advective-stresses u′iu
′
j. These were manifest within the
period-average ﬂow equations, indicating that oscillatory ﬂow disturbances act to
locally part the period-average ﬂow from its steady-equivalent state.
• The kinetic energy of oscillatory ﬂow disturbances was demonstrated to be a char-
acteristic indicator of their inﬂuence on the period-average ﬂow ﬁeld. A novel
haemodynamic index, the Oscillatory Kinetic Energy Index (OKEI), was therefore
developed to measure the distribution of oscillatory ﬂow disturbances by quanti-
fying their kinetic energy. The OKEI was deﬁned to exist on both ﬂow and wall
spaces, so that the distributions of oscillatory ﬂow disturbances and their interac-
tions with the ﬂow and walls can be observed collectively.
• Oscillatory ﬂow disturbances were classiﬁed to two modes of oscillation, namely
direction-reversing (DR) and non direction-reversing (NDR) modes. It was ob-
served that oscillatory ﬂow disturbances emerge at sites of geometric irregularities,
as either DR or NDR modes, and subsequently propagate to lower energy-state
NDR modes as their kinetic energies dissipate. DR modes are therefore identiﬁed
to generally induce higher OKEI, though are less distributed than NDR modes.
• The Oscillatory Flow Index (OFI) was developed as an extension of the Oscillatory
Shear Index (OSI), to integrate both ﬂow and wall spaces in its domain space.
By application of the OFI as a ﬁlter, DR and NDR oscillatory modes could be
differentiated within the OKEI, and their respective inﬂuence evaluated.
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• The transport of blood-borne species within pulsatile blood ﬂow was shown to
inherit disturbances via the action of oscillatory ﬂow disturbances. These disturb-
ances were identiﬁed to interact with the period-average species transport, causing
it to part from its steady-equivalent state. This was shown for LDL transport, indic-
ating that the steady-equivalent state is an inaccurate representation that should
not be readily used in atherosclerosis growth models.
• The Reynolds Period-Average (RPA) species transport model model was developed
to approximate the steady-periodic state of pulsatile species transport by integrat-
ing the inﬂuence of oscillatory ﬂow disturbances. The model was applied to a
coronary artery, and was demonstrated to approximate the steady-periodic state
of pulsatile species transport better than the steady-equivalent model.
6.3 additional findings of interest
In addition to the novel contributions and ﬁndings made to the research, the following
is a list of applicable ﬁndings of interest that were encountered:
• The atherosclerosis growth model, presented in Chapter 3, showed that if the
growth process is allowed to continue unchecked, the computational mesh can
potentially distort (i. e. due to variations in curvature) or collide (i. e. between
growing fronts). Both these conditions should be considered and addressed when
constructing growth models to resolve the growth of advanced atherosclerosis le-
sions. The former can be potentially addressed via remeshing, whereas the latter
involves changes in mesh topology, and would require more advanced treatment.
This latter condition is also encountered for in-stent restenosis (see Boyle et al. [8]
and Lally et al. [100], for a model that encounters this problem).
• Field variables can be visualised on a continuous surface within a vessel’s lu-
men space by constructing a mid-surface. This was demonstrated in Chapter 4,
wherein a mid-surface was derived by resolving a Stokes ﬂow ﬁeld, on which a
non-diffusive passive scalar was advected to steady-state; the mid-surface was de-
termined as the isosurface (level surface) corresponding to a speciﬁc value of the
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scalar, deﬁned at the inﬂow boundary. Alternatively, it is proposed that a similar
surface may be obtained by resolving a streamsurface (generalisation of a stream-
line to a surface), stemming from a mid-line at the inﬂow boundary. It is anti-
cipated that complications may arise with this method if multiple inﬂow/outﬂow
boundaries are present in the vascular geometry of interest.
• It is often the case in cardiovascular ﬂow modelling, that wall-based variables are
used to deduce information on the ﬂow, such as the wall shear stress and other
related variables. However, due to their domain-space restriction, wall-based vari-
ables can only infer information on the near-wall ﬂow. The extension of the OKEI
and OFI to include both the ﬂow and walls in their domain space, as demonstrated
in Chapter 4, is an important development for cardiovascular ﬂow modelling in
general, as it enables the visualisation of data on both domain spaces. With such
extensions enabled for other indices and variables, wall distributions can be quant-
itatively related to the ﬂow, rather than qualitatively deduced.
6.4 recommendations for future studies
In the process of addressing the central research question for this study, the potential
for other emergent studies was encountered; these are listed as follows:
• The application of Reynolds periodic-decomposition to assess the behaviour of
pulsatile blood ﬂow has not been widely developed in the literature on cardi-
ovascular ﬂows. The present research study has illustrated the application of this
method to simplify the temporal complexities associated with pulsatile ﬂows, and
indeed, the development of the OKEI and RPA model are solely attributed to
it. It is recommended that further research be committed to advance the current
understanding of pulsatile blood ﬂow, whereby Reynolds periodic-decomposition
provides a suitable framework to do this.
• The oscillatory indices developed in this study have been investigated within dif-
fering arteries and ﬂow pulsatility conditions. However, the RPA model has only
been investigated within a coronary artery that was exposed to mild levels of ﬂow
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pulsatility. Whilst the model has been shown to perform well within the coronary
artery, it is anticipated that under higher levels of ﬂow pulsatility, as found within
the aorta and carotid arteries, the stronger oscillatory ﬂow disturbances generated
therein can cause deviations to potentially emerge. Should this be the case, then it
would be necessary to correct the RPA model. In its present form, the RPA model
integrates the inﬂuence of oscillatory ﬂow disturbances, though not the oscillatory
species transport disturbances. A recommended study would be therefore, to in-
vestigate and develop corrections to the RPA model by integrating the oscillatory
advective-ﬂuxes that induce the oscillatory species transport disturbances; this is
effectively a closure problem akin to those encountered in turbulence modelling
of the Reynolds Averaged Navier–Stokes (RANS) equations.
• It was observed in Chapter 4, that near-wall elevations occur in the OKEINDR at
tubular segments of the carotid artery, such as the CCA, where the period-average
ﬂow is predominantly unidirectional. That these oscillatory ﬂow disturbances are
NDR in nature, could imply a partial circumferential (i. e. helical) component to
the ﬂow oscillations in the near-wall ﬂow. Indeed, helical ﬂow has being previ-
ously investigated with respect to its relation to oscillatory ﬂow disturbances [108,
120]. In light of the new indices developed in this study, it is recommended that
this relation be further investigated, as oscillatory ﬂow disturbances can now be
observed within the ﬂow ﬁeld and directly correlated with ﬂow helicity.
• The often-used Oscillatory Shear Index (OSI), which was developed by He et al.
[82] and Ku et al. [97], was extended in this study to the form of the Oscillatory
Flow Index (OFI). In this new form, the index’s domain space is extended to in-
clude both ﬂow and wall spaces, allowing distributions in the ﬂow and walls to be
quantitatively related to each other; this was also done for the Oscillatory Kinetic
Energy Index (OKEI). The advantage of such indices was expressed by Biasetti
et al. [5], and was independently demonstrated by Sano et al. [137] for applica-
tions in assessing the haemodynamic environment of aneurysms. The uniﬁcation
of ﬂow and wall domain spaces was attained by demonstrating that the ﬂow and
wall components of the indices approach each other in the limit near the wall. For
the present study, the indices involved quotients of their respective ﬁeld variables;
the limit was therefore attained by effectively applying L’Hôpital’s rule to reduce
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the quotients. A recommended study would be therefore, to extend the domain
spaces of other ﬁeld variables that are often used in cardiovascular ﬂows, so that
greater insight can be obtained on their mechanics. Indeed, the application of the
OFI to differentiate between DR and NDR oscillatory modes within the OKEI is
an example of this.
These recommendations are expressed to further investigate the mechanics of cardiovas-
cular ﬂows and the oscillatory ﬂow disturbances generated therein. It is the hope of the
author that these and other individual research ventures ﬁnd their way to the better-
ment of mankind, by integrating into a uniﬁed description of the mechanics governing
the human body. This is the shared objective of the Virtual Physiological Human (VPH)
initiative [43, 135], and is a step forward in realising true patient-speciﬁc medicine.
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APPENDIX – THE CARDIOVASCULAR SYSTEM
right carotid left carotid
right
subclavian
left
subclavian
heart
aorta
right
coronary
left
coronary
Figure A.1: Schematic of cardiovascular system, showing main arteries and veins; vessels carry-
ing oxygenated or deoxygenated blood are respectively shaded red and blue. Arter-
ies that are of interest to this study have been isolated on the right.
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APPENDIX – S IGNIF ICANCE OF FLOW RHEOLOGY
The steady-state ﬂow of Newtonian ﬂuids in a pipe is a well studied phenomenon in
ﬂuid mechanics; referred as Hagen–Poiseuille ﬂow after Jean Léonard Marie Poiseuille
(1797–1869) and Gotthilf Heinrich Ludwig Hagen (1797–1884), who independently in-
vestigated it experimentally. In later studies, analytical derivations were formulated,
with the ﬁrst such derivation made for the pressure-drop and ﬂow-rate relation, which
was provided by Eduard Hagenbach (1833–1910) [145]. With respect to cardiovascular
haemodynamics, Hagen–Poiseuille ﬂow is a useful model for approximating vascular
blood ﬂow. However, it is a signiﬁcantly simpliﬁed representation of the actual mechan-
ics present within blood vessels.
One of the shortcomings of Hagen–Poiseuille ﬂow is that it assumes a Newtonian
working ﬂuid, whereas blood is recognised to be non-Newtonian. Since non-Newtonian
behaviour may be arbitrary, there are many variations on Hagen–Poiseuille ﬂow that
extend the ﬂuid’s viscosity to the non-Newtonian regime (see for example [4, 7]). To
investigate the effect of rheology on blood ﬂow, one such variant on Hagen–Poiseuille
ﬂow is considered here; where the ﬂuid viscosity is generalised to a power-law form.
We begin by considering an arbitrary laminar ﬂuid within a pipe, ﬂowing in steady-
state. The ﬂow is assumed to be rotationally symmetric about the pipe’s longitudinal
mid-axis and rectilinear in its transport along the longitudinal axis direction. This cor-
responds to the ﬂow of parallel rectangular-toroidal laminae, as depicted in Figure B.1.
The ﬂuid at the pipe wall is expected to be stationary, as implied by the no-slip wall
condition. Whereas away from the wall, the ﬂuid velocity u in the longitudinal direction
is expected to increase up to a maximum at the pipe’s longitudinal mid-axis. Corres-
pondingly, the laminae would experience shearing between the parallel layers. This is
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shown in the free body diagram of Figure B.1, which depicts the stresses acting on a
section of a rectangular-toroid differential ﬂuid element within the pipe.
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Figure B.1: Schematic of ﬂuid laminae in a steady-state ﬂow within a pipe, with longitudinal
stress equilibrium on a rectangular-toroid differential element; shown in a cut-view
within a radial–longitudinal plane.
To derive the equation describing the ﬂow, the forces acting on the differential ﬂuid
element are considered in equilibrium. The forces are evaluated from stresses acting on
the surfaces of the rectangular-toroid differential element, whose areas are given by the
component
– normal to the longitudinal direction, Az = π
(
2rΔr+Δr2
)
,
– normal to the radial direction (inner), Ar = 2πrΔz,
– normal to the radial direction (outer), Ar+Δr = 2π (r+Δr)Δz.
As depicted in Figure B.1, the forces acting on the differential ﬂuid element are due to
pressure p and shearing stress σrz. The resulting force equilibrium equation thus takes
the form
0 = pAz − (p+Δp)Az + (σrz +Δσrz)Ar+Δr − σrzAr
= −Δpπ
(
2rΔr+Δr2
)
+ (σrz +Δσrz) 2π (r+Δr)Δz− σrz2πrΔz .
Dividing by 2πΔrΔz and taking the limit of the inﬁnitesimal differential element (note
the second term vanishes in the limit), gives
0 = lim
Δr,Δz→0
−r
Δp
Δz
+
1
2
Δr
Δp
Δz
+
(σrz +Δσrz) (r+Δr) − σrzr
Δr
= −r
dp
dz
+
∂ (σrzr)
∂r
,
which upon rearranging, gives the equation describing stress equilibrium in the longit-
udinal direction
0 = −
dp
dz
+
1
r
∂ (rσrz)
∂r
, (B.1)
123
where the shear stress is deﬁned
σrz = −μ
∂u
∂r
. (B.2)
The ﬂuid viscosity is assumed to follow a generalised power-law relation of the form
μ = K
(
∂u
∂r
)n−1
, (B.3)
where n is the ﬂuid’s viscous behaviour index, such that the condition 0 < n < 1
describes a shear-thinning ﬂuid such as blood, n = 1 for a Newtonian ﬂuid, and n >
1 for a shear-thickening ﬂuid. The constant K is termed the consistency index and is
equivalent to the viscosity for n = 1. Beginning at the mid-axis, Equation B.1 is then
integrated along the radius, giving
0 =
∫r
0
[
−r
dp
dz
+
∂ (σrzr)
∂r
]
dr =
[
−
1
2
r2
dp
dz
+ σrzr
]r
0
,
which upon rearranging, gives
dp
dz
=
2
r
σrz . (B.4)
Since the pressure gradient is constant, this expression implies that the shear stress
varies linearly with respect to radial position r; from σrz|r=0 = 0 at the mid-axis to its
maximum value σrz|r=R = σw at the wall, such that
dp
dz =
2
Rσw. These equations may
also be combined to express the shear stress as a linear variation from the wall shear
stress, such that σrz =
(
r
R
)
σw. Now substituting Equations B.2 and B.3 into Equation
B.4, gives
dp
dz
= −
2K
r
(
∂u
∂r
)n
. (B.5)
Rearranging this expression and integrating along the radius, from an arbitrary radial
point to the wall, gives
∫R
r
∂u
∂r
dr = −
(
1
2K
dp
dz
) 1
n
∫R
r
r
1
n dr
[
u
]R
r
= −
(
1
2K
dp
dz
) 1
n
[
1
1+ 1n
r(1+
1
n)
]R
r
.
Applying the no-slip wall condition u|R = 0 and rearranging, gives the ﬂow velocity
expressed in terms of the pressure gradient,
u =
n
n+ 1
(
1
2K
dp
dz
) 1
n
R(1+
1
n)
[
1−
( r
R
)(1+ 1n)]
. (B.6)
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Now to obtain the ﬂow rate Q, the ﬂow velocity is integrated on the pipe’s cross-section,
giving the expression
Q = 2π
∫R
0
ur dr
= 2π
n
n+ 1
(
1
2K
dp
dz
) 1
n
R(1+
1
n)
∫R
0
[
1−
( r
R
)(1+ 1n)]
r dr
= 2π
n
n+ 1
(
1
2K
dp
dz
) 1
n
R(1+
1
n)
[
1
2
r2 −
R2
3+ 1n
( r
R
)(3+ 1n)]R
0
,
which can be rearranged to give
Q =
nπ
3n+ 1
(
1
2K
dp
dz
) 1
n
R(3+
1
n) . (B.7)
From the ﬂow rate, the average ﬂow velocity is thus calculated,
u0 = Q/πR
2 . (B.8)
Now, rearranging Equation B.7 and substituting into Equation B.6 to remove the pressure-
gradient term, gives the ﬂow velocity expressed in terms of the ﬂow rate,
u =
Q
πR2
3n+ 1
n+ 1
[
1−
( r
R
)(1+ 1n)]
. (B.9)
Then dividing with Equation B.8 and expressing the radius 0  |r|  1 (due to the
rotational symmetry of the pipe), gives the dimensionless form of the ﬂow proﬁle
u
u0
=
3n+ 1
n+ 1
[
1−
(
|r|
R
)(1+ 1n)]
. (B.10)
It is seen from Equation B.10, that the velocity proﬁles for power-law viscosity ﬂuids
take the form of revolved leading-order polynomials, which are uniquely modulated by
the ﬂuid’s viscous behaviour index n; these are plotted in Figure B.2.
It is observed from Equation B.10 and Figure B.2, that for the condition of a Newtonian
ﬂuid, the steady-state velocity proﬁle takes the form of a revolved parabola (paraboloid).
However, for non-Newtonian ﬂuids, the proﬁle deviates away from the paraboloid state;
see Figure B.2. For shear-thickening ﬂuids, the velocity proﬁle elongates at the pipe’s
mid-axis. Conversely, for shear-thinning ﬂuids such as blood, the velocity proﬁle ﬂattens
near the centre of the pipe and has a sharper transition from the near-wall ﬂow; referred
as plug ﬂow. This implies that for the same ﬂow rate, shear-thinning ﬂuids impose a
greater wall shear stress than equivalent Newtonian or shear-thickening ﬂuids.
125
−1.0 −0.5 0.0 0.5 1.0
0.0
0.5
1.0
1.5
2.0
2.5
curve n
2−2
2−1
20
21
22
r
R
u
u0
Figure B.2: Plot of dimensionless ﬂow proﬁles for variations in viscous behaviour index n.
In this section, the inﬂuence of ﬂuid viscosity on the ﬂow proﬁle within a uniform
pipe was investigated by extending the Hagen–Poiseuille ﬂow result to a generalised
power-law ﬂuid. By setting the ﬂuid viscosity to Newtonian conditions, it was shown
that the original Hagen–Poiseuille ﬂow result could be obtained as a special case of
the generalised power-law form. Indeed, other extensions on the Hagen–Poiseuille ﬂow
model can also be made by integrating further mechanics of cardiovascular ﬂows; the
Womersley solution [78, 161] for ﬂow pulsatility is such an example.
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APPENDIX – PULSATILE FLOW IN THE AORTA
In Chapters 4 and 5, pulsatile ﬂow was studied within a carotid artery and coronary
artery respectively. For the purpose of comparing the relative distribution and strength
of oscillatory ﬂow disturbances within these arteries, pulsatile ﬂow is also studied
within an aorta. To illustrate the extent of distribution and strength of oscillatory ﬂow
disturbances, the subject aorta was selected to contain a coarctation in the descending
thoracic portion of the aorta; refer to Figure C.1.
Figure C.1: Schematic of aorta with resting-state pulsatile inﬂow/outﬂow boundary conditions
ascribed1; the period length for resting-state ﬂow pulsatility is T = 1.28 [s]. Dimen-
sions for the boundaries are speciﬁed by their respective diameter d.
1 Source: 2nd MICCAI–STACOM CFD challenge [http://www.vascularmodel.org/miccai2013/]
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The aorta geometry was discretised using 5.0× 105 polyhedral mesh elements with
near-wall reﬁnement of prism layers for accurate resolution of the high ﬂow velocity
gradients experienced in the near-wall region. The governing ﬂow equations, material
properties and computational procedure used for the aorta geometry is the same as
that of the carotid artery, described in Chapter 4. The boundary conditions comprise
of ﬂow assignment at the ascending aorta inﬂow/outﬂow boundaries and a pressure
assignment at the descending aorta outﬂow boundary; these are deﬁned in Figure C.1.
Following convergence of the periodic ﬂow by observation of the periodic-ﬂow resid-
ual Ru¯ (described in Chapter 4), the ﬂow ﬁeld was period-averaged and processed for
derivation of the oscillatory indices used in Figure 5.11.
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D
APPENDIX – MESH INDEPENDENCE STUDY
The Finite Volume Method (FVM) is used to solve the partial differential equations that
govern ﬂow and species transport in the complex arterial geometries of Chapters 3, 4
and 5. In principle, the FVM discretises the partial differential equations to algebraic
expressions that operate on discrete volumes. These volumes are generally referred as
cells or elements, and assemble to form a mesh representation of the collective geometry.
Therefore, a penalty of the FVM is that the solution becomes dependant on the discret-
isation schemes applied and in particular, of the mesh density (that is, the number of
elements that represent the collective geometry). In theory, it is expected that as the
mesh density increases, the solution of the FVM approaches the true solution of the ori-
ginal partial differential equations, though at the expense of increasing computational
cost. It is therefore good practice that before any serious computational study, a mesh
independence study is applied to obtain a mesh density that gives a reasonable balances
between numeric accuracy and computational cost.
In the following sections, mesh independence studies are applied to obtain a suitable
mesh representations of the carotid and coronary arteries of Chapters 3, 4 and 5 respect-
ively. These studies will investigate the mesh dependence of the ﬂow velocity u, which
is a base variable to be solved with the FVM. Furthermore, as the spatial gradient of
the ﬂow velocity is also processed in the studies of Chapters 3, 4 and 5, the strain-rate
magnitude γ˙ and wall shear stress τw are also included in the current mesh independ-
ence studies. These variables are derivatives of the ﬂow velocity (i. e. functions of its
spatial gradient), and have an added dependence on the mesh density. It is therefore
expected that they will require a greater mesh density than the ﬂow velocity to attain
mesh independence.
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d.1 mesh independence – carotid artery
The carotid artery geometry of Figure 4.1 was discretised with a hybrid hexahedral and
polyhedral mesh (at the branches and bifurcation respectively). Following the compu-
tational implementation detailed in Section 4.2.3, a mesh independence study was con-
ducted on the steady-state ﬂow velocity u, and its derivatives, the strain-rate magnitude
γ˙ and wall shear stress τw. The ﬁrst two variables are processed on three streamlines
(SL1, SL2, SL3), which were seeded at the CCA inﬂow boundary, whereas the latter was
processed on two contour lines along the arterial wall (WL1, WL2). As shown in Figure
D.1, the streamlines were selected such that SL1 and SL2 pass through the ICA, with SL2
crossing the recirculation zone at the bifurcation, and SL3 passes through the ECA. Fur-
thermore, the wall contour lines correspond to the bounds of the mid-surface in Figure
4.1, where WL1 passes through the ICA and WL2 through the ECA.
WL2
SL3
SL2
SL1
WL1
Figure D.1: Schematic of carotid artery with streamlines (SL1, SL2, SL3) and wall contour lines
(WL1, WL2) for the mesh independence study.
The mesh independence study was conducted on four meshes of successively increas-
ing density. The results for the ﬂow velocity, strain-rate magnitude and wall shear stress
are plotted in Figures D.2, D.3 and D.4 respectively. It is observed that for low-density
meshes, deviations occur at regions of rapid change in ﬁeld variables, particularly of the
derivative variables. It is evident that as the mesh density is increased, the ﬁeld variables
converge onto a mesh-independent state, such that the 1.73× 106 element mesh results
are generally indistinguishable from those of the higher-density 2.84×106 element mesh.
The former is therefore selected for the study in Chapter 4.
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Figure D.2: Plots of ﬂow velocity magnitude along the normalised span of streamlines (a) SL1,
(b) SL2 and (c) SL3, for varying mesh densities.
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Figure D.3: Plots of ﬂow strain-rate magnitude along the normalised span of streamlines (a) SL1,
(b) SL2 and (c) SL3, for varying mesh densities.
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Figure D.4: Plots of wall shear stress magnitude along the normalised span of wall contour lines
(a) WL1 and (b) WL2, for varying mesh densities.
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d.2 mesh independence – coronary artery
The coronary artery geometry of Figure 5.1 was discretised with a swept O-grid hexa-
hedral mesh. Following the computational implementation detailed in Section 5.2.6, a
mesh independence study was conducted on the steady-state ﬂow velocity u, and its
derivatives, the strain-rate magnitude γ˙ and wall shear stress τw. The ﬁrst two variables
are processed on three streamlines (SL1, SL2, SL3), which were seeded at the inﬂow
boundary, whereas the latter was processed on two contour lines along the arterial wall
(WL1, WL2). As shown in Figure D.5, the wall contour lines correspond to the bounds
of the mid-surface of the coronary artery, where WL1 and WL2 respectively form the
lower and upper bounds.
WL2
SL3
SL2
SL1
WL1
Figure D.5: Schematic of coronary artery with streamlines (SL1, SL2, SL3) and wall contour lines
(WL1, WL2) for the mesh independence study.
The mesh independence study was conducted on four meshes of successively increas-
ing density. The results for the ﬂow velocity, strain-rate magnitude and wall shear stress
are plotted in Figures D.6, D.7 and D.8 respectively. It is observed that for low-density
meshes, deviations occur at regions of rapid change in ﬁeld variables, particularly of
the derivative variables. It is evident that as the mesh density is increased, the ﬁeld vari-
ables converge onto a mesh-independent state, such that the 6.00× 105 element mesh
results are generally indistinguishable from those of the higher-density 1.20× 106 ele-
ment mesh. The former is therefore selected for the base ﬂow mesh for the study in
Chapter 5. To account for the species transport boundary layer that forms from a con-
centration polarisation at the arterial wall (see Section D.3), a local mesh reﬁnement is
also added in the near-wall region, giving a total count of 7.75× 105 elements.
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Figure D.6: Plots of ﬂow velocity magnitude along the normalised span of streamlines (a) SL1,
(b) SL2 and (c) SL3, for varying mesh densities.
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Figure D.7: Plots of ﬂow strain-rate magnitude along the normalised span of streamlines (a) SL1,
(b) SL2 and (c) SL3, for varying mesh densities.
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Figure D.8: Plots of wall shear stress magnitude along the normalised span of wall contour lines
(a) WL1 and (b) WL2, for varying mesh densities.
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d.3 species transport mesh refinement and validation
For studies involving the transport of blood-borne species, such as low density lipopro-
teins (LDL), a ﬂow-based mesh is generally insufﬁcient to resolve the near-wall species
boundary layer. This is because the species boundary layer can be many times smaller
than that of the ﬂow (see the discussion in Sections 3.2.4 and 5.1). This can cause poten-
tial difﬁculty for models involving blood-borne species, as high mesh reﬁnement is often
required to resolve the species transport. However, this difﬁculty is generally reserved
to the near-wall region, as most variations in the species transport occur therein. Mesh
reﬁnement for the species transport is therefore speciﬁc to the near-wall region and is
generally not necessary in the bulk ﬂow away from the walls.
A mesh that is suitable for both ﬂow and species transport can be thus constructed
by locally reﬁning a ﬂow-based mesh in the near-wall region. To identify a suitable
level of mesh reﬁnement, the boundary layer of a known species transport solution
is investigated. For the transport of LDL species, the case study of Wada et al. [157]
is considered. The case study considers the transport of blood ﬂow and LDL species
concentration c within a cylindrical pipe geometry that has a semi-permeable wall. The
ﬂow is governed by the steady-state incompressible Navier–Stokes equations and the
species transport by the steady-state convection-diffusion equation ∂i (uic−D∂ic) = 0,
where ui is the advecting ﬂow ﬁeld and D = 5.0× 10−12 [m2/s] is the LDL diffusivity.
The ﬂow and species transport boundary conditions are given in the geometry schematic
of Figure D.9, where R = 3.0× 10−3 [m] is the pipe radius, K = 2.0× 10−10 [m/s] is the
LDL wall permeability, Ju = 4.0× 10−8 [m/s] is the ﬂow ﬁltration velocity at the wall,
ρ = 1050 [kg/m3] is the blood density, μ = 3.5× 10−3 [kg/m/s] is the blood viscosity,
and Re = ρu0(2R)/μ is the Reynolds number, which is dependant on the average inﬂow
velocity.
r
z
[ui = Jun
-
i ] and [Kc = (uic−D∂ic)n
-
i ] on ΓW
[ui = 2u0(1− (
r
R )
2)n+i ] and [ c = 1 ] on ΓI
Figure D.9: Schematic of pipe geometry with ﬂow and species boundary conditions.
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Following a similar mesh independence study to that which was done for the ﬂow
in Sections D.1 and D.2, a suitable mesh was identiﬁed for the species transport. It was
observed that under these conditions, a mesh with ﬁst layer height of 1.0× 10−6 [m] was
required to satisfactorily resolve the species transport boundary layer; this is similar to
the mesh reﬁnement observed in Comerford [31]. The results of this study are given
in Figure D.10, where the LDL species concentration is plotted along the longitudinal
span of the pipe. The plot compares the performance of the ﬁrst-order and second-order
upwind discretisation schemes to the results of Wada et al. [157]. It can be seen that both
schemes provide a satisfactory approximation of the solution for the range of Reynolds
numbers assessed.
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Figure D.10: Plot of LDL concentration along the normalised longitudinal span of the pipe, for
variations in Reynolds number; comparing results for ﬁrst and second order com-
putational schemes to those of Wada et al. [157].
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E
APPENDIX – SUMMARY OF NOVEL INDICES
The following is a summary of the indices used in this thesis.
Oscillatory Flow Index (OFI)
OFI =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1−
‖u‖
‖u‖
on ΩF ∪ ∂ΩF \ ΓW
1−
‖τw‖
‖τw‖
on ΓW .
(E.1)
Oscillatory Kinetic Energy Index (OKEI)
OKEI =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1−
u ·u
u ·u
on ΩF ∪ ∂ΩF \ ΓW
1−
τw ·τw
τw ·τw
on ΓW .
(E.2)
Oscillatory Species Advective-Flux Index (OSAFIS) – modiﬁed form
OSAFIS =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1−
‖u cs‖
‖u cs‖ + ‖u′c′s‖
on ΩF ∪ ∂ΩF \ ΓW
1−
‖τw cs‖
‖τw cs‖ + ‖τ′wc′s‖
on ΓW .
(E.3)
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