This paper deals with an inverse problem of determining a nonlinear source term in a quasilinear diffusion equation with overposed final observations. Applying integral identity methods, data compatibilities are deduced by which the inverse source problem here is proved to be reasonable and solvable. Furthermore, with the aid of an integral identity that connects the unknown source terms with the known data, a conditional stability is established.
Introduction.
In this paper, we are concerned with an inverse source problem in a diffusion equation
where the unknown source term f , being a function of the state variable only, is to be determined. Although there are many researches on such inverse source problems from the 1970s (cf., e.g., [1, 3, 4, 7, 8, 10, 12, 13, 14, 15, 16, 17, 18] ), it is still worthwhile to consider this kind of problem at least in the following two aspects. On one hand, the inverse source problem here is based on data measured at the final moment in an experiment that is driven by suitably controlling the boundary value. This leads to a different problem from the studies as in [1, 4, 10, 15, 16, 17, 18] where the source term is often assumed to have an a priori functional form, and the experiment is also different from the problem in [3, 7, 8, 12, 13, 14] where a state-dependent source term is to be found from data measured on the spatial boundary.
On the other hand, a stability investigation for the nonlinear source term's inversion is presented here. Isakov discussed many stability problems (cf., e.g., [9] ), and obtained some wonderful results for linear source term's inversion of parabolic equations. But for nonlinear source terms, there are fewer researches in the literatures we have. In 1982, Lorenzi [12] proved a stability of W δ ∞ (δ < 1/2) for nonlinear source f = f (u), and this still seems a better result for inverse problems of nonlinear source term.
Thus, it is also our motivation to deal with (1.1) for determining the nonlinear source term with final observations and pay attention to the stability analysis. Our idea and method are based on integral identities (cf., e.g., [3, 6] ), but due to the difference of the problem studied here, integral identities (2.9), (2.15), and (3.1) involving final observations are different from those in paper [3] . These identities expose some compatibility information on the direct and inverse problems, which is interesting and meaningful. Moreover, a conditional stability for the nonlinear source term's inversion seems to be an innovation as compared with the known results we have.
The paper is arranged as follows. In Section 2, the direct initial boundary value problem is considered so as to explore necessary compatibilities for the related inverse problem studied in Section 3. Section 3.1 gives an integral identity connecting unknown source terms with known data that are a principal tool in the analysis of the inverse problem. In Section 3.2, using the identity, a minimum of an error functional is proved to be a source term solution showing an existence of the inverse problem (2.1) and (2.3). Finally, in Section 4, a conditional stability for the inverse source problem is established, also with integral identity method. The results imply that data compatibilities can lead to a conditional well-posedness for inverse problems at least for the source determination problem investigated in this paper.
The direct initial boundary value problem. For any given
Consider an initial boundary value problem
where the functions f (u) and h are assumed to satisfy the following hypotheses:
(A1) f is continuous and piecewise differentiable on R;
It is well known that the hypotheses (A1) and (A2) are sufficient to imply the local existence of a solution to problem (2.1) [2] . It is also well known that if the local solution satisfies an a priori estimate as follows:
for any given T > 0, then it can be extended to a global solution. Let u = u(x, t; f ,h) denote the solution to problem (2.1) for boundary value h(t) and some source term f (u) satisfying conditions (A1) and (A2). Assume that this solution is known to satisfy an a priori estimate for a fixed T > 0 so that u(x, t) is a solution in D T . Then, u(x, t) will be said to be a solution of the direct initial boundary value problem (2.1).
If the source term f = f (u) is unknown, we have to add some overposed information to solution u, which often arrives in an inverse source problem. In this paper, suppose the final observations are known, that is, when t = T , we get
The function θ(x) =: u(x, T ; f ,h) will be viewed as an output corresponding to the input h(t) in the presence of the source term f , and the functions θ(x) and h(t) are easily seen to satisfy the following conditions of compatibility imposed by the initial condition and the equation:
The following two theorems expose some further conditions of compatibility on the data θ and h, which often lead to a definition of admissible class of data for the inverse problem (2.1) and (2.3). 
Proof. For u = u(x, t; f ,h) and any smooth test function ϕ(x, t), we have
Integration by parts leads to
Now suppose ϕ = ϕ(x, t) solves the adjoint problem
Note that problem (2.8) imposes a condition on ϕ(x, t) at t = T , it is backward in time but is well-posed due to the reverse parabolic character of the partial differential equation.
If ϕ(x, t) solves (2.8), together with the initial boundary value conditions and hypotheses (A1) and (A2), equality (2.7) reduces to
For f satisfying hypothesis (A1) and u a priori bounded, it follows that f (u(x, t)) is bounded for (x, t) ∈ D T . Then the maximum-minimum principle can be applied to the adjoint problem (2.8) to conclude that if G(x, t) is nonnegative but is otherwise arbitrary, then ϕ(x, t) is negative in D T . However, if ϕ(x, t) < 0 in D T , then ϕ x (0,t) < 0 for 0 < t < T , and noting that ϕ x (0,T ) = 0, we can deduce ϕ xt (0,t) > 0.
On the other hand, by the hypothesis h(t) > 0 for 0 < t < T , we know that the righthand side of (2.9) is positive. Since G = G(x, t) is nonnegative but otherwise arbitrary, it follows that if there was any positive measure subset of D T where u t (x, t) was zero or negative, then a contradiction of (2.9) could be achieved by choosing the support G in this positive measure set. This proves that for each 0 < x < 1, there is u t (x, t) > 0 for 0 < t < T , that is,
(2.10)
Proof. By Theorem 2.1, we can denote M = max x∈ [0, 1] θ(x) as an a priori bound for solution u. So, the assumption 0 ≤ u ≤ M is reasonable. First, we will prove h (t) > 0 for 0 < t < T .
By equality,
and with a similar method as in Theorem 2.1, we have
h(t)ϕ t (0,t)+ f h(t) ϕ(0,t) dt
Here, the test function ϕ(x, t) is set to solve the following adjoint problem instead of (2.8): 13) where the input data v(x) satisfies v(0) = 0 but is otherwise arbitrary. Note that when 14) hence, the integral identity reduces further to
Now, the initial data v(x) in (2.13) is additionally required to be monotoneincreasing and positive for 0 ≤ x ≤ 1. By virtue of this additional condition, the solution ϕ of adjoint problem (2.13) is to be positive. In fact, letting τ = T − t, problem (2.13) can be viewed as an ordinary Neumann boundary value problem as shown below:
Hence, a version of the extended maximum-minimum principle [2] shows that the minimum of solution ϕ(x, t) of problem (2.16) must occur at t = 0, which implies ϕ(x, t) ≥ v(0) = 0 for 0 < x < 1 and 0 < t < T. Combining this with θ(x) > 0 for 0 < x < 1 and the hypothesis (A1), it follows from (2.
15) that h (t) > f (h(t)) ≥ 0 in (0,T ) for T at least as large as the number h −1 (M).
We follow the hypothesis on the data v = v(x) as in the above discussions, and furthermore, let 
Now we are to construct a corresponding relation connecting the unknown source terms with the additional data.
Construction of an integral identity.
The following integral identity reflects a corresponding relation of variations of the unknown source functions with changes of the additional observations.
Theorem 3.1. Assume conditions (A1) and (A2) are satisfied and let u i = u(x, t; f i ,h), θ i = u i (x, T ) (i = 1, 2), then it follows that
1 0 θ 1 − θ 2 v(x)dx = D T f 1 u 2 (x, t) − f 2 u 2 (x, t) ϕ(x, t)dxdt,(3.
1) where ϕ(x, t) denotes a solution of a suitable adjoint problem with input data v(x).
Proof. Denote U = u 1 − u 2 , and note that u 1 = u(x, t; f 1 ,h) and u 2 = u(x, t; f 2 ,h), both satisfying the initial boundary value problem (2.1), then we have
For the test function ϕ(x, t), with a similar method as in Section 2, we have
Integration by part leads to
U(x, T )ϕ(x, T )dx
where
If ϕ = ϕ(x, t) is chosen to be the solution of the adjoint problem
then noting that U(x,T ) = θ 1 (x) − θ 2 (x), together with the above computations, the proof is completed.
Remark 3.2. The problem (3.6) is backward in time, but by the transformation τ = T − t, and also denoting τ as t, the problem can be reduced to an ordinary initial boundary value problem of parabolic equation as follows:
In the following sections, we will consider problem (3.7) instead of (3.6) when we deal with integral identities.
Existence.
By the above discussions, we should find a solution of inverse problem (2.1) and (2.3) under the prescribing condition (A1 ). That is to say, an admissible class of source terms can be defined with assumption (A1 ). For convenience, denote this admissible set by
So, for anyf ∈ S ad , the direct problem (2.1) has a unique solution denoted byū = u(x, t,f ,h). Then a corresponding relation from the input {f } to the output {θ} is well defined as follows:
On actual occasions however, for any givenf , we are generally to seek for aū such thatū| t=T approaches to the overposed data θ as close as possible. That is to say, inverse problems can often be reformulated as optimization problems in which an error functional based on the output data is to be minimized over the admissible inputs. For example, define an error functional by
It will be shown that a minimum of the functional J over the admissible class S ad is also a source term solution of the inverse problem (2.1) and (2.3). At first, thanks to the convexity of J, and by minimal existence theorems of nonlinear functional (cf. [5] , for instance), the following assertion is obviously valid.
Lemma 3.3. There is at least one minimum for error functional J over S ad .
Now we will show that the minimum is indeed a corresponding source term solution to inverse problem (2.1) and (2.3). For this reason, the gradient of functional J which can be worked out using identity (3.1) is needed.
Lemma 3.4. For functional J defined by expression (3.10), the gradient is
where ϕ(x, t) is the solution of adjoint problem (3.6) 
Proof. By expression (3.10), the first variation of functional J is
Applying integral identity (3.1), and setting
Noting that
the conclusion is valid.
Theorem 3.5. Assume conditions (A2 ) and (A3) are satisfied, then the minimal point of the functional J over S ad is just a source term solution of inverse problem (2.1) and (2.3).
Proof. Obviously, it is only to testify that expression (2.3) is valid. If f 0 is the minimal point of J, then we have
Noting that ϕ(x, t) is the solution of problem (3.6) with v(x) = 2(u(x, T ; f 0 ,h)−θ(x)), and according to the theory of general parabolic equations, when the solution of problem (3.6) is identically equal to zero, the unique data v(x) must also be zero. Hence, we have
which completes the proof. 
where ϕ = ϕ(x, t) is still the solution of the auxiliary problem (3.6) determined by the input data v = v(x).
As we know, a stability should be established with a suitable norm. By equality (4.1), we can see that if the known data have some perturbations, the source term must have corresponding changes.
Considering the adjoint problem (3.7), we can see that by suitably controlling the inputs data v, a desired solutions set {ϕ(x, t; v)} can be obtained with which a conditional stability will be established. The following lemma is necessary.
Proof [11] . For convenience denote the operator A = −∂ 2 /∂x 2 − pI. Then by (3.7),
we have
We introduce ξ = ξ(x, t) as the solution of
where A * denotes the dual operator of A. Then using conditions of (3.7) and (4.4), and integration by parts, leads to 5) together with (4.3), it follows that 6) hence ξ(x, 0) = 0. But noting that problem (4.4) is backward in time, we know that ξ ≡ 0 from the backward uniqueness property, and hence ψ = 0. This implies that the space generated by ϕ(x, t; v) as v ranges over 
and a positive constant c 1 only depending on the domain D T and the inputs v such that
where ᐂ is given in the proof of this lemma.
Proof. By the fact that the solutions set {ϕ = ϕ(x, t; v)} of problem (3.7) is dense in L 2 (D T ) as the boundary control v(x) ranges over L 2 (0, 1), we know that for any
Contrarily, if there exists δ 1 > 0 such that 
Then, we can get
which is a contradiction with (4.10), showing that (4.9) is valid. Now, by the above discussions, we set a positive constants series {δ n , n ∈ N}, and a corresponding series of inputs
Then set c 1 =δ/M v . We have
for v ∈ ᐂ, which completes the proof of the lemma. , t) ) is bounded, which implies that p(x, t) is bounded for (x, t) ∈ D T , that is, Lemma 4.2 is valid. Now, noting the identity (4.1), we define a bilinear form Proof. On the base of the above discussions, the proof is trivial. In fact, by identity (4.1), and applying Schwartz inequality, we have 
