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This thesis presents algorithms that enhances the spatio-temporal observ-
ability of residential loads. This increased visibility in the load profiles is crucial
for achieving secure and efficient operations in distribution systems, especially with
the increasing penetration of distributed energy resources. The recovery formula-
tion utilizes a joint inference framework by leveraging the spatial and temporal
strengths of multiple data sources. More specifically, smart meter data is available
for almost all residential households with low temporal resolution while distribu-
tion synchrophasor data is available at limited locations with very high temporal
resolution. By combining the respective strengths of the two types of data, the load
recovery problem is cast as a matrix recovery problem. Regularization terms are
introduced to promote the underlying low-rank plus sparse structure characteristics
of the load matrix to improve the recovery performance. As a result, the matrix re-
covery problem can be formulated as a convex optimization problem which can be
solved using standard convex solvers. Numerical studies using real residential load
vi
data demonstrate the effectiveness of the proposed algorithms capability in iden-
tifying large appliance activities and recovering the irradiance pattern of rooftop
solar output profiles. Furthermore, our numerical studies have suggested that the
presence of periodic loading can degrade the recovery performance. To address
this issue, we have explored the introduction of an additional sinusoidal wave com-
ponent. Last, online implementations of the recovery algorithms are discussed to
accelerate the computational speed and process the data streams in real-time, while
a rectangular waveform model is considered to better represent the presence of pe-
riodic loads. The proposed methods discussed in this thesis serve to enhance the
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Power distribution systems are known to suffer from a lack of real-time ob-
servability, especially the residential household load profiles. This is due to the
limited number of installed sensing devices, and thus sensor measurements. The
available measurement data is typically obtained from a few line monitors and con-
trol devices. Traditional distribution state estimation (DSE) methods [2–4] utilize
this limited amount of measurement data to improve system monitoring and con-
trol. However, these methods suffer from low estimation accuracy and robustness.
Furthermore, they fail to improve the visibility of residential loads.
To address this challenge, advanced sensing, communication, and control
technologies have been increasingly developed and deployed. One such sensing
device is the distribution synchrophasor measurement unit (D-PMU) [5] which is
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installed at a few grid locations. D-PMUs provide synchronized high-quality phasor
and power measurements with a fast time resolution, typically at sub-second sam-
pling rates. In addition, smart meters are increasingly installed in every residential
household to collect electricity consumption data at intervals of 15 minutes to one
hour [6]. Notice that there exists a trade-off between the strengths of these two
types of data. The smart meter data has high spatial diversity, however, it suffers
from low temporal resolution as it loses transient information due to time averaging.
Similarly, although D-PMUs have high sampling rates, they suffer from limited de-
ployment due to high installation costs. As a result, neither of the sensing devices
alone can provide the complete dynamics of the individual residential load profiles.
In addition to the lack of observability, the deeper penetration of distributed
energy resources (DERs) poses a another challenge to the distribution system. The
increasing penetration of DERs transforms the traditional single-source network to
a multi-source one. As a result, enhanced spatio-temporal observability of residen-
tial loads is crucial in maintaining the distribution network security and stability.
For example, the security of electric vehicle charging commands can be validated
by estimating the start/end time of the charging period from the residential load
profile with a high temporal resolution [7]. Similarly, the inverter control settings
of residential photovoltaic (PV) systems can be verified using the dynamic load
profile [8]. In addition, the increased solar generation in the network can signifi-
cantly affect the fault current magnitude [9]. Therefore, the information contained
in the PV output profiles is necessary to achieve effective distribution protection
designs. Hence, the enhanced visibility of the residential load profiles are crucial
2
for achieving for achieving secure and reliable distribution system operations.
This thesis presents a joint inference framework to recover the residential
real and reactive power load profiles by leveraging the strengths of both the smart
meter and D-PMU data. In order to recover the spatio-temporal load matrices, the
smart meter and aggregated power demand data collected by the D-PMU is first
modeled as a linear transformation of the load matrices. To improve the recovery
performance, the underlying characteristics of the load matrices are exploited. The
real power load matrix has two key characteristics. It is observed that there exists a
spatial correlation among the neighboring residential load nodes that is mainly due
to PV generation and base loading. This spatial correlation can be represented by
a low-rank component. In addition, there is an underlying sparse-change compo-
nent that captures the individual household appliance activities at each residential
node. [10] exploits this sparse-change characteristic to address the identifiability
issue that occurs when only a subset of loads are metered. The reactive power
load matrix, however, only has one key characteristic. The IEEE Standard 1547-
2018 [11] recommends that PVs operate at unity power factor, and thus the reactive
power matrix does not contain a low-rank component. However, it does contain a
sparse-change component with entries that are synchronized with the sparse-change
entries in the real power matrix as household appliances have a lagging power fac-
tor. To this end, two load recovery settings are considered here. The first one is
a simplified load recovery model that assumes all real power loads are perfected
aggregated with no line losses. Second, we consider the network power flow and
line losses by incorporating both real and reactive power loads under the network
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recovery model. The simplified recovery problem turns out to be recovering a low-
rank plus sparse matrix. This problem formulation is very similar to the one used
in robust principal component analysis (RPCA) works; see e.g., [12–14]. Note that
similar low-rank plus sparse recovery approaches are popularly used in other power
system applications such as synchrophasor data recovery [15,16], load data cleans-
ing [17], and forced oscillation localization [18]. However, the residential load
matrices in the proposed framework requires a difference transformation to achieve
the low-rank plus sparse structure. Similar to the earlier approaches, meaningful
regularization terms are introduced to promote the two characteristics, and thus the
simplified recovery problem can be cast as a convex optimization one. Similarly,
the network recovery problem is obtained by extending the simplified model prob-
lem to include the recovery of the reactive power matrix. This network formulation
would allow for numerical studies to be conducted on a lossy multiphase system.
The rest of this thesis is organized as follows. Chapter 2 introduces the smart
meter and D-PMU measurement models. Chapter 3 introduces a simplified load re-
covery model that focuses only on recovering the real power matrix. The nuclear
and L1-norm regularization are applied to promote the low-rank and sparse-change
characteristics. Chapter 4 extends the simplified model formulation to include the
network model and the recovery of the reactive power matrix. The nuclear norm is
again utilized to promote the low-rank characteristic of the real power outputs from
solar generation. Instead of the L1-norm, the group-Lasso regularization [19, 20]
is applied to promote the sparse changes that simultaneously occur in both the real
and reactive power matrices. Numerical tests using actual real power data demon-
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strates the effectiveness of the simplified algorithm, while both actual real power
data and generated reactive power data are used to demonstrate the effectiveness
of the network algorithm. Note that it has been observed that the presence of peri-
odic loading degrades the recovery performance. Chapter 5 introduces a sinusoidal
wave component to address this challenge. The numerical results for a few of the
individual load profiles show that the additional sinusoidal component attempts to
capture the periodic loading. However, there is no visible improvement in regards
to the low-rank component recovery. Chapter 6 concludes this thesis and discusses
two future directions, namely online implementations of the recovery algorithms to
accelerate the computational speed and to process data streams in real-time, while





This thesis considers a generic unbalanced multiphase distribution feeder
system with residential households connected at the feeder ends as shown in Fig.
2.1. Let N denote the number of single-phase loads (residential houses) and T the
number of measurements taken at all loads over time. The goal is to recover the real
and reactive spatio-temporal load matrices P ∈ RN×T and Q ∈ RN×T respectively.
The temporal resolution of the load matrices represents the fastest sampling rate of
all measurements. In this thesis, the highest resolution sampling rate is assumed to
be every minute. However, the sampling rate can be generalized to even faster time-
scales such as the sub-second time resolution of distribution phasor measurement
units (D-PMUs) [5].
In order to recover the load matrices P and Q, two types of measurement
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Figure 2.1: Overview of a simple distribution feeder system with four residential
houses and various real power measurements.
data are utilized, namely i) the smart meter data at each load node and ii) the ag-
gregated power demand at the feeder head. Note that in addition to the real and
reactive demand profiles, the D-PMU installed at the feeder head also collects volt-
age and current phasor measurements with high quality and fast time resolution.
The following sections will introduce the models defining the relationship between
the smart meter and aggregated demand measurements to matrices P and Q.
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2.1. Smart Meter Data
Typically, smart meters are installed in every residential household to record
the electricity consumption data over intervals of 15 minutes to an hour [6]. Note
that in this thesis, smart meters are assumed to record both real and reactive power
measurements. Additionally, it is assumed that these measurements are available
every 15 minutes by averaging the corresponding 15 samples in P and Q. Given
this 1/15 down sampling rate, the smart meter real and reactive power data matrices
Γp ∈ RN×Ts and Γq ∈ RN×Ts , respectively, with Ts = T/15 is given by
Γp = PA + Ψp (2.1a)
Γq = QA + Ψq (2.1b)
where A = ITs ⊗ 115×1 ∈ RT×Ts is the time averaging operator, and Ψp and Ψq
denote the real and reactive measurement noise matrices respectively.
2.2. Power Demand Data
This section defines the model of the aggregated demand seen at the feeder
head. In order to formulate the demand model, the multiphase AC power flow
equations will be briefly introduced; see [21] and [22] for a more comprehensive
description. To better visualize the AC power flow variables on the distribution
feeder system, let the slack bus be the node at the feeder head and Nb denote the
number of PQ buses. Then, the set N := {0, ..., Nb} defines the collection of buses
in the system where bus 0 indicates the slack bus the slack bus. Without loss of
generality, all buses are three-phase connected. At each multiphase node, the loads
8
can be connected in either wye or delta configurations [22]. For simplicity, all loads
considered in this thesis are assumed to be wye-connected. This assumption holds
true since the residential homes were previously defined as single-phase loads. To





T denoted the complex power injections of at bus j ∈ N.










T denote the phase-to-ground
voltages and the phase current injections at bus j ∈ N respectively. The complex
vectors of length 3Nb collecting the quantities for all Nb PQ buses can be defined
as s = [s1T, ..., sNb
T]T,v = [v1T, ...,vNb
T]T, and i = [i1T, ..., iNb
T]T. Hence, the
multiphase AC power flow equations are defined as
s = diag(v)i∗ (2.2a)
i = YL0v0 + YLLv (2.2b)
where the submatrices YL0 ∈ C3Nb×3 and YLL ∈ C3Nb×3Nb corresponding to the







see [21] for complete details. Similarly, the slack bus complex power injection






∗) ∈ C3 (2.4)
where v0 denotes the slack bus voltage. Assuming the slack bus has constant volt-
age v0, the aggregated demand s0 is fully determined by the feeder voltage profile
in vector v.
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To efficiently solve for v, [21] proposed a linearized AC power flow model
by using a fixed-point approximation of (2.2) given by
ṽ = Mx + w (2.5)
where the real and reactive demand is concatenated into x := [Re{s}T, Im{s}T]T
and w is the zero-load voltage. The matrix M is computed based on the network




This fixed-point linearization method has been considered in other papers [23–25]
and can be generalized to include delta-connected loads as shown in [21]. Although
not considered in this thesis, (2.2) and (2.5) can be generalized to include delta-
connected loads. Plugging (2.5) into (2.4) gives rise to the linear aggregated power










where H = diag(v0)Y∗0LM∗ denotes the transformation matrix on x. Note that
the other term diag(v0)(Y∗00v∗0 + Y∗0Lw∗) is a constant and actually equals to zero
as it defines power injection under zero-loading conditions, namely x = 0. Fur-
thermore, stacking (2.7) across T time slots leads to the aggregated demand matrix
Z = HX ∈ C3×T , and similarly one can define matrix X to collect the correspond-
ing real and reactive power injection vectors. Note that Z = HX is consistent
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with (2.8). It can observed that the dimensions of both H and X can be reduced.
By eliminating the entries for no-loading buses in X and corresponding columns
in H, one can reduce the dimension to match the number of loads N as defined
earlier. With slight misuse of notation, the rest of the thesis will adopt this reduced
version of H and X. Hence, the matrix X = −[PT,QT]T directly relates to the
aforementioned load matrices, and the measurement matrix Z is given by
Z = HX + Θ (2.8)
where Θ is the D-PMU measurement noise matrix. The negative sign is introduced
here to be consistent with the load demands P and Q. One can further rewrite (2.8)
with the respective real and reactive power matrices given by
Zp = HpX + Θp (2.9a)
Zq = HqX + Θq (2.9b)
where Hp = Re{H′} and Hq = Im{H}.
Clearly, using the measurements defined by (2.1) and (2.8), the problem
of recovering the load matrices P and Q is under-determined. With a very large
number of loads N , the total number of equations, given by (2.1) and (2.8), equals
(2NTs+6T ) which is much smaller than 2NT , the number of unknowns. Interest-
ingly, both matrices P and Q have special underlying characteristics and structures




Simplified Load Recovery Model
This chapter adopts a simplified aggregated demand model to illustrate the
recovery of the real power demand P. The distribution network presented previ-
ously in Chapter 2 is assumed to be a lossless single-phase network. However,
note that this assumption can be generalized to include minimal or constant losses.
By utilizing this simplified network, the effectiveness of exploiting the underlying
characteristics of P in load recovery can be shown. In addition, oftentimes the real
power measurements P is available, but not for the reactive power Q. Hence, the
algorithm introduced later in this chapter only takes in real power smart meter and
D-PMU measurements as inputs.
To this end, only the real power smart meter and aggregated demand mea-
surements, Γp and Zp, will be considered. However, the aggregated demand model
This chapter is based on the following conference paper:
1. Shanny Lin and Hao Zhu. “Enhancing the Spatio-Temporal Observability of Residential
Loads.” Proceedings of the 53rd Hawaii International Conference on System Sciences
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(2.9a) is reduced to a vector
zTp = 1
TP + θTp (3.1)
as the network is assumed to be single-phase and lossless. Additionally, note that
this simplified system of equations is still under-determined as the total number of
equations is (NTs + T ) and the number of unknowns is NT .
3.1. Matrix P Characteristics
Transmission level load demand curves have been extensively studied through-
out the years. As a result, it is well known that the transmission level load curves
exhibit a high spatial correlation among neighboring locations and, therefore, these
locations will share similar temporal patterns. The spatial correlation property is
widely exploited in load forecasting and data cleansing works; see e.g. [17,26–28].
The temporal pattern results from underlying characteristics such as weather condi-
tions (e.g. temperature and solar irradiace) and economic conditions (i.e. electricity
prices). Although this property holds for transmission level loads, it is observed to
hold true for distribution level loads as well.
To better observe this property in the distribution level, actual residential
load demand profiles are retrieved from Pecan Street’s Dataport [1] with minute-
level time resolution. In addition, the selected residential houses are located in the
same neighborhood in Austin, Texas. Fig. 3.1a plots the load profiles of 30 houses,
15 of which have photovoltaics (PVs), for one winter day and Fig. 3.1b plots the
load profile of one selected house with PV for one summer day. Compared to the
13
(a) (b)
Figure 3.1: Actual residential load profiles retrieved from Pecan Street’s Dataport
[1] for (a) 30 houses for one winter day and (b) a single house with PV for one
summer day.
winter loading profiles, the summer load profile has high levels of heating, venti-
lation, and air conditioning (HVAC) activity. From Fig. 3.1a, it can be observed
that there exists a daytime temporal pattern among the 15 houses with PVs, and
thus they share a similar solar irradiance pattern. Similarly, the 15 houses with-
out PVs share a minimal base loading pattern (loading without electrical appliance
activity). Additionally, all 30 houses share a similar base loading pattern during
time periods without solar irradiance. Therefore, the spatial correlation among the
minute-level residential load profiles mainly results from the PV generation output
and base loading. This spatial correlation in P is represented by an underlying low-
rank component L ∈ RN×T with rows that are either highly correlated (loads with
PVs) or close to zero (loads without PVs).
Beyond the spatial correlation, distribution load curves are also observed to
contain rectangular waveforms that are not synchronized across loads. These wave-
14
forms correspond to large appliance activities in individual households (e.g. EV
charging and HVAC). For example, the visible rectangular pulses in Fig. 3.1a cor-
respond to EV charging events and the periodic rectangular waveform in Fig. 3.1b
correspond to HVAC loads. In general, these large appliance events are observed to
occur infrequently throughout the day and are not synchronized across households.
As a result, these events can be thought of as sparse changes and can be captured
with an additional component S ∈ RN×T in load matrix P. Note that S itself is
piece-constant, and thus the consecutive differences in the entries of S are sparse,
as defined by Dn,t = Sn,t − Sn,t−1∀(n, t) with Sn,t =
∑t
τ=1Dn,τ . Therefore, S be-
comes sparse under the linear transformation given by S = DU where U ∈ RT×T
is an upper triangular matrix of all ones. As a result, the load matrix P can be de-
composed into a low-rank matrix augmented with a sparse change matrix such that
P = L + S = L + DU.
3.2. Recovery Formulation
This decomposition of P is very similar to the model framework used in
robust principal component analysis (RPCA), which decomposes a large data ma-
trix into the sum of a low-rank and sparse component [12]. In RPCA, the low-rank
component also captures the spatial correlation among rows and the sparse compo-
nent captures outliers that are not spatially correlated. Hence, the decomposition of
P is slightly different than the RPCA framework. However, by introducing a lin-
ear transformation matrix W = U−1, which computes the consecutive differences
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between columns, the transformed model of P is given as
R := PW = (L + DU)W = K + D (3.2)
where K = LW is also a low-rank matrix. Clearly, the decomposition of the trans-
formed matrix R now satisfies the RPCA’s low rank plus sparse structure. Relating
the new K and D components back to the measurement models in (2.1a) and (3.1),
the updated models are given as
Γp = (K + D)UA + Ψp (3.3a)
zTpW = 1
T(K + D) + θTpW. (3.3b)
The problem of recovering load matrix P now becomes one of recovering a low-
rank plus sparse matrix. To promote this special structure in the recovery process,
meaningful regularization terms are introduced. The matrix nuclear norm is widely
adopted in low-rank matrix recovery problems such as matrix completion [12], sub-






where σi(·) denotes the i-th largest singular value. In addition, the nuclear norm is
a convex norm since it is the dual function of the matrix spectral norm (L2-norm);
see [30, pg. 637] for details.
To promote the sparse matrix D, the popular L1-norm regularization is
adopted, as used in the fields of compressed sensing and sparse signal recovery;
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The L1-norm is the tight convex relaxation of the L0 pseudo-norm, and thus it has
been shown to be capable of efficiently finding sparse signal representations with
performance guarantees. Additionally, note that the nuclear norm defined in (3.4)
is essentially an L1-norm on matrix K’s singular values. Therefore, minimizing the
nuclear norm will reduce the number of non-zero singular values which effectively
gives a low-rank matrix solution.
Utilizing the nuclear norm and L1-norm regularizations, the matrix R re-
covery problem can be defined as
min
K,D
‖K‖∗ + λ‖D‖1 (3.6a)
s. to − ξ ≤ Γp − (K + D)UA ≤ ξ (3.6b)
− φ ≤ zTpW − 1T(K + D) ≤ φ (3.6c)
where λ > 0 is a fixed weight coefficient to balance matrices K and D and the pa-
rameters ξ,φ > 0 are pre-determined entry-wise error bounds. These error bounds
can be set according to the metering accuracy of each type of measurement. Fur-
thermore, it can even include potential modeling inaccuracy due to e.g., bad data
or feeder losses. If only measurement noise is considered, the error constraints in
(3.6b)-(3.6c) correspond to uniformly distributed noise and the error is bound using
the infinity norm. As such, both ξ and φ are entry-wise error bounds. This as-
sumption holds true in practical systems since the metering accuracy is specified by
17
a maximum error percentage. As a result, different entry-wise values are allowed
in the error bounds, since the error will scale with the corresponding measurement
entry. Additionally, different error criteria can be used to replace (3.6b)-(3.6c) such
as the Frobenius norm for Gaussian distributed noise. Since the recovery problem
in (3.6) has a convex objective and linear constraints, it can be solved using generic
convex optimization solvers such as CVX [34] and YALMIP [35]. The computa-
tional complexity, however, will grow with the matrix dimension. This issue can be
overcome by utilizing accelerated algorithms such as alternating minimization or
adaptive updates using subspace learning approaches, but these approaches are out
of scope for this thesis.
There is, however, one main issue with the formulation presented in (3.6).
Due to the L1-norm regularization, the magnitudes on the nonzero entries of D
may be penalized which results in a biased solution. This effect can be especially
observed in the summer numerical studies in 3.3.2 where the presence of periodic
HVAC activities could exacerbate this issue. The periodicity of the HVAC activity
can exhibit a certain level of temporal pattern which can be partially captured by
L. Therefore, the entries in the recovered D̂ will potentially suffer from smaller
magnitudes.
To overcome this issue, a post-processing scheme was developed based on
the recovered support of D̂. Despite the existence of the magnitude bias, (3.6)
can accurately determine the locations of the nonzero entries of D. Therefore, it
is possible to build a support set M = {(n, t)}| |D̂n,t| > 0} using D̂. Note that
in the numerical tests, a small positive threshold is used to reflect the numerical
18
Algorithm 1 Recovering matrices K and D
1: Input: Smart meter data Γp and D-PMU data zp.
2: Output: Estimated K̂ and D̂
3: Step 1: Solve the problem (3.6) to obtain the biased estimation K̂b and D̂b.
4: Step 2: Find the set of nonzero entries M := {(n, t)| |D̂n,t| > 0}.
5: Step 3: Solve the problem (3.7) using M to obtain the updated estimates K̂ and
D̂.
accuracy of the zero entries. Utilizing the support set M as an additional constraint,




s. to Dn,t = 0,∀(n, t) /∈M (3.7b)
− ξ ≤ Γp − (K + D)UA ≤ ξ (3.7c)
− φ ≤ zTpW − 1T(K + D) ≤ φ. (3.7d)
This new post-processing problem (3.7) allows for better estimated values for the
nonzero entries of D. The full recovery formulation for K and D is tabulated in
Algorithm 1.
3.2.1 Recovery Performance
This subsection discusses the performance guarantees of the recovery for-
mulation (3.6). As mentioned previously, the framework of this thesis is similar to
that of RPCA’s. As a result, the regularization terms on the low-rank and sparse
components are the same which results in the same objective function. However,
the RPCA framework assumes that the full data matrix itself is either fully or par-
tially observable [12–14]. In this thesis, the unknown data matrix P is observed
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with reduced dimensionality in both column and row space at the ratios of T/Ts
and 1/N respectively. Therefore, the theoretical results proven in RPCA are not
directly applicable to the framework of this thesis. However, RPCA results can
provide intuition on the recovery conditions and the weight parameter λ settings in
(3.6).
The RPCA framework assumes specific conditions on the low-rank and
sparse components, K and D respectively, to achieve good recovery results [12,
36, 37]. It is enforced that the low-rank component K cannot be sparse. Similarly,
the sparse component D cannot be low-rank. Thus, for K, the column spanned by
either its left or right singular vectors needs to have low or zero coherency with the
identity matrix and, thereby, ensuring the singular vectors are not sparse. In rela-
tion to this thesis, it implies that temporal pattern of the load profiles itself cannot
be sparse. In regards to D, the locations of the sparse non-zero entries should be
random with no inherent periodic or correlated patterns. As a result, D would be
ideally full rank and the non-periodic condition ensures that no frequency induced
low-rank component exits in D. This non-periodic condition is crucial to promote
the ideal separation of the low-rank and sparse components. As shown later in the
simulation results on the summer dataset in Sec. 3.3.2, the high level of periodic
HVAC activities degrades the quality of the recovery results.
The other insight provide by RPCA is the weight parameter λ setting that is
used to balance the low-rank and sparse components. As discussed in [12, 14], the
λ value is dependent on the matrix dimension. For example, if T  N , then the λ
value is chosen as O(1/
√
T ). This setting balances the nuclear and L1-norm with
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respect to T , at around
√
T and T respectively.
3.3. Numerical Tests
Numerical studies using Algorithm 1 to recover P was conducted on a win-
ter and summer dataset. The ground-truth P for each dataset was obtained from
Pecan Street’s Dataport [1] for 30 residential homes in the same neighborhood
(Mueller, Austin, TX); the winter dataset is shown in Fig. 3.1a. The time reso-
lution of the datasets are at the minute-level. Additionally, only half of the houses
have PVs and 6 of the houses have EV charging events. The smart meter and aggre-
gated demand measurements, (2.1a) and (3.1) respectively, were synthetically gen-
erated by adding random noise. Note that the smart meters are assumed to record
data at 15 minute intervals. From the American National Standard Institute (ANSI)
C12.20 Standard [38], the smart meters are assumed to be rated with ±0.2% accu-
racy. Therefore, the entries of the smart meter measurement noise matrix Ψp are
independently drawn from a uniform distribution based on this accuracy. Similarly
using the D-PMU data-sheet [39] for the aggregated demand measurement zp, the
±0.01% total vector error rating on phasor measurements results in ±0.02% error
in active power measurements. Hence, the entries of the aggregated measurement
noise vector θp are independently drawn from uniform distributions using ±0.02%
accuracy.
In addition to the measurement noise, the values of the weight coefficent λ
and the error bounds, ξ and φ, need to be determined. In all of the following numer-
ical studies, the weighting parameter λ was fixed at a value of 0.05. This value was
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chosen based upon O(1/
√
T ) as discussed in Sec. 3.2.1. The error bounds ξ and φ
were determined based upon the metering accuracy used to generate the synthetic
data. Hence, ξyp and ξzp are set to 0.2%|Y| and 0.02%|z|T|W| respectively.
3.3.1 Winter Data Results
The recovery formulation (3.6) is tested on two time periods in the winter
data set, namely one day-time period and one night-time period. The day-time pe-
riod from 9:00-16:00 was tested first to recover the solar irradiance pattern. Starting
with the overall recovery of P, Fig. 3.2b plots the estimated P̂ which well matches
the trends in the ground-truth profiles shown in Fig. 3.2a. Although P̂ is unable to
recover the fast transients, it is capable of capturing the major dynamic changes in
the load profiles such as the large household appliance events and PV dynamics. To
better observe the solar irradiance pattern recovery, Fig. 3.3 shows the comparison
between the estimated L̂ and the ground-truth PV output profiles. Note that the
(a) (b)
Figure 3.2: Comparison between (a) the ground-truth residential load profiles and




Figure 3.3: Comparison of the winter day-time solar irradiance pattern recovery of
(a) the estimated L̂ and (b) its first right singular vector with (c) the ground-truth
PV output profile.
estimated L̂ shown in Fig. 3.3a does not recover the actual PV outputs in Fig. 3.3c.
However, the estimated L̂ clearly has very low rank as the majority of its temporal
pattern is reflected in its first right singular vector shown in Fig. 3.3b. In addition,
the solar irradiance pattern captured by the first right singular vector well matches
the pattern present in the ground-truth PV outputs. Compared to the summer load
profiles, the winter dataset does not contain HVAC activities. Hence, the low-rank
component L̂ can be ideally separated from the sparse changes and it will mainly
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Figure 3.4: Receiving operating curves (fitted by an exponential function) for the
winter night-time period showing the true positives versus false positives for detect-
ing EV events.
capture the solar irradiance pattern. The recovery formulation is further tested on
the winter night-time period from 18:00-24:00 to demonstrate the formulation’s
capability of identifying EV events in the recovered P̂. To this end, a receiving
operating curve (ROC) is used to identify the accuracy of detected EV start/stop
charging events. Fig. 3.4 plots the ROCs fitted with an exponential function for
three λ values. For each value of λ, the ROC is generated by varying the detection
threshold which is defined as a percentage of the EV’s power rating. Note that the
false positive rate is very small. This is because EVs have a much larger power
rating than most other household appliances. As a result, the ROCs show a near
perfect detection, and thus demonstrates the formulation’s EV identification perfor-
mance. In addition, the ROCs verify that the selected simulation value λ = 0.05
was a good choice. To further prove the effectiveness of the recovery formulation,
one residential load is selected to demonstrate the recovery of an EV charging event
occurring around 20:30-23:00. The selected residential load is shown in Fig. 3.5.
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Figure 3.5: Recovered load data for one residential home with an EV charging event
in the winter night-time period.
The smart meter measurements clearly fail to indicate the exact timing of the EV
event. However, the estimated profile well matches that of the actual.
3.3.2 Summer Data Results
The effectiveness of Algorithm 1 is tested on the day-time period from 9:00-
16:00 of the summer dataset. The night-time period is not tested here as the focus
is to demonstrate the impact of periodic HVAC activities on the recovery solution.
Compared to the previous winter cases, the summer data has a high level of HVAC
activity. Fig. 3.1b shows the summer load profile of one residential home with
HVAC activity. This periodic load manifests as a low-rank component. Therefore,
it will not be fully contained in the sparse component D as a portion of the periodic
magnitude will be captured by the low-rank component K. To help decrease the
periodic load impact on K, the post-processing step in Algorithm 1 is applied to
help improve recovery. The summer day-time ground-truth load profiles used in
25
Figure 3.6: Ground-truth load profile for the summer day-time period.
this test case is shown in Fig. 3.6. The estimated L̂ using both (3.6) and Algorithm
1 is shown in Fig. 3.7. The overall estimation between the two estimations of L̂ is
very similar. However, it can be observed that the post-processing step improved the
low-rank recovery. Notice that in Fig. 3.7a there are large transients that appears
to occur periodically. This is due to the low-rankness of the periodic HVAC and
the magnitude bias of D̂ in (3.6). After running the post-processing step, it can be
(a) (b)
Figure 3.7: Recovered summer day-time L̂ solution from (a) formulation in (3.6)
and (b) Algorithm 1.
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(a) (b)
Figure 3.8: Solar irradiance pattern comparison between (a) the first singular vector
of the estimated L̂ using Algorithm 1 and (b) the PV-only output data.
observed that the magnitude of the large transients is reduced in Fig. 3.7b. To better
observe the solar irradiance pattern recovery, Fig. 3.8 compares the first singular
vector of the estimated post-process L̂ and the ground-truth PV output profiles.
The parabolic trend in the ground-truth PV output is well recovered, however, L̂
also exhibits some oscillatory patterns that occur around 30 minute intervals. This
is due to the periodic HVAC activities seen in the ground-truth load profiles. Hence,
the recovered solar irradiance pattern of the summer dataset is not as smooth as the
actual PV profiles. In addition, compared to the winter day-time recovery results,
the presence of HVAC activities degrades the recovered solution.
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Chapter 4
Network Load Recovery Model
This chapter expands upon the simple model discussed in Chapter 3 and
extends it to the network model. The distribution network presented previously in
Chapter 2 is assumed to be a lossy multiphase system. The low-rank and sparse
change characteristics of P exploited in Chapter 3 were shown to be effective in
the numerical results of the simplified algorithm. The same two characteristics are
exploited to recover P in the network algorithm presented later in this chapter. In
addition, the underlying characteristics of the reactive power demand Q will be
exploited in conjunction with characteristics of P in the algorithm to recover P and
Q.
4.1. Matrix Q Characteristics
Residential loads are known to be inductive, and thus have a lagging power
factor (pf). This results from the majority of household appliances having a power
factor less than 1 [40]. As such, there exists a relationship between the entries
in real power demand P and the entries in reactive power demand Q such that
pfn,t = |pn,t|/
√





1− pf2n,t ∀(n, t). (4.1)
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Clearly, if a large household appliance were to turn on/off, there would a corre-
sponding change in the reactive power for an increase/decrease in the amount of
real power consumed. Therefore, the sparse changes in Q are synchronized with
the sparse changes in P. However, this is not the case with PVs. Recall from
Chapter 3 that PVs contributed to the low-rank component in P. The IEEE Stan-
dard 1547-2018 [11] recommends that distributed energy resources operate at unity
power factor. Hence, it is assumed that the residential PV inverters operate at unity
power factor, and thus Q does not have a low-rank component. As a result, Q only
consists of sparse changes such that the consecutive differences in entries of Q are
sparse, as defined by Dqn,t = Qn,t − Qn,t−1∀(n, t) with Qn,t =
∑t
τ=1Dqn,t . In
other words, Q becomes sparse under the linear transformation given by Q = DqU
where U is an upper triangular matrix of all ones.
4.2. Recovery Formulation
The decomposition of the real and reactive load matrices are given as P =
(K+Dp)U and Q = DqU respectively. Clearly, the RPCA’s low-rank plus sparse
structure is maintained in both P and Q. Relating the K, Dp, and Dq components
back to the smart meter models in (2.1), the updated models are given as
Γp = (K + Dp)UA + Ψp (4.2a)
Γq = DqUA + Ψq. (4.2b)
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Similarly, the real and reactive aggregated demand measurements, Zp and Zq re-







The problem of recovering the load matrices P and Q becomes one of recovering
a low-rank plus two sparse matrices. To promote the special structures of the load
matrices, meaningful regularization terms are applied. The nuclear norm introduced
in Chapter 3 is again used to promote the low-rank structure of K. However, the
L1-norm is not sufficient enough to promote both sparsity and synchronous non-
zero values for corresponding entries in Dp and Dq. Therefore, we introduce the
group-Lasso regularization [19, 20] on Dp and Dq given by∑
n,t
‖[Dpn,t , Dqn,t ]‖2. (4.4)
Clearly, there are NT groups of size two in (4.4). In addition, note that the group-
Lasso is essentially an L1-norm on the groups of variables as (4.4) reduces to the
L1-norm if the groups are of size one. Hence, it promotes sparsity at the group level
by promoting groups of variables to be either all non-zero or zero.
Utilizing the nuclear norm and group-Lasso regularizations, the matrices P
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‖[Dpn,t , Dqn,t ]‖2 (4.5a)
s. to − ξp ≤ Γp − (K + Dp)UA ≤ ξp (4.5b)
− ξq ≤ Γq −DqUA ≤ ξq (4.5c)
− φp ≤ Zp −HpX ≤ φp (4.5d)
− φq ≤ Zq −HqX ≤ φq (4.5e)
vec(DqU) ≥ 0 (4.5f)
where α > 0 is a fixed weight coefficient to balance the matrices K, Dp, and Dq
and the parameters ξp, ξq,φp,φq > 0 are pre-determined entry-wise error bounds.
Note that Hp and Hq were defined in (2.9) and X was given by (4.3). In addition,
note that the constraint (4.5f) results from the assumption that residential loads are
inductive, and thus will only consume reactive power. Similar to Chapter 3, the error
constraints in (4.5b)-(4.5e) correspond to uniformly distributed noise, and thus the
error is bound using the infinity norm. Additionally, different error criteria can be
used to replace (4.5b)-(4.5e) such as the Frobenius norm for Gaussian distributed
noise. The recovery problem in (4.5) still has a convex objective and linear con-
straints and, therefore, it can be solved using generic convex optimization solvers
such as CVX [34] and YALMIP [35].
4.3. Numerical Tests
Numerical studies using the recovery formulation in (4.5) to recover P and
Q was conducted on a winter and summer dataset, namely the datasets used in
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Chapter 3. Recall that the real power minute-level datasets were obtained from
Pecan Street’s Dataport [1] for 30 residential homes in the same neighborhood in
Austin, TX. Additionally, only half of the houses have PVs and 6 of the houses
have EV charging events. However, the reactive power data was not available from
Pecan Street’s Dataport. Therefore, for simplicity, the non-PV loads are assumed
to have a constant power factor of 0.9. Hence, the reactive power demand Q was
generated using (4.1) where pfn,t = 0.9∀(n, t) and pn,t∀(n, t) is the real power
demand without PV generation. To simulate a network model, a small residential
feeder system was built in GridLab-D [41] by modifying GridLab-D’s R2-12.47-3
taxonamy feeder. The 30 residential homes were distributed throughout the feeder
such that there are 9, 9, and 12 houses connected to phases a, b, and c respectively
in the multiphase system. The Pecan Street real power data and the synthetically
generated reactive power data were used as input to the loading of the GridLab-
D system and a simulation was run to record the aggregated demand at the feeder
head. Note that the winter and summer data sets were scaled by times 15 and 6
respectively to match the orginal loading of the modified GridLab-D system. The
recorded aggregated measurements are used to synthetically generate Zp and Zq
using (2.9a) and (2.9b) respectively by adding random noise. Recall from Chapter
3, the D-PMU total vector error of±0.01% [39] will result in a±0.02% error in the
real and reactive power measurements. Hence, the entries of the real and reactive
aggregated measurement noise matrices Θp and Θq respectively are independently
drawn from uniform distributions using ±0.02% accuracy. The real and reactive
smart meter measurements were synthetically generated using (2.1a) and (2.1b)
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respectively by adding random noise. Recall from Chapter 3, smart meters are
assumed to be rated with ±0.2% accuracy from the ANSI C12.20 Standard [38].
Thus, the entries of the real and reactive smart meter measurement noise matrix Ψp
and Ψq respectively are independently drawn from a uniform distribution based on
this accuracy.
In addition to the error bounds, the group-Lasso weight coefficient α and the
error bounds ξp, ξq, φq, and φq need to be determined. In the following simulations,
the weighting parameter α was set to a fixed value of 0.05 for the winter test case
and a fixed value of 0.0913 for the summer test case. These values were chosen
based upon the influenence of O(1/
√
T ) as discussed in Sec. 3.2.1 and trial and
error to match the sparsity level of the estimated and original data. The error bounds
ξp, ξq, φq, and φq were determined based upon the metering accuracy used to
generate the synthetic data. Hence, ξp, ξq, φq, and φq are set to 0.2%|Γp|, 0.2%|Γq|,
0.02%|Zp|, and 0.02%|Zq| respectively.
Last, the matrices Hp and Hq in (2.9a) and (2.9b) are pre-calculated. Recall
that Hp = Re{H}, Hq = Im{H}, and H = diag(v0)Y∗0LM∗ where M is defined
by (2.6) for a given input voltage profile. To obtain a better estimate of M for a
time period of interest, we calculate the system voltage ṽ for the average power
injection at each PQ bus by using the fixed point approximation method in (2.5)
where x consists of the averaged real and reactive smart meter data. The estimated
ṽ is plugged into (2.6) to estimate M which is used to determine H.
Note that due to the increase in the number of unknown variables in (4.5),
MATLAB [42] only has enough memory to simulate two hour time periods. As a
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result, only two hours will be simulated for the winter day-time and summer test
cases. However, the for the winter night-time test case, (4.5) was run three times to
recover the load demand profiles for the six hours of interest.
4.3.1 Winter Data Results
The multiphase recovery formulation (4.5) is tested on two time periods in
the winter data set, namely one day-time period and one night-time period. Recall
(a) (b)
(c) (d)
Figure 4.1: Comparison between the real and reactive ground-truth residential load
profiles, (a) and (c) respectively, and the recovered P̂ and Q̂, (b) and (d) respec-




Figure 4.2: Comparison of the winter day-time solar irradiance pattern recovery of
(a) the estimated L̂ and (b) its first right singular vector with (c) the ground-truth
PV output profile.
that the winter dataset was scaled by times 15 to better match the original GridLab-
D system loading. The day-time period from 11:00-13:00 was tested first to recover
the solar irradiance pattern. Starting with the overall recovery of P and Q, Fig. 4.1b
and 4.1d plots the estimated P̂ and Q̂ respectively which well matches the trends
in the real and reactive ground-truth profiles shown in Fig. 4.1a and 4.1c respec-
tively. Although neither P̂ and Q̂ can recover the fast transients, they are capable
of capturing major dynamic changes in the load profiles such as large appliance
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Figure 4.3: Receiving operating curves (fitted by an exponential function) for the
winter night-time period showing the true positives versus false positives for detect-
ing EV events.
events. To better observe the solar irradiance pattern recovery, Fig. 4.2 shows the
comparison between the estimated L̂ = K̂U and the ground-truth PV output pro-
files. Note that the estimated L̂ shown in Fig. 4.2a does not recover the actual PV
output shown in Fig. 4.2c. However, it is clear that the estimated L̂ is of very low
rank. In addition, its first right singular vector shown in Fig. 4.2b captures not only
most of its own temporal pattern, but also the solar irradiance pattern present in the
ground-truth PV outputs. Similar to the observations made in Chapter 3, the winter
dataset contains no HVAC activities compared to the summer dataset. Therefore,
the low-rank component L̂ can be well separated from the sparse changes and it will
mainly capture the solar irradiance pattern. The multiphase recovery formulation
was further tested on the winter night-time period from 18:00-24:00 to demonstrate
the formulation’s capability of recovering EV events in the recovered P̂. To this
end, a ROC plot is used to identify the accuracy of detected EV start/stop charging
events. Fig. 4.3 plots the ROCs fitted with an exponential function for three α val-
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Figure 4.4: Recovered load profile for one residential home with an EV charging
event in the winter night-time period.
ues. Recall from Chapter 3, the ROC is generated by varying the detection threshold
for each α value. Similar to Chapter 3, the false positive rate is very small as EV’s
have larger power ratings than most household appliances. Hence, the ROC results
show a near perfect detection and, thus, demonstrates the multiphase formulation’s
EV identification performance. Furthermore, the ROCs verify that the value 0.05
was a good choice for the group-Lasso weight parameter α. To further show the
effectiveness of the recovery formulation, Fig. 4.4 shows one recovered residential
load profile to demonstrate the recovery of an EV charging event occurring around
20:40-23:45. Clearly, the recovered profile well matches the actual while the smart
meter measurements fail to capture the exact timing of the EV event.
4.3.2 Summer Data Results
The effectiveness of the multiphase recovery formulation (4.5) is tested on
the day-time period from 11:00-13:00 of the summer dataset. The night-time period
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(a) (b)
Figure 4.5: Ground-truth load profiles for the real and reactive power demand for
the summer day-time period.
is not tested here as the focus is to demonstrate the impact of periodic HVAC activ-
ities on the recovery solution. Recall that the summer dataset was scaled by times 6
to better match the original GridLab-D system loading. The summer dataset has a
high level of HVAC activity as shown in the ground-truth load profiles in Fig. 4.5.
Therefore, the sparse component Dp will not fully capture the HVAC events as a
portion of the periodic magnitude will be contained in the low-rank component K.
This effect is visible in the estimated L̂ shown in Fig. 4.6a where there are large
transients that occur periodically. The periodicity in L̂ is more clearly observed in
the right singular vector shown in Fig. 4.6b where the oscillatory patterns occur
at approximately 20 minute intervals. Although L̂ captures a portion of the HVAC
activities, it is capable of capturing the solar irradiance pattern trend. Comparing
the first right singular vector in Fig. 4.6b to the ground-truth PV output in Fig.
4.6c, the slight parabolic trend is recovered. However, compared to the winter solar




Figure 4.6: Comparison of the summer day-time solar irradiance pattern recovery
of (a) the estimated L̂ and (b) its first right singular vector with (c) the ground-truth
PV output profile.
outputs due to the high level of HVAC activities. Clearly, the presence of HVAC
degrades the recovered solution.
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Chapter 5
Improving the Recovery of Periodic Loads
This chapter presents an additional sinusoidal component to address the re-
covery result degradation caused by the presence of periodic HVAC activities. It
is well known in the signals field that periodic signals can be decomposed into the
summation of sines and cosines. In addition, the signal can be assumed to have a
maximum rank of two if only the first harmonic is considered. To this end, the sim-
plified and network models are augmented with an additional low-rank sinusoidal
component. Numerical studies using the summer dataset were conducted on the
new simplified and network recovery formulations.
5.1. Simplified Load Recovery Model
As observed in the summer simulation results in Chapter 3, periodic HVAC
activities exhibit an inherent low-rankness which degrades the recovery perfor-
mance. To alleviate the impact of HVAC bias in L, it is possible to introduce an
additional sinusoidal component to capture the periodic patterns. It is well known
in the signals field that a periodic signal g(t) can be decomposed as the summation
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Figure 5.1: Spectral analysis results of each ground-truth residential load profile.




ak sin(kω0t) + bk cos(kω0t) (5.1)
where k represents the k-th harmonic component and ω0 is the fundamental fre-
quency. For simplicity, g(t) is assumed to consist of only the first harmonic com-
ponent, such that k = 1. Hence, the collection of such periodic signals, all with




[sin(ω0t1) sin(ω0t2) · · · sin(ω0T )




where C ∈ RN×2 is the matrix of coefficients and F ∈ R2×T is the matrix of
sines and cosines. Clearly, the periodic component G has at most rank 2, which




Figure 5.2: Recovery results of (5.5) on the summer dataset showing (a) the esti-
mated L̂,(b) the first right singular vector, and (c) the recovered load profile of a
selected house.
L and D. Augmenting the new sinusoidal component into the system model, P is
now decomposed as P = L + S + G = L + DU + CF and (3.2) becomes
R = PW = K + D + CJ (5.4)
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where J = FW. As a result, the convex problem (3.6) now becomes
min
K,D,C
‖K‖∗ + λ‖D‖1 (5.5a)
s. to − ξ ≤ Γp − (K + D + CJ)UA ≤ ξ (5.5b)
− φ ≤ zTpW − 1T(K + D + CJ) ≤ φ (5.5c)
with the updated smart meter and aggregated demand models Γp = (K + D +
CJ)UA and zTpW = 1
T(K + D + CJ) respectively.
To test the effectiveness of introducing a sinusoidal component, the new
convex problem (5.5) is tested on the same summer day-time dataset used in Sec.
3.3.2. As shown in Fig. 5.1, the fundamental frequency, f0 ≈ 0.8 × 10−3 Hz,
is obtained by performing spectral analysis on the ground-truth load profiles in
Fig. 3.6. It is then used to define the matrix F with ω0 = 2πf0. Fig. 5.2 shows
the estimated L̂, the right singular vector, and the recovered load profile of one
selected residential home. The recovered solar irradiance pattern shows no visible
improvement from the previously recovered pattern in Fig. 3.8. However, upon
closer inspection of the individual load profiles, the sinusoidal component is indeed
attempting to capture the periodic HVAC activities.
5.2. Network Load Recovery Model
Similarly, the new multiphase formulation is obtained by augmenting the
sinusoidal component to both the real and reactive power demands P and Q re-
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spectively. As a result, the decomposition of P and Q is given as
P = (K + Dp)U + CpF (5.6a)
Q = DqU + CqF. (5.6b)






‖[Dpn,t , Dqn,t ]‖2 + β(‖Cp‖2F + ‖Cq‖2F ) (5.7a)
s. to − ξp ≤ Γp − ((K + Dp)U + CpF)A ≤ ξp (5.7b)
− ξq ≤ Γq − (DqU + CqF)A ≤ ξq (5.7c)
− φp ≤ Zp −HpX ≤ φp (5.7d)
− φq ≤ Zq −HqX ≤ φq (5.7e)








β is the weight parameter for the sinusoidal components, and ξp, ξq,φp,φq > 0 are
the entry-wise error bounds. The weighting parameter β was introduced to adjust
the sparsity level of the recovered results.
The effectiveness of the new multiphase formulation (5.7) was tested on the
same summer dataset. The sinusoidal weight parameter β was determined by tuning
the parameter through trial and error. A fixed value of 0.005 was chosen for β in the




Figure 5.3: Recovery results of (5.7) on the summer dataset showing (a) the esti-
mated L̂,(b) the first right singular vector, and the real and reactive load profiles of
a selected house in (c) and (d) respectively.
vector, and the real and reactive load profiles of a selected house. Clearly, the esti-
mated L̂ still contains an oscillatory pattern. Hence, the recovered solar irradiance
pattern shows no visible improvement from the previously recovered pattern shown
in Fig. 4.6b. However, the sinusoidal component is indeed trying to capture the real
and reactive periodic HVAC activities shown in Fig. 5.3c and 5.3d respectively.
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Chapter 6
Conclusions and Future Work
This thesis presented a spatio-temporal load recovery formulation for a sim-
plified lossless model and a lossy multiphase network. The simplified model was
utilized to show the effectiveness of exploiting the underlying low-rank and sparse
change characteristics of the real power demand P in load recovery. The nuclear
norm and L1-norm regularization were adopted to promote the low-rank and sparse
components respectively. The simplified formulation was then extended to the mul-
tiphase network and the characteristics of the reactive power demand Q were in-
troduced. It it assumed that PV inverters are of unity power factor and, therefore,
Q does not have a low-rank component. Hence, Q contains only sparse changes
that are synchronized with P. As a result, the nuclear norm is again used to pro-
mote the low-rank component in P. However, instead of the L1-norm, the group-
LASSO regularization is used to promote synchronized changes and group level
sparsity in the sparse components of P and Q. The simplified and network recov-
ery formulations were tested on a winter and a summer dataset. The solar irradiance
patterns were well recovered for the winter day-time periods and the EV charging
events were well identified in the winter night-time periods. Compared to the win-
ter results, the summer recovery results were degraded due to the presence of high
periodic HVAV activities. Although the summer solar irradiance pattern recovery
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is capable of capturing the trend of the ground-truth PV output, it also captures a
portion of the oscillatory pattern of HVAC activities.
To address the periodic challenge, an additional sinusoidal component was
augmented to the recovery formulations as any periodic signal can be decomposed
as the summation of sines and cosines. The fundamental frequency ω0 was approx-
imated by performing spectral analysis on the summer dataset to setup F the matrix
of sines and cosines. The new recovery formulations with the sinusoidal component
were tested using the summer dataset. Clearly, there is no visible improvement on
the solar irradiance pattern recovery. However, upon closer inspection of the indi-
vidual loads, the sinusoidal component is indeed attempting to capture the periodic
HVAC activities.
Two future work directions are proposed in the following sections. One
direction discusses the online implementations of the recovery algorithms to accel-
erate the computational speed and to process data streams in real-time. The other
future direction discusses the use of a rectangular waveform model to better repre-
sent the presence of periodic HVAC loads.
6.1. Online Algorithm Implementations
Clearly, the computational complexity of the load recovery formulations
presented in Chapters 3 and 4 will grow with the matrix dimension. This is-
sue can be overcome by utilizing accelerated algorithms such as alternating min-
imization [43,44] or adaptive updates using subspace tracking approaches [45–47].
The alternating minimization methods allows the low-rank component to be fac-
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tored into two lower-dimensional matrices such that K = ΣΩ where Σ ∈ RN×r,
Ω ∈ Rr×T , and r is the desired rank of K. Clearly, the number of unknown vari-
ables will be reduced, however, the bi-linear parameterization would make the re-
covery problem non-convex. By using alternating minimization, Σ and Ω can be
efficiently updated by iteratively solving the corresponding convex sub-problems.
Although the alternative minimization method can speed up computation speed,
the global optimality guarantees are lacking [44]. In addition, for a time-varying
system, solving the formulation every time new measurements arrive results in re-
dundant computation [48]. One can avoid redundant computation by using adaptive
subspace tracking methods [45–47]. The subspace spanned by the columns of Σ
is used to calculate the projection Ω for a new measurement. In addition, the new
measurement is used to update the subspace of Σ. Hence, the adaptive subspace
tracking method can be solved in real-time when new measurements are available
due to fast computational speeds.
6.2. Rectangular Waveform Modeling for Periodic Loads
The results in Chapter 5 showed that the sinusoidal component recovery was
not very good. For some residential houses, the periodic HVAC activities were well
estimated. However, the recovered results does not fully capture the rectangular
shape of the HVAC events. In addition, the sinusoidal component had little to no
impact on the solar irradiance pattern recovery. To address this issue, one could
cast the HVAC load as a rectangular wave with a fixed period. As a result, the goal
will be to estimate the wave amplitude and duty cycle for every residential house.
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Intuitively, the rectangular waveform better fits the HVAC load profile as HVAC
units rarely remain on for half of its period. Furthermore, the duty cycle recovery
will potentially allow for improved load profile recovery for each residential home.
As a result, this formulation could lead to less oscillatory patterns in the low-rank
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