Abstract. Let A and B be bounded selfadjoint operators on a separable Hilbert space, and let f be a continuous function defined on an interval [a, b] containing the spectra of A and B. If ω f denotes the modulus of continuity of f , then
Introduction
If A is a selfadjoint operator on a Hilbert space, the spectral theorem makes it possible to define f (A) for any Borel function f on the real line R. In this paper we are going to study the continuity properties of the map A → f (A).
Definition (see [1] ). A continuous function f on R is said to be operator continuous if lim n→∞ f (A+K n )−f (A) = 0 whenever lim n→∞ K n = 0 for any selfadjoint operator A and any bounded selfadjoint operators K n on a separable Hilbert space H.
In [12] , Farforovskaya gave an example implying that the function defined on the real line by x → |x| is not operator continuous (see pages [169] [170] [171] [172] . It can be shown that, even infinitely smoothed at zero, this function will still not be operator continuous. On the other hand, the results of Peller show that the functions belonging to the Besov class B 1 ∞1 are operator continuous (see, e.g., [2] ). Moreover, for any selfadjoint operator A and any function f , there exists a constant C > 0 such that the following linear estimate is fulfilled:
Earlier, Birman and Solomyak obtained estimate (1) for any bounded selfadjoint operator and the functions f such that f ∈ Lip(α), 0 < α ≤ 1 (see [3] ). In the case of normal operators A and B and a function f of class Lip(α), the difference f (A) − f (B) was estimated in [14] and [15] . In this paper we discuss the case of highly nonsmooth functions; we use the modulus of continuity as a way to "measure" the continuity of the corresponding operator function. Theorem 10 estimates the norm f (A)−f (B) for any continuous function on an interval containing the spectra of the two bounded selfadjoint operators A and B. Many of the earlier results can be obtained as corollaries to this theorem. In particular, the inequality proved in Theorem 10 produces an estimate of the norm f (A) − f (B) in the case of Lip(α)-functions.
Theorem 15 treats the case of unbounded selfadjoint operators. The estimate obtained in that theorem yields a sufficient condition of operator continuity. The assumptions on
The next lemma was proved in [5] .
Lemma 1. For a function
where c > 0 is an absolute constant.
Remark. The classical Matsaev theorem [6] on triangular truncation is a particular case of this lemma corresponding to ϕ(j) = j.
In the following lemmas we calculate or estimate the norms of some specific multipliers. Let k > 0 be a positive number, and let T k = (m ij ) denote the following infinite symmetric Toeplitz matrix:
. . .
In other words,
Let f k be the function defined on the real line R by the formula
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We have
The function f k is positive, continuous, and even. Moreover, it is convex and monotone decreasing on R + . Then, by a theorem of Polya [7] , f k is the Fourier transform of a positive measure on R. (By the way, it is easy to verify this directly.) The Bochner theorem (see [8] ) shows that f k is a positive definite function. This means that the inequality 
By Herglotz's theorem [9] , it follows that the measure µ k on T whose Fourier coefficients are equal to f k (m), m ∈ Z, is positive. So,
The lemma is proved. Now we fix two integers k and n with k < n and denote by K n = (m ij ) 1≤i,j≤n the following finite Toeplitz matrix:
. . . 
Proof. This follows from Lemmas 1 and 2 and the fact that if
Remark. If we extend the matrix K n up to the infinite Toeplitz matrix
. A simple way to see this is to employ the classical inequality of Schur [10] . Namely, if M = (m ij ) i,j≥1 and r(M ) = sup i≥1 Me i , where the e i , i ≥ 1, are the basis vectors of l 2 , then
Therefore, estimate (2) may look not quite satisfactory, because of the growing factor that depends on the size of the matrix. On the other hand, estimation of the norm of the multiplier K ∆ by
is too rough for our purposes. Relative to the parameter k, we need to reduce the norm of the multiplier K n to 1 k precisely. But it is easily seen that no estimate of the form K ∆ H ≤ c k is possible. Indeed, the Toeplitz multiplier K ∆ is generated by the measure ν k = n≥0 z n k+n , z ∈ T. However, by Theorem 0,
Suppose there exists an absolute constant c such that
Since in the space of measures the sphere is weakly compact, it follows that there exists a measure µ on the circle whose Fourier coefficients are
The latter is impossible because of the theorem of H. Helson (see [11] ) saying that a sequence of zeros and ones is a sequence of Fourier coefficients for a measure µ if and only if it coincides with a periodic sequence except for finitely many terms.
Thus, the presence of a growing factor in estimate (2) is indispensable. For two fixed integers k and n with k < n, we denote by F k,n = (m ij ) i,j≥1 the following infinite matrix:
It is easily seen that for every p ∈ N and every matrix M we have
for every matrix A and p ∈ N. Therefore,
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With Γ k we associate the measure µ on the circle with Fourier coefficients
On the other hand, it is easy to show that
Remark. It is possible to prove (of course, by different techniques) that if k > 0 and
We shall also need the following evident assertion. 
Lemma 5. Let (a i ) i≥1 be a bounded sequence, and let
Proof. First, we check that the matrix M can be represented as
where
,j≤n are the matrices with the entries
o t h e r w i s e .
It suffices to show that
Since the factors α i+k − α i+k−1 are constant in the rows of the matrix A (k) , by Lemmas 3 and 5 we have
A similar estimate is true for the norm B
H . The lemma follows from the representation (3).
Lemma 7. Suppose a sequence (α m
Proof. We write
The representation (4) is obvious because
Observe that only n − k + 1 rows of the matrix M (k) are different from zero and that the factors α n−k+2 − α n−k+1 are constant. Since, clearly, the multiplier norm of an orthogonal projection matrix is equal to one, by Lemma 4 we have
Summing inequalities (5) and using the fact that n k=1 
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The immediate proof of this theorem employs an idea of V. V. Peller proposed for the case of Lip(α)-functions. Since two commuting selfadjoint operators have a spectral measure on the joint spectrum σ(A, A 1 ), we have
Remark. The conclusion of Theorem 8 remains true in the case of unbounded commuting selfadjoint operators A and A 1 such that the operator A − A 1 is bounded. Now, consider the following elementary case. Let A and B be two selfadjoint operators on H with finite spectra. Assume that the eigenvalues of A and B are among real numbers ν 1 , . . . , ν n such that ν i+1 − ν i = d > 0, i = 1, . . . , n − 1. Next, let f be a continuous function on an interval containing all points ν i . Let P i and Q i be the orthogonal spectral projections of the operators A and B (respectively) associated with the eigenvalue ν i (if ν i is not an eigenvalue, we assume that the projection is zero). Since
Therefore,
(By definition, a fraction is equal to zero if the numerator is zero.) Note that this representation of the operator f (A) − f (B) is a particular case of a double operator integral (see [3] ). Of course, f (A) − f (B) is a matrix with operator entries, but the orthogonality property of projections implies that the norms of such matrices and the norms of numerical matrices are calculated similarly.
Theorem 9. Suppose that the operators A and B satisfy the above conditions. Then
Proof. Obviously, the operator f (A) − f (B) may be regarded as the operator matrix
Since M • T ≤ M H T , the theorem follows from Lemma 6. Now we are able to prove the following theorem in the general case of two bounded selfadjoint operators. ϕ(A), B 1 = ϕ(B) . Clearly, A 1 commutes with A, B 1 commutes with B, and
Proof. We put d = A − B and split the interval [a, b] by the points {ν
By Theorem 8, we have
Similarly,
Since the spectra of the operators A 1 and B 1 coincide with the set ν 1 , . . . , ν n , we can apply Theorem 9:
k .
An elementary calculation shows that
n−1 k=1
Since the function ω f is monotone increasing and n < b−a A−B + 1, the theorem follows from inequalities (7), (8) .
Remark 2. It is easily seen that if A and K n are bounded selfadjoint operators such that K n → 0, and f is a continuous function, then lim n→∞ f (A + K n ) − f (A) = 0. This follows from the Weierstrass theorem and inequality (1) for polynomials. So, the estimate in Theorem 10 is not sharp. But it is effective for a large class of functions whose modulus of continuity decreases faster than
On the other hand, the presence of a growing factor in (6) is inevitable. In [13] , it was shown that there exists a function f ∈ Lip(1) and selfadjoint operators {A n }, {B n } such that their spectra are contained in [0, 1], B n − A n → 0, but
Remark 3.
It is easy to show that if T is a bounded operator and two operators A and B satisfy the above conditions, then
Therefore, minor modifications of the proof of Theorem 10 lead to the following theorem on commutators.
Theorem 11. Let A, B and T be bounded operators on a separable Hilbert space. Suppose that A and B are selfadjoint and that f is a continuous function on an interval [a, b]
containing the spectra of A and B. Let ω f denote the modulus of continuity of f . Then
§3. Estimates for functions of unbounded operators
Let A 1 and B 1 be unbounded selfadjoint operators on a separable Hilbert space. Assume that the operator A 1 − B 1 is bounded (in particular, this implies that the operators A 1 and B 1 are defined on the same domain). Suppose that the spectra of the operators A 1 and B 1 coincide and consist of eigenvalues. More precisely, σ(
Next, let [a, b] be an interval and f a continuous function on 
Proof. We identify the operator A 1 − B 1 with the operator matrix
whose entries T ij = P i (A 1 −B 1 )Q j , P i , Q j are the orthogonal projections of the operators A 1 and B 1 associated with the eigenvalues λ i , λ j . Clearly,
Now we represent the sum in (10) as follows:
We estimate each term in (11) separately. By Lemma 6,
Observe that estimates for the operators S 2 , S 3 , S 4 , and S 7 are similar, and the same is true for S 6 and S 8 , S 5 = S 9 = 0. Thus, it suffices to estimate the operators S 2 and S 6 . By Lemma 7,
For the operator S 6 we have
So, we need to estimate the multiplier norm of the matrix 
. Therefore,
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Finally, formulas (10) and (11) lead to
The lemma is proved.
In what follows we always assume that the function f is defined on the real line and satisfies the following condition:
We cover the real line R by the set of intervals
, and β i+1 − β i ≥ 1, i = 0. Accordingly, consider the set of functions {f i } i∈Z defined on the real line by 
We show that lim i→−∞(∞) f (β i )ϕ(β i ) = 0.
Let i → +∞. We may assume that β i > 0. Since (E A (β i )x, x) =
Using the assumptions imposed on the function f , we obtain |f (β i )| 
