In the development of efficient predictive model, the key is to identify the suitable predictors for a given formulated model-may be a multiple linear model or generalized linear models. In search of an efficient technique, several popular estimators appeared in the literature namely, subset selection, non-zero garrott, ridge regression, Bridge estimator, LASSO, adaptive LASSO, SCAD, elastic net among others. This paper considers a multiple regression model and compares, under full model hypothesis, analytically as well as by simulation methodology, the performance characteristics of some popular penalty estimators such as "ridge regression" (RR), LASSO, adaptive LASSO, SCAD, and "elastic net" (EN) versus Least Squares Estimator (LSE), restricted estimator (RE), preliminary test estimator (PTE), and Stein-type estimators (SE and PRSE) when the dimension (p) of the parameter space is smaller than the sample space dimension (n). We find that RR uniformly dominates LSE, RE, PTE, SE and PRSE while LASSO, aLASSO, SCAD, and EN uniformly dominates LSE only. Further, it is observed that neither penalty estimators nor Stein-type estimator dominate one another. However, LASSO, aLASSO, SCAD, and EN dominate the Stein-type estimators over a significant portion of the parameter space while LASSO-group uniformly dominates the Stein-type estimators when the dimension of parameter space (p) is large. Relative efficiency of EN is a decreasing function of proportion of L 1 penalty (α) and correlation (r) among covariates depending on the value of (α, r), and increasing for ∆ 2 > ∆ 2 (α,r) . EN75 dominates both types of Stein-type estimators. Finally, we observed that RE and RR outperform all estimators at the origin of the parameter space. Our conclusions are based on the analysis of the mean-squared-errors and relative efficiencies with related tables and graphs.
Introduction
The estimation of parameters of a model with "uncertain prior information" on parameters of interest began with Bancroft (1944) in the classical front. But a breakthrough came when Stein (1956) and James and Stein (1961) proved that the sample mean in a multivariate normal model is not admissible under a quadratic loss, for dimension more than two. This very result gave birth to a class of shrinkage estimators of various form and setups. A partial document on preliminary test and Stein-type estimators are given by Judge and Bock (1978) . The Stein-type estimators have been reformulated and expanded by Saleh (2006, Ch 4.4. 3) which includes asymptotic and nonparametric methods. Due to the immense impact of Stein's results, scores of technical papers appeared in the literature covering various areas of applications. In 1970, Hoerl and Kennard introduced the "ridge regression" estimators which opened the door for a new class of shrinkage estimators known as "penalty estimators" based on "Tikhonov regularization." Ridge regression (RR) methodology is a minimization of the least-squares criterion subject to L 2 penalty. Ridge regression combats multicollinearity problem in linear models, and is the precursor of the problem of estimation and variable selection. Thus, the estimation subject to penalty function was born. By minimizing least-square criterion subject to L p penalty function, Frank and Friedman (1993) defined a class of "Bridge estimators" generalizing the ridge regression estimators. The least-squares criterion with L p -penalty may be written as
For γ = 2, we get ridge estimates, and γ = 1 relates to LASSO, introduced by Tibshirani (1996) , which has become very popular and an exciting penalty estimator. This estimator is related to the estimators such as "non-negative" garotte by Breiman (1996) , smoothly clipped absolute deviation (SCAD) by Fan and Li (2001) , elastic net by Zou and Hastie (2005) , adaptive LASSO (aLASSO) by Zou (2006) , hard threshold LASSO by Belloni and Chernozhukov (2013) , and many other versions. This paper is devoted to the study of the performance characteristics of the penalty estimators like "ridge", LASSO, aLASSO, SCAD, and elastic net versus Stein-type and preliminary test estimators (PTE). Instead of sub-hypothesis approach, we consider full hypothesis approach to consider the comparisons of penalty and Stein-type estimators. In this respect, the paper by Draper and Van Nostrand (1979) is informative with respect to "ridge" and Stein-type estimators. An important characteristic of LASSO-type estimators is that they provide simultaneous estimation and selection of coefficients in linear models and can be applied when dimension of the parameter space exceeds the dimension of the sample space. This paper points to the useful aspects of LASSO-group and ridge estimators as well as the limitations thereof. Conclusions are obtained based on simulated mean-squared errors (MSE) and relative efficiency tables and graphs.
The organization of the paper is as follows. Section 2 discuss the penalty, shrinkage and preliminary test estimators. Section 3 contains details of analysis of relative efficiencies of estimators with tables and graphs of findings. Conclusions are provided in Section 4.
Linear Model and Estimators
Consider the linear multiple regression model
where Y = (y 1 , y 2 , . . . , y n ) ′ , β = (β 1 , β 2 , . . . , β p ) ′ , X is the n × p design matrix and e = (e 1 , e 2 , . . . , e n ) ′ iid error n-vector. Further we assume that E(e) = 0 and E(e ′ e) = σ 2 I n .
It is well-known that the LSE of β is given bỹ
which we designate as the "unrestricted" LSE of β. LSEβ n is the "best linear unbiased estimator (BLUE)" of β. Next, we consider few penalty estimators. Penalty estimators belong to a class of restricted estimators. Simplest example is that of estimators belonging to a linear subspace, namely, β coefficients belonging to the subspace defined by Hβ = h, where H is a q × p matrix and h is a q-vector of real numbers; β being the p-vector of coefficients.
The estimators of β is obtained by minimizing the LS criterion subject to Hβ = h. Explicitly we may write
The solution for this problem is the "restricted estimator" and the tuning parameter can be explicitly obtained givinĝ
Instead of linear subspace, one may choose a p-sphere defined by β ′ β ≤ m 2 and minimize the LS criterion as min
There is a one-one correspondence between κ and m 2 . This minimization yields the estimator with the tuning parameter, known as the "ridge parameter" asβ 4) known as the ridge regression estimator defined by Hoerl and Kennard (1970) . Ridge estimator combats multicollinearity problem in linear models. If we consider p-regular polygons p j=1 |β j | < t as the restriction, we minimize
yielding the solution as LASSO introduced by Tibshirani (1996) , given bŷ Frank and Friedman (1993) defined the class "Bridge estimators" as
If γ = 1, 2 the solution reduces to the LASSO and ridge estimators, respectively. LASSO proposed by Tibshirani (1996) simultaneously estimates and makes selection of variables with appropriate interpretation and viral popularity in applications. For computational solution and methodology see Tibshirani (1996) and Efron et al. (2004) . Later Efron et al. (2004) proposed Least Angle Regression (LAR) which is a stepwise regression, and Friedman et al. (2010) developed an efficient algorithm for the estimation of a GLM with convex penalty. During the course of development of penalty estimators, Fan and Li (2001) defined good penalty functions as the one which yield (i) nearly unbiased estimator when true parameter is large to avoid unnecessary modeling bias, (ii) an estimator which is a threshold rule that sets small estimated coefficients to zero to reduce model complexity, and (iii) the resulting estimator to be continuous in the data to avoid instability in the model prediction.
The three characteristics of penalty function is called the "oracle properties" (for definition, see Fan and Li (2001) and Zou (2006) ). It is well-known that LASSO may not possess oracle properties. As such, Fan and Li (2001) defined an estimation called the "smoothly clipped absolute deviation (SCAD)" estimator based on the continuous differential penalty function defined by
Here λ > 0 and α > 2 are tuning parameters. For α = ∞, the expression (2.9) is equivalent to L 1 -penalty. Thus, the SCAD estimator is obtained bŷ
Later, Zou (2006) modified the LASSO penalty by using weighted LASSO and defined the "adaptive LASSO" estimator given bŷ
vector for β. The equation (2.11) is a convex optimization problem and its global minimizer can be solved efficiently (see Zou (2006) ). Detailed computational methodology is given by Zou (2006) . Zou and Hastie (2005) proposed "elastic net"-estimator given bŷ
where λ n is the tuning parameter and α ∈ (0, 1), which borrows useful properties of LASSO and ridge regression estimators. The first component of the penalty term in (2.12) is the LASSO penalty while the second component is the ridge regression estimates. Here, α controls the mixing proportion of LASSO and ridge estimators. The value of α can be set judiciously or based on cross-validation. Thus, elastic net estimator is advantageous when there are highly correlated predictors present in the model and a sparse solution is needed. Zou and Zhang (2009) proposed adaptive elastic net which borrows the useful features of quadratic regularization and adaptive LASSO shrinkage. They showed, under weak regularity conditions, that the adaptive elastic net has oracle property. Adaptive elastic net performs better than other estimators having oracle property when collinearity is present (Zou and Zhang, 2009) . Yuan and Lin (2006) proposed grouped LASSO which can be applied when selection of variables "in groups" are essential. This method performs better than traditional stepwise variable selection methods. However, grouped LASSO is often inefficient and inconsistent in variable selection problems. To overcome the estimation efficiency and inconsistency of variable selection in the original grouped LASSO, Wang and Leng (2008) extended the grouped LASSO and proposed adaptive grouped LASSO as a tool for shrinkage and variable selection in a grouped manner. Adaptive grouped LASSO is as efficient as other oracle-like estimators (Wang and Leng, 2008) .
PTE and Stein-type Estimators
For the linear multiple regression model, Y = Xβ + e, if we suspect the full hypothesis to be β = 0 (null-vector), then the restricted estimator (RE)β n = 0 and the test for β = 0, vs β = 0 may be based on the statistic
Under the conditions
where x j is the jth row of X, and L n → χ 2 p -central chi-square variable with p degrees of freedom (df).
Let χ 2 p (α) be an upper α-level critical value from this null distribution; then we may define the PTE of β asβ
The PTE is a discrete variable. As a result some optimality properties when we consider assessing its MSE comparison is lost. We may define a continuous version of PTE as the James-Stein-type estimator given bŷ
Note that we have replaced I(χ 2 < χ 2 p (α)) by (p − 2)L −1 n in the definition of PTE. However, β S n has an inherent problem of changing its sign due to the factor (1 − (p − 2)L −1 n ) which may be larger than 1 in absolute value. If that happens, from applied point of view, its interpretation becomes blurred. Thus, we define another estimator, namely, the positive-rule Stein-type estimator (PRSE) as follows:
Thus, we have defined five estimators, namely, LSE, RE, PTE, JSE, and PRSE here and four penalty estimators namely, Ridge regression (RR), LASSO, aLASSO, and SCAD. We like to compare the performance characteristics of these two groups of estimators for practical utility. Next, we define an improved preliminary test (IPT) estimator defined bŷ
2.2 Quadratic Risk-functions for LSE, RE, PTE, Stein-type and Improved PTE
In this section, we consider the asymptotic distributional bias (ADB) and quadratic risk functions of the above estimators.
Since β = 0 is uncertain, we test the hypothesis, H 0 , based on the statistic
This test is consistent and its power function converges to unity as n → ∞ for fixed alternatives. Thus, we consider the sequences of local alternatives, K (n) defined by
and the loss function n(
. Hence, for W = I p we have the asymptotic distributional bias, MSE, and risk expressions as Hence,
Here, H p+2ν (·; ∆ 2 ) is the cdf of a noncentral chi-square distribution with p + 2ν d.f. with noncentrality parameter ∆ 2 , and
Analysis of Risk Functions of LSE, RE, PTE, SE and PRSE (i) Comparison of LSE and RE : The risk-difference of LSE and RE is given by
If ∆ 2 < tr C −1 , then RE is better than the LSE, and if ∆ 2 > tr C −1 then LSE is better than RE.
(ii) Comparison of LSE and PTE : Here the risk-difference is given by
Hence, if
PTE performs better than the LSE, and LSE performs better than PTE whenever
(iii) Comparison of LSE and Stein-type estimators: The risk-difference of LSE and JamesStein estimator is given by
Hence,
Next, we consider the risk-difference ofβ S n andβ S+ n , which is given by
The optimum tuning parameter of the ridge estimator is obtained as follows. The AQDR ofβ RR is given by
Now, since C is a positive semidefinite matrix there exists an orthogonal matrix Γ such that Γ ′ CΓ = I p , then the eigenvalues of C + κI p are {(1 + κ), . . . , (1 + κ)} and we have
Hence, ADQR of ridge estimate is given by
Proof. For p ≥ 3, risk-difference is given by
n and if χ 2 p (α) ≥ p − 2, then the above dominance result holds.
Simulation
We conduct Monte Carlo simulation experiments to study the performance of the Steintype, pretest, and penalty estimators. In particular, we compare relative efficiencies of the estimators compared to the least squares estimator (LSE). In the simulation studies, mean squared errors (MSE) were computed for each of the estimators, and their relative efficiencies were obtained by taking the ratio of MSE of the estimators to the MSE of LSE. Raheem et al. (2012) have studied through simulation where a sub-hypothesis was tested and relative efficiencies of various shrinkage and penalty estimators were studied in a partially linear regression setup. In this study, we are interested in testing the hypothesis H 0 : β = 0, against the alternative H a : β = 0. The simulation setup is discussed in the following section.
We generate x-matrix from a multivariate normal distribution with mean vector µ = 0 and covariance matrix Σ. The off-diagonal elements of the covariance matrix are considered to be equal to r with r = 0, 0.2, 0.9. We consider n = 100 and various p ranging from 10 to 95 depending on the comparative studies we have performed.
In our setup, β is a p-vector and a function of ∆ 2 . When ∆ 2 = 0, β is the null vector. ∆ 2 > 0 is equivalent to "violation" of the null hypothesis. We considered 23 different value for ∆ 2 , which are 0, 0.1, 0. 2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1, 1.5, 2, 3, 5, 10, 15, 20, 25, 30, 35, 40, and 50 . The way the β vector is defined in our setup, a ∆ 2 = 0 indicates that data are generated under null hypothesis, whereas ∆ 2 > 0 indicates a data set generated under alternative hypothesis. Each realization was repeated 2000 times to obtain bias-squared and variance of the estimated regression parameters.
Finally, MSEs are calculated for the LSE, RE, Stein-type (S) and positive-rule estimator (S+), Pretest, ridge regression (RR), and the penalty estimators. The responses were simulated from the following model:
where e i ∼ N (0, 5 2 ).
We use the following formula to calculate relative efficiency:
whereβ * n is one of the estimators whose relative efficiency is to be computed. For comparing the relative efficiencies of the penalty estimators, the data generation setup was slightly modified to accommodate the number of non-zero βs in the model. In particular, we partitioned β as β = (k, q) ′ where k indicates number of nonzero βs and q indicates p − k zeros-a function of ∆ 2 . To translate the above, when p = 10, and k = 5, we would have β = (1, 1, 1, 1, 1, 0, 0, 0, 0, 0) ′ , and the previously mentioned procedure would be used to generate the data. We used R statistical software (R Core Team, 2014) to carry out the simulation.
In the following, we discuss our results of three different simulation studies to compare (i) James-Stein shrinkage, preliminary tests, ridge, and elastic net (EN) estimators, (ii) penalty estimators (LASSO, aLASSO, and SCAD), and (iii) James-Stein shrinkage and penalty estimators.
Comparison of Shrinkage, Preliminary Tests, Ridge, and Elastic Net Estimators
In this study, data have been generated with correlation between the x's, r = 0, 0.2, 0.9 for n = 100 and p = 10. In Tables 1 through 3 , we present relative efficiencies of restricted estimator (RE), preliminary test estimators (PT) for α = .05, .10, .15, .25, improved preliminary test estimator (IPT) for α = .10, James-Stein-type shrinkage estimator (S), positive rule shrinkage estimator (S+), the ridge regression (RR) estimator, and elastic net (EN) estimators (EN25, EN50, EN75). Here, EN25 represents elastic net estimate with mixing parameter α = .25. Similarly, EN50 and EN75 represent elastic net estimators with α = .5 and α = .75, respectively. This α is not the same α considered in PT and IPT estimators.
Rather, α is the mixing parameter in the elastic net estimator that controls the mixing proportion of ridge and LASSO estimates. We used glmnet() R package (Friedman et al., 2014) in which the same notation for the mixing parameter was used for elastic net estimation. We retained the notation as is. At the two extremes: α = 0 gives ridge estimates while α = 1 gives LASSO estimates. For example, α = .5 is a 50-50 mixture of ridge and LASSO. It is observed that for r = 0.9, EN75 outperforms S and S+ uniformly while EN25 and EN50 outperform S and S+ over a significant portion of the parameter space defined by ∆ 2 . See Friedman et al. (2014) and the vignette of the glmnet() R-package for more information on elastic net estimation. For easier comparison among the estimators we plotted relative efficiencies of RE, PT (α = .15 only), S, S+, RR, and EN estimators against ∆ 2 in Figures 1-3 . A horizontal line was drawn at 1 on the y-axis to facilitate the comparison among the estimators. For a given estimator, any point above this line indicates superiority of the estimator compared to the LSE in terms of relative efficiency.
The findings of simulation study may be summarized as follows.
(i) From Figures 1-3 , we find that ridge regression outperforms RE, PT, S, and S+ estimators in terms of relative efficiency. The efficiency gain increases as the correlation of the x's increase.
(ii) The restricted estimator performs better than the LSE when tr C −1
(iii) It is well-known that shrinkage and positive-rule shrinkage estimators are always at or better than the LSE. Similarly we find IPT is superior to PTE uniformly in (α, ∆ 2 ) for p ≥ 3. Further, when ∆ 2 is at or near zero, IPT is the best estimator after ridge in terms of relative efficiency.
(iv) Neither PTE nor Stein-type estimator dominate one another.
Comparison of Absolute Penalty Estimators
In the second simulation experiment, we compared LASSO, aLASSO and SCAD estimators for r = 0.2, 0.9 and p = 10, 20, 30 for varying ∆ 2 . The results are presented in Tables 4-9 . As outlined at the beginning of Section 3, data were generated for various configurations of β = (k, p − k) ′ where k is the number of 1s and p − k is the number of zeros. We find that relative efficiencies tend to decrease as k increases. Next, we observe that relative efficiencies may be ordered as: if ∆ 2 < 10 and r = 0.2, then LASSO > aLASSO > SCAD and for ∆ 2 ≥ 10 aLASSO > LASSO > SCAD. When ∆ 2 < 10 and r = 0.9, the order is SCAD < LASSO < aLASSO and for ∆ 2 ≥ 10 aLASSO > LASSO > SCAD.
Of the three penalty estimators considered, SCAD was found to be the least efficient in our experiment. We noticed that as k increases, SCAD become less and less efficient compared to LSE. In particular, when r = .9, SCAD performs worst compared to LASSO and aLASSO. In other words, SCAD performs relatively better when there are more nearzero coefficients (small k) and the correlation among the x's is small.
Comparison of Absolute Penalty and Stein-type Estimators
In this simulation experiment, we compare James-Stein-type shrinkage estimators (S, and S+) with LASSO, aLASSO, and elastic net (EN). We have considered elastic net since it is a mixture of LASSO and ridge estimators. Considering elastic net allows us to eliminate ridge estimator for this part of the simulation studies. This somewhat broadens our scope of comparing various estimators with the limited configurations (i.e, r, p) that we have considered in our simulation experiments.
To compare among these estimators, we consider r = 0.2, k = 0, 1, 3, 5, p ranging from 10 to 95, and n = 100. Recall that k is the number βs equal to 1. Relative efficiencies of LASSO, aLASSO, elastic net, and Stein-type estimators are presented in Table 10 . Figure 4 graphically shows relative efficiencies of JS-type shrinkage estimator (S), positive-rule shrinkage estimator (PRSE, S+), LASSO (L), aLASSO (aL), and elastic net (EN25, En50, EN75) when compared to the LSE. It is observed for r = 0.9 that EN75 outperforms S and S+ uniformly while E25 and EN50 outperform S and S+ over a significant portion of the parameter space defined by ∆ 2 .
Overall, our simulation results show that PRSE (S+) estimator outperforms all other estimators when k > 0 and when p ≤ 30. Adaptive LASSO performs best when k = 0 for all p. As p increases LASSO, aLASSO, and elastic net estimators outperform JS-type shrinkage estimators. For p ≥ 60 and k > 1, elastic net estimators outperform all other estimators (Table 10) .
Summary and Conclusion
In this paper, we studied the performance of some selected penalty estimators versus preliminary test and Stein-type estimators under full model hypothesis via simulation studies when the parameter space is smaller than the sample space. We have provided Tables 1-10 of relative efficiencies compared to LSE as well as graphical s (1-4) .
Based on the analysis of the relative efficiencies, we found that (1) ridge regression estimator uniformly dominates the LSE, RE, PTE, JSE and PRSE. (2) LASSO, aLASSO, and SCAD estimators and Stein-type estimators uniformly dominate only LSE. (3) Neither LASSO, aLASSO and SCAD nor the PTE and Stein-type estimator dominate each other group. (4) LASSO and adaptive LASSO outperform SCAD when there are more non-zero coefficients and the covariates are highly correlated. (5) Elastic net is a compromise between LASSO and ridge regression estimators. Relative efficiency of EN is a decreasing function of α ∈ (0, 1) for some ∆ 2 < ∆ 2 (α,r) depending on the values of (α, r), and increasing for ∆ 2 > ∆ 2 (α,r) . EN75 dominates both types of Stein-type estimators uniformly while EN25 and EN50 dominates S and S+ over a significant portion of the parameter space.
Finally, we note that LASSO is a regularization technique for simultaneous estimation and variable section whereas Stein-type methodology is focused only on estimation which dominates the LSE uniformly under a quadratic risk. Figure 1: Relative Efficiency plots for Shrinkage, Pretest, Ridge, and Elastic Net Estimators when p = 10, r = 0, and n = 100. Figure 2: Relative Efficiency plots for Shrinkage, Pretest, Ridge, and Elastic Net Estimators when p = 10, r = 0.2, and n = 100. Figure 3: Relative Efficiency plots for Shrinkage, Pretest, Ridge, and Elastic Net Estimators when p = 10, r = 0.9, and n = 100. Table 4 : Relative efficiencies of LASSO, aLASSO, and SCAD estimators when n = 100, r = 0.2, p = 10. Table 5 : Relative efficiencies of LASSO, aLASSO, and SCAD estimators when n = 100, r = 0.9, p = 10. Table 6 : Relative efficiencies of LASSO, aLASSO, and SCAD estimators when n = 100, r = 0.2, p = 20. Table 7 : Relative efficiencies of LASSO, aLASSO, and SCAD estimators when n = 100, r = 0.9, p = 20. Table 8 : Relative efficiencies of LASSO, aLASSO, and SCAD estimators when n = 100, r = 0.2, p = 30. Table 9 : Relative efficiencies of LASSO, aLASSO, and SCAD estimators when n = 100, r = 0.9, p = 30. Table 10 : Relative Efficiencies of LASSO, aLASSO, ElasticNet, and Stein-type Estimators when r = 0.2, n = 100, and ∆ 2 = 0.
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