Abstract : Many measures have been developed to determine the interestingness of rules in data mining. Numerous studies have shown that the effects of different measures depend on the concrete problems, and different measures usually provide different and conflicting results. Therefore, selecting the appropriate measure becomes an important issue in data mining. In this paper, a novel approach to select the appropriate measure for class association rule mining is proposed. The proposed approach is applied to several problems, including benchmark and real-world datasets. The experimental results show that the proposed approach is a powerful tool to analyze various measures to select the right ones for the concrete problems, leading to the increase of the classification accuracy. Based on the study, this paper further proposes four properties of interestingness measures that should be considered in class association rule mining.
Introduction
The objective of data mining is to find patterns whose attributes are strongly correlated with each other. Therefore, measuring the interestingness of patterns becomes an important research topic in data mining. Many kinds of interestingness measures have been proposed to solve this problem [1] - [4] . However, since there are so many interestingness measures proposed and such measures have different properties and drawbacks which lead to provide conflicting information, there is no optimal measure which is better than the others in all applications [2] , [4] , [5] . Therefore, finding the appropriate measure for the given application becomes an essential issue in data mining.
There are two most popular techniques in data mining, that is, association rule mining (ARM) [6] and class association rule mining (CARM) [7] . ARM is generally used as a descriptive tool to give the association relationships to the specific application experts, while CARM concentrates on discovering class association rules (CARs) from training data for the prediction of unseen testing data. Some studies have investigated to find the right measure for association rule mining [2] , [4] . However, these methods cannot deal with class association rule mining because of the different purposes of these two techniques.
In this paper, a novel interestingness measures selection approach is proposed for class association rule mining. The proposed approach is applied to several problems, including benchmark and real-world datasets, where various interestingness measures are studied to find the optimal one. With the appropriate selection of interestingness measures, the better rules could be found from a large number of candidates, which lead to better performance of classification.
The specific points that make this paper innovative are as follows.
• An overview of 20 classical interestingness measures are presented.
• A novel interestingness measure selection approach is proposed. Its effectiveness is evaluated in both benchmark and real-world datasets.
• Several properties that will help analysis to select the appropriate measure for CARM are presented.
• Since there is no such kind of research which can provide a schema to help the selection of an appropriate interestingness measure for CARM, this paper can give a contribution to solve such a problem.
The rest of this paper is organized as follows. Section 2 provides the relevant research and the problem formulation. Section 3 presents an overview of existing well-known interestingness measures. In Section 4, we explain the proposed approach in details. Section 5 presents experimental settings, results, and discussion. Section 6 concludes this paper.
Relevant Research and Problem Formulation

Relevant Research
Various interestingness measures have been proposed to incorporate the classical Support and Confidence in the statistics, machine learning and data mining articles. For example, Brin et al. [8] proposed Lift to evaluate the significance of association rules in market basket data. Li et al. [9] and Shimada et al. [10] used χ 2 value to incorporate Support and Confidence to handle the CARs. However, there are so many interestingness measures proposed which may lead to providing different and conflicting information. For instance, Han and Kamber [11] compared four measures on some datasets. Their discussion showed that these measures could provide different rankings on different datasets. Therefore, some authors have studied intensively to analyze different interestingness measures used in data mining and select the appropriate one. As one of the most famous approaches, Tan et al. [2] proposed a method to extract a set of association rules from a given database using Support and rank them by 21 interestingness measures. They argue that the measure which produces the ranking that most resembles the ranking of experts is the appropriate measure for the given application. Lenca et al. [4] proposed a different method which uses a Multiple Criteria Decision Aid (MCDA) method on 20 classical interestingness measures to help the selection of an appropriate measure with users' preference. However, both of the two methods focus on selecting the right measure for ARM, in which the users need the specific application experts to provide the expected results. In Tan et al.'s paper, they assume that the expected ranking of rules is provided by φ-coefficient measure. Lenca et al. assume two scenarios, where the experts accept or refuse the appearance of a certain number of counter-examples (if X true, then Y false), to find the appropriate measure.
Nevertheless, in CARM whose objective is different from ARM working as descriptive tools, these approaches cannot help to select the best measure, because there is not expert that can provide the expected results. Therefore, an alternative way to find a desirable measure for CARM should be studied.
Problem Formulation Definition 1 [Class association rule (CAR)]:
Let I = {i 1 , i 2 , ..., i m } be a set of attributes. A class association rules is an implication of the form X ⇒ Y, where the antecedent part X is a subset of I (X ⊂ I), and the consequent part Y is the class label. The rule X ⇒ Y specifies that if the data satisfies the condition X, it can be classified into the class label Y.
Definition 2 [Class association rule mining (CARM)]: Given a data set with class labels as training data, class association rule mining is to discover CARs from the training data (D train ) and use them to build a classification model to predict the unseen testing data (D test ), where the class label is unknown.
In CARM, the classification accuracy of the testing data is the most important metric to evaluate whether a method works well or not. The definition of the classification accuracy is as follows.
Definition 3 [Classification accuracy]:
In CARM, given testing data D test consisting of E t testing examples, the classification accuracy is calculated by the ratio of the number of testing examples correctly classified E c to E t as follows.
Based on the above definitions, the main topic focused on in this paper is to find the appropriate interestingness measure for a concrete problem in CARM. The definition of the appropriate interestingness measure is defined as follows.
Definition 4 [Appropriate interestingness measure]:
In class association rule mining, given a problem, measure m ∈ M is called the appropriate interestingness measure, if m can provide the highest classification accuracy for the unseen testing data D test , where M is the set of suffixes of measures.
Nevertheless, there is another problem in the study of interestingness measures, that is, it is hard for us to determine the thresholds of many interestingness measures. Usually, we do not have prior knowledge on what thresholds should be set to prune uninteresting rules. Therefore, the researchers generally do many experiments and select the appropriate thresholds of measures. However, when the number of measures becomes large, i.e., 20 in this paper, the above has poor efficiency because a huge number of simulations need to be done to determine the appropriate thresholds.
In this paper, we propose a novel interestingness measure selection approach to solve the above problems. The proposed approach is evaluated in several problems, including benchmark and real-world datasets. The details of the proposed approach is described in Section 4.
Interestingness Measures
As powerful tools, interestingness measures are widely used in data mining, where measures can be used to discover the interesting patterns and rank them according to their scores of interestingness. In this section, an overview of various interestingness measures is introduced and their properties are emphasized from the perspective of CARM.
List of Interestingness Measures
For a given rule X ⇒ Y, the measures are usually defined using the frequency counts which can be tabulated in a contingency table as shown in Table 1 . In recent years, many interestingness measures have been proposed for discovering and filtering rules in data mining [2] - [4] . Table 2 shows a list of widely-used measures which are studied in this paper.
Support and Confidence are the most two famous and frequently used measures. Support is useful to prune the uninteresting rules [12] , [13] , while confidence is often used to measure the accuracy of extracted rules [2] and estimate the classification results [7] . However, the major drawback of Support and Confidence is that they usually tends to generate a large number of rules.
Some studies have investigated that both generality and reliability should be included in a good measure, where Support and Confidence are generally used to represent them, respectively [14] . For example, Bayardo et al. [15] proved that many well-known measures such as Laplace, Conviction, and Lift are monotone functions of Support and Confidence. Some researchers have proposed other measures with respect to Support and Confidence, such as information gain [16] , Centred Confidence [4] and Zhang's measure [17] . In this paper, we restrict the list and select the most widely used Laplace [18] , [19] , Conviction [20] , Piatetsky-Shapiro's measure (PS) [21] , Lift [8] , [22] , Certainty Factor (CF) [23] , Added Value and Klosgen as representatives of such measures. Some other interestingness measures studies the nulltransaction 1 , which is normal in large databases. Allconfidence [24] is emerging as a kind of such measures w.r.t. null-transaction. The other widely-used measures are Jaccard and Cosine [14] .
Many other measures have been proposed from various areas, such as statistics (i.e., Odds ratio, Yule's Q and Yule's Y), information theory (i.e., Gini, J-measure [25] and Mutual Information).
Another category of measures have been proposed for measuring deviation from statistical independence, such as χ 2 value [8] and Pearson's correlation coefficient (φ-coefficient) [26] .
Properties of Interestingness Measures
Some properties have been proposed to analyze interestingness measures w.r.t. ARM [2] , [4] , [21] . Piatetsky-Shapiro [21] proposed 3 key properties that a good measure should satisfy. Tan et al. [2] extended to propose 5 properties based on matrix operations for the contingency table. Lenca et al. [4] proposed another 5 properties based on the agreement and extension of them.
On the other hand, there are another two most important properties to be emphasized for CARM. In CARM, there exists two kinds of datasets, i.e., the training and testing data. The CARs are discovered from the training data and used to pre-1 Null-transaction denotes the transactions that do not contain any of the object itemsets. In Table 1 , n XY represents the number of null-transaction. dict the testing data. Therefore, for CARM, measure m should satisfy the following 2 properties if it is a good measure.
P1
Measure m could help to discover the rules with high classification accuracy on the training data.
P2
The rules evaluated by m should not be too specific to cause the over-fitting, which makes the low classification accuracy on the testing data.
However, it is not easy to evaluate the two properties generally. For different problems, the performances of different measures would be different, which may lead to selecting different measures as the appropriate ones.
Therefore, in the next following sections, we propose a novel approach to select the appropriate measure to evaluate P1 and P2 in various interestingness measures.
Proposed Approach for Selection of Measures
Overview
In this section, we proposed an approach for selecting the appropriate measures. The list of measures shown in Table 2 are studied by the proposed approach. The flowchart of the appropriate interestingness measure selection approach is shown in Fig. 1 .
Note that the proposed approach mainly focuses on studying the selection of interestingness measures, therefore, any CARM method can be used, which will not be contrary to the aim of the topic. In this paper, we adopt a multi-rule based CARM method to study the topic, since the previous research has proved that multi-rule based algorithms can generally have better performance than single-rule based ones [9] , [27] , [28] . The used method in this paper is called Genetic Network Programming (GNP) based CARM, where an evolutionary algorithm GNP is used to extract multiple CARs and an average matching degree mechanism is used to build the classification model. The effectiveness of this method has been proven in some previous research [27] , [28] . Later, we will briefly introduce this method.
Roles of Interestingness Measures
In the proposed approach, interestingness measures play different roles for CARM.
Firstly, Support and Confidence are used to discover CARs. Many previous investigations showed that Support and Confidence are powerful tools to prune the uninteresting rules by calculating the statistical probabilities [2] , [9] , [10] , [15] . Therefore, in the rule extraction step, we use Support and Confidence to discover CARs.
Generally, in CARM, interestingness measures only play roles in rule extraction and rule ranking steps. However, in the proposed approach, interestingness measures play important roles in the classification step as well, since most multi-rule based methods need us to recognize the importance of different CARs.
Therefore, viewing the proposed approach as a whole, the interestingness measures play important roles in various steps, including rule extraction, rule ranking and classification. The proposed approach can analyze interestingness measures more comprehensively to find the appropriate one. On the other hand, since the rule extraction is based on Support and Confidence based pruning, the thresholds of interestingness measures need not be decided by many experiments, which leads to analyzing interestingness measures more efficiently.
Rule Extraction
We apply an evolutionary algorithm based method to mine CARs. The method is called Genetic Network Programming with Estimation of Distribution Algorithm (GNP-EDA) based CARM [29] , [30] which is a variant of GNP based CARM. Since the rule extraction is not the key point of this topic, and actually any method can be used in the rule extraction step, which will not be contrary to the selection of measures, the details of GNP-EDA based CARM will not be shown in this paper. For GNP based CARM, the readers can refer to [10] , [27] , [28] , and for GNP-EDA based CARM, the readers can refer to [29] , [30] . In the following part, we just briefly describe the advantages of GNP based CARM and GNP-EDA based CARM.
GNP is a novel evolutionary algorithm, that extends the conventional GA and GP to the graph-based representation. In the previous research, GNP has been applied to mine CARs. Comparing with GA based methods that represent an entire rule as one individual or a part of it, the graph structure of GNP whose nodes can be connected arbitrarily can give a complete picture of the underlying relationships in data. Moreover, GNP can avoid the bloating problem of GP due to its tree structure. Therefore, GNP can generally extract more interesting rules than the other methods [10] .
In evolutionary algorithm based CARM, the strongly related attributes can be viewed as Building Blocks that could be recombined in the next generation. The principle that the evolutionary algorithm works well in CARM is identifying and recombing such strongly related attributes by evolution. Therefore, in order to speed up the rule extraction, an extended method named GNP-EDA has been proposed, which combines GNP and EDA [31] . Differing from conventional GNP which uses crossover and mutation operators, GNP-EDA constructs a probabilistic model from the promising individuals by studying the connections of the nodes in GNP, i.e., attributes and their frequencies. Therefore, the relationships among attributes can be represented explicitly in the model. Then, when the probabilistic model is used to generate the new individuals, more interesting rules will be produced.
The superiority of GNP based CARM has been proven by comparing with several classical CARM methods, such as C4.5, CBA and CMAR, etc. and the efficiency of GNP-EDA over GNP in CARM can be found in [29] , [30] , therefore, they will not be shown in details in this paper.
The point of the proposed method is that Support and Confidence are used to extract CARs, which means CARs satisfying the following conditions are extracted.
Here, support min and con f idence min are the thresholds for pruning the uninteresting rules.
The rule extraction is done until some terminal criteria is satisfied, such that no new rules can be found or enough number of rules are discovered, etc.
Evaluation and Rank of Rules
After all extracted CARs have been saved in the rule pool, we apply interestingness measures to rank and filter them. The task is achieved by selecting one measure from Table 2 to evaluate the extracted CARs and rank them based on their interestingness scores.
Different interestingness measures may lead to different rankings of rules. For example, given two measures m and m , and there are rules such as R 1 , R 2 , R 3 , etc., in the rule pool. For measure m, the ranking of rules is like: R 1 , R 2 , R 3 , etc. However, using measure m , the ranking is like: R 1 , R 3 , R 5 , etc., which is different from the ranking by m. Different rankings would affect the results of classification, which leads to different accuracies of prediction.
Let M denotes the set of suffixes of interestingness measures. The ranking mechanism of the proposed approach is described as follows. When evaluating and ranking two rules R 1 and R 2 by measure m ∈ M, R 1 has higher rank order than R 2 if and only if:
or has fewer attributes in its antecedent part comparing with R 2 .
Using the above ranking mechanism, all the rules saved in the rule pool are sorted by each measure, which will be used for later classification. 
Classification
After all the rules are sorted by different measures as discussed in last subsection, the proposed approach selects a subset of high quality rules for classification. This task is achieved by selecting rules based on the interestingness scores evaluated by the selected measure.
Suppose the datasets consist of |K| number of class labels, where K denotes the set of suffixes of class labels. The rule extraction step can extract |K| sets of rules corresponding to each class label, denoted as R c , where c ∈ K. The rules saved in R c has been already sorted from top to bottom based on their interestingness scores in the rule ranking step. After that, the rule selection mechanism is adopted to select the high quality rules for classification. The procedure is shown in Fig. 2 . In the rule selection mechanism, a coefficient α named coverage threshold is defined to control the size of the subset of high quality rules.
The subsets of rules R c selected by the rule selection mechanism are used to build the classifier. Trivially, given a rule r ∈ R c , if the antecedent part of the rules matches the testing data, we could assign the consequent class label of rule r to the testing data. But, since there are many rules in subset R c actually, multiple rules are used for classification. To decide which class label a testing data should be classified, an average matching degree mechanism is adopted in this paper.
Let m ∈ M denote the interestingness measure used for ranking the rules and m(r) denotes the value of rule r by measure m. R cm indicates the set of suffixes of rules in R c whose antecedent part matches with the testing data. For given testing data d, the average matching degree of data d with the rules in class c is calculated as follows.
The values of Match c (d) of different class labels are compared, where the class label with the highest matching degree is the classification result.
The average matching degree mechanism has been applied to various problems, and its effectiveness has been proven by comparing it with several classical methods in the benchmark datasets, such as C4.5, CBA and CMAR [27] , [28] . 5. Simulations
Simulation Design
To evaluate the effectiveness of the proposed approach, we applied it to several problems, including benchmark and realworld datasets. The GNP-EDA based method [29] , [30] is carried out to mine the CARs.
Two kinds of classification accuracies are considered, i.e., the training accuracy and testing accuracy, which correspond to two properties described in Section 3, i.e., P1 and P2, respectively, where the testing accuracy would guide us to find the appropriate measure.
Given the training data D train and testing data D test , the training accuracy is calculated by checking the classification accuracy of the training data D train , while the testing accuracy refers to the classification accuracy of the testing data D test . 20 interestingness measures in Table 2 are used to rank the extracted rules and make a comparative study. As a result, the appropriate measures for the concrete problem were obtained.
Simulation Results
Simulation 1
In the first simulation, we testify the effectiveness of the proposed approach in benchmark datasets. Two benchmark datasets, the Cleveland heart-disease dataset and the Wisconsin Breast cancer dataset from UCI ML Repository [32] are selected in this simulation. Cleveland dataset consists of 2 class labels indicating the diagnosis result of heart disease, and Breast dataset also has 2 class labels for benign or malignant. The discretization of continuous attributes in these two datasets is done using the Entropy method in [33] . The detailed characteristics of Cleveland and Breast datasets are shown in Table 3 .
Simulation setting: 30 independent trials are carried out in this simulation, where in each trial 90% records of the datasets are randomly selected as the training data and the remaining 10% records are used for testing. Therefore, the training data of Cleveland and Breast datasets consist of 267 records and 615 records, respectively. The thresholds of Support and Confidence, i.e., support min = 0.01 and con f idence min = 0.5, are used in the rule extraction step. Different coverage thresholds (α) are set to study various interestingness measures.
Simulation results: The classification accuracy of the top 7 interestingness measures with different values of the coverage threshold are shown in Figs. 3 and 4 , which are the average over 10 different trials of rule extraction. Moreover, the ranking of the testing accuracies of the measures listed in Table 2 is shown in Table 4 . The simulation results show that Laplace provides the highest classification accuracy in the testing data of Cleveland dataset, which means that Laplace is the appropriate interestingness measure for the Cleveland dataset, while Klosgen and Yule's Q are the appropriate measures for the Breast dataset.
Simulation 2
A data mining based traffic prediction system has been studied in [29] , [30] . It is a real-world problem, where GNP-EDA based method is applied to find the time-related CARs from the Traffic dataset. The Traffic dataset is time-related as shown in Table 5 , where W1N1, W2N1 represents a section of the road network and the average traffic density of each section is discretized to Low, Mid or High. Therefore, the class labels of the datasets are Low, Mid and High. In the Traffic dataset, there are total 672 attributes including class labels which is much more complicated than that of benchmark datasets. The form of attributes saved in the Traffic dataset can be denoted as A i ( * ), which represents road section i with traffic density * , where * ∈ {Low, Mid, High}. The CARs can be discovered with the following form [34] :
This kind of time-related CARs can represent the relationships between different attributes with different time points, which can be used to do the classification for traffic prediction. Taking the above rule as an example, if the traffic density of section i is Low at time point t a , and that of section j is Mid at time point t b , we can predict the traffic density of section k is High at time point t c . The details can be found in [29] , [30] , [34] .
Simulation setting: We use 4 Traffic datasets in the simulation, while each dataset consists of 800 records. 4-fold cross validation is carried out, therefore the training data includes 2400 records and the testing data has 800 records. The thresholds of Support and Confidence, i.e., support min = 0.03 and con f idence min = 0.8, are used in the rule extraction step. For each attribute, we mine 300 rules, therefore, given road section i, its corresponding three attributes, i.e., A i (Low), A i (Mid) and A i (High), consist of 300 rules. Different coverage thresholds (α) are set to study various interestingness measures. The analysis is done by ranking the rules using each selected measure, where the rule selection mechanism is carried out to select the rules with high qualities for classification.
Simulation results: The classification accuracy of the top 11 interestingness measures with different values of the coverage threshold is shown in Fig. 5 , which are the average over 10 different trials of rule extraction. The ranking of the testing accuracies of the measures listed in Table 2 is shown in Table 4 . We could find that Laplace provides the highest classification accuracy in the testing data, which means that Laplace is the appropriate interestingness measure for the Traffic dataset presented in this paper.
Simulation Analysis
Firstly, we summarize several important results from the simulations.
• Selecting the appropriate interestingness measure is an important issue in CARM, because they will highly influence the results of classification. From the simulations we can find that different measures give different classification results.
• For different problems, the appropriate measure would be different, and there is no optimal measure applicable to all the problems.
Although most research on CARM just compared the testing accuracy to study the methods, in this paper, we also showed the training accuracy in order to provide a complete analysis of interestingness measures. Below, we studied the two properties proposed in section 3, that is, P1 and P2, based on the analysis of the training accuracy and testing accuracy. Figures 3-5 show the results of the top measures in three different datasets. The left figures show the training accuracies of measures, while the right figures show their testing accuracies.
• The measures shown in the three figures are the top measures that achieve higher accuracies than the rest unshown measures. From the simulations, we can prove the property P1, that is, the good measure should help to discover the rules with high training accuracy.
• Comparing the training accuracy and testing accuracy, we can find that the measure achieving the highest training accuracy generally can not obtain the highest testing accuracy. For example, in the case of Cleveland dataset, Yule's Y achieves the highest training accuracy, while it only obtains the second best performance in the testing. All the three simulations show the same phenomenon, which can be viewed as the over-fitting problem.
• We can also prove the property P2, that is, the rules evaluated by the appropriate measure generally can reduce the over-fitting problem, which leads to achieve better performances in the testing.
Analyzing the 20 measures as a whole, we can find the performance of them can be significantly distinguished in several groups, which means that some measures always tend to achieve similar performance in most problems. Therefore, we divide the listed 20 measures in several groups as follows based on the results of the three simulations.
• Support group: Support and its variants constitutes one group of the measures. Support refers to the number of occurrences of itemsets in a dataset. It is the most commonly used and efficient measure that allows us to reduce the exponential search space of datasets to relatively small ones. Another measure of this group is PS which is de-
N . This measure generally tends to generate a large number of candidate rules since it only measures the interestingness, but poorly the importance of rules. Therefore, in CARM, it generally performs quite bad performances on classification accuracy as shown in Table 4 .
• Table 4 shows the measures of this group generally provide similar performances.
• Odds ratio group: This group consists of Odds ratio and its variants i.e., Yule's Q and Yule's Y. Given itemsets X and Y, Odds ratio represents the odds of positive or negative relationship. The range of Odds ratio is from 0 (negative relationship) to ∞ (positive relationship), and the value 1 of Odds ratio denotes X and Y are independent. Yule's Q and Yule's Y are the normalized variants of Odds ratio to change the range from −1 to 1. From our simulations, we find generally Odds ratio can not provide good performances, while Yule's Q and Yule's Y are good for CARM. We will discuss this phenomenon according to their ranges in the later part.
• Entropy group: This group consists of three measures, which are Gini, J-measure and Mutual Information. They are entropy-based measures that estimate the variance of the probability distribution of the dependency of itemsets X, X, Y and Y. The average performance of this group is medium among the 20 measures, since they have some limitations. In the case of datasets consisting of many rules with Confidence = 1 (n XY = 0), J-measure and Mutual Information can not measure the important rules, since both of their formulas consist of the invalid element 0 0 (0 log 0 can be rewritten to log 0 0 ). In other cases, they have good performances.
• Null-transaction group: Jaccard, All-confidence and Cosine are three measures to distinguish the null-transaction (itemsets XY) from the other itemsets of datasets. They are widely used in the large and sparse datasets [11] . These measures cannot achieve good performances in our simulations, since the datasets are not large and only consist of relatively small number of records.
• φ-coefficient group: This group includes φ-coefficient and its related variants χ 2 value. This group is defined for measuring the deviation from statistical independence. These two measures are closely related to each other since
Based on the analysis, we find Confidence group and Odds ratio group are generally more appropriate than the other groups in CARM.
We extend to analyze the measures in the view of their ranges. It is meaningful to analyze this issue, since in the case of multi-rule based CARM, one important problem is to decide the weights of different rules in classification. The second column of Table 4 shows the theoretical ranges of different measures. The mean values of interestingness scores are shown in the column named "Mean", while the standard deviation (SD) is shown in the "SD" column. Since the ranges of different measures are different, comparing the SD of these measures directly is meaningless. Therefore, we introduce the metric coefficient of variation (CV) to normalize the SD of different measures, which is defined as follows.
By comparing the CV of the measures in the three simulations, we can find that in generally small CV will provide high classification accuracy. From Table 4 we can find that the measures with high rank order generally have small values of CV, and vice-versa. The CV of a measure is directly related to its range, i.e., in the case of χ 2 value ranging from 0 to ∞, the rules with large interestingness scores are generally considered to be more important than some other rules with small scores, even if they are evaluated over the threshold of the significance level. Similar results can be found in the Odds ratio group, that is, Odds ratio ranging from 0 to ∞ generally provides worse performances than its normalized variants Yule's Q and Yule's Y. Such phenomenon will cause the over-fitting problem more seriously, since the rules with infinite scores in the training data will be treated much more important than the other useful rules in the testing.
Based on the analysis of the range, we propose the third property of interestingness measures in class association rule mining.
P3
The range of interestingness scores evaluated by measures is to be small and finite, such as (0, 1), (−1, 1), etc.
In the case of ARM, in order to give a complete underlying picture, we generally need to extract not only positive, but also negative relationships, such as X ⇒ Y (positive) and X ⇒ Y (negative). Therefore, many measures are developed to represent these relationships directly from the interestingness scores. However, in CARM, we mostly emphasize on studying the positive relationship, since exact positive information can be directly used to predict class labels. But, regardless the difference between ARM and CARM, both of ARM and CARM need the measures to distinguish the positive and negative relationships because positive and negative relationships give different interestingness scores. Therefore, we further proposed the fourth property P4 that should be emphasized in CARM.
P4
Measures should distinguish the positive and negative correlations of X and Y.
Property P4 says that, a good measure should distinguish the positive and negative relationships of X and Y, so that the ranking of rules is not confused, which leads to bad performances of classification. Among all the measures studied in this paper, χ 2 value does not satisfy this property, since it cannot distinguish the positive and negative relationships.
Comparison and Discussion
We have found the appropriate interestingness measures for the three datasets during the simulations, respectively. In this part, we further study the effectiveness of the proposed approach using the selected appropriate measure comparing with the conventional methods. Several classical methods, i.e., C4.5 [35] , C4.5 boost [36] , CBA [7] , CMAR [9] and CPAR [37] , are selected for comparison. In the case of CBA and CMAR, the Support and Confidence thresholds are set at the same value as our simulation in Cleveland and Breast datasets, i.e., 0.01 and 0.5, respectively.
In the framework of our approach, two most important parts for studying the interestingness measures are the rule rank by interestingness measures and rule selection mechanism. Therefore, we separated the proposed approach into three parts to compare the effectiveness of each part. In Table 6 , w/o rule rank denotes the method that none of the measures is used to rank the rules for classification, which means the rules are randomly selected for classification. w/o rule selection denotes the method that the selected appropriate measure is applied to rank the rules, however, all the rules are used for classification, which means the rule selection mechanism is not used. Proposed approach is the method that both rule rank and rule selection are used.
From the comparison, we can find that the proposed approach can achieve better performance than the classical methods in both Cleveland and Breast benchmark datasets. On the other hand, comparing the effectiveness of the rule rank and rule selection, we can find if we adopt rule rank and rule selection, we can obtain better performances, which can prove the objective of our study.
The simulations showed that the selection of the appropriate measure is an essential problem in CARM. It should be noticed that the best coverage threshold (α) should be studied and the appropriate number of rules should be selected to achieve the best classification performance through the evaluation by the appropriate measure. In our simulations, we used an evolutionary algorithm based CARM [27] , [28] , [30] to study the effectiveness of interestingness measures, where multiple rules are used to predict the class labels. However, actually the framework of the proposed approach can be easily applied and testified in the other CARM methods. For example, in the case of CBA, Confidence is used to rank the rules, and the single rule with the highest Confidence is used to predict the class label. We can easily change the measure from Confidence to the appropriate one, which will lead to the improvement of the classification accuracy. Based on our study, Laplace and Yule's Q is the appropriate measure for Cleveland dataset and Breast dataset, respectively. Therefore, we applied them to rank the rules in CBA, respectively. The accuracy of Cleveland dataset is 82.8%, which is the same as conventional CBA. On the other hand, the accuracy of Breast dataset improves from 96.3% to 96.8%. The reason why Cleveland dataset has not improvement is that Laplace provides the same rank as Confidence, therefore single-rule based CBA achieves the same performance in these two measures. However, in the case of Breast dataset, we can find that the proposed approach can help to improve the accuracy.
On the other hand, in order to present fair comparisons, we only select support and confidence to extract the CARs from training data, while the selection of the appropriate interestingness measure is done for testing data. However, after selecting the appropriate measure, it can be directly incorporated in the training phase to extract the CARs, leading to the increase of the efficiency for rule extraction. Moreover, the properties of interestingness measures proposed in this paper can help us to decrease the number of measures to be studied, which will help us to find the appropriate measure more efficiently.
Conclusions
In this paper, we have presented several key properties of good interestingness measures that should be emphasized in class association rule mining. A list of famous and widelyused measures are studied in several problems, including the benchmark datasets and real-world ones. We have proposed an approach to select the appropriate interestingness measure for the specific problem by comparing the classification accuracies of the testing data. Based on our study, the measures can be classified in several groups in which the measures are highly correlated with each other, leading to the similar performances. With the selection of the appropriate measure, we can easily improve the classification accuracy.
This work could also be extended to the other applications and class association rule mining methods, which is helpful to analyze various measures and select the most appropriate measure to improve the classification accuracy. The proposed properties can also improve the efficiency of finding the appropriate measure.
