1* Introduction* We open with some notation and some definitions. Let &~ be a field and let ^ denote the n x n matrices with elements in ^7 If A and J5e^, the characteristic curve of the pencil xA + yB is the curve in the protective %, y, 2-plane whose equation is det (xA + yB -zl) = 0. If A e <β\, the operator Δ A is given by z/^X = AX -XA, for all X in J^. If & ^ 1 is an integer and K= k(k -l)/2 and if c lf c 2 , , c κ e J^T we let / ft (a?) = α? 2ίΓ+1 -c x x 2K~z + .. + ( -1)^^. Next we need some ideas usually associated with the Perron-Frobenius theory of nonnegative matrices. If X = (%ij) € ^lf the digraph %f(X) consists of vertices labeled 1, 2, 3, , n and there is an edge from i to j, i.e. i-*i, if and only if x iS Φ 0.
The matrix Je^ is permutation-irreducible if and only if it can o w)
where Y and W are square matrices.
In [4] Taussky and Wielandt proved. THEOREM 
If A and Bej^l and a u a 2y
, a n are the eigenvalues (in some extension field of &~) of A, then f n (J A )B -0, where Ci is the ith elementary symmetric function of the N = n(n -l)/2 quantities (a r -a 8 ) 2 , 1 ^ r < s ^ ?ι; i = 1, 2, , AT.
Since f^A A )B = AB -BA, the relation f k (J A )B = 0, with 1< fc < %, for some c x , c 2 , # ,c s: G t -^7 ^s a generalization of commutativity. As a generalization of matrix commutativity it is, however, quite weak, since it is still possible for A and B to satisfy such an identity (when n = 3) and to generate _^(see the examples in §4). However, it will be shown that the relation f k {Δ A )B = 0 imposes a restriction on the eigenvalues of A, when A and B generate &\. We call an expression of the form f k (J A )B a Kato-Taussky-Wielandt commutator.
We shall need one well-known result from graph theory which Since 5f(B) is strongly connected, there exists an internal vertex i e μ and a vertex j$ μ so that i ~ j. But i ~ i + 1 and i ~ i -1 and, since neither or these is j, we get a contradiction. 3* Generalized L-property* Let A and JS be n X n matrices with elements in &~ and suppose the eigenvalues of A and B are also in J^. If there exist fixed order ings a ί9 a 2 , •• ,α n and /Si, /S 2 , • • ,/3 u of the eigenvalues of A and 5, respectively, so that the eigenvalues of xA + yB are xa t + y&, for all x and ?/ in ^7 where i = 1, 2, ••-,%, then A and 2? have property L. Property L has been discussed by Motzkin and Taussky [3] ; it is clearly equivalent to the assertion that the characteristic curve of the pencil xA + yB is the union of n lines (if &~ is big enough). In this section we discuss a condition which forces the characteristic curve to decompose into lines and conices.
Let ^\x, y] be the integral domain of polynomials over &~ in the (commuting) indeterminates x and y. Let ^~(x, y) be its quotient field. 
is an irreducible polynomial in z over ^{x, y). Then each Pi is a homogeneous polynomial in x, y, and z, with coefficients in Proof, ^"[x, y] is a unique factorization domain (UFD). Since a UFD is integrally closed ([2]
, p. 84), the coefficients of the powers of z in Pi must be polynomials in x and y.
Suppose Pi is not homogeneous in x, y and z. Let M(q) (resp. m{q)) be the maximum (resp. minimum) degree of the monomials in a polynomial q. Then M(p t ) > m(Pi) and M (resp. m) has the property that Miq&z) = M(q^ + M(^2)(m(g 1 g 2 ) = m(gθ + m(q 2 )) for polynomials q x and q 2 . Hence M(p) > m(p) 9 which is false. The Lemma is proved.
We now apply the results of § 2 to xA + yB and B. Proof. Without loss, we may assume that w^3. Let X-xAΛ-yB. If Δ X B = 0, for x Φ 0, then AB = BA, which implies n = 1. So Δ X B Φ 0 (for x Φ 0) and the relation f 2 (A x )B = 0 imply that c x is a rational function of x and y. Since ^~ is infinite, we may replace x and y by two algebraically independent indeterminates and the relation f 2 (A x )B = 0 still holds. X and B clearly generate ^~(x, y) n , and thus we may apply Theorem 3. Since f 2 (w) = w* -c λ w y each eigenvalue of X = xA + yB satisfies an equation of degree at most 2 over J^~ (x, y) . Lemma 3 is now used to complete the proof. 
