Abstract. We give a short proof of some sparse bounds for the spherical maximal operator of Magyar, Stein and Wainger. This proof also includes certain endpoint estimates. The new method of proof is inspired by ones by Bourgain and Ionescu, is very efficient, and not been used in the proof of sparse bounds before. The HardyLittlewood Circle method is used to decompose the multiplier into major and minor arc components. The efficiency arises as one only needs a single estimate on each element of the decomposition.
Introduction
We prove sparse bounds for discrete maximal spherical averages of of Magyar, Stein and Wainger [8] . For λ ∈ N, let s λ be the cardinality of the number of n ∈ Z d such that |n| 2 = λ. Define the spherical average of a function f on Z d to be
We will always work in the setting where s λ ≃ λ d−2 , that is in dimensions d ≥ 5 and for all possible choice of λ 2 ∈ N, or d = 4, and λ 2 ∈ 2N + 1. Define the maximal function A * f = sup λ A λ f, where f is non-negative and the supremum is over all λ for which the operator is defined. This operator was introduced by Magyar [7] , and the ℓ p bounds were proved by Magyar, Stein and Wainger [8] .
Sparse bounds for A * were recently proved by one of us in [4, 5] . Our main theorem is below, which improves on the result of [4] by including some endpoint estimates, and ) in the solid line, including the point (
). A half-restricted weak type sparse bound is satisfied on the dotted line.
giving a very short proof. We state the Theorem, and then the definition, and some corollaries. We recall definitions. Let 0 < η < 1. A collection of cubes S are said to be η-sparse if for each S ∈ S there is a set E S so that (a) |E S | > η|S|, and (b) the collection of sets {E S : S ∈ S} are pairwise disjoint. The role of η is not important, although in some arguments it is useful to let it change from one line to the other, which we highlight below, if η changes.
We say that a sublinear operator T satisfies a (p, q)-sparse bound if there is a constant C > 0 such that for all bounded, compactly supported f, g there is a sparse collection S such that
In our current setting, we can further require that |Q| ≥ 1 for all cubes, and above we use the notation
It is of interest to track the best constant C in (1.2), but not in this paper. In (1.3), we use a normalized L r norm. This can be replaced by Lorentz space norms L r,s , in which case we write f Q,(r,s) . We say that T satifies a (p, r 1 ; q, r 2 ) sparse norm if (1.2) holds with f Q,p replaced by f Q,(p,r 1 ) and similarly for g Q,q . We say that T satisfies a halfrestricted weak type sparse bound (p; q, r) if (1.2) for all f = 1 F and finitely supported g there is a sparse collection S such that
If q = r, we write simply (p; q, q) = (p, q).
As a corollary to our main result we recover (a) the ℓ p -improving inequalities and the sparse bounds for A * proved by one of us [4] ; (b) the unweighted results of Magyar, Stein and Wainger [8] ; the unweighted restricted weak-type result of Ionescu [3] ; and many weighted vector valued inequalities, which we do not specify here. ) in the open triangle with vertices (0, 1), (
). (2) These inequalities hold, with bounds that are uniform in Λ > 1:
The second point strengthens the ℓ p -improving inequalities of [4] , and we conjecture that this inequality is sharp in the scale of Lorentz spaces. The last conclusion is an indication of the range of weighted estimates that are a consequence of the sparse bounds.
We detail the method of proof for the theorem above in the next section. Our argument is an adaptation of the method of Bourgain [1] to prove restricted weak-type estimates, and especially the method as used by Ionescu [3] in the setting of the discrete spherical maximal function. See [6, Lemma 2.6] for a general version of this principal. Its application in the setting of sparse bounds is new.
The argument in this setting is elegant, and (relatively) simple. It proceeds by decomposing A * into a series of terms, guided by the Hardy-Littlewood circle method decomoposition developed by Magyar, Stein and Wainger [8] . But, for each part of the decomposition, we need only one estimate, either an ℓ 2 estimate, or an endpoint estimate. The argument of Ionescu combined with the sparse perspective yields a powerful inequality. Notations and conventions will be established in this section, and used throughout the paper.
Further applications of this method of argument will appear elsewhere.
Proof of Theorem 1.1
We need this definition. Given cube E, we say that collection Q E of subcubes Q ⊂ E are pre-sparse if the cubes { 1 3 Q : Q ∈ Q E } are pairwise disjoint. Associated to to a pre-sparse collection Q E are a family of stopping times. We say that τ is Q E admissible (or just admissible) if
This is the most important Lemma.
, and all g = 1 G supported on E, we have
|E|.
We complete the proof of the main result.
Proof of Theorem 1.1. We can assume that there is a fixed cube E so that f = 1 F is supported on cube 3E, and g = 1 G is supported on E. Apply Lemma 2.1, and observe that we have, for an appropriate choice of admissible τ(x),
We clearly recurse on the the second term above to construct our sparse bound. Concerning the first term, observe that
The top line is (2.2) and the bottom is the obvious ℓ ∞ bound. Note that the inequalities above are uniform in g.
To deduce the second point of Theorem 1.1, we interpret g → A τ f, g as a linear map. We interpolate between the two bounds above to deduce the half restricted weak type bounds (p; q), for p = . Since f = 1 F , the interpolated constants will work out correctly.
We turn to the proof of the main Lemma. This will be accomplished as follows. We set
We will not be concerned too much about the power j above, and at a point or two it is convenient to have the power change. Let M φ f = sup t φ t * f be the corresponding maximal function.
Take Q E to be the maximal (with respect to side length) cubes Q so that
where C = C d is a dimemsional constant so large that Q E is pre-sparse. Let τ(x) be an admissible stopping time. Our approach is as follows. For integers N > 1, there is a decomposition It remains to prove (2.4)-(2.6). The decomposition has several elements. The first begins with the trivial bound A λ f(x) λ 2 φ λ * f(x). Our first contribution to M 1 is,
which is pointwise bounded by CN 2 f 3E,1 , by choice of Q E . Thus (2.5) holds for this term. Below, we are free to assume that τ ≥ 100N.
To go further, we recall the decomposition of A λ f from Magyar, Stein and Wainger [8] . We have the decomposition below, in which upper case letters denote a convolution operator, and lower case letters denote the corresponding multiplier. Let e(x) = e 2πix and for integers q, e q (x) = e(x/q).
The term G(a/q, ℓ) is a normalized Gauss sum and we always require a be in the multiplicative group Z × q . In (2.9), the hat indicates the Fourier transform on Z d , and the notation conflates the operator C a/q λ , and the kernel. All our operators are convolution operators or maximal operators formed from the same. The function ψ is a Schwartz function on R d which satisfies Figure 2 . The flow of the proof of the main lemma. The nodes of the tree indicate the different elements of the decomposition, and a label on an arrow shows which of M 1 or M 2 that term contributes to. Above, λ represents a fixed choice of radius, and τ = τ(x) an admissible choice of radius. For space considerations, several terms of the form e q (−λ 2 a) have been omitted, compare to (2.8).
The function ψ q (ξ) = ψ(qξ). The measure dσ λ is the uniform measure on the sphere of radius λ, and dσ λ denotes its Fourier transform computed on R d . The standard stationary phase estimate below is essential. (We will see a reprise of the argument that leads to (2.12) below.) It follows that q≥N/100 a∈Z
Our second contribution to M 2 is therefore
The remaining terms are 1≤q≤N/100 a∈Z
Control will consist of an additional contribution to M 1 and M 2 .
, where a different cut-off in frequency is inserted.
(2.14)
This follows from the definition of ψ in (2.9). We claim that (2.15)
That is, the term on the left is our second and final contribution to M 1 . To prove (2.15), we follow an elementary calculation in [3, 8] . Kernel estimates are needed for these operators, and for that we need this preparation. For a function ζ with ζ supported on [−1 , 1] d , define a family of Fourier multipliers by
By inspection, ℓ → G(a/q, ℓ) is the Fourier transform of e q (|x| 2 a) as a function on Z we have
The convolution is with dσ λ and ψ λq/N , which is a bump function of integral one, supported on scale N/λq, which is much smaller than λ. As a consequence, we have, using the notation of (2.3),
This is summed over 1 ≤ a < q ≤ N/100 to complete the proof of (2.15).
We complete the proof by showing that
It follows, an application of Cauchy-Schwartz, that
This is the third and final contribution to M 2 . We remark that the proof detailed below is a quantitative variant of the proof of (2.12).
Let m be a smooth function supported on [−1/2, 1/2] d , and let T m be the corresponding multiplier operator, either on Z d or R d , with the notation indicating the which setting we are considering the multiplier. This is a factorization argument from Magyar, Stein and Wainger [8] . Using the notation of (2.16), and recalling (2.14), observe that
That is, the operator in question factors as C a/q,2 λ = C a/q,3 λ We bound the right side of (2.21). Composition with T ψq is uniformly bounded on L 2 . The multiplier in question is then, m(ξ) = (1 − ψ q/N )(ξ) dσ 1 (ξ). This is identically zero for |ξ| N/q. That means that for the terms in (2.23), we need only consider 2 j N/q ≥ 100. Recall the estimates (2.10) for dσ 1 (ξ). Hence, the bound for our multiplier is
2 . This estimate combined with (2.20) and (2.21) complete the proof of (2.18).
