ABSTRACT Facial expression is the main approach for humans to express their emotions. It is the temporal-spatial information that can be recognized by computers. In this paper, three video-based models are proposed for the facial expression recognition system (FERS). First, a differential geometric fusion network (DGFN) is proposed, which utilizes the technique of the handcrafted feature for traditional machine learning. The static geometric feature in the DGFN, which is based on the critical regions of psychology and the rules of physiology, is converted into the differential geometric feature by the geometric fusion model. Then deep-facial-sequential network (DFSN) is designed based on a multi-dimensional convolutional neural network (CNN). Finally, the DFSN-I is proposed, which is the combination of the DGFN and the DFSN taking advantages of both to achieve better performance. The experimental result shows that the combination of the handcrafted feature with prior experience and the auto-extracted feature provides better performance. It also shows that our DFSN and DFSN-I outperform the state-of-the-art methods on the Oulu-CASIA data set and achieve almost the best performance on CK+ compared with the other video-based methods.
I. INTRODUCTION
Facial expression is the main approach for human to express their emotional state. For example, a smile may indicate a positive and optimistic mood while fear, sadness and disgust indicate a negative mental state. A study done by psychologist Mehrabian [1] shows that the greatest proportion of the way to convey information in human communication is facial expression -up to 55%, and another 38% is auxiliary language, such as speech rhythm, sound, tone and so on. Surprisingly, only 7% of information is expressed in oral language. Therefore, facial expression is important in daily life.
Facial expression recognition is the process of assigning an emotional label to a still image or a video. Along with the advanced of science and technology, Pattern Recognition(PR), which is one of the most important technologies of artificial intelligence, has been widely applied in daily life. As a branch of PR, the research of facial expression recognition has a great value in the field of human-computer interaction, computer vision, psychology and physiology.
In psychology, anxiety is a common symptom in neurology. In addition, autism is also a common disease of psychiatry in civil life, which can only be recovered by rehabilitation. These symptoms appear in all ages of society, which is one of the reasons that it is difficult to be discovered. Moreover, the earlier the symptom is discovered, the higher cure rate it is. According to the work done by Mcclure et al. [2] and two experiments down by Coleman, Coleman [3] , we can find that the emotional conflict caused by anxiety or autism will appear on their expression. Hence, the prediction of anxiety or autism for helping rehabilitation can be realized by FERS.
The methods concerning this topic proposed in literature can be divided into two categories: image based methods like BDBN [4] , SH-RER [5] , CNN [6] etc and video based methods like STM-ExpLet [7] , DTAGN [8] , DTAGN(Joint) [9] , PHRNN-MSCNN [10] etc. In 1991, Mase [11] led the work of extracting facial features by computer. There are two different ways for facial feature extraction in our work. One of them is the handcrafted feature. And the other is the auto-extracted feature using convolutional neural network(CNN).
In this paper, we propose three video based models: differential geometric fusion network(DGFN), deep-facialsequential network(DFSN) and DFSN-I utilizing the temporal information in facial sequence for predicting six basic emotions: anger, fear, disgust, surprise, happiness and sadness firstly proposed by Ekman and Friesen [12] . In DGFN, we design some geometric features based on psychology and physiology. Two ways for feature extraction are adopted in our models for better performance. To fuse different features harmoniously, the idea of fusion based on learning propagation(LP) between neurons is adopted in our work. LP is a process of forward propagation and backward propagation between a large amount of neurons in network training.
The experimental result shows that the combination of handcrafted feature and auto-extracted feature provides better performance. Although the DGFN with handcrafted feature provides the lowest accuracy among our three models, the time spent in model training is 1/60 of DFSN-I. For CK+ dataset, DFSN and DFSN-I achieve almost the best performance compared with the video based method in literature. Moreover, both of DFSN and DFSN-I outperform the stateof-the-art methods on Oulu-CASIA dataset.
II. RELATED WORK A. HANDCRAFTED FEATURE EXTRACTION
There are many kinds of feature extraction methods based on traditional machine learning such as geometry-based and Gabor-wavelets-based [13] . For geometric feature which is a form of the facial appearance, it contains geometric information of various facial organs. All landmarks of inner face are used as geometric feature in DTAN [8] and DTAN(joint) [9] . However, only relative distances of landmarks are not sufficient. The geometric feature x ∈ R 22 in method [14] is more detailed for some calculation of the landmarks. But 22 dimensions of x are not powerful enough without the information of the whole mandible. Inspired by the geometric methods above, the static geometric feature x ∈ R 39 of the whole face is designed based on psychology and physiology including the global and local information of facial organs. For psychology, we focus on the facial changes on its critical regions. For physiology, the rules of facial muscle or bone movements are taken into consideration.
B. NEURAL NETWORK BASED MODEL
There are many methods of facial expression recognition based on neural network especially CNN [15] - [17] . However, CNN is usually used for single image, which misses the temporal information. Hence, for better utilization of temporal-spatial information in sequence, 3D-CNN methods such as [8] and [9] are adopted in order to get a better performance of FERS. Inspired by the idea of 3D-CNN, feature extraction(FE) layers of our DFSN are constructed for each frame in the video. What we focus on is the fusion part of the model for the utilization of the different kinds of features in our models. For implicit and explicit features in our work, a better way of fusion is required to improve performance. Different kinds of fusion has been proposed in the following work: [18] - [21] . Inspired by the training process of the neural network during which the weight between each pair of neurons will be adjusted, the idea of LP is adopted in our model to fuse different features into network layers.
III. FACIAL EXPRESSION RECOGNITION SYSTEM
Three methods are proposed in this work, each of which involves the following steps: facial preprocessing, feature extraction and model training.
A. FACIAL IMAGE PREPROCESSING
Preprocessing is vital for any image recognition fields. For facial expression recognition, specific preprocessing is able to reduce the noises of image and reinforce the required information, improving the overall performance of system. The preprocessing model proposed in our work is shown in Fig. 1 . FIGURE 1. The image preprocessing for three models proposed in our work(Different processing techniques are applied for different models and the input image is extracted from video).
As shown in the figure, there are serval image preprocessing techniques involved including face detection, cropping, rotation correction, rescale etc. All of those techniques are taken to improve the model performance. For example, our classifier's input is gray scale image with one channel. Not only can it reduce the difference between training samples, but also reduce the computational storage and speed up the training process.
1) IMAGE RESIZE
Image Resize is aimed to normalize all the faces from dataset for solving the diversity of face caused by different races, genders and the environment settings of data acquisition. This technique ensures that the magnitude of the elements in geometric feature range in a stable distribution in feature space. VOLUME 6, 2018
2) ROTATION CORRECTION
The dataset is acquired from real environment and some factors should be taken into consideration such as the angle of the camera and the facial rotation, all of which are noises of the collected data. Hence, rotation correction is a necessary step for facial preprocessing. In our work, the rotation correction is based on ensuring that eyes stay on the horizontal line and the rotational center is the middle point of two eyes.
3) IMAGE CROPPING
In the process of data acquisition, the lightness of background, clothes and hairstyles vary among different subjects. In order to isolate the region of interest from background, reducing the noises of the input image, the image cropping is applied to get important facial region. As shown in the Fig. 1 , there are two cropping operations in our models. One of them is applied for DGFN. As indicated in the Fig. 1 , the cropping region for DFSN and DFSN-I is much smaller which is restricted vertically between eyebrows and jaw, horizontally between two ears.
B. DGFN MODEL
Effective information of face is the key to realize facial expression recognition. It is important to figure out a suitable way for feature extraction. According to the six basic emotions proposed by psychologists Ekman and Friesen [12] , the extracted feature should be discriminative between these six emotions.
On macroscopic view, different facial organs have its corresponding changes when humans make emotions, such as the area of eyes' region, the distance, the curvature of the lips and the compactness of the whole face. All of those variables are defined as geometric features in our work. Especially, the features representing the information of a single organ are local geometric features while the others representing related information between organs and the whole face are global geometric features. Both of them should be taken into consideration for better performance.
On microcosmic view, the expression changes are coordinated by Action Units(AUs) [22] of different facial regions. Moreover, the AUs can be considered as the basic units of facial movements so we take them as starting point of our work.
1) GEOMETRIC FEATURE EXTRACTION
After synthetic study of the rules of facial changing, we decide to outline various features of AUs by different combinations of facial landmarks. The static geometric feature with 39 dimensions are designed for representing the facial information of a single frame.
On the basis of physiologic [23] and psychologic [24] analysis of facial expression, the design of geometric feature is based on our observational research on the facial changes of sequences. The basic design concepts are shown in Fig. 2 . For instance, in the facial changes from neutral to surprise, the relative distances between eyebrow and eye-center, upper lip and lower lip are increased. The standard relative distance, which is defined as formula (1), is computed as the element of static geometric feature.
The computation is based on Euclidean distance where x i and y i are coordinates of p i ∈ R 2 . W face and H face are the approximation width and height of detecting region calculated by the facial landmarks. W face and H face are necessary to be used as standardized factor due to the diversity of face and facial rotation in the same sequence. This is the reason why we call it as standard relative distance.
The compactness of facial region can be formed by its area. For example, along with the face changes from neutral to disgust, the area of eyes and facial triangle decrease which is equivalent to that the overall of face becomes more compact. In our work, all the areas are ellipses or triangles and Heron's formula is adopted to calculate the triangle area where the length is computed by formula (1) .
Moreover, we find that the outline of some facial organs is similar to quadratic curve whose curvature is representative for current facial state. According to the physiologic laws between facial muscle and mandible [25] , we can find that the mandible is the only facial bone that can move, which is the reason why we are supposed to consider the jaw. As shown in the Fig. 2 , mandible moves around the pivot point, which changes the curvature of jaw. Additionally, the curvature of lip and nose also have its corresponding rules while face is changing. This paper simulates organs' outline by quadratic curve whose quadratic coefficient represents the curvature. The coefficients of the quadratic function are obtained by solving the matrix equation (2) with three facial landmarks where x i and y i are the coordinates of landmarks.
In this equation, only a is utilized and it is the quadratic coefficient denoting the magnitude of curvature approximately. Finally, we get geometric feature F i ∈ R 39 of i th frame containing relative distance, curvature, area and compactness.
The details of static geometric feature F i ∈ R 39 are shown in appendix.
2) GEOMETRIC FEATURE FUSION
Using the temporal information in facial sequences can get better performance. For the whole sequence, its feature vector can be represented in the following form:
where n is the total length of the video which is dependent on its total time and FPS. The facial sequence starts with a neutral emotion and ends with the peak value of one of the six basic emotions. To take temporal information into consideration, the difference of geometric features between two adjacent frames is adopted in our work for extracting temporal information. The fusion model is shown in Fig. 3 . It converts geometric features of each frame into F * ∈ R 78 . Amplitude of geometric variation D ∈ R 39 is obtained by the summation of each successive variation. But D is a vector that only represents the tendency of facial variation. Hence, the current facial state should be taken into consideration. The computation is defined in (5) .
Where F n and F 1 are the static geometric feature of peak state and neutral state respectively. The symbol ∪ denotes the concatenation of two features.
3) MODEL DESIGN BASED ON NEURAL NETWORK
In this section, we design a classification model for the differential geometric feature designed in previous section. We select Artificial Neural Network(ANN) as the classification model due to the possible redundancies in F i . For instance, the area and the distance possibly represent the similar information in the same facial region. To some extend, it is an inevitable shortcoming for the handcrafted feature based on traditional machine learning technique. Under these circumstances, some possible redundancies are necessary to be eliminated by adjusting weights of the elements in F i for better performance. So we select ANN to adjust weights between neurons by backward propagation algorithm to realize a second fusion. The whole model of DGFN is shown in Fig. 4 .
For ANN, we utilize the three layers neural network where the input is our differential geometric feature and the output is a six dimensional softmax layer representing the predicting confidence of six basic emotions. The middle layer is fully connected with the input and output layers. 
C. DFSN MODEL
This section proposes another approach for facial expression recognition based on deep learning. The biggest difference with DGFN is the way of feature extraction. DFSN, which is based on convolution and pooling techniques in CNN, is more effective for implicit facial features in model performance.
Handcrafted feature, which conducts an uncertainty in performance, is time-consuming to realize. But for convolution VOLUME 6, 2018 and pooling, it is a feature auto-extraction method which is more effective than the previous one. So we design a twelve layers network composed of convolution and pooling for feature extraction. The framework of FE layers for each frame is shown in Fig. 5 .
As shown in the figure, the input of FE layers is the preprocessed image extracted from the facial sequence. The sizes of convolutional kernels in our layers are 3 * 3, 5 * 5 and 7 * 7. We adopt small convolutional kernels in the front part of the FE layers to extract detailed facial information. Then we use some larger kernels to extract abstract features. After serval pooling operations, the size of the image becomes smaller which is the reason why small kernels of 3 * 3 are utilized at the end of the FE layers.
The size of 2 * 2 is applied in the max pooling layers which is a way to extract features further. It is regarded as sub-sampling for convolutional layer. After sub-sampling, the number of neurons in feature map is reduced by half, easing the burden of model training. Finally, there are 64 feature maps with size of 4 * 4 for each frame.
Fusion of feature maps for each frame is then needed to be considered. First of all, it is not necessary to take all frames into fusion due to the huge training burden especially for a video recorded from a device with high FPS. It is better to pick some frames of the sequence representing its temporal information approximately.
For the facial sequences in the datasets, each sample starts with neutral state and ends with peak state. To simplify it, we use the first frame, the middle frame and the last frame to represent the temporal information of the whole sequence. Inspired by the idea of LP, we map the feature maps of each frame into a hidden layer by fully connecting. Then, all these hidden layers are concatenated together. The rest of DFSN is shown in Fig. 6 .
D. DFSN-I MODEL
In this section, DFSN-I is proposed. DGFN and DFSN are different in feature extraction. One is handcrafted feature design based on traditional machine learning while the other is feature auto-extraction based on deep learning. For handcrafted feature design, it is a way with prior knowledge for specific task but time-consuming. On the other hand, it is inevitable to miss some valuable information which is hard to be extracted by humans' observation. For auto-extraction based on FE layers, there may be some flaws in the system if we totally depend on it without prior experience. Hence, we try to figure out a way to improve performance by combining the advantages of these two methods. Inspired by the idea of LP, the features of handcrafted design and auto-extraction are combined as the integral feature by mapping and concatenation. The model of DFSN-I is shown in Fig. 7 .
As shown in the figure, the inputs of DFSN-I are three frames of the video which are the same as the inputs of DFSN model. For each frame, there are two different ways for feature extraction and the fusion method of formula (5) is applied for static geometric feature. The differential geometric feature and convolutional feature are then fused together. Finally, the input of classification layers is the layer with 2048 dimensions. The performance of DFSN-I will be shown in the section 4.
E. MODEL TRAINING
Three models are proposed in this paper and the training criteria are almost the same. For FE layers of DFSN and DFSN-I, the value of the convolutional kernels are randomly initialized based on the normal distribution. Each convolutional layer is followed by ReLu (rectified linear unit) function which is an activation function defined as Relu(x) = max(0, x). The ReLu function can speed up the convergence during the model training.
Gradient explosion and gradient disappearance are universal problems in ANN training. To address these problems, the saturated nonlinear activation function tanh(x) = 2sigmoid(2x) − 1 is applied in the last second layer, where
. The dropout technique is also applied in this layer for robustness of model training. The value of dropout here is 0.3 which means the neurons of this layer will not participate in forward propagation or backward propagation during model training with a probability of 0.3.
The learning rate η is 0.0001 and the loss function of the models training is the cross entropy which is defined as 
where y is the one hot label of sample sequence while y is the predicting confidence from the softmax layer.
IV. EXPERIMENTS AND DISCUSSION
To show the performance of the models proposed in our work, serval experiments have been carried out using three datasets based on video publicly available in the facial expression recognition research field: Extended Cohn-CKanade(CK+) dataset [26] , Oulu-CASIA dataset [27] and MMI dataset [28] . In addition, to ensure fair comparison with some methods proposed in literature, the same data from CK+ and Oulu-CASIA are used for ten-fold cross validation and the MMI dataset is only used for testing performance due to the different ways of sampling. The experiments are executed on the environment of Python 3.5 and operating system of Windows. Dlib 19.40 is applied to face detection and landmarks detection. The preprocessing such as image cropping, gray processing and resizing are implemented by OpenCV for convenience. All the neural networks are implemented based on Tensorflow(1.2.1). All the experiments were run on Intel(R) Core(TM) i7-6700 3.40GHz of CPU and GeForce GTX 750 Ti with 2.00GiB memory in GPU. The face detection and preprocessing took nearly 0.04s for each frame. The model training of DFSN-I took 66.67 hours for ten-fold cross validation while the DGFN took only 1.6 hours.
A. DATASETS
The CK+ dataset is an extended version of CohnKanade(CK) dataset. 327 labeled sequences of 108 subjects in CK+, each of which is changing from neutral to peak of emotion, are used in our experiments. For a better way to show performance, 327 sequences are grouped into ten person-independent subsets for ten-fold cross validation. For each time, nine subsets are used for model training and the rest is used as testing set. Only six expressions(anger, surprise, disgust, happy, fear and sad) are taken into consideration in our work. The Oulu-CASIA dataset contains 2880 sequences of 80 subjects in 6 different background settings. There are six emotions in these sequences all of which are also changing for neutral to peak of emotion. We evaluate our models with 480 sequences which are recorded in the normal illustration condition(VL Strong). And they are also divided into ten person-independent subsets in ascending order for ten-fold cross validation. The MMI dataset is more challenging than CK+ and Oulu-CASIA for preprocessing. Some sequences in MMI are more complicated where there are serval expressions in the same sequence. Some sequences start with neutral and end with neutral. So there are many different ways to sample it for experiments. In this paper, 202 sequences which are processed into the form of changing from neutral to peak state are used for experiments. The same method is adopted for ten-fold cross validation like CK+ and oulu-CASIA. VOLUME 6, 2018
B. METRICS
The predicting label in our models is based on the predicting confidence of the six dimensions softmax layer. And it is defined in this form: y = argmax(softmax) where softmax ∈ R 6 is a vector of output layer. For each fold, during the model training, the testing fold is used to test the trained model when it is convergent and the accuracy τ i of i th fold is defined as follow:
where n i correct is the correct number of model prediction and n i is the total number of sequences in i th fold. Finally, the mean accuracy of the dataset is:
C. COMPARISON OF OUR MODELS
The contrastive result of three models are shown in Fig. 8 .
As shown in the histogram, the DFSN-I has the best performance among our three models on three datasets, followed by the DFSN model. Although the DGFN model has the lowest accuracy, the input of the three-layers neural network is only 78 dimensions while the DFSN-I is 2048 dimensions. On the other hand, DGFN training took 1.6 hours which is 1/60 of the time cost of DFSN-I. Compared with DGFN, DFSN has a great improvement on CK+, Oulu-CASIA and MMI. Their classifying layers are similar except for the input of the feature. The improvement shows that the features extracted in DFSN are much more effective than handcrafted features.
On a comprehensive view on these three models, combining these two different ways of feature extraction can provide a better performance. For handcrafted feature, it contains prior knowledge for specific task. On the other side, the feature automatically extracted by convolution and pooling can be more abstract which is difficult to be designed manually.
Compared with the features in DGFN and DFSN, the result also shows that our idea of LP play a significant role in DFSN-I.
D. COMPARISONS WITH SEQUENCE-BASED MODELS
In this subsection, serval sequence-based methods proposed in recent years are taken as comparisons for our models based on CK+ containing 327 sequences and Oulu-CASIA containing 480 sequences. As shown in table 1 and 2, each table contains two blocks, the first of which lists the methods cited from their publications. The second block lists three methods proposed in our work. For fair comparison, the same datasets from CK+ and Oulu-CASIA are used in our experiments. For CK+(TABLE 1), the highest accuracy is 98.95 done by [14] which is 0.25% higher than our DFSN-I. Their model is fusion of geometric feature and Local Binary Patterns(LBP) feature based on deep network.
For Oulu-CASIA (TABLE 2) , both of DFSN and DFSN-I achieve a higher accuracy among video based methods. The (1) and s denotes the area. The curvature of p i , p j and p k is denoted as a(p i , p j , p k ) as mentioned in formula (2) . P m (x i , x j ) is the middle point of x i and x j . DFSN-I is 1.25% higher than the model proposed by [10] in 2017 which is based on a deep evolutional spatial-temporal network. The DGFN with 78.00% only use 78 dimensional geometric feature which is higher than the method [7] proposed in 2014 using the Expressionlets on Spatio-temporal Manifold. Our DFSN-I outperforms [9] , which used a joint Fine-tuning between geometric feature and auto-extracted feature, by 6.04%.
V. CONCLUSION
In this paper, three models are proposed for facial expression recognition. First, we consider the technique of traditional machine learning and try outlining the characteristic of the AUs by different combinations of geometric features. So the DGFN is designed, which contains differential geometric features with 78 dimensions. Then, given the advantages of extracting feature using convolution and pooling, the second model DFSN, which contains twelve layers for feature extraction, is proposed in our work. Finally, the DFSN-I is designed, combining the previous two feature extraction methods.
Under the comparison of our three models, the result shows that the auto-extracted feature in DFSN is more efficient and provides a great improvement compared with the handcrafted feature in DGFN. Moreover, compared with the video based method in literature, our DFSN-I achieves almost the best performance on CK+. Our DFSN and DFSN-I achieve the state-of-the-art on Oulu-CASIA dataset.
APPENDIX STATIC GEOMETRIC FEATURE DESIGN
See Figure 9 and Table 3 
