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INTRODUCTION 
The study of critical phenomena and phase transi­
tions has steadily grown in range and precision since 
the 1960s. This growth has been fed by the precise 
measurements made available by modern scattering tech­
niques and the theoretical insights of Wilson and his 
colleagues beginning in the late 1960s and continuing 
to this day. 
The modern theory of second order phase transitions 
achieved maturity with the introduction of the renormali-
zation group (RG) method of Ken Wilson in 1971^ . Appli­
cation of the RG has proven extremely successful in the 
description of second order phase transitions, uniting a 
wide variety of experimental and theoretical results into 
a consistent and rigorous theory. 
The first calculations using the RG concentrated on 
time-independent, or static properties. Here the agree-
2 
ment between theory and experiment is very good , repre­
senting one of the major triumphs in modern physics. The 
subject of time-dependent critical phenomena is, in 
2 
comparison, quite poorly understood. The theoretical 
questions are largely unanswered and the experimental data 
is relatively sparse. 
To better understand the nature of time-dependent, 
or dynamic, critical phenomena, a Monte Carlo Renormali-
zation Group (MCRG) study was done on the two dimensional 
(2d) Kinetic Ising (KI) Model. There are several reasons 
for this choice. The 2d Ising Model is the simplest non-
trivial statistical mechanics model for phase transi­
tions. It is one of the few statistical mechanics models 
that has exact solutions, with solutions by Onsager for 
3 the thermodynamic limit and by Kaufman for the finite 
square lattice^ . 
Another motivation for studying the dynamics of the 
2d Ising Model is the large number of theoretical calcu­
lations by a variety of techniques. These calculations 
have, by and large, reproduced the static results of 
Onsager, but have given widely different estimates for 
the dynamic critical phenomena. The reason for this is 
not well understood^ . The present work is a systematic 
investigation into MCRG methods applied to the 2d KI 
Model. 
This presentation is in six parts. The next section 
introduces the phenomenology of second order phase 
3 
transitions. The notions of universality and scaling 
are emphasized. The third section discusses the RG 
formalism and its explanation for universality and 
scaling. The fourth section introduces the Real Space 
Renormalization Group (RSRG) formalism and reviews pre­
vious theoretical and experimental results on the KI 
Model. The fifth section presents the present work's 
results. The last section discusses the nature of 
dynamic critical phenomena in the KI Model and the use­
fulness of the MCRG method. 
4 
PHENOMENOLOGY OF SECOND ORDER PHASE TRANSITIONS 
Introduction 
Second order phase transitions arise in a variety of 
different physical systems. The Curie transition in 
ferromagnets, the Neel transition in anti-ferromagnets, 
and the superconductivity transition in metals are exam­
ples. With the development of accurate scattering tech­
niques in the 1960s, precise measurements on these 
systems revealed that deep and fundamental relationships 
exist between second order phase transitions. Before 
developing these relationships, the phenomenology of 
second order phase transitions is introduced by examining 
the three dimensional isotropic ferromagnet. 
The Curie Transition 
A ferromagnet may be described as a set of classical 
spins or magnetic moments on a periodic lattice. The 
Heisenberg Hamiltonian describing such a system is 
H = - Z J(x.-x.)M.-M. (2.1) 
<ij > -J -] 
where is the short-ranged exchange interaction 
between moments located at lattice sites x. and x-. The 
—1 -] 
exchange interaction is typically short-ranged, often 
5 
restricted to nearest-neighbor interactions, and for J 
positive the ferromagnetic state is energetically favored. 
Including an external magnetic field gives the total 
Hamiltonian as 
= H - ^  • M ^  (2.2) 
where ^  is the total magnetization 
Mr = r. M. (2.3) 
The magnetization density is defined by 
M(x) = E .  M. 6(x-x.) (2.4) 
— — ]_ —1 — —1 
so that for a d dimensional system 
^ = 
The partition function is 
= Td^ x M(x) (2.5) 
Z = Tr e'GH? (2.6) 
where B=(l/kT) and Tr is the sum over all configurations. 
The measurable quantities are thermodynamic averages such 
as the average magnetization per unit volume 
M(T,H ) = <M(x)> = <M,„>/V = (BV) ^  3ln Z (2.7) 
- -e - - -1 -W 
e 
where V is the volume of the system. The magnetic sus­
ceptibility is  ^
Xw = lim 1 S 9 m" Y 
^ H ->0 3v a=l 3 H 
—e —e 
_ 6 <( M.)^ > (2.8) 
"3V ^ 
6 
where 
6^  = ^  - <^ > (2.9) 
The magnetization density autocorrelation function meas­
ures the spatial correlation between spins and is given 
by 
x(x-x',T,H^ ) = (1/3)Z <5Ma (x)6 M* (x')> (2.10) 
~ ~ a=l 
where x depends only on the difference of (x-x') due to 
the translational symmetry of H. The Fourier Transform 
of X is 
x(g.,T,Hg) = ;d^x d^x' e-ia(2-s') x(x-x',T,H^) 
= (1/3) E <ÔM"£-M"23.> (2.11) 
a=l 
where 
M = /d^ x e"^ M^(x) (2.12) 
-9. 
Both M(T,H^ ) and x can be measured by a variety of tech­
niques. For the isotropic ferromagnet, magnetic neutron 
scattering gives a wealth of information. The elastic or 
Bragg term in the neutron scattering cross section is 
proportional to the magnetization squared, while the 
inelastic part gives x(3.,T,H^ ) . x^  comes from the small 
wave number limit of x(q,T,H^ ). 
For a typical isotropic ferromagnet, the magnetiza­
tion as a function of temperature is given in Fugure 1. 
For T>T^ , where T^  is the Curie temperature, the magnet 
7 
Figure 1. Magnetization as a function of tençerature for 
an isotropic ferromagnet 
8 
shows no net magnetization. Beneath , the system 
develops a net magnetic field. As T-->T^  from below, the 
magnetization observes a power law of the form 
M(T,^ =0) = (2.13) 
where 
£ = |T-T I (2.14) 
V 
For T=T^, M(T ,^^ =0)=0. As is turned on a net magneti­
zation is induced. For small , the data is fit to the 
power law 
M(T^ ,Hg) = (2.15) 
The magnetic susceptibility diverges as T—>T^ . This is 
parameterized as 
x(0,T,0) = 6x^  = (2.16) 
for T = T^ . Equation (2.16) implies that for T=T^  and 
q-->0 that x(q.T^ ,0) must diverge. The data are usually 
fit to 
x(q,T^ ,0) = (2.17) 
for q-->0. The divergence in x for the small wave vector 
limit implies that the spatial correlation between spins 
is diverging as well. The correlation length is defined 
by 
S = 2d / d^x  x(x) (2.18) 
/  d^x  x (x )  
9 
or 
= lim - 9 In x(q) (2.19) 
q->0 3q^  
The divergence of ç is parameterized as 
? = a""" (2.20) 
for T—>T . 
c 
In summary, the ferromagnetic transition is charac­
terized by a series of critical exponents 3,  ô ,  y ,  n ,  
and V. Measuring these exponents completely describes 
the physics of the critical transition. The rigorous 
calculation of these exponents represents one of the 
central problems in critical phenomena. 
Universality 
Second order phase transitions occur in a wide 
variety of systems, including ferromagnets, antiferro-
magnets, fluids, superconductors, superfluids, and phase-
separation in binary mixtures. A remarkable empirical 
result is that all of these physically different systems 
exhibit behavior near their phase transitions that is 
described by a set of indices 6, 5, y, n, and v similar 
to those of the ferromagnet provided that the system is 
properly parameterized. 
The key is in defining the order parameter. The 
10 
order parameter must go to zero as T approaches from 
below, and the Fourier Transform of the order parameter-
order parameter correlation function must diverge in the 
small wavevector limit of zero conjugate external field. 
The conjugate external field is the field that couples 
linearly to the order parameter in the Hamiltonian, and 
need not have physical reality. For example, the mag­
netization is the order parameter in the ferromagnet, 
while the conjugate external field is the applied mag­
netic field. Table 1 gives a few examples of order 
parameters for various second order phase transitions. 
Once the order parameter is properly defined, second 
order phase transitions are readily grouped into a small 
number of classes. The result is that systems with 
dramatically different microscopic physics show the same 
behavior near a phase transition. The physical explana­
tion for this lies in the divergence of the correlation 
length as T—>T^ , This divergence represents the onset 
of long-range order in the system. As the system 
approaches the critical point the physics is dominated 
by critical fluctuations. These fluctuations diverge 
at T^ . As a result, the very local properties of the 
interaction are averaged over and should not strongly 
influence the critical indices. 
11 
Table 1. Order parameters for various second order 
phase transitions 
Critical Point Order Parameter Example 
F erromagnetic Magnetization Fe 
An t i f err omagne tic Sublattice Magnetization FeFa 
X-transition He^  amplitude He^  
Liquid-gas Density HgO 
Superconductivity Electron pair amplitude Pb 
Binary alloy Density of one sublattice Cu-Zn 
12 
This is summarized in the universality hypothesis : 
All phase transitions can be divided into a small number 
of different classes depending on the dimensionality of 
the system and symmetries of the order parameter. Within 
each class, all phase transitions have identical behavior 
in the critical region, with only the names of the vari­
ables changes^ . 
The dimensionality of a system is typically three 
(d=3) but can be two (d=2) in layered compounds and thin 
films. The order parameter for isotropic ferromagnets is 
a three-vector, the magnetization, and is denoted by n=3. 
Superfluid helium and superconductors have a complex order 
parameter (n=2). Fluids and fluid mixtures have a scalar 
order parameter (n=l). For n=3, the system is said to be 
"Heisenberg-like." For n=2, it is "x-y like." For n=l, 
it is "Ising-like." 
To see how this works, look at the isotropic ferro-
magnet and isotropic antiferromagnet. The ferromagnet, 
as noted above, has n=3. The order parameter for the 
antiferromagnet is the sublattic magnetization, which 
also has n=3 for the isotropic case. The universality 
hypothesis predicts that the ferromagnet and the anti-
ferromagnet have the same critical exponents. Looking 
at three dimensional systems, experimentally the measured 
13 
value of S for Fe, an isotropic ferromagnet, is 
5=0.34±0.02^ ; for RbMnF^ , an isotropic antiferromagnet, 
g 
B=0.316±0.008 . Within experimental uncertainties, the 
two systems display the same critical phenomena. 
Scaling 
The scaling hypothesis is closely related to the 
universality hypothesis. Universality asserts that the 
microscopic details of a system are unimportant near the 
critical point. As T-->T^ , the microscopic length scales, 
such as the length separation a between magnetic moments 
in a ferromagnet, are dominated by a much longer length 
scale. This is clearly the correlation length ç which 
diverges at the critical point. 
The scaling hypothesis is that the divergence of ç 
is responsible for the singular dependence on (T-T^ ) of 
physical quantities, and as far as the singular depend­
ence is concerned, ç is the only relevant length^ . This 
simple assumption has major consequences. 
For example, the correlation function x is a func­
tion of q, Hg.T, and variables (for a magnet) like the 
lattice spacing a and the exchange interraction J. 
Eliminating the temperature in favor of the correlation 
length yields 
14 
% = XCq.S.Hg.a.J) (2.21) 
which can be rewritten as 
X = x(S'qS,Hg5Xi,a/s,J/&K2) (2.22) 
where and X2 characterize the particular system. As 
T-->T^ , Ç—>», so a/g—>0 and J/ÇX2goes to zero or to 
infinity (unless ^ 2=0) since a and J are not temperature 
dependent. The scaling region exists when a/Ç<<1 and 
J/ÇX2 is either very large or very small. Expanding 
(2.22) in powers of a/ç and J/ç^ - to lowest order gives 
X =G*3(J/G*2)=4(a/S)*5f^ qS,HeG*i) (2.23) 
Note that since q and are externally adjustable that 
qç and need not go to zero or infinity as T-->T^ . 
This scaling result is rewritten as 
x(q,S,He) =S =f(qC,HeS=i) (2.24) 
X = Xg-X^ x^ -Xg (2.25) 
f(qÇ,HgÇ^ i) = (2.26) 
The index x is related to measurable critical indices. 
For q=0 and H^ =0, 
x(0.S,0) = s=f(0,0) = (2.27) 
Since it quickly follows that 
X  =  y / v  (2 .28) 
Also, for qfO, 
x(q.T^ ,0) = lim s"" f(q ,0) (2.29) 
Ç-  >œ 
15 
Since. x(q,T^ ,0) = q is finite at T=T^  for qfO, 
f(qç,0) must reduce to 
f(qç,0)-->(qç)"^ (2.30) 
as qÇ-->". This gives 
X =  2  -  n  
Combining with equation (2.28) gives 
Y =  (2  -n )v  
(2.31) 
(2.32) 
Equation (2.32) is one of many scaling relations that can 
be derived. Of the five critical indices introduced 
(B,6,Y,n,v), it turns out that the scaling hypothesis 
predicts that only two of the indices are independent. 
This conclusion is in good agreement with experimentally 
Q 
determined values of the critical indices . 
16 
RENORMALIZATION GROUP 
Motivation and Definition 
Symmetry transformations have proven very useful in 
many areas of physics. Many fundamental concepts are 
associated with the symmetry properties of physical 
systems. Examples include quantum numbers, selection 
rules, and multiplicity of degeneracies. These examples 
indicate that a set of symmetry transformations is useful 
for systems which are at least approximately invariant 
under the symmetry transformation for that set. For 
instance, the Hamiltonian for an atom frequently is 
H = Hq + (3.1) 
where HQ is invariant under rotations around the nucleus 
and is a small perturbation. can come from an 
external magnetic field, a dipole moment, or a quadruple 
moment. is, in general, not invariant under rotations, 
but can usually be classified according to the repre­
sentations of the rotation group. Perturbation theory 
along with the systematic symmetry arguments of group 
theory determines to a very large extent the general 
17 
patterns of atomic phenomena. This comes without the 
specification of all the details of HQ and . 
Such considerations can apply even if the detailed 
nature of the physical system is too complicated or 
unknown, and there is no obvious symmetry. In such 
cases, the symmetry transformations are constructed in 
a way that at least approximately interprets certain 
patterns of experimental data. The use of SU(3) argu­
ments in particle physics represents an example of this 
approach. 
Critical phenomena deal with complicated macroscopic 
systems near their transition temperatures. The need is 
for a symmetry transformation that leaves the system in 
question at least approximately invariant. Under such 
transformations, the critical exponents would hopefully 
appear as symmetry properties, much like angular momentum 
quantum numbers emerge from rotation symmetry. The uni­
versality and scaling hypotheses should emerge as 
symmetry properties. 
The symmetry transformation satisfying these require­
ments is the renormalization group (RG). There is flexi­
bility in defining the RG. Various applications indicate 
that as long as certain basic ingredients are included in 
the definition of the RG, the physical results will not 
18 
depend on the fine details of the définition^*^. 
The RG transforination has two elements . The first 
is a coarse graining process that averages over short 
wavelength properties of the system. The second is 
rescaling the system so that the averaged, or renor-
malized, system has the same size unit cell as the 
original system. These steps are suggested by the 
success of the scaling hypothesis. This states that 
the correlation length is the dominant length scale near 
the critical point, and the divergence of all physical 
properties is governed by the divergence of the corre­
lation length. This implies that the appropriate sym­
metry transformation is one that averages over the 
shortranged information in the system. The RG is such 
a transformation. 
This is readily illustrated on the two dimensional 
triangular Ising Model. The spins interact with their 
nearest neighbors only and can assume values of ±1. The 
original, or unrenormalized, lattice is shown in Figure 
2, with the spins grouped into triangular unit cells. 
This lattice, is the "a"  lattice. Near T^, the long wave­
length critical fluctuations on the a lattice allow the 
microscopic details of the interaction to be averaged 
over without losing the physics of the phase transition. 
19 
For example, a simple "majority rule" transformation 
can be chosen. If all or most of the spins in a cell 
are spin up, then the renormalized spin is spin up. If 
all or most of the spins in a cell are spin down, then 
the renormalized spin is spin down. This transformation 
generates a renormalized spin for each triangular unit 
cell on the a lattice. The result of averaging the 
lattice in Figure 2 in such a manner is shown in Figure 
3(a), the "u" lattice. In Figure 3(b) the v lattice has 
been rescaled so that the lattice is isomorphic to the 
a lattice with 1/3 the number of spins. 
As is clear from this example, the RG transforma­
tion by itself does not solve the problem. It is only 
by exploiting the symmetries of the RG transformation 
that useful information emerges. These symmetries are 
developed in the next section. 
Fixed Points 
When the a lattice is transformed into the u lattice, 
the parameters in the Hamiltonian change as well. On 
the a lattice with spins it is 
n 
H[a] = (K/2) <7.0..n (3.2) 
i=l ^ 
where a represents a given spin configuration, a  =  {a^ .  
20 
Figure 2. Unrenormalized spins for the triangular Ising 
Model 
21 
Figure 3(a). Renormalized spins for the triangular Ising 
Model 
22 
Figure 3(b). Renormalized and rescaled spins for the 
triangular Ising Model 
23 
0 2 , . . . ,  Q j j } ,  K ^ / k T ,  w i t h  J  b e i n g  t h e  e x c h a n g e  i n t e r ­
action. The transformation to the y lattice is given by 
^H[u]  ^  F I ( 3 . 3 )  
where T[y|a] is the coarse graining operator that maps 
the a lattice onto the y lattice. Requiring that the 
free energy is invariant 
e® . Z ^H[„] . (3.4) 
yields a constraint on T[p|a], 
yT[u|a] = 1 (3.5) 
The problem with the RG is that not only are the param­
eters in H[Y] rescaled compared to H[CT], additional 
higher order interactions on the y lattice are generated. 
For example, using the majority rule transformations on 
the triangular Ising model with nearest-neighbor inter­
actions generates to second order in the intrace11 
coupling second and third nearest-neighbor interactions^^. 
Formally, this is written as 
K' = R^K (3.6) 
where k' represents a point in parameter space corres­
ponding to the renormalized interaction parameters, trans­
formed from the original set k by the renormalization 
group operator R^, where 1 is the length rescaling para­
meter. In general c' f c. For an initial set of 
parameters <(0), applying R^ yields 
24 
\ k(0) (3.7) 
and 
<(2) = <(1) = <(0) (3.8) 
At T^, repeated applications of should average out all 
the microscopic details and drive the system to the scale 
invariant solution <* 
lim R , k(0) = (3.9) 
n->oo  "  
or that 
R-|^ K* = K* (3.10) 
K* is the fixed point. 
The critical exponents are closely related to the 
fixed point. Assume that k is close to K* 
K = K* + Ô K (3. 11) 
Keeping linear terms of order ôk gives 
<• = R^^k (3.12) 
where R^^ is a linear operator on the eigenvalues e^ of 
the parameter space, with eigenvalues such that 
(3.13) 
From 
it follows that 
or 
®i = ^ \l' ii (3.14) 
X l (l) A ^(l') = x ^(ll') (3.15) 
= 1^^ (3.16) 
25 
Representing ôk in terms of the e^ as 
ô< = iZ t^e^ (3.17) 
gives 
<• = R^,K = .Et.l^^e. (3.18) 
J -  1 1  — 1  
Now if y2>0 and the remaining y.<0, then for large 1 
<• = t^l^ie^ + 0(172) (3.19) 
If t^=0, then 
6 < ' — r^j^ ô k—>0 
and 
K  - - > K ^  
Note that if t^=0 then <' goes to <* under repeated 
applications of no matter what the initial values of 
t2, tg, tg, etc. are. And if t^fO, then the scale 
invariance of the system is broken and k* does not reach 
k* . 
This suggests a straightforward parameterization 
for t^ as 
For T=T 
c 
t^ = A(T-T^) + B(T-T^)^ (3.20) 
k' = K* 4- A(T-T^)iyie^ + 0(1/2) (3.21) 
The correlation length ç diverses as T—>T^ and is para­
meterized as 
ç = (it-t^l/t^)"' 
= t^ (3.22) 
26 
An extended analysis of how the autocorrelation function 
x(q,ic) transforms under the RG operator demonstrates that 
the critical exponents are related to the eigenvalues of 
eigenvectors x^(l) . The exponent v, for example, is 
related to the X^(l) by \)=l/y^. Additional relations 
can be derived^^. 
Renormalization Group Phenomenology 
The picture of the renormalization group operator 
pushing K' to K* gives an appealing qualitative explana­
tion for universality and scaling in addition to giving 
a method for calculating exponents. The variable t^ is 
identified with (T-T^) and indirectly with the corre­
lation length. At T^,t^=0 and the system is driven to 
ic*, the scale invariant solution, no matter what tg, tg, 
tg, etc. are. This merely states that there is no 
characteristic length scale in the problem. For t^^ small 
but nonzero, the scale invariance is broken and the 
deviation from <* is guided by t^. Thus the correlation 
length, is the only important length in the 
problem—the scaling hypothesis. 
For a given free energy and initial set of parameters 
K, the RG transformation will push the system to the fixed 
point K* at T=T^. The point here is that whole classes 
27 
of free energies will have the same fixed point and show 
identical critical phenomena. The universality class 
of a model is determined by its appropriate fixed point, 
which is essentially independent of the microscopic 
information on the model. Thus for second order phase 
transitions, the static critical properties depend only 
on the dimensionality of the system and the symmetries 
of the order parameter. 
For dynamic critical phenomena, the situation is not 
as clear. Universality classes still exist, but addi­
tional constraints appear. The dynamic critical expo­
nent, z, parameterizes how the characteristic time scale 
of the system, t, diverges as T-->T^: 
T  =  ( 3 . 2 3 )  
This is "critical slowing down": near T^ the system 
takes a long time to relax to its equilibrium state. It 
is believed that the conservation laws, commutation 
relations among the order parameter and the conserved 
densities, along with the spatial dimensionality and 
the order parameter symmetry suffice to determine the 
universality classes for dynamics. This remains a largely 
untested hypothesis. 
28 
CRITICAL DYNAMICS 
Real Space Renormalization Group 
The discussion so far has been of necessity some­
what abstract. The actual implementation of the RG is 
quite difficult in general. Two basic approaches have 
been used. The Ginzberg-Landau-Wilson model uses 
momentum space renormalization group methods. It is not 
discussed here. The second approach is the Real Space 
Renormalization Group (RSRG), which is now developed. 
The discussion is limited to the two dimensional 
Kinetic Ising Model on a square lattice. As before, 
a={a]_,a2 - denotes the value of the N spins on the 
lattice; each spin takes on the values of ±1. The 
Hamiltonian is 
h[a] = (k/2) z g.a. (4.1) 
<ij> J 
where the sum is over nearest neighbors only. The equi­
librium probability distribution is given by 
P[a] = (4.2) 
Z = (4.3) 
a 
Equilibrium averages are given by 
29 
<A( a ) >  =  Z  P[ o ]  A( a )  (4.4) 
a. '• •' 
The renormalized probability distribution P[y] is given by 
=  § P [ a ]  T [ y | a ]  ( 4 . 5 )  
subject to the constraint that the "coarse-graining" 
operator T[y|a] satisfies 
z T [ p I  a ]  =  1  ( 4 . 6 )  
A truly microscopic description of dynamical pro­
blems in statistical mechanics is governed by the Liou-
ville operator, L, which is generated from the Hamil-
tonian, H, For the Ising model, the microscopic deriva­
tion does not lead to any time-dependent properties. 
It is necessary to introduce a stochastic time evolution 
operator. This is usually motivated by picturing the 
dynamic evolution of a set of I sing spins in contact 
with a heat reservoir. The heat reservoir randomly 
12 flips spins and provides the dynamics 
Time dependent spin-spin correlation functions are 
given by 
C . j ( t )  =  e ^ o t  ( 4 . 7 )  
where Do is the pseudo-Liouville operator that is to be 
defined. Do is an operator that rotates one spin 
configuration a* into another spin configuration a: 
DcA[o] =ED[a|a'] A[a'] (4.8) 
a * 
The adjoint to D^ is D^, 
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D [ o | o ' ]  =  D [ o ' | o ]  ( 4 . 9 )  
There are two physical constaints on D©. The equili­
brium probability distribution must not show any time 
dependence, which is satisfied by 
efat P[o] = P[c] (4.10) 
or 
D [ a | a ' ]  P [ a ]  =  0  ( 4 . 1 1 )  
The second constraint is that microscopic time-reversal 
invariance is satisfied. This means that 
Cij(t) = Cj.(-t) (4.12) 
This is met by requiring that Da satisfy the detailed 
balance equation 
D [ a | a ' ]  P [ a ' ]  =  D [ a ' | o ]  P [ a ]  ( 4 . 1 3 )  
These constraints are not that severe and in practice a 
wide variety of choices for the coarse graining operator 
T[yla] are consistent with equations (4.11) and (4.13). 
The results of attempts to calculate the critical expo­
nent z for the 2d KI Model are summarized in the next 
section. 
Review of Calculations on the 2d Ising Model 
The static exponents for the 2d Ising Model are 
o 
known exactly. The dynamic exponent z is, however, very 
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uncertain. A review by Mazenko and Vails concluded 
that all known methods for calculating z are at present 
inconclusive^. This is particularly disturbing as many 
of the methods give reasonable estimates for the static 
exponents. 
For example, Racz and Collins analyzed a 12th-order 
h i g h - t e m p e r a t u r e  s e r i e s  e x p a n s i o n  a n d  f o u n d  v = 1 . 0 0  
(v=1.00 exactly) and z=2.125±0.01^^. Usually high-
temperature series expansion results and Monte Carlo 
studies are in good agreement on exponents. However, 
here a Monte Carlo study gave z=1.85±0.10^^. Mazenko 
and Vails used a sophisticated RSRG analysis and esti­
mated that z=1.76^^. Tobochnik", Sarker, and Cordery 
used a Monte Carlo RG technique and found z=2.22±0.13^^. 
The rigorous lower bound on z is due to Kawasaki^^ 
Z ^ Z q  =  2 -  t i  =  1 . 7 5  ( 4 . 1 5 )  
a s  n = 0 . 2 5  e x a c t l y .  ZQ= 1 . 7 5  i s  t h e  " c o n v e n t i o n a l  v a l u e "  
for z. The serious disagreements here underline the 
difficulties involved in these calculations. 
Mazenko and Vails analyzed the high-temperature 
18 
series expansion of Yahata using methods similar to 
those used in momentum space RG expansions and concluded 
that the series was too short to extract any value of z 
different from the lower bound, ZQ=1.75. This suggests 
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that the asymptotic dynamic critical region is much 
narrower than the asymptotic static critical region. 
Thus accurate values for the static critical exponents 
do not guarantee reliable estimates for the dynamic 
exponent. They conclude that none of the present methods 
are accurate enough to give a reliable estimate for . 
The question has come out of the region of pure 
theory with recent inelastic neutron scattering experi­
ments on Rb2CoF^. This system undergoes an Ising-like 
two dimensional antiferromagnetic phase transition. The 
measured static exponent v=0.99±0.04 is in excellent 
agreement with the exact result, v=1.00. The measured 
value for z is z=1.69±0.05, which almost agrees with 
the conventional value for z within the estimated error 
19 bars . This is the only direct measurement of z for 
a physical system thought to be in this universality 
class. 
The experimental result is subject to the same 
problem as the theoretical studies. If the asymptotic 
static critical region is wider than the asymptotic 
dynamic critical region, then the experiment can give 
accurate static exponents and fail to reach the asymptotic 
dynamic critical region. In such a case,the measured 
value for z should be the conventional value of z. 
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Indeed, if the asymptotic dynamic critical region is 
very narrow it may not be possible to measure a non-
conventional value for z. 
As noted above, Monte Carlo RSRG methods gave an 
estimate for z of 2.22±0.13. The motivation for the 
present work was the belief that a careful MCRG study 
should recover the conventional value for z. The results 
are presented in the next section. 
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MONTE CARLO REAL SPACE RENORMALIZATION GROUP 
Monte Carlo Method 
The Monte Carlo Real Space Renormalization Group 
(MCRSRG) method uses the Monte Carlo method of Metro-
20 polis et al. as the choice for . First, a series of 
spin configurations is generated on an NxN square lattice 
using the Hamiltonian 
H [ o l  -  T ' ^  I  o ,  a .  ( 5 . 1 )  
ij : 
where T is the dimensionless temperature and o^=±l. The 
initial configuration is chosen at random and subsequent 
configurations are generated by the Metropolis process. 
In this method, spin sites are sampled at random and the 
transition probability for flipping a given spin is the 
min {e~^^, 1}, where gH is the change in energy induced by 
flipping the selected spin. If the transition probability 
is greater than a generated random number then the spin 
is flipped. After NxN sites are sampled at random, the 
configuration is saved. One Monte Carlo time step is 
defined as NxN spin flip tests. The procedure is then 
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iterated with the initial configuration for the next 
time step being the final configuration from the pre­
v i o u s  t i m e  s t e p .  
Despite its simplicity, the Monte Carlo method has 
its difficulties. Two closely related problems in Monte 
Carlo studies are the time needed for convergence to the 
equilibrium configurations, and the analysis of error. 
The initial configuration is typically chosen at random, 
and the Metropolis process must be iterated until the 
equilibrium configurations are reached by simple relaxa­
tion. These intermediate configurations are not used 
in calculating equilibrium averages. Since exact results 
are known for static properties for finite lattices for 
the 2d Ising Model, it is possible to estimate the extent 
of convergence with a high degree of confidence by cal­
culating the energy per spin and the heat capacity per 
spin for a given set of configurations. 
The relaxation to equilibrium configurations was 
handled in this work by iterating the Monte Carlo process 
from a random initial configuration until the calculated 
energy per spin agreed with the exact energy per spin to 
three significant figures. This required iterating the 
16x16 lattice 60,000 MC steps per spin from the random 
initial configuration. The final configuration from this 
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sequence was then used as the initial configuration for 
a l l  s u b s e q u e n t  w o r k .  C o n f i g u r a t i o n s  g e n e r a t e d  f r o m  t h i s  
gave a dimensionless energy per spin of -1.455 compared to 
the exact result of -1.453 for T=T . For the 32x32 lat-
c 
t i c e ,  t h e  f i n a l  e q u i l i b r i u m  c o n f i g u r a t i o n  o f  t h e  1 6 x 1 6  
lattice was used to create the initial, unrelaxed con­
figuration for the 32x32 lattice. After iterating this 
lattice 15,000 MC steps per spin, the calculated dimen­
sionless energy per spin matched the exact value to three 
significant figures for the 32x32 lattice. 
The analysis of error in time-dependent properties 
is more subtle. Since the successive equilibrium con­
figurations are not independent, standard statistical 
methods do not apply. In principle, the true errors can 
be determined by studying the dynamics of the model, but 
such studies are both extremely time consuming and com­
plicated to analyze. What is done in practice is to 
estimate an upper bound on the error by using a "coarse-
21 graining" or "time-smoothing" procedure 
The common approach to this problem is to break 
the total number of M Monte Carlo steps into groups 
of successive sequences of p steps each (M=pMp). 
Averages are then calculated for each group of con­
figurations 
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(5.2) 
group 
where <A^> is the average value for A in the ith con­
figuration. The variance is 
A comparison of static and dynamic quantities in the 
mated the error. Equation (5.3) was modified by generat­
ing p/2 Monte Carlo steps between each group of configura­
tions and taking the averages as in equation (5.2). The 
v a r i a n c e  w a s  c a l c u l a t e d  w i t h  e q u a t i o n  ( 5 . 3 )  w i t h  p = l .  
This is equivalent to treating each configuration average 
as an independent measurement, and gave more reasonable 
estimates for the error for the static properties. The 
time-dependent properties still had very large standard 
deviations associated with them even after they had con­
verged to results published in previous MC studies. The 
effect of this on attempts to estimate the critical 
exponent z are discussed in the next section. 
Another source of error is a poor random number 
\ = frr % <(a3-<a3>)2> 
^ P S = 1 
(5.3) 
A s  p — > 0 0 ,  V p  a p p r o a c h e s  t h e  t r u e  e r r o r .  F o r  p  f i n i t e ,  
Vp represents an upper bound on the error. 
present work with exact static results^ and with previous 
MCRSRG work^^'^^ indicated that equation (5.3) overesti-
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generator. The generator used was checked with the 
Kolomogorov-Smirnov Test and the Spectral Test, with 
excellent results on both tests. By comparison, a com­
mon random number generator known to give poor results 
23 (RANDU) failed both tests . The generator used gave 
much more rapid convergence to static quantities such as 
the energy per spin when compared to RANDU. 
Estimating z 
The crucial decision in RG analysis is the selection 
of the coarse graining operator T[y|a]- In all previous 
MCRG studies, the majority rule operator has been 
selected for T[p|o]. There are, however, other choices 
for T[y|cr] that are physically meaningful and that deviate 
from the majority rule values. In general, the unit 
cell coarse graining operator is written as 
T [ y l a ]  =  ( 1 / 2 )  [ 1  +  % * ( o ) ]  ( 5 . 4 )  
where 
i|j(a) = NQ(a^ + fa ) (5.5) 
_ T 
with a the sum of spins in the unit cell and a the sum 
of the products of three adjacent spins in the unit cell. 
The variable f determines the nature of T[yla]. NQ i s  a  
normalization term. The choice of f=-l/3 gives the 
majority rule operator for the square lattice^^. 
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Once T[y|a] is specified, a matching procedure 
developed by Tobochnik et al.^^ gives the critical expo-
25 
nent z. According to the dynamic scaling hypothesis , 
if the length scales by a factor of b, the time scales 
by a factor of b^. Using T[y|a], configurations with 
large size block spins are generated from those with 
smaller block spins. If b is the lattice spacing of the 
blocked lattice in terms of the unblocked lattice, then 
all the lengths in the block spin system in terms of the 
lattice spacing of the unblocked lattice have been 
reduced by a factor of b. In addition, the time t in 
the unblocked lattice goes to tb^ on the blocked lattice. 
The goal is to match two lattices with the same number of 
blocked spins. The static quantities are matched by the 
two temperatures, T^ and T2, where ç(T^) = £;(T2) . In 
practice, this is done by setting Tj^=T2=T^. By matching 
the values of the time dependent correlation functions, 
the dynamic exponent z is determined. The functions are 
matched by 
C ( N ^ , m , r , T ^ , t )  =  C ( N ^ b ' ^ , m + l , r  , T ^ ,  t  '  )  ( 5 . 6 )  
where C(N,j,,m,r,T^,t) is the correlation function at time 
t, with being the number of spins on the original 
lattice, m the number of renormalization group blockings, 
r the spin-spin distance, and T^ the temperature. 
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C ( N ^ , m , r , T ^ , t )  i s  g i v e n  b y  
C ( N ^ , m , r , T ^ , t )  =  < a Q ^ r , t ) o ^ ( 0 , 0 ) >  ( 5 . 7 )  
where o^(r,t) is the spin at position r at time t after m 
RG iterations. After m blockings, dynamic scaling pre­
dicts that t goes to tb^^. The exponent z is then 
t ' / t = b ^  o r  
z  =  I n  ( t ' / t )  /  I n  ( b )  ( 5 . 8 )  
The correlation function can in general take any value of 
r .  I n  t h i s  w o r k ,  u n l e s s  o t h e r w i s e  n o t e d ,  t h e  s i t e - s i t e  
correlation function (r=0) is used. 
The scaling hypothesis also predicts the form of the 
correlation function in the scaling region. In the ther­
modynamic limit, the form of the Fourier Transform of 
the correlation function is 
C ( q , u ) , r b  =  b 2 " ^ + =  C ( b q , b = w , b s - 1 )  ( 5 . 9 )  
so that 
C ( r , t , ç ~ ^ )  =  / d ^ q d w  e i ( g ' r - u t )  c ( b q , b ^ a ) , b ç " ^ )  
( 5 . 1 0 )  
with the change of variables 
q '  =  b q  ( 5 . 1 1 a )  
w '  =  b Z w  ( 5 . 1 1 b )  
equation (5.10) becomes 
C ( r , t , ç ~ ^ )  =  C ( r / b , t / b ^ , b ç ~ ^ )  ( 5 . 1 2 )  
The form at T=T^ is of interest here. At T^, ç ^=0. 
Using d=2 and n = 0 . 2 5 ,  
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C ( r , t . O )  =  b  ^ C ( r / b , t / b = , 0 )  ( 5 . 1 3 )  
A t  t = 0 ,  
C ( r , 0 , 0 )  =  b " ^ C ( r / b , 0 , 0 )  ( 5 . 1 4 )  
and for r=0 and t=b^, 
.  C ( 0 , t , 0 )  =  t " ^ / =  ( 5 . 1 5 )  
To calculate from Monte Carlo results, equation (5.14) is 
converted to its finite lattice form, 
C ( N ^ , m , r . T ^ , t = 0 )  =  b " ^ C  ( N ^ b ' ^ , m + 1  , r / b  , T ^ ,  t ' = 0 )  ( 5 . 1 6 )  
Equation (5.15) predicts a power law behavior in the 
scaling region, a result that is confirmed in the present 
study. 
Equations (5.6) and (5.16) are the main results. 
Once the appropriate configurations are generated, the 
various correlation functions can be calculated and then 
analyzed to estimate z. 
The analysis of error in equations (5.6) and (5.16) 
required careful analysis. As was presented in the pre­
vious section, the estimates for the error in the corre­
lation function C(N,m,r,T,t) represent upper bounds. 
26 Attempts to do a standard propagation of error analysis 
based on the standard deviations calculated using 
equation (5.3) gave estimates for the standard deviation 
in equation (5.8) the same order of magnitude as the 
calculated value for z. As was discussed in the previous 
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section, the standard deviations based on equation 
(5.3) are believed to be overestimated by about an order 
of magnitude. Using these values in the propagation of 
errors calculation will give highly unreliable results. 
An alternative method to estimate the error is to 
check the reproducibility of calculated results in z. 
To do this, two different equilibrium configurations of 
16x16 spins each were selected as the initial configura­
tions in two independent Monte Carlo runs of 60,000 MC 
steps per spin each. The resulting values for 
C(N,m,r,T,t) agreed very closely, to within a fraction 
of the standard deviations estimated using equation (5.3). 
These values were then matched with the corresponding 
results for the appropriate 32x32 lattice that had been 
run for 15,000 MC steps per spin, using equation (5.8) 
to find z. The estimates for z agreed to within 0.06. 
All subsequent estimates for z that were generated in 
this work are assumed to have a standard deviation 
typically 0.1 or less. 
Monte Carlo Renormalization Group Results 
The results discussed here are based on configura­
tions using periodic boundary conditions generated for 
the 16x16 and 32x32 lattices, with 60,000 and 15,000 
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Monte Carlo steps per spin, respectively. The con­
figurations were stored in memory and then recalled to 
generate different renormalized lattices corresponding 
to different choices for T[p|a]. 
The choice of T[y|a] controls the probability of a 
block spin being generated from a given unit cell. On 
a square lattice there are five possible unit cell con­
figurations, depicted in Table 2. For three of the 
configurations, PI, P3, and P5, the probability of the 
blocked spin being 4-1 does not change with choice of 
T[vi|a]. The two that do, P2 and P4, are parameterized 
by the variable X. The majority rule operator corres­
ponds to X=0.0. 
In the two previous works on this model using the 
MCRG method of equation (5.6), a discrepancy emerged in 
the value of the time dependent correlation function for 
the 16x16 lattice. Despite this, both papers reported 
consistent estimates for z. The original study gave 
z=2.22±0.13^^, while the second study gave its "best" 
22 
estimate as z=2.17 . These results all use the infinite 
lattice T^ and the X=0.0 majority rule operator. 
This work confirmed the results of the second study 
for the 16x16 lattice, suggesting that the first study 
suffered from a software error. Within statistical 
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Table 2. Parameterization of the operator T[u|a] 
Probability 
Symbol Unit Cell Configuration Renormalized Spin = 4 -1 
P I  I  ;  1 . 0  
P2 t Î 1.0 - X T + 
P 3  ;  ;  0 . 5  
P4 ; ; X 
P 5  ;  ;  0 . 0  
45 
errors, the results for the second study were confirmed 
for the site-site correlation function for the 16x16 
and 32x32 lattices for X=0.0 and T=T . 
c 
A possible source of error in the earlier studies 
lies in the use of the infinite lattice in equation 
(5.6). Exact results for the finite square Ising Model 
are available for the energy per spin and the heat capa­
city per spin^. These results show a peak in the heat 
capacity finite lattices for T>T^. This peak rapidly 
approaches T^ as the number of spins gets larger. To 
take finite size effects into account, equation (5.6) 
was run using the finite lattice T^ appropriate for each 
lattice with the X=0.0 operator. The results closely 
match the infinite lattice results, which are described 
in detail below. Finite size effects in temperature do 
not seem significant here, and all subsequent results 
reported are for infinite lattice T^. 
It has been noted that ambiguities result from 
attempts to match equation (5.6) due to different inter-
22 polation schemes used to fit the correlation functions. 
An attempt to check the sensitivity of the results in 
Reference 22 to different interpolation schemes revealed 
phenomena not mentioned in that work. 
The result of matching equation (5.6) for different 
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RG iterations is displayed in Table 3. As the lattice is 
blocked, RG theory predicts that short-range and short-
lifetime modes do not survive. If the repeated appli­
cation of the RG transformation is driving the system to 
the dynamic scaling region, then it is expected that the 
estimate for z as a function of RG iteration will con­
verge to a well-defined value. Table 3 indicates that 
such an interpretation is not possible. The estimate 
for z oscillates in value as the RG iteration increases, 
with the estimate for m=3 clearly below the rigorous 
lower bound of 2^=1.75. It appears that the results for 
m=2 is in "best" agreement with the author's estimate of 
z=2.17, but no reason is given for choosing it over the 
values for m=0 or m=l. It was not possible to do error 
analysis on their data as they did not quote the sensi­
tivity of their data to initial starting conditions. It 
is probably less than the estimate for the standard devia­
t i o n  i n  t h i s  w o r k ,  w h i c h  i s  0 . 1 .  
An additional comment is in order on the results of 
Table 3. The interpolation scheme used for matching 
correlation functions in equation (5.6) was chosen very 
simply. The raw data was fit to exponentials and power-
law functions, with the best fit used in equation (5.6). 
This method of analysis was used for all the results 
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Table 3. Estimates for z from data in Reference 22 
m 
0 
1 
2 
3 
1 . 9 1  
1 . 7 5  
2 . 2 0  
0 . 9 6  
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reported from the present work. In Table 3, for m=0, 
1, and 2, this presented no problem. For m=3, it was 
only possible to fit the data to give a non-negative value 
of z by eliminating several of the data points on the 
16x16 lattice. This also gave an improved fit to the 
power-law function. This problem of negative estimates 
for z is discussed further in the context of the present 
work. 
A basic element in the RG theory is that repeated 
applications of the RG operator drives the system to a 
unique fixed point, if it exists and if the system is at 
T^. The particular choice of the RG operator should not 
be significant in theory, although in practice some are 
much more tractable than others. Since the RG is a coarse 
graining process that averages over short-ranged and 
short-lived details of the system, it should not make 
much difference in the final results how the averaging 
is done. 
The motivation for the present study was to repli­
cate earlier work and extend it by using non-majority rule 
RG operators. It was hoped that operators other than 
majority rule would show better convergence properties. 
The results of a systematic investigation into operators 
other than majority rule are displayed in Table 4. As 
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Table 4. Estimate for z as a function of RG operator 
X m 
0 . 0 0  0 1 . 8 2  
1 1 . 9 2  
2 2 . 0 0  
3 1 . 6 2  
0 . 0 2 5  0 1 . 5 5  
1 1 . 7 2  
2 1 . 8 5  
3 1 . 3 1  
0 . 0 5  0 1 . 3 1  
1 1 . 5 5  
2 1 . 6 9  
3 1 . 0 4  
0 . 0 7 5  0 1 . 0 7  
1 1 . 6 5  
2 1 . 4 6  
3 0 . 9 5  
0 . 1 0  0 0 . 8 3  
1 1 . 2 2  
2 1 . 2 7  
3 0 . 5 6  
0 . 2 5  0 No Match 
1 No Match 
2 No Match 
3 No Match 
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stated earlier, all results are estimated to have a 
s t a n d a r d  d e v i a t i o n  o f  0 . 1 .  
First of all, the results of this work for X=0.0 
agree with the values for z estimated from the raw data 
in Reference 22, with the exception of the estimate for 
m=3, given the estimated statistical errors. Since the 
result in Table 3 for m=3 is considered questionable due 
to the data manipulation necessary to get a positive 
estimate for z, the overall agreement is considered good. 
The important point is that the results in Table 4 
indicate that convergence problems are inherent in the 
MCRG method, regardless of the choice of RG operator. 
T h e  o s c i l l a t o r y  b e h a v i o r  i s  m o s t  p r o n o u n c e d  i n  X = 0 . 0 7 5 ,  
but the phenomena is present in all the operators. In 
addition, the estimate for z is very sensitive to the 
change in X (X=0.0 corresponds to majority rule). For 
X=0.05, the results are already falling under the 
rigorous lower bound of z^=1.75 with its highest estimate 
being z=1.69. For X=0.10, the matching method is giving 
c l e a r l y  n o n p h y s i c a l  e s t i m a t e s  f o r  z ,  e v e n  t a k i n g  s t a t i s ­
tical errors into consideration, as the largest estimate 
for z is six standard deviations beneath the rigorous 
lower bound. It bears repeating X^O.O is a perfectly 
legitimate choice for T[u|o], and should not be expected 
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to give pathological behavior. For example, an analyti­
cal study using a T[p|a] corresponding to X=0.25 gave 
an estimate of z of z=1.76.^^ When X=0.25 was used in 
the MCRG computation, the results could not be matched to 
g i v e  a  n o n - n e g a t i v e  e s t i m a t e  f o r  z  a t  a l l .  
The problem can be seen in the qualitative behavior 
of the correlation function. In Figure 4, the site-site 
correlation function is graphed for the 16x16 lattice 
for X=0.0. Sitting at fixed time, the value of the 
correlation function increases as the RG iteration 
increases. The plot for the 32x32 lattice (X=0.0) would 
be similar except that the curves would be moved up. For 
such plots, equation (5.6) can be used. In Figure 5, the 
site-site correlation function is graphed for the 16x16 
lattice for X=0.25. For times greater than 50, the corre­
lation function lies on the same line for all RG itera­
tions. Since the 32x32 lattice for X=0.25 behaves in 
the same fashion with roughly the same numerical values 
for C(N,m,r,T,t), it was not possible to match the 
correlation functions with equation (5.6) and get a 
positive estimate for z. This is true even if some of 
the data points are eliminated in an effort to give 
b e t t e r  e s t i m a t e s .  A s  X  i s  i n c r e a s e d  f r o m  X = 0 . 0  t o  X = 0 . 2 5 ,  
the qualitative behavior of the correlation function 
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LOG(TIME) 
Figure 4. Site-site correlation function as a function 
of time for the 16x16 lattice with RG operator 
X=0.0 
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Figure 5. Site-site correlation function as a function of 
time for the 16x16 lattice with RG operator 
X=0.25 
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C ( N ^ , m , r , T , t )  c h a n g e s  s m o o t h l y  f r o m  t h a t  o f  F i g u r e  4  t o  
Figure 5. 
Equation (5.16) was used to estimate the static 
critical exponent n (n=0.25, exactly). For all values 
of X, the value of n was found to oscillate in value 
between 0.0 and 0.7 with no convergence as the RG 
iteration increased. The oscillation was worst for 
operators at or near X=0.0, but in all cases it was not 
possible to give a meaningful estimate for n. 
Finally, equation (5.16) predicts that the correla­
tion function should give a power law behavior in the 
scaling regime. For all choices of RG operators, the 
c o r r e l a t i o n  f u n c t i o n s  w e r e  i n d e e d  e x t r e m e l y  w e l l  f i t  b y  
power-law equations. Unfortunately, attempts to use 
equation (5.15) to estimate z were not successful. The 
estimates for z from such a fit grew monotonically as the 
RG iteration increased, beginning with values for z around 
1.6 for 16x16 lattice and m=0 and ending with values for 
z around 8 for the 32x32 lattice and m=4. 
The results for estimating z using MCRG techniques 
give a number of unexpected results. The estimate for z 
is very dependent on the choice T[p|o]. Physically 
reasonable.RG operators give non-physical answers. The 
estimates for z show poor convergence properties. 
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Attempts to use the matching procedure for a static 
exponent were unsuccessful. The correlation functions 
did exhibit a power law behavior in the region studies 
as predicted, but fitting the data did not give any 
insight into the value of z. 
One reasonable, if qualitative, explanation for this 
lies in the ideas of the parameter space and the approach 
to the fixed point. As developed in the third section, 
the critical exponents are related to the eigenvalues 
of the linearized RG operator near the fixed point. RG 
theory predicts that different RG operators will give 
the same critical exponents. This does not mean that 
they will have the same eigenvectors and eigenvalues or 
that they will all approach the fixed point in the same 
manner. Since different operators approach the fixed 
point differently, if the scaling region is not actually 
reached the results of a RG analysis will be unpredictable 
as the universality of the model has been lost. Since 
the RG analysis has not converged on any value of z and 
since values for n from equation (5.16) do not reproduce 
the exact value of n, the conclusion that the MCRG has 
not reached the dynamic scaling regime is a tenable 
explanation for the present results. 
It is possible that this failure to reach the criti-
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cal region is due to the unusual nature of narrow 
dynamic scaling region of the KI Model. From the analysis 
of Mazenko and Valls^, it is not possible to see how 
close to T the system must come in order to calculate 
the true asymptotic value of z. However, it is possible 
to estimate roughly how close the system should be to 
to get the conventional estimate of z. The appropriate 
temperature can then be converted into a correlation 
length on the infinite lattice that can be compared to 
the lattice sizes used in MCRG work. For lattices on 
t h e  o r d e r  o f  1 6 x 1 6  o r  3 2 x 3 2 ,  t h e  d e v i a t i o n  i n  t h e  e s t i ­
mate for z from the rigorous lower bound z^ should be 
under five percent. Since the present work did not 
arrive at any unambiguous estimate for z, the MCRG method 
itself must be considered suspect. This is discussed 
further in the next section. 
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SUMMARY AND CONCLUSIONS 
"One cannot write a renormalization group cookbook." 
—Ken Wilson 
The original motivation for investigating MCRG 
methods was to find a reliable and general method for 
studying critical phenomena. At present, the most reli­
able and accurate methods for calculating critical expo­
nents are the high temperature series expansions. This 
approach requires a large number of terms for good 
27 
results in critical phenomena and the calculations are 
long and involved. If the MCRG proved reliable, then it 
would offer a straightforward and comparatively easy way 
to calculate critical phenomena. 
Implicit in this line of reasoning is the assumption 
that Monte Carlo techniques can readily substitute for 
analytical studies of the dynamics of physical systems. 
It has recently been pointed out that this assumption is 
28 
not correct. The discrete nature of time implied by 
the finite number of steps in a computer program can 
introduce complex effects not seen in analytical methods. 
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Continuum dynamics, based on the usual master-equation 
12 
approach , yields time independent asymptotic behavior 
for the critical region. That this need not be the case 
for digital time can be seen by looking at the nature of 
the Monte Carlo updating process. 
12 In the usual master equation approach , the 
probability that a system of N spins is in the state 
G = { a ^ , 0 2 ' ' ' ' ' 0 N }  i s  g i v e n  b y  
N 
P(o,t+T)-P(a,t)=- E [w (a ) P(a,t) 
<=1 ^ ^ 
- w  ( - 0  ) p( a T . - - - , - a  , . . - , a v r » t ) ]  (6.1) K K -L K IN 
where w^(ct^) is the probability of the single spin 
flipping. 
In the Monte Carlo method, the system is updated by 
choosing a spin at random and updating the configura­
tion using the single spin flip probability w^(a^). This 
is taken as occurring in the time At. Letting <=1, 
28 
this gives a discrete time master equation 
P ( a , t + A t ) - P ( C T , t ) = - [ w ^ ( a ^ ) P ( a . t ) -
W^( — 0^)P(~CT^, • . . , CTjg »t)] (6.2) 
Let the next spin chosen at random be ^2. This gives the 
equation 
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P(a, t+2At)-P(a,  t )=-  [W2(a2) l ' (a,  t+At)-W2(-a2) * 
* * * ' ' t"l"At) ] (6,3) 
After N time steps this is 
N 
P(a,t+NAt)-P(a,t)=- z w (a )[(a,t+(<-l)At) 
<=1 ^ 
'  '  , - 0 % , .  , a j j , t + ( K - l ) A t ) ]  ( 6 . 4 )  
If T in equation (6.1) is set equal to Nat, then the 
time arguments in the right hand sides of equations (6.1) 
and (6.4) do not agree. This comes from the effect that 
each step of time At can lead to a new configuration 
w h i c h  u p g r a d e s  t h e  n e x t  t i m e  s t e p .  
This difference between the updating process in con­
tinuous and digital time is thought to give rise to com­
plex behavior in computer simulations for magnetic system 
Hamiltonians with competing interactions that are not 
28 found in analytical solutions. Analytical solutions 
for the order parameter that use the updating process 
corresponding to digital time predict that purely ferro­
magnetic Hamiltonians, such as the Kinetic Ising Model, 
would have similar asymptotic behavior in both computer 
28 
and analytical solutions. 
The results of the previous section indicate that 
even the Kinetic Ising Model will generate complex 
hehavior not seen in analytical studies of this model. 
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The lack of convergence in the dynamic exponent z indi­
cates that the asymptotic behavior of the MCRG is quite 
complicated compared to the results of analytical studies. 
This lack of agreement with the analytical prediction 
is probably due to differences in the single spin flip 
probability function. The predication that the KI Model 
would not show conçlex behavior in computer simulations 
is based on approximate solutions using an analytical 
form of the single spin flip probability that is differ-
98 9Q 
ent from the MC single spin flip probability. ' MC 
studies use a spin flip probability given by the min 
1 } ,  w h e r e  ôH is the change in energy induced by 
flipping the selected spin. It is difficult to treat 
this form of the single spin flip probability analyti­
cally, so some analytical form that approximates it is 
chosen. This makes interpretation of analytical predic­
tions of MC simulations rather problematic. At present, 
MC studies remain empirical in nature. 
Thus the result of this work is the clear demonstra­
tion that even the dynamics of the simplest non-trivial 
statistical mechanics model generates complex behavior in 
MC simulations that are not seen in analytical studies. 
This behavior is traced to the algorithm used in the 
MCRG method and is not intrinsic to the Kinetic Ising 
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Model. This indicates that a careful study of the 
implications of the differences between equations (6.1) 
and (6.4) are necessary before the results in section 
five can give any meaningful estimate for the value of 
z in the Kinetic Ising Model. 
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