In this paper, we study the robust ∞ filtering problem for a class of nonhomogeneous Markovian jump delay systems (NMJDSs) with an -step-ahead Lyapunov-Krasovskii functional (NALKF) approach. The -step-ahead approach is utilized to reduce the conservatism of robust ∞ filtering. We aim to design filters such that, for all possible time-varying transition probabilities and all admissible parameter uncertainties and time-delays, the filtering error system is mean-square stable with a smaller estimated error and a lower dissipative level. In terms of linear matrix inequalities, sufficient conditions for the solvability of the addressed problem are developed via a moving horizon method. An illustrative example is included to elucidate advantages of the developed results and the practical potential of NALKF approach for NMJDSs.
Introduction
Filtering is one of the most fundamental problems in modern control theory and application fields, such as control system synthesis, state estimation, and information fusion. From the signal-processing point of view, useful signals are inevitably contaminated by exogenous noise, which leads to the discrepancy between measured signals and actual signals. Thus it is necessary to minimize inaccuracies caused by noise and estimate the signal as close to the actual one [1] . Filtering methods are rightly aimed at this purpose. The goal of filtering is to estimate signals that are corrupted by noises or unmeasurable or technically difficult to measure.
With the development of Kalman filtering theory [2] for stochastic systems, numerous extended results of such an optimal filtering have been reported with burgeoning research interest. To name a few, robust Kalman filter has been designed for continuous-time delay systems with norm bounded uncertainties [3] and discrete-time uncertain systems [4] by fully making use of the mean value and 2 Complexity over fading channels with transmission failure or signal fluctuation.
The successful application of Kalman filter in the aerospace and aviation industry has led applications in industry in the 1970s. However, these attempts have shown that there was a serious mismatch between the underlying assumptions of Kalman filtering and the industrial state estimation problem. In terms of engineering application, it is quite costly or difficult to get an accurate system model and engineers are seldom aware of the statistical characteristics of noise that affect the industrial processes. A useful scheme to deal with modeling uncertainty and non-Gaussian noise is ∞ filtering. The objective is to minimize the 2 gain of the filtering error system from noise inputs to filtering errors.
∞ filtering for nonlinear singular NMJSs [22] have been extensively studied. Moreover, the ∞ filtering for timedelayed systems has also attracted great research interests (see [23] [24] [25] and references therein). Many effective approaches, such as the famous Lyapunov-Krasovskii functional (LKF) approach and Lyapunov-Razumikhin functional approach, are developed independently for handling time delay [26] . Specifically, robust filtering performance can be achieved by constructing a proper LKF for time delay systems.
However, filter design approaches developed for NMJSs in the above-mentioned work are conservative. To reduce the design conservatism, an interesting idea is to construct nonmonotonic Lyapunov functional (NLF) [27] . It has been successfully used for T-S fuzzy model to relax the monotonicity requirement of LF and further reduce the conservatism of the stability criteria, i.e., allowing the LF to increase locally during several sampling periods. Two-sample variation, i.e., ( +2 ) < ( ) [28] [29] [30] , and -sample variation, i.e., ( + ) < ( ) [31] [32] [33] [34] [35] [36] [37] , were fully developed for the T-S fuzzy model. Stability analysis and synthesis, robust ∞ controller design, observer-based fuzzy controller design, and output feedback stabilization have been intensively studied. Some preliminary results for switched systems [38, 39] and NMJSs [40] have also been reported.
Based on the above observations, it can be concluded that the NLF approach has not been fully developed for filtering of time-delayed jump systems. A big challenge is how to deal with noise of future time and delay interval according to the predictive horizon . In this study, we aim to investigate the ∞ filtering problem for a class of nonhomogeneous Markovian jump delay systems (NMJDSs) via an -stepahead Lyapunov-Krasovskii functional (NALKF) approach. The main contributions and novelties of this paper are summarized as follows:
(i) The NALKF approach is developed to reduce the conservatism of the filtering design by properly constructing a LKF and allow the underlying LKF to increase during the period of sampling time steps ahead of the current time within each jump mode.
(ii) The linear matrix inequality (LMI) formulation of the sufficient conditions for filtering is obtained by moving the horizon from + − 1 to + 1 step by step. Due to the predictive horizon, the derivation is not trivial.
(iii) For all possible time-varying TPs and all admissible parameter uncertainties and time-delays, the filtering error system is mean-square stable with a smaller estimated error and a lower dissipative level.
Notations. R and R × denote -dimensional Euclidean space and set of all × matrices, respectively. ‖ ⋅ ‖ 2 refers to the Euclidean vector norm. E{⋅ | F } stands for the conditional mathematical expectation, where F = {( 0 , 0 ), . . . , ( , )} is the -algebra. min (Θ) represents the minimum eigenvalue of matrix Θ. diag (⋅ ⋅ ⋅ ) stands for the block-diagonal matrix with blocks given by matrices in (⋅ ⋅ ⋅ ). In symmetric matrices, we use * as an ellipsis for the symmetric terms above or below the diagonal. Identity and zero matrices of appropriate dimensions are denoted by I and 0, respectively. 
System Description and Problem Formulation
Given the complete probability space (Ω, F, P), we consider a discrete-time NMJDS described by the following stochastic difference equation
Complexity 3 where ∈ Z [0, ] , ∈ R is the state vector, ∈ R is the measured output, ∈ R is the output to be estimated, ∈ R is the exogenous disturbances satisfying ∈ 2[0, ] , integer > 0 is the time delay, and is a real-valued initial function. When = 0, system (1) is usually named as a disturbance-free NMJDS.
For each possible value of = 0 , we denote matrices associated with the " 0 th jump mode" by A represent time-varying parameter uncertainties, which are assumed to be norm bounded and can be noted as 
The symbol is a discrete-time, discrete-state Markov chain taking values in Z [1, ] with transition probabilities
where 0 1 ( ) ≥ 0 and satisfying
) are entries of the TP matrix Π( ), which is defined as . Since the -step-ahead scenario will be considered, we further denote a chain of values with respect to the current time jump mode to the future jump mode + . Let ≜ 0 , +1 ≜ 1 , . . . , + ≜ ; then we have a series of value sets for finite-state Markov chains, i.e., I 0, ≜ { 0 , 1 , . . . , } ( ∈ Z [1, ] ), over the time interval [ , + ], where { 0 , 1 , . . . , } ∈ Z [1, ] .
In this paper, we are interested in designing the following mode-dependent full-order filter for system (1) , that is,
wherê∈ R and̂∈ R are the estimated state and estimate of the output , respectively. For = 0 , matrices T and = − , the resulting filtering error system of system (1) together with filter (5) becomes
In order to deal with the mean-square stability of the filtering error system (6), the following preliminaries are given. (6) is said to be mean-square stable if
Definition 1. The disturbance-free NMJDS
for any finite initial condition 0 ∈ R 2 and 0 ∈ Z [1, ] .
Assumption 2. NMJDS (1) is mean-square stable for all admissible uncertainties (2).
Assumption 2 is made based on the fact that NMJDS (1) is autonomous without control inputs. Therefore, the original system (1) to be estimated must be mean-square stable, which is a prerequisite for the filtering error system (6) to be meansquare stable.
The purpose of this paper is to design ∞ filter of the form (5) such that the following two conditions are satisfied:
(i) The filtering error system (6) with = 0 is meansquare stable.
(ii) Under the zero-initial condition, the filtering error satisfies
for any nonzero ∈ 2[0, ] and a given/optimized 2 gain bound > 0.
∞ Filtering Performance Analysis
In this section, we first provide a relaxed ∞ analysis result for the filtering error system (6) by employing the NALKF approach, which will be used for filter design in the next section. 
where
Proof. Consider a LKF at time as follows
and denote
By virtue of Definition 1, we develop the following steps to prove that
establishes the mean-square stability of disturbance-free NMJDS (6). Subtracting and adding a group of conditional mathematical expectations
. . , E{ ( +1 ) | F } from and to (16) , one has
Step 1. Bearing in mind that
one has
Complexity 5 It can be inferred from (10a) that
Therefore, we have
Step 2. Bearing in mind that
one obtains
If (10b) holds for = 1, then it results in
which further implies
Repeating the above procedure − 2 times yields
Step 3. Bearing in mind that
It can be inferred from (10c) that
which implies that
Step 4. By observing (30), we obtain
( ( + )); then one has
Therefore, it can be yielded from (31) and (32) that
This implies, from Definition 1, that the disturbance-free NMJDS (6) is mean-square stable. The proof is completed.
Remark 4.
Compared with the multistep LF approach developed in [34] , the proposed NALKF approach used thestep-ahead TPs ∑ =1
to replace the multiple multi-
. It will greatly reduce the number of decision variables, especially for the time-delayed scenario.
The following lemma provides sufficient conditions under which the filtering error system, i.e., NMJDS (6) , is meansquare stable and the filtering error satisfies the dissipative requirement (9). 
and̃− Proof. Consider a LKF ( ) and an auxiliary functional ( ) noted in (12) and (15), respectively. It is clear that inequalities (34a)-(34c) incorporate sufficient conditions presented in Lemma 3 and therefore Lemma 5 implies the mean-square stability of the NMJDS (6). Next, we direct our attention to the ∞ performance analysis via the following steps.
Define new vectors ≜ [
. We try to prove that
guarantees ∞ performance of the NMJDS (6). Adding and subtracting a group of mathematical items
to and from Δ ( ), one has
First, following the same lines of the proof of Lemma 3, we know that (34a) implies that
Complexity 7 which further yields
Then, it can be concluded form (34b) that
Finally, form (34c), we obtain
which directly yields that (36) holds by considering (38) , (40), (42) , and (43) together. In the following, we assume zero-initial conditions, i.e.,
Inequality (36) results in
As → ∞, all the negative items tend to zero and we obtain
which yields ∞ < 0. Therefore, the dissipative inequality (9) holds for > 0. This completes the proof.
Remark 6. The -step-ahead LKF approach is an -step ahead of the current time and thus it has a potential to allow the LKF to increase during a finite-time interval [ , + ].
Hence, a more relaxed stability condition and a better ∞ attenuation level could be obtained for the filtering error system (6). Therefore, a better filtering performance could be further expected.
Remark 7.
Although mathematical difficulties lie in the derivation of conditions for the ∞ analysis (as compared with [32] ), when the system goes to future steps, we develop the main results from stability condition step by step.
Robust ∞ Filter Design
According to ∞ performance analysis for the NMJDS (6), we are now in the position to provide numerical testable conditions to the robust ∞ filter design. Before giving the main results, the following well known lemma must be recalled. 
Lemma 8 (see [41]). Let matrix Ψ = Ψ T , and be real matrices of appropriate dimensions, with L(
or equivalently 
where 
Proof.
, applying the well known Schur complement [41] to (34a), and performing a congruence transformation diag{I, I, I, I, −1 }, diag{I, I, I, I,
Letting
and substituting (54) into (53), one has
By taking (2) into account, one further has 
By employing Schur complement and Lemma 8 to (57), we know that Υ < 0 implies Ξ < 0. Therefore, it can be concluded that condition (34a) can be transformed into an LMI formulation (50a) with designed filter gains. Following the same lines of the proof of (50a), we can prove that the filtering gain matrices obtained by Theorem 9 can achieve a bounded filtering error (9) . This completes the proof.
Remark 10. The NALKF approach also has potentials to be extended to solve other filtering or control problems of time-delayed systems, such as sampled-data synchronization control [42, 43] , time-varying delay analysis [44, 45] , and ∞ repetitive-control [46] . However, it should be noted that the NALKF approach can only be developed for discrete-time systems. For the continuous-time case, the higher derivative of the Lyapunov functional should be considered, such as min(̇( ),̈( )) < 0 oṙ( ) +̈( ) < 0. Moreover, for timedelayed systems, a trade-off must be considered between the conservatism reduction and computational burden.
Illustrative Example
In this section, we provide an illustrative example to verify the effectiveness and applicability of the proposed NALKF method. Consider NMJDS (1) 
The TP matrix is assumed to be time-varying in a polytope given by its vertices
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The indicator functions are chosen as
Here ,1 represents the first state of . The initial state, initial estimated state, initial , and initial̂are taken as
The initial operating mode and time delay are assumed as 0 = 1 and = 4. The exogenous disturbance is taken as 0.2 −0.5 . In this case, we would like to provide an optimal ∞ performance for designing the filter; that is, we are interested in the optimization problem min subject to (50a)-(50c)
under zero-initial condition. Solving (50a)-(50c) by using the LMI Toolbox, the robust ∞ filter gains obtained via twostep-ahead approach are listed as 
Similarly, the robust ∞ filter gains obtained via threestep-ahead approach are listed as 
It must be pointed out that the conventional filtering approach, such as in [18] , can be viewed as a special case of the NALKF approach, i.e., the one-step-ahead approach. The filtering gains can be obtained as 
We also get the minimum value of and the number of decision variables of NALKF approach, which are shown in Table 1 . Obviously, with the increase of the predictive step, we obtain better ∞ performance. However, it must be pointed out that the number of decision variables of the developed NALKF approach is not increased with the predictive step because the knowledge of the multistep TPs 0 , − is included. The jumping mode path shown in Figure 1 from time step 0 to time step 50 is generated randomly by employing TP matrices Π 1 , Π 2 and indicator functions 1 ( ), 2 ( ). The number of iterations is chosen as 50 and each iteration unit length is taken as 1.
The comparison of the estimated error under jumping mode path in Figure 1 is demonstrated in Figure 2 , where the red line, green line, and blue line represent the error under conventional filtering approach, two-step-ahead approach, and three-step-ahead approach, respectively. It also can be concluded that with the increase of the predictive step, the estimated error becomes smaller.
Moreover, the estimate of the output̂under jumping mode path in Figure 1 is also drawn in Figure 3 , where the black line is the output . It can be observed that the three-step-ahead approach (blue line) has the best tracking performance, which also justifies the results of Figure 2 .
Finally, a Monte Carlo simulation of the estimated error, which is generated under 20 different jumping mode paths, is given in Figure 4 . Such a simulation uses the two-stepahead approach. It can be seen that the overall estimation quality is good. The extreme case is less than 25%. Therefore, it justifies the effectiveness of the developed approach from another side. 
Conclusion
The robust ∞ filtering problem has been considered in this paper for nonhomogeneous Markovian jump delay systems via -step-ahead Lyapunov-Krasovskii functional approach. The robust ∞ filter has been designed in terms of a feasible optimization problem subject to LMI constraints, which guarantees that the filtering error system is mean-square stable and the filtering error satisfies smaller ∞ dissipative level for all possible time-varying transition probabilities and all admissible parameter uncertainties and time-delays. The -step-ahead approach can be extended to deal with the robust ∞ dynamic output feedback control problem.
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