Abstract-In sensor networks different types of sensors are used to capture events, recognize contexts, derive states of objects or monitor processes within application scenarios. We envision the use of the presented technology in areas that are very complex, e.g. in industrial applications. The presented system uses sensor information from wireless sensor nodes that are forwarded and aggregated in an information processing system. The high density of both number of sensors and overall sensor readings leads to an information overload situation, where it is difficult for a human to perceive detailed information using text based information input. We propose the use of a virtual environment -SensorRAUM -for improved sensory perception.
INTRODUCTION
Sensor nodes are used in various application domains to capture real world events. A combination of different types of sensors (e.g. thermal, magnetic, acoustic or infrared) is used depending on the application. Sensor readings are processed and either stored directly on the sensor node for later use or transmitted to a sink, possibly a computer, with more processing power. In order to capture complex events (e.g. disturbances in chemical processes, detection of thermal bridges within buildings or motion detection) a large number of sensor data and sensor nodes are required. This may lead to an information overload situation. Consider, for instance, the question of whether a new state within an industrial process is reached or not. It might be difficult or even impossible for an individual to answer this question by only looking at high number of textual or graphical information. This leads to a situation where the direct observation or analysis of sensor data is barely possible and the information is not directly perceivable.
In order to enable decisions in processes with high complexity, we therefore study the usage of graphically oriented 3D user interfaces.
II. TECHNICAL DEMONSTRATION
SensorRAUM is a framework to investigate, define, develop, and demonstrate a user-friendly and intuitive user interface for wireless sensor networks. The framework is based on Croquet [1] . It allows the 3D visualization of a large number of sensor data sources. This 3D visualization enables us to rely on a human's ability to zoom in/out and navigate fast and naturally in space.
The demonstrator visualizes temperature or light sensor readings of µPart sensor nodes [2] as color gradients on the floor of a building in realtime. A user can navigate through the building and interact with various objects (e.g. view historical sensor data or trigger events) using a virtual representation of himself (avatar). The framework is not restricted to one avatar. Multiple users can connect and collaboratively explore the virtual environment. Fig. 1 details the development process of the application. The first step is to transfer the appearance of real world objects into the virtual world using a 3D graphics application (e.g. 3ds Max or Blender) and to import the model into the 3D environment. All further development takes place directly in the virtual world. Each sensor node is associated with one or more virtual objects. Events which cause the coloring of the ground are registered and triggered whenever new sensor data is available. The sensor data is delivered by a bridge application which broadcasts the RF signals to the local network. 
