Abstract-It is well-known that the information bottleneck method and rate distortion theory are related. Here it is described how the information bottleneck can be considered as rate distortion theory for a family of probability measures where information divergence is used as distortion measure. It is shown that the information bottleneck method has some properties that are not shared with rate distortion theory based on any other divergence measure. In this sense the information bottleneck method is unique.
I. INTRODUCTION
For many problems in the theory of lossy compression it is difficult to specify a distortion measure. In some cases we want to compress a variable X but what we are really interested in is not the value of X but the value of a variable Y correlated or coupled with X. We are only interested in retrieving the value of X to the extent that it gives information about Y. Thus, each value of X gives a distribution on Y. The information bottleneck method was introduced in [1] to solve this problem.
The idea in the information bottle method is to introduce an auxillary variable X and find a joint distribution on (X, X, Y such that I (X; X) is small (good compression) and at the same time I (X; Y) is large (good reconstruction). The marginal distribution of (X, X, Y on (X, Y) should be the prescribed joint distribution of these variables and X > X -> Y should form a Markov chain. In general there will be a tradeoff between good compression and good reconstruction. One can plot joint values of I (X; X) and I (X; Y). The information botttleneck curve is defined as boundeary of the closure of the joint values of I (X; X) and I (X; Y). The information bottleneck curve can be determined by minimizing I(X;X)-i. I(X;Y) for different values of i. The so-called IB-algorithm provides a method to find the minimum.
It has always been known that the information bottleneck method is related to rate distortion theory. In this paper we shall explore the relation in detail. The information bottleneck method has found natural interpretations and a number of applications as described in [2] , [3] , [4] , [5] , [6] , [7] , [8] . The dQ(x, .) = D (4) (x) .r) (1) where D denotes some divergence measure on M+ (B). Our goal is to minimize both the rate I (X; X) and the distortion E d (X, X)] over all joint distribution of (X, X) C A x A with prescribed marginal distribution of X. The trade-off between rate and distortion is given by the rate distortion curve. To find the point on the rate distortion curve with slope -i one should minimize
The most important divergence measure is information divergence (or Kullback-Leibler information or relative entropy) defined by
We know from Sanov's Theorem [9] that the difficulty in distinguishing a distribution P from a distribution Q by a statistical test is given by the information divergence. This suggests to use information divergence as distortion measure. We shall now formalize these ideas.
An important class of divergence measures are the separable divergences introduced in [10] [11] , [12] . For f (x) = xlog x we get information divergence and other choices of the function f gives x2-divergence, Hellinger divergence and variational distance.
II. ADDITIVITY
Rate distortion theory is most interesting when you have a rate distortion theorem. In order to get a rate distortion theorem one has to consider sequences instead of single events. For this we have to extend the definition of distortion to a sequence of inputs x'S and reconstruction points U'n by [9] . The factor n is just a matter of normalization but for our problem it is essential that our divergence measure is additive, i.e. D (Pix P2,Ql x Q2)= D(P1,Q2)+ D(P2,Q2) (2) Additivity of the distortion measure also implies that independent problems can be treated independently. Conversaly, If the distortion measure is not additive one would always have to include other variables that are completely irrelevant to the problem in the analysis. As The terms that are linear in x or y may be replaced by constants without changing the divergence so we may assume that 3(X,yY) =-C4X logy0 + c5y logy0 + C7Xy +c10.
One easily checks that the first two terms satisfies additivity and the second ones do not except for C7 = c10 0. For Proof: The proof of this result was essentially given as part of the proof of Theorem 1 in [13] . Their theorem states that a separable divergence satisfying a data processing inequality must be a Csiszar f-divergence. U Without proof we shall also mention the following result that holds for the class of Bregman divergences defined in [14] (see also [15] ).
Theorem 4: A Bregman divergence that satisfies the sufficiency condition has the form (5) IV. FINITENESS Assume that the number of elements in A is n. Let P C Ml (A) denote the marginal distribution of X. Consider distributions on A x Ml (TB), i.e. a joint distribution on (X, X).
The joint distribution can be specified by the distribution Q of X and the conditional distribution of X given X given by a Markov kernel E: M+ (TB) -> M+4 (A). The set of distributions on M+4 (TB) is an infinite simplex. Consider the convex set C of distribution Q such that Q and E determines joint distribution of (X, X) has P as the marginal distribution of X. The condition that the marginal distribution of X has P as prescribed distribution gives n-1 linearly independent conditions. Therefore the extreme points of C are mixtures of at most n points. ieB qi distribution on A with support on at most n points. In the information bottleneck literature one will normally find the result that the support has at most n + 2 points. We shall use that information divergence satisfies the socalled compensation equality first recognized in [16] . Let (Si, 82, ..., sk) denote a probability vector and let Q and P1,P2,...,Pk denote probability measures on the same set. 
This leads to
We also have that I (X; i (X)) > I (X; i (X)) so instead of minimizing over all possible maps i and a l possible joint distributions on A x A we just have to minimize over joint distributions and put i = ip. The last term is essentially the one that shall be minimized in the information bottleneck where one wants to minimize I (X, X) and at the same time maximize I (X; Y) . We have seen that inequality (7) is essentially in deriving Theorem 5. We shall write f as f (x) = xg (x-1) so that Df (P1Q) = Eg Q (i) P (i). In [15] it was shown that a divergence measure satisfying (7) must be a Bregman divergence. This leads us to the following corollary.
Corollary 7: A divergence measure that is both a fdivergence and a Bregman divergence must be proportional to information divergence.
In [13, Thm. 4 ] the intersection of the set of Bregman and f-divergences is characterized by an equation and a concavity condition and information divergence is given as an example of an element in the intersection. Corollary 7 implies that there are essentially no other elements in the intersection. We see that if one wants to have all the properties fulfilled the divergence is equal to or proportional to information divergence. A divergence that is proportional to information divergence is essentially information divergence measured by different units (for instance bits instead of nats). Thus it is desirable to use information divergence, that leads to the information bottleneck method.
VI. CONCLUSION

