I. Introduction
Trust region methods for optimization problems have become very popular over the last decade. One possible explanation of this popularity is the fact that the method has wide application in many fields, such as science, engineering and economy, due to its strong global convergence and robustness ( [1] , [2] , [3] , [4] ). Consider an unconstrained optimization problem. 
Then the trust region radius k  and the iterate k w are updated according to the value of : 
Under some assumptions, this algorithm has been proved to be globally convergent to a local optimum ( [1] , [4] , [5] ). The problem is a very significant optimization problem(which involves solving a constrained optimization problem). As a result a lot of research efforts are still being directed towards finding better algorithms of solving the trust region subproblem.
Problem
Since each iteration of a trust region algorithm requires to solve(exactly or in exactly) the trust region subproblem (1.3)-(1.4), finding efficient solver for the trust region subproblem is very important. The trust region subproblem (1.3)-(1.4) has been studied by many authors. The following lemma is well known(for example see [ 6 ] and [ 7 ] ): However, there is no finite method for determining such an  . Most algorithms find an approximate solution of problem (1.3)-(1.4). Gould et al( [8] ) states that although in principle we are seeking the optimal solution to the subproblem, it is enough for global convergence purposes to find an approximate solution k s that lies within the trust region and gives a sufficient reduction in the model. Research efforts are still being directed to finding ways of computing approximate solutions that are good enough to guarantee global convergence of the overall trust region algorithm. Toint ( [9] ) states that whatever method chosen for computing the approximate minimizer, 1  k s must compare favorably to a specific benchmark, the Cauchy point method.
That is, the sufficient reduction can be quantified in terms of the Cauchy point method.
The Cauchy point,
The solutions [11] to these problems are
The problem with using the Cauchy-point at each iteration is that it is always in the steepest descent direction and therefore, performs poorly in terms of speed. Another method that is currently being used as an improvement to the Cauchy point approach is the dogleg method.
II. The Dogleg Method
The dogleg approach to solving the trust region subproblem originated from Dennis and Schnabel ( [10] ): The idea is as follows: Rather than finding a point ) (
as required by for some   (, 1). Then using heuristic he set,  = 0.8 + 0.2 (2.15) and called this method dogleg method. The algorithm we propose in this pepper is close to the Schnabel's ideals but one that removes heuristic in the choice of the step length .
III. A New Dogleg Method
In the dogleg approach we observe that the piecewise line connecting the Cauchy point We make the same assumption in Schnabel ( [10] ) that although the distance increases as we proceed along the piecewise linear move, the value of the model decreases all the way. 
Proof: Using (2.1), (i)
We only need to show that 
is a decreasing function of t.
(ii)
Here we need to prove that Compute
Compute find t* such that
IV. Numerical Examples
We tested our algorithms on a set of test problems from CUTE collection established by Bongartz, Conn, Gould and Toint ( [11] ). We choose the test problems and their initial points from the literature ( [11] ) with some of them highly nonlinear. The stopping criterion is Table 4 .1 Presents the main results obtained by the new dogleg algorithm while tables 4-2 and 4.3 compares the new results with recently reported results. A general observation in these tables is that the performance of the new dogleg method compares favorably with the standard dogleg method. An important observation is that the new dogleg method requires far less number of iterations to obtain the optimum than some recently reported results and this translates into smaller computer times. Chh-Chen Lin and Jorge J. More [13] noted that fewer number of iterations often translates into smaller computing times. Example 5 is regarded in literature as a tricky problem because it is often difficult to minimize. But the new dogleg method solved this problem with remarkably few numbers of iterations.
Remarks on Numerical Results

V. Conclusion
In this paper, we presented a new dogleg method for solving trust-region subproblem. The results show that the new method is effective, accurate and converges in fewer iterations.
