Abstract-The existing volumes of biomedical texts available online drive the increasing need for automated techniques to analyze and extract knowledge from these information repositories. Recognizing and classifying biomedical terms in these texts is an important step for developing efficient techniques for knowledge discovery and information extraction from the literature. This paper presents a new technique for biomedical term classification in biomedical texts. The method is based on combing successful feature selection techniques (MI, X 2 ) with machine learning (SVM) for biomedical term classification. We utilize the advances in feature selection techniques in IR and use them to select the key features for term identification and classification. We evaluated the method using Genia 3.0 corpus with about 3,000 to more than 34,000 biomedical term instances. The technique is effective, achieving impressive accuracy, precision, and recall; and with F-score approaching ~90%, the method is superior or very competitive with the recently published results.
I. INTRODUCTION
The research productions in the biomedical and bioinformatics fields are very high, and the resulting data and literature volumes are extremely huge and still growing in very high rates [1, 5, 7, 8] . For example, MedLine contains about 14 million abstracts [22] . The knowledge embedded in the literature is really massive which drives a great need to discover and extract more useful and significant knowledge, information, and relations to benefit the field. There is a need for effective techniques from machine learning, text mining, and natural language processing (NLP) to analyze these texts and extract significant knowledge for the advancement of the science [1, 10, 13] . In the past two decades, significant amount of research projects have been devoted to problems related to biomedical terms and entity names including named entity recognition (NER), term identification and classification, and gene/protein name disambiguation in biomedical literature [2, 3, 6] . These tasks are really important for knowledge extraction systems as resolving terms and entity names (gene names, protein names, disease names, chemical compounds,…etc) is a necessary step for developing efficient computational bioinformatics systems and tools [11] . For example, in the problem of bio-terms disambiguation, resolving ambiguity between genes and proteins is especially critical due to their importance in biological and medical fields. On the other hand, their disambiguation is difficult since many proteins and genes have identical names, and only few instances are explicitly disambiguated by authors in the biomedical texts. A common example of gene and protein name ambiguity (discussed in [5, 6, 9] ) can be seen in the following two sentences: -"By UV cross-linking and immunoprecipitation, we show that SBP2 specifically binds selenoprotein mRNAs both in vitro and in vivo." -"The SBP2 clone used in this study generates a 3173 nt transcript (2541 nt of coding sequence plus a 632 nt 3' UTR truncated at the polyadenylation site)."
The term SBP2 in the first sentence is a protein, whereas in the second sentence SBP2 is used as a gene name. In term identification and classification task we want to recognize the term and determine its boundaries in a given biological text, and then classify it into the correct class. For example, in this sentence: 'p53 protein suppresses mdm2 expression' in an article on human signal transduction [25] , the term identification step will find the term boundaries for the two entities of interest (p53 protein and mdm2). Then, the classification step determines that the first entity (p53 protein) is a protein, while the second entity, "mdm2", is classified as a gene. Notice here that the first term is already classified/disambiguated by the author while the second term (mdm2) is ambiguous. This paper presents a new method to identify and classify technical terms in biomedical texts. The proposed method is based on machine learning and can be viewed as a word classification task. We utilize the advanced in feature selection techniques in Information Retrieval (IR) and use them (MI and X 2 ) to select the key features in the contexts of the target terms. The method was evaluated extensively with a large number of experiments and achieved impressive performance, the details in the Sections II and III.
Related work
Most of the biomedical term identification and recognition techniques target certain specific entities (mostly gene and protein names) and this way term identification and term classification are integrated as one task [25] . A number of machine learning and statistical based approaches have been proposed for this task in the past two decades [17, 24, 25] [24] . The competition was an open challenge, and the participants were allowed to use whatever techniques and data resources they like. However, the systems were evaluated using a common evaluation methodology and a common datasets. Four types of classification models where used in these eight systems: SVMs, HMM, MEMM, and CRFs. The overall results (Table 1) showed the recall ranges from 50.8% to 76.0%, precision from 43.6% to 69.4%, and F-score from 47.7% to 72.6% [19, 24] . The work presented in this paper is most similar to this competition [19, 24] as we focus on biomedical term classification rather than recognition. We assume that the terms/entity names are already recognized and labeled and we attempt to classify them into their correct classes. The rest of the paper is organized as follows. Next section explains our method. Section III describes the experiments and discusses the results. Finally, Section IV presents the conclusion and future work.
II. THE METHOD
A number of previous related methods use the words around the terms of interest as features for term identification or classification [5, 6, 9] . In our method, we also use word features to represent the biomedical terms, but the words in the context of the term are not used directly as features. Instead, we select as features only those words having high 'discriminating' capabilities between the various classes of terms. These word features are used to represent each instance (example) of the terms in the training and testing. The method then uses machine learning (SVMs) to train classifiers with labeled (training) examples. So, some already labeled terms (annotated with class labels) are used as labeled training examples. The classifiers will then be used to classify unseen and unlabeled examples in the testing (classification) phase. One of the contributions of this work is the way we select features for learning and classification.
A. Feature Selection
Feature selection is a key issue in the efficiency of the learning and classification of such methods as the one presented here. A lot of research work has been devoted to feature selection in machine learning and data mining, particularly in text categorization research, see for example [26, 4, 15] .
Assume that we have two sets C 1 and C 2 of labeled examples extracted from biomedical texts. Let C 1 contains examples of biomedical term instances and their contexts from one category/class (C 1 ), whereas C 2 includes examples with their contexts from another biomedical category (C 2 ). We want to classify terms from C 1 and C 2 into their correct classes. The term, which belongs to either C 1 or C 2 , is what is to be classified in this case, and the words preceding and following the term are its context words. So each example in the set C 1 or C 2 can be represented as: 2 . Thus, we select those words w i from W which are highly associated with either C 1 or C 2 (the highly discriminating words) as features. We utilize and apply the feature selection techniques mutual information (MI) and chi-square (X 2 ) ( [4, 15] ) to select the highly discriminating context words from W. These feature selection techniques, MI and X 2 , were used successfully for feature selection in text categorization and information retrieval [26, 4, 15, 16] . We explain, in the rest of this section, how we use MI and X 2 to determine which context words from W to be selected as features.
Let where N is the total number of examples in C 1 and C 2 . And Chi-Square (X 2 ) is computed as: 
That is, three of the 10 feature words are occurring within the window of size 4 of the term. In this case, window size is 4 and the vector size is 10. Notice also that, we do not encode positional information of the feature words in the feature vector. For example the word 'generate', occurred as third preceding word in the term context but it is translated to a '1' in the seventh entry of the feature vector.
B. Learning and Classification
As we have seen, we generate feature vectors from the training examples using the top words selected using MI or X 2 . Then, we use a well-established learning technique Support Vector Machines (SVM) [20, 21] to train classifiers with the training vectors. SVM is an inductive learning technique for two-class classification. Significant theoretical and empirical justifications exist in the literature to support SVM [20, 21] . In our method, for each class of biomedical terms, we construct one feature vector for each training example. Then we take two classes at a time and apply SVM to train on these two classes and a classifier (model) is produced. The classifier will then be used in the testing/classification phase to classify testing instances. We use SVM-light (svmlight.joachims.org) with the default parameters except that we adjust the cost factor (j parameter) by which training errors on positive examples outweigh errors on negative examples (default j=1). 
III. EXPERIMENTS AND RESULTS
We implemented and evaluated the proposed method with a large number of experiments using the data from the Genia 3.0 corpus. In this section, we describe the datasets, the experimental design, and then we discuss the results.
A. Dataset
The data for training and testing are taken from the Genia corpus version 3.0 [23] . This corpus is used as benchmark in most of the biomedical term/entity name related problems [18, 19, 24] . The Genia corpus was developed at University of Tokyo and constructed from Medline [22] by querying using terms 'human', 'blood cells' and 'transcription factors'. From this search process, 2,000 abstracts were selected for the corpus. The identified terms, in these selected documents, were hand annotated with 36 classes/types, these classes are shown in Table 3 . The corpus contains a total of 75,108 term occurrences.
B. Experimental Design
We selected for testing 30 pairs of classes such that we want each pair to contain two classes having equal or close number on instances. These classes are shown in Table 4 . The total number of term instances in these 30 class pairs is 173,119 instances of which 34,594 instances were used for the testing (Table 4) . We used 5-fold cross validation, such that, we divided the data into 5 equal folds and repeated each experiment five times. Each time we leave one fold (20% of the data) out for testing and use the remaining 4 folds (80%) for training. In the text preprocessing step, the training and testing texts were preprocessed as follows: (1) We changed all the letters into lower case (2) Word stemming: all words converted to their stems using Porter's stemming algorithm [12] . (3 
C. Results and Discussion
Firstly we conducted a variety of experiments using feature selection techniques MI and X 2 to compare their performance. In these experiments we changed window size w, with varying vector size v as well. We initially experimented with a smaller dataset of 15 class pairs, shown in Table 5 . The total number of instances in these 15 class pairs is 20,900 instances and number of testing instances is 4,164; Table 5 contains the numbers of instances in each class. Before we delve into the details of the results we present little more details about the experimental procedure. Consider the first class pair in Table  5 [amino_acid_monomer, protein_ domain_or_region]. The first class (amino_acid_monomer) includes 780 annotated terms from this class, whereas the second class (protein_domain_or_region) contains 990 annotated terms, and the total is 1,770 terms (Table 5) . Of these 1,770 instances, 80% (1,418 instances; 4 folds) were used for training and the remaining 20% (354 instances; 1 fold) are used for testing. This step is repeated 5 times by changes the training/testing folds. We record accuracy, precision, and recall for each round, and then we take the average accuracy, precision, and recall of the five rounds. This procedure is done for each one of the 15 pairs. Finally we take the microaverage of accuracy, precision, and recall for all of the 15 testing pairs. Table 6 shows the results of the first set of experiments (using the data in Table 5 ) in which we changed the window size w, vector size v with the two feature selection techniques MI and X 2 . In this table, we notice that using windows size w=3, and vector of size v=30 with X 2 for feature selection produces the highest accuracy (75.17%) and F 1 (75.55%) results, while the best precision (81.48%) was produced with MI when w=3 and v=30. In the second set of experiments on the data of Table 5 (the smaller dataset), we examined the performance with three text preprocessing steps: word stemming, stopword removal, and converting all letters into lowercase; the results are in Table 7 . Table 7 indicates that word stemming and stopword removal did improve the performance but only slightly. Table 8 contains the results when the preprocessing steps are done in combinations, window size w=10, X 2 for feature selection, and two different vector sizes v=20 and v=30. These results in Table 8 , indicate that using all the three preprocessing steps with v=30 gives the best results: 62.23% accuracy and 64.07% F 1 score. Next, we conducted the main experiments using the main and larger dataset ( Table 4 ) that includes 30 class pairs and more than 173,000 term instances. The results are in Table_9 when no preprocessing is done. We notice that these results are significantly higher than the results on the first set of class pairs. We examined only X 2 (and not MI) because X 2 was giving better results than MI in most cases. This performance with accuracy ranging between 82.87% to 85.07% and F 1 from 88.23% to 90.24% ( Table 9 ) is higher that the results of the similar work as reported earlier in this paper (Section I & Table 1 ). Next, we examined the performance after the preprocessing steps; we firstly applied the preprocessing steps one at a time and the results are in Table 10 .
Then, combinations of preprocessing steps were applied in the third set of experiments and the results are in Table 11 . These results clearly demonstrate that our technique for biomedical term classification produces impressive performance results proven by a large number and variety of experiments. For example, each line in tables 9, 10, and 11 represents the average accuracy/precision/recall/F1 of five experiments (5-fold CV), each experiment is done on 34,594 testing instances. Moreover, we notice that the strength of the proposed method lies mostly on the feature selection technique and the learning/classification process. We have seen that the preprocessing steps (Table 10 and  Table 11 ) did not improve the performance results of Table_9 significantly, because the strength comes from the way the features selected and the way training/testing is done rather than from preprocessing steps. Moreover, the discussion about the related work (Section I) provides 1581 some results from the published similar work [14] [16] [18] [19] [24] which indicate that our method outperform most of these methods. For example, Tables 9,  10 , and 11 show that our method is capable of giving F1 scores close to or exceeding 90% whereas the best F1 in Table 1 is 73.8% [24] . Hence, we can conclude that the strength of the method (and the contribution of this work) comes from the unique combination of the successful feature selection techniques (MI, X 2 ) with one of the best performers in machine learning (SVM) for this task. To the best of our knowledge, these results are among the best published performance results for this particular task. 
IV. CONCLUSION AND FUTURE WORK
We have presented an approach for biomedical term classification. The experimental results showed that the method is effective in classifying biomedical terms using few surrounding context words as features. We borrowed from the IR and TC domains two successful feature selection techniques (viz. mutual information and Chi-square), and proved with a variety of experiments the effectiveness of the approach. The strength of the method comes from the unique combination of successful feature selection techniques with one of the top machine learners (SVM) into the biomedical term classification problem. The experimental results clearly demonstrated that the approach is very impressive. In the future endeavor of this research, we plan to explore more feature selection techniques into this task like information gain (IG) . We also plan to evaluate the method with more datasets, and investigate the possibility of using the concept of information content (IC) in the training and classification process. 
