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Abstract
In this paper we define a new type of continued fraction expansion for
a real number x ∈ Im := [0, m− 1], m ∈ N+,m ≥ 2:
x =
m−b1(x)
1 +
m−b2(x)
1 +
. . .
:= [b1(x), b2(x), . . .]m.
Then, we derive the basic properties of this continued fraction expansion,
following the same steps as in the case of the regular continued fraction
expansion. The main purpose of the paper is to prove the convergence of
this type of expansion, i.e. we must show that
x = lim
n→∞
[b1(x), b2(x), . . . , bn(x)]m.
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1 INTRODUCTION
In this section we make a brief presentation of the theory of regular continued
fraction expansions.
It is well-known that the regular continued fraction expansion of a real num-
ber looks as follows:
1
a1 +
1
a2 +
.. . +
1
an +
.. .
(1)
where an ∈ N , ∀n ∈ N+. We can write this expression more compactly as
[0; a1, a2, . . . , an, . . .].
The terms a1, a2, . . . are called the incomplete quotients of the continued frac-
tion. Continued fractions theory starts with the procedure known as Euclid’s
algorithm for finding the greatest common divisor. To generalize Euclid’s al-
gorithm to irrational numbers from the unit interval I, consider the continued
fraction transformation τ : I → I defined by
τ(x) :=
1
x
−
[
1
x
]
, x 6= 0, τ(0) := 0, (2)
where [·] denotes the floor (entire) function. Thus, we define a1 = a1(x) =
[
1
x
]
and an = a1(τ
n−1(x)), ∀n ∈ N , where τ0(x) = x, and τn(x) = τ(τn−1(x)).
Then, from relation (2), we have:
x =
1
a1 + τ(x)
=
1
a1 +
1
a2 + τ
2(x)
= . . . = [0; a1, a2, ..., an + τ
n(x)].
The metrical theory of continued fractions expansions is about the sequence
(an)n∈N of its incomplete quotients, and related sequences. This theory started
with Gauss’ problem. In modern notation, Gauss wrote that
lim
n→∞
λ ({x ∈ [0, 1); τn(x) ≤ z}) =
log(z + 1)
log 2
, 0 ≤ z ≤ 1, (3)
where λ is the Lebesgue measure. Gauss asked Laplace to prove (3) and to
estimate the error-term rn(z), defined by rn(z) := λ(τ
−n([0, z])) − log(z+1)log 2 ,
n ≥ 1. (Note that, when we omit the logarithm base, we will consider the
natural logarithm.) The first one who proved (3) and at the same time answered
Gauss’ question was Kuzmin (1928), followed by Le´vy. From that time on, a
great number of such Gauss-Kuzmin theorems followed. To mention a few: F.
Schweiger (1968), P. Wirsing (1974), K.I. Babenko (1978), and more recently
by M. Iosifescu (1992).
Apart from regular continued fractions, there are many other continued frac-
tions expansions: Engel continued fractions, Rosen expansions, the nearest in-
teger continued fraction, the grotesque continued fractions, etc.
2 ANOTHER CONTINUED FRACTION EX-
PANSION
We start this section by showing that any x ∈ Im := [0,m−1], m ∈ N+, m ≥ 2,
can be written in the form
m−b1(x)
1 +
m−b2(x)
1 +
. . .
:= [b1(x), b2(x), . . .]m (4)
where bn = bn(x) are integer values, belonging to the set Z≥−1 :=
{−1, 0, 1, 2, . . .}, for any n ∈ N+.
Proposition 2.1 For any x ∈ Im := [0,m− 1], there exist integers numbers
bn(x) ∈ {−1, 0, 1, 2, . . .} such that
x =
m−b1(x)
1 +
m−b2(x)
1 +
.. .
(5)
Proof. If x ∈ [0,m− 1], then we can find an integer b1(x) ∈ Z≥−1 such that
1
mb1(x)+1
< x <
1
mb1(x)
. (6)
Thus, there is a p ∈ [0, 1] such that
x = (1− p)
1
mb1(x)
+ p
1
mb1(x)+1
=
m−mp+ p
m
m−b1(x).
If we set x1 =
mp−m
m−mp+p , then we can write x as
x =
m−b1(x)
1 + x1
.
Since x1 ∈ [0,m− 1], we can repeat the same iteration and obtain
x =
m−b1(x)
1 +
m−b2(x)
1 +
.. .
which completes the proof.
Next, we define on Im := [0,m− 1], m ∈ N+, m ≥ 2, the transformation τm
by
τm : Im → Im,
τm(x) := m
log x−1
logm −
[
log x−1
logm
]
− 1, x 6= 0, τ(0) := 0, (7)
where [·] denotes the floor (entire) function.
For any x ∈ Im, put
bn(x) = b1
(
τn−1m (x)
)
, n ∈ N+,
b1(x) =
[
log x−1
logm
]
, x 6= 0, b1(0) =∞.
Let Ωm be the set of all irrational numbers from Im. In the case when x ∈
Im\Ωm, we have
bn(x) =∞, ∀n ≥ k(x) ≥ m, and bn(x) ∈ Z≥−1, ∀n < k(x).
Therefore, in the rational case, the continued fraction expansion (4) is finite, un-
like the irrational case, when we have an infinite number of incomplete quotients
from the set {−1, 0, 1, 2, . . .}.
Let ω ∈ Ωm. We have
ω = mlogm ω = m−
logω−1
logm =
m
−
[
logω−1
logm
]
m
logω−1
logm −
[
logω−1
logm
] = m
−b1(ω)
1 + τm(ω)
.
Since,
τm(ω) = m
log
m
τm(ω) = m−
log τ−1
m
(ω)
logm =
m
−
[
log τ−1
m
(ω)
logm
]
m
log τ
−1
m (ω)
logm −
[
log τ
−1
m (ω)
logm
]
=
m−b1(τm(ω))
1 + τm(τm(ω))
=
m−b2(ω)
1 + τ2m(ω)
then, we have
ω =
m−b1(ω)
1 +
m−b2(ω)
1 + τ2m(ω)
= . . . =
m−b1(ω)
1 +
m−b2(ω)
1 +
.. . +
m−bn(ω)
1 + τnm(ω)
(8)
If [b1(ω)] = m
−b1(ω), and [b1(ω), b2(ω), . . . , bn(ω)] =
m−b1(ω)
1+[b2(ω),b3(ω),...,bn(ω)]
, ∀n ≥
2, then (8) can be written as
ω =
[
b1(ω) +
log(1 + τm(ω))
logm
]
=
[
b1(ω), b2(ω) +
log(1 + τ2m(ω))
logm
]
= . . . =
=
[
b1(ω), b2(ω), . . . , bn−1(ω), bn(ω) +
log(1 + τnm(ω))
logm
]
.
It is obvious that we have the relations
τm(ω) =
m−b2(ω)
1 + τ2m(ω)
, . . . , τn−1m (ω) =
m−bn(ω)
1 + τnm(ω)
, ∀n ∈ N+, ∀ω ∈ Ωm, (9)
3 CONVERGENTS. BASIC PROPERTIES
In this section we define and give the basic properties of the convergents of this
continued fraction expansion.
Definition 3.1 A finite truncation in (4), i.e.
ωn(ω) :=
pn(ω)
qn(ω)
= [b1(ω), b2(ω), . . . , bn(ω)]m, n ∈ N+ (10)
is called the n-th convergent of ω.
The integer valued functions sequences (pn)n∈N and (qn)n∈N can be recur-
sively defined by the formulae:
pn(ω) = m
bn(ω)pn−1(ω) +m
bn−1(ω)pn−2, ∀n ≥ 2,
qn(ω) = m
bn(ω)qn−1(ω) +m
bn−1(ω)qn−2, ∀n ≥ 2, (11)
with p0(ω) = 0, q0(ω) = 1, p1(ω) = 1 and q1(ω) = m
b1(ω).
By induction, it is easy to prove that
pn(ω)qn+1(ω)− pn+1(ω)qn(ω) = (−1)
n+1mb1(ω)+...+bn(ω), ∀n ∈ N+, (12)
and that
m−b1(ω)
1 +
m−b2(ω)
1 +
.. . +
m−bn(ω)
1 + t
=
pn(ω) + tm
bn(ω)pn−1(ω)
qn(ω) + tmbn(ω)qn−1(ω)
, ∀n ∈ N+, t ≥ 0. (13)
Now, combining the relations (8) and (13), it can be shown that, for any
ω ∈ Ωm, we have
ω =
pn(ω) + τ
n
m(ω)m
bn(ω)pn−1(ω)
qn(ω) + τnm(ω)m
bn(ω)qn−1(ω)
, ∀n ∈ N+. (14)
4 MAIN RESULT
At this moment, we are able to present the main result of the paper, which is
the convergence of this new continued fraction expansion, i.e. we must show
that
ω = lim
n→∞
[b1(ω), b2(ω), . . . , bn(ω)]m,
for any ω ∈ Ωm.
Theorem For any ω ∈ Ωm := Im\Q, we have
ω − ωn(ω) =
(−1)nτnm(ω)m
b1(ω)+...+bn(ω)
qn(ω)
(
qn(ω) + τnm(ω)m
bn(ω)qn−1(ω)
) , ∀n ∈ N+. (15)
For any ω ∈ Ωm, we have
mb1(ω)+...+bn(ω)
qn(ω)
(
qn+1(ω) + (m− 1)n+1mbn+1(ω)qn(ω)
) < |ω − ωn(ω)| <
<
1
max(Fn,mb1(ω)+...+bn(ω))
, ∀n ∈ N+, (16)
and
lim
n→∞
ωn(ω) = ω (17)
Here Fn denotes the n-th Fibonacci number.
Proof. Using relations (12) and (14), we obtain:
ω − ωn(ω) =
pn(ω) + τ
n
m(ω)m
bn(ω)pn−1(ω)
qn(ω) + τnm(ω)m
bn(ω)qn−1(ω)
−
pn(ω)
qn(ω)
=
(−1)nτnm(ω)m
b1(ω)+...+bn(ω)
qn(ω)
(
qn(ω) + τnm(ω)m
bn(ω)qn−1(ω)
) .
Next, by (9) and (15), it follows:
|ω − ωn(ω)| =
τnm(ω)m
b1(ω)+...+bn(ω)
qn(ω)
(
qn(ω) + τnm(ω)m
bn(ω)qn−1(ω)
)
=
m−bn+1(ω)
1 + τn+1m (ω)
·
mb1(ω)+...+bn(ω)
qn(ω)
(
qn(ω) +
m
−bn+1(ω)
1+τn+1m (ω)
mbn(ω)qn−1(ω)
)
=
mb1(ω)+...+bn(ω)
mbn+1(ω)qn(ω)
(
qn(ω) + τ
n+1
m (ω)qn(ω) +m−bn+1(ω)mbn(ω)qn+1(ω)
)
=
mb1(ω)+...+bn(ω)
qn(ω)
(
qn+1(ω) + τ
n+1
m (ω)mbn+1(ω)qn(ω)
) (18)
Now, we know that the Fibonacci numbers are defined by recurrence
Fn+1 = Fn + Fn−1, ∀n ∈ N+, and F0 = F1 = 1.
Also, from the recurrence relation (11), we infer that
pn+1 ≥ Fn+1 and qn ≥ Fn, ∀n ∈ N+, n ≥ 2. (19)
Also, we have that
qn(ω) = m
bn(ω)qn−1(ω) +m
bn−1(ω)qn−2(ω) ≥ m
bn(ω)qn−1(ω) ≥
≥ mbn(ω)mbn−1(ω)qn−2(ω) ≥ . . . ≥ m
b1(ω)+...+bn(ω)q0(ω).
i.e.
qn(ω) ≥ m
b1(ω)+...+bn(ω), ∀n ∈ N+. (20)
Thus, from relations (19) and (20), we have that
qn(ω) ≥ max(Fn,m
b1(ω)+...+bn(ω)), ∀n ∈ N+.
Now, since the transformation τm belonging to (0,m− 1) and from the last two
relations, we can show that
mb1(ω)+...+bn(ω)
qn(ω)
(
qn+1(ω) + τ
n+1
m (ω)mbn+1(ω)qn(ω)
) ≤ mb1(ω)+...+bn(ω)
qn(ω)qn+1(ω)
≤
≤
1
qn(ω)
≤
1
max(Fn,mb1(ω)+...+bn(ω))
.
It is obvious that the left inequality is true. Since max(Fn,m
b1(ω)+...+bn(ω)) is
an increasing function, we have
lim
n→∞
ωn(ω) = ω.
The proof is complete.
5 REMARK
This paper is the first one which addresses this type of continued fraction ex-
pansion, and will be followed by other papers which will present the metrical
theory of this expansion, the principal aim being solving Gauss’ problem.
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