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1. Introduction
FOSS is one of the world’s leading supplier of analytical instruments. Notably, 85%
of the milk and 80% of the traded grain in the world today is tested by a FOSS
solution. In 41 of the 50 largest pharmaceutical manufacturers world-wide, a FOSS
solution is used.
The instruments are based on technology from many different ﬁelds. Some exam-
ples are, infrared spectroscopy, dual x-ray absorptiometry, image analysis, artiﬁcial
neural networks, and control theory. The underlying principle is, however, to measure
light, either transmitted through the sample or reﬂected from the sample. Instruments
based on this principle are called spectrometers.
A monochromator is a part of a spectrometer in which the grating scans the dif-
ferent wavelengths over the exit slit, thus illuminating the detector one wavelength
at the time. A full spectrum is generated as the grating scans over a predeﬁned in-
terval. Each instrument must be calibrated and behave in a very similar manner. The
monochromator is the core module of the instrument and the grating control is the
heart of the core module. The grating must accelerate to a set speed very fast, then
keep the speed constant over a predeﬁned interval, and break to reverse the scan. The
grating is attached to the shaft of a dc motor, hence the control objective is velocity
control of a dc motor.
On top of this come disturbances from an optical ﬁlter attached to a stepping
motor, causing vibrations in the housing, which can be seen in the spectra if not
corrected for in the control algorithm.
1.1 Tasks
The tasks of this thesis are the following:
• Implement velocity control of the dc motor.
• Reduce the effects of disturbances caused by the stepping motor.
1.2 Outline
The thesis begins with a chapter on modeling. A short introduction to the dc motor
is given, and a model suitable for control purposes is presented. The D-A and A-D
converters used are also discussed here. Chapter 3 deals with the velocity control of
the dc motor. The stepping motor, and the effect it has on the velocity control is dis-
cussed in Chapter 4. Finally, Chapter 5 deals with the attenuation of the disturbance
caused by the stepping motor.
1.3 Methods
Control design is done using Matlab/Simulink. Everything regarding the physical mo-
tors, e.g., control algorithms and experiments, are implemented on a Field-Programmable
Gate Array (FPGA), using LabVIEW.
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2. Modeling
This chapter discusses modeling aspects of the motor used. An input-output model
suitable for control design is presented. For a more extensive reading on dc motors,
see [Rashid, 2001] and [Krishnan, 2001].
2.1 Brief Overview of the Motor
A simple dc motor is shown in Figure 2.1. It consists of two main parts, the stationary
stator, and the rotating rotor. The rotor is connected to the shaft that couples the
motor with its mechanical load. The stator has slots with a coil of wire, called the
armature windings. For simplicity, only one single turn coil is shown in the ﬁgure.
When current is ﬂowing in the windings, interacting with the magnetic ﬁeld from the
permanent-magnet rotor, the torque needed for the rotor to rotate is produced. The
physical law behind this is the Lorentz force law, which can be written as [Grifﬁths,
2003]
F =
∫
I(dl×B), (2.1)
where F is the magnetic force on a segment of current-carrying wire, I is the current,
dl is a line segment in the direction of the current, and B the magnetic ﬁeld. Applying
this to the motor in Figure 2.1 gives a force to right at c and a force to the left at cc.
However, by invoking Newton’s third law, forces equal in magnitude but opposite in
direction are exerted on the permanent-magnet, making it rotate counterclockwise.
As the rotor turns, the torque is getting smaller and when the rotor is in horizontal
position, the torque is zero. To keep a constant torque over a wider range of angles,
the stator generally has more slots with windings. In order for the rotor to continue
rotating in the same direction, the polarity of the current needs to be reversed when
the rotor passes the horizontal position. This is known as commutating, and can be
done in a few different ways. However, in this thesis a Limited Angle Torquer (LAT)
is used, i.e., it is intentionally designed to have a limited range with constant torque.
So no such commutating exists.
Figure 2.1 Cross section of a simple dc motor.
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2.2 Model of the DC Motor
The motor used is a two pole permanent magnet brushless dc (PMBLDC) LAT, brush-
less in this case just means that there are no mechanical or electrical parts supporting
commutating. An equivalent circuit for the motor is shown in Figure 2.2 [Zhang,
Smith & Kettleborough, 1999].
U
IA
RA
+
−
+
−
EA
LA
Tf
Te
Tl
Figure 2.2 Equivalent circuit for the dc motor.
Applying Kirchhoff’s voltage law to the electrical loop gives
U = RAIA +LA
dIA
dt
+EA, (2.2)
where
U is the supply voltage.
RA is the armature resistance.
IA is the armature current.
LA is the armature inductance.
EA is the induced emf in the armature windings.
A torque balance around the shaft gives
JR
dω
dt
= Te−Tl −Tf , (2.3)
where
JR is the moment of inertia of the rotor.
ω is the angular velocity of the rotor.
Te is the electromagnetic torque delivered.
Tl is the load torque.
Tf is the friction torque.
For a two pole motor the relation between angular velocity and angular position is
simply
ω = θ˙ . (2.4)
The emf can be expressed as
EA = Keω, (2.5)
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where Ke is the emf constant. A similar relation for the electromagnetic torque is
given by
Te = KtIa, (2.6)
where Kt is the torque constant.
The load and friction torque are subject to modeling on their own. The load con-
sists of a diffraction grating, made approximately symmetrical with respect to the
rotational axis, and is modeled as
Tl = Jl
dω
dt
. (2.7)
Several possible modeling schemes for the friction torque are available in the lit-
terature, see for example [Canudas, Åström & Braun, 1986]. Choosing an appropriate
model can be difﬁcult a priori. However, the desired angular velocity will be one of
two values,±ωd , so a model that is accurate in the vicinity of ωd should be sufﬁcient.
Based on this, the friction is modeled as
Tf =
{
β +αω ifω > 0
−β +αω ifω < 0. (2.8)
The model of the motor is thus given by equations 2.2-2.8, and can be written in
state-space form as⎛
⎝ I˙Aω˙
θ˙
⎞
⎠=
⎛
⎜⎝
−RALA −
Ke
LA
0
Kt
J 0 0
0 1 0
⎞
⎟⎠
⎛
⎝ IAω
θ
⎞
⎠+
⎛
⎜⎝
1
LA
0
0 −1J
0 0
⎞
⎟⎠(U
Tf
)
, (2.9)
where J = JR + Jl . An important limitation of this model is that it is only valid for
angles where the electromagnetic torque can be considered independent of the angle.
The speciﬁc range is supplied by the manufacturer, see Figure 2.3.
2.3 Parameters
The dc motor described in the previous section has a few parameters that need to be
determined. Some of these are supplied by the manufacturer. The unknown parame-
ters are
• LA,
• Jl ,
• α and β in Tf .
Armature Inductance
LA can be determined from a step respons. By ﬁxing the rotor, making it unable to
rotate, equations 2.2 and 2.5 give
U = RAIA +LA
dIA
dt
, IA(0) = 0.
The solution to this equation when U is a step is given by
IA(t) =
U0
RA
(1− e−tT ),
where U0 is the magnitude of the step and T = LARA . The inductance can thus be deter-
mined by measuring the time constant.
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Moment of Inertia of Load
A value for Jl is supplied by FOSS from a detailed CAD model.
Friction
When stationary conditions apply, dIAdt = 0 and
dω
dt = 0, equations 2.8 and 2.9 give
U = RAIA +Keω (2.10)
KtIA =
{
β +αω ifω > 0
−β +αω ifω < 0. (2.11)
From Equation 2.11 it is seen that α and β can be obtained by plotting the arma-
ture current as a function of the angular velocity. This also gives an indication if the
proposed friction model is appropriate.
There are two practical problems with this method. First, the experiment needs to
be done for angles where the model is valid. This is not possible in open-loop oper-
ation, as the rotor angle will be outside the valid range before it reaches stationarity.
Hence, it has to be done in closed-loop. Secondly, to obtain a good estimate of β ,
the velocity needs to be small. This means a small current, however, the input to the
motor is the voltage U , and there is a lower limit on how small this can be before it is
coerced to zero. This is due to the Pulse-Width Modulation (PWM) circuit, more on
this in Section 2.5. An extrapolated value from the α estimate is used, see Figure 2.4.
Numerical values for all parameters can be found in Section A.2.
Figure 2.3 Torque curve for the motor.
8
2.4 Model Characteristics
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
0.21
0.22
0.23
0.24
0.25
0.26
0.27
0.28
0.29
Armature current versus angular velocity
Angular velocity [rad/s]
A
rm
at
ur
e 
cu
rr
en
t [
A
]
Measured current
First order approximation
Figure 2.4 Armature current versus angular velocity. The motor showed similar dependance
for negative velocities.
2.4 Model Characteristics
The transfer function from supply voltage to angular position is
P(s) =
Kt/JLA
s(s2 +(RA/LA +α/J)s+(αRA +KeKt)/JLA)
. (2.12)
A bode diagram and a pole-zero map are shown in Figure 2.5 and Figure 2.6, respec-
tively. The motor is well damped with three poles. Besides the pole in the origin, one
is located at −6.5 and one at −3700, on the real axis. It is seen that for frequencies
up to about 200 [rad/s], P(s) can be approximated by a second order system.
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Figure 2.5 Bode diagram of the dc motor.
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Figure 2.6 Pole-zero map of the dc motor.
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2.5 Pulse-Width Modulation
The input to the motor given in Section 2.2 is the supply voltage, and is taken from
a constant voltage dc source. Velocity control is obtained by varying the voltage in a
suitable way. In order to do that a circuit that converts a constant voltage to a variable
voltage is needed. For the motor used in this thesis, this is achieved with an H-bridge
and PWM. The PWM output is determined by three parameters [Årzén, 2008], the
minimum output Umin, the maximum output Umax, and the period Tpwm. For every
period, 0≤ t < Tpwm, the output is given by
U =
{
Umax, 0≤ t < DTpwm
Umin, DTpwm ≤ t < Tpwm
(2.13)
where 0≤ D≤ 1 is the duty cycle. For the circuit used in this thesis Umin = 0, which
gives an average output signal U¯ = DUmax. The desired voltage is then obtained by
varying the duty cycle. An additional bit is used to determine the sign of the output
voltage.
One problem with PWM output is that it introduces harmonics in the armature
current, causing torque ripples. This can be seen from Equation 2.2, when the supply
voltage is the output from the PWM, Equation 2.13. Using a shorter PWM period
reduces this effect. By following recommendations provided by the hardware man-
ufacturer, the period Tpwm is set to 50 [μs]. The next parameter to consider is the
maximum output. The value of Umax is given by the constant dc voltage source. The
allowed range according to the manufacturer is 8− 30 [V]. A higher value would
mean possibilities for faster control. However, there is a lower bound (and upper) for
the duty cycle before it is coerced to zero (or one). This is to avoid too fast switching
in the H-bridge, which can cause unpredictable results. A suitable value can be found
by considering the desired angular velocity ωd , which is approximately 2.5 [rad/s].
Then, either from Equation 2.9, or by testing on the real motor, the corresponding
input voltage needed can be obtained. The voltage needed was found to be around
0.8 [V]. Furthermore, the PWM is implemented on an FPGA with an internal clock
frequency of 40 [MHz], i.e., each clock cycle is 25 [ns]. The PWM period can thus
be expressed as 2000 clock cycles. To obtain a desired voltage, a boolean is speciﬁed
each clock cycle, true means output Umax, and false output 0. The control signal is
then a number in then range [0,2000], representing the amount of clock cycles with
output Umax. The lower limit for coercion is 80. With a needed voltage of 0.8 V, Umax
needs to be smaller than 0.8200080 = 20 [V]. However, there is an advantage in choos-
ing a lower value, and that is output resolution. The smallest change in the control
signal is Δuc = 12000 , resulting in a supply voltage change ΔU =
1
2000Umax, i.e., the
smaller Umax, the higher resolution. Based on this, Umax is set to 12 [V].
As mentioned above, the control signal when using PWM is a number, whereas
the input to the motor is a voltage. This needs to be taken into account when doing
control design. One way of doing this is to consider the PWM as a part of the motor,
that converts a number to a voltage. This is modeled as a gain, Kpwm = 122000 .
2.6 Incremental Rotary Encoder
An optical incremental rotary encoder is used the measure position relative a refer-
ence point. It consists of two gray coded tracks for quantized position measurements,
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Figure 2.7 A schematic view of the of the encoder and its output.
channels A and B, and one additional track to set the reference point, the index chan-
nel. See Figure 2.7. As the shaft rotates, the outputs from channels A and B are pulse
trains. The position is obtained by counting the number of edges that have passed,
and by knowing how many there are on a full revolution. The phase of the pulse
trains determine the direction of motion. At any given time the output from channels
A and B can be in one of four states, which can be represented by a binary number,
{00,01,10,11}. To see how this works, lets deﬁne the direction of positive motion to
the left in Figure 2.7, and start in state 00. An output change to 01 represents posi-
tive motion, and 10 negative motion. It is important to read the encoder output often
enough, so that no pulses are missed. The encoder used has 12500 pulses per revo-
lution on each channel, i.e., 50000 edges per revolution when using both channels.
The implementation is done by polling the channel outputs each clock cycle, making
it possible to track velocities up to rougly 5000 [rad/s], well above what is necessary.
The reason for doing this is to get highest possible time resolution.
Velocity Estimation
To do velocity control of the motor, it is necessary to estimate the velocity from the
quantized position measurements given by the encoder. The estimate used is given
by a ﬁrst order ﬁlter,
Ωˆ(s) =
s
1+ sTf
Y (s) = Hf (s)Y (s), (2.14)
where Ωˆ is the estimated velocity, and Y the position output from the encoder. By
choosing Tf appropriately, the ﬁlter will approximate a derivative well for low fre-
quencies, and limit the effects of high frequency measurement noise. Filters of higher
order were tested, but showed no signiﬁcant improvement. How Tf is chosen is dis-
cussed in Section 3.4.
To implement 2.14 on the FPGA, a discretization is needed. Here, the numerator
and denumerator of Hf (s) will be treated differently. The denomerator is discretizised
using Tustin approximation with sampling period equal to that of the controller. The
pure derivative is approximated as
y˙ =
Δy
Δt
. (2.15)
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If Δt is ﬁxed, Equation 2.15 is a standard ﬁnite difference approximation. However,
it is implemented with Δy ﬁxed, where Δy is one state change in the encoder loop. Δt
is then the time elapsed between a state change. This takes advantage of the fact that
the time resolution is a lot higher than the encoder resolution.
The model given by Equation 2.9 has angular velocity in [rad/s]. However, the
velocity estimate is in [pulses/s], and so is the speciﬁed reference velocity given by
Foss. To account for this, the encoder is modeled as a gain, Kenc = 500002π .
2.7 Summary
In this chapter modeling of the dc motor has been discussed. Experiments to deter-
mine unknown parameters were covered in Section 2.3, where the friction parameters
are subject to some uncertainty. However, the used friction model simpliﬁes the con-
trol design. The D-A and A-D converters are discussed in Section 2.5 and Section 2.6,
respectively. These are important to take into account when doing control design, as
they change the input-output behavior.
13
3. Control Design
3.1 Control Objective
The main control objective is to keep the angular velocity constant when the monoch-
romator is performing its scan. The scan is synchronized on position readings from
the encoder, and is done in the interval [−3300,3900] [pulses]. One full scan consists
of a forward scan when the motor has positive velocity, and one backward scan when
the motor has negative velocity.
• The velocity during forward and backward scan should be 20000 and −20000
[pulses/s], respectively.
• One full scan should take less than one second.
• The estimated velocity should be within 0.5% of the desired velocity, i.e., it
should be within ±20000±100 [pulses/s].
Note that the third control objective is highly dependent on how the velocity estimate
is done. A long Tf in Equation 2.14 would mean a lower cutoff frequency, and hence
more attenuation of noise. The objective is, however, a good guideline of what can
be considered acceptable.
3.2 Reference Trajectory
Considering the objectives, the reference velocity is ±20000 [pulses/s] in a prede-
ﬁned interval, depending on the position. There are many possible ways to accom-
plish this, one is to let the reference be a square wave synchronized on encoder posi-
tion. The choice on when, i.e., for what position, to switch from positive to negative
reference velocity, and vice versa, depends on the rise time of the closed loop system.
This is decided through experiments.
3.3 Controller Choice
The controller should make the motor follow the reference trajectory without any
steady state error, and speed up the transient response in order to satisfy the objec-
tives. This motivates the use of a Proportional-Integral (PI)-controller. The integral
term will also account for unmodeled dynamics. The PI-controller with set point
weighting can be described by the equation [Åström & Wittenmark, 1997]
uc(t) = Kc(bωd(t)− ωˆ(t)+ 1Ti
∫ t
(ωd(τ)− ωˆ(τ))dτ). (3.1)
The use of set point weighting, b, provides a way to seperate reference signal response
from the response to disturbances. With large changes in reference signal, b can be
used to reduce a plausible overshoot.
14
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3.4 Design
There are several possible ways to design a PI-controller. Although they differ in
methodology, the end result is often similiar. The approach used in this thesis is loop
shaping. The design should result in a stable system that fulﬁlls the objectives, and
ensure robustness to model uncertainties, time delays, and disturbances. For a system
described as in Figure 3.1, the loop transfer function is given by L(s) = P(s)C(s).
P∑
−1
e uc yud
C
Figure 3.1 Simple feedback structure.
The well-known Nyquist criterion provides a simple way to determine stability
when the loop transfer function is available. However, only stabilty does not say
much about how the system will behave, it is important to have stability with good
margins. Two common stability margins are the amplitude margin and the phase
margin, [Hägglund, 2009].
Phase Margin
The phase margin is a measurement of how much the phase can decrease before the
system becomes unstable. It is deﬁned as
ϕm = π + argL(iωc) (3.2)
where ωc is the crossover frequency, that is, the frequency where
|L(iωc)|= 1. (3.3)
The crossover frequency is closely related to the bandwidth, and thus to the speed of
the closed loop system.
Amplitude Margin
Similar to the phase margin, the amplitude margin is a measurement of how much
the gain can be increased until the system becomes unstable, and is deﬁned as
gm =
1
L(iωo)
. (3.4)
Here, ωo is the frequency where the loop transfer function has phase −π ,
argL(iωo) =−π. (3.5)
When designing the controller there are a few rules of thumb considering the
margins. Common values are gm ∈ [2,6] and ϕm ∈ [45o,60o].
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Loop Shaping
The process transfer function was given in Section 2.4. From Equation 3.1,
Uc(s) = Kc(bΩd(s)−Ωˆ(s)+ 1sTi (Ωd(s)−Ωˆ(s))) = K(1+
1
sTi
)︸ ︷︷ ︸
CFB
E(s)+K(b−1)︸ ︷︷ ︸
CFF
Ωd(s)
(3.6)
where E(s) =Ωd(s)− Ωˆ(s). Together with Equation 2.14, this can be represented as
in Figure 3.2. The similarity with Figure 3.1 is clear, and by deﬁning
P
ωd
Hf
ωˆ
CFF
CFB
−1
∑ ∑
Figure 3.2 Block diagram of the system. Note that the PWM and encoder are not included.
L(s) = Hf (s)P(s)CFB(s), the margins discussed above apply. The use of set point
weighting introduces an additional degree-of-freedom, and can be seen as a feedfor-
ward term from the reference signal.
When combining the PI-controller and the velocity ﬁlter, the loop transfer func-
tion becomes
L(s) =
Kc
Ti
1+ sTi
1+ sTf
P(s). (3.7)
This is a lead ﬁlter (if Ti > Tf ) in series with the process. The lead ﬁlter lifts the phase
of the loop, and when considering the phase margin, it is desired to have maximum
phase lift at the crossover frequency. This is achieved by placing the zero and pole
on either side of ωc, at equal logarithmic distance. The further apart, the larger phase
lift (max 90o). However, short Ti and long Tf are desired for rejection of process
disturbances and measurement noise. As a compromise, they are chosen as Ti = dω−1c
and Tf = d−1ω−1c , with d ≈ 5. This gives a phase lift of approximately 65o. The
crossover frequency, ωc, is then left to be decided through experiments, from which
Kc is determined,
Kc =
1
ωc|P(iωc)| . (3.8)
The PWM and encoder gains have so far been disregarded, but are easily accounted
for by a scaling of Kc,
Knew =
Kc
KpwmKenc
. (3.9)
Bode diagram of the lead ﬁlter and loop transfer function are shown in Figure 3.3 and
Figure 3.4, respectively.
The set point weighting parameter b = 0.15 is used to eliminate the overshoot.
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Figure 3.3 Bode diagram of the lead ﬁlter. The phase peak is placed at the crossover fre-
quency.
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Figure 3.4 Bode diagram of L(s). It is seen that the gain and phase margins are rougly 24 dB
and 58o, respectively.
Discretization
To implement the controller on the FPGA, a discretization of the control algorithm is
necessary. For a PI controller, only the integral term needs to be approximated. From
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Equation 3.1, the integral term can be rewritten as
dI(t)
dt
=
Kc
Ti
e(t).
Using forward approximation, x˙ = x(t+Ts)−x(t)Ts , gives
I(t +Ts) = I(t)+
KcTs
Ti
e(t), (3.10)
where Ts is the sampling period. A rule of thumb for selecting sampling period can
be found in [Åström & Wittenmark, 1997], and read
Tsωc ≈ 0.05−0.14. (3.11)
Based on this, the sampling period is set to Ts = 0.0005.
Anti-Windup
As the controller includes integral action, there is a risk of windup. Different meth-
ods exists to overcome the problem, see for example [Visioli, 2006]. In this thesis,
an approach often called tracking is used. An extra feedback path is added as illus-
trated in Figure 3.5. The error signal es between the actuator model output and the
control output is fed through an integrator with gain 1Tt . As long as the actuator is not
saturated, the error signal is zero. When the actuator is saturated, the added feedback
path tries to reduce es to zero. This effectively resets the integrator. The tracking-time
constant Tt determines the rate at which the integrator is reset. A value of Tt = 0.5Ti
was found appropriate in simulations.
Actuator model Actuator
+
∑
−
ωd
e
CFB ∑
CFF
1
sTt
es
Figure 3.5 Block diagram of controller and actuator, with an added feedback path to prevent
windup.
Fixed-Point Arithmetic
The FPGA does not have any hardware support for ﬂoating point arithmetic. To over-
come this, all control parameters are stored using integers. Each parameter is scaled
by a ﬁxed power of 2 and rounded to nearest integer.
As it turns out, all parameters are smaller than one in value, so no bits are needed
to store the integer part. The fractional part is stored with 16 bits precision, giving a
resolution of 2−16, which was considered sufﬁcient. For more information on ﬁxed-
point arithmetic, see [Årzén, 2008].
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3.5 Experimental Results
In the following experiments the reference trajectory changes sign at 5200 and−4600
[pulses].
The PI-controller is evaluated in accordance with the objectives in Section 3.1.
Figure 3.6 and Figure 3.7 show the estimated angular velocity and control signal,
respectively, when the reference velocity is a square wave. As can be seen the scan
time objective is fulﬁlled. The control signal is within its range, [−2000,2000], and
is showing low control effort. The latter is desired since a noisy control signal would
cause more wear and tear.
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Figure 3.6 Estimated angular velocity versus time with PI-controller. The scan time objec-
tive of less than one second is achieved.
2000
-2000
-1500
-1000
-500
0
500
1000
1500
Time [s]
25,471524,4715 24,6000 24,8000 25,0000 25,2000
Control signal
Figure 3.7 Control signal for the square wave experiment in Figure 3.6. A value of 2000
corresponds to the maximum of 12 [V].
In order to evaluate the second and third objective, it is appropriate to look at
the estimated velocity versus position. This is shown in the ﬁgures on the following
page. The control objectives are fulﬁlled, albeit not with much margin. The velocity
has not fully reached steady state at −3300 and 3900 [pulses], although it is within
±20000±100 [pulses/s].
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Figure 3.8 Estimated angular velocity versus position with PI-controller. The velocity should
be ±20000 [pulses/s] in the interval [−3300,3900] [pulses].
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Figure 3.9 Figure 3.8 zoomed in when the velocity is positive.
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Figure 3.10 Figure 3.8 zoomed in when the velocity is negative.
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3.6 Summary
This chapter has been devoted to the velocity control of the dc motor. Stability with
good margins has been shown in Section 3.4. Implementation details, such as dis-
cretization and ﬁxed-point arithmetic, have also been covered.
The proposed controller performs well, fulﬁlling the objectives, although not with
much margin.
21
4. Stepping Motor Disturbance
4.1 Optical Filter and Stepping Motor
The diffraction grating splits the light into different wavelengths before it goes through
the exit slit. These will, however, overlap, and to reduce this effect an optical ﬁlter
is placed in front of the exit slit. The optical ﬁlter actually consists of many ﬁlters
placed in series. This is needed since different wavelengths demand a different ﬁl-
ter. Depending on the position of the grating, a speciﬁc wavelength will be passed
through the ﬁlter and exit slit. In order to have the correct ﬁlter in front of the exit
slit, the ﬁlter is mounted on a stepping motor that rotates depending on the grating
position. Both the dc motor with grating, and stepping motor with ﬁlter are attached
to the same housing. Each time the stepping motor takes a step, it causes vibrations
in the housing. The vibrations can be seen as a disturbance acting on the dc motor.
4.2 Disturbance Properties
The disturbance is considered unknown, since the grating position is the only thing
measured. However, the time, or rather, the grating position when the disturbance will
enter, is known. Each step taken by the stepping motor is determined by a predeﬁned
array, where each element corresponds to a grating position. The direction (clockwise
or counterclockwise), is dependent on the reference velocity. It should be noted that a
different array is used for each direction. However, the total number of elements are
the same, and consists of 34 nonuniform steps.
To get an idea of how the disturbance affect the velocity control of the dc motor,
the same experiment as in Section 3.5 is performed, both with and without the step-
ping motor. Recall that the scan is made in the position range [−3300,3900] [pulses],
the stepping motor is working in the range [−3100,3700] [pulses]. Figures 4.1 and 4.2
show the velocity during the forward- and backward scan, respectively. These should
be compared to ﬁgures 4.3 and 4.4, when the stepping motor has been disabled.
The effect of the stepping motor is most evident in the beginning when it takes
its ﬁrst steps, where the velocity has a peak deviation of almost 200 [pulses/s] from
the reference. One might reason that it is because the velocity has not fully reached
steady state. However, a simple experiment where the period of the square wave
reference was increased, discarded this idea. By comparing ﬁgures 4.1 and 4.2, it
is seen that the behavior is slightly different. There are many possible reasons for
this. As mentioned, the array containing the stepping information is different during
positive and negative reference, but also the housing where everything is attached is
not symmetric with respect to the dc motor. The latter might cause the vibrations to
propogate differently, depending on the stepping motor direction of motion.
The way the housing is positioned plays an important part of how the disturbance
will affect the velocity control. Figures 4.5 and 4.6 show the result when the housing
is attached to a metallic casing. This indicates that a mechanical solution could be
possible. However, since different instruments have different mechanical parts, ﬁnd-
ing a mechanical solution that works for all might be difﬁcult. There is of course
also the economic aspect to consider, where a software solution is most likely more
lucrative, especially if it is instrument independent.
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Figure 4.1 Estimated angular velocity versus time with PI-controller and stepping motor
enabled, during forward scan.
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Figure 4.2 Estimated angular velocity versus time with PI-controller and stepping motor
enabled, during backward scan.
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Figure 4.3 Estimated angular velocity versus time with PI-controller and stepping motor
disabled, during forward scan.
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Figure 4.4 Estimated angular velocity versus time with PI-controller and stepping motor
disabled, during backward scan.
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Figure 4.5 Estimated angular velocity versus time with PI-controller and stepping motor
enabled, during backward scan. Housing attached to a metallic casing.
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Figure 4.6 Estimated angular velocity versus time with PI-controller and stepping motor
enabled, during backward scan. Housing attached to a metallic casing.
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4.3 Disturbance Rejection
One approach to reduce disturbance effects is some kind of feedforward control
scheme, where the goal is to ﬁnd an input to the system, such that the output given
by that input negates the effect caused by the disturbance. However, since the dis-
turbance in this case is highly dependent on housing position, which differ from in-
strument to instrument, such a scheme would have to be able to ﬁnd the feedforward
control signal automatically in order to be successful. This could be achieved by aug-
menting the system description with a model of the disturbance, where the parame-
ters of the model are identiﬁed online. This is often referred to as adaptive control.
In order for this to be successful the structure of the model needs to be correct. Con-
sider for example Figure 4.1, the disturbance seems to have at least one dominating
frequency. Depending on the complexity of the model needed, one might run into
problems with excitation in the identiﬁcation of parameters [Åström & Wittenmark,
1995].
The disturbance exhibits repetetive behavior, in the sense that during each forward-
and backward scan, the disturbance is almost identical compared to the previous
forward- and backward scan. This is expected, as the stepping motor takes its steps at
the exact same grating positions each scan. This important property can be used for
disturbance rejection, and is discussed in the following chapter.
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Iterative Learning Control (ILC) methods deal with systems that perform the same
task repeatedly. Given a reference trajectory and a system, the idea is to ﬁnd, with
information from a previous run, an input to the system such that the output follows
the reference trajectory as well as possible. For an in-depth reading on ILC, the reader
may beneﬁt from [Norrlöf, 2000] and [Johansson, 2008].
ILC Formulation
Let ωd(t) be a reference trajectory deﬁned on a ﬁnite interval [0, t f ], and that the sys-
tem should follow this trajectory repeatedly with high accuracy. At every iteration
an external ILC control signal will be added to the input. The goal is to, for every
iteration, reduce the tracking error, ideally converging to zero. Figure 5.1 shows the
system considered. Here u(t) and d(t) are the ILC control signal and disturbance, re-
spectively. Deﬁne the tracking error e(t) = ωd− ωˆ . The following equations describe
the problem:
ωˆk(t) = Tc(q)ωd(t)+Tu(q)uk(t)+Td(q)dk(t) (5.1)
ek(t) = ωd(t)− ωˆk(t) (5.2)
uk+1(t) = Q(q)(uk(t)+L(q)ek(t)) (5.3)
where q is the time shift operator. The subscript k is called the iteration index, and
indicates how many times the iterative motion has been repeated. Note that Td(q) and
d(t) are unknown. In this thesis the ILC control signal is applied at the same input as
the reference trajectory, i.e., Tu(q) = Tc(q), where Tc(q) is a discrete-time equivalent
of Tc(s). From Figure 3.2 in Section 3.4, the closed loop transfer function can be
found,
Tc(s) =
(CFF(s)+CFB(s))P(s)Hf (s)
1+CFBP(s)Hf (s)
. (5.4)
The external ILC control signal is given by Equation 5.3, and the ﬁlters Q(q) and
Tc
u(t)
Td
ωˆωd(t)
d(t)
Tu
∑
Figure 5.1 System representation considered for ILC.
L(q) are to be designed. An important observation is that Q(q) and L(q) do not need
to be proper, since in the calculation of uk+1, Q(q) and L(q) operate on the whole
time sequences uk and ek, already known from the previous iteration.
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Error Equation
A successful ILC algorithm must be stable, i.e., the tracking error should be reduced
as a function of iteration. From equations 5.1-5.3, and the fact that Tu(q) = Tc(q), a
recursive expression for the tracking error is derived:
ek+1(t) = ωd(t)− ωˆk+1(t) = ωd(t)− (Tc(q)ωd(t)+Tc(q)uk+1(t)+Td(q)dk+1(t))
= ωd(t)−Tc(q)ωd(t)−Tc(q)(Q(q)(uk(t)+L(q)ek(t))−Td(q)dk+1(t)
= Q(q)(1−Tc(q)L(q))ek(t)+(1−Q(q))(1−Tc(q))ωd(t)
+Td(q)(Q(q)dk(t)−dk+1(t)) (5.5)
Consider ﬁrst the disturbance free case, i.e., dk(t) = 0,∀k. The following stability
criterion can be found in [Norrlöf, 2000].
THEOREM 5.1
If the system
ωˆk = Tc(q)ωd(t)+Tc(q)uk(t)
is controlled using the ILC updating equation
uk+1(t) = Q(q)(uk(t)+L(q)ek(t))
and
|1−Tc(eiωts)L(eiωts)|< |Q−1(eiωts)|, (5.6)
where ω ∈ [−π,π] and ts is the sampling time, then the ILC system is stable.
Note that the stability criterion is sufﬁcient, it is still possible to achieve stability
even though Equation 5.6 is not fulﬁlled. However, in [Norrlöf, 2000] it is shown
that when Equation 5.6 is fulﬁlled, the 2-norm of the error decreases as function of
iteration. This would be a desired property in a practical application. Running the
system with ILC, even if only for a few iterations, should make the tracking better,
than without ILC. Ideally the error should converge to zero value, from Equation 5.5
it is seen that this is only possible if Q(q) = 1. Considering Theorem 5.1, this can be
seen as a restriction on the choice of L(q), it is clear that another choice of Q(q) could
increase the stability region. In order to have robustness to modeling errors, Q(q) is
often chosen as a low pass ﬁlter. Although this means the error will not converge to
zero, an appropriate choice of Q(q) will make the asymptotic error close to zero.
Now consider the case when a disturbance is acting on the system. If dk+1(t) =
dk(t), and Q(q) = 1, the disturbance would be completely attenuated by the ILC.
Since Q(q) will be chosen differently, this will not be the case. However, it is still
possible to reduce the effect of the disturbance. In a typical case Td(q) and Q(q) are
of low pass character, i.e., 1−Q(q) is of high pass character. Assuming repetetive
disturbance, dk+1(t) = dk(t), the multiplication of Td(q) with 1−Q(q) results in a
band pass ﬁlter. Hence, the disturbance attenuation will depend on the frequency
content of d(t) and the cutoff frequencies of Td(q) and Q(q).
5.1 Design
A few different design methods are proposed in [Norrlöf, 2000]. They all have in
common that they use some knowledge about the system being controlled. In this
thesis, the focus is on one particular design method.
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Model-Based Approach
The following steps constitute the model-based design procedure.
1. Build a model of the relation between the ILC input and the resulting correction
on the output, i.e., ﬁnd a model Tˆc(q) of Tc(q).
2. Choose a ﬁlter HB(q) such that it represents the desired convergence rate for
each frequency. Normally this means a high pass ﬁlter.
3. Calculate L(q) by L(q) = Tˆ−1c (q)(1−HB(q)).
4. Choose the ﬁlter Q(q) as a low pass ﬁlter with cutoff frequency such that the
bandwidth of the resulting ILC is high enough and the desired robustness is
achieved.
Step 1 was done in Chapter 2 and Chapter 3, and can be summarized by Equation
5.4, with the exception that a discretization is needed. To explain step 2 and step 3,
consider Equation 5.5 with Q(q) = 1 and dk+1(t) = dk(t). The error equation then
becomes
ek+1(t) = (1−Tc(q)L(q))ek(t).
The ﬁlter HB(q) clearly decides the convergence rate for the error, and in this thesis
HB(q) = 0, which can be considered an aggressive choice. The ﬁlter Q(q) is then left
to be chosen through experiments.
Discretization
In order to use the design procedure above, and also to implement the ILC on the
FPGA, a discretization of Equation 5.4 is needed. Most parts of the discretization
have been covered already, CFB(s) and CFF(s) in Section 3.4, and Hf (s) in Section
2.6.
The discretization of P(s) is done using zero-order hold. The use of zero-order
hold is based on how the D-A converter, i.e., the PWM is constructed and imple-
mented. An important property of zero-order hold sampling is that a minimum-phase
continuous-time system may become a nonminimum-phase discrete-time system. In
fact, if the pole-excess of the continuous-time system is larger than 2, and if the sam-
pling period is sufﬁciently short, the resulting discrete-time system will always be
nonminimum-phase [Åström & Wittenmark, 1997]. From Section 2.4 it is seen that
the pole excess is 3. Now, the zeros of P(s) will become zeros of Tc(s), and the same
applies to the discrete-time equivalent. In step 3 of the design procedure, Tc(q) is
inverted, resulting in an unstable inverse. There are a few ways to get around this
problem, which are discussed in the following section.
5.2 Nonminimum-Phase Systems
Perhaps the most common way to get around the inversion of nonminimum-phase
systems is some type of model approximation.
From the discussion in the previous section, by approximating P(s) with a system
of lower order, the introduction of nonminimum-phase zeros by the zero-order hold
discretization can be avoided. In Section 2.4 it was mentioned that P(s) could be
approximated with a second order system. This would, however, give rise to another
problem in practice, as a pole excess of 2 will result in a zero that moves to −1 as
the sampling period decreases [Åström & Wittenmark, 1997]. As the implementation
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environment has limited numerical precision, one would need to carefully consider
how the ﬁlter is implemented.
Now consider the case when Tc(q), with z-transform Tc(z), is nonminimum-phase.
There are several methods in the litterature that focus on approximating the transfer
function with one that is minimum-phase. Most of them involve mirroring the zeros
with respect to the unit circle, see for example [Butterworth, Pao & Abramovitch,
2009]. However, the ﬁltering done by L(q) does not need to be causal, and an ap-
proximation is not needed. The technique used here is based on the minimum-phase
and all-pass decomposition found in [Mitra, 2006]. Factorize Tc(z) as
Tc(z) = T+c (z)A(z), (5.7)
where T+c (z) is minimum-phase, and A(z) is an all-pass transfer function. The zeros
of A(z) are the nonminimum-phase zeros of Tc(z), and the poles of A(z) are placed
so that they exhibit mirror-image symmetry with the zeros, with respect to the unit
circle. To clarify, if z = reiω is a zero of an all-pass transfer function, then it has a pole
at z = 1r e
−iω . The poles of A(z) are then zeros of T+c (z) in order to satisfy Equation
5.7. It is assumed that no zeros of A(z) lie exactly on the unit circle. The ﬁltering
operation, u(t) = Tc(q)−1y(t) = T+c (q)−1A(q)−1y(t) can now be done as follows:
Filter y(t) through T+c (q)
−1,
v(t) = T+c (q)
−1y(t).
Now, since A(z)−1 will have poles outside the unit circle, it has an unstable causal
impulse response. However, by choosing the region of convergence (ROH) as the
interior of a circle passing through the pole nearest to the origin, A(z)−1 has a stable
noncausal impulse response. This is true since the ROH will always include the unit
circle, as the pole nearest to the origin will be strictly outside the unit circle. Hence,
the ﬁlter operation
u(t) = A(q)−1v(t)
can be done in reversed time. This can be implemented by ﬁltering the reversed se-
quence w(t) = v(N− t), where N is the number of data elements, through the stable
causal ﬁlter A(q−1)−1, and then reversing the ﬁltered sequence again,
g(t) = A(q−1)−1w(t)
u(t) = g(N− t).
5.3 Implementation Notes
In the beginning of the chapter it was mentioned that the ILC works iteratively on
data deﬁned on a ﬁnite interval [0, t f ]. Since reference trajectory, and the stepping
motor are synchronized on grating position, it is natural to also synchronize the ILC
on grating position.
Due to limited size of the FPGA, the ILC could not be applied to a full scan, and
the implemented ILC is applied only to the beginning of the forward scan. However,
as was seen in Figure 4.1, this is where the disturbance is most evident. The imple-
mentation is done as follows: Each time the grating passes position −3400 [pulses],
and the reference velocity is positive, the ILC starts logging the tracking error, a total
of 192 samples are collected. The same sampling period as for the PI-controller is
used, i.e. 0.5 [ms]. When the data has been collected, ﬁltering according to Equation
5.3 is performed. The ILC control signal is applied in the same way, i.e., simultane-
ously with the logging. It is initially set to zero.
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5.4 Experimental Results
The ILC is now evaluated with focus on its disturbance rejection properties. As men-
tioned, L(q) = Tc(q)−1. Q(q) is chosen as
Q(q) = F(q)F(q−1),
where F(q) is a second order butterworth ﬁlter with cutoff frequency 20% of the
nyquist frequency. This choice of Q(q) will result in zero phase distortion. Generally,
a lower cutoff frequency will make the ILC more robust, but will limit the bandwidth.
As mentioned in Section 5.3, the ILC is applied to the beginning of the forward
scan only. Figure 5.2 shows the the result at iteration 0, i.e., when no ILC is running.
Figure 5.3 shows the corresponding tracking error. Note that it is only the tracking
error that the ILC is taking into account that is shown, i.e., 192 samples. Figures 5.4
to 5.7 show the velocity and tracking error when the ILC is running. The disturbance
has been reduced by the ILC, and satisfactory results are obtained after two iterations.
Actually, not much improvement can be seen after two iterations, implying that the
ILC has converged. Figure 5.8 and Figure 5.9 show the result after ﬁve iterations.
Since the error is not zero initially, there will be an initial transient as seen in the
tracking error ﬁgures. However, the instrument starts scanning at grating position
−3300 [pulses] and the ILC control sequence is applied at position −3400 [pulses].
The possibility to also use ILC to speed up the closed loop system is clear. It
might, however, be advantageous to low pass ﬁlter the reference signal in this case,
to avoid transients.
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Figure 5.2 Forward scan at iteration 0, i.e., no ILC running.
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Figure 5.3 Tracking error that is taken into account by the ILC, during forward scan.
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Figure 5.4 Forward scan with ILC, after iteration 1.
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Figure 5.5 Tracking error after iteration 1, during forward scan.
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Figure 5.6 Forward scan with ILC, after iteration 2.
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Figure 5.7 Tracking error after iteration 2, during forward scan.
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Figure 5.8 Forward scan with ILC, after iteration 5.
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Figure 5.9 Tracking error after iteration 5, during forward scan.
5.5 Summary
In this chapter an ILC control algorithm has been designed for the dc motor. The main
objective of the ILC is to attenuate the disturbance introduced in Chapted 4. A few
practical issues have been discussed, the discretization leading to a nonminimum-
phase system in Section 5.2, and implementation in Section 5.3.
The ILC shows promising results, the disturbance is successfully reduced to ac-
ceptable levels after only two iterations. However, due to limited size of the FPGA,
an ILC covering the whole scan could not be implemented. Although the focus has
been on disturbance rejection, the ILC could also be used to decrease the rise time of
the closed loop system.
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6. Conclusions and Future Work
6.1 Conclusions
Velocity Control
The focus of this thesis has been on two parts. The ﬁrst part being velocity control of
a dc motor. Experimental results show that the proposed PI-controller performs well.
The control objectives are fulﬁlled, although steady state is not fully reached when
the scan begins.
Disturbance Rejection
The second part concerns the attenuation of the disturbance caused by the stepping
motor. An iterative control strategy, ILC, shows promising results. Although it was
only implemented on a part of the scan, the disturbance on that part was successfully
reduced. The problem with reaching steady state in time with only the PI-controller,
is also remedied by the ILC. However, a drawback with ILC is that data needs to be
stored, which can be troublesome in an embedded system with limited memory.
6.2 Future Work
A few things remain before the proposed control scheme can be considered a com-
plete solution. An ILC implementation that runs on a complete scan remains to be
done. Since the disturbance is highly dependent on how the housing is attached and
placed, the ILC might not be needed in all cases. Should the ILC be turned off after a
few iterations, and how to decide if it should? This should probably be based on some
measurement of the tracking error. Perhaps the ILC can be initialized to something
more clever than zero values, to reduce the number of iterations needed. These are all
questions that should be investigated.
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A. Nomenclature
A.1 Abbreviations
LAT Limited Angle Torquer
PMBLDC Permanent Magnet Brushless Direct Current
PWM Pulse-Width Modulation
FPGA Field-Programmable Gate Array
PI Proportional-Integral
ILC Iterative Learning Control
A.2 Motor Parameters
Parameter Symbol Value Unit
Armature resistance RA 3.7 Ω
Armature inductance LA 0.001 H
Induced emf constant Ke 0.0388 V/rad/s
Torque constant Kt 0.0388 Nm/A
Load inertia Jl 0.000176 kgm2
Rotor inertia JR 10−8 kgm2
Coulomb friction β 0.0083 Nm
Viscious friction α 0.00077 Nm/rad/s
A.3 Additional Symbols
Symbol Description
U Supply voltage
IA Armature current
EA Induced emf in armature windings
Te Electromagnetic torque
Tl Load torque
Tf Friction torque
J Total inertia, i.e. rotor an load inertia combined
φm Phase margin
gm Gain margin
ωc Crossover frequency
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