We develop the generic Multivariate Decomposition Method (MDM) for weighted integration of functions of infinitely many variables (x 1 , x 2 , x 3 , . . .). The method works for functions that admit a decomposition f = u f u , where u runs over all finite subsets of positive integers, and for each u = {i 1 , . . . , i k } the function f u depends only on x i 1 , . . . , x i k . Moreover, we assume that f u belongs to a normed space F u , and that a bound on f u Fu is known. We also specialize MDM to F u being the |u|-tensor product of an anchored reproducing kernel Hilbert space, or a particular non-Hilbert space.
Introduction
Many papers have been written in recent decades about high-dimensional integration, see the monographs [20, 26] and the review [6] for references. At an even further extreme, there are many papers devoted to numerical integration in an infinite number of dimensions. Some of those are [1-5, 7-13, 17-19, 22-24, 27-31, 33-35] . It is assumed in those papers that the infinite-variate functions have a decomposition
where the sum is over all finite subsets u ⊂ N := {1, 2, . . .} and each function f u depends only on the subset of the variables x u := {x j : j ∈ u}. The functions f u belong to tensor product spaces F u which, in almost all papers, are reproducing kernel Hilbert spaces. Moreover, the value of f u (x u ) for a given finite set u is assumed to be obtainable at a finite cost that depends only on the cardinality of u. Specifically, in those papers it is assumed that f ∈ F γ,q with norm
for some non-negative numbers γ = (γ u ) u called weights. The spaces F u are usually tensorproduct reproducing kernel Hilbert spaces and q = 2, so that F γ,q is also a Hilbert space.
In the current paper, we consider a class F of functions, a family of normed linear spaces F u , and positive numbers B u such that each f ∈ F has a decomposition of the form (1) , where f u belongs to F u and
Moreover, the decomposition need not be unique. In our setting, if the spaces F u are chosen such that the decomposition (1) is unique, and we set q = ∞ and γ u = B u in (2) , then F is the unit ball of F γ,q .
The problem to be considered is one of (weighted) integration over an infinite-dimensional product region,
where D is a bounded or unbounded Borel subset of R and ρ is a probability density on D.
We propose to approximate such integrals by the Multivariate Decomposition Method (MDM in short). This method evolved from the Changing Dimension algorithm of [17, 22] , and is now presented in a form that better suits the setting considered in the current paper. We also discuss some details concerning its application to concrete examples of the integration problem.
The essence of MDM is that a quadrature rule (which might be the zero approximation) is applied to each term f u in the decomposition of f . In more detail, the overall algorithm A ε for approximating I(f ) has the form
where the active set U(ε) is a finite set of finite subsets of N, and n u , x u,i and w u,i are parameters of the quadrature rule A u,nu . In effect, the contributions to I(f ) from terms f u with u outside the active set are approximated by zero and thus the construction of U(ε) depends on the error request ε.
Clearly, the selection of the active set U(ε) and the determination of the quadrature rules A u,nu for u ∈ U(ε) are key ingredients of the MDM. To make the selections in a rational way we need to assume that we have a priori information about the size of the terms f u in the expansion of f . Specifically, we will make use of the assumption that f u Fu ≤ B u . Armed with this knowledge, and with suitable information about the difficulty of the integration problem and the quality of the quadrature rules in F u , we are able to develop effective strategies for selecting the active set U(ε) and then determining suitable quadrature formulas A u,nu for u ∈ U(ε).
For two specific applications, we develop the MDM whose worst case error is upper bounded by ε 1−δ(ε) and the information cost is proportional to (1/ε) 1+δ(ε) where δ(ε) > 0 and δ(ε) → 0, under quite general assumptions about the cost of function evaluations. Hence it is almost optimal since even for the corresponding space of univariate functions, the minimal cost of computing an ε-approximation is proportional to 1/ε.
The content of the paper is as follows. In Section 2 we introduce the setting, and in Section 3 we develop the MDM in its general form. Then in Section 4 we turn to an important application, one that provides the initial motivation for the method. This is the case of the so-called "anchored decomposition" associated with anchored reproducing kernel Hilbert spaces, which have very often been used in studies of multivariate integration and approximation. We shall see that in this case all the assumptions of the MDM are satisfied, and that there is a significant class of integration problems for which the MDM can be highly efficient. In Section 5 we consider another application, this one of non-Hilbert space nature.
The paper does not consider practical aspects of implementing MDM. Further details on implementation and numerical results will be presented in another paper.
General setting
We provide in this section basic assumptions concerning the integration problem considered in this paper. In particular, we will introduce standing assumptions (A1)-(A6) that pertain to the whole paper. The assumptions (A1), (A2) and (A4) might give an impression of being too restrictive. That this is not the case is shown by two applications presented in Sections 4 and 5.
The function class F
We first introduce the class F of ∞-variate functions whose integrals are to be approximated. Let D be a Borel subset of R and let N = {1, 2, 3, . . .} denote the set of positive integers.
By D N we mean the set of all infinite sequences (points)
In what follows we will use u and v to denote finite subsets of N.
We consider a class F of real-valued functions f defined on D N that satisfy the following two assumptions.
(A1) Each f ∈ F has a decomposition
where for each x ∈ D N the decomposition is an absolutely convergent sum over the subsets u of N with finite cardinality |u|, and each f u is formally a function on D N but depends only on the variables x j with j ∈ u. In particular, f ∅ is a constant function.
(A2) Each f u in (3) belongs to a given normed space F u with a norm · Fu . Moreover,
for known numbers B u . In particular, F ∅ is the space of constant functions with norm given by the absolute value.
We shall see later in Sections 4 and 5 concrete examples of the function class F.
The integration problem
In this subsection, we define an ∞-variate integral I(f ) for f ∈ F as a sum of all multivariate integrals of f u from the decomposition f = |u|<∞ f u . Recall that each f u depends only on the variables x j with j ∈ u. Therefore, instead of f u (x) we will write for convenience f u (x u ) with x u = (x j ) j∈u . Let ρ be a given probability density function on D. For each non-empty finite set u, we define the integration functional I u on the space F u by
which is a |u|-variate integral.
For u = ∅, we set I ∅ (f ∅ ) := f ∅ . We make the following assumption.
(A3) All functions in F u are measurable with respect to ρ u (x u ) dx u , and the functionals I u are continuous, i.e.,
At this moment, we also assume that the numbers B u in (4) and C u in (5) satisfy
(Later we will make a slightly stronger assumption, see (A5).) Since
the condition (6) implies that the limit
exists. Hence our integration problem
is well defined. Moreover sup
Our goal is to construct efficient algorithms for approximating I(f ).
Allowed algorithms
In general, the components f u in the decomposition f = |u|<∞ f u are not known explicitly. Nevertheless, it is assumed that we can sample f u at arbitrary points x u in the domain. Therefore we make the following assumption.
(A4) For a finite set u ⊂ N we can evaluate f u (x u ) for x u ∈ D |u| at cost £(|u|), where
is a given non-decreasing function.
At this point we make no assumption about our ability to evaluate f (x), but we shall return to this question in Section 4. We formally allow all algorithms A which, in addition to a priori knowledge that f ∈ F, use information about f consisting of finitely many evaluations of f u (x u ). The total cost of such evaluations is the information cost and is denoted by cost(A). For instance, if
By the error of an algorithm A we mean its worst case error in the class F, defined as
We seek an algorithm that provides an approximation to the integral I with error ε at small cost.
Multivariate Decomposition Method
We now introduce the Multivariate Decomposition Method (MDM). We first present generic MDM and then come to specific assumptions and details.
Generic MDM
The first step of the method is to construct, for given ε > 0, a finite collection U(ε) of those subsets u ⊂ N that are most important for the integration problem. Specifically, we require a set U(ε) such that
where ω ∈ (0, 1) is fixed, for instance ω = 1/2. The set U(ε) plays a crucial role in MDM: the terms I u (f u ) for which u / ∈ U(ε) make an insignificant contribution to the sum I(f ), see (7), hence we approximate them by 0. For this reason we refer to U(ε) as the active set. We defer until the next subsection the question of how to construct U(ε). Right now we remark only that such a U(ε) is not unique.
For u ∈ U(ε), the MDM approximates I u (f u ) as follows. Suppose that, for each such u, there is a sequence {A u,n } n∈N∪{0} of algorithms such that A u,0 = 0, each A u,n uses at most n evaluations of f u , and lim
where
is the worst case error of A u,n with respect to the unit ball of the space F u . The MDM for the integral I(f ) is then given by
where the values of n u are chosen in such a way that
It is then clear from (7) and (10) that for all f ∈ F the error satisfies
and that the (information) cost is
The generic MDM A ε produces an approximation to I with error ε. However, in concrete applications, it is often very difficult to optimally select the numbers n u , u ∈ U(ε), satisfying (11), i.e., to minimize the cost versus the error. We shall return to the question of choosing the numbers n u in Subsection 3.3.
To simplify the presentation, from now on we set
Constructing U(ε)
We present here a method for constructing the active set U(ε).
Recall that for each u we have
We now strengthen (6) by assuming that
Then for any α ∈ (1, α 0 ) we may define
This yields
as required in (8) .
The following proposition gives an upper bound on the cardinality |U(ε, α)| of the resulting active set.
Proposition 1 Let U(ε, α) be given by (13) . Then for any ε > 0 and α ∈ (1, α 0 ) we have
Proof. The proof is similar to a part of the proof of [30, Proposition 3] . Let {T m } m∈N denote the values C u B u listed in nonincreasing order. Then the mth largest value raised to the power 1/α is bounded from above by
On the other hand, the cardinality of U(ε, α) is equal to the largest m satisfying
Combining these upper and lower bounds of T m gives an upper bound for m, completing the proof. 2
Constructing
The main difficulty in the construction of the algorithms A u,nu for u ∈ U(ε, α) is the selection of the numbers n u . A natural approach is to minimize the information cost (12) subject to the desired error bound (11) being attained. This depends on the rate of convergence of the worst case errors I u − A u,n for fixed u and n → ∞. We now strengthen the condition (9) by the following assumption.
(A6) There exists q > 0 with the following property: for each u, there exist G u,q > 0 and linear algorithms A u,n , each using no more than n function evaluations, such that
Note that q is not uniquely defined. Since (14) holds even for n = 0, it is clear that G u,q ≥ C u . Then for any f ∈ F we have
Observe that if we take
where the real numbers h u minimize u∈U (ε,α) h u £(|u|) subject to
(for ω = 1/2 the right-hand side of the inequality should be replaced by (1 − ω)ε), then both the error and the information cost are controlled, since
We now find an explicit formula for h u satisfying (16) . To that end, consider the Lagrange multiplier function
For each u ∈ U(ε, α), we need
which yields
for some c > 0 .
Substituting this into (16) yields
It is now easy to verify that
We summarize our analysis in the following theorem.
Theorem 2 Under the standing assumptions (A1)-(A6), for any ε > 0 and α ∈ (1, α 0 ) the algorithm A ε with U(ε) = U(ε, α) defined by (13) and n u = h u with h u defined by (17) produces an approximation to the integral I with error
Analogously to (A5), we can also assume that
If it happens that q < α q − 1, then the sum in (18) is uniformly bounded for all ε > 0, since
We do not assume this condition on q for our analysis. In some scenarios the formulas for the errors of A u,nu can be complicated: these errors are (n u + 1) −q times some 'troublesome' (usually logarithmic) factors. Later we will relax the requirement (11) a little by neglecting those multiplicative factors when choosing n u . In this way we obtain an algorithm A ε whose error is slightly larger than ε.
First application: anchored RKHS
In this section, the space F u with u a finite subset of N is an anchored reproducing kernel Hilbert space (RKHS). In the first two subsections, we define the setting and develop some of the assumptions. In Subsection 4.3 we identify a specific function class F and in Subsection 4.4 we consider a motivating example of current interest. In Subsection 4.5 we specialize the quadrature formulas to lattice rules. Then, in Subsection 4.6 we specialize the quadrature formulas to Smolyak's quadrature, and finally develop the algorithm A ε .
The anchored space setting
Let F = H(K) be a reproducing kernel Hilbert space of univariate functions with the kernel
We assume that K has an anchor 0 ∈ D, i.e.,
For g ∈ F , it follows from the reproducing property g(
implying g(0) = 0 and, as a special case, K(x, 0) = 0 for all x ∈ D.
For nonempty u, the space F u is defined to be the reproducing kernel Hilbert space with kernel
That is, F u = H(K u ) is the |u|-fold tensor product of the space F and consists of functions whose variables are those listed in u.
Clearly, for any f u ∈ F u with u = ∅, f u (x u ) = 0 if x u contains one or more components equal to the anchor 0. We also have the useful property that if u = v then F u ∩ F v contains only the zero function. This is because either there exists j ∈ u \ v or there exists j ∈ v \ u. In both cases f ∈ F u ∩ F v must be independent of x j , yet (see above) must vanish when x j = 0, leaving f = 0 as the only possibility.
We may now define F to be the class of functions
and such that the above series is absolutely convergent for all x ∈ D N . The class F can be relatively large when the kernel K is bounded. Suppose that
and it follows from the reproducing property of K u and from (4) that
Hence, if |u|<∞ B u K |u|/2 ∞ < ∞ then we may define F as
without further restriction. On the other hand, if the kernel K is unbounded then K ∞ = ∞, and the class F can be small. An example of such a kernel is provided by D = R and K(x, y) = |x| + |y| − |x − y| 2 .
Assumption (A4)
Recall that (A4) is about evaluating individual terms f u from f = |u|<∞ f u . Here we assume, as in other recent papers, that we can sample f (x) provided that x has only finitely many x j different from 0. We shall see that for the anchored reproducing kernel spaces of this section, (A4) holds.
We have already noted that for any nonempty u and any f u ∈ F u we have f u (x u ) = 0 if one or more components of x u is 0. For x = (x 1 , x 2 , . . .) ∈ D N and u a finite subset of N we write
Then for any f ∈ F given by the decomposition f = |v|<∞ f v and any finite subset u ⊂ N we have
The first expression follows because if v contains an integer j not in u then y j = 0, giving
As in, e.g., [17] , we suppose that we can evaluate f ([x; u]) at the cost $(|u|), where
is a given non-decreasing cost function and R + is the set of nonnegative real numbers. We now use the fact, shown in [16] , that the value of f u (x u ) can be expressed as a combination of at most 2 |u| values of f , specifically
It follows that f u (x u ) can be obtained at a cost of
Specializing the kernel
We now apply our results to a special case of the reproducing kernel Hilbert space setting. We let
and take F = H(K) to be the corresponding reproducing kernel Hilbert space. Since K(0, 0) = 0, this is clearly an anchored space with the anchor 0. Moreover, the corresponding norm is given by
For nonempty u with |u| < ∞, let
Then the norm in the space F u is given by
For a function f ∈ F with anchored decomposition f = |u|<∞ f u , we now have
which follows from
We consider the integration problem
For univariate integration
with g ∈ F = H(K), it is easy to verify that
Due to the tensor product structure of F u , we have from (5) that
Examples of integration problems
We now introduce examples leading to useful definitions of the function class F. One concrete example illustrating (A2) can be found in [15] , where the integrands f are linear functionals of solutions of a certain elliptic PDE with random coefficients. Instead of describing in detail the problem discussed in [15] , it is as instructive to consider as a motivating example a variant of a simpler model problem introduced in [14, Section 1.5]. Consider the random variable X defined by
, where x 1 , x 2 , . . . are independent random variables uniformly distributed in
Then the expected value of X is the ∞-variate integral,
with the weight ρ(x j ) = 1 for all x j ∈ [−1/2, 1/2]. For u a finite subset of N, we then have
It is easily found using (23) that
, and hence from (22) , together with x j ≥ −1/2 and
When combined with (25) , this gives
We will show for this example that α 0 in (A6) is given by
This is an immediate consequence of the following lemma.
Lemma 3 Suppose the sequence {g j } j≥1 with g j > 0 has decay({g j } j≥1 ) := sup τ :
Proof. Take any τ ∈ (b 1 , b 2 ). Then
where the first inequality follows from ( ∞ j=1 a j ) ≥ ! |u|= j∈u a j , and in the last expression the finiteness of the sum over j follows from τ < b 2 , and the finiteness of the sum over follows from the ratio test using τ > b 1 . 2
This example motivates us to consider in the rest of this section the generic case in which (A2) holds with
for some b 2 > max(b 1 , 0) and some µ, κ > 0.
The lemma with (25) then gives
It is easy to verify, see [22] , the following proposition. We provide the proof for completeness.
Proposition 4 For C u = 12 −|u|/2 and B u satisfying (28), for U(ε, α) defined by (13) with ε > 0 and α ∈ (1, b 2 ), we have
as ε → 0.
Proof. Consider any u with finite cardinality, 0 < |u| = < ∞. Then
with the last inequality due to ! ≥ ( /e) . Therefore, u ∈ U(ε, α) implies that
, leading to ≤ c ln(1/ε)/ ln(ln(1/ε)) for a constant c and sufficiently small ε. The second result then follows immediately. 2
We end this subsection with the following two remarks.
Remark 5 Suppose that evaluation of f ([x; u]) incurs exponentially large cost $(|u|) = e O(|u|)
. Then it follows from (20) that the cost £(|u|) of obtaining f u (x u ) for u ∈ U(ε, α) is still of order e O(|u|) , and hence, by Proposition 4, the cost is only
Remark 6 Although Proposition 4 limits very efficiently the cardinality of the largest subset in the active set, Proposition 1 suggests that the cardinality of the active set itself is still polynomial in 1/ε. In particular, the active set may contain {1}, . . . , {j} for a large value of j. In the example defined in (26) above we can use the following argument to limit the size of the largest label j that needs to be considered. For this example, it follows from (26) and (27) together with Taylor's theorem (expanding the univariate function 1/(a + y) about y = 0, with a = 1 + j∈u x j /j 2 and y = j / ∈u x j /j 2 ) that
Since the integral of the first term vanishes, we have
In particular, if we choose u = {1 : } := {1, 2, . . . , } then we have
We now take = ε so that the right hand side is less than ε/3, implying = ε = Ω(ε −1/3 ), and redefine ω in (8) and (10) to be 1/3. Then MDM can be run as usual, and will still give an error bounded by ε, but with the simplification that subsets containing numbers bigger than ε need never be considered. In effect, for this example the problem can be considered as an ε -dimensional problem, rather than as an infinite-dimensional one.
Specializing the quadrature to lattice rules
It can be shown by an adaptation of known results (see e.g., [6, Theorem 5.9] ) that in the case of the kernel in Subsection 4.3 we can construct shifted lattice rules with n points in |u| dimensions, where n ≥ 3 is prime, such that
is the Riemann Zeta function. We follow the analysis of Subsection 3.3, but instead of taking n u = h u we take n u to be the largest prime number such that 3 ≤ n u ≤ h u , or set n u = 0 if this is not achievable. The remaining analysis in that subsection then applies.
More precisely, a shifted lattice rule with n points for a d-variate function g defined over
, where z ∈ Z d is the generating vector and ∆ ∈ [0, 1] d is the shift. The braces around a vector indicate that we take the fractional part of each component in the vector, and the subtraction by 1/2 from all components takes care of the translation from the standard unit
A good generating vector for the lattice rule can be constructed using the fast component-by-component algorithm, see e.g., [21] . The shift can be generated randomly from the uniform distribution on [0, 1] d (in this case the error bound holds in the root mean square sense), or the shift can be generated repeatedly until the desired error bound is achieved (in this case the error bound holds deterministically but the result is not fully constructive). See, e.g., [6] for details.
Note that this use of lattice rules makes no use of "weights" (or more precisely, sets the weight γ u := 1 and sets the weights for all other subsets to zero).
Specializing the quadrature to Smolyak's method
We now apply Smolyak's [25] quadrature scheme to the MDM in the RKHS context of this section, with kernel (21). Smolyak's construction is often used for tensor-product problems. It is built from a single family of univariate quadrature rules, and for every space F u of a given dimensionality d = |u| we use the same family of rules.
For
In the following we take the univariate quadrature rules to be trapezoidal rules since in this setting they achieve the optimal convergence rate of order 1 .
For d ≥ 1, Smolyak's construction for approximating a d-variate integral is given by the formula
where |i| = i 1 + i 2 + · · · + i d , U 0 is the zero algorithm, and each U i for i ≥ 1 is a (composite) trapezoidal rule with 2 i + 1 equally spaced points
Actually, we only need 2 i evaluations for U i since for every g ∈ F the value g(0) = 0 is for free. Note that
It is easy to verify that for univariate integration (24) we have
for i = 0, 1, . . . .
Indeed, we have
Hence the worst case error of U i is the L 2 norm of K i , which is 1/(2 i √ 12). From [32, Lemma 1] we know that Q d,κ can be written in an equivalent form as
Note that this holds for general building blocks U i . From [32, Lemma 6] we then have the following proposition.
Proposition 7 For d, κ ∈ N with κ ≥ d, the error of the trapezoidal-Smolyak algorithm is
The following proposition provides bounds on n(d, κ). 
Proof. Clearly n(1, κ) = 2 κ . Let d ≥ 2. The lower bound on n(d, κ) is trivial. To obtain the upper bound, we count only those points used by (29) 
We now define
Then we have b(1, κ) = 1 and
It remains to show that for d ≥ 2
Clearly ( and the induction hypothesis, we obtain from (30) that
where we used the fact that x → x d−1 is a convex function so that
and in the last inequality we used 1 + y ≤ e y . Thus (31) follows by induction. 2
We now turn to the construction of the algorithm
(The 'bar' in our notation for the algorithm A ε indicates that its error is slightly larger than ε, as we show in Theorem 9 below.) Recall that the active set U(ε, α) is given by (13) . For the constant term f ∅ , see (19) , we define the corresponding algorithm to be the one-point rule
For each nonempty u ∈ U(ε, α), we recall that F u is equivalent to H(K d ) with d = |u| after an appropriate relabeling of the variables. Therefore we define
for some κ u to be specified below. If κ u < |u| then Q |u|,κu is the zero algorithm and n u = 0; otherwise n u = n(|u|, κ u ) is the number of function evaluations used by the trapezoidalSmolyak algorithm Q |u|,κu , see Proposition 8.
We now express the error I u − A u,nu in the form
with q ≤ 1 as is appropriate for the trapezoidal-Smolyak algorithm in this setting. Clearly the worst case error for u = ∅ is zero and so G ∅,q = 0. For any nonempty u ∈ U(ε, α) with κ u ≥ |u|, we can use Propositions 7 and 8 to obtain an upper bound on I u − A u,nu (n u + 1) q , namely
. When κ u < |u| and so n u = 0, the above error bound holds with G u,q = 12 −|u|/2 . For each nonempty u ∈ U(ε, α), let h u be given by (17) with q ≤ 1 and G u,q = 1, and define
so that
Then for κ u ≥ |u| we have from Proposition 8 together with (37) that
(Note that n u , the number of function evaluations used by A u,nu , has the same meaning here as in Subsection 3.3, but its connection with h u here is different from that in Subsection 3.3.) Following (15) with G u,q = 1 and using the lower bound from (38), we obtain u∈U (ε,α)
The upper bound from (38) yields
From the derivation which leads to the definition of h u in (17), we conclude that the second factor on the right-hand side of (39) is ε/2, while the second factor on the right-hand side of (40) can be bounded as in (18) . This leads to the following theorem.
Theorem 9
For the reproducing kernel Hilbert space setting specified by (21) , for any ε > 0, α ∈ (1, α 0 ) and q ≤ 1, the algorithm A ε with U(ε) = U(ε, α) defined by (13), A u,nu defined by (33) and (34), and κ u defined by (36), produces an approximation to the integral I with error e(A ε ; F) ≤ ε X(ε, α, q), and cost
, and
Since B u of the form (28) implies |u| ≤ d(ε) = O(ln(1/ε)/ ln(ln(1/ε))) for u ∈ U(ε, α), one can show using proof techniques similar to those from [22] that both X(ε, α, q) and
Corollary 10 Under the conditions of Theorem 9, for B u of the form (28) we have
Second application: a non-Hilbert setting
Next we consider an example which is not in a Hilbert space setting.
Problem formulation
Let D = R + = [0, ∞) and let F be the space of (locally) absolutely continuous functions f : D → R such that g(0) = 0 and g F := g ∞ < ∞.
The space F u is the completion of the |u|-fold algebraic tensor product of F whose functions depend only on variables listed in u. The completion is with respect to
Note that F u is not a Hilbert space; however it is anchored at 0. We are interested in approximating the weighted integral of f ∈ F, where the weights are ρ(x) = exp(−x) for the univariate case, and ρ u (x u ) := exp − j∈u x j for the multivariate case.
Remark 11
We use the same weight exp(−x j ) for every variable x j . This is for simplicity of presentation only. Indeed, consider the integration problem with
for positive numbers λ j . Of course, such integrals are equal to I u (g) = R |u| + g u (t u ) ρ u (t u ) dt u for g u t u 1 , . . . , t u |u| = f u λ u 1 t u 1 , . . . , λ u |u| t u |u| .
Moreover, g u Fu ≤ f u Fu j∈u λ u ≤ B u j∈u λ u . Hence, by appropriately changing B u the integration problem with general λ j can be reduced to the problem considered in this section.
Remark 12
One could consider the Hilbert version of the spaces F u or, more generally, define the norm in F u by ∂ |u| ∂xu f u Lp for p ∈ (1, ∞). We have chosen p = ∞ since we believe that for a number of applications the assumption (A2 ) with the L ∞ norm is less restrictive than with L p norms for p < ∞. For instance, f (x) = x belongs to F only when p = ∞.
Smolyak's construction
Consider approximation of the integral
for univariate functions g ∈ F . Obviously, I = 1. We approximate the integral (41) by algorithms U i that are weighted versions of the (composite) trapezoidal rules using the points
Specifically, U 0 = 0, and for i ≥ 1 we have U i (f ) = 
Specializing MDM
Since C u = I u Fu = 1 for all finite subsets u ∈ N, we assume that α 0 = decay ({B u } u ) > 1, and take as a special case of (13) U(ε, α) = u : B Proceeding as in Subsection 4.6 we obtain a result corresponding to Corollary 10.
Corollary 13
In the setting of this section, we use the algorithm A ε defined by (32) with q ≤ 1 and h u and κ u defined by (17) and ( 
