Suppose X is the complex zero set of a finite collection of polynomials in Z[x 1 , ..., x n ]. Also let T be any multiplicative translate of an algebraic subgroup of (C * ) n . We prove that we can
Introduction
While the algorithmic complexity of many fundamental problems in algebraic geometry remains unknown, important recent advances have revealed that algebraic geometry and algorithmic complexity are closely and subtly intertwined. For instance, consider the problem of deciding whether a complex algebraic set -specified as the zero set of a collection of multivariate polynomialsis empty or not. Let us call this problem FEAS C , and denote by FEAS C (F) its restriction to polynomial systems in some family F.
Before seminal work of Pascal Koiran [Koi96] , the only connection known between FEAS C and the P ? = NP problem was that FEAS C is NP-hard, i.e., a polynomial time algorithm for FEAS C would imply P = NP. (The P
= NP problem is the most famous open problem from computer science (see, e.g., [Sma00] ) and has a vast literature, e.g., the references in [GJ79, Pap95] .) However, NP-hardness tells us little about what complexity class FEAS C actually belongs to, or how quickly we can anticipate solving a given instance of FEAS C . It is thanks to [Koi96] , and recent extensions in [Roj01, Roj03] , that the inverse implication FEAS C ∈ P =⇒ P = NP (not to mention new algorithms) can now be approached by number-theoretic techniques: For example, the author has found a number-theoretic hypothesis (implied by the Generalized Riemann Hypothesis (GRH), but still true under certain failures of GRH) whose truth yields the preceding implication [Roj03] . Moreover, the underlying algorithms are entirely different from the usual techniques from commutative algebra (e.g., Gröbner bases and resultants) and thus breathe new life into an old problem.
Here we present algorithms revealing new non-trivial families F of multivariate polynomial systems where the implication FEAS C (F) ∈ P =⇒ P = NP holds unconditionally. Moreover, the algorithms yielding our main results appear quite practical. (See Examples 1 and 2 below, and Algorithm 1 and Corollary 1 of Section 3.) We use N for the positive integers and let K * := K \ {0} for any field K. Note: The complexity classes mentioned below are reviewed in Section 3 (see also [Pap95] ).
Theorem 1 Suppose f 1 , . . . , f k ∈ Z[x 1 , . . . , x n ], x := (x 1 , . . . , x n ), and d 1 , . . . , d n ∈ N. Let TorsionPoint denote the following problem: Decide whether the system of equations
Let the input size of the preceding polynomial system be
NP , and the restriction of TorsionPoint to n = 1 is already NPhard. In particular, TorsionPoint ∈ P ⇐⇒ P = NP. Finally, for fixed n and d 1 , . . . , d n , TorsionPoint∈ P.
Our notion of input size is quite natural: To put it roughly, size(f ) measures the amount of ink (or memory) one must use to record the monomial term expansion of f . Note also that the degree of a polynomial can be exponential in its input size if the polynomial is sparse, e.g., size(11z − 2xy 97 z + x D ) = Θ(log D). Thus, in the miraculous event that P = NP, our algorithm has complexity polynomial in the bit-sizes of the f i and the logarithms of the d i . Alternatively, Theorem 1 tells us that we can try to prove P = NP by showing that TorsionPoint ∈ P. [Lak91] ). ⋄ While the NP-hardness of TorsionPoint was derived earlier in a different context by David A. Plaisted [Pla84] , our complexity upper bounds are new: the best previous bound was TorsionPoint∈ PSPACE, following from more general results (see, e.g., [Can88, Koi96] ). It is also interesting to note that the n = 1 case of TorsionPoint is the same as detecting the vanishing of so-called cyclic resultants, which arise in dynamical systems and knot theory [Hil04] .
Theorem 2 below extends Theorem 1 even further to a context close to Lang's Conjecture from Diophantine geometry (see the discussion immediately following Theorem 2, and [Lan97, pp.
37-38]).
Notation Throughout this paper, we will let x a := x a 1 1 · · · x an n and m · x := (m 1 x 1 , . . . , m n x n ), where it is understood that a = (a 1 , . . . , a n ) ∈ Z n , m = (m 1 , . . . , m n ) ∈ (Q * ) n , and
HasTTorus (resp. HitsTTorus) respectively denote the problem of deciding whether
where here the underlying input size is instead
j=1 size(f i,j ). Then (1) HasTTorus ∈ coNP, and the restriction of HasTTorus to n = 1 is already coNP-hard. In particular, HasTTorus ∈ P ⇐⇒ P = NP.
(2) HitsTTorus ∈ NP NP , and the restriction of HitsTTorus to n = 1 is already NP-hard. In particular, HitsTTorus ∈ P ⇐⇒ P = NP. (3) For fixed n andd 1 , . . . ,d r , HasTTorus∈ P and HitsTTorus∈ P.
is also known as a subtorus and the set m·T (d 1 , . . . ,d r ) is a translated subtorus. Also, any point of (C * ) n with all coordinates roots of unity is called a torsion point.
Assertions (1) and (2) of Theorem 2, in the special case n = 1, were derived earlier respectively in [Pla84] and Theorem 2 of the first ArXiV version of [BRS05] , but with no reference to tori. It is not hard to see that Assertion (2) contains Theorem 1 as a very special case: simply take m = (1, . . . , 1), l i = 1, andd i to be a suitable multiple of the i th standard basis vector, for all i. Note in particular that size( ℓ j=1 g j ) can be exponential in ℓ j=1 size(g j ) (e.g., take g j := x j − 1 for all j), so Theorem 2 -with its more compact notion of input size -is considerably stronger than Theorem 1.
The distribution of torsion points and subtori on algebraic sets happens to be rather special: a given algebraic set will have all but finitely many of its torsion points contained in finitely many translated subtori. This follows from a famous result of Laurent [Lau84] which was conjectured earlier by Chabauty [Cha38] . (Explicit bounds on how many torsion points can lie in an algebraic set have been given by Ruppert in certain cases [Rup93] , and Bombieri and Zannieri in far greater generality [BZ95] .) So one can also view Theorem 2 as a near optimal algorithmic counterpart to Laurent's Theorem.
Laurent's Theorem has since been generalized to algebraic groups more general than (C * ) n (semi-Abelian varieties) by McQuillan [Mac95] , thus resolving an earlier conjecture of Lang [Lan97, Conj. 6.3, pg. 37]. For instance, a very special case of McQuillan's more general result is the FaltingsMordell Theorem: an algebraic curve of genus ≥ 2, say, defined as the zero set of a polynomial with rational coefficients, has at most finitely many rational points. The existence of algorithmic counterparts to these more general results is thus a tantalizing possibility. An implementable algorithm for finding torsion points on curves of genus ≥ 2 has already been detailed by Bjorn Poonen [Poo01] , and the complexity appears (but has not yet been proved) to be polynomial-time for fixed genus [Poo05]. Such a complexity bound, if proved for the sparse encoding, would form an intriguing analogue to the polynomiality of HasTTorus and HitsTTorus for fixed subtori.
Main Tricks Through an Example
Definition 1 A primitive M th root of unity is a complex number ω ∈ C such that ω M = 1 and
, is then the minimal polynomial for the primitive M th roots of unity. ⋄ Continuing Example 1 from the Introduction, note that f vanishes at an M th root of unity ⇐⇒ f vanishes at a primitive d th root of unity for some d|M ⇐⇒ Φ d (x 1 )|f (x 1 ) for some d|M . For the sake of illustration, let us take d = 91. Since
, it is then easy to see that f vanishes at a primitive 91 st root of unity ⇐⇒ (
Our main algorithmic tricks -when specialized to Example 1 -are then (a) reducing the last check over all c ∈ N to checking a single well chosen c and (b) working over a finite field instead of Z[x 1 ]. In particular, assuming 91c + 1 is prime, it easily follows from Fermat's Little Theorem
The following lemma will later help us derive that the converse holds as well, provided c is large enough.
Lemma 1 For any polynomials
h, g 1 , . . . , g k ∈ Z[x 1 , . . . , x n ] (
expressed as sums of monomial terms), let h 1 denote the sum of the absolute values of its coefficients and d
Remark 1 One should recall Schwart'z Lemma [Sch80] , which asserts that for any field K, and any finite subset
Applying this result would, however, yield a weaker version of the second part of our lemma by requiring a larger q (q > i d i ). Nevertheless, the proof below is quite reminiscent of the proof of Schwartz
So the first portion is proved. We now proceed by induction on n: If n = 1 and we write h(
mod q, since the determinant of the preceding matrix is nonzero via the classical Vandermonde determinant formula. Since q > h 1 ≥ max i |c i |, we thus have c 0 = · · · = c d 1 = 0, and our base case is complete.
To conclude, assume that the second portion of our Lemma holds for some fixed n ≥ 1. Then let us temporarily consider h as a polynomial in x n+1 with coefficients in Z[x 1 , . . . , x n ]. Let c i (x 1 , . . . , x n ) denote the coefficient of x i n+1 . Via another application of the Vandermonde determinant formula (letting x n+1 range through {1, . . . , d n+1 + 1}), the vanishing of h(x) for all It is easily checked that the number of bit operations for the calculations of Example 2 is no greater than 56037. (This is via standard mod n arithmetic (see, e.g., [BS96, Ch. 5]), with no use of FFT multiplication.) Note in particular that 56037 bit operations is far more efficient than the 10001 3 bit operations one could expect from using resultants (cf. Example 1). We analyze this complexity in greater depth in the next section, where we also formalize our algorithm for TorsionPoint.
Complexity Issues and the Proof of Theorem 1
Let us first recall the following informal descriptions of some famous complexity classes. A completely rigourous and detailed description of the classes below can be found in the excellent reference [Pap95] . P The family of decision problems which can be done within time polynomial in the input size. 1 NP The family of decision problems where a ''Yes'' answer can be certified within time polynomial in the input size.
coNP The family of decision problems where a ''No'' answer can be certified within time polynomial in the input size.
NP NP The family of decision problems where a ''Yes'' answer can be certified by using an NPoracle a number of times polynomial in the input size.
P NP NP The family of decision problems solvable within time polynomial in the input size, with as many calls to an NP NP oracle as allowed by the time bound.
PSPACE The family of decision problems solvable within time polynomial in the input size, provided a number of processors exponential in the input size is allowed. EXPTIME The family of decision problems solvable within time exponential in the input size.
The inclusions
are fundamental in complexity theory [Pap95] . Quite amazingly, the properness of every explicitly stated inclusion above turns out to be a major open problem. For instance, while we know that P EXPTIME, the inclusion P ⊆ PSPACE is not even known to be proper. The first 5 complexity classes in the list above lie in a family of complexity classes known as the polynomial hierarchy. It is known that P = NP implies that the polynomial hierarchy collapses, which in particular yields the equalities P = NP = coNP = NP NP = P NP NP [Pap95, Thm. 17.9]. This standard fact will be used later. The structure of our main algorithms depend strongly on a useful number-theoretic lemma stated below. In what follows, e i denotes the i th standard basis vector of whatever finite-dimensional module we are working in. Proof: The first portion follows directly from the definition of · 1 andḡ.
To prove the second portion, note that computingḡ j consists simply of reducing the coordinates of the exponent vectors modulo integers of size no larger than max i {log d i }, and then summing up coefficients of monomial terms. So via basic fast finite field arithmetic (e.g., [BS96, Table 3 .1, Pg. 43]), this can be done within O ( r i=r max {size(g j ), log(d i )} log max {size(g j ), log(d i )}) bit operations.
Next, note that to compute ℓ j=1 g j , we can use the recurrence G 1 :=ḡ 1 , G j+1 = G jḡj+1 , and stop at G ℓ . Defining κ j to be the maximum bit-length of any coefficient ofḡ j , the number of bit operations to compute G 2 is then easily seen to be O * (min {m 1 m 2 ,
(The O * (·) notation indicates that additional factors polynomial in log κ j and log log d i are omitted.) This bound is obtained by first computingḡ 1ḡ2 by computing all products of monomial terms (using fast arithmetic along the way), collecting terms, and then reducing the exponents as in the definition of (·). Continuing inductively, our complexity bound follows directly, keeping in mind
Lemma 2 
, . . . , t cM/dr r , t r+1 , . . . , t n ≡ 0 mod q for all t 1 , . . . , t n ∈ (Z/qZ) * .
Proof: Let I denote the ideal x (1)⇐⇒(2): By our preceding observations, it suffices to observe that ℓ j=1 g j ∈ I ⇐⇒ ℓ j=1 g j is identically 0, and the latter equivalence follows immediately from our basis for
. , x cM r − 1 . Since q := cM + 1 is prime, Fermat's Little Theorem says that t cM − 1 ≡ 0 mod q for all t ∈ {1, . . . , cM }; and thus (2) =⇒
, . . . , t cM/dr r , t r+1 , . . . , t n )≡ 0 mod q, for all t 1 , . . . , t n ∈ (Z/qZ) * . (Observe that we have defined M so that it is divisible by d i for all i ∈ {1, . . . , r}.) (3)⇐=(2): Since g −ḡ ∈ I for any g ∈ C[x 1 , . . . , x n ], we must then have
We therefore obtain that (3) =⇒
, . . . , t cM/dr r , t r+1 , . . . , t n ≡ 0 mod q for all t 1 , . . . , t n ∈ (Z/qZ) * , via another application of Fermat's Little Theorem.
for all i ∈ {r + 1, . . . , n}, Lemma 1 immediately implies that ℓ j=1 g j is identically 0.
We now state our main algorithm. 
2. Nondeterministically, determine whether there are δ 1 |d 1 , . . . , δ n |d n and c ∈ N with c ≤ M C 0 , q := cM + 1 prime, and
vanishing for all t 1 , . . . , t n ∈ (Z/qZ) * and i ∈ {1, . . . , k}.
If the desired
Step 2 exists then stop and output ''YES''. Otherwise, stop and output ''NO''.
The adverb "nondeterministically" can be interpreted in two ways: the simplest is to just ignore the word and employ brute-force search. This leads to an algorithm which is dramatically simpler and easier to implement than resultants or Gröbner bases. (Our preceding examples were handled this way.) Corollary 1 below indicates that even this naive approach can be competitive with the latter techniques, subject to efficiently generating suitable c and t. Alternatively, one can observe that
Step 2 is polynomial-time equivalent to deciding whether a quantified Boolean sentence of the form ∃y 1 · · · ∃y ν ′ ∀y ν ′ +1 · · · ∀y ν ′ B(y 1 , . . . , y ν ) -with B(y 1 , . . . , y ν ) of size polynomial in the size of our initial input -is true. This is clarified in the proof of Theorem 1 below.
Proof of Theorem 1:
The NP-hardness of the n = 1 restriction of TorsionPoint was already proved in [Pla84] . The equivalence of TorsionPoint ∈ P and P = NP follows immediately from our earlier remarks on the polynomial hierarchy, assuming we indeed have TorsionPoint∈ NP NP . So it clearly suffices to show that Algorithm 1 is correct and runs within NP NP . Correctness follows immediately from Lemma 2 applied to the product polynomials from (♥ 1 ), . . ., (♥ k ). Note in particular that the number of primes dividing d i is no more than log 2 d i , and thus
So the integer M from Algorithm 1 is an upper bound on the 1-norms of the product polynomials from (♥ 1 ), . . ., (♥ k ). We will use this fact momentarily.
To analyze the complexity of Algorithm 1, first note that Step 1 can clearly be done in polynomial time and Step 3 takes essentially constant time. So it suffices to focus on the complexity of Step 2. Let us then observe that for fixed δ 1 , . . . , δ n , and t 1 , . . . , t n , we can verify the vanishing of (♥ i ) in polynomial-time: By basic computer arithmetic (see, e.g., [BS96, Ch. 5]), we can clearly decide within P whether a sparse multivariate polynomial vanishes at a given point in ((Z/qZ) * ) n . In particular, observe that size(q) = O(log M ) = O(log(N ) + log(D) + i log d i ), which is clearly linear in our input size. Now note that verifying q = cM + 1 is indeed prime can be done in time polynomial in log q (which is in turn polynomial in our input size): One can either use the succinct primality certificates of Pratt [Pra75] , or the recent polynomial-time primality testing algorithm from [AKS02] . So Step 2 is nothing more than verifying the truth of the following quantified sentence:
. So, via our preceding observations, the sentence being quantified can be verified in P, and thus our algorithm is indeed an NP NP algorithm. To conclude, suppose n and d 1 , . . . , d n are fixed. Then (♥ i ) has a constant number of factors for all i. So by Proposition 1 (with r = n constant and ℓ = 1), we can decide TorsionPoint in P simply by applying Assertion (2) of Lemma 2.
A preliminary but explicit bit complexity bound can be given for Algorithm 1 in the special case n = 1 as follows. Since the proof relies on only the most basic standard bounds on the number of divisors of an integer and the bit complexity of finite field arithmetic, the bound below can most likely be improved further. Using randomization and/or quantum speed-ups to find c and t in practice is an option the author hopes to study in the near future. Also, recalling our observations from Example 1 on the resultant algorithms of [EP05] , note that the best current resultant-based techniques would give us a larger bit complexity bound of the form O((d 1 + D) 3 log η (d 1 + D)) for some constant η > 0.
The Proof of Theorem 2
We will first need a lemma on integral matrices that we'll use to quantify certain monomial changes of variables. 2. for all i, if j is the smallest j ′ such that h ij ′ = 0 then h ij > h i ′ j for all i ′ ≤ i.
then we call H the Hermite normal form of M . ⋄
A Smith factorization is a slightly more stringent factorization of the form U M V = S with U ∈ GL m (Z), V ∈ GL n (Z), and S diagonal. In particular, if S = [s i,i ] and we require additionally that s i,i ≥ 0 and s i,i |s i+1,i+1 , then such a factorization for M is unique. out the references [Poo01] ), Petros Drineas, and Bjorn Poonen for some nice conversations and/or e-mail exchanges.
Finally, I would like to dedicate this paper to Helaman Ferguson, whom I had the honor of meeting at the January 2005 MAA-AMS-ASL joint meeting in Atlanta. Helaman: thank you for the π-disk!
