Abstract-Independent component analysis (ICA) is a method for recovering statistically independent signals from observations of unknown linear combinations of sources. Some of the most accurate ICA decomposition methods require optimizing different approximations of the Mutual Information, a measure of statistical independence between random variables. Two such approximations are the Kernel Generalized Variance or the Kernel Canonical Correlation which has been shown to reach the highest performance of ICA methods. However, the computational effort necessary just for computing them is cubic in the sample size. Hence, optimizing them becomes even more computationally demanding, in terms of both space and time. Alternatively, we propose a couple of alternative novel statistical independence measures based on randomized features. The computational complexity for calculating the proposed alternatives is linear in the sample size and provide a controllable approximation of their kernel-based deterministic versions. We also demonstrate that optimizing over the proposed statistical properties yields a comparable separation error at an order of magnitude faster.
I. INTRODUCTION
Independent component analysis (ICA) is a well-established problem in unsupervised learning and signal processing, with numerous applications including blind source separation, face recognition, and stock price prediction. Consider a scenario in which a couple of speakers are located within a room. Each of them plays different sound and a couple of microphones are arbitrarily placed in the same room and record two unknown linear combinations of the audio signal produced by the speakers. The goal of ICA is to process the signals for recovering the soundtracks played by each of the speakers.
More generally, the basic idea behind ICA is to recover n s statistically independent components of a non-Gaussian random vector s = (s 1 , ..., s ns ) T from n s observed linear mixtures of its elements. That is, we assume that some unknown matrix A ∈ R ns×ns mixes the entries of s such that x = As. From samples of x, the goal is to estimate an un-mixing matrix W such that y = W x and the components of y are statistically independent.
The matrix W is found by a minimization process over a contrast function which measures the dependency between the unmixed elements y i . Ideally, finding the matrix W which minimizes the mutual information (MI) provides the theoretically most accurate reconstruction. The MI is defined as the Kullback-Liebler divergence between the joint distribution of y, p(y 1 , ..., y ns ), and the product of its marginal distributions,
p(y i ). Unfortunately, in practical applications, the joint and the marginal distributions are unknown. Estimating or optimizing the MI directly from the samples is difficult. Fitting a parametric or a nonparametric probabilistic model to the data based on which MI is calculated is limited to the representation power of the probabilistic model.
Many researches proposed alternative contrast functions. A robust alternatives to the mutual information is the Fcorrelation proposed in [1] . This function is evaluated by mapping the data samples into a reproducing kernel Hilbert space, F where a canonical correlation analysis is performed. The largest empirical kernel canonical correlation (KCC) and the product of the empirical kernel canonical correlations, known as the kernel generalized variance (KGV), are two possible contrast functions. Despite their superior performance while solving the ICA problem, algorithms based on minimizing these functions (denoted as kernelized ICA algorithms) are less attractive for practical uses since the complexity of exact evaluation of these functions is cubic in the sample size.
A recent strand of research suggested randomized nonlinear feature maps for approximating the reproducing kernel Hilbert space corresponding to kernel functions. This features enables revealing nonlinear relations in a data by performing linear data analysis algorithms, such as Support Vector Machine [2] , Principal Component Analysis and Canonical Correlation Analysis [3] . Here, we propose to leverage the approximation power of these random features for computing and optimizing two estimations the KCCV and KGV. We denote the alternatives as the Randomized Canonical Correlation (RCC) and the Randomized Generalized Variance (RGV). In contrase to the kernel-based functions, the proposed alternatives computation time is linear in the samples size, easy to optimize and converge to their kernel-based version as the number of random features grows. Finally, we demonstrate the performance of optimizing the proposed alternatives and show that the proposed function has a comparable accuracy.
II. BACKGROUND AND RELATED WORKS

A. Kernelized Independent Component Analysis
In ICA, we minimize a contrast function which is defined as any non-negative function of two or more random variables that is zero if and only if they are statistically independent. By definition, a pair of random variables x 1 and x 2 are said to be statistically independent if p(x 1 , x 2 ) = p(x 1 )p(x 2 ). As a result, for any two functions
The F-correlation ρ F is defined as the maximal correlation among all the functions f 1 (
Obviously, if x 1 and x 2 are independent, then ρ F = 0. As proven in [1] , if F is a functional space that contains the Fourier basis (f (x) = e iωx , ω ∈ R), then, the opposite is also true. This property implies that ρ F can replace the mutual information while searching for a matrix W that transforms the
T into a vector with independent components.
Computing the F-correlation directly for an arbitrary space F requires estimating the correlation between every possible pair of functions in the space, making the calculation impractical. However, if F is a reproducing kernel Hilbert space (RKHS), the F-correlation can be evaluated. Let k(x, y) be a kernel function associated with the inner product between functions in a reproducing kernel Hilbert space F. Denote Φ(x) as the feature map corresponding to the kernel k(x, y), such that k(x, y) = Φ(x), Φ(y) . The feature map is given by Φ(x) = k(·, x). Then, from the reproducing property of the kernel, for any function f (x) ∈ F,
It follows that for every functional space F associated with a kernel function k(x, y) and a feature map Φ(x), the Fcorrelation between a pair of random variables x 1 and x 2 can be formulated as
be the samples of the random variables x 1 and x 2 , respectively. Any function f ∈ F
is a function in the subspace of functions orthogonal to
where K 1 and K 2 are the empirical kernel Gram matrices of x 1 and x 2 , respectively. With a similar development for the empirical variance, one conclude
Therefore, the empirical F-correlation between x 1 and x 2 is given bŷ
which can be evaluated by solving the following generalized eigenvalue problem
The calculation of the F-correlation is thus equivalent to solving a kernel CCA problem. For ensuring computational stability, it is common to use a regularized version of KCCA given by
For m random variables, the regularized KCCA amounts to finding the largest generalized eigenvalue of the following system ⎛
This is the first contrast function proposed in [1] . The second one, denoted as the kernel generalized variance, depends upon not only the largest generalized eigenvalue of the problem above but also on the product of the entire spectrum. This is derived from the Gaussian case where the mutual information is equal to minus half the logarithm of the product of generalized eigenvalues of the regular CCA problem. In summary, the kernel generalized variance is given by
where P is the rank of K κ . Figure II -A demonstrates the Kernel Generalized Variance versus the Mutual Information for a Gaussian kernel and for different σ's. The complexity of a naive implementation of both KCC and KGV is O(N 3 ). However, an approximate solution can be computed using Cholesky decomposition which reduces the complexity to be roughly quadratic in the sample size. 
B. Randomized Features
In kernel methods, each data sample x is mapped to a function in the reproducing kernel Hilbert space Φ(x), where the analysis is performed. The inner product between two representational functions Φ(x) and Φ(y) can be evaluated directly on the samples x and y using the kernel function k(x, y). For real valued, normalized (k(x, y) ≤ 1), shift invariant kernels 
k(x, y) ≈ z(x), z(y) .
The following theorem shows that the reproducing kernel Hilbert space corresponding to k can be approximated by a random map, in the inner product sense.
Theorem II.1. Let X ∈ R d×N be a matrix containing samples of x ordered in its columns. Denote z(X) ∈ R m×N as a matrix containing the Fourier random features of each column of X as its columns. DenoteK = z(X)
T z(x) and K as the empirical kernel matrix corresponding to the same kernel aŝ K. Then
where the norm is an operator norm.
Proof. See [3] .
Figure II-B shows the analytic bound versus the empirical error of an approximate kernelK evaluated on 10 4 data samples.
Introduced in [2] for approximating the solution of kernel Support Vector Machine, these random feature maps are also useful for solving kernel Principal Component Analysis (kPCA), and kernel Canonical Correlation Analysis (kCCA), [3] . The main purpose of using these features is the fact that they enable reducing the complexity of kernel methods to linear in the sample size, at the expense of a mild gap in accuracy. Here, we extend this idea for solving the problem of ICA.
III. RANDOMIZED INDEPENDENT COMPONENT ANALYSIS
As demonstrated in [1] , the kernel canonical correlation and the kernel generalized variance measure the statistical dependence between a set of sampled random variables. In addition, optimization over these functions for decomposing mixtures of these variables into independent ones is more accurate and robust. However, evaluating these functions requires O(N 3 ) operations. Fortunately, for certain types of kernels, these contrast functions can be approximated using random features in linear time.
Let 
The empirical covariance between w
12 w 2 Similarly, the empircal variances can be computed as
Thus the empirical Z-correlation is the largest generalized eigenvalue of the system
As demonstrated in Figure 3 , as the number of random features grows, the Z-correlation converges to the F-correlation.
Notice that the size of the generalized eigenvalue system in the random feature space is n s m × n s m which is much smaller than the kernel case where it is of size n s N × n s N . The kernel canonical correlation provide less accurate results than the kernel generalized variance since it takes into account only the largest generalized eigenvalue. This can also be justified by the Gaussian case where the kernel generalized variance is shown to be a second order approximation of the mutual information around the point of independence as σ goes to zero. Thus, we propose to approximate the kernel generalized variance by
log λ k where λ k are the generalized eigenvalues of 1. We define this function as the random generalized variance (RGV). As demonstrated in Figure 4 , the more features we take for calculating the empirical covariances in the random space, the better RGV approximates KGV. 
IV. EXPERIMENTAL RESULTS
To evaluate the performance of optimization over our novel contrast functions for solving ICA problems, we independently draw samples from two or more probability functions as in [1] . Then, we applied some random transformation with condition number between one to two. For measuring and comparing the accuracy of our algorithm in estimating the unmixing matrix from the mixed data, we used the Amari distance given by
where a ij = (V W −1 ) ij . This metric, introduced in [4] , is invariant to scaling and permutation of the rows or columns of the matrices.
We evaluated the performance of our randomized ICA approach (RICA) on two mixtures of independent sources drawn in independently identically distributed fashion from the pdfs. We repeated the experiments for 250 and 1000 samples, and the Amari distance for various ICA algorithms are summerized in Tables I and II, respectively.
V. CONCLUSIONS
We proposed two novel pseudo-contrast functions for solving the ICA problem. The functions are evaluated using randomized Fourier features and thus can be computed in linear time. As the number of feature grows, the proposed functions converge to the renowned kernel generalized variance the kernel canonical correlation which require a computational effort that is cubic in the sample size. The accuracy of the proposed ICA methods is comparable to the state-of-the-art but runs over ten times faster. The proposed functions could also be evaluated using Nystrom extension for kernel matrices. 
