The simulation of sediment transport by three-dimensional (3D) modelling is linked with the question of how accurate such models are. The current paper provides a test where detailed field measurements of velocities and bed elevation changes over a 3-month period from a prototype reservoir are compared with simulation results. The SSIIM software was used to compute water flow and sediment transport in the Iffezheim reservoir. The numerical model solved the Navier-Stokes equations on a 3D unstructured grid with dominantly hexahedral cells. The k-epsilon turbulence model was used, together with the SIMPLE method to find the pressure. The 3D convection-diffusion equation for suspended sediments was solved for nine sediment fractions. The computed velocity pattern showed good correspondence with the measurements. Grid sensitivity tests showed that the main flow features were computed in different grid sizes, but more accurately so with the finest grid.
INTRODUCTION
Sedimentation is today one of the main problems for the sustainable use of zero-emission hydropower worldwide. A hydropower plant will need a reservoir to store water or to make the intake work properly. In a reservoir, the water velocity and turbulence decrease. The sediments that enter the reservoir will therefore settle and decrease the reservoir volume over time. It is estimated that 1% of the volume of the water reservoirs in the world is lost annually due to sedimentation (Mahmood ) . Walling & Fang () identified reservoir construction as probably the most important influence on land-ocean sediment fluxes. Suspended sediments may also enter the hydropower intake, causing wear on expensive machinery. The hydropower dam and intake should therefore be designed to reduce the sedimentation problem as much as possible. Traditionally, this design has been aided by the use of physical model studies. However, such studies will not be able to scale suspended load and bed load simultaneously. A promising method for the prediction of the sediment deposits in a reservoir is the simulation by three-dimensional (3D) models using computational fluid mechanics. The question is how accurate such models are. This needs to be tested, and the best data available are from the field. The current paper provides such a test, where detailed measurements of velocities and bed elevation changes from a prototype reservoir are used. Table 1 . The distribution is based on measurements of the main river bed and was initially given uniformly over the whole geometry.
The distribution of the inflowing sediment fractions is also based on measurements (Astor et al. ) and is also given in Table 1 . This was used as the upstream boundary conditions for the numerical model. This discharge has an exceedance probability of about 25%. The hydropower plant is designed for mean flow conditions, i.e., an exceedance probability of 50%. This means that for discharges of 1,100 m 3 /s or less, which statistically occur on 183 days per year, there is no discharge through the weir section. Thus, in the current study, the discharge through the power plant channel was 1,100 m 3 /s whereas 450 m 3 /s passed through the spillway channel. Figure 3 . These data were used as boundary 
METHODS
The 
The water velocity is denoted U, the fall velocity of the particle is w, Γ is the turbulent diffusion coefficient and 
The particle diameter is denoted d i , T is a dimensionless shear stress parameter, and D is a dimensionless particle parameter. The parameter a is the distance from the bed to where a reference concentration is computed, which is set equal to half the bed cell height in the current study. T and D are given with the following formulas for size number i:
where τ is the actual shear stress on the bed, computed from the turbulent kinetic energy, k:
The turbulent kinetic energy is computed from the k-epsilon turbulence model. The c μ parameter is a constant in the kepsilon model, equal to 0.09.
The critical shear stress, τ c , for movement of the bed particles was computed from the Shields () curve, where ρ is the water density and ρ s is the sediment density. The acceleration of gravity is denoted g and ν is the viscosity of water.
For cohesive particles in the silt and clay fraction, the critical shear stress was increased by adding a constant value.
The resulting sediment pick-up rate of size i was computed from the following equation:
The fall velocity of the sediment particle is denoted w, and f is the fraction of the bed material of size i. The parameter f will vary between 0 and 1. The variable c c is the concentration in the bed cell computed in the previous time step. The limiter on the sediment pick-up flux in Equation (7) ensures that the deposition of sediments is always larger than or equal to the erosion. This makes the results less sensitive to the initial grain size distribution on the bed and the size of the time step.
Bed load was computed in addition to the suspended load according to van Rijns (b) formula:
The bed level changes, Δz, were computed based on the computed sediment deposition and the pick-up rate for all the size fractions:
The computed concentration in a bed cell is denoted c i , while w is the fall velocity of the particles, Δt is the time step and r is a conversion factor between volume of sediment particles and volume of deposits on the bed. Measurements from the field showed that the solid fraction of the bed material was 24% on average (Hillebrand ) . This value was used in the numerical model.
Modelling sediment movements in a 3D grid over several months can take long computational times. A time series of discharges over a longer period often shows periods with low and high discharges. Usually, the main bed changes occur during the high discharges. It is therefore more important to use a short time step during high discharges than during low discharges. The numerical model therefore used a varying time step, Δt, according to the following formula:
The values used in the current study for the reference case run were Δt 0 ¼ 20,000 seconds, n ¼ 3 and Q ref ¼ 1,000 m 3 /s.
RESULTS AND DISCUSSION
Velocity field
The velocity field was measured and computed for a constant water discharge of 1,550 m 3 /s, a discharge with an interesting flow pattern in the reservoir. The fine grid was used, with twice as many cells in each horizontal direction compared with the grid in Figure 4 . The discharge through the intake channel was 1,100 m 3 /s, whereas 450 m 3 /s passed through the spillway channel.
The lock channel on the right side was not operated and had zero discharge. account when computing 3D changes in the bed geometry.
The time series of discharges from these 105 days are given in Figure 3 .
The inflow sediment concentrations were based on a rating curve from records of measured suspended sediments.
A total of 0.6 million tons of sediments were estimated to flow into the reservoir during the 105 days of the simulation.
The spatial variation of the upstream concentrations was determined from measurements using an ADPC instrument. shows no deposition there.
Sensitivity analyses
The numerical model contains a number of input parameters that will affect the final result. In order to evaluate the uncertainty of these parameters on the model results, sensitivity analyses are essential and a prerequisite for further sediment transport computations in river impoundments. In the current study, the simulation sensitivity to each chosen parameter was analysed by comparison of the computed total amount of deposited sediments in the spillway channel. The deposition amount from the field measurements was estimated at 51,000 m 3 over a period of 3 months. The uncertainty of the field measurements is estimated to be up to 20%, i.e., approximately 10,000 m 3 . Therefore, the computed sediment volumes are expected to be in the range between 41,000 m 3 and 61,000 m 3 . The chosen sensitivity parameters and the resulting volumes from the numerical model are given in Table 3, where also the percentage of deviation between computations and measurements are shown.
The numerous numbers of input parameters which will affect the sediment transport simulation can be distinguished in three groups. One group is numerical parameters which influence the stability and convergence of the computation. This includes, for example, the time step, grid resolution, discretization scheme and the thickness of the active sediment layer. Another group is physical parameters which are used to analyse their effect on sediment transport. This would, for example, be the initial grain size distribution, roughness and the applied sediment transport formula. When calculating bed elevation changes caused by deposition of fine, cohesive sediments, sediment-specific parameters also have to be taken into account. In this context, flocculation is an important sediment process, i.e., the aggregation and disaggregation of single particles and larger aggregates. Input parameters which are implicitly correlated to flocculation are the fall velocities of the finest particle sizes. The cohesion of the sediments is also an essential factor which will affect the simulation results in terms of its influence on the critical shear stress of the particles.
On the basis of these considerations, the above-mentioned sensitivity parameters were chosen in this study. As a result, a total of nine parameters were investigated by applying physical feasible ranges for each parameter. The calculated deposited amount of each sensitivity simulation was compared to the simulation results of a reference case computation and to the amount of deposits calculated from measurements (given in Table 3 ). The reference case computations were done on the coarser gird to save computational time. The definitions of the input parameters for the reference case are given in Table 2 .
The reference case computation estimated the deposition to be 11% too high. This computation was done with a varying time step, according to Equation (10), with an average time step of 10,000 seconds. The numerical model used an implicit solver, enabling long time steps without causing stability problems. However, the accuracy of the results was a function of the magnitude of the time step.
Therefore, this parameter was included in the parameter sensitivity test. In addition to using Equation (10), a constant time step was tested. Reducing the time step to 300 seconds gave 3.7% less deposited volume compared with the reference run. The results were therefore not very sensitive to Table 1 Critical shear stress for bed particles Shields () the time step. Using a constant time step of 300 seconds, the computations were also done on the finer grid. The finer grid had twice as many cells in each of the horizontal directions.
This gave a 14% underprediction of the deposited volume compared with the reference run, or 10% lower deposited volume compared with the coarse grid. This showed that the results were not completely grid-independent. However, the difference is not very large, considering that there are around four times more cells in the fine grid compared with the coarse grid.
The next numerical parameter to test was the discretization scheme. Using a first-order upwind scheme instead of the second-order scheme increased the deposited volume by 4.9%. The first-order scheme introduces false diffusion, which is especially pronounced for a coarse grid. Another parameter is the thickness of the active sediment layer. The current numerical algorithms use only two layers: an inactive and an active layer. The thickness of the active layer was initially set to 10 cm, a factor five times larger than the largest sediment size fraction modelled. A physical parameter that is often used to calibrate numerical models is the roughness. The initial value used in the current study was 2 cm, similar to the largest size of the sediment particles. Table 3 shows that using a roughness of 5 cm or using Equation (1) decreased the deposited sediment volume by 16% and 8.6%, respectively. Equation (1) also increases the roughness on the bed, causing a higher bed shear stress. The increased bed shear stress causes a higher pick-up rate from Equation (3), reducing the sediment deposition. The roughness is an important parameter for the results.
The sediment transport formula used in the current study was developed by van Rijn for CFD modelling. An alternative formula was tested in the current study: the Engelund-Hansen formula (Engelund & Hansen ) . Table 3 shows that the resulting deposited sediment volume decreased by 19% using the Engelund-Hansen formula. Removing van Rijn's bedload formula (Equation (8)) in the computation increased the deposited volume by 6.3%.
An important sediment process is flocculation. The finer sediments stick together to form coarser sizes. This mainly affects the fall velocity of the particles. There exist very complex models for flocculation, but in the current study the process was only investigated by varying the fall velocity of the three finest sizes. Table 3 shows two variations.
Instead of using the Zanke () formula, fall velocities of the three finest sizes were computed using the Winterwerp & van Kesteren () formula. This gave 20% less deposited sediment volume. The other test was to increase the fall velocities of the three finest fractions by a factor of 5. This had a very large effect on the results, causing 48% increase in the deposited volume. Of all the parameters tested in this study, the fall velocity of the particles had the largest effects on the results.
The cohesion of the sediments was also tested by increasing the critical shear stress of the particles. Table 3 shows an increase in the deposited volume from 2.5 to 24% for the highest increased critical shear stress of 1 Pa.
Field measurements show that the increase in critical shear stress due to cohesion in the Iffezheim reservoir generally is in the order of 1 Pa, but can be up to 5 Pa (Hillebrand ) . The cohesion of the sediments is therefore also a very important parameter for the results.
The sensitivity studies above show that the computed deposition volume, which was expected to range between 41,000 m 3 and 61,000 m 3 , was not underestimated in any of the tests. Only in the case of larger fall velocities for the three finest fractions, a significant sediment deposition of 83,961 m 3 occurred. This sediment amount corresponds to an overestimation of 65% compared with the measured deposition volume.
