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  Zusammenfassung  
Die Modellierung natürlicher Neuronenpopulationen stellt den Versuch dar,
komplizierte Wechselwirkungen und Ereignisabhängigkeiten in biologischen
Systemen quantitativ erfassen zu wollen. Widersprüchlich erscheint dabei die
Tatsache, daß ein einzelnes Neuron in einer Population ohne Signifikanz ist, daß
sich die gesamte Population aber aus einer Vielzahl derartiger Neuronen
zusammensetzt und eine, t chnischen Systemen überlegene  funktionelle Vielfalt
besitzt /ZUR 92/, /HOL 93/. Ergo setzt sich die Gesamtleistung eines Systems nicht
aus der Summe der Leistungen seiner Komponenten "summarisch" zusammen,
sondern resultiert vielmehr aus deren Wechselwirkungen. T chnisch interessant
erscheinen an dieser Stelle mindestens zwei Fragen:
Welcher Mechanismus begründet den genannten Widerspruch in 
Neuronenpopulationen? 
Welche technische Anleihe bietet dieser Mechanismus? 
Die Modellierung einer Neuronenpopulation kann auf zweierlei Art und Weise
erfolgen. Entweder durch die Aufklärung der Neuronenpopulation "von innen
heraus", d.h. durch Beobachtung und mathematische Formulierung
physiologischer Abläufe oder durch vergleichende Betrachtungen mit
"konvergenten" Modellen, d.h. durch die Schaffung von Modellen mit
vergleichbaren Phänomenen. Die nachfolgenden Ausführungen favorisieren die
letztgenannte Vorgehensweise. Phänomene sind die ereignisabhängigen
Schwellwertentwicklungen der Neuronen in Wechselwirkung mit den umgebenden
Neuronen sowie die ereignisabhängigen Entwicklungen der synaptischen
Verbindungsstärken zwischen den Neuronen, bezeichnet als "Leitwertentwicklung".
Technische Anwendungen dieser Simulationsergebnisse werden erörtert, zum
Beispiel  die Nachbildung der Durchdringung diffusionsfähiger Medien mit
Schadstoffen und die Objektvereinzelung. 
1. Modellierung  und  computergestützte  Simulation  der 
Erregungsausbreitung im diskreten Beobachtungsraum
Eine ausgewählte Neuronenpopulation (Bild 1/1)  wird in ein Unterbringungsgebiet  G  projiziert,
dabei erhält jedes Neuron aus der Population einen Ortsindex. Mit Hilfe der
Raumordnungsvorschrift     wird der in  G untergebrachten Population  ein 2-dimensionaler
diskreter zellularer Raum   =2   zugeordnet, er dient zur Positionierung der Neuronen.  Die
dimensionslose Projektion der Neuronenpopulation in das Unterbringungsgebiet   G  ist sinnvoll,
weil  (in der Regel) der Populationsraum gänzlich anders strukturiert ist als ein zur Nachbildung der
Erregungsausbreitung geeigneter z llularer Raum. Die Analyse der Erregungsausbreitung beruht
demzufolge nicht auf der Raumlage der Neuronen in der Population, d.h. auf deren Struktur, sondern
auf Korrespondenzen innerhalb der Population, d.h. auf deren Funktion. Das Unterbringungsgebiet
G  isoliert die Struktur beider Räume voneinander; die Transformation der Population   in den
zellularen Raum  beruht auf der Nachbildung von Wechselwirkungen innerhalb der Population,
dargestellt durch raum- und zeitvariante Korrespondenzen im zellularen Raum.  Diese Nachbildung
ist raumfordernd und zeitverbrauchend. Der Raumforderung wird durch Zuweisung eines zellularen
Raumes entsprochen, der Zeitforderung durch Zuweisung einer Zeitskala. Beide Zuweisungen
formieren einen diskreten, im vorliegenden Fall  2-dimensionalen zellularen Beobachtungsraum  B2  :
 T    =2    (Bild 1/1).→
Neuronenpopulation
Unterbringungsgebiet                     G = { g1, g2 , ..., g , ..., gn  = G / n = card G }
Raumordnungsvorschrift : G 
=
2      (2-dim. zellularer diskreter Raum)→
Zeitskala T = { t0, t1, ..., t-1, t, t'=t↑1, ...,tn / n =card T }
2-dimensionaler zellularer Beobachtungsraum
%
2
  :  T    =2  . →
Bild 1 /1   Prinzip der Überführung einer Neuronenpopulation in einen zellularen Raum  
1.1  Modellstruktur                                   
(Bild 2/1) zeigt das Simulationsmodell zur Nachbildung der Erregungsausbreitung in einer
Neuronenpopulation.  Im diskreten Beobachtungsraum werden zwei Beobachtungsebenen selektiert,
eine Ebene für den Zeitpunkt t und  eine (unmittelbar nachfolgende) für den  Zeitpunkt t'=t↑1 /SCH
Mittelhirn
Zwischenhirn
Großhirn
Hinterhirn
Nachhirn
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96/. Jede Ebene ist mit einem regelmäßigen Gitternetz  überzogen, in den Gitterpunkten sind  die
Neuronen untergebracht. Jeder Gitterpunkt existiert in einer bestimmten Ereignislage, z.B. der im
(Bild 2/1) zum Zeitpunkt t hervorgehobene Gitterpunkt in der Ereignislage k.  Alle Gitterpunkte
zusammen tragen die vollständige Anzahl projizierter Neuronen aus der Population in den zellularen
Raum  =2.  Der diskrete zellulare Beobachtungsraum %2  besteht aus Beobachtungsebenen u d ist
hierarchisch in aufeinanderfolgende Ereignislagen und in aufeinanderfolgende Zeitpunkte je
Ereignislage  organisiert (Bild 2/1). Jeweils  M=card   =2   (aufeinanderfolgende) Zeitpunkte bilden
eine Ereignislage, jeweils  M/N  Ereignislagen mit   N=card T    konfigurieren den   diskreten
zellularen Beobachtungsraum %2 . Als Randbedingung gilt  N≡0mod M . Im (Bild 2/1) sind
mehreren und unmittelbar aufeinanderfolgenden Zeitpunkten, dargestellt sind die Zeitpunkte t  d
t↑1, ein und dieselbe Ereignislage  k  zugeordnet.    
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Bild 2 /1 Zeitpunkte  und Ereignislagen  im diskreten zellularen Beobachtungsraum %2 
Es bilden M ( = card   
=
2 )  Zeitpunkte  jeweils eine Ereignislage,  genau M/N  
Ereignislagen ( N=card  T und  N=0 mod M ) konfigurieren den  Beobachtungsraum.
Den Simulationsablauf  zeigt (Bild  3/1).
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Zeitlage t=t↑1
 Bild 3 /1    Simulationsmodell zur Nachbildung der Erregungsausbreitung
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1.2  Modellparameter                                    
Die Gitterpunkte des  =2  sind  sowohl durch statische als auch ereignisabhängige, d.h. den
Beobachtungsraum zum Zeitpunkt t0 initialisierende Parameter, charakterisiert. 
Statische Parameter :
ew_dec permanenter Transmitterverlust auf der Membranoberfläche,
aw_inc permanenter Transmitterzuwachs in allen Vesikeln eines Neurons, 
aw_dec Menge präsynaptisch ausgeschütteter Transmittermoleküle infolge 
Depolarisation.
Ereignisabhängige, d.h. den Beobachtungsraum zum Zeitpunkt t0 i itialisierende Parameter :
ew präsynaptisch angelagerte Menge von Transmittermolekülen,[t0]
sw präsynaptisch notwendige Transmittermenge zur Depolarisation, [t0]
aw in den Vesikeln gespeicherte Menge von Transmittermolekülen,   [t0]
lw Diffusionsrate für den gerichteten Strom von Transmittermolekülen [t0]
von einem präsynaptischen zu einem dezidierten postsynaptischen 
Neuron  (lokaler Leitwert),
(1-lw ) dto. anteilig zu allen nichtdezidierten postsynaptischen Neuronen[t0]
(globaler Leitwert).
Diese Parameter ändern sich  permanent und ereignisabhängig,  wodurch jeder Zeitpunkt durch einen
charakteristischen Parametersatz  ausgewiesen ist. Die ereignisabhängigen Parameter  resultieren aus
dem Zustrom  von Transmittermolekülen und der Abdrift von Transmittermolekülen in den
extrazellulären Raum, außerdem aber auch aus der inn ren Dynamik der Neuronen /KOS  92/. Diese
existiert im Simulationsmodell durch eine ereignisabhängige Schwell- und Leitwertentwicklung   für
alle Neuronen gleichermaßen.  Das Entwicklungsprinzip des Schwellwertes eines Neurons besteht
darin, daß sich dieser über alle Zeitpunkte bzw. Ereignislagen hinweg proportional zu seinem
Depolarisationsabstand des Neurons entwickelt.  (Bild 4a/1) veranschaulicht sowohl die
Schwellwertdekrementierung beim Übergang vom Zeitpunkt t zum Zeitpunkt  t↑1 infolge
Depolarisation des Neurons zum Zeitpunkt  t  als auch die Inkrementierung des Schwellwertes bei
ausbleibender Depolarisation zum  Zeitpunkt t.  
SCHWELLWERT inkrementierung -dekrementierung
         sw [t ] = 1 − (1 − sw[t])exp (−sw_inc) sw [t ] = 1 −
1−sw [t]
1−sw [t][1−exp(−sw_dec)]
 
                                 
  Bild 4a /1 Schwellwertdynamik im Simulationsmodell 
uhs: minimaler Schwellwert, impliziert ohs: maximaler Schwellwert 
sw_inc  [sw_dec] :  Inkrementierungs_ [Dekrementierungs]_parameter
1,0    1,0    
1,0    
      00      
sw    [t']    
[t]    [t]    
sw    sw    
ohs
uhs
1,0    
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Um zu verhindern, daß mit wachsender Depolarisationsdichte der Schwellwert gegen null
konvergiert, wird der Schwellwert nach Erreichen eines unteren Wertes  uhs für den unmittelbar
nachfolgenden Zeitpunkt auf den  Wert  ohs   eingestellt. 
Der Leitwert von einem präsynaptischen Neuron zu einem dezidierten postsynaptischen Neuron ist
eine reelle Zahl im Wertebereich zwischen 0 und 1. Bezüglich seiner Entwicklung  über alle
Zeitpunkte hinweg besteht Proportionalität zur Häufigkeit der Inanspruchnahme eines dezidierten
postsynaptischen Neurons.  (Bild 4b/1) veranschaulicht sowohl die Leitwertinkrementierung bei
Transmitteremission in ein dezidiertes postsynaptisches Neuron als auch die
Leitwertdekrementierung. 
LEITWERT inkrementierung -dekrementierung
lw[t ] =
lw[t]
lw[t][1−lw [t]exp (−lw_inc)]
lw[t ] = lw [t]exp (−lw_dec)
 
  Bild 4b /1 Leitwertdynamik im Simulationsmodell 
lw_inc  [lw_dec] :  Inkrementierungs_  [Dekrementierungs] _parameter
Der Pfad von einem prä- zu einem postsynaptischen Neuron ist durch den Leitwert  lw
charakterisiert.  
Ein Neuron auf der  Position (i,j)  ∈  =2   gilt bezüglich der Position    (i',j') ∈  =2     als 
präsynaptisch, wenn gilt:  (i,j)∈λ((i',j'),t↑1;t) . 
Die Größe des Leitwertes  lw  hängt von der Ereignishäufigkeit eines gerichteten 
Stromes von Transmittermolekülen längs dieses Pfades ab. 
(Bild 5/1) zeigt die möglichen Orientierungen für den gerichteten Strom von Transmittermolekülen,
so wie sie im Simulationsmodell (Bild 3/1) vorgesehen sind.  Ein präsynaptisches Neuron  auf der
Position (i,j) ∈  =2  ist von 4 Neuronen auf den Positionen (i±1,j±1) umgeben, von denen ein und nur
ein Neuron pro Zeitpunkt postsynaptisches Neuron sein kann. Im Simulationsmodell ist ein
stochastischer  Modus für die Auswahl des postsynaptischen Neurons vorgesehen. Es sei A
Wahrscheinlichkeit dafür, daß zum Zeitpunkt t  - gegeben in der Ereignislage k (Bild 2/1)  -  ein
gerichteter Transmitterstrom von der (präsynaptischen) Position (i,j) auf die postsynaptische Position
(i',j') übergeht.  
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Die Übergangswahrscheinlichkeit  bzw. die Richtungsauswahl für den Transmitterstrom hängt
prinzipiell von der Dichteverteilung der Transmittermoleküle auf den Membranen aller N uronen ab.
In diesem Sinne entspricht A einer t-potentiell gerichteten Punktkorrespondenz,  und man schreibt  
A((i',j'),(i,j);t) als Übergangswahrscheinlichkeit von einem Neuron auf der Position   (i,j) ∈  =2    auf
die Position   (i',j') ∈  =2    beim Zeitfortschritt vom Zeitpunkt t zum Zeitpunkt t↑1. 
   Bild 5 /1 Angelagerte Menge EW(i,j) von Transmittermolekülen auf den Membranen genau jener   
Neuronen, die eine Wirkung von dem in der Position (i,j) gelegenen präsynaptischen 
Neuron entgegennehmen könnten bzw. in deren Einzugsbereich λ der Nachbarschaftsabbildung 
der Reaktion sich das in der Position (i,j) gelegene Neuron befindet. 
Per Definition  /SCH 96/ ist die Gebietsspur <g>S(t) = { (g,t)∈B   t∈<t>⊆T , g∈G } eine
Trajektorie längs jener Beobachtungspunkte (g,t)∈B im  Beobachtungsgebiet B, für die zum
Zeitpunkt  t eine Gebietsnachbarschaft  besteht;  eine zellulare  Raumordnungsvorschrift n 
überführt die Gebietsspur in eine  Raumspur   /SCH 96/.  Im Simulationsmodell ist jede Position  
eines präsynaptischen Neurons von geschlossenen Raumspuren umgeben. Die Raumpunkte längs
einer jeden Raumspur begründen ihre Nachbarschaft durch Zugehörigkeit zur Randkurve ein und
desselben  konzentrischen Quadrates.  Mehrere konzentrische Quadrate umgeben ein
präsynaptisches Neuron, bzw. ein präsynaptisches Neuron steht im Mittelpunkt mehrerer
konzentrischer Quadrate. 
Längs jeder Raumspur  ändert sich die Dichte der Transmittermoleküle.  Im Simulationsmodell ist
die Übergangswahrscheinlichkeit vom prä- zum postsynaptischen Neuron umso größer, je weniger
Transmittermoleküle sich auf der postsynaptischen Membran befinden. Die so ermittelte
Übergangswahrscheinlichkeit ist umso korrekter, je größer der berücksichtigte Einzugsbereich der
Dichteverteilung ist. Plausibel ist aber auch, daß die Ortslage im Einzugsbereich mit wachsender
Distanz vom präsynaptischen Neuron an Signifikanz verliert.  Zur Berücksichtigung dessen ist im
Simulationsmodell jede Raumspur gewichtet mit einem Faktor zwischen 0 und 1. Damit wird die
lokale Dichte von Transmittermolekülen auf den Membranoberflächen in Bezug auf das
präsynaptische Neuron bewertet.
ewew
EW    
(i-1,j)    (i,j)    
(i,j-1)    
(i,j+1)    
(i+1,j)    
(i,j)    
(i+1,j)    (i-1,j)    
=2       
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Bild 6 /1 Umgebung eines präsynaptischen Neurons  ⊗ mit Raumspuren, ausgebildet als 
Randkurven längs konzentrischer Quadrate unterschiedlichen Ausmaßes. Mehrere 
konzentrische Quadrate umgeben ein präsynaptisches Neuron, bzw. ein präsynaptisches 
Neuron steht im Mittelpunkt mehrerer konzentrischer Quadrate. Jede Raumspur ist durch 
einen Gewichtsfaktor 0...1 parametrisiert. 
Das Simulationsmodell zur Nachbildung der Erregungsausbreitung  (Bild 3/1) stellt den
prinzipiellen Ablauf dar. Unberücksichtigt bleibt in diesem Modell die in natürlichen
Neuronenpopulationen vorhandene Vielfalt von Transmittermolekülen. Unberücksichtigt bleibt auch
die Refraktärphase. Hier wird vereinfachend angenommen, daß der Depolarisationsabstand eines
Neurons, bedingt durch den sequentiellen recall-Modus bei hinreichend großer Anzahl von
Neuronen, größer ist als die Dauer einer Refraktärphase.  
   
Zum Zeitpunkt t=t0  werden die Ressourcen des Simulationsmodells (Bild 3) durch folgende
Vorgaben initialisiert:
Erregungssequenz   über alle Eingabewarteschlangen 
•
X
[t0]
(Diese Vorgabe repräsentiert die Belegungsdichte mit Transmittermolekülen auf den 
Membranoberflächen),
Verteilung der Leitwerte lw   zwischen allen Neuronen in ihrem Einzugsbereich,
[t0]
Verteilung der Schwellwerte   sw   über alle Neuronen,
[t0]
 Füllstände aw  über alle Ausgabewarteschlangen
[t0]
(Diese Vorgabe repräsentiert die Menge der Transmittermoleküle in das Vesikel eines N urons).
Raumspur     
Raumspur     
u.s.w.
⊗        
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1.3  Dynamik des Simulationssystems            
Die Dynamik des Systems bestimmen die folgenden und für alle Neuronen identischen Parameter:
permanente Dekrementierung ew_dec  der Eingabewarteschlange
(Abdrift angelagerter Transmittermoleküle von der Zellmembran in den extrazellulären Raum),
Inkrementierung  aw_inc  der Ausgabewarteschlange
(permanenter Zuwachs von Transmittermolekülen in den präsynaptischen Vesikeln),
Dekrementierung  aw_dec  der Ausgabewarteschlange
(ausgeschüttete Menge von Transmittermolekülen in den synaptischen Spalt),
Dekrementierungs-  sw_dec   und Inkrementierungsparameter  sw_inc   des Schwellwertes 
eines Neurons, identisch für alle Neuronen,
Dekrementierungs-  lw_dec   und Inkrementierungsparameter  lw_inc   des Leitwertes eines 
Neurons, identisch für alle Neuronen.
Die Bewertung des Modells nach erfolgter Simulation über T Zeitpunkte hinweg wird durch folgende
(finale) Parameter vorgenommen:  
: Erregungssequenz  [T] über alle Eingabewarteschlangen 
•
X
: Verteilung der Leit-   lw [T]  und  Schwellwerte   sw [T] 
Optional  lassen sich mit diesen Parametern Aussagen treffen über Korrespondenzen im
Beobachtungsraum nach erfolgter Simulation über alle Zeitschritte hinweg. Di  Auswertung der
Simulationsläufe wird außerdem unterstützt durch die Visualisierung der Depolarisationsabstände
der einzelnen Neuronen.  Die Abstände werden durch  eine entsprechende Grauwertverteilung über
alle Raumpunkte des  diskreten zellularen Raums  =2   repräsentiert.
Zum Zeitpunkt t besitze das Neuron auf der  im Simulationsmodell (Bild 3/1) ausgezeichneten
Position eine überschwellige Anzahl von Transmittermolekülen, es depolarisiert und dekrementiert
daraufhin seinen Schwellwert. Infolge Depolarisation wird eine mit aw_dec parametrisierte Menge
von Transmittermolekülen in den synaptischen Spalt geschüttet  und erreicht als gerichteter
Transmitterstrom mit einer Mächtigkeit von aw_dec×lw[t]  ein orthogonal und unmittelbar
benachbartes, jedoch stochastisch dezidiertes Empfängerneuron (postsynaptisches Neuron).  Der
verbleibende Anteil aw_dec(1-lw[t]) von Transmittermolekülen wird gleichmäßig auf die Membranen
aller im zellularen Raum =2   positionierten Neuronen proportional dem Teiler  1/M   
( mit  M=card G  bzw. M=card=2 ) abgelagert. Der Leitwert in dezidierter Richtung wird
inkrementiert, alle anderen Leitwerte werden dekrementiert. In logischer Abfolge ereignet sich dieser
Prozeß wie nachfolgend dargestellt:    
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m:=1; n:=0; 
run:
2 : gm → (i,j); 
t:=tn;
ew(i,j)[t↑1]:= ew(i,j)[t] -ew_dec ; 
case of  ew(i,j)[t↑1] ≤ 0  then ew(i,j)[t↑1] :=0; 
 aw(i,j)[t↑1]:= aw(i,j)[t]+aw_inc ; 
case of  aw(i,j)[t↑1] > aw_Max  then aw(i,j)[t↑1]:=aw(i,j)[t]; 
case  of  sw(i,j)[t]≤ew(i,j)[t]   then
begin 
;sw(i, j)[t↑1] := 1 −
1−sw(i,j)[t]
1−sw(i,j) [t][1−exp(−sw_dec)]
case of (i,j)∈{λ((i',j'),t↑1;t), λ((i*,,j*) (i',,j'),t↑1;t)} ⊆  =2   then ≠
 
begin
           (i,j)  A((i',j'),(i,j); t)  
(i',j') : ←−−−−−−−−−−−−−−−−−−−−−−−↵
   lw((i , j ), (i, j))[t↑1] := lw((i ,j ),(i,j)) [t]lw((i ,j ),(i,j)) [t][1−lw((i ,j ),(i,j)) [t]]exp (−lw_inc)
ew(i,j)[t↑1]:=ew(i,j)[t]+lw((i',j'),(i,j)) [t]⋅ aw_dec 
(i,j)
(i*,j*) : ←−−−−−−−−−−−−−−−−−−−−−−−↵
lw((i∗, j∗), (i, j)) [t↑1] := lw((i∗, j∗), (i, j))[t] exp (−lw_dec)
end;
ew(µ,ν)[t↑1 :=ew(µ,ν)[t]+(1-lw((µ,ν),(i,j)) [t])⋅       N = card  =2  und  ∀ (µ,ν)∈=2 aw_decN
end;   
case  of  sw(i,j)[t] > ew(i,j)[t] tew(i,j)    then
begin 
;sw [t↑1] := 1 − (1 − sw [t])exp(−sw_inc)
case of (i,j)∈λ((i',,j'),t↑1;t)⊆  =2   then   
(i,j) A((i',j'),(i,j); t)  
(i',j') : ←−−−−−−−−−−−−−−−−−−−−−−−↵
ew(i',j')[t↑1] := ew(i',j')[t↑1]+ w((i',j'),(i,j)) [t↑1] ⋅ aw_dec 
end;
m:=m+1; 
case of  m > card G   then   begin m:=1; n:=n+1 end;
  case of n < card T then  goto run;  
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2. Ausgewählte Simulationsläufe 
Die dargestellten Simulationsergebnisse veranschauli en, daß  die  Erregungsausbreitung sowohl
durch progressive als auch durch degressive Schwell- und Leitwertentwicklung  beeinflußt werden
kann. Eine technische Anwendung könnte z.B. die Simulation der Ausbreitung von Schadstoffen in
diffusionsfähigen Medien sein oder auch die Objektvereinzelung in der Bildverarbeitung  /PSA 95/ .
2.1 Simulation eines Fließgleichgewichts                      
Das Simulationsmodell ist geeignet,  die Erregungsausbreitung unter technisch relevanten
Gesichtspunkten nachzubilden. Zum besseren Verständnis für das Zustandekommen eines
dynamischen Gleichgewichts während des Prozeßverlaufes seien noch einmal folgende Teilprozesse
in einer Neuronenpopulation und deren Nachbildung durch das Simulationsmodell  hervorgehoben:
Ansammlung von Transmittermolekülen auf der Membranoberfläche eines Neurons   
durch Inkrementierung einer Eingabewarteschlange,
permanent stattfindende Abdrift der Transmittermoleküle von der Membranoberfläche in den 
extrazellulären Raum 
durch permanent stattfindende Dekrementierung aller Eingabewarteschlangen um einen  
konstanten Betrag ew_dec,
Depolarisation eines Neurons und Ausschüttung von Transmittermolekülen in den 
synaptischen Spalt
durch Dekrementierung der Ausgabewarteschlange um den Betrag  aw_dec für 
den  Fall einer überschwelligen Eingabewarteschlange,
Anlagerung der präsynaptisch ausgeschütteten Transmittermoleküle auf den Membranen 
dezidierter postsynaptischer Neuronen
durch Inkrementierung  einer (einzigen) dezidierten Eingabewarteschlange um den bei 
aktueller Zeitlage t charakteristischen Betrag    lw[t]⋅aw_dec,
Abdrift präsynaptisch ausgeschütteter Transmittermoleküle in den extrazellulären Raum 
und Anlagerung auf den Membranen aller postsynaptischen Neuronen
durch  Inkrementierung aller Eingabewarteschlangen um einen gleichverteilten An il  aus dem
Betrag (1-lw[t])⋅aw_dec . 
Transmittermoleküle sind die Verursacher einer Depolarisation. Je mehr Transmittermoleküle auf der
Membranoberfläche eines Neurons angelagert sind, desto größer ist die potentielle
Depolarisationsbereitschaft des Neurons - und umgekehrt. Der Zustrom von Transmittermolekülen
auf postsynaptischen Membranen hat zwei Herkünfte:
1. Herkunft infolge Anlagerung  eines gerichteten Stromes von 
Transmittermolekülen,
2. Herkunft infolge anteiliger(!)  Anlagerung  eines ungerichteten Stromes von 
Transmittermolekülen. 
Durch permanent stattfindende Abdrift n den extrazellulären Raum erfolgt eine Reduktion der auf
der Membranoberfläche angelagerten Transmittermoleküle.
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Der Ausbreitungsprozeß von Transmittermolekülen ist adaptiv.  Bedingt durch die innere Dynamik
dieses Prozesses, paßt sich  die synaptische Verbindungsstärke zwischen den Neuronen der
Flußdichte der Transmittermoleküle an,  gleichermaßen paßt sich aber auch die Flußdichte der
Transmittermoleküle der synaptischen Verbindungsstärke zwischen den Neuronen an. Es ist zu
erwarten, daß beide Prozesse in einem Fließgleichgewicht1  zueinander zu stehen kommen. Die
Aufgabe besteht darin, ein solches Gleichgewicht im Simulationsmodell nachzubilden. Dafür werden
folgende Teilprozesse genutzt:
permanente Dekrementierung aller Eingabewarteschlangen um den konstanten Betrag 
ew_dec,
ereignisabhängige Dekrementierung  und permanente Inkrementierung der 
Ausgabewarteschlangen   aw_dec  bzw.   aw_inc,
Dynamisierung der Leitwerte durch die Parameter  lw_dec  und   lw_inc,
Dynamisierung der Schwellwerte durch die Parameter  sw_dec und  sw_inc.
Die Depolarisation eines Neurons wird im Simulationsmodell als Pro perierung eines Raumpunktes,
kurz  Prosperierung, bezeichnet. Eine Prosperierung findet statt, wenn die Eingabewarteschlange
einen überschwelligen Füllstand erreicht, infolgedessen sich die Ausgabewarteschlang um den
Betrag aw_dec dekrementiert, bezeichnet als virtuelle Emission.  Infolge einer solchen Emission
werden nachgeordnete Eingabewarteschlangen inkrementiert, bezeichnet als Subventionierung.  Die
Subventionierung  erfolgt in zwei  Schüben: 
 
Ein lokaler Anteil   lw[t] aw_dec  inkrementiert eine stochastisch nachgeordnete 
Eingabewarteschlange,  wobei  lw[t] der  zum Zeitpunkt t aktuelle Leitwert  von der 
Ausgabe- zur Eingabewarteschlange ist   (lokale Subventionierung).
Ein globaler Anteil      mit  N = card  =2 , der Anzahl vorhandener (1 − lw [t])aw_decN
Neuronen im Modell,  inkrementiert  alle Eingabewarteschlangen (globale 
Subventionierung).
Die auf der  Membranoberfläche angelagerten Transmittermoleküle haben dort nur eine begrenzte
Verweildauer und driften danach in den extrazellulären Raum ab. Im Simulationsmodell wird diese
Abdrift in den extrazellulären Raum  durch eine  permanent stattfindende Dekrementierung  aller
Eingabewarteschlangen um einen Betrag ew_dec nachgebildet. 
Die lokalen Leit- und Schwellwerte sind  keine konstanten Größen, sie entwickeln sich
ereignisabhängig.  Je häufiger ein und dieselbe lokale Subventionierung stattfindet, desto größer ist
der zugehörige Leitwert lw; je häufiger eine virtuelle Emission stattfindet, desto geringer  ist der
zugehörige Schwellwert sw. 
Die Intensität, mit der eine lokale Subventionierung  stattfindet, entwickelt sich direkt proportional
zum Leitwert lw, die Intensität, mit der eine laterale Subventionierung  stattfindet, hingegen
proportional zum Komplement   (l-lw)  des Leitwertes.  Wie bereits festgestellt, bedingen sich die
beiden Eigenschaften  Flußdichte von Transmittermolekülen u d  synaptische Verbindungsstärke
wechselseitig. Ein Fließgewicht hat sich eingestellt,  wenn beide Eigenschaften miteinander
1
Durch Fließgleichgewichte sind besonders biologische Systeme gekennzeichnet. Auf molekularer Ebene stellen sich
biochemische Fließgleichgewichte ein. Diese wiederum werden durch zellulare Fließgleichgewichte  gesteuert, die sich durch
Transportvorgänge an den Zellmembranen ausbilden (n. BROCKHAUS  Enzyklopädie).
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harmonisieren. Harmonisierung soll heißen: Keine der beiden Eigenschaften  ist Änderungsursache
für die jeweils andere Eigenschaft.  Auch das  Simulationsmodell  vollzieht die wechselseitige
Bedingtheit nach.  Der Füllstand jeder Eingabewarteschlange resultiert aus der Inkrementierung  
durch lokale und laterale  Subventionierung. Es wird vorausgesetzt, daß zum Erreichen eines
überschwelligen Füllstandes beide Arten der  Subventionierung vonnöten sind, aber auch, daß eine
permanente Dekrementierung um den Betrag ew_dec stattfindet. 
Ein relativ hoher Leitwert  lw 
entspricht einer relativ hohen synaptischen Verbindungsstärke, 
bedingt einen relativ hohen Anteil an lokaler Subventionierung 
und einen dementsprechend relativ niedrigen Anteil aus globaler Subventionierung, 
was einer relativ niedrigen Flußdichte der Transmittermoleküle  ntspricht.  
Da beide Arten der  Subventionierung stattfinden, wird sich mit dem Rückgang der lobalen
Subventionierung  auch  die Inkrementierungsgeschwindigkeit der Eingabewarteschlangen
zwangsläufig verlangsamen. Das aber hat zur Folge, daß sich die Zeitabstände zwischen den  
Prosperierungen vergrößern - und das wiederum hat zur Folge, daß der  lokale Leitwert  l   
abnimmt, was seinerseits ein Anwachsen des globalen Leitwertes (1-lw) nach sich zieht,
gleichzusetzen mit einer  Zunahme der Flußdichte von Transmittermolekülen.  Mehr und mehr wird
die Inkrementierung der Eingabewarteschlangen durch globale Subventionierung gestützt. Fortan
werden nicht nur größere Beträge inkrementiert,  sondern  die Inkrementierung wird auch in immer
kürzeren Abständen stattfinden.  Demgemäß wird sich auch die Dichte der Prosperisierungen
vergrößern, und das wiederum erhöht den lokalen Leitwert  lw .  Damit schließt sich eine
Prozeßperiode und beginnt  von neuem. (Bild 1/2)  illustriert die periodische Entwicklung der
lateralen Subventionierung.  
    
Bild 1 /2 Periodische Entwicklung der lateralen Subventionierung
ew ( 
%
2 ) kennzeichnet symbolisch die Berücksichtigung der Füllstände aller 
Eingabewarteschlangen im Beobachtungsraum, dementsprechend  sw ( 
%
2 )
die Berücksichtigung aller  Schwellwerte.    
lw
[1-lw]
[1-lw]
lw   [ ew (     ) - sw (     ) ]
[ ew (     ) - sw (     ) ]
Abnahme der lateralen Subvention ierung
Zunahme der lateralen Subvention ierung
   Prosperisierungsdichte
   Prosperisierungsdichte
%
%
%
%
2      
2      
2      
2      
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In beschriebener Weise bestimmen die Emissionsabstände eines jeden Raumpunktes auch den
Einzugsbereich der Emission.  Bedingt durch lokale und laterale Subventionierung  beeinflussen
sich die Einzugsbereiche sowohl in ihrem Ausmaß  als auch in ihrer Änderungsgeschwindigkeit
wechselseitig.   Ein Fließgewicht  hat sich zwischen solchen Raumpunkten eingestellt, von denen in  
Abständen eine virtuelle Emission ausgeht, in deren Einzugsbereich solche und nur  solche
Raumpunkte liegen, die mittels lokaler und lateraler Subventionierung  einen relevanten und
notwendigen Beitrag zur Aufrechterhaltung der Emissionsabstände aller eingeschlossenen
Raumpunkte leisten.
Die eingeschlossenen Raumpunkte bilden eine aktive Domäne.  Eine aktive Domäne enthält nur
solche Raumpunkte, die infolge wechselseitiger Abhängigkeiten prosperieren.  Eine dazu
komplementäre Domäne, bezeichnet als passive Domäne, enthält ausschließlich nur
nicht-prosperierende Raumpunkte; sie stehen weder in wechselseitiger Abhängigkeit zueinander
noch in wechselseitiger Abhängigkeit mit den Raumpunkten in der aktiven Domäne. 
(Bild 2/2) zeigt das Ergebnis eines Simulationslaufes zur Herausbildung einer aktiv n Domäne.  Der
Simulationslauf  erfolgt in einem diskreten  zellularen Beobachtungsraum 
%
2 , bestehend aus 20×20
Raumpunkten, und beginnt  zum  Zeitpunkt t=t0  (Anfangszeitpunkt).  
Zum Anfangszeitpunkt gilt für alle Raumpunkte:
Füllstand der Eingabewarteschlange:ew [t0] = 10
Füllstand der Ausgabewarteschlange: aw [t0] = 0
Schwellwert: sw [t0] = 9
und zwischen allen Raumpunkten:  lw [t0] = 0 (0,7; 1,0)
Diese Beziehungen ändern sich zur Laufzeit entsprechend der vorgegebenen 
Dynamikparameter: Leitwertdynamik: lw_dec=10,0 lw_inc=0,0
Schwellwertdynamik sw_dec=0,1 sw_inc=5,0
und Statikparameter: Eingabewarteschlange ew_dec=0,0 ... 0,25
Ausgabewarteschlange aw_dec=1,0 aw_inc=1,0
Damit sind die drei Simulationsläufe variabel in ew_dec=0,0 ... 0,25  und parametrisiert durch die
Anfangsverteilungen der Leitwerte   .lw [t0] = 0,0; (0,7; 1,0)
 
Zu Beginn eines jeden der drei Versuchsläufe  prosperieren alle Raumpunkte.  Die Stützstellen im
Kreisdiagramm sagen aus, über wieviele Raumpunkte eine aktive Domäne bei vorgegebener
Leitwertverteilung  und Dekrementierung  aller Eingabewarteschlangen zu Beginn des
Versuchslaufes nach Erreichen des Fließgleichgewichts  verfügt. Offensichtlich  umfaßt für relativ
geringe Dekrementierungen ew_dec  der Eingabewarteschlangen die aktive Domäne auch noch mit
Erreichen des Fließgleichgewichts alle 20×20 Raumpunkte. Erst bei Einstellung größerer
Dekrementierungen ew_dec fallen die aktiven Domänen bei Erreichung des Fließgleichgewichts
kleiner aus. Diese Reduktion erfolgt umso drastischer, je kleiner die lokalen Leitwerte zu Beginn des
Versuchsdurchlaufes sind.  (Bild 3/2) zeigt das nichtlineare Wachstum aktiver Domänen  bei
linearem Wachstum der Anfangsleitwerte  lw [t0] .   
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Anfangszustand: ew[t0] = 10 ;   aw[t0] = 0 ;    sw[t0] = 9  (  Feldgröße: 20 x 20  )
 
    [ 0 ;           0,7 ;             1,0 ]  = lw [t0]  
   Ausgabe- -∆ := aw_dec = 1,0    Leitwert -∆ := lw_dec = 10,0
   warteschlange +∆ := aw_inc = 1,0 +∆ := lw_inc = 0,0
   Eingabe- -∆ := ew_dec = variabel Schwell-   -∆ := sw_dec = 0,1
   warteschlange    wert +∆ := sw_inc = 5,0
Bild 2 /2 Herausbildung aktiver Domänen aus prosperisierenden Raumpunkten bei 
unterschiedlicher Leitwertverteilung zum Zeitpunkt to   
Anzahl der Raumpunkte in der  
ew_dec
Anfangs-  und
Dynamikparameter
aktiven Domäne
0
0,01
0,02
0,03
0,04
0,05
0,06
0,07
0,08
0,09
0,1
0,11
0,120,13
0,14
0,15
0,16
0,17
0,18
0,19
0,2
0,21
0,22
0,23
0,24
0,25
0
50
100
150
200
250
300
350
400
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Anzahl Anfangsleitwerte  lw [t0] = 0,0 ... 0,15
prosperierender
Raumpunkte = 0,66 ...
/ Mächtigkeit
aktiver Domänen
... 0,79
= 0,16 ... 0,6  &  0,8 ... 1,0
  
         diskrete Zeitskala T
  Bild 3 /2 Gruppierung  aktiver Domänen  über die  Skala lw [t0] = 0...1  von Anfangsleitwerten 
Parameter: ew[t0]=9,0;  aw[t0]=0,0;  sw [t0]=9,0;  
lw_dec =10,0; lw_inc =0,0;  sw_dec =0,1; sw_inc =5,0;
ew_dec =0,2;  aw_dec =1,0;  aw_inc =1,0;  
Simulationsergebnis: Bei gegebenem Parametersatz  prosperieren die Raumpunkte,  
ein Fließgleichgewicht stellt sich ein.
2.2 Herausbildung vollständiger  Raumverwandtschaften
Vollständige Raumkorrespondenzen entwickeln sich in einem zellularen Beobachtungsraum entlang
von Zeitspuren über alle Zeitebenen hinweg.  Sie dienen der Feststellung darüber, welche zum
Zeitpunkt t0 im zellularen Beobachtungsraum 
%
2 existierenden Erregungen welche Reaktionen zum
Zeitpunkt   tn=T | n=(card T )-1 verursachen.
Eine vollständige Raumkorrespondenz  π((I,J),(i,j))  mit (I,J),(i,j)∈
=
2 
beschreibt die Erreichbarkeit des Raumpunktes (I,J)  ab dem Raumpunkt (i,j) und
hängt ab von den  t-potentiell gerichteten Raumkorrespondenzen
A ((x,y),(x',y');t) entlang der Zeitspur  
<T>62 (i,j)⊆
%
2  
mit (x,y), (x',y')∈
=
2 , t∈T  und  ((x,y),t), ((x',y'),t')∈
<T>
6
2 (i,j) . 
Gemäß den Ausführungen in /SCH 96/ resultiert die Reaktion  formal  aus dem Produkt von (zu
ermittelnder) Erreichbarkeit und (gegebener) Erregung.  Bezogen auf die genannten Raumpunkte
(I,J) und (i,j) heißt das:  . Nachfolgend sei die Herausbildung
•
Y (I,J)[T] = π((I,J), (i, j))⋅
•
X (i, j)[t0]
vollständiger Raumkorrespondenzen beispielhaft am diskreten zellularen Beobachtungsraum 
%
2  
erläutert (Bild 4/2). Darin gibt es folgende  
400
350
300
250
200
150
100
  50
   0
1                           1 0                             20                              30                              40
t                              t                                  t                                    t                                   t
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charakteristische  Beobachtungspunkte:
Ursprungspunkt  ((i,j),t0  ) : Startpunkt   der Zeitspur   <T>62 (i,j)⊆
%
2  zum Zeitpunkt t0 
rückkehrfreier Emitter/      : keine unmittelbare Rückkopplung eines Raumpunktes auf sich 
/Kollektor-Punkt ((x,y),t)  selbst,  d.h. (x,y) ∉ λ((x,y),t';t)    ∀ t,t'∈T 
Reflektorpunkte ((x*,y*),t') : keine unmittelbare Reflexion des Raumpunktes (x*,y*) auf 
seinen Vorgänger (x,y), d.h. 
        (x,y) ∈ λ( (x*,y*), t↑1; t)           
und (x*,y*)  ∈ λ( (x,y), t↑2; t↑1)    ∀ t,t↑1,t↑2∈T   
Absorptionspunkte ((I,J),t) : Raumpunkte, auf denen die Zeitspur  
<T>62 (i,j)⊆
%
2   endet,  
d.h.  λ((I,J), t';t) = (I,J)   ∀ t∈T .
Bild 4 /2 Erreichbarkeit des Raumpunktes (I,J)  ab dem Raumpunkt (i,j),  gleichbedeutend mit der 
vollständigen Raumkorrespondenz p((I,J),(i,j))  entlang der Zeitspur <T> 62(i,j)  im %2
.    
.    
.    
.    
(i',j')
A((i',j'),(i,j);t  )=
1       
((i',j'),(i,j))π      
[t    1] 
                          
     
 ((i,j),t  );t  )=0(i,j)   λ     ∈   Z    01   
2     
((i'',j''),(i',j'))π      
   [t    ] 
2            
  1      
(I,J)   
 ((I,J),t');t)=(I,J)(I,J)   λ ∈     Z    
  2     
((I,J),(i,j))π        
π        
vollständige Raumkorrespondenz
(I,J),(I,J)         =1
[t   1]
((i',j'),(i,j))π      
[t    2] 
1  
Ursprung
Zeitspur S
<T>
(i,j)
1     
Emitter
Kollektor
                               Absorptionspunkt
Zeitpun kt  t 
Zeitpun kt  t 
1   
2   
Zeitpunkt  t 
Zeitpunkt  t' 
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Ursprungspunkte sind ohne Herkunft. Damit sie Startpunkt einer Zeitspur sein können, müssen sie
zur Klasse der  rückkehrfreien Emitter/Kollektor-Punkte gehören oder zur Klasse der
Reflektorpunkte. 
Die (Bilder 5/2) zeigen, welchen Einfluß die t-potentiellen Raumkorrespondenzen auf die  
Herausbildung vollständiger Raumkorrespondenzen  nehmen.  Es wurden zeitinvariante t-potentielle
Raumkorrespondenzen angenommen. Demnach sind die Eigenschaften der Beobachtungspunkte
lediglich durch ihre Ortslage, nicht aber durch ihre Zeitlage charakterisiert.  Damit gilt für  
t-potentielle Raumkorrespondenzen:  
A((x',y'),(x,y);t)=A((x',y'),(x,y);t')=A((x',y'),(x,y))  ∀ (x',y'),(x,y)∈
%
2  und  t∈T . 
Demzufolge vereinfacht sich der diskrete zellulare Beobachtungsraum  
%
2 zum diskreten zellularen
Raum 
=2 , der Verlauf der Zeitspur   
<T>62 (i,j)⊆
%
2 wird vollständig in den diskreten zellularen
Raum  
=
2  projiziert. Nachfolgend wird der Begriff  Zeitspur durch den Begriff  Spur ersetzt.  
Der im (Bild 5/2) dargestellte diskrete (!) zellulare Raum 
=
2 ist orthogonal strukturiert. Zwei
Ursprungspunkte  sind  umgeben von randbildenden Reflektorpunkten, die, zusammen mit den
Ursprungspunkten, alle vorhandenen Emitter/Kollektor-Punkte einschließen. Im ungestörten Fall (a)
besteht dieser Einschluß nur aus  Emitter/Kollektor-Punkten,  hingegen im gestörten Fall  (b)
zuzüglich aus Reflektorpunkten.
  
Es gilt Emitter/Kollektor-Punkte: A((x',y'),(x,y))=0.25 ,
Reflektorpunkte A((x*,y*),(x,y))=1.0 ,
Absorptionspunkte A((I,J),(I,J))=1.0  [s. dazu auch (Bild 4/2)].
Zu ermitteln ist, welche Reaktion eine Erregung  im Raumpunkt (I,J) auf den  Raumpunkt (i,j)
ausübt.  Zu diesem Zweck wird  sowohl in allen  Emitter/Kollektor-  als auch in allen
Reflektorpunkten  eine Aufeinanderfolge von Spuren  gestartet,  und es wird  festgestellt, welche
Erreichbarkeiten die Absorptionspunkte für diese Spurfolgen haben. Die Erreichbarkeit des
Raumpunktes (I,J) durch den Raumpunkt (i,j) entspricht der vollständigen Raumkorrespondenz  
π((I,J),(i,j)).  Der Begriff "Erreichbarkeit" impliziert die Vorstellung vom Vorhandensein
konkurrenter Prozesse. Tatsächlich mögen noch weitere Absorptionspunkte  existieren,  die in ihrer
Erreichbarkeit untereinander konkurrieren. Im gezeigten Beispiel (Bild 11a) konkurrieren zwei
Absorptionspunkte miteinander um Erreichbarkeit.  Um deren  Reaktion auf den Raumpunkt (i,j) bei
Erregungsausbreitung zu vereinzeln, wurde lediglich der "obere" Absorptionspunkt (I,J)  erregt mit
dem Wert .
•
x (I,J) = 1
(Bild 5a/2)  zeigt die Reaktion in den  Raumpunkten  bei ungestörter, d.h. bei reflexionsfreier
Ausbreitung der Erregung im diskreten zellularen Raum 
=
2, hingegen  (Bild 5b/2) die Ausbreitung
der Erregung beim Vorhandensein von Reflexionen im 
  =
2. Deutlich ist zu erkennen, daß
Reflexionen die Ausbreitung von Erregungen signifikant beeinflussen.  Vor der "Reflexionswand"
kommt es zu einem Reaktionsstau, hingegen hinter der "Reflexionswand"  zu einer
Reaktionsverarmung. Offensichtlich läßt sich mit gezielten Reflexionen die Erregungsausbreitung
stauen und dämpfen. 
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Fall (a) keine lokalen Störungen Fall (b) lokale Störungen innerhalb des  
innerhalb des zellularen zellularen Beobachtungsraumes 
Beobachtungsraumes in Form von Reflektorpunkten
Bild 5 /2 Beeinflussung der Erregungsausbreitung in einem zellularen 
Beobachtungsraum  
%
2 durch lokale Blockaden in Form von Reflektorpunkten. 
Die beiden gegenüberliegenden Ursprungspunkte sind mit der normierten 
Erregung 1 und 0  belegt.  Zwischen beiden Punkten findet die 
Erregungsausbreitung statt (s. Text).
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2.3 Dämpfung der Erregungsausbreitung
Vorstehend wurde untersucht, welche Raumkorrespondenzen sich im neuronalen System bei
gegebener innerer Dynamik herausbilden.  Die Untersuchungsmethode bestand darin, das Netz
punktförmig zu erregen und zu beobachten, welche eingeschwungene Reaktion das Netz final zeigt
bzw. welche Erregungsverteilung sich im eingeschwungenen Zustand einstellt. Dieser Zustand wird
durch die innere Dynamik des Netzes geprägt bzw. wird von der Durchlässigkeit des Netzes
bestimmt. Mittelbar kann daraus über bestehende Raumkorrespondenzen geschlußfolgert werden.
Nachfolgend soll untersucht werden,  wie sich die  Erregungsverteilung bei gegebener  innerer
Dynamik des Systems längs der Zeitachse  entwickelt.  Von besonderem   Interesse ist dabei die
Frage nach der Durchdringung von Erregungsausbreitungen.  
Die Erregungsverteilung erfolgt auf der Basis von Transmittermolekülen. Di  Erzeugung von
Transmittermolekülen ist ein sich selbst verursachender Prozeß!  In kausaler
Aufeinanderfolge werden Transmittermoleküle emittiert und absorbiert. Diese Ereignisse
werden entlang einer Zeitspur  durch den Beobachtungsraum protokolliert. Deren Ursprung
liegt in jenem Beobachtungspunkt, in welchem ein Transmittermolekül  Wirkungsauslöser
war. Entlang der Zeitspur wird es Beobachtungspunkte geben,  in denen weniger
Transmittermoleküle absorbiert als emittiert werden und umgekehrt. Die jeweilige Relation
zwischen absorbierten und  emittierten Transmittermolekülen ist Ausdruck für die
ereignisabhängige Depolarisationsbereitschaft der Neuronen. Aufgrund bestehender
Ereignisabhängigkeiten ist die Erregungsausbreitung  nicht als "passive Aufteilung" einer
gegebenen Menge von Transmittermolekülen auf der Basis eines bestehenden
Konzentrationsgefälles zu verstehen, sondern vielmehr als aktiver Prozeß.  Er wird getragen
von den daran beteiligten Neuronen. Deren ereignisabhängige Depolarisationsbereitschaft
nimmt aktiv Einfluß auf die Intensität und Lokalität der Erregungsausbreitung.
All das hat eine durchaus praktische Bedeutung /ECK 90/. Auf dieser Vorstellung basieren
zum Beispiel folgende Prognosemodelle:
Prognose der Ausbreitung von Infektionskrankheiten, 
Prognose der Ausbreitung  von Schadstoffen in diffusionsfähigen Medien.  
Man betrachte den zellularen Raum 
=
2 als "Diffusionsgefäß", in welchem sich, beobachtet
in allen Zeitpunkten t∈T, ein Diffusionsprozeß ereignet.  Dieser Diffusionsprozeß ist nicht
als Masseausgleichsprozeß zu verstehen, sondern als Fortschreibung einer Aufeinanderfolge
von Ursache und Wirkung. Zum Zeipunkt  t0  wird in einen ausgewählten Raumpunkt eine
Ursache injiziert, die zum nachfolgenden Zeitpunkt in benachbarten Raumpunkten ine
Wirkung verursacht. Die in den betroffenen Raumpunkten verursachten Wirkungen  werden
wiederum zu Ursachen, die nachfolgend auf benachbarte Raumpunkte einwirken usw. usf.  
Im Verlaufe des Ausbreitungsprozesses wirken mehrfach auf ein nd denselben Raumpunkt
Ursachen  ein, demzufolge gehen von diesem Raumpunkt auch mehrfach Wirkungen a s.
Plausibel erscheint:  
Je häufiger auf ein und denselben Raumpunkt Ursachen einwirken, desto mehr
Resistenz verliert dieser Raumpunkt gegenüber den einwirkenden Ursachen; je
größer aber der Resistenzverlust ist, desto intensiver gestaltet sich die
Wirkungsnahme  - und je  intensiver sich die Wirkungsnahme gestaltet, desto
intensiver gestaltet sich die nachfolgende Ursachenlegung auf  benachbarten
Raumpunkten.
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Die radikale Isolierung von Raumpunkten sei ausgeschlossen. Vielmehr soll untersucht
werden, ob es möglich ist, durch eine er ignisabhängige Resistenzerhöhung in Verbindung
mit einer ereignisabhängigen Reduktion der Nachbarschaftsbeeinflussung (Reduzierung der
globalen Subventionierung)  die Wirkungsausbreitung von einem Raumpunkt auf
benachbarte Raumpunkte einschränken zu können. (Bild 6/2) vermittelt die Sinnfälligkeit
dieser Vermutung.  Die Untersuchung  erfolgt mit dem beschriebenen Modell zur
Simulation der Erregungsausbreitung, der Simulationsverlauf findet so statt, wie im (Bild
3/1) skizziert. 
Die Simulation erfolgt in einem aus 19x19 Raumpunkten bestehenden Beobachtungsraum
%
2 .  Zum Zeitpunkt  t0  werden alle Schwellwerte identisch auf  den Wert  sw [to]  =70 gesetzt,
die Leitwerte identisch auf   lw [to] =0,8  und die Füllstände der Ausgabewarteschlangen identisch auf  
aw [to] =40. Lediglich die Füllstände der Eingabewarteschlangen sind zum Zeitpunkt   t0  inhomogen  
verteilt. Abweichend vom Wert  ew [to]  =40  für die meisten Füllstände, beträgt an zwei, voneinander
über mehrere Punkte hinweg distanzierten  Positionen im 
%
2 zum Zeitpunkt  t0  der Füllstand
ew=80  und in einem Gebiet unterhalb derer lediglich  ew=1. Im Simulationsmodell wird die
Richtung der virtuellen Emission stochastisch ermittelt. Mit größter Wahrscheinlichkeit erfolgt eine
virtuelle Emission in jene Richtung, in der die Eingabewarteschlangen einen minimalen Füllstand
aufweisen.  Jeder Raumpunkt, von dem eine virtuelle Emission ausgeht, ist von 4 Raumspuren
umgeben, ausgebildet als Randkurven längs konzentrischer Quadrate unterschiedlichen Ausmaßes
(Bild 6/1).  Mit wachsender Entfernung vom emittierenden Raumpunkt si d die Raumspuren mit den
Gewichtsfaktoren 1,0 ;  0,5 ;  0,25  und  0,125   parametrisiert. Über diese Raumspuren hinweg
erstreckt sich der Einzugsbereich zur Berechnung der Übergangswahrscheinlichkeiten von
emittierenden zu absorbierenden Raumpunkten.
Ein und derselbe Zustand vor Versuchsbeginn führt bei unterschiedlicher innerer Dynamik des
Versuchssystems zu unterschiedlichen Ergebnissen.  (Bild 6a/2) zeigt das Versuchsergebnis  beim
Nichtvorhandensein einer inneren Dynamik, (Bild 6b/2) hingegen das Versuchsergebnis  bei
Vorhandensein einer inneren Dynamik. Offensichtlich hängt die Ausbreitung der  zum Zeitpunkt t0  
vorgenommenen Injektionen sehr wesentlich von der inneren Dynamik des Beobachtungsraumes ab.
 
Schlußfolgerung:  Die innere Dynamik des Versuchssystems verursacht Hemmungen
bei der Erregungsausbreitung. 
 
Hemmungen können sein: 
reduzierte lokale Subventionierung  zugunsten erhöhter globaler Subventionierung 
(Infolge reduzierter  lokaler Subventionierung  vergrößern sich die Prosperisierungsabstände, es
kommt zu einem Wachstum der Schwellwerte. Mit wachsendem Schwellwert gewinnt ein
Raumpunkt an "Resistenz" und verliert  damit zunehmend seine Fähigkeit zur Weiterleitung von
Erregungen.  Demzufolge bleibt die globale Subventionierung  fast wirkungslos. Die
Erregungsausbreitung erlischt infolge wachsender Resistenz der Raumpunkte im
"Diffusionsgefäß"!), 
reduzierte globale Subventionierung  zugunsten erhöhter lokaler  Subventionierung
(Mit wachsender Reduzierung der globalen Subventionierung  werden die Einzugsbereiche der von
jedem Raumpunkt ausgehenden Erregungen  mehr und mehr eingeengt.   Die Erregungsausbreitung
erlischt infolge abnehmender  Erreichbarkeit der   Raumpunkte im "Diffusionsgefäß"! ).
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           Eingabewarteschlange  
•
X[ t 205 ]
 
   Ausgabe- -∆ := aw_dec = 15,0    Leitwert -∆ := lw_dec = 0,0
   warteschlange +∆ := aw_inc = 5,0 -∆ := lw_dec = 0,0
   Eingabe- -∆ := ew_dec = 0,0    Schwell- -∆ := sw_dec = 0,0
   warteschlange    wert -∆ := sw_dec = 0,0
    
        
Eingabewarteschlange                                           
•
X[t0]
lw [t0] = 0,8 ;  sw[t0] = 70 ;  aw[t0] = 40 ;
Bild 6a /2   Ungehemmte Ausbreitung  von zwei  Erregungszentren -
Ausbreitungsprozeß ohne innere Dynamik
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   Eingabewarteschlange    
•
X[ t 345 ]
  
   
   Ausgabe- -∆ := aw_dec = 15,0    Leitwert -∆ := lw_dec = 0,05
   warteschlange +∆ := aw_inc = 5,0 +∆ := lw_inc = 5,0
   Eingabe- -∆ := ew_dec =0,0 Schwell-   -∆ := sw_dec = 0,1
   warteschlange    wert +∆ := sw_inc = 0,05
 
        
        
Eingabewarteschlange                                               
•
X [t0]
lw [t0] = 0,8 ;  sw[t0] = 70 ;  aw[t0] = 40 ;
Bild 6b /2 Gehemmte Ausbreitung  von zwei  Erregungszentren infolge eines 
dynamisch verlaufenden Ausbreitungsprozesses
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2.4 Raumverwandtschaften zur Speicherung von Erregungsmustern
Im Simulationsmodell zur Nachbildung der Erregungsausbreitung in einer natürlichen
Neuronenpopulation findet eine ereignisabhängige Entwicklung der Schwell- und Leitwerte statt.
Ereignis sei eine Depolarisation. Die zu Beginn des Simulationslaufes existierende
Depolarisationsdichte hängt von der Anfangsverteilung der Schwell- und Leitwerte sowie den
Füllständen der Eingabewarteschlangen ab. Nachfolgend entwickeln sich Depolarisationsdichte und
Schwell-/Leitwert in wechselseitiger Abhängigkeit voneinander. Es ist zu erwarten, daß über
hinreichend viele Zeitpunkte hinweg  die Verteilung der Leitwerte ein Abbild der Füllstände aller
Eingabewarteschlangen, so wie sie zum Zeitpunkt t0 existierten, repräsentiert - was heißen soll:  
Das in der Zeitebene t0 angelegte Erregungsmuster repräsentiere sich in einer der
•
X [t0]
nachfolgenden Zeitebenen  (t0<) t als korrespondierende Leitwertverteilung  . Damit besäße daslw [t]
Simulationsmodell speichernde Eigenschaften. Zum Nachweis dessen muß es möglich sein, aus einer
zum Zeitpunkt t0 gegebenen Leitwertverteilung  über mehrere Zeitebenen hinweg jeneslw [t0]
Erregungsmuster wieder zu rekonstruieren, das eben diese Verteilung verursacht hat. 
(Bild 7/2) zeigt die Sinnfälligkeit dieser Erwartung am Beispiel eines diskreten zellularen
Beobachtungsraumes 
%
2 , bestehend aus 19x19 Raumpunkten (∈
=
2 ), beginnend in der Zeitebene t0.
In dieser Zeitebene existiert die Verteilung der Füllstände der Eingabewarteschlangen über alle
19x19 Raumpunkte als zwei sich gegenseitig durchdringende und jeweils in sich geschlossene
Reliefs. Die gegebene Dynamik für die Schwell- und Leitwertentwicklung  (Bild 7/2) bewirkt, daß
über 60 Zeitebenen hinweg das kleinere der beiden Reliefs verdrängt und das größere nicht nur
verstärkt, sondern auch restauriert wird. In der Zeitebene t60  endet die Entwicklung mit der
Speicherung der Ergebnisse. Ergebnis ist die s ch mittlerweile eingestellte Leit- und
Schwellwertverteilung. Nachfolgend startet mit dieser Leit- und Schwellwertverteilung ein
Versuchslauf mit gleichverteilten Füllständen aller Eingabewarteschlangen im Bereich von 85 bis 90.
Aufgrund der inhomogenen Verteilung der Leitwerte verläuft die virtuelle Emission der
Ausgabewarteschlangen in a priori bevorzugten Richtungen. Relativ schnell kommt es daher zu einer
Inhomogenisierung der Füllstandsverteilung über alle Eingabewarteschlangen,  verbunden mit einer
Inhomogenisierung der Dichteverteilung prosperisierender Raumpunkte. Nach ca. 15 Zeitschritten
entspricht diese Dichteverteilung der Füllstandsverteilungen aller Eingabewarteschlangen in der
Zeitlage t0 . Dementsprechend gibt es drei verschiedene, ineinander überführbare Informationsträger:
1. Informationsträger: Füllstand aller Eingabewarteschlangen, Zeitlage t0
2. Informationsträger: Leitwerte zwischen  und Schwellwerte 
in allen Raumpunkten Zeitlage t60
3. Informationsträger: Prosperisierungsdichte, Zeitlage t75 .
Auf Basis des 1. und 3. Informationsträgers erfolgt die Informationsdarstellung als eine
Dichteverteilung,  es erfolgt auf Basis des 2. Informationsträgers die Informationsspeicherung. Die
Informationsverarbeitung findet während des Fortschritts von Zeitebene zu Zeitebene statt und wird
gesteuert durch die innere Dynamik des Systems. 
Während der Versuchsläufe hat sich gezeigt, daß die stochastisch gewählte Richtung einer Emission
aus dem Raumpunkt  signifikant nur von den Füllständen der Eingabewarteschlangen in engster⊗
Umgebung von  abhängt. ⊗
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                       Prosperisierungsdichte [ t 75 ]
   Eingabewarteschlangen              (lw [ t  60 ] ;  sw[ t 60 ] ;  aw[ t 53 ] )   
•
X[ t 60 ]
•
X[ t 61 ]
   Ausgabe- -∆ := aw_dec = 1,0    Leitwert -∆ := lw_dec = 0,05
   warteschlange +∆:=aw_inc=5,0 +∆ := lw_inc = 5,0 
   Eingabe- -∆:=ew_dec=0,001    Schwellwert -∆ :=sw_dec = 0,1
   warteschlange    +∆ := sw_inc = 0,05
              Bild 7 /2  Speicherung einer Dichteverteilung der 
Füllstände von Eingabewarteschlangen  im 
2-dimensionalen diskreten zellularen 
Beobachtungsraum 
%
2  und Rekonstruktion 
als Dichteverteilung der 
Prosperisierungsabstände
Eingabewarteschlange                                                         
•
X[t0]
lw [t0] = 0,8 ;  sw[t0] = 70 ;  aw[t0] = 40 ;
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