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ABSTRACT
Intending to solve the decade old problem of solar opacity, we report substantial photoabsorption
uncertainty due to the effect of ion-ion correlations. By performing detailed opacity calculations of
the solar mixture, we find that taking into account the ionic structure changes the Rosseland opacity
near the convection zone by ∼ 10%. We also report a ∼ 15% difference in the Rosseland opacity
for iron, which was recently measured at the Sandia Z facility, where the temperature reached that
prevailing in the convection zone boundary while the density is 2.5 times lower. Finally, we propose a
method to measure opacities at solar temperatures and densities that were never reached in the past
via laboratory radiation flow experiments, by using plastic foams doped with permilles of dominant
photon absorbers in the Sun. The method is advantageous for an experimental study of solar opacities
that may lead to a resolution of the solar problem.
Keywords: dense matter — plasmas — atomic processes —atomic data — opacity — Sun: interior
1. INTRODUCTION
Radiation transport is of decisive importance in the
modeling of a wide variety of high energy density plas-
mas as those encountered in stellar interior as well as
in terrestrial laboratories, such as high power laser and
Z-pinch facilities. The radiative opacity is a key quan-
tity describing the coupling between radiation and mat-
ter which entails a sophisticated interplay of plasma and
atomic physics.
Over the past decade, an outstanding open problem in
solar physics has emerged, as solar photospheric abun-
dances of metallic elements have been significantly re-
vised downward (Asplund et al. (2009)). Standard so-
lar models cannot reproduce helioseismic measurements,
such as the convection zone radius, the surface helium
abundance and the sound speed profile, when using these
revised abundances. This gave rise to the solar compo-
sition problem, motivating a rapid growth of research ef-
forts in the field (Serenelli et al. (2009); Bergemann &
Serenelli (2014); Serenelli (2016); Vinyoles et al. (2016)).
The implications of this problem on astrophysical science
are very large since stellar evolution theory, which is rou-
tinely used to interpret any star or stellar population, is
calibrated on the Sun. Therefore, the knowledge about
stars and galaxies is nowhere better than the current un-
derstanding of the Sun. In addition, the Sun has been
extensively used for setting constraints on the properties
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of dark matter candidates (Schlattl et al. (1999)).
Photon absorption by metallic elements is a major
source of opacity in the solar interior. It is widely be-
lieved that in order for solar models to reproduce he-
lioseismic observations, opacities of mid and high-Z el-
ements, which are the most complicated to model the-
oretically and for which there is no experimental vali-
dation, should be revised upward to compensate for the
decreased abundances. It has been shown (Christensen-
Dalsgaard et al. (2009); Villante et al. (2014)) that a
smooth increase of the solar opacity from ∼ 5% near
the core to ∼ 20% near the convection zone boundary
(CZB), reproduces helioseismic and neutrino observa-
tions, as demonstrated in Figure 1. Differences between
first principles state of the art opacity models (Seaton
et al. (1994); Iglesias & Rogers (1996); Iglesias (2015);
Blancard et al. (2012); Krief et al. (2016b); Colgan et al.
(2016)) are too small to account for the missing opacity,
giving rise to a solar opacity problem (Serenelli et al.
(2016); Vinyoles et al. (2017)). Otherwise, assuming
that opacities used currently in solar models are accu-
rate, other parts of solar models must be altered, such
as stellar atmosphere and spectroscopic models, mixing
mechanisms (Haxton & Serenelli (2008)) and enhanced
gravitational settling, or even non standard solar mod-
els (Serenelli et al. (2011)) incorporating rotation and
magnetic fields, which are completely prohibitive with
present day computational capabilities.
Recent laboratory measurements (Bailey et al. (2015))
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2of the monochromatic opacity of iron, a major photon
absorber throughout the solar interior, were performed
at the Sandia Z machine. The temperatures reached
at these experiments match those found near the CZB,
while the electron densities are about a factor of 2.5
lower. The measured spectra is larger than calculations
of all available atomic models by 30% − 400%. No sat-
isfactory explanation for this discrepancy is yet known
(Blancard et al. (2016)). The observed upward revision
of iron opacity supports the revised solar abundances and
the missing opacity in solar physics, although at different
plasma conditions than those found at the CZB.
Taking into account the complicated many-body inter-
action of a photon emitting/absorbing ion with the adja-
cent hot dense plasma in atomic calculations is a very
important yet extremely challenging task in the field.
Opacity models frequently approximate the ionic struc-
ture in the framework of the rather crude Ion-Sphere (IS)
model (Liberman (1979)), in which the ionic structure is
completely smeared out. The sensitivity of solar opacity
calculations to the IS approximation was never analyzed
in the context of the solar opacity problem.
In this work, plasma correlation effects are pointed out
as a significant source of uncertainty in the calculation of
solar opacities. The effects of plasma correlations beyond
the IS model are studied by using the Ion-Correlation
(IC) model by Rozsnyai (Rozsnyai (1991, 1992, 2014)).
Detailed opacity calculations of the solar mixture were
preformed in order to compare the IS and IC models.
We report a ∼ 10% increase in the Rosseland opacity
near the CZB. The effect was also examined at the condi-
tions of the recent Sandia experiment. Finally, we high-
light and analyze the possibility to measure Rosseland
opacities via terrestrial radiation flow experiments. The
range of temperature and density that can be achieved in
such experiments, if performed at the NIF (Moore et al.
(2015)), cover the conditions of the solar plasma at solar
radii ranging from the CZB (R/R = 0.72) and deeper,
up to R/R ≈ 0.55, which were never achieved in lab-
oratory experiments. These experiments are promising
candidates for an experimental study of Rosseland opac-
ities, and can be used to infer directly the uncertainty
in calculations of Rosseland opacities at stellar interior
conditions, and most importantly, may finally point out
weather the use of inaccurate opacities in solar models
are the source of the solar abundance problem.
2. THE EFFECT OF ION CORRELATION IN THE
SOLAR RADIATIVE ZONE
The complicated interactions between an ion and its
environment give rise to important phenomena such
as collisional line broadening (Dimitrijevic & Konjevic
(1987); Krief et al. (2016a)) and ionization potential de-
pression (Ciricosta et al. (2016)). In addition, the plasma
environment affects the local atomic potential and the
boundary conditions of atomic wavefunctions. In order
to calculate the latter effect properly, the ionic structure
of the plasma, which is given by the ion-ion pair cor-
relation function must be known. However, it is very
challenging to calculate ionic correlations from first prin-
ciples (Daligault et al. (2016)) and approximate models,
which were never tested experimentally at stellar interior
conditions, must be used.
We have employed the opacity code STAR (Krief &
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Figure 1. An illustration of the solar opacity problem.
The shaded area represents the range of required opacity variation
across the solar interior, in order for helioseismic and neutrino ob-
servations to agree with solar model predictions. The solid curves
represent relative differences in the Rosseland opacity κR/κ
OP
R −1,
between the OP opacity model (Seaton et al. (1994)) and the OPAL
model (Iglesias & Rogers (1996), in black), the OPAS model (Blan-
card et al. (2012); Mondet et al. (2015), in red) and the STAR
model (Krief et al. (2016b,a), in blue). The small discrepancies
between opacity models cannot explain the missing opacity that is
constrained by observations.
Feigel (2015a,b); Krief et al. (2016b,a)) to study the ion-
correlation effects on the opacity of a 24-element solar
mixture along a thermodynamic path obtained from a so-
lar model implemented by Villante et al. (Villante et al.
(2014)) which is calibrated with the recent AGSS09 set
of chemical abundances (Asplund et al. (2009)). Bound-
bound and bound-free atomic calculations are performed
in the STA framework (Bar-Shalom et al. (1989)) and
based on a fully relativistic quantum mechanical theory
via the Dirac equation, while inverse bremsstrahlung is
calculated via a screened hydrogenic approximation with
a degeneracy correction (Krief et al. (2016b)). Calcula-
tions were performed in the IS and IC approximation.
In the IS model each ion is enclosed within a spherical
volume whose radius rIS is the Wigner-Seitz radius of
the plasma. In addition, the ionic distribution vanishes
inside the sphere while it is smeared out completely out-
side of it, so that the ion-ion pair correlation function
g(r) takes the form of a step function and due to over-
all charge neutrality the central potential vanishes out-
side the sphere. Such a model neglects the possibility
for ionic charge to penetrate into the ion sphere and
screen the central potential seen by atomic wavefunc-
tions, as illustrated in Figure 2. On the other hand, the
IC model of Rozsnyai (Rozsnyai (1991, 1992, 2014)) in-
cludes a more realistic treatment of ionic structure which
is solved self-consistently with the electronic structure
and which screens the central potential. For strongly
coupled plasmas (lower temperatures and higher densi-
ties) the ionic structure features the well known short
range order, whereas for more weakly coupled plasmas,
such as the solar mixture, it is smeared out while ions
penetrate within the ion-sphere, as described in Figure 2.
The longer range of the central potential in the IC model
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Figure 2. Models for the plasma surrounding an atom.
Shown are the central atomic potentials V (r) (left axis) in the IS
(red) and IC (blue) model, as well as the ion-ion pair correlation
functions g(r) (right axis) in the IS model (step function, in black)
and IC model (magenta). The radial wavefunctions of the first
four ”s” orbitals are given in green (arbitrary units) where the
vertical positions represent the orbital energies (on the left axis).
The calculation was performed for iron near the convection zone
boundary at R/R = 0.72, temperature T = 180eV and electron
density ne = 8 · 1022cm−3.
slightly widens the spatial range of bound orbitals. This
causes an increase of the spatial overlap between bound
and continuum states which in turn increase the pho-
toionization cross section, enabling a non-negligible in-
crease of the Rosseland opacity. In addition, the longer
range of the potential slightly lowers the average ion-
ization. We note that solar opacity calculations in the
IC framework were performed in the past by Rozsnyai
(1992), using the older solar abundances of Grevesse &
Noels (1993). Since our goal in this work is to estimate
sensitivities, the IC calculations were performed in the
Debye-Huckel approximation (see Equations 2.16-2.8 in
Rozsnyai (1992)). This approximation results from the
more accurate HNC approximation (which was used by
Rozsnyai (1992)) in the limit of low plasma coupling.
The resulting variation of the Rosseland opacity of the
solar mixture throughout the solar interior, between IC
and IS as calculated by STAR, is shown in Figure 3.
These opacity variations are also shown in Figure 4, rel-
ative to the OP.
3. THE EFFECT OF ION CORRELATION IN THE
SANDIA Z-PINCH EXPERIMENT
In Figure 5, the monochromatic opacities of iron cal-
culated by STAR, at the conditions reached in the recent
Sandia experiment (Bailey et al. (2015)) are shown. Sim-
ilar results were obtained by using the CRSTA atomic
code (Hazak & Kurzweil (2012); Kurzweil & Hazak
(2013)). The resulting Rosseland opacity in the IC model
is larger by ∼ 15% than in the IS model, due to a sig-
nificant increase of the M-shell photoionization cross-
section, which results from the larger overlap of the M-
shell bound orbital with the continuum states in the IC
calculation. We note that despite having a significant
contribution to the Rosseland opacity, which peaks at a
photon energy of 3.8kBT , the M-shell is currently not
accessible in the 5.5− 9.5kBT spectral range reached in
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Figure 3. Relative differences in the Rosseland opacity of the
solar mixture throughout the solar interior, between Ion-Sphere
and Ion-Correlation models calculated by STAR.
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Figure 4. The effect of plasma correlations on the solar opacity,
as calculated by STAR, relative to the OP. The differences with
other models are also shown (as in Figure 1).
opacity experiments at the Sandia Z machine, which in-
cludes only the L-shell spectra. We note that such re-
quired soft X-ray spectrometers are currently being de-
veloped (Benstead et al. (2016)). It is seen from Fig-
ure 5 that the plasma correlation has a smaller effect on
the more strongly bound L-shell orbitals, and therefore
cannot explain the ”higher than predicted” iron opacity
(Bailey et al. (2015)), which is found in the L-shell spec-
tral range. Hence, the correlation effect for iron cannot
be measured currently in such a monochromatic experi-
ment.
4. MEASUREMENTS OF ROSSELAND OPACITIES
IN RADIATION FLOW EXPERIMENTS
The aforementioned monochromatic Z experiments
give detailed information on opacity spectra, but have
several drawbacks: (i) the inability to access the more
important spectral range closer to the Rosseland peak,
4(ii) only electron densities smaller by a factor of ∼ 2.5
than those found near the CZB can be reached due to
hydrodynamic expansion of the sample (Nagayama et al.
(2016a)), (iii) the measured electron densities in such ex-
periments are uncertain by 20 − 30% (Nagayama et al.
(2016b)) since they are inferred from crude line broad-
ening models for Mg K-shell lines, and (iv) higher tem-
peratures found in deeper regions in the Sun cannot be
reached.
A complementary approach to the direct spectral mea-
surements of solar opacities is via radiation flow exper-
iments (Back et al. (2000); Fryer et al. (2016)) in high
energy density facilities, such as the National Ignition
Facility (NIF) (Moore et al. (2015)), Laser-Megajoule
(Fleurot et al. (2005), OMEGA (Decker et al. (1997))
and Sandia Z-machine (Bailey et al. (2015)). In such ex-
periments, illustrated in Figure 6a, a high temperature
thermal x-ray source is coupled to a foam, inducing a
supersonic radiative x-ray wave crossing that foam. A
common measurement is of the breakout time. This is
an integral quantity which depends upon a combination
of the equation of state of the foam used in the experi-
ment and its opacity. Doping the foam with permilles of
dominant photon absorbers in the Sun, such as oxygen,
magnesium and iron, and comparing the measurements
to those of a clean foam experiment, the Rosseland opac-
ity can be studied experimentally at solar interior con-
ditions that were never achieved in the past. The solar
radius probed in the experiment is dictated by the foam
initial density and the temperature of the heat wave. For
example, recent results at the NIF show that a drive tem-
perature of up to ∼ 300eV can be reached (Moore et al.
(2015)), which covers the temperatures in the Sun rang-
ing from the CZB (R/R = 0.72) and deeper, up to
R/R ≈ 0.55. By using low-Z foams, electron densi-
ties prevailing in the latter region of the Sun can also be
achieved.
As an example, in Table 1 we list the properties of the
CH, CH2 and CH4 plastic foams, doped with oxygen,
neon, magnesium and iron with a number concentration
of 0.25% each, at conditions found in the Sun at four dif-
ferent locations: R/R = 0.72, 0.64, 0.58 and 0.55. The
foam densities corresponding to conditions at the solar
interior are in the range of 0.3−1.3g/cm3. Plastic foams
can be easily manufactured with various hydrogen to car-
bon ratios and with densities of up to ∼ 1g/cm3, which
corresponds to R/R = 0.58, where the temperature is
280eV.
Thus, radiation flow experiments introduce a few ad-
vantages: (i) Only Rosseland opacities are measured,
(ii) plastic foams can be manufactured at densities cor-
responding to the solar plasma in the range R/R =
0.72 − 0.58 and there is no hydrodynamic expansion of
the foam since the radiative heat wave is supersonic, (iii)
the foam density, which is known to a high precision, de-
termines the electron density and (iv) temperatures of up
to 300eV can be reached (Moore et al. (2015)). Moreover,
since the suggested doping level is very low, the equation
of state of the foam is unaffected by the doping, as the
chemical potential is dictated by the foam constituents,
thus a comparative study disentangles the effects of the
equation of state and the opacity in the velocity of the
heat wave in the foam.
However, such experiments are plagued with system-
atic effects, as recently explained in Fryer et al. (2016).
The schematic experiments proposed here are of com-
parative nature, since it is only the effect of the dop-
ing elements which needs to be characterized. This re-
duces the sensitivity of the inferred opacities on the main
sources of uncertainties. In particular, the characteriza-
tion of the x-ray source, which is essential for inferring
the temperature of the supersonic wave, is a source of
uncertainty, as it is not measured directly, but inferred
from measurements without the foam, implicitly assum-
ing repeatability in the operation of the x-ray source, and
relying on theory to take into account the effect of the
foam. For example, Rosseland opacity fractions of test
elements can be easily measured by comparing the re-
sults of foams with and without the tested element. We
note that calibration and comparison of measurements
with different foam setups is easily achieved, as shown in
Figure 6b, by aligning the foams together, so that they
would experience the same radiation drive.
This approach can also be used to pinpoint the ion-
correlation effect, as it amounts to 5− 10% in the Rosse-
land opacity (see Table 1), and therefore, can be vali-
dated experimentally (Fryer et al. (2016)). The small
amount of doping does not affect thermodynamic prop-
erties of the plasma such as the chemical potential, aver-
age ionization and electron density, while it significantly
affects radiative properties. In Figure 6c we list the con-
tributions of the different elements in the doped CH foam
to its Rosseland opacity. It is evident that the majority
of the opacity (& 60%) is due to the doped elements, with
iron having the largest contribution (∼ 40%), similar to
the solar plasma.
Hence, radiation flow experiments consist an ideal
method for an experimental study of Rosseland opacities
of the solar plasma, complementary and advantageous
to monochromatic Z experiments. The experiments de-
scribed here schematically should be planned in detail
using a dynamic code, for the specific machine. We post-
pone this to a different publication.
5. SUMMARY
A significant increase to solar opacity calculations is
required to solve the decade old disagreement between
helioseismology and solar models. The small discrepancy
in the solar mixture opacity between all existing atomic
models is not a measure of the accuracy of these calcula-
tions, since similar physical models and approximations
are used. An experimental validation of opacity calcula-
tions at stellar interior conditions, which has never been
performed in the past, should aid significantly in under-
standing the source of the missing opacity.
Following the work of Rozsnyai (1991, 1992), the ef-
fect of ion-ion correlations which results from the ex-
tremely complex interaction between ions in a plasma,
was examined as a source of uncertainty in the calcula-
tion of solar opacities. The effect was studied by using
the Ion-Correlation model which includes a more realis-
tic treatment of ionic structure and was not previously
analyzed, in the context of the solar opacity problem.
We found a significant difference between the Ion-Sphere
and Ion-Correlation models of ∼ 10% in the Rosseland
opacity near the CZB. Both these models include uncon-
trolled approximations, and thus the difference between
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Figure 5. The effect of plasma correlations in the recent
Sandia experiment. The spectral opacity of iron (right axis) cal-
culated by the IS (solid line, in red) and IC models (dashed line, in
blue) at typical conditions reached by the recent Z-machine exper-
iment (Bailey et al. (2015)) (temperature T = 182eV, free electron
density ne = 3.1 × 1022cm−3). The Rosseland weight function
(right axis) is shown in the solid black line. The experimentally
accessible spectral range is indicated by a horizontal arrow. The
Rosseland mean opacities are given in the legend.
Table 1
Properties of doped plastic foams at terrestrial radiation
flow experiments at solar interior conditions. The average
ionization Z¯, required mass density ρ, Rosseland mean free path
lR and the relative difference in the Rosseland opacity between
IC and IS, ∆κR, are listed for doped CH, CH2 and CH4 (see
text), with thermodynamic conditions (temperature T and
electron density ne), prevailing at the listed locations R/R in
the Sun. At R/R = 0.58 the required foam densities approach
the maximal available density of ∼ 1g/cm3 and at R/R = 0.55
the temperature of 300eV is the maximal temperature which is
currently achievable in terrestrial laboratories.
CH CH2 CH4
R/R = 0.72
T = 180eV
ne = 8× 1022cm−3
Z¯
ρ
[
g/cm3
]
lR [mm]
∆κR(IC/IS)
3.25
0.27
0.13
6.8%
2.53
0.26
0.12
7.2%
1.94
0.24
0.12
10.2%
R/R = 0.64
T = 235eV
ne = 1.7× 1023cm−3
Z¯
ρ
[
g/cm3
]
lR [mm]
∆κR(IC/IS)
3.29
0.58
0.12
5.1%
2.55
0.54
0.11
6.6%
1.96
0.5
0.1
7.1%
R/R = 0.58
T = 280eV
ne = 3.1× 1023cm−3
Z¯
ρ
[
g/cm3
]
lR [mm]
∆κR(IC/IS)
3.29
1.05
0.1
4.8%
2.55
0.99
0.09
4.9%
1.96
0.91
0.08
7.2%
R/R = 0.55
T = 300eV
ne = 4.2× 1023cm−3
Z¯
ρ
[
g/cm3
]
lR [mm]
∆κR(IC/IS)
3.29
1.42
0.09
5.3%
2.55
1.34
0.08
5.6%
1.96
1.23
0.07
5.8%
them should be considered as a measure of the uncer-
tainty stemming in the microscopic ionic structure of the
solar plasma. This calls for a detailed examination of
the effect with more advanced plasma models (Daligault
et al. (2016)). In a recent work (Krief et al. (2016a)) we
have shown that uncertainties in line-broadening models,
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Figure 6. Illustration of a terrestrial radiation flow exper-
iment to simulate the hot dense solar plasma. (a) The side
view shows a thermal x-ray source, coupled to a plastic foam such
as CH, CH2 and CH4. An x-ray drive with a typical temperature
of 180−300eV, which can be produced at high energy density facil-
ities, generates a supersonic radiative heat wave through the foam.
The Rosseland opacity of the foam is inferred directly from the
measured breakout time of the radiative wave through the foam.
By doping the foam with permilles of strong photon absorbers in
the Sun, such as oxygen and iron, the Rosseland opacity of a mix-
ture with plasma parameters identical to those prevailing in the
solar interior can be studied experimentally. (b) Same as (a), with
a foam setup consisting pure and doped plastic foams. In this
setup, Rosseland opacity fractions can be measured directly, while
the experimental error is reduced significantly, since both foams
see the same x-ray drive. (c) The charts represent Rosseland opac-
ity fractions of the CH foam due to hydrogen, carbon and the
doped elements, O, Ne, Mg, and Fe (with doping of 0.25% each,
see text) at three thermodynamic conditions representing differ-
ent positions in the Sun: R/R = 0.72 (left panel, T = 180eV,
ne = 8 × 1022cm−3), R/R = 0.64 (middle panel, T = 235eV,
ne = 1.7× 1023cm−3) and R/R = 0.58 (right panel, T = 280eV,
ne = 3.1×1023cm−3). Additional properties of the CH foam under
these conditions are listed in Table 1
another plasma effect, have a significant contribution to
the missing opacity, and in fact, can account for all of
the missing opacity, if the line-width uncertainty is of a
factor of about ∼ 100. The uncertainties in line broaden-
ing models which are used in opacity codes are unknown,
as they were never tested experimentally at stellar inte-
rior conditions. We note that differences between line-
width models are typically factors of 2 − 50. Changing
6artificially the width of the lines enabled a broad study
of the effect of this phenomenon, in contrast to ionic-
correlations, where we to rely upon the differences be-
tween specific models to estimate uncertainties. Thus, a
detailed analysis which includes a sound theoretical or
experimental quantification of the uncertainties due the
various plasma effects, which depends solely on the tem-
perature and free electron density, is called for.
We thus suggest an experimental path to study Rosse-
land opacities of the solar plasma via radiation flow ex-
periments, by using plastic foams doped with permilles of
dominant photon absorbers in the Sun. We have shown
that it is possible to cover the temperatures and densi-
ties of the solar plasma at solar radii ranging from the
CZB (R/R = 0.72) and deeper, up to R/R ≈ 0.58
which were never achieved in laboratory experiments.
The analysis we have presented shows that doping ma-
terials contribute about half of the Rosseland opacity of
the foam, even when the doping level is below 1%. Thus,
we suggested that comparative measurements of clean
and doped foam, with changing doping levels and vari-
ous thermodynamic conditions, can aid in pin-pointing
the opacity contribution of the different doping materi-
als. Ion-correlations have a 5-10% effect in the suggested
setups, depending on the average ionization in the foam.
By changing the carbon to hydrogen ratio one can try to
isolate this effect in the experiments. A detailed analysis
of these suggested experiments should include radiative-
hydrodynamic simulation, to study possible systematic
effects, such as wave front structure originating in bound-
ary effects.
Finally, we stress out that by comparing the results of
such experiments with theoretical predictions, the uncer-
tainty in Rosseland opacity calculations at stellar interior
conditions can be inferred for the first time. If experi-
mental results at the CZB conditions will deviate from
calculations by more than 10−20%, the solar abundance
problem will be solved, as the uncertainty in opacity cal-
culations will be large enough for solar models to agree
with helioseismology. Otherwise, it will be proven that
the problem with solar models is not due to the opacities.
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