In the paper, we propose the novel and efficient object descriptors that are designed to describe the appearance of the objects. The descriptors are called as Hierarchical Energy-Transfer Features (HETF). The main idea behind HETF is that the shape of the objects can be described by the function of energy distribution. In the image, the transfer of energy is solved by making use of physical laws. The function of the energy distribution is obtained by sampling, after the energy transfer process; the image is divided into the cells of variable sizes and the values of the function is investigated inside each cell. The proposed descriptors achieved very good detection results compared with the state-of-the-art methods (e.g. Haar, HOG, LBP features). We show the robustness of the descriptors for solving the face detection problem.
INTRODUCTION
The area of computer vision includes many tasks that have been well researched in recent years. In this paper, we will focus on the problem of object description and detection. It is clear that the images contain many objects of interest. The goal of the object detection systems is to find the location of these objects in the images (e.g. cars, faces, pedestrians). For example, the vehicle detection systems are crucial for traffic analysis or intelligent scheduling, the people detection systems can be useful for automotive safety, and the face detection systems are the key part of face recognition systems. Typically, the detection algorithms are composed from two main parts in the area of feature-based detectors. The extraction of image features is the first part. The second part is created by the trainable classifiers that handle the final classification (object/non-object). In this paper, our contribution will be focused on the first part; on the extraction of image features.
The proposed features are based on the idea that the appearance of objects can be described by the function of the distribution of energy; if we speak about the energy transfer in this paper, we have the transfer of heat in mind. We suppose that the image is a rectangular plate with the thermal conductivity properties; big gradients represent the low conductivity and vice versa. In the process of obtaining the proposed features, the temperature sources are placed into the image. The transfer of temperature starts from the sources at the same time and the transfer is carried out during a chosen time. The distribution of temperature is investigated after the temperature transfer. The vector of features that is composed of this distribution is then used as an input for the SVM classifier. In essence, the proposed features are slightly inspired by HOG but instead of the histograms of oriented gradients we investigate the distributions of temperature. In this paper, we show the properties of the proposed features for solving the problem of face detection and we show that using the function of temperature distribution, the faces can be described with a reasonable number of features with good detection results. The preliminary version of the presented method (without the hierarchical improvement) was used for face detection in (Fusek et al., 2013) .
The paper is organized as follows. In Section 2, we present an overview of the state-of-the-art featurebased detectors. In Section 3, we describe the extraction of the proposed features in detail, and we show the experiments and results in Section 4.
RELATED WORKS
In this section, we will especially focus on the image features that are extracted over the sliding window that are divided into the dense areas (due to the fact that the proposed descriptors are also calculated within the dense regular blocks).
In recent years, the object detectors that are based on the edge analysis providing the valuable information about the objects of interest have been used in many detection tasks. In this area, the Histograms of Oriented Gradients (HOG) (Dalal and Triggs, 2005) are considered as the state-of-the-art method. In essence, the HOG descriptors can be regarded as a dense version of the SIFT features. In HOG, a sliding window is used for recognition. The window is divided into small connected cells in the process of obtaining HOG descriptors. The histograms of gradients are calculated for each cell. It is desirable to normalize the histograms across a large block of image. As a result, a vector of values is computed for each position of window. This vector is then used for recognition, e.g. by the Support Vector Machine (SVM) classifier (Boser et al., 1992) . Many methods and applications that are based on HOG have been successfully presented in recent years. The PHOG descriptors that use the pyramid image representation were presented in (Bosch et al., 2007) . The classical HOG-based detector was used for detecting upper bodies for automated upper body pose estimation in (Ferrari et al., 2008) . Felzenszwalb et al. (Felzenszwalb et al., 2010) proposed the part-based detector that is based on HOG. In this method, the objects are represented using mixtures of deformable HOG part models and these models are trained using a discriminative method.
Haar-based descriptors represent the next possibility for object description. The main idea behind the Haar-like features is that the features can encode the differences in mean intensities between two rectangular areas. For instance, in the problem of face detection, the regions around the eyes are lighter than the areas of the eyes; the regions below or on top the eyes have different intensities that the eyes itself. These specific characteristics can be simple encoded by one two-rectangular feature, and the value of this feature can be calculated as the difference between the sum of the pixels inside the two rectangles. The Haar-like features which are similar to Haar basis function have first been proposed by Papageorgiou and Poggio (Papageorgiou and Poggio, 2000) . In their paper, the Haar-like features are combined with the SVM classifier. The authors used the three types of Haar features (vertical, horizontal, diagonal) that were able to encode the changes in the intensities at various locations, scales, and orientations. The authors also reported promising performance in the tasks of face, car, and people detection in their paper. Since then, the Haar-like features and their modifications have been used in many works. The paper of Viola and Jones (Viola and Jones, 2001) contributed to the popularity of Haar-like features. They proposed the object detection framework based on the image representation called the integral image combined with the rectangular features, and AdaBoost algorithm (Freund and Schapire, 1995) . The extension of the Haar feature set has been presented by Lienhart et al.(Lienhart and Maydt, 2002) . In this paper, the authors presented 45 • rotated features that are able to reduce the false alarm and achieve more accurate face detection.
Local Binary Patterns (LBP) that were introduced by Ojala et al. (Ojala et al., 1996) for texture analysis can also be used for object description. The main idea behind LBP is that the local image structures (so called micro patterns such as lines, edges, spots, and flat areas) around each pixel can be efficiently encoded by comparing every pixel with its neighboring pixels; in the basic form, every pixel is compared with its neighbors in the 3 × 3 region. The result of the comparison is the 8-bit binary number for each pixel; in the 8-bit binary number, the value 1 means that the value of center pixel is greater than the neighbor and vice versa. The histogram of these binary numbers is then used to encode the appearance of the region. The important properties of LBP are resistance to lighting changes and low computational complexity. Duo to their properties, LBP have been used in many recognition tasks, especially for facial image analysis. In (Hadid et al., 2004) , LBP were used for solving the face detection problem in low-resolution images. Multi-block Local Binary Patterns (MB-LBP) for face detection were proposed in . The paper of Tan and Triggs (Tan and Triggs, 2010) proposed the face recognition method using robust preprocessing based on the Difference of Gaussian image filter combined with LBP in which the binary LBP code is replaced by the ternary LTP code.
In the next section, we will show the process of extraction of the proposed features.
HIERARCHICAL ENERGY-TRANSFER FEATURES
As was mentioned before, the main idea behind the proposed features is based on the fact that the appearance of objects can be efficiently described by the function of temperature distribution in the following way.
Suppose the theoretical image that contains one object (with one area), and suppose that this object has very thin edges; theoretically, the edges can be infinitely thin (the gradient of brightness of this theoretical image is shown in the second row in Fig. 1 ). Suppose that this object of interest (with the very thin edges) is analyzed by the functions of gradient sizes and directions. The meaningful sample values of this function can be difficult to obtain; it is difficult to obtain (by the samples) the information about the thin edges (it may happen that the samples will not hit the thin edges). On the other hand, the function of temperature distribution does not make problems during sampling. Suppose that the source of constant temperature is placed inside the considered object; say that into the gravity center of object ( Fig. 1(a) ). Inside the image, the temperature transfer (from this source) can be solved by making use of physical laws. It means that the gradients of the object can be considered as the thermal insulator; high gradients indicate the low conductivity and vice versa. After the temperature transfer that is carried out during a chosen time, the area of this object will contain a certain distribution of temperature ( Fig. 1(b) ), and the function of temperature distribution inside this object can be investigated. In this function, the areas with approximately constant temperature values are important and it is an easy matter to hit them by samples. Finally, the temperature distribution reflects the presence of objects and their parts and the appearance of object of interest can be described by the distribution (with a relatively small amount of descriptors), which is the main idea of the method we propose.
It is clear that the real images consist of objects with different areas (Fig. 2(a) ) and one temperature source will not be enough to cover all areas. Therefore, we chose the location of temperature sources in the form of regular grid (Fig. 2(b) ). At the time t = 0, the temperature of constant value 1.0 is attached to the source locations; other places inside the image have zero temperature at the time t = 0. The temperature transfer that starts from all sources at the same time is carried out during a chosen time t. Once the temperature transfer inside the image is obtained, the function of temperature distribution inside the image is investigated (the example of temperature distribution is shown in Fig. 2(c) ). For this purpose, the image is iteratively divided into the finer spatial cells; i.e. we recursively divide the image into the cells of varying size (Fig. 3) . In general, the image at hierarchical level l has 4 l cells. Inside each cell, the distribution is investigated. Let I(x, y,t) be the function of temperature (at location (x, y) and the time t) that is determined. We can compute the mean temperature in every cell; Iµ it stands for the mean temperature of the i-th cell at the time t. We use the mean cell temperatures as the values in the feature vector. For the additional information and for the precise description of the temperature distribution, we use the histogram of the temperature distribution that is also determined inside the cells. Each cell is represented by the |M| + Iµ it dimension vector, where |M| is the size of the cell, and |M| represents the number of histogram bins; the final vector of features is composed of the mean temperature and from the histograms of each cell at each hierarchical level. For example, for one cell of size 400 pixels (20 × 20), we compute the 20 histogram bins and the mean temperature of the cell Iµ it , and the feature vector of this cell is the vector with dimension d = 21. The process of composing the final feature vector for the levels l = 0 and l = 1 is shown in Fig.  4 .
In the detection phase, we use the sliding window technique. The size of detection window is set to the size of training samples. Once the temperature field inside the whole input image is computed, the detection window scans this field and the feature vector is composed inside the window. The vector is then used as an input for the SVM classifier. It is important to mention that the classical HOG descriptors are not rotationally invariant. Since the proposed descriptors are similar to the HOG descriptors (in the sense that the features are computed in a grid in both approaches), this limitation also occurs in the proposed descriptors. Similarly as in HOG, the scale invariance is achieved by rescaling the images. For the practical realization of the method, it is important to mention that the thermal field inside the image can be solved by making use of the following equation (Perona and Malik, 1990) ∂I(x, y,t)
where I represents the temperature at a position (x, y) and at a time t, div is a divergence operator, ∇I is the temperature gradient and c stands for thermal conductivity. For the source points and arbitrary time t ∈ [0, ∞), we set I(x s , y s ,t) = 1, where (x s , y s ) are the coordinates of the source points (i.e. we hold the temperature constant during the whole process of transfer, which is in contrast with the usual diffusion approaches). In all remaining points, we take into account the initial condition I(x, y, 0) = 0. We solve the equation iteratively. The conductivity in Eq. 1 is determined by
where E is an edge estimate. We define the edge estimate E as the gradient of original image E = ∇B, where B is the brightness function. The function g(·) has the form of (Perona and Malik, 1990 )
where K is a constant representing the sensitivity to the edges (Perona and Malik, 1990) . Once the temperature field over the input image is obtained (at a chosen time t), the mean cell temperature Iµ it can be obtained by making use of the formula
where M stands for the cell area, and |M| is its size.
The Support Vector Machine classifier with the radial basis function kernel is trained over the proposed descriptors in the next step to create the final classifier.
EXPERIMENTS
For the training phase, the positive set consists of 2300 faces and 4300 non-faces. We used the face images from the BIOID database (https:// www.bioid.com/downloads/software/bioid-facedatabase.html) combined with the Extended Yale Face Database B (Lee et al., 2005) . We manually cropped these images on the area of faces only. The negative set consists of 3000 images that were obtained from the MIT-CBCL database (http:/ /cbcl.mit.edu/software-datasets/FaceData2.html) combined with the 1300 hard negative examples. The training images (for the proposed method) were resized to the size of 80 × 80 pixels. The visualization of temperature distribution of faces is shown in Fig.  5 .
As we said before, we use the sliding window technique in the detection phase. The size of detection window is set to 80 × 80 pixels (the size of training samples). We use the fixed size of window that scan the image in 12 different resolutions of input image. The thermal field is computed for each resolution. The example of visualization of temperature function inside the whole input image (of one resolution of input image) with the positive detections is shown in Fig. 6 . We experimented with the proposed method and we suggest the following configuration. The configuration of hierarchical energy transfer features is denoted as HET F. The size of temperature sources is 1 pixel and the distance between the sources is 5 pixels. The time for temperature transfer is 250; this number represents the number of iterations because we solve equation Eq. 1 iteratively. The mean temperature is computed inside each cell at levels 0, 1, 2, 3, 4; it means that the mean temperature is computed inside the 341 cells (341 values in the feature vector). Additionally to that, the histogram of the temperature distribution is computed at levels 0, 1, 2, 3 (1200 values in the feature vector). Due to the fact that the cells at l = 4 are relatively small (5 × 5 pixels), we describe these cells with the mean temperature only. Finally, the final feature vector consists of 1541 descriptors for one position of sliding window; we experimented with the different settings of levels and this configuration achieved the best detection results. This configuration is also used for the visualization of proposed features in Fig. 2, 3, 4 , 5, and 6.
For comparison, we used the detectors that are based on the HOG features, LBP (Local Binary Patterns) features and Haar features (Viola-Jones detection framework).
For the HOG features we used the identical training sets like for the proposed features (2300 positive and 4300 negative samples) and we also used the identical size of the samples (80 × 80pixels). We used the typical parameters of HOG descriptors; the size of block = 16 × 16 pixels; the size of cell = 8 × 8 pixels; the horizontal step size = 8 pixels; the number of bins = 9. This configuration consists of 2916 HOG descriptors for one position of sliding window; this configuration is denoted as HOG. The Support Vector Machine classifier with Radial basis function kernel is trained over the HOG descriptors create the final classifier (similarly in the proposed descriptors).
For the detector based on the Viola-Jones detection framework and for the LBP-based detector, we also used the identical training sets like for the proposed features (2300 positive and 4300 negative samples) and we resized the training images to the size of 19 × 19. The detector based on the Viola-Jones detection framework is denoted as Haar, the detector based on the LBP features is denoted as LBP. It is important to mention that for these features, we created the cascade classifiers.
To calculate the performance of approaches, we collected the set of 200 images that contains 250 faces from the Faces in the Wild dataset (Berg et al., 2005) . Before the process of performance calculation, the positive detections were merged to one if at least 3 positive detections hit approximately one place in the image. In Table 1 , the detection results are shown.
The HOG-based detector achieved the good number of true positive detections (sensitivity 97.58%), nevertheless, the number of false positives is larger (precision 68.75%). For example, the spherical-like objects (e.g. balls, tennis rackets) are the problem for the HOG-based detector. In general, this detector detected a lot of objects in the images and many of these objects are not faces. In contrast, the proposed method achieved the very promising numbers of true positive detections (sensitivity 86.18%) and the proposed descriptors also achieved the small number of false positive detections (precision 98.15%) using 2× less descriptors than in the HOG-based detector. We experimented with the different settings of HOG descriptors, however, without the increasing the datasets for training, the HOG-based detector was not able to achieve better results. The examples of the cases in which the HOG-based detector failed are shown in Fig. 7 . The cascade classifier of Haar features achieved better detection results than HOG descriptors (F1 score 86.65%). Nevertheless, this detector needed to increase the number of training samples to achieved better results. This problem also occurs in the LBPbased detector (F1 score 66.02%).
With respect to the fact that the proposed features had a low number of false positive detections (50 false positive detection windows of 7 million detection windows) and the number of descriptors (1541) achieved the good results (F1 score 91.77%), we reduced the number of descriptors using PCA (Principal Component Analysis). To determine the number of principal components, we used the 200 principal components (corresponding to the largest eigenvalues); the final feature vector is the vector with dimensionality d = 200. The detector that are based on this subset of the proposed features is denoted as HET F PCA .
The detector based on the subset of the proposed features, achieved F1 score 93.52%; we note that the number of false positives is larger sing this subset nevertheless the detector achieved the best detection results (the examples in which the HET F PCA detector failed are shown in 8). The detector also shows that the appearance of the faces can be successfully described using the distribution of temperature with a relatively small set of the training samples and with a relatively small set of descriptors compared with the state-of-the-art descriptors. The detection results of the detector based on the HET F PCA configuration are shown in Fig. 9 .
If we discuss about the computational time of the algorithm, the measurement of the time can be divided into two parts. The first part contains the time that is necessary for the temperature transfer inside the image. Since we solve the diffusion equation iteratively, the number of iterations has a major impact on the computational time of this part. We have developed the GPU (CUDA) and CPU (SSE/AVX) versions for solving the temperature transfer process. The computational time of GPU version is 40 milliseconds, the time of CPU version is 150 milliseconds for 150 iterations and for the size of input image 640×480 pixels.
The second part contains the time that is required for composing the feature vector. The mean temperature inside the rectangular cells is computed in a con- stant time using the integral image. The calculation of histogram of each cell took 1 millisecond for one position of sliding window (80×80 pixels). Finally, the recognition time of feature vector depends on the chosen classifier.
CONCLUSION
In the paper, we proposed the interesting method for object description. The method is based on the fact that the appearance of the objects can be described using the function of temperature distribution. The key part of the proposed method is the process of temperature transfer that is carried out during a chosen time inside the image. This process is the most timeconsuming part of the method and we will focus on the time complexity of the method in the future works. However, compared with the state-of-the-art descriptors, the proposed descriptors achieved the very good detection results and we will also focus on detection of other objects of interest using this method.
